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In solving noise-free and noisy optimization problems, candidate initialization and sam-
pling play a key role, but are not deeply investigated. It is of interest to know if the entire
search space has the same quality for candidate-solutions during solving different type of
optimization problems. In this thesis, a comprehensive investigation is conducted in order
to clear those doubts, and to examine the effects of variant sampling methods on solving
challenging optimization problems, such as large-scale, noisy, and multi-modal problems.
As a result, the search space is segmented by using seven segmentation schemes, namely:
Center-Point, Center-Based, Modula-Opposite, Quasi-Opposite, Quasi-Reflection, Supper-
Opposite, and Opposite-Random. The introduced schemes are studied using Monte-Carlo
simulation, on various types of noise-free optimization problems, and ultimately ranked
based on their performance in terms of probability of closeness, average distance to un-
known solution, number of solutions found, and diversity. Based on the results of the
experiments, high-ranked schemes are selected and utilized on well-known metaheuristic
algorithms, as case studies. Two categories of case studies are targeted; one for a single-
solution-based metaheuristic (S-metaheuristic) and another one for a population based
metaheuristic (P-metaheuristic). A high-ranked single-solution-based scheme is utilized
to accelerate Simulated Annealing (SA) algorithm, as a noise-free S-metaheuristic case
study. Similarly, for noise-free P-metaheuristic case study, an effective population-based
algorithm, Differential Evolution (DE), has been utilized. The experiments confirm that
the new algorithms outperform the parent algorithm (DE) on large-scale problems. In the
same direction, with regards to solving noisy problems more efficiently, a Shaking-based
sampling method is introduced, in which the original noise is tackled by adding an ad-
ditional noise into the search process. As a case study, the Shaking-based sampling is
utilized on the DE algorithm, from which two variant algorithms have been developed and
showed impressive performance in comparison to the classical DE, in tackling noisy large-
scale problems. This thesis has created an opportunity for a comprehensive investigation
ii
on search space segmentation schemes and proposed new sampling methods. The cur-
rent study has provided a guide to use appropriate sampling schemes for a given types of
problems such as noisy, large-scale and multi-modal optimization problems. Furthermore,
this thesis questions the effectiveness of uniform-random sampling method, which is widely
used in of S-Metaheuristic and P-Metaheuristic algorithms.
iii
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2 Chapter 1. Introduction
1.1 Motivation
In the field of black-box optimization, the search space and sampling method areas have not
been investigated comprehensively. The search space plays an important part in solving
an optimization problem, since it is the area in which solutions are found; yet, to the best
of knowledge, there has not been a detailed investigation of the entire search space, with
regards to the type of optimization problem and algorithm. Furthermore, there has not
been an overall comprehensive investigation of the sampling methods of the search space.
The question that was not clear, nor answered was whether the entire search space have the
same quality and chance of solving a problem? According to the best of knowledge, there
is no research done to clearly answer or justify this question; therefore, it is of interest
of this thesis to focus mainly on the area of search space and comprehensively compare
various introduced sampling methods in order to answer that question. In the process,
it is of interest to build a mapping (ranking) of the introduced sampling methods to use
for solving various types of optimization problems. Furthermore, it is interesting to see
the outcome of using the introduced map/rank in solving optimization problems using
well-known algorithms.
1.2 Objectives
The objective of this thesis is to perform a comprehensive and detailed investigation of
the search space by segmenting it using new and existing segmentation schemes for noisy
and noise-free optimization. The schemes will be defined and the relation among them will
be explained. Based on the experimental investigations, the main objective is to build a
relationship (mapping) among the segmentation schemes (i.e., the sampling methods), the
types of optimization problems and the types of algorithms, which will be used to solve the
problems. Some of the selected sampling methods will be experimented on single-solution-
based and population-based algorithms. Also, it is an objective of this thesis to propose new
sampling methods for noisy optimization problems. Furthermore, the introduced sampling
methods have been tested on the Differential Evolution algorithm.
The objectives of this thesis are as follows:
1. Investigate the search space in detail to see if everywhere in the search space has the
same sampling quality.
1.3 Outline of the Thesis 3
2. Introduce and implement sampling methods in order to conduct the Monte-Carlo-
based investigation.
3. Based on the findings, create a mapping among the introduced sampling methods
and variant types of noise-free optimization problems.
4. Introduce new sampling methods to solve noisy optimization problems efficiently.
5. Utilize the findings of the investigations on well-known metaheuristic optimization
algorithms to examine their performance.
1.3 Outline of the Thesis
The research done in this thesis is outlined as follows:
Chapter 2 gives the reader a review of sampling methods, since sampling (initialization)
methods are the main concern of this thesis.
In Chapter 3, Opposition-Based Learning (OBL) is reviewed which is the corner-stone
of the segmentation schemes introduced in Chapter 4. Furthermore, contributions of OBL
in Metaheuristic are reviewed.
The core concept of this thesis is presented in Chapter 4, which introduces search space
segmentation schemes for noise-free optimization, based on the opposition concept. In this
chapter only the theoretical definition of the different schemes are presented without any
knowledge of their performance.
In Chapter 5, the segmentation schemes introduced in the previous chapter are put
to test in variant experimental scenarios, using the Monte-Carlo simulation. Over several
experimental series, each or combination of schemes are tested against conventional meth-
ods. The results are presented with graphs for each of the experiments. The schemes are
ranked based on their performance according to the objectives of the experiment series.
Given the results from the experimental series, the schemes that had highest rankings
for certain type of problems are utilized on existing optimization algorithms as sampling
methods, in-order to develop enhanced algorithms, and to examine the performance of the
enhanced algorithms compared to their parent algorithms.
The first case study is presented in Chapter 6, which focuses on single-solution-based
optimization algorithm. This case study utilizes successful sampling scheme on a well-
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known S-Metaheuristic algorithm (i.e., Simulated Annealing) to examine the effect of the
new sampling method in improving the S-Metaheuristic algorithms.
The second case study presented in Chapter 7, utilizes the highest ranking population-
based sampling method by testing on a well-known P-Metaheuristic (i.e., Differential Evo-
lution) global optimization algorithm, for noise-free problems. As well, an adaptive version
of this new algorithm is presented in the same chapter and the results are compared to
non-adaptive (original) version of the algorithm to examine the improvements made by the
adaptive version.
For noisy optimization, Chapter 8 introduces a new sampling method for solving noisy
problems more efficiently. This new sampling method to solve noisy problems is utilized on
Differential Evolution to develop two new algorithms, which are applied to noisy problems
as experiments.
Finally, the thesis is concluded in Chapter 9, along with directions for future work.
Chapter 2
Sampling Methods in Noise-Free
Optimization: A Background Review
5
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Initialization is performed in any single-solution and population-based metaheuristic
optimization algorithms when trying to solve a black-box problem. When there is no
a priori-knowledge about the problem landscape, it is necessary to start from an initial
point(s) on the landscape. The population initialization or initial estimate is used as a
starting point for the searching algorithm. In this chapter, a literature survey of initializa-
tion (sampling) schemes will be presented.
In Section 2.1 the different sampling methods are reviewed, followed by the concluding
remarks of the chapter presented in Section 2.2.
2.1 Sampling and Initialization Methods
The most famous and widely-used initialization method is uniform-random initialization,
also known as pseudo-random initialization [1]. It is called pseudo-random because a
pure random number cannot be generated algorithmically. Even though pseudo-random
initialization is computationally cheap, the quality of generated solutions are not very good
and properly diverse [1].
In order to support diversity in initialization, two methods have been proposed: Sequen-
tial and Parallel Diversification [1]. These two methods promote diversity by calculating
locations on the search space to generate points. In Sequential Diversification, as the name
indicates, the points are generated in sequence of each other, according to a predefined
difference (distance) from one another. This method improves the diversity, but not nec-
essarily the quality of points. A sample method of sequential diversification is Simple
Sequential Inhibition (SSI) [1]. On the other hand, in Parallel Diversification methods, the
points are generated in parallel of each other. A famous parallel diversification method is
the Latin Hypercube Sampling (LHS) [1]. In this initialization method, the search space is
divided into equal squares (in 2D) such that the number of squares will be the number of
population size. Then, in each square a uniform-random point (individual) is generated,
as shown in Fig. 2.1.
Since the cost of producing points using Sequential and Parallel diversification meth-
ods is high and the quality of solutions is not guaranteed, other sampling (initialization)
methods are used, such as, uniform-random sampling.
A Mode-Pursuing Sampling (MPS) method was used by Wang et al. [2], in which points
are sampled in the region of the functions as part of the exploration phase. Using Quadratic
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Fig. 2.1: The visual presentation (in 2D) of LHS sampling scheme. The ’+’ represent the
candidate solutions randomly generated [1]. The population size in this example is 25.
fitting the regions would be specified for further exploitation. This global optimization
algorithm is suited for solving expensive black-box problems, whether constrained or non-
constrained, and regardless of the continuity of landscape. However, this algorithm fails
on functions with many local optimas [2].
In dynamic optimization, where the optimization problem changes by time, it is im-
portant to keep track of previous (history) information for the current and future search
[3]. For dynamic optimization, Zhou et al. [3] have looked at two methods for popula-
tion re-initializing. They introduce the prediction-based and random-based re-initialization
methods. In the random re-initialization, the Gaussian noise distribution based on historic
changes are used. In the prediction re-initialization, the current position of the population
individuals are predicted based on historic information and patterns of the position changes.
The selection is then performed after the prediction-based initialization. The two sets of
experimental verifications have showed that using historic information in re-initialization
performs faster than random re-initialization.
The focus of the research paper by Yang et al. [4] is on solving Flexible Job Scheduling
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Problems by the Genetic Algorithm (GA). This paper is concerned with population ini-
tialization for the GA algorithm. The initialization method introduced in this paper uses
both Global Selection (GS), which deals with exploration in the search space for finding
assignments, and Local Selection (LS) which deals with exploitation of each machine to
find the shortest occupation time in the set of machines. The experimental results con-
ducted on the GS and LS initialization methods have shown them to be efficient methods
due to their performance in timely fashion.
In order to contest the uniform-random method, Tizhoosh [5] introduced the opposition
concept through Opposition-Based Learning. In this concept, the opposite of a guess or
estimate (i.e., uniform-random) is calculated and compared to the original estimate (ran-
dom). This has resulted in creation of successful initialization method for Metaheuristic
algorithms. In 2006, Rahnamayan et al. [6] applied the opposition concept to initialize Evo-
lutionary Algorithms. In this method, an initial uniform-random population is generated.
Then the opposite population is calculated and from the union of the two populations,
the fittest candidate-solutions are selected. This supports more diversity and exploration
when starting the search process.
Rahnamayan et al. [7] introduced Quasi-Oppositional population initialization method
in which, the opposite population consists of uniform-random points generated in the
interval/region between the center (middle) of the search space and the opposite point.
This initialization and sampling method was utilized on Differential Evolution.
Furthermore, Rahnamayan and Wang [8] introduced Center-Point and Center-Based
sampling methods to enhance population-based algorithms. It was examined that the
center of the search interval (i.e. the Center-Point) has the highest probability of closeness
to an unknown solution, compared to any other point on the interval. Furthermore, for
the fixed 60% middle of the search space, defined as Center-Based interval, the probability
of closeness to unknown solution is greater than the other 40%.
In the research paper by Peng and Wang in 2010 [9], the Uniform-Quasi-Opposite Dif-
ferent Evolution (UQODE) algorithm was introduced. This algorithm is based on Quasi-
Opposite Differential Evolution (QODE) by Rahnamayan et al. [7]. In the UQODE
algorithm, the uniform design is used for generating the first population. The idea behind
uniform design is to respect the uniform distribution of points in obtaining a small set of
points from a larger set. The experiments done on 14 benchmark functions have shown
better performance than the parent algorithms of UQODE.
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2.2 Summary and Conclusion
The sampling (initialization) methods reviewed in this chapter are some of the methods that
are currently used in population-based and single-solution-based Metaheuristic algorithms.
The generation of initial population is very important in the efficiency and convergence
speed of the algorithm in solving a problem, since the starting point for the algorithm helps
the process and speed of problem solving. As mentioned, there is no knowledge about the
problem, a uniform-random initialization is used. Random initialization is low-cost and
the quality of candidate-solutions is not bad, but does not promote diversity of candidates.
However, random initialization has shown to be fast. Sequential and Parallel diversification
methods enhance the diversity but they are costly and they do not improve the quality of
solutions. In the next chapter, the Opposition-Based Learning concept is reviewed along
with its research contributions in soft computing.
Chapter 3
Applications of Opposition-Based
Learning in Metaheuristics: A Survey
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3.1 Opposition-Based Learning (OBL) 11
In this chapter, a general literature review of Opposition-Based Learning (OBL) will
be conducted, by focusing on the applications and utilization of OBL on Metaheuristic
algorithms. OBL is a crucial concept for the research of this thesis; therefore, it is highly
important to review the research done in this field. Opposition-Based Computation (OBC)
has been applied and utilized on other soft computing fields such as Neural Networks, Fuzzy
Logic, amongst others. Some of the contributions of OBC to those research fields will be
summarized further in the chapter.
The next section will introduce the OBL concept. The survey of OBL in Metaheuristics
is presented in Section 3.2.
3.1 Opposition-Based Learning (OBL)
Before surveying the OBL contributions, it is necessary to give a brief introduction to the
origin of this concept, which is the corner-stone of all the opposition-based computations.
OBL was introduced by Tizhoosh in 2005 [5]. The main idea behind OBL is to consider the
opposite of an assumption or a guess. By taking into account the opposite of an assumption
and comparing it with the original assumption, the chances to find a solution faster can be
improved. The concept proposed in the first paper [5] is only a general, high-level concept
which can be utilized in specific soft computing algorithms.
The concept of OBL is attractive when it is applied to optimization algorithms, specifi-
cally, P-Metaheuristic algorithms. It is interesting to observe that the concept of opposition
helps solving the problem more efficiently. In the next chapter, the opposition-based can-
didate is mathematically explained in detail.
3.2 OBL Related Works in Metaheuristic
3.2.1 Opposition-Based Differential Evolution
The opposition concept was first applied to evolutionary algorithms by Rahnamayan et
al. in 2006 [6]. In this research, they introduced two enhancements to evolutionary algo-
rithms by including the opposition concept in the population initialization and generation
jumping steps of the algorithms. The population generation step is enforced by the Gener-
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ation Jumping step which generates opposite population in randomly picked generations,
based on a jumping rate, instead of the crossover and mutation steps. Furthermore, the
opposition concept was utilized on the Differential Evolution algorithm by Rahnamayan,
et al. [6] [10], called Opposition-Based Differential Evolution (ODE), by using opposition
in population initialization and population jumping. In [10], ODE was tested extensively
on 58 benchmark functions on various problem dimensions and parameter values. Also
ODE was compared to fuzzy adaptive DE (FADE). ODE was shown to outperform the
competing algorithms in both accuracy and convergence rate. However, on some of the 58
functions, ODE did not perform better than DE. In order to save computational costs in
unsuccessful solving of those functions, in [11], Esmailzadeh and Rahnamayan introduced
the adaptive version of ODE, called ODE with Protective Generation Jumping (ODEPGJ).
In ODEPGJ, when generation jumping was no longer helpful in the search process, gener-
ation jumping was stopped for the remainder of the search process.
Rahnamayan et al. [12] mathematically proved and experimentally showed that oppo-
site numbers are more beneficial than random numbers in accelerating search algorithms
in soft computing techniques.
A detailed study has been done by Rahnamayan et al. [13] to introduce a new method
(scheme) for population initialization in Evolutionary Algorithms (EV) such as DE, Particle
Swarm Optimization (PSO), and others. In the paper [13], the opposition concept was
used to challenge the widely-used random initialization of population, in order to improve
convergence speed. In the algorithm presented in [13], first, the initial population is created
by generating random individuals. Then, the opposite of each individual is calculates. From
the union of the two populations, the fittest members will be selected and represent the
current population with which the algorithm will continue. In order to experiment such
claim, the DE algorithm was used with total of 34 benchmark functions, where it was
shown that the DE algorithm with opposition-based initial population had fewer number
of function evaluations compared to the randomly generated initial population, and the
opposition-based version was on average 10% faster in-terms of convergence speed [13].
This improvement was achieved just by having opposition-based population initialization.
An enhancement to one of the critical components of ODE is made by Rahnamayan et
al. [14]. The Generation Jumping component of ODE creates opposite population in order
to help the search process. The frequency of generation jumping execution is controlled
by a parameter called Jumping Rate(Jr). In the research paper [14], the Jr parameter is
changed to be variable rather than a constant value for the entire search, as in original
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design of Generation Jumping. In this paper, two categories of variable jumping rate were
introduced. The successful version was the linearly decreasing [14] jumping rate which
showed that generation jumping is mostly used and needed in the exploration phase of the
search.
In 2007, Rahnamayan et al. [7] introduced a new sampling method based on opposition
concept, called Quasi-Oppositional, for population initialization and generation jumping.
Until then, the ODE algorithm calculated the opposite-population based on the current
population, but each opposite-population individual was the exact, single-point opposite
of its corresponding individual in the current-population. In this paper, instead of creating
an opposition-population based on the original opposite, the Quasi-Oppositional points
are created in an interval between the center of the search space and the opposite candi-
date. In this way, the Quasi-Oppositional points are used in population initialization and
the generation jumping steps of ODE. It has mathematically been proven in that paper,
that Quasi-Opposite points are closer to an unknown solution than the opposite points.
There also experimental verifications performed on benchmark functions that has shown
the Quasi-Oppositional DE (QODE) outperforms parent algorithms, DE and ODE.
Later, the opposition concept has been used to improve Multi-Objective Optimization
(MOO), with the proposing of an algorithm called Opposition-based Multi-Objective Dif-
ferential Evolution (OMODE) by Peng et al. [15]. The OMODE uses opposition in the
population initialization phase same as ODE. Experimental verifications of the OMODE
algorithm involved five bi-objective benchmark problems. Furthermore, diversity and con-
vergence metrics were used to evaluate the performance of algorithms, in which it was
found that in general, OMODE outperformed its parent algorithm.
Pant et al. [16] have enhanced and introduced a new population initialization scheme
for DE which they compare to DE and ODE algorithms. The new algorithm is called
Differential Evolution with Quadratic Interpolation (QIDE), which uses Quadratic Inter-
polation for population initialization. In this algorithm, a new population of the same size
as the original population is generated through finding the lowest point on a curve which
is fitted through the minimum point of the original population and two other points in
the population. This process is repeated until the new population is filled to be the same
size as the original population. The QIDE algorithm has shown in experimental results to
accelerate DE and converge faster. This algorithm outperforms DE and ODE in terms of
convergence speed and number of function calls.
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3.2.2 Opposition-Based Particle Swarm Optimization
The Particle Swarm Optimization (PSO) is a stochastic population-based metaheuristic
algorithm, which is based on behavior of flocks of birds looking for food.
The algorithm of Opposition-based PSO (OPSO) was introduced by Han and He [17],
for solving noisy problems. OPSO uses opposition concept in the initialization and the
generation of jumping steps [17], same as ODE. New population is generated using the
current swarm population and the opposite-current population (with opposite position
and velocity). As well, opposition concept is applied to PSO in terms of replacing the
current best individual from the offspring and opposite-offspring [17]. These enhance-
ments were tested on six noisy benchmark functions. The new algorithm outperformed
PSO in-terms of convergence rate and exploration ability. Wang et al. [18] utilized the
opposition-based learning in population initialization and generation jumping steps of PSO
in order to improve the convergence speed and to improve PSO in terms of tackling with
premature convergence. In OPSO, opposite population is calculated which includes the
opposite individuals of the current population, and from the union of the current and op-
posite population, the fittest individuals are selected. In addition, in order to avoid being
trapped in the local optima, Dynamic Cauchy mutation operator is used by mutating the
global best particle. The opposition concept is again utilized on PSO by Omran et al. [19].
Three versions of OPSO were introduced [19]. In the first variation, OPSO, uses oppo-
sition definition and concept in the initialization of the population and select the fittest
individuals from union of the uniform-random population and the opposite of that popu-
lation. In the second variation, called Improved OPSO (iOPSO), in which along with the
OPSO changes, the worst particle in-terms of fitness is replaced with the opposite of the
particle. In the third variation, called Improved PSO (iPSO) the only enhancement is the
replacement of the worst particle with its opposite. In general, OPSO outperformed PSO
without need for any new parameters, but specifically, the iOPSO and iPSO variations have
outperformed the other variations and parent PSO. The Comprehensive Learning Particle
Swarm Optimization (CLPSO) algorithm was introduced by Wu et al. in 2008 [20]. The
opposite version of CLPSO is called Opposition-Based CLPSO (OCLPSO), which uses op-
position during initialization, selection, and particle jumping. In CLPSO, by Liang et al.,
the algorithm learns from the best values of the other particles in updating the velocity
information of a given particle. This variant of PSO is beneficial in preventing getting
trapped in local optima, which PSO is prone to that [20]. The current result or particle
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is compared to its opposite in order to choose the better one. CLPSO and OCLPSO were
compared on ten benchmark functions with low dimensionality. The experiment results
show that OCLPSO outperformed CLPSO on multi-modal functions. With the increase in
the dimensionality of the problem, even though still low dimensionality, the performance
of OCLPSO improved much more than CLPSO.
3.2.3 Opposition-Based Ant Colony Optimization
The concept of opposition is applied to Ant Colony Optimization (ACO) by Malisia and
Tizhoosh [21]. In this research, the opposition concept has been utilized on definitions
of ants and the pheromone. There are three versions of the algorithm involving ants in
which the original ant and the opposite-ant are teamed-up in order to find and construct
the path [21]. Also there are two versions of the algorithm, which involve the opposite
value of the pheromone, and the usage of opposite-pheromone on availability of node [21].
The opposition-based ACO was used to solve Traveling Salesman Problem (TSP), which
showed that only one of the five versions of the new OACO algorithm outperformed the
original ACS algorithm. The only successful version was the Opposite Pheromone per Node
(OPN), which used the opposite of the pheromone value. Two of the versions had similar
results as ACO.
3.2.4 Other Opposition-Based Soft Computing Techniques
Some of the other contributions of OBL in the soft computing field, is summarized in
Table 3.1, which includes Opposition-based Neural Networks (ONN) and Opposition-based
Reinforcement Learning (ORL).
3.3 Summary and Conclusion
This chapter briefly reviewed the OBL concept which is the corner-stone of the research
done in this thesis. The opposition concept considers taking an opposite of an estimate
(guess) in order to compete with the original estimate (guess). This chapter reviewed
some of the contributions of OBL on Metaheuristic optimization, as well, it briefly men-
tioned the contribution of OBL in other soft computing fields such as Neural Networks,
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Reinforcement Learning, and Fuzzy Logic. With regards to Metaheuristic optimization
field, the opposition concept has been applied to the Differential Evolution (DE) algorithm
to introduce Opposite-Based Differential Evolution (ODE), which has outperformed the
parent DE algorithm in terms of convergence speed. Other population-based algorithms
used very similar components of ODE (i.e., opposition-based population initialization and
generation jumping) to introduce other opposition based algorithms, such as OPSO and
OACO. Overall, the effect of opposition concept on existing optimization algorithms has
been a positive one, in which improvements have been made to the original algorithms.
In the next chapter, different search space segmentation schemes will be introduced and
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mathematically defined, which are based on the opposition concept (OBL). They will be
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The purpose of this chapter is to define search space segmentation schemes which will
be used to propose new sampling methods. Some of the schemes defined in this chapter
have already been utilized in other OBL-based algorithms; also, some of these schemes are
introduced in this chapter for the first time, but so far no detailed investigation has been
conducted on the search space segmentation analysis. In this thesis, for the first time,
these segmentation schemes are studied using Monte-Carlo simulation. Before defining
the schemes, the opposite of candidate-solution is explained in detail, since the mentioned
schemes in this chapter are defined based on the definition of opposite in a continuous
search space.
4.1 Candidate and Opposite-Candidate
P-Metaheuristic and S-Metaheuristic algorithms try to solve an optimization problem in
order to find an unknown optimal solution. Since there is no a priori knowledge about the
location of solution or the landscape of problem, the algorithm starts to solve the problem
by using a single or population of candidate-solutions. In S-Metaheuristics, the candidate-
solution is a single point on the search space, the algorithm guides the candidate-solution
through the search space to get the optimal solution. In practice, the candidate-solution is
a uniform random point which is generated somewhere on the problem landscape. There
are other methods to generate the initial candidate-solution, but as mentioned in previous
chapter, the random initialization has been widely used for a long period of time.
The opposite of candidate-solution, called opposite-candidate, is the opposite, or in other
words, the mirror point of candidate-solution from the center of the search space. Fig. 4.1
presents a search interval of [a,b], the candidate-solution, x, and the opposite-candidate,
x̂. Mathematically, the opposite-candidate can be defined as follows in a one-dimensional
search space [5]:
x̂ = a + b− x. (4.1)
The definition can be extended to n-dimensional search space as follows [5]:
x̂i = ai + bi − xi, (4.2)
where xi ∈ [ai, bi] and i = 1, ..., n and n is the dimension of the search space.
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Fig. 4.1: The visual illustration (in 1D) of search space [a,b], the c is the center of interval,
x is candidate-solution, and x̂ is the opposite-candidate.
The main purpose of this chapter is segmenting the search space based on the definition
of the opposite-candidate.
4.2 Search Space Segmentations
In this section, the variant segmentation schemes of the search space, which are based
on definition of the opposite-candidate, will be explained. In total, seven segmentation
schemes will be discussed in this chapter. All the sampling methods mentioned in this
chapter can be summarized in one visual representation shown in Fig. 4.2. This figure
shows the way that a search space has been segmented and sliced into different intervals.
Fig. 4.2: The visual presentation (in 1D) of all the intervals mentioned in this chapter,
where x ∈ [a, b] and x < c.
4.2 Search Space Segmentations 21
4.2.1 Center-Point
The Center-Point is a unique point, which is located in the center of search space, shown










where i = 1, ..., n and n is the dimension of the search space.
It is important to note that the calculation of Center-Point is independent from the
candidate, x, or the opposite-candidate, x̂.
4.2.2 Center-Based Interval
The Center-Based interval (1D)/region (2D) is defined as the interval/region between can-
didate, x, and the opposite-candidate, x̂ ([x,x̂]) as shown by Fig. 4.3(a) and Fig. 4.3(b)
for 1D and 2D, respectively. The Center-Based candidate, denoted by xcb, is a uniform
random point generated inside the Center-Based interval/region ([x,x̂]).
The mathematical calculation of xcb in one-dimensional search space is shown as follows:
xcb =
 x + (x̂− x)× rand(0, 1) if x ≤ cx̂ + (x− x̂)× rand(0, 1) otherwise (4.5)
And can be extended to n-dimensional search space as follows:
xcbi =
 xi + (x̂i − xi)× rand(0, 1) if xi ≤ cx̂i + (xi − x̂i)× rand(0, 1) otherwise (4.6)
where xi ∈ [ai, bi] and i = 1, ..., n and n is the dimension of the search space.
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(a) Center-Based 1D presentation where x < c and x > c
(b) Center-Based 2D presentation x1 < c1 and x2 < c2
Fig. 4.3: The visual presentation in 1D (a) and 2D (c) of the Center-Based segmentation
scheme, where x1 ∈ [a1, b1] and x2 ∈ [a2, b2].
4.2.3 Modula-Opposite Interval
The Modula-Opposite interval/region is defined as the interval/region between candidate-
solution, x, plus/minus half of the interval of the search space ([a,b]), as presented by Fig.s
4.4(a)/4.4(b) and 4.4(c), for 1D and 2D, respectively. In other words, the Modula-Opposite
interval covers half of the search space. The Modula-Opposite candidate, denoted xmo, is a
uniform random point generated inside the Modula-Opposite interval/region ([x,(x+c-a)]),
where c indicates the center of the search space.
The mathematical calculation of xmo in one-dimensional search space is shown as fol-
lows:
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(a) Modula-Opposite 1D presentation where x < c
(b) Modula-Opposite 1D presentation where x > c
(c) Modula-Opposite 2D presentation x1 < c1 and x2 < c2
Fig. 4.4: The visual presentation in 1D ((a) and (b)) and 2D (c) of the Modula-Opposite
search region, where x1 ∈ [a1, b1] and x2 ∈ [a2, b2].
xmo =
 x + (c− a)× rand(0, 1) if x ≤ c(x− c + a) + (c− a))× rand(0, 1) otherwise (4.7)
And can be extended to n-dimensional search space as follows:
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xmoi =




, xi ∈ [ai, bi] and i = 1, ..., n and n is the dimension of the search
space.
4.2.4 Opposite-Random Interval
The Opposite-Random interval/region is the interval/region between c and the end-point
of the search space, as shown in Fig. 4.5(a)/4.5(b), and Fig. 4.5(c), for 1D and 2D,
respectively.
The Opposite-Random candidate, denoted xor, is a uniform random point generated
inside the Opposite-Random interval/region ([c,b], where x̂ ∈ [c, b]).
The mathematical calculation of xor in one-dimensional search space is shown as follows:
xor =
 c + (b− c)× rand(0, 1) if x ≤ ca + (c− a)× rand(0, 1) otherwise (4.9)
And can be extended to n-dimensional search space as follows:
xori =




and i = 1, ..., n and n is the dimension of the search space.
4.2.5 Quasi-Opposite Interval
The Quasi-Opposite interval/region is defined as the interval/region between center c, and
the opposite-candidate, x̂, as represented as Fig. 4.6(a)/4.6(b), and Fig. 4.6(c), for 1D and
2D, respectively. The Quasi-Opposite candidate-solution, xqo, is a uniform random point
generated inside the Quasi-Opposite interval/region ([c,x̂] where c < x̂).
The mathematical calculation of xqo in one-dimensional search space is shown as follows:
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(a) Opposite-Random 1D presentation x < c
(b) Opposite-Random 1D presentation x > c
(c) Opposite-Random 2D presentation x1 < c1 and x2 < c2
Fig. 4.5: The visual presentation in 1D ((a) and (b)) and 2D (c) of the Opposite-Random
search region, where x1 ∈ [a1, b1] and x2 ∈ [a2, b2].
xqo =
 c + (x̂− c)× rand(0, 1) if x ≤ cx̂ + (c− x̂)× rand(0, 1) otherwise (4.11)
And can be extended to n-dimensional search space as follows:
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(a) Quasi-Opposite 1D presentation x < c
(b) Quasi-Opposite 1D presentation x > c
(c) Quasi-Opposite 2D presentation x1 < c1 and x2 < c2
Fig. 4.6: The visual presentation in 1D ((a) and (b)) and 2D (c) of the Quasi-Opposite
search region, where x1 ∈ [a1, b1] and x2 ∈ [a2, b2].
xqoi =




, x̂i ∈ [ai, bi] and i = 1, ..., n and n is the dimension of the search
space.
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4.2.6 Quasi-Reflection Interval
The Quasi-Reflection interval/region is defined as the interval/region between the candidate-
solution, x, and the center of the search space, c interval, as shown in Fig. 4.7(a)/4.7(b)
and Fig. 4.7(c), for 1D and 2D, respectively. The Quasi-Reflection candidate, denoted
by xqr, is a uniform random point generated inside the Quasi-Reflection interval/region
([x,c]), where x is the candidate-solution.
(a) Quasi-Reflection 1D Presentation x < c
(b) Quasi-Reflection 1D Presentation x > c
(c) Quasi-Reflection 2D Presentation x1 < c1 and x2 < c2
Fig. 4.7: The visual presentation in 1D ((a) and (b)) and 2D (c) of the Quasi-Reflection
search region, where x1 ∈ [a1, b1] and x2 ∈ [a2, b2].
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The mathematical calculation of xqr in one-dimensional search space is shown as follows:
xqr =
 x + (c− x)× rand(0, 1) if x ≤ cc + (x− c)× rand(0, 1) otherwise (4.13)
And can be extended to n-dimensional search space as follows:
xqri =




, xi ∈ [ai, bi] and i = 1, ..., n and n is the dimension of the search
space.
4.2.7 Supper-Opposite Interval
The Supper-Opposite interval/region is defined as the interval/region between the opposite-
candidate solution, x̂, and the end-point of the search space, as presented by Fig. 4.8(a)/4.8(b),
and Fig. 4.8(c) for 1D and 2D, respectively. The Supper-Opposite candidate, denote by
xso, is a uniform random point generated in the Supper-Opposite interval/region ([x̂,b],
where x̂ < b).
The mathematical calculation of xso in one-dimensional search space is shown as follows:
xso =
 x̂ + (b− x̂)× rand(0, 1) if x ≤ ca + (x̂− a)× rand(0, 1) otherwise (4.15)
And can be extended to n-dimensional search space as follows:
xsoi =




, x̂i ∈ [ai, bi] and i = 1, ..., n and n is the dimension of the search
space.
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(a) Supper-Opposite 1D Presentation x < c
(b) Supper-Opposite 1D Presentation x > c
(c) Supper-Opposite 2D Presentation x1 < c1 and x2 < c2
Fig. 4.8: The visual presentation in 1D ((a) and (b)) and 2D (c) of the Supper-Opposite
search region, where x1 ∈ [a1, b1] and x2 ∈ [a2, b2].
4.3 Summary
One of the main purposes of this thesis is to segment the search space in order to con-
duct a comprehensive analysis of variant sampling methods which are defined based on
the segmentation schemes. In this chapter different segmentation schemes and their in-
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tervals/regions were defined. In total, seven intervals are defined; namely, Center-Point
(a unique point), Center-Based, Modula-Opposite, Opposite-Random, Quasi-Opposite,
Quasi-Reflection, and Supper-Opposite. These intervals are developed based on the cen-
ter of the search space or the opposite-candidate in the search space. Three of the inter-
vals, namely Quasi-Opposite, Quasi-Reflection, and Supper-Opposite are the only intervals
which do not overlap each other. Defining these intervals will help us to analyze the search
space more comprehensively. In the next chapter, Monte-Carlo simulation will be utilized
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In this chapter, the experimental investigation on the variant search space segmentation
schemes, which that were discussed in Chapter 4, are performed using Monte-Carlo simu-
lation. This chapter investigates the quality of each sampling scheme in terms of diversity,
closeness to an unknown solution, and number of found solutions.
The type of optimization algorithms which is of concern in this research work are
population-based methods and single-solution-based. The types of search spaces include
uni-modal, multi-modal, large-scale, and noise-free.
The main goal of this chapter is to assess the search space and present a mapping
among the best sampling schemes, type of an optimization problem (unimodal, multimodal,
dimensionality), type of algorithms (single-solution, population-based), and the objective
of solving a problem (find the first solution fast, finding more solutions, etc.).
5.1 Simulation Strategies
In order to prepare a plan for our experimental investigations, first, the objectives of the
experiments have to be defined.
There are five objectives in the conducted experimental investigations in this chapter
and as a result, there are six experimental series. All the experiments are performed by the
Monte-Carlo simulation. The employed metrics for these experiments are average distance
from an unknown solution, probability of closeness to an unknown solution, diversity of
solutions (points), and number of found solutions. The calculated distances in all the
mentioned metrics are based on Euclidean distance. The reason for using distance-based
comparison between points lies on the definition of black-box optimization problem. Since
in black-box optimization there is no knowledge about the problem or the landscape, there
cannot be any reliance on the function values or any problem-specific evaluation criteria.
Therefore, the only type of measurement criteria that can be used is distance. With regards
to the population-sizes of points (schemes) chosen for the experiments, the population-sizes
were chosen carefully to avoid extra and very long processing times, when the pattern of
the graphs and results stayed the same for larger population-sizes. It is of consideration
to pick high-enough population sizes in order to observe the effects of the experiments, as
well not to continue the experiments when the patter of the results remains the same.
The experimental series conducted in this chapter are as follows, accordingly:
Experiment Series 1: Comparing the Introduced Schemes on Single-Point and Single-
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Solution for Large-Scale Search Spaces
Experiment Series 2: Comparing the Introduced Schemes on Multi-Points and Single-
Solution
Experiment Series 3: Comparing Pair of Introduced Schemes on Multi-Points and Multi-
Solutions
Experiment Series 4: Comparing All the Introduced Schemes
Experiment Series 5: Comparing All the Introduced Schemes based on Diversity
Experiment Series 6: Comparing All the Introduced Schemes vs. LHS sampling on Multi-
Points and Multi-Solutions
In each experimental series, the objectives and used metrics for that series are described
properly. The sample algorithm of the Monte-Carlo simulation for Experiment Series 1
is presented by Table 5.1. In this algorithm, there are four for-loops, shown on lines 5,
6, 10, and 14. The for-loop at line 5 of the algorithm is responsible for performing the
Monte-Carlo simulation of calculating the probability of closeness and average distance to
solution, at each dimension of MaxDimension. Within that loop there is another for-
loop at line 6 which ensures that the calculations are done MaxTries amount of time
for each dimension, to ensure a reliable calculation. The for-loop at line 10 is responsible
for calculating the opposite-candidate, x̂j; as well, to calculate and create the introduced
scheme point, xnewj, based on the opposite-candidate. The loop at line 14 goes through
all the dimensions of each point to calculate the Euclidean distance of the point from the
unknown solution, in m dimensions. The sample MATLAB source codes used for some of
the Experiment Series are presented in Appendix B.
5.2 Parameter Settings
All the experiments in this chapter have some common parameter settings discussed in
this section. The search interval on each dimension is defined as [a,b], where a=0 and b=1.
Furthermore, the Monte-Carlo experiments are repeated 100,000 times to produce reason-
able result. The dimensionality and number of points are different for each experiment due
to the specific requirements of the experiment.
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Table 5.1: The algorithm of the Monte-Carlo simulation for Experiment Series 1.
Begin
1. a = 0; /* lower-boundary of search space interval */
2. b = 1; /* upper-boundary of search space interval */
3. MaxDimension = dimension value;
4. MaxTries = number of tries;
m = {1, 2, ...,MaxDimension};
n = {1, 2, ...,MaxTries};
5. for m = 1 to MaxDimension /* For-each dimension do the calculations */
6. for n = 1 to MaxTries /* Try the calculations for the MaxTries number of times */
7. Generate a uniform-random unknown solution, s;
8. Generate a uniform-random Candidate-solution, x;
9. Generate a uniform-random point over the search space, r;
10. for j = 1 to m /* For each of the m dimensions */
11. Calculate Opposite-candidate, x̂j ;
12. Calculate the candidate based on newly introduced sampling, xnewj ;
13. endfor
14. for i = 1 to m
15. Calculate the Euclidean distance of each method from the unknown solution;
16. Add it to the sum of distances for the corresponding method;
17. endfor
18. Add the sum of distance of each method to the total sum for the corresponding method;
19. if ( distance of Candidate < distance of all other methods )
20. Increment the counter for Candidate method by 1;
21. endif
22. if ( distance of Opposite-candidate < distance of all other methods )
23. Increment the counter for Opposite-candidate method by 1;
24. endif
25. if ( distance of Introduced method < distance of all other methods )
26. Increment the counter for Introduced method by 1;
27. endif
28. if ( distance of Random method < distance of all other methods )
29. Increment the counter for Random method by 1;
30. endif
31. endfor
32. Calculate the probability of closeness of each method by dividing the counter value by MaxTries;
33. Calculate the average distance of each method by dividing total sum of distances by MaxTries;
34. Store the probabilities and average distance values;
35. endfor
End
5.3 Experimental Investigation 35
5.3 Experimental Investigation
This section has seven sub-sections, corresponding to different experimental series per-
formed in order to fulfill the five objectives of this chapter.
5.3.1 Experiment Series 1: Comparing the Introduced Schemes
on Single-Point and Single-Solution for Large-Scale Search
Spaces
The following are the summary information regarding this experiment series:
1. Objective(s): The purpose of this experimental series is to compare each of the
schemes to the widely-used, random sampling, in the entire search interval, as well,
to determine which scheme performs better in-terms of closeness to unknown solution,
for single-point, single-solution, large-scale search spaces.
2. Metrics: In this series of experiments, 1 candidate-solution, 1 opposite-candidate, 1
new-scheme, and 1 random point are compared to each other to determine the proba-
bility of closeness and average distance to an unknown solution. The experiments are
performed for dimensions 1 to 100. The sum of probabilities of closeness of schemes
for each graph is 100%, at a given dimension.
3. Competitors: Center-Point, Center-Based, Modula-Opposite, Opposite-Random, Quasi-
Opposite, Quasi-Reflection, Supper-Opposite points are compared to Candidate (uniform-
random), Opposite-Candidate, and another uniform random point over the search
space.
Simulation Results
The results of probability of closeness and average distance of each new scheme to the
random and opposite schemes are shown in Fig.s 5.1, 5.2, 5.3, and 5.4.
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Result Analysis
The results from the first experiment series strongly favors the Center-Point, Center-Based
and Quasi-Reflection schemes as the highest-ranking schemes in both probability of close-
ness and average distance. In Fig. 5.1, which represents the Center-Point scheme, as it
clearly indicates, the probability of closeness to the unknown-solution reaches very close
to 100% (Fig. 5.1(a)) at the same dimension value, while other competing methods have
decreasing probability values as the dimension grows. Similarly, as seen in Fig. 5.1(b), the
average distance of the Center-Point to the unknown solution, presented by solid line, is
much less than that of candidate-solution, opposite-candidate or the random point. Even
though the concept of center has been justified by Monte-Carlo simulations, it still has to
be justified intuitively. According to Fig. 5.5, the c point is the middle of the search space,
which has divided the entire search interval of [a,b] into equal (symmetric) sub-intervals of
[a,c] and [c,b]. The candidate-solution x, and unknown solution s, can each be in different
sub-intervals, or they can both be in the same sub-interval. The chance of either of the
previous cases are 50% since we are dealing with black-box problems. For the former case,
since c ∈ [x, s], no matter which sub-interval s belongs to, the Euclidean distance of x and
c to s is |x − s| ≥ |c − s|. Therefore, on average, in 50% of the times, c is always closer
to s than x is to s. Therefore, on 50% of the times, c is closer to the unknown solution.
For the rest of the probability (second 50%), where x and s are in the same sub-interval,
then x and c are competing together for closeness to s. Therefore, any probability of c
closer to s in this scenario, along with the 50% chance in the first scenario, will only help
increasing the chances of c being closer to s, in overall. Furthermore, the same probability
of closeness of c to s can be applied for the other dimensions of a D dimensional problem.
Therefore, over all the dimensions, the probability of closeness of c will be improved. That
is why as the dimensionality of the problem increases, the probability of closeness of center
increases, accordingly.
The probability graph for Center-Based scheme (Fig. 5.1(c)) indicates a great perfor-
mance of the Center-Based candidate comparing to the other three points. But comparing
to Center-Point scheme, the Center-Based scheme reaches 100% probability on a slower
pace than Center-Point. Similar to the previous scheme, the probability of Center-Based
is increased with dimensions, and the probability of other schemes/methods decrease.
The average distance of the Center-Based point to the unknown solution, similar to
that of Center-Point scheme, is less than that of other three methods, as presented by Fig.
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5.1(d).
The Modula-Opposite scheme, presented by Fig. 5.2, performs better than its immediate
competitors (candidate, opposite-candidate and uniform-random) particularly, with the
increase of dimensionality. The difference between this scheme, Center-Point and Center-
Based is that in this scheme, the probability of closeness of Modula-Opposite does not
reach ∼100% by dimension of 100 (i.e., it reaches slightly above 90%). Even though the
probability graph of Modula-Opposite grows slower than Center-Point and Center-Based,
it is evident from the graph that the probability may very likely reach near 100% for
D > 100. The average distance graph of Modula-Opposite is presented in Fig. 5.2(b),
which shows a good average distance value.The average distance of Modula-Opposite is
higher than the average distance of Center-Point and Center-Based.
The Opposite-Random scheme has different results compared to the last three intro-
duced schemes. In this scheme, the probability does not increase constantly with the
dimension, as shown in Fig. 5.2(c). However, the average distance of all the four methods
are the same, which grows with the increase of dimensionality, as demonstrated by Fig.
5.2(d).
The sixth scheme investigated in this experiment series is the Quasi-Opposite scheme.
As shown in Fig. 5.3(a), it is evident that the Quasi-Opposite point has higher probability
of closeness to unknown solution than the other three methods. Similar to Center-Based
scheme, at the low dimension of 1, the candidate has higher probability of closeness; how-
ever, as the dimensionality grows, Quasi-Opposite probability graph grows faster and con-
verges to near 100% probability at dimension of 100, while the probability of other three
methods decrease to near 0%. Again, similar to Center-Based scheme results, the average
distance of Quasi-Opposite scheme, shown in Fig. 5.3(b), is less than the average distance
of the other three schemes.
The probability of closeness of Quasi-Reflection scheme to the unknown solution, shown
in Fig. 5.3(c), is the highest amongst immediate competing methods. In fact, the Quasi-
Reflection probability graph converges closer and faster to 100%, than the Quasi-Opposite
graph. Furthermore, the probability results of Quasi-Opposite and Quasi-Reflection are
very similar, since each of them are one-half of a Center-based region, with the former
being [c,x̂] and the latter is from [x,c].
The last scheme of Supper-Opposite, with the probability graph presented in Fig.
5.4(a), indicates that the probability of Supper-Opposite point is the lowest compared
to the other three immediate competing schemes, at all times. Moreover, the probability
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of closeness of this scheme decreases rapidly with the increase in dimensionality of the
search space, where it is reaches near 0%.
This experiment series has shown that for noise-free, single-solution, large-scale (high-
dimension) search spaces, as well single-point algorithm, the following are the highest-
ranking sampling schemes based on their performance in terms of probability of closeness






The Table 5.2, summarizes the ranking of the methods based on their probability of
closeness and dimension.
Table 5.2: The summary table of Experiment Series 1 results. The highest ranking sampling
methods based on dimension, the probability of closeness metric, for uni-modal problems
and first-found solution objective of solving problem, for single-solution Metaheuristic (S-
Metaheuristic) algorithms.
Dimension (D) Ranking
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5.3.2 Experiment Series 2: Comparing the Introduced Schemes
on Multi-Points and Single-Solution
The following are the summary information regarding this experiment series:
1. Objective(s): The purpose of this experimental series is to compare each of the
schemes to the widely-used method of random sampling in the entire search interval,
as well, to determine which scheme performs better as population of points and single
unknown solution, in large-scale search space scenario.
2. Metrics: In this experimental series, m candidate-solutions, m opposite-candidates,
m introduced-schemes, and 1 random point are compared to each other to determine
the probability of closeness and average distance to an unknown solution, with m ∈
{2, 3, 10, 20}. The values of m are chosen as such to examine the effect of graphs to
increase of population-size. For purposes of conservation, only selected m values are
chosen; the pattern and behavior of the graphs are the same for the rest of m values.
The experiments are performed for dimensions of 1 to 50. The sum of probabilities
of closeness of schemes for each graph is 100%, at a given dimension.
3. Competitors: Center-Based, Modula-Opposite, Opposite-Random, Quasi-Opposite,
Quasi-Reflection, Supper-Opposite points compared to Candidate (uniform-random),
Opposite-Candidate, and another uniform random point over the search space.
Simulation Results
The probability of closeness and average distance graphs for each scheme are presented by
Fig.s 5.6, 5.7, 5.8, 5.9, 5.10, and 5.11. Furthermore, the graphs for selected schemes on
higher population sizes of 10 and 20 are shown in Fig.s 5.12, 5.13, 5.14, and 5.15.
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(a) Probability of Closeness of Center-
Point
(b) Average Distance of Center-Point
(c) Probability of Closeness of Center-
Based
(d) Average Distance of Center-Based
Fig. 5.1: Experiment Series 1 - Probability of closeness, and average distance (5.1(a)
and 5.1(b), respectively) of Center-Point, candidate-solution, opposite-candidate, and a
uniform random point, to the unknown solution. Sum of the probabilities of schemes at
a given dimension is 100%. The lines representing candidate-solution, opposite-candidate
and random scheme overlap, indicating the same performance. Same measures for Center-
based, candidate, opposite-candidate and random is presented by Fig.s 5.1(c) and 5.1(d).
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(a) Probability of Closeness of Modula-
Opposite
(b) Average Distance of Modula-Opposite
(c) Probability of Closeness of Opposite-
Random
(d) Average Distance of Opposite-Random
Fig. 5.2: Experiment Series 1 - Probability of closeness and average distance (Fig.s 5.2(a)
and 5.2(b), respectively) of Modula-Opposite, candidate-solution, opposite-candidate, and
a uniform random point, to the unknown solution. Sum of the probabilities of schemes
at a given dimension is 100%. Same measures for Opposite-Random, candidate, opposite-
candidate and uniform-random is presented by Fig.s 5.2(c) and 5.2(d).
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(a) Probability of Closeness of Quasi-
Opposite
(b) Average Distance of Quasi-Opposite
(c) Probability of Closeness of Quasi-
Reflection
(d) Average Distance of Quasi-Reflection
Fig. 5.3: Experiment Series 1 - Probability of closeness and average distance (Fig.s 5.3(a)
and 5.3(b), respectively) of Quasi-Opposite, candidate-solution, opposite-candidate, and
a uniform random point, to the unknown solution. Sum of the probabilities of schemes
at a given dimension is 100%. Same measures for Quasi-Reflection, candidate-solution,
opposite-candidate and uniform-random is presented by Fig.s 5.3(c) and 5.3(d).
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(a) Probability of Closeness (b) Average Distance
Fig. 5.4: Experiment Series 1 - Probability of closeness and average distance (Fig.s 5.4(a)
and 5.4(b), respectively) of Supper-Opposite, candidate-solution, opposite-candidate, and
a uniform random point, to the unknown solution. Sum of the probabilities of schemes at
a given dimension is 100%.
Fig. 5.5: The visual illustration (in 1D) of uniform-random point, x, and the unknown-
solution, s, in the interval [a,b], where c indicates corresponding center of the search space,
c=(a+b)/2.
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(a) Probability of Closeness of 2-point
population
(b) Probability of Closeness of 3-point
population
(c) Average Distance of 2-point population (d) Average Distance of 3-point popula-
tion
Fig. 5.6: Experiment Series 2 - Graphs of probability of closeness and average distance to
the unknown solution of 2-point population (Fig.s 5.6(a) and 5.6(c)) and 3-point population
(Fig.s 5.6(b) and 5.6(d)) of Center-Based, candidate, opposite-candidate, and a uniform-
random schemes. The Center-Based scheme is represented by a solid-line. Sum of the
probabilities of schemes (for each probability graph) at a given dimension is 100%.
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(a) Probability of Closeness of 2-point
population
(b) Probability of Closeness of 3-point
population
(c) Average Distance of 2-point population (d) Average Distance of 3-point popula-
tion
Fig. 5.7: Experiment Series 2 - Graphs of probability of closeness and average distance to
the unknown solution of 2-point population (Fig.s 5.7(a) and 5.7(c)) and 3-point popula-
tion (Fig.s 5.7(b) and 5.7(d)) of Modula-Opposite, candidate, opposite-candidate, and a
uniform-random point. The Modula-Opposite scheme is represented by a solid-line. Sum
of the probabilities of schemes (for each probability graph) at a given dimension is 100%.
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(a) Probability of Closeness of 2-point
population
(b) Probability of Closeness of 3-point
population
(c) Average Distance of 2-point population (d) Average Distance of 3-point popula-
tion
Fig. 5.8: Experiment Series 2 - Graphs of probability of closeness and average distance to
the unknown solution of 2-point population (Fig.s 5.8(a) and 5.8(c)) and 3-point popula-
tion (Fig.s 5.8(b) and 5.8(d)) of Opposite-Random, candidate, opposite-candidate, and a
uniform-random point. The Opposite-Random scheme is represented by a solid-line. Sum
of the probabilities of schemes (for each probability graph) at a given dimension is 100%.
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(a) Probability of Closeness of 2-point
population
(b) Probability of Closeness of 3-point
population
(c) Average Distance of 2-point population (d) Average Distance of 3-point popula-
tion
Fig. 5.9: Experiment Series 2 - Graphs of probability of closeness and average distance to
the unknown solution of 2-point population (Fig.s 5.9(a) and 5.9(c)) and 3-point population
(Fig.s 5.9(b) and 5.9(d)) of Quasi-Opposite, candidate, opposite-candidate, and a uniform
random point. The Quasi-Opposite scheme is represented by a solid-line. Sum of the
probabilities of schemes (for each probability graph) at a given dimension is 100%.
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(a) Probability of Closeness of 2-point
population
(b) Probability of Closeness of 3-point
population
(c) Average Distance of 2-point population (d) Average Distance of 3-point popula-
tion
Fig. 5.10: Experiment Series 2 - Graphs of probability of closeness and average distance
to the unknown solution of 2-point population (Fig.s 5.10(a) and 5.10(c)) and 3-point
population (Fig.s 5.10(b) and 5.10(d)) of Quasi-Reflection, candidate, opposite-candidate,
and a uniform-random point. The Quasi-Reflection scheme is represented by a solid-line.
Sum of the probabilities of schemes (for each probability graph) at a given dimension is
100%.
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(a) Probability of Closeness of 2-point
population
(b) Probability of Closeness of 3-point
population
(c) Average Distance of 2-point population (d) Average Distance of 3-point popula-
tion
Fig. 5.11: Experiment Series 2 - Graphs of probability of closeness and average distance
to the unknown solution of 2-point population (Fig.s 5.11(a) and 5.11(c)) and 3-point
population (Fig.s 5.11(b) and 5.11(d)) of Supper-Opposite, candidate, opposite-candidate,
and a uniform-random point. The Supper-Opposite scheme is represented by a solid-line.
Sum of the probabilities of schemes (for each probability graph) at a given dimension is
100%.
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Result Analysis
In Fig. 5.6, the probability of closeness for 2-point population of Center-Based, candidate,
opposite-candidate, and random points shown by Fig. 5.6(a), shows the probability of
Center-Based grows with the increase in dimensionality. One can explain that in higher
dimensions, Center-Based scheme steals the chances of closeness to unknown solution from
the other three immediate competing schemes. Furthermore, the probability of closeness
of Center-Based increases with increase in population, as shown in Fig. 5.6(b). There is a
2% increase in the probability of Center-Based at the dimension of 50, with only addition
of one point to the population of 2-points. As seen in Fig.s 5.6(c) and 5.6(d), the average
distance of the Center-Based scheme is lower than that of the other three schemes. The
average distance graphs of the 2-point (5.6(c)) and the 3-point Center-Based (5.6(d)) are
very similar to each other, since the size of population has not changed by much (i.e.,
changed from only 2 to 3 individuals).
The probability of closeness and average distance of Modula-Opposite to an unknown
solution, compared to other three competing methods is given in Fig. 5.7. The Fig. 5.7(a)
presents the probability of closeness of 2-point candidates, opposites, Modula-Opposites,
and uniform-random points. As depicted on the graph, the Modula-Opposite scheme
performs very well compared to the other schemes, where it grows with the increase of
dimension. Fig. 5.7(b) shows the probability of closeness of 3-point candidates, opposites,
Modula-Opposites, and uniform-random points. Furthermore, this shows that as the pop-
ulation size increases the probability of closeness of Modula-Opposite increases, and the
probability of closeness of the other three schemes decrease and converge to each other.
Comparing Modula-Opposite to the Center-Based scheme (Fig. 5.6) shows that Modula-
Opposite has slower increase in probability of closeness as the dimension increases.
The graphs of 2-point Modula-Opposite (Fig. 5.7(c)) and 3-point (Fig. 5.7(d)) indicate
that the average distance values of the 2-point population and 3-point population for
Modula-Opposite are very similar at the dimension of 50, which indicates even though the
probability of closeness increases with the increase of population size, the average physical
distance from the unknown solution does not improve that rapidly.
The Opposite-Random scheme does not fair well in terms of probability of closeness
to the unknown solution, as shown in Fig. 5.8, when compared with candidate, opposite-
candidate and random schemes. In this experiment, for a population size of 2-points (Fig.
5.8(a)) the probability of candidate point is in fact better than the other three schemes.
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The only difference between the probability graphs of the 2-point population and 3-point
population, as observed in Fig. 5.8(b), is the slight change in the probability values. IThe
graph for the Opposite-Random scheme with 2-point population, presented in Fig. 5.8(c),
shows that the average distance of closeness of Opposite-Random to the unknown solution,
compared to the other three schemes, is the same from the overlap of all four graph lines.
Similarly, for the 3-point population shown in Fig. 5.8(d), all four schemes have the same
average distance to the unknown solution, regardless of the dimensionality.
The next experiment is done on Quasi-Opposite scheme, shown in Fig. 5.9.The proba-
bility graph for population of 2-points, shown by Fig. 5.9(a), indicates a sharp increase in
the probability graph for Quasi-Opposite scheme to the unknown solution, as the dimen-
sion increases. This is a similar effect to the Center-Based and Modula-Opposite graphs
seen above (Fig.s 5.6(a) and 5.7(a), respectively). With the increase in the population size,
the speed and growth of Quasi-Opposite probability graph increase, as well. The graph
for the average distance of the Quasi-Opposite scheme for 2-point population, presented
by Fig. 5.9(c), and for the 3-point population presented by Fig. 5.9(d), is lower than the
other three schemes.
By now, it is expected to see similar probability graph for Quasi-Reflection represented
by Fig. 5.10, as the Quasi-Opposite. In probability graph Fig. 5.10(a), the probability of
closeness of 2-point Quasi-Reflection, similar to that of Quasi-Opposite, is near 95%. Fur-
thermore, the probability of closeness of Quasi-Reflection for 3-points population, presented
in Fig. 5.10(b) is over 95%. In the graphs for average distance of 2-point population and
3-point population Quasi-Reflection (Fig.s 5.10(c) and 5.10(d), respectively), the average
distance of the Quasi-Reflection is lowest.
The last scheme that was experimented is the Supper-Opposite, shown by Fig. 5.11.
Similar to single-point experiment of probability of closeness, shown in Fig. 5.4(a), the
probability of closeness of Supper-Opposite scheme is the lowest of all the three immediate
competing schemes over all dimensions. The main difference between the 2-point popula-
tion (Fig. 5.11(a)) and 3-point population (Fig. 5.11(b)), is the fact that the probability
of closeness of the supper-opposite starts slightly higher for dimension of 1.
In this experimental series, so far, for population sizes of 2 and 3 points per scheme,
it can be observed that the Center-Based, Quasi-Opposite, Quasi-Reflection, and Modula-
Opposite schemes are the highest ranking schemes amongst the other schemes. In these
four schemes, the probability of closeness to the unknown solution increase sharply, as the
dimension increases. Furthermore, the increase of probability of the introduced schemes,
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decreases the probabilities of the other three competing schemes substantially. From the
four successful schemes in this experimental series, Center-Based had the highest and
sharpest probability graph since the candidate gets closer to the center of the search space,
the chances of being close to the unknown solution increases, on average. Therefore,
Center-Based scheme covers the best interval for closeness to the unknown solution. After
Center-Based, the two most successful schemes were Quasi-Opposite and Quasi-Reflection
schemes. The reason for similarity of the Quasi-Opposite and Quasi-Reflection to the
Center-Based probability is the fact that Quasi-Opposite and Quasi-Reflection intervals,
are each, physically one-half of the Center-Based interval. This means that given Center-
Based is the interval of [x,x̂], then Quasi-Opposite is the interval of [c,x̂], and Quasi-
Reflection is interval of [x,c]. Therefore, since Center-Based has very strong probability of
closeness to the unknown solution, then each of the Quasi schemes have a portion of the
superiorities of the Center-Based.
Given the superiority of the Center-Based, Modula-Opposite, Quasi-Opposite and Quasi-
Reflection schemes with the increase of dimension in population-based simulation, it is
interesting to see the effects of their performance with the increase of population size. So
far, only population sizes of 2 and 3 points have been used in this experimental series. The
population sizes of 10 and 20 individuals will be considered and tested on the four selected
successful schemes mentioned up to now.
The probability of closeness of Center-Based scheme to the unknown solution, for larger
population, is presented by Fig. 5.12. For population of 10 and 20 points, the probability of
closeness graphs are given by 5.12(a) and 5.12(b), respectively. Even though the population
size of the latter graph is twice as big as that of the former graph, the changes in the two
graphs are not extreme. For the population of 10, shown by Fig. 5.12(a), the probability
of closeness of the Center-Based scheme performs better (very close to 100%) than the
other three competing schemes. The random scheme has the worst probability among
other schemes with the highest value of close to 0%, below 10%. As expected, the average
distance of the Center-Based scheme to the unknown solution is lower than the other three
methods (shown in Fig. 5.12(c)). With regards to the 20-point population, presented
by Fig.s 5.12(b) and 5.12(d), respectively, the probability of closeness to the unknown
solution is very similar to that of the 10-point population (Fig. 5.12(a)). The random
scheme has the lowest probability value amongst the other schemes, according Fig. 5.12(a).
The major change is in the Center-Based scheme graph. With the increase of population
size, the probability of closeness decreases by a small amount, but the average distance
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difference between the Center-Based and the other schemes do not change and the average
distance graph of the Center-Based in 10-points population is the same as in the 20-point
population.
In Fig. 5.13, the probability of closeness of the 10-points and 20-points Modula-
Opposite are shown in Fig.s 5.13(a) and 5.13(b), respectively. By comparing the two
probability graphs, it is evident that uniform-random with the 20-point population has
lower probability of closeness than with the 10-point population. Furthermore, the proba-
bility of closeness of the Modula-Opposite scheme increases with the increase in the popu-
lation size. However, with the increase in population size, for dimensions of less than 5, the
growth of the probability of the closeness graph of Modula-Opposite slows. These effects
are evident in the average distance graphs for the two population sizes of 10 and 20 points,
presented by Fig. 5.13(c) and 5.13(d), respectively. As observed in both average distance
graphs, the average distance of Modula-Opposite is lower than its competing methods and
the difference between the average distance of Modula-Opposite and the average distance of
the other schemes increases with the dimensionality. The average distance of Center-Based
scheme is less than that of Modula-Opposite scheme.
The Quasi-Opposite scheme in populations of 10 and 20 points, presented in Fig. 5.14
has similar effect as Center-Based in regards to the probability of closeness; however, there
are differences for the average distance results. By comparing the probability of closeness
of the Quasi-Opposite scheme with the other three schemes, for population of 10-points
(Fig. 5.14(a)) and 20-points (Fig. 5.14(b)), as the population size increases, the probability
of closeness graph slows with regards to dimension, but eventually it does reach close to
100% at the high dimensions such as 50. The average distance graphs of the 10-points
and 20-points population are presented by Fig.s 5.14(c) and 5.14(d), respectively. It is
evident from comparing those graphs that the average distances are very similar, with the
exception of two major differences. The first obvious difference is that with the increase
of population size (i.e., 20-points population), the average distance of the random points
to the unknown solution decreases and in both population sizes, the random points have
the lowest average distance, which is a positive outcome. However, in both population size
graphs, the Quasi-Opposite average distance to the unknown solution is lower than that
of the Candidate or Opposite schemes, and as the dimensionality increases the difference
between the average distance of the Quasi-Opposite and other schemes grows. Another
major difference between the average distance graphs for the two population sizes is the
actual value of the average distance. It is noticed that for the population of 20-points,
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the average distance values are exactly double the average distance values of the 10-points
population. It can be argued that with the doubling the population size, the average
distance values double as well, but the same ratio and proportions are kept in comparing
the Modula-Opposite scheme to the candidate and opposite schemes. The fact remains that
for larger populations and large dimensions, the uniform-random method outperforms the
Quasi-Opposite scheme.
Similar to Quasi-Opposite scheme probability, the Quasi-Reflection probability and
average distance of 10 and 20 points population sizes are both shown by Fig. 5.15. Similar
to Quasi-Opposite, the Quasi-Reflection probability graph for the 20-point population has
a very little improvement (0.292%) compared to the 10-point population. Nevertheless,
that is an improvement which for larger population sizes will translate to a significant
gain. The average distance graph of the uniform-random method is the lowest (better)
compared to Quasi-Reflection, for both population sizes, which indicates that on average,
the random scheme is closer physically to the unknown solution than the Quasi-Reflection
scheme.
This experiment series has shown that for noise-free, single-solution, large-scale (high-
dimension) search spaces, as well as multi-point (population-based) algorithm, with regards
to increase of population size, the following are the highest-ranking sampling methods based
on probability of closeness metric. At higher dimensions, Quasi-Reflection and Quasi-
Opposite have a very slight (about 0.6%) advantage to Center-Based method, but overall,
Center-Based is more successful.
1. Center-Based
2. Quasi-Reflection or Quasi-Opposite
3. Modula-Opposite
The highest-ranking methods based on the average distance measure (used as physical
distance indication), with regards to increase of population size, include:
1. Center-Based
2. Modula-Opposite
3. Quasi-Reflection or Quasi-Opposite
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The Table 5.3, summarizes the ranking of the methods based on their probability of
closeness and dimension.
Table 5.3: The summary table of Experiment Series 2 results. The highest ranking sampling
methods based on dimension, the probability of closeness metric, for uni-modal problems
and first-found solution objective of solving problem, and for population size of 20-points
in population-based (P-Metaheuristic) algorithms.
Dimension (D) Ranking




D > 6 1. Center-Based
2. Quasi-Reflection/Quasi-Opposite
3. Modula-Opposite
According to this experiment series, it is clear that with the increase of population
size (i.e., m), the probability of closeness of the selected schemes above improve slightly;
but, the average distance values do not change much, except in the case of Quasi-Opposite
and Quasi-Reflection schemes, where the distance values are doubled, proportionally. Fur-
thermore, as the number of points (population size) increases the cross-section in the
probability graphs, from which the probability of the introduced sampling method is the
greatest, happens at a higher dimension values. In other words, for small population sizes,
the cross-section occurs in very low dimensions. But as the population size increases, the
inter-section occurs at a higher dimension. This experiment indicates that the introduced
sampling methods have greater probability of closeness at very low dimensions, for small
population size.
5.3.3 Experiment Series 3: Comparing Pair of Introduced Schemes
on Multi-Points and Multi-Solutions
The following are the summary information regarding this experiment series:
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1. Objective(s): In this experiment series, pairs of introduced schemes are compared
against each other along with the candidate, opposite-candidate and uniform-random
point over the entire range. The simulations are based on n Candidates, n Opposites,
n New Scheme, n another New Scheme, n Random, and m unknown-Solution. The
number of points (n) per each type of scheme is 10, and there are 5 unknown-
solutions (m) in the experiment. The point is to see which scheme finds the most
closest solutions.
2. Metrics: The results are computed based on Average number of found solutions and
Standard Deviation (STD).
3. Competitors: Center-Based, Modula-Opposite, Quasi-Opposite, and Quasi-Reflection
points compared to Candidate (uniform random), Opposite-Candidate, and another
uniform random point over the search space.
Simulation Results
The resulting graphs for this experiment series are presented by Fig.s 5.16, 5.17, 5.18, 5.20,
5.19, and 5.21.
Result Analysis
The pair of Center-Based and Modula-Opposite schemes are compared to candidate, opposite-
candidate and uniform-random methods, in Fig. 5.16. As seen in 5.16(a), the Center-Based
scheme has the highest number of solutions found on average, which implies that using the
Center-Based sampling, there is a better opportunity to find more points close to an un-
known solution. Furthermore, both Center-Based and Modula-Opposite beat the other
three schemes in high dimensions, greater than 5. In the same experiment, the standard
deviation (STD) of the solutions is calculated and shown by Fig. 5.16(b). For dimen-
sion of 1 the STD is high and approximately the same for all 5 sampling scheme points.
However, for dimension of 25, where the average number of solutions-found increases for
Center-Based and Modula-Opposite, the STD values decrease compared to low dimensions.
The Fig. 5.17 compares Center-Based and Quasi-Opposite together with candidate,
opposite-candidate and random point. The average solutions found is presented by Fig.
5.17(a), which shows that both Center-Based and Quasi-Opposite eventually reach to the
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same number of solutions found in higher dimensions. It is natural that Center-Based will
have higher number of solutions found than Quasi-Opposite for the medium dimension
values since Quasi-Opposite only covers half of the Center-Based interval. For dimension
of 25, presented by Fig. 5.17(c), the number of solutions found for Center-Based and
Quasi-Opposite are the highest at around 2.5 out of 5 solutions; whereas, the number of
solutions found for random, candidate and opposite-candidate are almost 0. The pair of
Center-Based and Quasi-Opposite are obviously more competitive than previous pair of
Center-Based and Modula-Opposite, also with better results.
The same effect happens when Center-Based and Quasi-Reflection are competing to-
gether with candidate, opposite-candidate and random point. As presented in Fig. 5.18,
the average number of solutions found by Quasi-Reflection and Center-Based schemes in
Fig. 5.18(a) is the same as Quasi-Opposite and Center-Based (Fig. 5.17(a)). The re-
sults and pattern is very similar to last experiment for Center-Based and Quasi-Opposite,
since Quasi-Opposite represents the same physical interval as Quasi-Reflection which is
the mirror from the center of the search space. That is the reason that in Fig. 5.17(a),
the candidate and opposite-candidate graph lines are reversed from Fig. 5.18(a). In both
experiments, the random scheme has a low graph close to 0.
The effects of both Quasi-Opposite and Quasi-Reflection are compared with each other,
and to candidate, opposite-candidate and uniform-random method, and are presented in
Fig. 5.19. As seen in Fig. 5.19(a), both Quasi-Opposite and Quasi-Reflection have the same
number of solutions found on average, throughout all dimensions. More specifically for low
dimension of 1, shown by Fig. 5.19(b), even though candidate and opposite-candidate have
the same number of solutions found at near 1.5, the Quasi-Opposite and Quasi-Reflection
schemes have only 1 solution found, and both have the same standard deviation value.
But for higher dimension of 25, shown by Fig. 5.19(c), they both outperform other three
schemes with having about 2.5 of the total 5 solutions found, and both candidate and
opposite-candidate have the same number of solutions at near 0. The reason for similarity
between Quasi-Opposite and Quasi-Reflection schemes is that they are physically the same
length of interval but mirror of each other from the middle of the search space. Therefore,
on average, the same number of solutions on the right side of the search space is on the
left side of the search space, as well. The same is happening for candidate and opposite-
candidate schemes since both points are mirrors of each other from the middle of the space.
In this experiment random point has the lowest number of solutions found which is greatly
outperformed by the other four schemes in all dimensions. This shows the power of the
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Quasi-Opposite and Quasi-Reflections segmentation schemes, which are both parts of the
parent Center-Based scheme. These three schemes have shown so far to outperform other
schemes, and all three of them have the same high performance.
In Fig. 5.20, the Quasi-Opposite and Modula-Opposite schemes are compared with the
candidate, opposite-candidate and random schemes. In terms of number of solutions found
(shown by Fig. 5.20(a)), the Quasi-Opposite has a much higher performance comparing to
other four schemes, as the dimensionality grows. As the graph shows, for low dimensions
below 4, it is better to use candidate and opposite-candidate since they have higher number
of solutions found on average. This indicates that for higher dimensions, Quasi-Opposite
performs better than other 4 schemes and it is better to use that for high dimension search
spaces to have better chance of finding solutions. In order to see the detailed graph for
dimension 1, shown in Fig. 5.20(b), it can be seen that candidate and opposite-candidate
have higher number of solutions found. And, for dimension of 25, in Fig. 5.20(c), the
Quasi-Opposite scheme dominates the other competitors. The random scheme always has
very few number of solutions found, close to 0, for all dimensions.
In the last experiment done in this series, presented by Fig. 5.21, the Quasi-Reflection
and Modula-Opposite schemes are compared to candidate, opposite-candidate and random
schemes. The same effect as with Quasi-Opposite and Modula-Opposite (Fig. 5.20(a)) has
happened for this new pair presented by Fig. 5.21(a), in which Quasi-Reflection out-
performs the other schemes as the dimensionality increases, causing Modula-Opposite to
diminish with increase of dimensionality. Also, from Fig. 5.21(c), the STD value decreases
with increase of dimensionality, comparing to dimension of 1, as shown in Fig. 5.21(b).
This experiment series has shown that for noise-free, multi-point (population-based)
and multi-solution search space (problem), the following are the highest-ranking sampling
schemes based on average number of solutions found:
1. Center-Based
2. Quasi-Reflection or Quasi-Opposite
3. Modula-Opposite
Table 5.4 summarizes the ranking of the methods based on their probability of closeness
and dimension.
In summary, if the objective of the problem is to find as much solutions as possible, in
a multi-point, multi-solution search space, then it is best to use Center-Based scheme.
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Table 5.4: The summary table of Experiment Series 3 results. The highest ranking sampling
methods, based on dimension, for multi-modal problems and find all solutions objective of
solving problem, and for population size of 10-points in population-based (P-Metaheuristic)
algorithms.
Dimension (D) Ranking









D > 8 1. Center-Based
2. Quasi-Reflection/Quasi-Opposite
4. Modula-Opposite
5.3.4 Experiment Series 4: Comparing All the Introduced Schemes
on Single-Point and Single-Solution
The following are the summary information regarding this experiment series:
1. Objective(s): In section 5.3.1, the introduced sampling schemes were one-by-one
compared to Candidate, Opposite and Random methods with single-point population
(for each scheme) in terms of probability of closeness and average distance to a
unique unknown solution. The objective of the current experiment is to examine
and analyze all the seven introduced schemes competing against each other as well
to candidate, opposite and random methods, in large-scale simulation (dimensions
of 1 to 100). Two sets of scenarios are used for this section: in one scenario, the
Center-Point scheme is included as part of the introduced schemes. In the second
scenario, the Center-Point scheme is excluded from the experimented schemes due to
the fact that Center-Point has already shown vast superiority to the other schemes
in high-dimensional Monte-Carlo simulations. Therefore, it is of interest to see the
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competition between the different schemes in more leveled playing field, where Center-
Point does not dominates the average closeness to the unknown solution.
2. Metrics: The results are computed based on the probability of closeness and average
distance to an unknown solution.
3. Competitors: Candidate, Opposite, Random, Center-Point, Center-Based, Modula-
Opposite, Supper-Opposite, Opposite-Random, Quasi-Opposite and Quasi-Reflection
schemes. Each scheme has a population size of 1 (i.e., 1-point population), competing
for 1 unknown solution, over 100 dimensions (large-scale).
Simulation Results
The probability of closeness and average distance graphs for the experiments of this section
are shown in Fig.s 5.22 and 5.23.
Result Analysis
As mentioned, there are two scenarios to the experiments conducted in this series. In the
first scenario, all the schemes except for the Center-Point scheme are compared in terms
of probability of closeness and average distance to the unknown solution. This scenario is
represented by the graphs in Fig. 5.22. In respect to the probability of closeness, shown
by Fig. 5.22(a), it is apparent that the Quasi-Opposite and Quasi-Reflection schemes
outperform all other schemes as the dimensionality increases. The Center-Based scheme
comes in at third place with close to 8.5% probability difference to the Quasi-Opposite at
the dimension of 100. The other six schemes have poor performances in terms of prob-
ability of closeness, with Random, and Opposite-Random have near 0% from midpoint
of the graph; as well, the candidate, opposite, and Supper-Opposite schemes have 0%
probability from low dimensions. The average distance graph of the competing schemes
(excluding Center-Point), is shown by 5.22(b). In this graph, the average distance graph
lines for candidate, opposite, Opposite-Random, and random schemes overlap. Further-
more, Center-Based, Quasi-Opposite, and Quasi-Reflection graph lines overlap as being the
least average distance from the unknown solution. The Modula-Opposite scheme has the
second lowest average distance from the unknown solution. By this graph, Center-Based,
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Quasi-Opposite and Quasi-Reflection schemes rank the closest scheme to the unknown
solution when competing with other schemes, in a single-point, single-solution simulation.
The second scenario in this series includes the competition between all nine schemes
from scenario one, including the Center-Point scheme, for a total of ten schemes, pre-
sented by Fig. 5.23. As seen in the probability of closeness graph in Fig. 5.23(a), the
Center-Point scheme has greatly outperformed the other nine schemes, including the most
successful schemes in the previous experiment such as Quasi-Opposite, Quasi-Reflection
and Center-Based. Between the dimensions of 0 to 50, where Center-Point probability
grows rapidly, the probability of closeness of the other schemes decrease rapidly to close
to 0%, which from dimension of 50 to 100, their probability is almost 0%. Similar to the
previous experiment, at the dimension of 1, the candidate scheme has the highest proba-
bility of closeness. This experiment indicates that the Center-Point is the better scheme
for high-dimensional search spaces in terms of probability of closeness to the unknown
solution in single-point and single-solution simulation. The difference between the aver-
age distances of the different schemes grow with the increase in the dimensionality. The
Center-Point scheme has the lowest average distance graph comparing to the other nine
schemes to the unknown solution, which indicate the highest ranking scheme comparing to
the others. The Center-Based, Quasi-Opposite and Quasi-Reflection graph lines overlap as
the second-lowest average distance. The Supper-Opposite scheme has the highest average
distance, which indicates that the Supper-Opposite scheme is the least closest scheme to
the unknown solution, on average. The Modula-Opposite scheme has the third-least aver-
age distance. The Supper-Opposite scheme has the worst (biggest) average distance value
from the unknown solution.
Table 5.5 summarizes the ranking of the methods based on their probability of closeness
and dimension. According to this table, even though Center-Point method outperforms
all other methods in higher dimension, in low dimension such as D = 1, Center-Point and
Center-Based rank worst.
5.3.5 Experiment Series 5: Comparing All the Introduced Schemes
based on Diversity
The following are the summary information regarding this experiment series:
1. Objective(s): In this experimental series, the goal is to compare all the schemes,
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Table 5.5: The summary table of Experiment Series 4 results. The highest ranking sam-
pling methods are based on dimension, for uni-modal problems and find first solution
objective of solving problem, and for population size of 1-point in single-solution-based
(S-Metaheuristic) algorithms. This table compares all competing methods against each
other in one simulation, which is different from Experiment Series 1.
Dimension (D) Ranking





















based on diversity. The objective of this experiment is to examine how diverse is the
population of the scheme, which ultimately affects the convergence performance to a
solution.
2. Measures Used: In this case, the diversity or distance of few points for each scheme
is calculated. It is intended to generate 5 points for each of the introduced schemes
and calculate the Euclidean distance of the 5 points to each other, performed in
Dimension of 1 to 25, for 100,000 tries.
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3. Competitors: All the experiments in this section are done on Opposite, Random,
Center-Based, Modula-Opposite, Supper-Opposite, Opposite-Random, Quasi-Opposite
and Quasi-Reflection schemes. Each scheme has a population size of 5 (i.e., 5-point
population), where they are not competing for distance to a solution.
Simulation Results
The result graph for this experiment is depicted on Fig. 5.24.
Result Analysis
In this experiment, represented by Fig. 5.24, the opposite, uniform-random and Opposite-
Random schemes are the second to highest diversity values. Moreover, the Center-Based,
Quasi-Opposite, and Quasi-Reflection schemes overlap with each other as the lowest diver-
sity graphs. The Supper-Opposite model has the highest diversity of all the other schemes
in the graph. After that, the next highest are the Opposite, Random and Opposite-Random
schemes.
The high diversity for Supper-Opposite is due to the fact that the distance between the
two possible Supper-Opposite intervals are the far extremes of the search space interval,
since the two possible Supper-Opposite regions are either [a,x] or [x̂,b].
The rankings of the mentioned schemes are summarized in Table 5.6.
Table 5.6: The summary of Experiment Series 5 results. The highest ranking sampling
methods in terms of diversity (i.e., distance from each other), based on dimension, for
population of points (population-based) algorithms.
Dimension (D) Ranking
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5.3.6 Experiment Series 6: Comparing All the Introduced Schemes
and LHS sampling on Multi-Points and Multi-Solutions
The following are the summary information regarding this experiment series:
1. Objective(s): the objective is to compare the successful schemes from the previous
experimental series, to other existing sampling schemes, specifically, the Latin Hy-
percube Sampling (LHS), to see the comparison between the schemes in this research,
and an existing well-known sampling method. The successful schemes from previous
series are Center-Based, Quasi-Opposite, Quasi-Reflection, and Modula-Opposite.
They will be compared to Opposite and Random, as well as, LHS method, in order
to compare the methods to a famous and successful method.
2. Measures Used: There are three categories of comparison for the sampling methods
in this series. The first criteria is testing the probability of closeness of each of the
schemes to the unknown solutions. The second test is to calculate and analyze the
average distance of the seven schemes from each other. The third category of test is
calculating the Average Targeted Unknown-Solutions. In other words, it is important
to know which scheme was on closer to which unknown-solution, on average. All
three categories of test are conducted over 25 dimensions (1 to 25), they have been
ran for 100,000 times in order to get better measurable results. As well, there are
50 individuals in the population for each of the schemes, and 5 unknown-solutions in
the problem.
3. Competitors: Opposite, Quasi-Opposite, Quasi-Reflection, Modula-Opposite, Ran-
dom, Center-Based, Opposite-Random and LHS Random.
Simulation Results
The experiments conducted in this series are represented by graphs in Fig.s 5.25, 5.26, and
5.27.
Result Analysis
The first category of experiment, which is calculating the probability of closeness of the
mentioned schemes and LHS method to the unknown solutions, is depicted in Fig. 5.25.
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In dimension of 1, the LHS Random has the highest probability of closeness to the un-
known solutions. Furthermore, random, opposite, and Opposite-Random schemes have the
same probability of closeness at low dimensions of 1 and 2. However, as the dimensional-
ity grows, the Random and LHS Random probabilities decrease together to be the third
worst probability of closeness value. At higher dimension of 25, the only scheme with the
highest probability of closeness value is Center-Based scheme, while the Quasi-Opposite
and Quasi-Reflection are the second highest probability values for high dimensions. For
low dimensions of 1 to 11, the Random, LHS Random, Opposite and Opposite-Random
schemes are better schemes to use in terms of probability of closeness.
The second part of this experiment involves with calculating the average distance be-
tween the desired schemes with LHS Random scheme, as shown in Fig. 5.26. In this
graph, the Center-Based, Quasi-Opposite and Quasi-Reflection have the lowest average
distance amongst all schemes. The Modula-Opposite scheme has the second lowest aver-
age distance. Furthermore, the Opposite, Opposite-Random, Random and LHS Random
all have the highest average distance compared to the other schemes. This graph indicates
that the LHS Random sampling scheme does not perform well compared to Center-Based,
Quasi-Opposite, and Quasi-Reflection schemes.
The third and last category of testing for this series is calculating the number of
unknown-solutions that each scheme has targeted or reached, presented by Fig. 5.27.
Similar to the probability of closeness graph in Fig. 5.25, the LHS Random, Opposite
and Opposite-Random schemes have highest average number of solutions found in lower
dimensions of less than 11. Again, in dimensions of greater than 11, the number of so-
lutions found is the highest with Center-Based scheme, then Quasi-Opposite and Quasi-
Reflections, which the last two overlap. It is interesting to note that the random scheme
is very close to 0 solutions found for the majority of dimensions, and for dimensions of 11
and greater, the number of solutions found is 0. This indicates that for large-scale, multi-
points, multi-solution search spaces, LHS random does not fair well, and Center-Based,
Quasi-Opposite and Quasi-Reflection schemes rank as the best schemes.
This experiment series shows with confidence that the LHS sampling method is not
successful in terms of convergence to solution, against Center-Based, Quasi-Opposite and
Quasi-Reflection and to some extent Modula-Opposite, for large-scale search spaces.
The ranking of the scheme are summarized in Table 5.7.
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5.4 Overall Mapping of Sampling Schemes
Overall, the following presents a mapping is presented to show the high-ranking sam-
pling methods based on categories such as: the type of the optimization problem to solve,
the objective of solving the problem, and the optimization algorithms (single-solution or
population-based). Furthermore, a more detailed ranking of the methods based on the
dimension is presented in Tables 5.8 and 5.9.
Type of Optimization Problem: Noise-free, Large-scale, Uni-modal
Objective of Solving Problem: First-found solution







Type of Optimization Problem: Noise-free, Large-scale, Uni-modal
Objective of Solving Problem: First-found solution




3. Quasi-Reflection or Quasi-Opposite
Type of Optimization Problem: Noise-free, Medium/Large-scale, Multi-modal
Objective of Solving Problem: More than one solution found
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Algorithm: Population-based (i.e., P-Metaheuristic)
Highest ranking schemes:
1. Center-Based
2. Quasi-Reflection or Quasi-Opposite
3. Modula-Opposite
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(a) Probability of Closeness of 10-points
population
(b) Probability of Closeness of 20-points
population
(c) Average Distance of 10-points popula-
tion
(d) Average Distance of 20-points popula-
tion
Fig. 5.12: Experiment Series 2 - Probability of Closeness and Average Distance of Center-
Based for population of 10-points (Fig.s 5.12(a) and 5.12(c)) and 20-points (Fig.s 5.12(b)
and 5.12(d)) compared to candidate, opposite-candidate and random schemes. The Center-
Based scheme is presented by solid line. Sum of the probabilities of schemes (for each
probability graph) at a given dimension is 100%.
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(a) Probability of Closeness of 10-points
population
(b) Probability of Closeness of 20-points
population
(c) Average Distance of 10-points popula-
tion
(d) Average Distance of 20-points popula-
tion
Fig. 5.13: Experiment Series 2 - Probability of Closeness and Average Distance of Modula-
Opposite for population of 10-points (Fig.s 5.13(a) and 5.13(c)) and 20-points (Fig.s
5.13(b) and 5.13(d)) compared to candidate, opposite-candidate and random schemes. The
Modula-Opposite scheme is presented by solid line. Sum of the probabilities of schemes
(for each probability graph) at a given dimension is 100%.
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(a) Probability of Closeness of 10-points
population
(b) Probability of Closeness of 20-points
population
(c) Average Distance of 10-points popula-
tion
(d) Average Distance of 20-points popula-
tion
Fig. 5.14: Experiment Series 2 - Probability of Closeness and Average Distance of Quasi-
Opposite for population of 10-points (Fig.s 5.14(a) and 5.14(c)) and 20-points (Fig.s 5.14(b)
and 5.14(d)) compared to candidate, opposite-candidate and random schemes. The Quasi-
Opposite scheme is presented by solid line. Sum of the probabilities of schemes (for each
probability graph) at a given dimension is 100%.
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(a) Probability of Closeness of 10-points
population
(b) Probability of Closeness of 20-points
population
(c) Average Distance of 10-points popula-
tion
(d) Average Distance of 20-points popula-
tion
Fig. 5.15: Experiment Series 2 - Probability of Closeness and Average Distance of Quasi-
Reflection for population of 10-points (Fig.s 5.15(a) and 5.15(c)) and 20-points (Fig.s
5.15(b) and 5.15(d)) compared to candidate, opposite-candidate and random schemes. The
Quasi-Reflection scheme is presented by solid line. Sum of the probabilities of schemes (for
each probability graph) at a given dimension is 100%.
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(a) Average Solutions Found over 25 Di-
mensions
(b) Average Solutions Found for Dimen-
sion of 1
(c) Average Solutions Found for Dimen-
sion of 25
Fig. 5.16: Experimental Series 3 - Comparing Average Solutions Found of Center-Based,
Modula-Opposite, candidate, opposite-candidate, and random, over 25 dimensions.
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(a) Average Solutions Found over 25 Di-
mensions
(b) Average Solutions Found for Dimen-
sion of 1
(c) Average Solutions Found for Dimen-
sion of 25
Fig. 5.17: Experimental Series 3 - Comparing Average Solutions Found of Center-Based,
Quasi-Opposite, candidate, opposite-candidate, and random, over 25 dimensions.
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(a) Average Solutions Found over 25 Di-
mensions
(b) Average Solutions Found for Dimen-
sion of 1
(c) Average Solutions Found for Dimen-
sion of 25
Fig. 5.18: Experimental Series 3 - Comparing Average Solutions Found of Center-Based,
Quasi-Reflection, candidate, opposite-candidate, and random, over 25 dimensions.
5.4 Overall Mapping of Sampling Schemes 75
(a) Average Solutions Found over 25 Di-
mensions
(b) Average Solutions Found for Dimen-
sion of 1
(c) Average Solutions Found for Dimen-
sion of 25
Fig. 5.19: Experimental Series 3 - Comparing Average Solutions Found of Quasi-Reflection,
Quasi-Opposite, candidate, opposite-candidate, and random, over 25 dimensions.
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(a) Average Solutions Found over 25 Di-
mensions
(b) Average Solutions Found for Dimen-
sion of 1
(c) Average Solutions Found for Dimen-
sion of 25
Fig. 5.20: Experimental Series 3 - Comparing Average Solutions Found of Quasi-Opposite,
Modula-Opposite, candidate, opposite-candidate, and random, over 25 dimensions.
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(a) Average Solutions Found over 25 Di-
mensions
(b) Average Solutions Found for Dimen-
sion of 1
(c) Average Solutions Found for Dimen-
sion of 25
Fig. 5.21: Experimental Series 3 - Comparing Average Solutions Found of Modula-
Opposite, Quasi-Reflection, candidate, opposite-candidate, and random, over 25 dimen-
sions.
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(a) Probability of Closeness of All Schemes, ex-
cept Center-Point
(b) Average Distance of All Schemes, except
Center-Point
Fig. 5.22: Experiment Series 4 - Probability of Closeness and Average Distance of all
schemes (excluding Center-Point) compared to candidate, opposite-candidate and random
schemes. Quasi-Reflection, Quasi-Opposite and Center-Based lines overlap. Also, Candi-
date, Opposite, Opposite-Random and Random lines overlap.
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(a) Probability of Closeness of All Schemes, in-
cluding Center-Point
(b) Average Distance of All Schemes, including
Center-Point
Fig. 5.23: Experiment Series 4 - Probability of Closeness and Average Distance of all
schemes (including Center-Point) compared to candidate, opposite-candidate and ran-
dom schemes. Candidate, Opposite, Opposite-Random and Random lines overlap. Also,
Center-based, Quasi-Reflection and Quasi-Opposite lines overlap.
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Fig. 5.24: Experiment Series 5 - The diversity (distance to each other) of 5 points per pop-
ulation of each scheme, over dimensions of 1 to 25. The Opposite, Random and Opposite-
Random lines overlap. Also, the Center-Based, Quasi-Opposite, and Quasi-Reflection over-
lap. Supper-Opposite has the highest diversity.
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Fig. 5.25: Experiment Series 6 - The Probability of Closeness to 5 unknown-solutions of
Opposite, Random, Center-Based, Modula-Opposite, Quasi-Opposite, Quasi-Reflection,
Opposite-Random compared to LHS Random, over 25 dimensions. The Random, LHS
Random, Opposite-Random lines overlap. Moreover, the Center-Based, Quasi-Opposite
and Quasi-Reflection lines overlap.
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Fig. 5.26: Experiment Series 6 - The Average Distance to 5 unknown-solutions of Opposite,
Random, Center-Based, Modula-Opposite, Quasi-Opposite, Quasi-Reflection, Opposite-
Random compared to LHS Random, over 25 dimensions. The Random and LHS Random
lines overlap. In addition, the Quasi-Opposite and Quasi-Reflection lines overlap.
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Fig. 5.27: Experiment Series 6 - The Average Targeted Solutions to 5 unknown-solutions
of Opposite, Random, Center-Based, Modula-Opposite, Quasi-Opposite, Quasi-Reflection,
Opposite-Random compared to LHS Random, over 25 dimensions. The Quasi-Opposite
and Quasi-Reflection lines overlap.
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Table 5.7: Summary of Experiment Series 6 results. The highest ranking sampling methods
in terms of probability of closeness, for a population of points (population-based), and
population of solutions (multi-modal), based on dimension.
Dimension (D) Ranking















































16 < D ≤ 18 1. Center-Based
2. Modula-Opposite
The rest same as previous interval
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Table 5.8: Summary of all the experiment series results. The highest ranking sampling
methods for single-solution (single-point) algorithms.
Objective
Dimension (D) First-Found solution
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5.5 Summary
From the series of experiments conducted in this chapter it can be concluded that the
Center-Point, Center-Based, Quasi-Opposite and Quasi-Reflection are the most successful
sampling schemes in terms of probability of closeness and lowest average distance to un-
known solutions, in both population-based and large-scale search spaces. From Fig. 5.23,
it is evident that the Center-Point scheme is the most successful scheme in terms of prob-
ability of closeness and average distance to unknown solutions, for single-solution-based
optimization in high-dimensions.
The experimental investigations of this chapter have fulfilled the objectives of this chap-
ter in investigating the successful sampling schemes depending on the type and objectives
of the problem, as well as the algorithm that will be used. Furthermore, the results in
this chapter have laid the foundation for constructing a guide in regards to selection of an
appropriate sampling scheme for a given problem, and objectives of the problem, and the
optimization algorithm that is intended to be used. From the experimental results and
their respective analysis, it can be seen with confidence that not all of the search space
has equal chance of solving a problem faster and more efficient. In fact, it is now shown
that there are segmentation schemes that are suitable for certain types of problems (search
spaces), and algorithms.
Now that the introduced segmentation schemes are ranked based on their effectiveness
for a given type of problem and algorithm, it is of interest to conduct case studies of some
of the specific schemes that have outperformed uniform random in these experiments. The
schemes will be utilized on well-known global optimization algorithms to create new sam-
pling schemes for these global optimization algorithms, as well, to test them on benchmark
functions in order to see the effectiveness of the schemes in optimization problems. The
different case studies will be conducted through the next four chapters.
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Table 5.9: Summary of all the experiment series results. The highest ranking sampling
methods for population-based (multi-points) algorithms.
Uni-Modal Multi-Modal
Dimension First-Found Solution First-Found Solution More Found Solutions
D ≤ 4 1. Candidate/Opposite 1. LHS Random 1. Candidate/Opposite
3. Modula-Opposite 2. Random 3. Center-Based
4. Center-Based 3. Opposite-Random 4. Modula-Opposite




4 < D ≤ 7 1. Center-Based Same as Above 1. Modula-Opposite
2. Quasi-Reflection/Opposite 2. Center-Based
3. Modula-Opposite 3. Quasi-Opposite/Reflection
6. Candidate/Opposite
8. Random
8 < D ≤ 10 1. Center-Based 1. Modula-Opposite 1. Center-Based
2. Quasi-Reflection/Opposite 2. LHS-Random 2. Quasi-Reflection/Opposite






























16 ≤ D ≤ 18 Same as Above 1. Center-Based Same as Above
2. Modula-Opposite
The rest same as previous interval













In the previous chapter, it was shown that the Center-point sampling has a high proba-
bility of closeness and short average distance from an unknown solution, it is of interest to
use this sampling method further in a well-known S-metaheuristic algorithm to investigate
the mentioned sampling’s performance.
The S-metaheuristic algorithms, unlike P-metaheuristic algorithms, are single-solution-
based algorithms, which consider a single candidate-solution in the search space to solve a
problem. That is why they are prone to getting trapped in local optima, specially during
solving multi-modal problems, which result in a premature convergence. Some research has
been conducted to improve S-metaheuristic algorithms such that they do not get trapped
easily or at least can escape. The initial candidate-solution, which is used to solve a
problem in a S-metaheuristic algorithm plays a very important role in this regard.
The Simulated Annealing (SA) algorithm is a S-metaheuristic algorithm that starts
from an initial candidate-solution and by generating and selecting neighbors, it keeps mov-
ing on the landscape until finding the solution. There has been some research done to
improve the neighbor generation of SA. The neighbor generation of SA algorithm was
modified in an algorithm introduced by Ventresca et al. [32], called Opposition-Based Sim-
ulated Annealing (OSA). It was based on the Opposition-Based Learning (OBL) concept
proposed by Tizhoosh in 2005 [5]. For OSA [32], when a new neighbor is generated, the
corresponding opposite neighbor is considered and the fitter point survives as the new
current point. It was shown that OSA outperforms SA on majority of tested benchmark
functions. Another improved SA algorithm was introduced by Ji-Yang [33], in which it
modifies the search process such that it is no longer a memory-less process. By adding
memory component to the search process of original SA, the improved algorithm keeps
track of which neighbors have already been searched, and it will not search those again,
something similar to the memory component of the Tabu Search (TS) algorithm. This ad-
dition to SA improves the efficiency of the algorithm. Adaptive Simulated Annealing (ASA)
was introduced by Youhua et al. [34], in which the temperature decreasing (i.e., cooling
schedule) is adaptively based on the current status of the algorithm. In addition, Xinchao
introduced Simulated Annealing algorithm with adaptive neighborhood [35], at which the
neighborhood coverage is adaptive. During exploration, the coverage area is wider and
covers the entire search space, but during exploitation it gets smaller adaptively.
In this case study, instead of working on the neighbor generation component of SA,
a new strategy for the initializing of SA is proposed, but this idea can be investigated
on any other S-metaheuristic algorithms. The uniform-mutation of SA algorithm is used
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for the purposes of this case study, since it is of interest to challenge the uniform-random
initialization method for SA. It is not the objective of this case study to introduce the most
efficient and best variation of SA algorithm. The objective is simply to compare uniform-
random initialization method to Center-Point on a real-world S-Metheuristic algorithm.
This proposed approach is verified by conducting experiments on seven shifted large-scale
benchmark functions. It is decided to test the method on shifted benchmark functions,
since by this method there is no bias towards the center as well as the proposed algorithm
which is initialized by the Center-Point.
The rest of this chapter is organized as follows: in Section 6.1, the classical Simulated
Annealing (SA) is briefly reviewed. The proposed Center-Point-based Simulated Annealing
is presented in Section 6.2. The experimental results and analysis are given in Section 6.3.
Finally, the chapter is summarized and concluded in Section 6.4.
6.1 Simulated Annealing (SA)
The Simulated Annealing (SA) algorithm, like other single-solution-based algorithms, is
used for solving optimization problems using one candidate-solution through out the search
process. This algorithm is based on the mechanics of annealing metals to form strong solid
metals. Annealing is the process of forming strong crystals by method of continuous
heating and gradual cooling, such that at each cooling temperature, thermal equilibrium
is obtained [1]. The SA algorithm was invented based on the annealing principles and
concept. It was introduced by Kirkpatrick et al. in 1983 [36], as well, by Cerny [37], in
two independent works.
SA algorithm starts the search process from an initial candidate-solution. Then, the
algorithm evaluates fitness of the current candidate. In each step of the search, a random
neighbor is generated based on a movement formula suiting the problem. The neighbor
generation can be based on the current point or based on a random computation. By eval-
uating the neighbor and taking the Energy difference of the neighbor and the current point,
decisions are made to whether move to the neighborhood point or stay at the same point.
If the energy difference is less than or equal to 0, it indicates that the neighbor point has a
higher fitness value; therefore, it would be accepted as the new current point. Otherwise,
if the energy difference is larger than 0, it indicates a non-improving neighbor, then, the
neighbor may be chosen as the current point, based on an acceptance probability. This
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feature (i.e., giving the opportunity to non-improving candidate solutions) gives a chance
of escaping from a local optimum. The neighbor generation and selection are repeated
until equilibrium condition is satisfied. In that case, the current temperature is updated
by a cooling schedule specified for the problem. The cooling schedule decreases the current
temperature, T , by a small percentage. The temperature, T , in the SA algorithm controls
the acceptance probability of non-improving neighbors. Higher value for T increases the
chance of jumping to non-improving neighbors on the landscape. The cooling schedule and
equilibrium process are repeated until termination criteria is met. It is noteworthy that a
fast cooling can cause a premature convergence.
The flowchart diagram of the SA algorithm is presented in Fig. 6.1.
Fig. 6.1: The flowchart of the original SA algorithm, in which a uniform random point is
generated as an initial candidate-solution.
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6.2 Center-Point-Based Simulated Annealing (CSA)
In this section, a simple modification to the SA algorithm is proposed in term of the initial
starting point of the algorithm. As discussed in Section 4.2.1, the Center-point is a unique
point, which has the highest probability of being closer to an unknown solution, compared
to a random point generated on entire search space. In classical SA, when there is no any
priori-knowledge about the problem, it starts from a uniform random point.
In this chapter, the aim is to utilize the Center-point sampling on a S-metaheuristic
algorithm, as a case study, in order to accelerate its convergence speed. The implementation
of Center-point concept in SA simply will be made at the initialization step. Therefore,
in the initial estimate phase of SA where a random guess about the starting point on the
search space has to be made, simply we utilize Center-point as the initial starting point.
In CSA, the initial starting point for the algorithm to solve the problem will be the point
c of the search space, calculated according to Eq. 4.4.
The classical SA algorithm components are not changed in the center-point version
(CSA). Furthermore, there is no intention to utilize the Center-point concept during neigh-
bor generation of SA. Simply, instead of generating a uniform random point on search space
as an initial point for SA, the center of the search space is picked. The rest of the SA search
process is then carried out followed with the center-point initial candidate. By this way, the
complexity of the CSA algorithm remains the same as its parent, SA algorithm; because
O(1) is the complexity for finding the center of the search space.
Although this is a very simple idea, the intention of the current experiment is to examine
the effect of using initial Center-point, to solve large-scale problems. As mentioned in
Section 5.3.1, for large-scale problems Center-point showed to have very high probability
of being closer to an unknown solution. Therefore, it is of interest to test the CSA method
with its parent (SA) on large-scale problems. To the best of our knowledge, no research
work has tried the center point, as oppose to uniform-random point, as the initial starting
point in the SA algorithm. The goal is to experiment this combination in order to verify
the effects of Center-Point on the performance of a single-solution-based algorithm.
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6.3 Experimental Verifications
This section gives detailed description of the experiments performed on a dimension of 300,
in order to verify the effectiveness of CSA.
6.3.1 Control Parameter Settings
All the common parameters of SA and CSA are set to the same values as below, in order
to have a fair comparison.
 New Solution Generator: Pointcurrent+rand(1,D)/10
 Starting Temperature, Tmax=300
 Stop Temperature, TStop=1E − 8
 Cooling Schedule, T=0.95×T
 Maximum Consecutive Rejections, MaxReject=1000
 Max Success, 20
 Max Tries, 300
6.3.2 Benchmark Functions
The following benchmark functions are bound constrained high-dimensional benchmark
problems for minimization as provided by the CEC’2008 Special Session on Large Scale
Global Optimization [38]. The benchmark functions used in this section are the ones used
in [39] for solving large-scale problems. The functions f1 and f2 are uni-modal and the
rest of the functions are multimodal problems. Their complete list with more details are
provided in Appendix A. All functions are randomly shifted over the search space to not
have any kind of favor for the center point of the search space. Therefore, for none of the
functions, the solution is located at the center.
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6.3.3 Simulation Strategy
Following the traits of research paper [32], as well to minimize effects of the stochastic
nature of the algorithms on the results for all conducted experiments, trials are repeated
250 times per function. Mean and standard deviation of the best fitness values are reported.
6.3.4 Results
The numerical results for SA and CSA algorithms on seven benchmark functions are sum-
marized in Table 6.1.
Table 6.1: Mean ± (Standard Deviation) of the best fitness value of SA compared to CSA,
for D=300. The best result for each function is highlighted in boldface.
F SA CSA
f1 966.214± (1454.404) 241.756± (18.133)
f2 195.730± (56.980) 190.450± (1.765)
f3 0± (0) 0± (0)
f4 5032.840± (340.945) 5031.222± (130.252)
f5 62.584± (64.521) 32.278± (0.804)
f6 21.579± (0.396) 21.667± (0.390)
f7 300.804± (11.540) 301.378± (3.499)
6.3.5 Results Analysis
As indicated in Table 6.1, the SA and CSA algorithms performed the same for function f3.
As seen, the CSA algorithm has outperformed SA on four out of seven functions, f1, f2, f4
and f5. By observing the high standard deviations for functions f1 and f4 by SA, it could
be an indication that SA sometimes gets trapped in local optima for those functions. On
only two functions, SA performs better than CSA, i.e., f6 and f7. The improvements for
those functions by SA are not significant, and considering the better standard deviation
values of CSA for f7, both the SA and CSA algorithms performed nearly the same on those
two functions.
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Another contribution of CSA and its improvement to the SA algorithm can be seen by
looking at the standard deviation (STD) values of CSA, for six out of seven functions there
is an improvement. As it can be observed, the STD values of CSA are much lower than
SA. This indicates a higher consistency of results by CSA (lower fluctuations), compared
to SA. The higher consistency of CSA implies a lower behavior fluctuation, which results
in more accurate results. It is due to the fact that instead of starting from a random
point each time, we always start from a fix point, the center which is sometime the closest
point in the search space from an unknown solution. This has shown to be a good starting
point in previous experiments and has yield better and more consistent results, compared
to a uniform-random point. Overall, the CSA algorithm presents promising results during
solving large scale problems.
6.4 Summary and Conclusion
Center-point is a point at the center of the search space, which according to the Monte-
Carlo simulations conducted in this thesis, it has a much higher probability of closeness
and lower average distance to an unknown solution, comparing to a uniform random point
generated over the entire search space. The probability of closeness increases with the
dimensionality of a problem. The S-metaheuristic algorithms such as Simulated Annealing
(SA) starts from a single candidate-solution as the initial starting point which usually
is a uniformly generated random point in the search space. Moreover, S-metaheuristic
algorithms are prone to get trapped in local optima on difficult multi-modal landscapes.
The current case study introduced Center-Point-Based Simulated Annealing (CSA), which
utilizes the center-point sampling to accelerate a SA algorithm. For CSA algorithm, simply,
the center-point of the search space, which is a unique point, is used as the initial starting
point for the SA algorithm; then the original SA algorithm steps are executed. Although
this is a very simple idea, but it has shown to be effective and better performing than its
parent, SA. The experimental verifications carried out in this chapter were on well-known
seven shifted large-scale benchmark functions, for dimension of D=300. The purpose of
testing on shifted functions was to ensure that there is no bias towards the center of the
search space, and that the optimum solution can be randomly placed anywhere in the
space. Since Center-point was shown as an exceptional feature for higher dimensions of
near 100, CSA was tested on large-scale problems. The results verify that on four out of
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seven functions, CSA outperforms SA, and for one of the functions, both SA and CSA
performed the same. Furthermore, the STD values of CSA on all seven functions were
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In the previous chapter, a case study of the Center-Point scheme utilized on a single-
solution-based algorithm was investigated to study the effects of the center-point sampling
to enhance the SA algorithm. Now, in this chapter, another case study on the center-
based sampling will be conducted on a population-based metaheuristic algorithm because
the center-based interval/region allows to generate population of individuals. In Chapter
5, it was showed by Monte-Carlo simulation which the Center-Based sampling is better
than the uniform-random sampling, with regards to probability of closeness and average
distance to an unknown solution, when considering a population of candidate-solutions.
Furthermore, it was shown that the Center-Based sampling scheme was the better choice
amongst the other proposed sampling schemes, for uni-modal, multi-modal and large scale
problems. Therefore, in this case study, the Center-Based sampling is chosen to be utilized
to enhance a well-known population-based algorithm, in order to examine the effects of
the Center-Based sampling scheme on a P-metaheuristic algorithm, Differential Evolution
(DE). Experimental investigations on this new algorithm will be conducted using different
types of benchmark functions.
Differential Evolution algorithm has showed to be an efficient algorithm comparing
to other population-based algorithms. The Differential Evolution is a popular algorithm
among many Evolutionary Algorithm (EA) competitions in IEEE Congress on Evolution-
ary Competition conferences. However, similar to other evolutionary algorithms, the effi-
ciency of this algorithm is degraded during tackling with large-scale problems, called curse
of dimensionality. On the other hand, majority of real-world problems are high-dimensional
and the time budget in solving them is limited. Many engineering and scientific fields, such
as Finite Elements, Structural Designs, etc. are bounded to deal with large-scale prob-
lems. Solving large-scale problems requires great amount of time and resources due to the
computational load and complexity; therefore, any attempt in proposing an accelerated
algorithm is valuable attempt. In this case study, the proposed algorithm is tested on
large-scale problems, since Center-based scheme was shown to have faster convergence in
large-scale search spaces.
The rest of this chapter is organized as follows: in Section 7.1, the classical Differential
Evolution (DE) and Opposition-based DE (ODE) are briefly reviewed. The proposed
algorithm is presented in Section 7.2. The experimental results and analysis are given in
Section 7.3. Furthermore, an enhanced version of the proposed algorithm, which attempts
to make the algorithm more efficient, is explained and tested in Section 7.4. Finally, the
chapter is concluded and summarized in Section 7.5.
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7.1 Classical and Opposition-Based Differential Evo-
lution: A Short Review
The classical Differential Evolution algorithm and the Opposition-based Differential Evo-
lution are briefly reviewed because of their relevance to the proposed algorithm in this
chapter.
7.1.1 Differential Evolution (DE)
Differential Evolution (DE) is a population-based and directed search method [40; 41].
Like other evolutionary algorithms, it starts with an initial population vector, which is
generated randomly when no preliminary knowledge about the solution space is available.
Let us assume that Xi,G, (i = 1, 2, ..., Np) are solution vectors in generation G (Np :
population size). Successive populations are generated by adding the weighted difference
of two randomly selected vectors to a third randomly selected one. For classical DE (i.e.,
DE/rand/1/bin), the mutation, crossover, and selection operators are straightforwardly
defined as follows:
Mutation - For each vector Xi,G in generation G a mutant vector Vi,G is defined by
Vi,G = Xa,G + F (Xb,G −Xc,G), (7.1)
where i = {1, 2, ..., Np} and a, b, and c are mutually different random integer indices
selected from {1, 2, ..., Np}. Further, i, a, b, and c are different so that Np ≥ 4 is required.
F ∈ [0, 2] is a real constant which determines the amplification of the added differential
variation of (Xb,G − Xc,G). Larger values for F result a higher diversity in the generated
population and lower values cause a faster convergence.
Crossover - DE utilizes the crossover operation to generate new solutions by shuffling
competing vectors and also to increase the diversity of the population. For the classical
version of the DE (DE/rand/1/bin), the binary crossover (shown by ‘bin’ in the notation)
is utilized. It defines the following trial vector:
100 Chapter 7. Case Study: Center-Based Differential Evolution (CDE)
Ui,G = (U1i,G, U2i,G, ..., UDi,G), (7.2)
where j = 1, 2, ..., D (D : problem dimension) and
Uji,G =
 Vji,G if randj(0, 1) ≤ Cr ∨ j = k,Xji,G otherwise. (7.3)
Cr ∈ (0, 1) is the predefined constant crossover rate, and randj(0, 1) is the jth eval-
uation of a uniform random number generator. k ∈ {1, 2, ..., D} is a random parameter
index, chosen once for each i to make sure that at least one parameter is always selected
from the mutated vector, Vji,G. Most popular values for Cr are in the range of (0.4, 1) [42].
Selection - The scheme that should decide which vector (Ui,G or Xi,G) should be a
member of the next generation, G + 1. For a maximization problem, the vector with a
higher fitness value is chosen. There are other variants based on different mutation and
crossover strategies [43].
7.1.2 Opposition-Based Differential Evolution (ODE)
The opposition concept, explained in Section 4.1, was utilized and tested on the original
DE algorithm by Rahnamayan, et al. [10], called Opposition-Based Differential Evolution
(ODE). The DE algorithm, as previously mentioned is an evolutionary algorithm in which,
an initial population of candidate-solutions is generated uniform randomly. The initial
population can play a role in term of convergence speed of an algorithm since the distance
of the candidates from the unknown solution determines how fast an optimal solution can
be found. In the ODE algorithm, the concept of opposition has been used to decrease the
distance from unknown solution by comparing the candidate solution with its opposite and
continuing with the better one.
In steps of DE where a uniform-random population is generated, the opposites of each
individual (i.e., candidate-solution) was calculated and populated. Then, from the union
of the current population and the opposite population, the fittest individuals are selected.
Therefore, the current population includes uniform-random and opposite individuals with
better fitness values. Another additional modification to DE is the opposition-based gen-
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eration jumping based on a new control parameter namely, the generation jumping rate,
Jr, which is a constant parameter. Jr determines the rate of opposition-based generation
jumping. The flowchart of ODE is presented in Fig. 7.1.
Fig. 7.1: The ODE flowchart; the gray boxes represent the components, which are added
or modified in the original DE algorithm [44].
The simulation results of different test cases on well-known benchmark functions done
in [10] show that overall, ODE outperforms DE. The ODE algorithm is about 60% faster
than the DE algorithm.
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7.2 Center-Based Differential Evolution (CDE)
As discussed in Section 4.2.2, the Center-based interval/region is the interval/region be-
tween candidate-solution and its opposite. The Center-based sampling scheme can be
utilized for population-based algorithms, since a population of candidates can be gener-
ated in an interval/region (i.e., center-based interval/region). The Center-based interval
which was originally introduced in [8], considers a specific (rigid) boundary. More specif-
ically, the interval covers the points in [0.2,0.8] for the boundary of [0,1]. This definition
of Center-based interval, called fixed Center-Based, always covers 60% of interval’s center.
Since the range is exact and rigid, it would not be flexible enough, as a result, it might
not be robust for variant problems. Therefore, in this thesis a dynamic definition of the
Center-based interval/region was introduced, as explained in Section 4.2.2, which works
with a dynamic range.
In this chapter, the Center-based sampling is applied to the population initialization
and generation jumping steps of the original DE algorithm. The new algorithm is called
Center-Based Differential Evolution (CDE). In the CDE algorithm, the steps of ODE are
followed, but the opposite points are replaced with uniform-random points, which are
generated in the center-based interval/region.
The proposed CDE algorithm is general, and can be used to propose two variants of the
algorithm. The CDE variant based on a dynamic Center-Based interval/region is called
CDE with Dynamic range (CDEd). The other variant of the CDE algorithm is based on
the fixed range of 60% of interval’s center [8]; this variant is called CDE with Fixed Range
(CDEf ). In CDEf instead of generating points in the interval of [x,x̂] as with CDEd,
uniform-random candidates are generated in the 60% of interval’s center. The CDEf
interval denoted as the range of [fa,fb], in search space of [a,b] can be calculated by the
following equations:
fai = ai + 0.20× (bi − ai)
fbi = ai + 0.80× (bi − ai),
(7.4)
where i = 1, ..., n and n is the dimension of the problem.
In both CDEd and CDEf algorithms, the boundaries are calculated based on maximum
and minimum values of the variables in the current population ([mini,maxi]).
The CDE algorithms, similar to their parent ODE algorithm, utilize the generation
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jumping. In the case of generation jumping step, Center-based sampling is used, similar
to the opposite population in ODE. The rate of jumping parameter (Jr) is set manually
based on trial experiments and recommended values; the rate is kept constant for each of
the algorithms, throughout the search process in all experiments.
It is desired to see the performance of these two different schemes of CDE (CDEf
and CDEd) in solving problems. In the experimental verifications, the first aim is to
compare CDEd to its parent algorithms, classical DE and ODE, in order to investigate the
performance of Center-based sampling scheme, CDEd is compared with CDEf in order to
analyze the effect of using dynamic range instead of a fixed one.
7.3 Experimental Verifications
In this section, the performance of the proposed algorithms (CDEf and CDEd) are com-
pared against DE and ODE in terms of solution accuracy for dimensions 100 and 500.
Also, a detailed parameter analysis is performed on the Jr parameter for a dimension of
500, for ODE and CDEd, to look for the optimal value for the jumping rate.
7.3.1 Control Parameter Settings
All the common parameters of the DE, ODE, and CDE (both fixed and dynamic variants),
are set to the same values as below, to support a fair comparison.
 Population size, Np = 100
 Differential amplification factor, F=0.5
 Crossover probability constant, Cr = 0.9
 Strategy, DE/rand/1/bin
 Maximum number of function calls (termination criteria), MAXNFC=5000×D (where
D is the problem dimension)
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7.3.2 Benchmark Functions
The utilized seven benchmark functions are the same functions that were used in the
experiments of previous chapter (Section 6.3.2). These functions are box-constrained high-
dimensional problems for minimization as provided by the CEC’2008 Special Session on
Large Scale Global Optimization [38]. The mentioned functions are explained in detail in
Appendix A.
7.3.3 Simulation Strategy
Similar to other studies in the evolutionary optimization [42; 45; 46; 44], for all conducted
experiments, trials are repeated 25 times per function. Each run is continued up to 5000×D
function calls, and then mean and standard deviation of the best fitness values are reported.
The algorithms DE, ODE are compared once to CDEf and once to CDEd in dimensions
of 100 and 500. As well, CDEf and CDEd algorithms are compared in D = 100 and
D = 500. In these experiments, the Jr values for ODE, CDEf and CDEd algorithms are
set based on experiments done previously by other authors. The Jr value of ODE is set
to 0.3, whereas, both CDEf and CDEd algorithms have Jr value of 0.05. These Jr values
are set based on a previous work [7].
Furthermore, since there is no detailed experiments done on Jr parameter analysis for
ODE and CDEd algorithms on D > 100, for a set of problems, a parameter analysis is
conducted to test each algorithm with different Jr values. From those results the most
successful Jr value for each algorithm will be picked to compare DE, ODE and CDEd
based on that optimal value.
7.3.4 Results and Analysis
In this sub-section, two experimental series are presented, and the results are analyzed. The
first experimental series compares the CDEd and CDEf methods to parent algorithms,
ODE and DE, for high dimensions with conventional Jr parameter value. In the second
experimental series, a detailed parameter analysis of Jr is done on ODE and CDEd, for
high dimension of 500. Furthermore, the corresponding results based on optimal Jr values
are compared.
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Experimental Series 1: CDEd vs. CDEf
The Tables 7.1, 7.2 and 7.3 summarize the experimental results. Table 7.1 represents
comparison among DE, ODE and CDEd; Table 7.2 represents a comparison of DE, ODE
and CDEf . Finally, Table 7.3 represents comparison between CDEd and CDEf . All the
tables show the result comparisons for both dimensions (100 and 500).
For D=100, as illustrated in Table 7.1, ODE is only successful on two out of the seven
functions, namely, f2 and f4. All three algorithms performs the same on f7 function.
Furthermore, DE and CDEd both outperform ODE on f1 and f6, but CDEd outperforms
the other two algorithms on one function, f3. These results indicate that in lower dimen-
sions such as D=100, the proposed algorithm of CDEd is only successful on three out of
seven functions.
For high dimensional problems, such as D=500, according to results provided in Table
7.1, CDEd outperforms DE and ODE on five out of the seven benchmark functions. Only
on f2 ODE performs better than CDEd. Furthermore, DE and CDEd both beat ODE on
f1. Table 7.1 clearly indicates that the CDEd algorithm outperforms the DE and ODE
methods on the majority of benchmark functions, for large-scale problems of D=500.
In Table 7.2, as the results indicate, for three of the functions, f1, f3 and f6, CDEf
outperforms ODE. Moreover, on two functions, f1 and f6, CDEf and DE both had the
same best result. Only on two functions f2 and f4, ODE performed better than the other
algorithms. For high dimension of D=500, CDEf outperforms DE and ODE on four out
of seven functions. DE had the best performance of the other algorithms on two functions,
f1 and f3, while ODE only outperformed others on one function, f2. These results clearly
indicate that for large-scale problems, CDEf algorithm performs better than DE and ODE
on most of the functions.
The two proposed algorithms, CDEf and CDEd, which are the winners in the two
previous tables, are compared against each other in Table 7.3. For the low dimension of
D=100, CDEf algorithm beats CDEd on three of the seven functions, and both algorithms
have the same best result on three of the functions, f1, f6 and f7. However, as indicated
in Table 7.3, for higher dimensions of D=500, CDEd outperforms CDEf on five out of the
seven functions, f1, f2, f3, f5 and f7. These results clearly indicate that for large-scale
problems, the CDEd algorithm is the winner algorithm.
Therefore, two proposed algorithms, CDEf and CDEd, outperform their parent algo-
rithms, DE and ODE. Furthermore, CDEd also outperforms the CDEf algorithm over
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Table 7.1: Mean ± (standard deviation) of the best fitness value of DE compared to ODE
and CDEd (dynamic range), for D=100 and D=500. The values of Jr parameter for ODE
and CDEd are 0.3 and 0.05, respectively. The best result for each function is highlighted
in boldface.
D = 100
F DE ODE CDEd
f1 0± (0) 0.02± (0.13) 0± (0)
f2 64.85± (5.85) 29.19± (11.54) 65.03± (6.57)
f3 249.49± (382.99) 1.46E6± (5.26E6) 167.62± (83.77)
f4 559.74± (125.20) 396.97± (186.14) 569.40± (113.05)
f5 6.90E-4± (2.41E-3) 2.12E − 2± (0.0487) 1.48E − 3± (6.02E − 3)
f6 0± (0) 0.72± (0.52) 0± (0)
f7 0± (0) 0± (0) 0± (0)
D = 500
F DE ODE CDEd
f1 0± (0) 393.94± (1271.35) 0± (0)
f2 111.93± (5.75) 80.65± (3.32) 95.75± (1.22)
f3 1828.49± (458.30) 6.18E8± (6.70E8) 1670.26± (226.17)
f4 1868.76± (135.15) 2556.85± (145.26) 1630.90± (153.69)
f5 0.16± (0.27) 3.82± (11.05) 0.05± (0.14)
f6 7.62± (1.44) 13.91± (1.06) 7.25± (1.39)
f7 0.06± (0.27) 0.12± (0.49) 0± (0)
large scale problems.
Experimental Series 2: Parameter Analysis
This experimental series is concerned with the parameter analysis of Jr values in the
ODE and CDEd algorithms. Different Jr values are tested for both ODE and CDEd
algorithms. The Jr parameter values for the ODE algorithm are summarized in Table 7.4.
It is apparent that for the benchmark functions used in this section, it is better to use
0.05 setting for the Jr parameter of ODE, as the Jr=0.05 has dominated the other Jr
values on five out of the seven functions. Furthermore, the same test was done for the
CDEd algorithm to determine the best Jr parameter value, which is summarized in Table
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Table 7.2: Mean ± (standard deviation) of the best fitness value of DE compared to ODE
and CDEf (fixed range), for D=100 and D=500. The values of Jr parameter for ODE
and CDEf are 0.3 and 0.05, respectively. The best result for each function is highlighted
in boldface.
D = 100
F DE ODE CDEf
f1 0± (0) 0.02± (0.13) 0± (0)
f2 64.85± (5.85) 29.19± (11.54) 53.16± (5.78)
f3 249.49± (382.99) 1.46E6± (5.26E6) 133.49± (52.79)
f4 559.74± (125.20) 396.97± (186.14) 539.84± (145.57)
f5 6.90E-4± (2.41E-3) 2.12E − 2± (0.0487) 1.57E − 3± (4.65E − 3)
f6 0± (0) 0.72± (0.52) 0± (0)
f7 0± (0) 0± (0) 0± (0)
D = 500
F DE ODE CDEf
f1 0± (0) 393.94± (1271.35) 2.63E − 5± (8.69E − 5)
f2 111.93± (5.75) 80.65± (3.32) 98.11± (3.34)
f3 1828.49± (458.30) 6.18E8± (6.70E8) 1833.53± (348.32)
f4 1868.76± (135.15) 2556.85± (145.26) 1470.08± (107.13)
f5 0.16± (0.27) 3.82± (11.05) 0.14± (0.30)
f6 7.62± (1.44) 13.91± (1.06) 6.72± (1.19)
f7 0.06± (0.27) 0.12± (0.49) 7.77E-3± (0.033)
7.5. The results are not as straight forward compared to the tests for ODE algorithm.
However, it can be concluded that for the CDEd algorithm, the optimal Jr values to use
are below 0.05.
Finally, based on the parameter analysis experiments done on the Jr parameter, for both
ODE and CDEd, the most successful Jr values for each of the algorithms are compared
against each other to examine the competition of the successful Jr values against each
other. This comparison is summarized in Table 7.6. The results indicate that overall,
CDEd based on its successful Jr values, has better performance than parent algorithms
ODE and DE on four out of seven functions.
In the next section, a further modification will be proposed to the CDEd algorithm.
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Table 7.3: Mean ± (standard deviation) of the best fitness value of CDEf (fixed range)
compared to CDEd (dynamic range), for D=100 and D=500. The values of Jr parameter




f1 0± (0) 0± (0)
f2 53.16± (5.78) 65.03± (6.57)
f3 133.49± (52.79) 167.62± (83.77)
f4 539.84± (145.57) 569.40± (113.05)
f5 1.57E − 3± (4.65E − 3) 1.48E-3± (6.02E-3)
f6 0± (0) 0± (0)
f7 0± (0) 0± (0)
D = 500
F CDEf CDEd
f1 2.63E − 5± (8.69E − 5) 0± (0)
f2 98.11± (3.34) 95.75± (1.22)
f3 1833.53± (348.32) 1670.26± (226.17)
f4 1470.08± (107.13) 1630.90± (153.69)
f5 0.14± (0.30) 0.05± (0.14)
f6 6.72± (1.19) 7.25± (1.39)
f7 7.77E − 3± (0.033) 0± (0)
7.4 CDE with Protective Generation Jumping
In the previous sections, it was shown that CDE algorithm (both versions) outperform their
parent algorithms for large-scale problems. However, as it was explained in the algorithm
of CDE, it consists of a generation jumping step, similar to its parent algorithm, ODE. The
generation jumping step involves extra computational time. In the algorithm proposed in
this section, it is of interest to reduce this cost as much as possible. Therefore, the Jr
parameter of the CDE algorithm, which is a constant value throughout the search, will
be altered based on the positive effect of the generation jumping. It is intended to make
generation jumping process of CDE protective, such that, when generation jumping is no
longer useful in the search process, jumping is stopped (i.e., Jr=0), and hence, computation
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cost is saved.
Prior to this modification on generation jumping step, Rahnamayan et al. introduced
ODE with variable jumping rate in 2007 [14], in order to control and modify the generation
jumping rate during search process. In [14], the jumping rate value is linearly changed
based on the number of function evaluations. The higher jumping rate value was used at
the beginning of the search during exploration. There is fundamental difference between
that research work in [14] and the proposed modification of this section. In this section,
the generation jumping step is altered based on the positive influence of jumping and
Center-based candidates.
In section 7.4.1, the proposed enhancement to the CDE algorithm is explained. Further-
more, the experimental results and analysis on the enhanced CDE algorithm are provided
in 7.4.2.
7.4.1 CDE with Protective Generation Jumping (CDEPGJ)
As mentioned previously, CDEd uses a parameter called Jumping Rate (Jr). This com-
ponent of CDEd creates more opportunities for increasing diversity and continuing with
fitter individuals by allowing the current population to be compared with the Center-Based
population and selecting the fittest individuals.
In the original algorithm of CDEd, the Jr value is set to a constant value, and is
chosen based on experimental efforts and parameter analysis. The jumping process is ben-
eficial when the generated Center-Based candidates are partially better than the current-
population candidates. Otherwise, there is a wasted computational cost because of the
cost involved during calculating Center-Based individuals and their evaluations (i.e., extra
function calls).
Even though the purpose of generation jumping is to accelerate convergence rate, there
are optimization problems which CDEd does not converge before meeting of maximum
number of function calls (Max NFC) because of its useless jumpings. It is the intended
to make the CDEd algorithm smarter such that if there are no improvements done to the
population by generation jumping, then jumping is stopped.
In the proposed algorithm of this section, the intention is to manipulate the generation
jumping from a constant rate (as in original CDEd) to constant rate but with a stopping
mechanism. As the candidate-solutions converge to the solution, the Center-based candi-
dates do not make a significant difference in the search process; therefore, the process of
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generating Center-based population is an unnecessary step that does not help improving
the convergence rate and diversity. As a result, it wastes processing resources and time.
The core idea is to keep track of when generation jumping (i.e., generating Center-based
population) is no longer helping the current population. This enhanced version of the
CDEd algorithm is called Center-Based Differential Evolution with Protective Generation
Jumping (CDEPGJ). In CDEPGJ, two parameters are defined in order to determine when
to stop the generation jumping of CDEd, when it is deemed useless. During the jumping
step, the percentage of Center-based population selected in the current population (from
set of P ∪ OP, Np fitter individuals are selected) has to be measured and considered. When
the Center-based population is less than a certain percentage of the current population,
the generation jumping is considered ineffective and it is better to follow the original DE
steps and stop Center-based jumping. This parameter is called the Cut-off Threshold
(CT). Since CDEd algorithm is stochastic, even in one generation jumping, where CT is
less than the set amount, does not necessarily indicate that generation jumping is useless
for the rest of the search. Therefore, it is needed to consider consecutive unsuccessful
generation jumpings with CT of less than a set amount, in order to consider more than
one sample. That requires us to define another parameter for CDEPGJ to consider how
many consecutive CT values of less than set amount is allowed before jumping is stopped.
This parameter is called Cut-off Threshold Frequency (CTF). The value set for CTF will
restrict the consecutive instances for which CT value can be less than a desired amount. By
setting CT and CTF parameters, if the generation jumping meets the CT value for number
of consecutive times set by CTF parameter, then the generation jumping is stopped for the
rest of the search (i.e., Jr=0). Consequently, the regular DE steps are performed for each
generation without any instance of creating Center-based population; hence, it will save
on computation cost for the remainder of the search. The CDEPGJ algorithm is presented
in Fig. 7.2. From comparing CDEd algorithm to the CDEPGJ algorithm, a decision
step is added to the generation jumping step, in which if the percentage of Center-based
individuals in current population is less than CT value, the counter variable is incremented
by 1. At the next generation jumping step, if the counter value is equal to the CTF value,
then generation jumping is stopped for the rest of the search.
As an example, let us assume that for a given run, CT = 10% and CTF = 5. In
CDEPGJ algorithm, when there is a generation jumping, and the percentage of OP can-
didates in the current population is less than CT value (i.e., 10%), CDEPGJ will start
counting the number of consecutive jumps in which CT is less than 10%. If the counter
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Fig. 7.2: Flowchart of CDEPGJ, where the counter represents the number of jumps in
which OP percentage in the current population is less than CT value; the gray boxes
represent the components which are enhanced or added in the classical DE algorithm.
value is equal to CTF value (in this case, 5), then a flag is raised and generation jumping
of CDE is deactivated for the rest of the search.
The CDEPGJ can be a useful algorithm if it helps save costs when there is no need
to calculate and generate Center-based candidates. In the next sub-section, experimental
investigations will be done on the CDEPGJ algorithm to examine its effectiveness.
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7.4.2 Experimental Verifications on CDEPGJ
Control Parameter Settings
All the common parameters for these simulations, defined below, are set to the same values
as in [10], in order to have the similar and fair experiments as the reference.
 Population size, Np = 100
 Dimension, D = 100
 Differential amplification factor, F=0.5
 Crossover probability constant, Cr = 0.9
 Jumping Rate value, Jr = 0.05
 Cut-off Threshold, CT = 10%
 Cut-off Threshold Frequency, CTF = 5
 Strategy, DE/rand/1/bin
 Value-to-reach, VTR=10−8
 Maximum number of function calls (termination criteria), MAXNFC=5000×D
Benchmark Functions
The benchmark functions used for this experiment are the same functions used for exper-
imenting original CDE algorithm, as explained in Section 7.3.2.
Simulation Strategy
Similar to other studies in the evolutionary optimization [42; 45; 46; 44], for all conducted
experiments, the trials are repeated 25 times per function.
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Results and the Analysis
The results of the experimental verification has been summarized in Table 7.7. There are
two measurements used for each algorithm, namely number of function evaluations (NFC)
and success rate (SR). The SR measurement is taken from [10], and is the number of times
that the algorithm reached the desired value to reach (VTR), in the total number of trials
for a function.
As seen in Table 7.7, for three out of the seven functions, both the CDE and CDEPGJ
algorithms performed poor and the same NFC value of 500,000, as well as, same SR value of
0. This means that for the three functions, both algorithms reached the maximum number
of function calls without being able to solve the functions. However, for the other four
functions, the CDEPGJ algorithm has outperformed the CDE algorithm in either NFC or
SR criteria, or both. The CDEPGJ algorithm has outperformed CDE for the f6 function
in both NFC (with improvement of 21,812 function calls), and SR (improvement of 0.04
to reach SR=1). The rest of the functions, namely f1, f5 and f7, only the NFC values
were improved by CDEPGJ, and the SR values remained the same comparing to the CDE
algorithm.
7.5 Summary and Conclusion
The DE method is a well-known, fast and robust P-metaheuristic algorithm for solving
challenging optimization problems. However, DE is subject to the curse of dimensionality ;
its performance deteriorates as the dimensionality of the problem increases. In this thesis,
it has been shown that the center-point and center-based schemes have high probability of
closeness and less average distance to an unknown solution, comparing to uniform-random
method. This is specially significant for high-dimensional problems; as the dimensionality
of the problem increases, the probability of closeness to an unknown solution increases as
well.
In this chapter, a new algorithm, called Center-Based Differential Evolution (CDE) was
proposed which utilizes Center-based sampling for population initialization and generation
jumping (similar to generation jumping in ODE). Two variants of CDE were introduced
based on Dynamic interval/region (CDEd) and Fixed interval/region (CDEf ). The pro-
posed algorithms were tested on seven well-known large-scale shifted benchmark functions
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to compare them with their parents, namely, DE and ODE. The CDEf algorithm was
compared to CDEd, and the results confirmed that both CDEf and CDEd outperform
DE and ODE on higher dimensional problems of D=500. In addition, CDEd outperforms
CDEf on solving problems with higher dimensions; whereas, CDEf outperformed CDEd
for problems with lower dimensions, such as D=100.
In addition, a detailed parameter analysis on the Jr parameter was conducted for both
ODE and CDEd algorithms, for the high dimension of D = 500. The results picked sub-
optimal Jr values for ODE and CDEd for which the algorithms have the best function
values. By comparing the function values of ODE and CDEd algorithms, for the optimal
Jr values, it has shown that CDEd algorithm has outperformed both DE and ODE in four
out of seven functions.
The results in this case study confirm results of earlier Monte-Carlo simulations on
Center-based scheme on high dimensions.
In the second part of this chapter, the CDE algorithm has been enhanced further in
order to be made more efficient. The generation jumping component of CDE is based
on a constantly-set parameter, Jr. Each generation jumping involves computational cost
and resources. In this part of the chapter, CDE is improved by controlling the generation
jumping component based on the ratio of survived individuals from the Center-based pop-
ulation. By noticing when generation jumping is not useful anymore, the jumping process
is stopped for the rest of the search, based on two parameters introduced in this chapter:
Cut-off Threshold (CT) and Cut-off Threshold Frequency (CTF). This enhanced CDE is
called Center-Based Differential Evolution with Protective Generation Jumping, CDEPGJ.
The results have shown that for four out of seven functions, CDEPGJ has improved either
number of function calls or success rate, or both.
This chapter has shown, through extensive experimental series, that Center-based
scheme has greatly improved the accuracy of DE in solving large-scale, uni- and multi-
modal problems. Furthermore, the CDE algorithm has outperformed the parent DE and
ODE algorithms. In addition, by controlling the generation jumping of the CDE, it can
solve the same problems more efficiently.
The schemes and case studies conducted so far are all for noise-free optimization prob-
lems. Tackling with noisy optimization problems require a different or modified version of
these schemes, which will be considered later in this current study.
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Table 7.7: The Number of Function Calls (NFC) and Success Rate (SR) of selected bench-
mark functions for CDE and CDEPGJ. The bold values represent improved (and best)
values in each function.
CDE CDEPGJ
F NFC SR NFC SR
f1 318084 1 306624 1
f2 500100 0 500000 0
f3 500000 0 500000 0
f4 500000 0 500000 0
f5 313000 0.92 298000 0.92
f6 474420 0.96 452608 1
f7 62980 1 62764 1
Avg. 3.812E5 0.55 3.743E5 0.56
Chapter 8
Shaking-Based Sampling for Solving
Noisy Optimization Problems
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The sampling schemes introduced so far were based on the introduced intervals and
regions. These schemes were investigated using Monte-Carlo simulation and two of the
schemes were utilized to enhance well-known metaheuristic algorithms. Those schemes
with case studies, so far, were developed and tested for noise-free optimization. Noisy
optimization problems will be considered in this chapter and in this direction, two sampling
schemes will be proposed.
Initially, the idea of noise and recent research done in dealing with noisy optimization
problems are discussed. Then, a new sampling method is proposed to solve noisy problems.
The idea behind this new sampling method is that for solving noisy problems, it might be
beneficial to introduce an additional noise to solve the problem efficiently. The introduced
shaking process is based on adding uniform noise to the current population in accordance
to a shaking rate variable. Similarly, the new sampling method is investigated using Monte-
Carlo simulation. Furthermore, the new sampling method is utilized on a DE algorithm to
solve noisy problems, as a case study. In this direction, two variant schemes are considered,
namely: DE with Population Shaking (DEPS), and DE with Individuals Shaking (DEIS).
8.1 Solving Noisy Optimization Problems: A Survey
Noise is a disturbance factor in solving optimization problems. DE is considered as a robust
and efficient method in solving problems, when compared with other EA methods [45]. It
has been mentioned that although DE is a popular method for solving problems, it is not
immune to noise, and hence, it diminishes the search efficiency and accuracy of DE [45].
Following are the summary of several research conducted in tackling noise problems.
Dealing with noisy problems by evolutionary algorithms has been addressed by several
authors in this field, such as evolutionary programming (EP) [47], genetic algorithm (GA)
[48], particle swarm optimization (PSO) [49], and differential evolution (DE) [42; 44].
Re-sampling and Thresholding are two well-known methods to overcome the noisy fitness
evaluation [45; 50]. 1) Re-sampling suggests the evaluation of same candidate solution for
N times and approximating the true fitness value by averaging. N should be determined
correctly to achieve a reasonable tradeoff between the accurate evaluation of fitness value
and the computation cost. 2) Thresholding method is applied on the selection step. Ac-
cording to this method, a parent can only be replaced by an offspring if the fitness value
of offspring is larger than a threshold value τ (for maximization problems). The main
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drawback of this method is to find an optimal static value or a dynamic adaptation rule
for τ . Proposing a self-adaptive algorithm to work with the optimal value of either N or
τ is a challenging task since noise is generally unpredictable.
In survey paper by Jin et al. [50], the authors have suggested three most common
methodologies to minimize the effects of noise: a) explicit averaging, b) implicit averaging,
and c) modifying selection. The explicit averaging is achieved by estimating the fitness
value and taking the average over large number of samples, N [50]. In the implicit av-
eraging, when the population is large in EAs, and for the fact that in EAs concept the
promising areas of the landscape is sampled often, then the effect of noise can be decreased
by evaluating similar individuals [50].
Das et al. [42] pointed out the shortcomings of the DE to optimize noisy problems. The
reason being that, DE is not stochastic in scalar factor for different vector [42]. Therefore,
researchers tried to fix this by introducing a modification to DE, called Differential Evo-
lution with Random Scale Factor (DE-RSF). In the classic DE method, the factor F is a
constant that can be used in scaling the difference vector in DE. In the DE-RSF method,
the factor F being no longer a constant, and is generated as a uniformly distributed ran-
dom number in the range of (0.5, 1) [42]. This new modification to the classical DE
changes would allow for a more diverse population since there is random changes in the
amplification of the difference vector [42].
Moreover, in the DE-RSF method, a new addition was made to the selection phase,
using Threshold concept, called DE-RSF with Threshold-based Selection (DE-RSF-TS). In
this added step, if the child’s fitness value is greater than the parent’s fitness value by
a threshold value τ , then the parent is replaced by the offspring [42]. The formula for
calculating the threshold value depends on the noise level, σ2n, as [42]:
τ = k · σ2n (8.1)
Simulation runs were performed on ten well-known benchmark functions with noise:
Sphere, Rosenbrock, Rastrigin, Griewank, Levy No. 5, Beale, Ackley, Schaffer’s f6, De
Jong’s f4 with noise, and Generalized Penalized Function. Furthermore, the three methods
DE, EA, and PSO were compared with the DE-RSF-TS method. The results show that
both DE-RSF and DE-RSF-TS outperform the other methods over most of the benchmark
functions.
The method of Insertion Operator was first introduced by Hughes [51]. The focus of
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this work is to improve the insertion operator rather than the selection. As it argues,
for noisy functions, it takes less effort and cost to replace the bad individuals rather than
trying to select the good ones. This new process, called Probabilistic Cut Operator, al-
lows the insertion and selection process to be fine-tuned to improve the accuracy of the
solution. In the method proposed in [51], instead of replacing an individual being done
in the evolutionary algorithms, this method inserts the new individual and then based on
a cut pressure factor α, removes an individual from the population [51]. The probability
density function is a function of α. It concludes that in order to solve the noisy problems
efficiently, the role of insertion process is far more important than the selection process.
In another work by Deng et al. [52], the authors tried to modify the existing DIviding
RECTangle (DIRECT) method in order to tackle the noisy optimization problems. The
DIRECT method is a well-known global optimization method, developed in 1993, which
uses the space-partitioning concept to divide hyperrectangles into sub-rectangles. The
points in the middle of each rectangle is fed to the objective function for evaluating [52].
Furthermore, at each iteration of the algorithm a set of potentially optimal rectangles are
extracted in order to sub-divide them for further search. Fig. 8.1 illustrates the concept
of the DIRECT method.
Fig. 8.1: Representation of the hyperrectangles in the DIRECT optimization method [52].
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The effect of noise in the DIRECT optimization algorithm is apparent in the selection
of the potentially optimal rectangle, since noise could mislead the search in wrong areas.
The authors have introduced a simple enhancement to the DIRECT algorithm to overcome
the effect of noise by increasing the replications at each point of the rectangle and sampling
those results, in order to increase the accuracy of the result [52]. However, as one might
assume this replicated sampling could potentially effect and increase the computational
costs. In order to determine the number of replications for increasing both the efficiency and
accuracy, and to contain the computational cost, the authors have used Bayesian techniques
to derive a posterior distribution for the function output at each point, and incorporate
the distribution information into the algorithm to determine an appropriate number of
replications to be used [52]. Furthermore, researchers have used the Monte-Carlo simulation
technique to experiment their new enhancement. The results have shown that this adaptive
and variability of the sampling of the algorithm outperforms the original methods where the
number of samplings is fixed. This improves the computational costs since the interesting
regions are computed more than the sub-interesting regions [52]. This new enhancement
for noisy DIRECT can be applied to many optimization problems, especially those which
their objective functions are black-box problems [52]. The authors mentioned of working
on a 2-phase framework; in the first phase they will use the enhanced DIRECT algorithm
introduced in their current algorithm to identify the regions of interest [52], and in phase
2, they will utilize the local search algorithms to extract the best solutions.
In a paper by Liu et al. [53], a hybrid method from combination of three algorithms have
been developed to tackle noisy problems. This new hybrid algorithm called DEOSA, is a
combination of the Differential Evolution (DE) algorithm, the Simulated Annealing (SA),
and the OCBA (Optimal Computing Budget Allocation) method. For including better
exploration and exploitation property, the DE algorithm is used since it is a population-
based search algorithm. In order to have reliable evaluation the OCBA method is used,
and SA is used in order to have population diversity; it also negates the greedy selection
mechanism of DE [53]. The experiments are done using 6 benchmark functions: Goldstein-
Price, Branin, Hartman (for n 3 and 6), Rastrigin, and Shuber. It is evident that the hybrid
DEOSA method outperforms the other types of this hybrid (DE, DEO, and DESA) on all
the 6 benchmark functions, for noise level of 0.5.
In a research paper by Suresh et al. [54], authors try to improve a global optimization
algorithm, Invasive Weed Optimization (IWO), which is a powerful search algorithm [54].
The downside of the IWO algorithm, similar to other search heuristic algorithms is that
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it has poor performance when is subjected to noise [54]. The IWO algorithm’s weakness
to noise is caused by misleading stochastic measurement, as well as, ”quantization errors”
[54]. A new improvement to IWO algorithm has been introduced in this paper to tackle
noisy functions. In this new method, called IWO with Increased Deviation and Stochastic
Selection (IWO-ID-SS), the aim is to make the algorithm more stochastic and make it
search better in the landscape to counter the noisy areas. This is achieved by increasing
the value of standard deviation; therefore, it falls more linearly and slowly throughout the
next generations. In addition, the selection process in the IWO algorithm is changed so
that the selection is based on a threshold value. In overall, there are four modifications on
the original IWO algorithm in order to achieve this enhancement.
In this study, the new proposed method has been experimented on six well-known
benchmark functions: Sphere, Rastrigin, Rosenbrock, Griewank, De Jong’s, and Schaffer’s
(2-D). Furthermore, the new enhancement has been compared to well-known algorithms
such as classical DE, PSO, ”standard real-coded EA”, and DE-RSF-TS [54]. From the
results report, it is evident that the DE-RSF-TS and IWO-ID-SS have better performance
than the DE, PSO and EA algorithms, in most cases.
Another method introduced to tackle noisy problems is by Hong et al. [55], which intro-
duces an enhancement to the population-based Univariate Marginal Distribution Algorithm
(UMDA) to decrease the genetic drift in the UMDA algorithm. This new enhancement is
using Smoothing Filter, and the new method is called Smoothing filter UMDA (SUMDA).
The SUMDA method has better results for all four different noise levels, in terms of con-
vergence speed and the accuracy of convergence.
T. Nakama [56] uses Markov chain to model Genetic Algorithms (GA) in noisy en-
vironments. Although Markov chains have been used before to setup GAs in noise-free
problems, not much research has been done in applying Markov chain to model GAs in
noisy environments. The property of Markov chain for noisy GAs in this paper is that
each state holds a set of ordered pairs, each of which consists of a chromosome and its ob-
served noise value [56]. More specifically, this method examines the transition probability
of the Markov chain, which indicates the maximum number of iterations which are needed
for the GA to find the global optimal solution [56]. There are no specific simulations or
experiments done in this paper; however, the analysis and theorems are all mathemati-
cally modeled proved. This paper does not make any assumptions regarding the mean or
variance of noise; moreover, the presented analysis show that the noisy GA modeled with
Markov chain finds at least one global optimal solution [56].
8.1 Solving Noisy Optimization Problems: A Survey 125
Another hybrid approach has been introduced by Pan et al. [57], to tackle noisy opti-
mization problems. In that paper, the focus is on using the PSO algorithm combined with
the Optimal Computing Budget Allocation (OCBA) method, as well as, the Hypothesis
Test (HT) technique [57]. Components of these three methods and algorithms are used
to introduce a hybrid method called PSOOHT. In the PSOOHT method, the population-
based search ability of PSO method is used in order to improve exploration and exploitation
[57]. Furthermore, in order to use limited sampling budgets ([57]) to effectively evaluate
and select members, the OCBA method is used. Finally, to make sure that the swarm
population is diverse and to save the good members, the HT method is applied [57]. The
simulations in this paper uses six well-known benchmark functions to conduct the testing:
GoldsteinPrice (GP), Branin, Hartman (for n 3 and 6), Rastrigin, and Shuber. There
are four different methods to be compared: PSOOHT, PSOHT (PSO with HT), PSOO
(PSO with OCBA), and classic PSO. In comparing the four methods, it is clear that the
PSOOHT hybrid method clearly beats the other three methods when testing on each of
the six benchmark functions, for noise level of 0.5. Moreover, tests are also conducted for
different noise level using the GP function, on the four different methods. In all cases, the
PSOOHT method have successfully beat the other three methods.
Mendel et al. [58] introduced a hybrid method of Swarm algorithm with jumping
technique, to solve noisy problems. First, the authors show that the four well-known
PSO methods: canonical PSO (gbest and lbest models), Bare Bones PSO (BBPSO), and
Fully Informed PSO (FIPS) do not perform well in the presence of noisy problems. The
authors present a new hybrid method in this paper to tackle noisy problems using PSO
with introducing of Chaotic Jump. The jump allows the particles that are in stagnation
and that they have wrongfully found a local optima to jump and escape from the wrong
local attractor [58]. The hybrid method is then simulated using 9 well-known benchmark
functions: Sphere, Schaffer’s F6, Ackley, Rosenbrock, Rastrigin, Griewank, the generalized
penalized function, and Schwefel [58]. Furthermore, methods have been tested with six
noise levels: 0.0, 0.2, 0.4, 0.6, 0.8, 1.0. The results have shown that introducing Chaotic
Jumping has improved the performance of PSO variations [58].
In the next section, the idea of noise will be discussed. Then, two new sampling schemes
will be introduced for solving noisy optimization problems, along with experimental veri-
fications.
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8.2 What is Noise?
The existence of the noise is not a new phenomenon. In fact, in the nature and majority
of real-world problems the fingerprints of noise are visible. The reference to noise in this
concept refers to the elements of interference with any real-world actions. For instance,
satellite communications or radio wavelengths are transferring constantly in noisy environ-
ments, where other elements in the nature could disturb and disrupt their transmissions.
Noise is not only bounded to wireless communications and networks; indeed, the effects
of noise can be observed even in a simple target-and-shoot situation. In this example,
the human factors, namely, emotional stress, eye-sight problem, shaking hands or environ-
mental factors such as wind, humidity, and temperature can all contribute to introduce
a noise in making a perfect hit by the shooter. Generally speaking, any interference of
an activity can be affected by noise, and such interferences do always exist in almost all
real-world problems. That is why, in all engineering design problems, noise is always taken
into consideration. The objective of any design is to make the effect of noise as small as
possible on the operation of the entities. Therefore, any concept and method which could
possibly reduce the effects of the noise is considered valuable.
The natural instinct of human being dictates the interpretation of that, any kind of
noise is attached with a negative effect. It is simply considered as the disturber and a
negative factor which never assists an operation in a positive way. Although, this can be
preserved naturally as common-sense, it is indeed interesting to see if this is always true.
Even though the human mind perseveres noise as a negative phenomenon, there cannot be a
general proof for this assumption, but simply that is based on human’s exuberance. In fact,
since every real-world problem has its own various parameters and elements involved in its
process, it is nearly impossible or complex to claim that any noise with any type is indeed
disturber or ineffective for all operations in every nature or application oriented fields. In
[59; 60], Deborah M. Gordon1 mentioned that the Ants’ communications (performed by
their antennas) are noisy because no ant can do any sophisticated counting, but their food
seeking and collecting processes are done without any problem. She said “... so what’s
interesting about this system is that It’s variable. It’s noisy. And, in particular, in two
1She is an Ant biologist. Contrary to the popular notion that colonies have evolved into efficient,
organized systems, she has instead discovered that the long evolution of the ant colony has resulted
in a system driven by accident, adaptation and the chaos and ”noise” of unconscious communication
[TED.COM].
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ways. The first is that the experience of the ant – of each ant – can’t be very predictable.
Because the rate at which ants come back depends on all the little things that happen to
an ant as it goes out and does its task outside. And the second thing is that an ant’s
ability to assess this pattern must be very crude, because no ant can do any sophisticated
counting. So, we do a lot of simulation and modeling, and also experimental work, to try to
figure out how those two kinds of noise combine to, in the aggregate, produce the predictable
behavior of ant colonies. Again, I don’t want to say that this kind of haphazard pattern of
interactions produces a factory that works with the precision and efficiency of clockwork.”
Maybe the combination of two noises (noisy return time and noisy communication [60])
makes the search doable for ants. However, one can only wonder if this is really correct. It
raises following fundamental question: Are there any cases or situations in which having
an extra noise could actually benefit or at the minimum, give an alternative to minimize
the effect of the original noise? To further examine this question, it is best to first mention
the following example.
By considering the target-shooter example mentioned previously, the shaking of target
and shooter’s hands are considered as a noise. For both the target and the shooter, there
are two scenarios: shaking (i.e., noisy) and non-shaking (i.e., precise). The objective of
this example is helping to a better understanding of fighting noise with noise concept. The
target object is shaky at all times; it can be assumed as an enemy fighter jet flying in front
and it constantly has some shaking to the sides. Would the chances to make a precise hit
increase if, 1) we have some shakes in our jet, or 2) would the chance be greater if we make
a shake-free shoot?
As another similar example, let us simply think of a shaky target and competition
between two shooters: a soldier and a machine gun operated by a computer in order to
control the amount of shaking. It is of interest to consider that if the soldier cannot make
a precise shot, due to other factors (environmental or human based factors), then would
the chance of hitting the target be greater if the computer-controlled gun to shoot with an
applied shake, or would the soldier have a better chance to hit the shaking target?
8.3 Shaking-Based Sampling: Fighting Noise with Noise
In this section, a new sampling method is presented that could be utilized to solve noisy
problems efficiently. This section explains the idea of fighting noise with noise as a sampling
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method that involves shaking as an additional noise, in details and then conducts Monte-
Carlo simulation for a predefined real-world scenario. Experimentally, it will be shown in
a noisy environment, introducing an intended noise could result in favor of targeting the
solution. It means that the combination of the noises could be beneficial depending on the
problem and environment’s circumstances.
In order to investigate this concept, the Monte-Carlo method is used to simulate a
comparison between shake-free and shaky shooters, both on a shaky target. It has been
conducted by defining a uniform random point inside of a circle (r=1) which indicates
the noisy target, and two kinds of shooting is defined, 1) shake-free shooting towards the
center of the circle, and 2) shaking hands which shots uniform randomly toward the same
circle. The diameter of the target circle was divided to 100 points; therefore, the test was
done for 100 shake-free shoots and also shaky (random) shoots on that range. Moreover,
the simulation was repeated 105 times per point and the average has been measured and
reported. The flowchart of the Monte-Carlo simulation is presented in Fig 8.2.
According to obtained simulation results, it can be concluded that in noisy problems
(the shaky target, in our example), there is certain range that a shake-free shooter with
a small tolerance can hit and have the higher chance of making the hit (closer to the
noisy target). On the other hand, if the shooter has a higher shooting tolerance, then
the chance of hitting the target is greater if a shaking shooter is used to hit the target.
Fig. 8.3 demonstrates the boundary where the shake-free shooter has a higher chance of
hitting the target. Moreover, it shows the rest of the area of the target where the shaky-
shooter would have a higher chance of hitting the target than the free shaking shooter.
It illustrates that the probabilities of hitting target by shake-free hands (p1) and shaking
hands (p2). As seen, none of the shooters are dominant over the whole range; for the inner
part, p1 shows a higher probability and for the outer range, p2 illustrate a higher chance.
However, as the shooter gets closer to the center of the range, the probability of hitting for
shake-free shooter is increased. The current results demonstrate that, at least, there are
some situations which having noise (shaking) can help to achieve a better result, in term
of accuracy.
To further investigation of the concept, it is important to examine how results differ
if the amount of the noise for shaky-shooter is changed (the same level of noise for target
but smaller noise (smaller circles) for shaky shooter). In this case, the amount of the noise
for shaky shooter is changed by decreasing its range within the target (step size is set to
0.1). Fig. 8.4 presents the probabilities of closeness to noisy target for both shooters with
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Fig. 8.2: The flowchart of the Monte-Carlo simulation for comparing the shake-free and
shaky shooters, where j is the index of number of trials that have run.
different amount of the uniform noise for shaky shooter (r shows the range of the noise,
which is the radius of the circle which shaky shooting are limited in that circle). The
significant data for us in this experiment are the range values that are acquired for each r
value. It is of interest to see what the range or area is for the shake-free and shaky shooter,
within the region of the target. Table 8.1 presents those ranges by indicating the cross
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Fig. 8.3: Probability of closeness of a hit to the noisy Target (y-axis) vs. the range on the
target (x-axis), in the target-shooting example. The curve p1 indicates the probability for
shake-free shooter; p2 represents the probability for shaky-shooter.
points of the probabilities (Fig. 8.4) for indicated radii (i.e., r=0.1, 0.2, 0.3, 0.4, and 0.5).
Similarly, in Fig. 8.5, it shows the average distance graph of hits on noisy targets for
shake-free shooting and shaky-shooting. This figure shows that average distance between
shaking-free shoots and target becomes the smallest amount in the middle of the range, and
increases as we get further from the middle of the range; whereas, the average distances of
the shaky-shooter from target is constant throughout the range. By examining the cross-
points in Fig. 8.5, it can be seen that the cross-points in this graph have the same range
values as in Fig. 8.4 (given in Table 8.1).
Now, if a specific r from the Fig. 8.4 is considered, a shoot-target illustration can be
drawn based on r=0.4 (the same amount of the noise for the target and shaky-shooter).
As seen in Fig. 8.6, the inner circle of the target (A1) represents the region for higher
probabilities for shake-free shooter; similarly, the area between two circles (A2) represents
the region for higher probabilities for shaky shooter. Therefore, if the shooter’s tolerance
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Fig. 8.4: Probability of the closeness to noisy target for variable shaking rates for shaky-
shooter. The solid lines represent the shaky shooter’s probabilities; the dashed lines rep-
resent the shake-free shooter’s probabilities.
allows him/her to hit the inner circle, then it is better to shoot towards the center of the
circle; otherwise, it is better to shoot with shaky hands, since there is 69% more chance to
hit the shaky targer.
Fig. 8.6 indicates that if tolerance of shake-free shooter is so high which for the majority
of shootings it hits area A2, then it would be better to shoot with shaky hands, which will
increase the chance (69%) of hitting of noisy target.
Based on the results shown above, the conclusion is that there are in-fact cases which
adding additive noise could assist in solving a noisy problem more efficiently. The cur-
rent results motivate us to put the fighting noise with noise concept on track by taking
a real-world case study from global optimization field and conducting an experimental
verification.
The work performed in this chapter can be considered as a case study in order to
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Table 8.1: Cross points for probabilities (p1 and p2) for Fig. 8.4. Which indicates winner
range for the shake-free shooter.
r Approximate Cross-points Winning range for shake-free shooter
0.1 0.44, 0.56 12%
0.2 0.35, 0.65 30%
0.3 0.30, 0.70 40%
0.4 0.24, 0.78 56%
0.5 0.16, 0.84 68%
investigate the practicality of the proposed sampling method. Therefore, the conducted
experiments in the following sections are on limited cases and - needless to say - do not
represent a general proof.
The Shaking-based sampling is defined as adding noise to the population. As a case
study, the Shaking-based sampling will be utilized on the DE algorithm by adding shaking
(noise) to the population of DE based on a predefined shaking (noise) rate.
8.3.1 DE with Population Shaking and Individuals Shaking: A
Case Study
In order to verify performance of the proposed sampling method in the previous section on
DE, two scenarios are considered. In one scenario, the same additive noise, σ2, is given to
the entire DE population as a group shaking, called DE with Shaking Population (DEPS),
which means all individuals in the population experience the same amount of the noise. In
the second scenario, independent various additive noise, σ2, is added to each individual of
the population, that is why this scenario is called DE with Individuals Shaking (DEIS). The
objective of these two scenarios is to investigate that which kind of shaking (population
vs. individuals) can present superior results. The shaking will be applied according to
a predefined Shaking Rate (Sr). The population shaking process is exactly similar to
generation jumping in Opposition-Based Differential Evolution (ODE) [10]. Accordingly,
the formula for the Shaking Population of both DEPS and DEIS scenarios are as follows:
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Fig. 8.5: Average Distance of hits on noisy targets for shaking-free shooting and shaky
shooting. The solid lines represent the shaky-shooter’s average distance; the dashed lines
represent the shake-free shooter’s average distance.
• DEPS
SAF = σ2 × rand(0, 1),
SP = SAF + Population
where SP indicates the Shaken Population and rand generates a uniform-random number.
• DEIS
SAF = σ2 × randj(0, 1),
SPj = SAF + Individualj
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Fig. 8.6: Illustration of region for noisy target (A) and the regions for a better chance of
hit for shake-free shooter (A1) and shaky shooter (A2).
where j = 1 to Np (Np: population size) and rand generates a uniform-random number.
Fig.s 8.7 and 8.8 represent the algorithms for DEPS and DEIS, respectively. Newly
added or changed blocks in DE are emphasized by shaded blocks and are explained in
details as follows:
An initial population is generated with a random population, P (n). In both algorithms,
as seen, the entire population for DEPS and the individuals separately for DEIS are shaken
based on a predefined shaking rate (Sr). As illustrated in Fig. 8.9, a uniform noise (shake)
is applied to the entire current population and saved that as a new Shaken Population.
Similarly, in Fig. 8.9, a shake to the current population is applied; however, in this
case, the shake is a uniform-random value per individual. After giving a shake to current
population (different for DEPS and DEIS), the Np fittest individuals are selected from
union of the current population and shaken one; then the original DE steps are followed,
namely, mutation, crossover and selection.
8.3.2 Experimental Verifications
The same experiment strategy, benchmark functions, parameter settings, and comparison
criteria have been chosen from ODE paper to solve noisy problems [44].
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Fig. 8.7: DE with Population Shaking (DEPS). New blocks are illustrated by shading. The
SAF (Shaking Amplification Factor) value is set to σ2×rand().
Benchmark Functions
Following functions are well-known benchmark functions for minimization [61; 42; 45;
44]. The noisy version of each benchmark function is defined as follows:
fn(~x) = f(~x) + N(0, σ
2), (8.2)
where f(~x) is the noise-free function; fn(~x) is the corresponding noisy function; and
N(0, σ2) is normal, zero mean distribution with and deviation of σ. For all benchmark
functions the minima are at the origin or very close to the origin. Except for f5 (Levy No.
5 function), its minima is at ~̇x = [−1.3068, 1.4248] with f(~̇x) = −176.1375.
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Fig. 8.8: DE with Individuals Shaking (DEIS). New blocks are illustrated by shading. The











[100(xi+1 − x2i )2 + (1− xi)2],
with− 50 ≤ xi ≤ 50
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Fig. 8.9: A sample current population (indicated by +) and its corresponding shaken





[x2i − 10 cos(2πxi) + 10],














with− 600 ≤ xi ≤ 600
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i cos[(i + 1)x1 + i]×
5∑
j=1
j cos[(j + 1)x2 + j]
+(x1 + 1.42513)
2 + (x1 + 0.80032)
2,
with− 10 ≤ xi ≤ 10
• Beale (2D)
f6(x) = [1.5− x1(1− x2)]2 + [2.25− x1(1− x22)]2
+[2.625− x1(1− x32)]2,












D + 20 + e,
with− 32 ≤ xi ≤ 32




x2 + y2)2 − 0.5
(1.0 + 0.001(x2 + y2))2
,
with− 100 ≤ xi ≤ 100
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4 + rand(0, 1),
with− 1.28 ≤ xi ≤ 1.28
Simulation Strategy
Similar to other studies in the evolutionary optimization [42; 45; 46; 44], for all conducted
experiments, trials are repeated 30 times per function per noise deviation. Each run is
continued up to 105 function calls and then mean and standard deviation of the best
fitness values are reported. Re-sampling and thresholding techniques [50] are not applied
in these experiments.
For each algorithm (DE, DEPS, DEIS), a three different experiments series will be
conducted; including tests related to the effects of problem dimension, Shaking Rates (Sr),
and amount of noise level.
General Control Parameter Settings
The settings mentioned below would be the same for all the experiments. All the common
parameters of the DE, DEPS, and DEIS simulations are set to the same values, in order
to have a fair comparison. The parameter settings are listed as follows [44].
 Population size, Np = 100
 Differential amplification factor, F=0.5
 Crossover probability constant, Cr=0.9
 Strategy, DE/rand/1/bin
 Maximum function calls (which determines termination criteria), MAXNFC=105
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Experiment Series 1: Comparison of DE, DEPS, and DEIS
In this experiment DE, DEPS, and DEIS are compared in term of solution accuracy.
For the current experiment:
 Noise factor, σ2=0.5 (a medium level of noise, same for all functions)
 Shaking rate constant, Sr=0.3 (for DEPS and DEIS)
Table 8.2: Mean ± (standard deviation) of the best fitness value, by having constant
medium Noise level, σ2=0.5, Sr=0.3. The best result for each case is highlighted in bold-
face.
F (dimension) DE DEPS DEIS
f1(50D) 0.96± (0.217) 0.85± (0.20) 0.91± (0.21)
f2(50D) 59.06± (22.478) 42.49± (67.89) 112.86± (184.02)
f3(50D) 376.00± (15.355) 90.341± (20.93) 73.43± (20.97)
f4(50D) 1.88± (0.21) 1.98± (0.28) 1.96± (0.27)
f5(2D) -176.09± (0.04) −176.08± (0.06) −176.08± (0.060)
f6(2D) 0.060± (0.070) 0.065± (0.08) 0.070± (0.070)
f7(50D) 20.039± (4.07) 3.81± (0.43) 3.90± (0.46)
f8(2D) 0.500± (0.00) 0.50± (0.00) 0.50± (0.00)
f9(50D) 0.36± (0.15) 0.49± (0.19) 0.41± (0.18)
Results Analysis - The results are presented in Table 8.2. It is apparent that DE
outperforms DEPS and DEIS on 4 functions (namely, f4(50D), f5(2D), f6(2D), and f9(50)),
while DEPS performs better than DE on five functions (out of nine), by closely checking
the results it can be seen that for the cases which DEPS performs better, the accuracy
is much better than DE’s; DEIS outperforms DE just on two functions (the same on one
function).
Experiment Series 2: Testing on Large-Scale Problems
Similar to the previous experiments, the medium Noise value of σ2=0.5 and Shaking
Rate of Sr=0.3 are applied. In the current case, the only difference is the dimension of the
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problems which is set to higher values of 100 and 500. It will give us a better understand-
ing about DE, DEPS and DEIS performances to solve high dimensional problems. Since
functions f5, f6, and f8 are non-scalable functions they have not been considered for the
current experiment.
Table 8.3: Mean ± (standard deviation) of the best fitness value in High Dimensions of
100 and 500, by having constant medium noise level set to σ2=0.5, and Sr set to 0.3.
D=100
F DE DEPS DEIS
f1 11.21± (2.57) 2.26± (0.39) 2.12± (0.37)
f2 21.92E4± (73.30E4) 10.40E2± 467.39) 905.80± (601.31)
f3 870.38± (20.98) 315.79± (80.93) 225.08± (73.87)
f4 2.87± (0.27) 3.95± (0.73) 3.44± (0.61)
f7 21.58± (0.20) 10.73± (3.92) 9.69± (3.24)
f9 1.04± (0.27) 0.97± (0.28) 0.97± (0.22)
D=500
f1 14.94E5± (29.37E3) 13.37E3± (2347.20) 12.34E3± (1727.10)
f2 53.38E9± (14.88E8) 2.16E7± (9.48E6) 21.76E6± (53.97E5)
f3 8686.20± (76.16) 2555.50± (485.92) 2217.00± (367.96)
f4 13.45E3± (264.36) 228.42± (47.93) 201.76± (37.07)
f7 21.65± (0.14) 17.83± (1.19) 18.11± (1.08)
f9 56177.00± (1652.60) 129.39± (47.47) 98.50± (23.97)
Results Analysis - The results are summarized in Table 8.3. For D=100, DE and
DEPS just present best results on one function, at the same time, DEIS outperforms both
DE and DEPS on four functions (out of six). For D=500, DE on none of the functions
performs better than others, DEPS just on two and DEIS again on four functions is supe-
rior. It seems, on large-scale problems DEIS performs better than DEPS, and much better
than DE.
Experiment Series 3: Testing with Variable Noise Values
Now, that is the time to analyze the effect of noise value (σ2) on the performance of
DE, DEPS, and DEIS. The experiments are conducted for noise values 0, 0.25, 0.5, and
0.75.
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Result Analysis - The results for DE, DEPS and DEIS are analyzed separately as
follows:
 For σ2=0.0 (noise-free) results in Table 8.4 show that there is no big difference among
DE, DEPS, and DEIS’s results. This indicates that in noise-free problems, in general
it does not make a big difference to use DE, DEPS or DEIS.
 For low noise level, σ2=0.25, DE is clearly outperformed by DEPS and DEIS. More-
over, DEIS outperforms DEPS on seven functions.
 In the medium noise level, σ2=0.5, DE, DEPS, and DEIS perform better than two
others on 2, 3, 4 functions, respectively.
 For higher noise level, σ2=0.75, DE, DEPS, and DEIS perform better than two others
on 2, 3, 3 functions, respectively (same on one function).
In overall, DEPS and DEIS have shown to have an improvement to the original DE
where there is any level of noise (σ2). For the overall comparison of the three algorithms,
in most cases the results of DEPS are very close and similar to the results of DEIS. Which
means these two methods have a tight competition most of the time. In comparison to
original DE, both of DEPS and DEIS methods introduce a major improvement. In other
words, DEPS and DEIS beat DE on the majority of functions on the utilized test suite.
Experiment Series 4: Testing with Variable Shaking Rates
In this section, the effects of variant Shaking Rates (Sr) with a constant noise level is
examined in order to determine the impact of the Shaking.
Result Analysis - In Table 8.5, only one best result is picked for each function, among
all the methods with different shaking rates (the bolded ones). As seen, all the best results
have always been from either DEPS or DEIS algorithm.
Moreover, according to the summarized results in Table 8.6, as the shaking rate in-
creases, the best results are either with DEPS or DEIS; in other words, DE is always
outperformed by DEPS or DEIS. This shows that DEPS and DEIS perform better than
original DE in solving noisy problems and even by varying the shaking rate, this situation
is not changed in favor of DE. In addition, it is apparent that the optimal value of Sr for
DEPS and DEIS is problem oriented.
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8.3.3 Summary and Conclusion
Up to this chapter, the sampling schemes that were introduced and experimented earlier
in the thesis were utilized on metaheuristic algorithms, for noise-free optimization prob-
lems. In this chapter, a new sampling schemes to solve noisy optimization problems were
introduced, called Shaking-based sampling schemes (with two variants). These sampling
schemes suggest to apply a shake (i.e., noise) to a population as a whole, or to each individ-
ual separately, in order to reduce the effect of the original noise. These sampling schemes
were investigated using Monte-Carlo simulation which showed that there is possibility of
reducing the effect of the original noise by introducing an additional noise. Furthermore,
the sampling method was utilized on the DE algorithm and created two variants of the
algorithm: DE with Population Shaking (DEPS) where the entire population receives the
same amount of shake, and DE with Individual Shaking (DEIS) where each individual of
the population receives different amount of a shake. On majority of tested functions, DEPS
and DEIS presented better results than DE. In other words, applying noise to fight with
noisy problems showed some preliminary promising results. Furthermore, the results con-
firm that to solve noisy high dimensional problems; DE with individuals shaking (DEIS)
performs much better than population shaking scheme (DEPS). This chapter has success-
fully introduced a new sampling method for dealing with noisy optimization problems.
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Table 8.4: Mean ± (standard deviation) of the best fitness value for each noise level, σ2=
0.0, 0.25, 0.5, and 0.75, by setting Sr to 0.3.
σ2=0.0
F (dimension) DE DEPS DEIS
f1(50D) 0.003± (0.002) 0.000± (0.000) 0.000± (0.000)
f2(50D) 63.800± (26.549) 46.052± (82.658) 73.061± (118.568)
f3(50D) 373.016± (13.697) 91.289± (24.776) 72.647± (19.567)
f4(50D) 0.004± (0.002) 0.006± (0.013) 0.005± (0.008)
f5(2D) −176.138± (0.000) −176.138± (0.000) −176.138± (0.000)
f6(2D) 0.000± (0.000) 0.000± (0.000) 0.000± (0.000)
f7(50D) 0.013± (0.003) 0.006± (0.002) 0.004± (0.001)
f8(2D) 0.000± (0.000) 0.000± (0.000) 0.003± (0.015)
f9(50D) 0.000± (0.000) 0.000± (0.000) 0.000± (0.000)
σ2=0.25
f1(50D) 0.520± (0.139) 0.423± (0.112) 0.428± (0.092)
f2(50D) 63.776± (26.324) 54.673± (56.387) 49.676± (50.601)
f3(50D) 371.909± (14.540) 87.262± (23.310) 75.835± (22.884)
f4(50D) 1.429± (0.120) 1.461± (0.137) 1.450± (0.109)
f5(2D) −176.108± (0.027) −176.112± (0.025) -176.113± (0.021)
f6(2D) 0.029± (0.036) 0.028± (0.028) 0.024± (0.019)
f7(50D) 1.779± (0.349) 1.003± (0.214) 0.926± (0.273)
f8(2D) 0.482± (0.076) 0.222± (0.186) 0.183± (0.155)
f9(50D) 0.216± (0.078) 0.203± (0.090) 0.200± (0.089)
σ2=0.5
f1(50D) 1.019± (0.218) 0.908± (0.186) 0.860± (0.184)
f2(50D) 70.227± (33.627) 60.543± (58.286) 48.710± (53.251)
f3(50D) 373.988± (16.081) 93.058± (24.168) 69.817± (18.044)
f4(50D) 1.889± (0.239) 2.026± (0.439) 1.914± (0.247)
f5(2D) −176.051± (0.075) -176.090± (0.045) −176.085± (0.051)
f6(2D) 0.064± (0.061) 0.049± (0.055) 0.067± (0.064)
f7(50D) 21.182± (0.633) 4.499± (3.250) 3.773± (0.423)
f8(2D) 0.500± (0.000) 0.486± (0.075) 0.491± (0.046)
f9(50D) 0.368± (0.136) 0.444± (0.201) 0.396± (0.138)
σ2=0.75
f1(50D) 1.425± (0.419) 1.135± (0.241) 1.251± (0.257)
f2(50D) 75.720± (45.043) 55.966± (55.840) 36.721± (41.272)
f3(50D) 371.231± (13.100) 94.230± (20.757) 71.339± (20.057)
f4(50D) 2.288± (0.3215) 2.407± (0.305) 2.340± (0.257)
f5(2D) -176.057± (0.084) −176.039± (0.105) −176.040± (0.093)
f6(2D) 0.070± (0.071) 0.067± (0.060) 0.082± (0.097)
f7(50D) 21.618± (0.114) 7.500± (4.983) 7.023± (4.735)
f8(2D) 0.500± (0.000) 0.500± (0.000) 0.500± (0.001)
f9(50D) 0.684± (0.241) 0.648± (0.283) 0.661± (0.279)
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Table 8.6: Summary of the best results from Table 8.5.
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9.1 Conclusions
The search space segmentation and sampling methods in metaheuristic optimization are
not often the focus of much research and investigation. The contribution of this research
being comprehensive to introduce new avenues in analyzing newly introduced sampling
methods based on variant search space segmentation. One of the main objectives of this
research was to investigate if the entire search space has the same quality of candidate-
solution, for every type of optimization problem. To answer this question, the search space
was divided into seven segmentation schemes for noise-free optimization; the schemes,
which are all based on the definition of opposite point. They are as follows: Center-Point,
Center-Based, Modula-Opposite, Quasi-Opposite, Quasi-Reflection, Supper-Opposite, and
Opposite-Random. These schemes were investigated experimentally using the Monte-Carlo
simulation, to rank them on the bases of their performance, as well as to present a guide-
line for using appropriate scheme for different types of problems and utilized optimiza-
tion algorithms. The highest-ranking schemes of Center-Point and Center-Based were
utilized as sampling methods for case studies, on the well-known S-metaheuristic and P-
metaheuristic algorithms, respectively, to solve the noise-free large-scale problems. The
Center-Point sampling, due to its single-solution nature, was used to enhance Simulated
Annealing (SA), and hence the Center-Point-Based Simulated Annealing (CSA) algorithm
was proposed, which showed to improve the quality of solutions for solving large-scale,
noise-free problems. In regards to the population-based algorithms, the Center-Based
sampling was utilized on Differential Evolution (DE). This case study created two variants
of the Center-Based Differential Evolution (CDE) algorithm, which showed to outperform
the parent algorithms, DE and Opposition-Based DE, when solving large-scale noise-free
problems. Furthermore, an adaptive version of the CDE algorithm was introduced, called
CDE with Protective Generation Jumping (CDEPGJ) which proved to make the CDE
more cost efficient when there is no need to pay for an extra function evaluation during
the generation jumping. Since all the sampling methods and case studies considered up to
this point of research were for the noise-free optimization, new sampling methods and case
studies had to be introduced for the noisy optimization. The Shaking-Based sampling was
introduced for solving noisy problems, in which it tries to decrease the effects of noise and
solve a noisy problem by injecting intended shake (noise) to individuals. This sampling
was utilized on the DE algorithm and two variants of the algorithm, DE with Population
Shaking (DEPS) and DE with Individual Shaking (DEIS) were developed. It was shown
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that DEIS greatly outperforms the parent algorithm DE for the noisy large-scale problems.
It was experimentally shown in this research, that through Monte-Carlo simulations not
every segment in the search space would support the same quality of solving a problem.
Depending on the types of problem to be solved, and the algorithm used, different sampling
methods can be chosen in solving the problem more efficiently. This objective has been
thoroughly fulfilled for both the noise-free and noisy optimization.
9.2 Contributions
During the course of this research work, from September 2009 till December 2010, the
following list of contributions in the form of published article were compiled.
 The search space segmentation schemes and sampling methods, as well as the corre-
sponding Monte-Carlo simulations presented in this thesis have been submitted as a
journal paper by Esmailzadeh and Rahnamayan [62].
 It was of interest to see if in a noisy system, it is possible to decrease the effects of
original noise by introducing a new noise. This idea was verified experimentally by
authors, Esmailzadeh and Rahnamayan [63], using the Monte-Carlo simulation. It
was shown that in fact, adding a new noise can improve solving a noisy problem,
efficiently. Furthermore, this concept was utilized on Differential Evolution (DE)
algorithm as a case study, in which it has been shown that by giving shake (i.e., noise)
to the current population, the new algorithm outperform the parent DE algorithm
in solving large-scale noisy problems. This is the subset of the ongoing publication.
 The concept of Center-Based sampling was introduced by Rahnamayan et al. [8],
and he showed that the Center-Based interval of a search space (roughly 60% over
the middle of the search space) supports a very high probability of closeness to the
unknown solution, as the dimensionality of the problem increases. The Center-Based
interval, in that study was based on a fixed range. In a subsequent research done by
Esmailzadeh and Rahnamayan [64] a dynamic Center-Based interval was introduced
and utilized on DE, to create the Center-Based DE (CDE) algorithm. Experiments
on solving large-scale problems verified that CDE outperform the parent algorithms.
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 The Opposition-Based Differential Evolution (ODE) algorithm was extensively ex-
perimented by Rahnamayan et al. [10]. For some of those functions ODE did not
perform well when compared to the classical DE algorithm. In a research publication
by Esmailzadeh and Rahnamayan [11], an adaptive version of ODE was introduced
which saved computational time and cost for the functions that performed poorly.
The adaptive version of ODE, referred as the ODE with Protective Generation Jump-
ing (ODEPGJ), stopped the generation jumping step when the opposite population
and jumping deemed useless.
9.3 Future Directions
The research presented in this thesis enlightens a new direction of thinking and appli-
cations for search space segmentation, population initialization, and similarly, generation
jumping schemes. Some of the sampling schemes discussed in this thesis were new but
some already exist and not been utilized in the population initialization and generation
jumping. Although comprehensive experiments were performed in this research to verify
the effectiveness of some sampling schemes, there are still more experiments and modifi-
cations need to be done to these concepts. Furthermore, the case studies performed and
discussed in this thesis still require improvement in terms of parameter-tunning to find the
optimal parameter values for specific problems.
The research performed on single-solution-based optimization, which involved utilizing
the Center-Point sampling scheme on the classic SA algorithm requires further work, and
the CSA can be tested on higher dimensions, D > 300. Furthermore, the center-point
sampling can be utilized in the neighbor generation step of the original SA algorithm.
Also, it would be interesting to test the center-point concept on other S-metaheuristic
methods such as the Hill Climbing and Tabu Search.
Due to the promising performance of the CDE algorithm discussed in Chapter 7, one
could pursue further research on the center-based sampling schemes (both dynamic and
fixed) on other P-metaheuristic algorithms.
As further work for the CDEPGJ algorithm, presented in Section 7.4, different experi-
ments need to be done to determine the effects of the CT and CTF control parameters either
separately or collaboratively. In addition to the CT and CTF parameters, the CDEPGJ al-
gorithm is not fully adaptive in the sense that the jumping rate does not change adaptively.
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The CDEPGJ only reacts to the current results and makes a final decision, continuing with
the same jumping rate or stopping. The next step in refining this algorithm is to make
CDEPGJ as a fully adaptive algorithm that can stop and restart generation jumping step
of the algorithm, depending on the current search situation.
There are still work that needs to be done with regards to Shaking-Based sampling for
solving noisy optimization problems, and the DEPS and DEIS algorithms that resulted
from case studies on this sampling method. Specifically, the Shaking Rate (Sr) parameter
has to be analyzed in more depth. Moreover, that is better to test proposed algorithms
of DEPS and DEIS on more comprehensive test suites with much complex and large-scale
search spaces. Furthermore, it will be interesting to experiment the effect and contribution





Complete list of Bound Constrained Large-Scale Global Optimization Benchmark
Functions [38]





2 + f bias1,
X ∈ [−100, 100], Z = (X −O), X = [x1, x2, ..., xn]
O = [o1, o2, ..., on] : The shifted global optimum.
Global optimum: X∗ = O,F1(X
∗) = f bias1 = −450
Unimodal, shifted, separable, and scalable.
• f2: Schwefel’s Problem 2.21
F2(X) = maxi{|Zi|, 1 ≤ i ≤ n}+ f bias2,
X ∈ [−100, 100], Z = (X −O), X = [x1, x2, ..., xn]
O = [o1, o2, ..., on] : The shifted global optimum.
Global optimum: X∗ = O,F2(X
∗) = f bias2 = −450
Unimodal, shifted, non-separable, and scalable.




{100(Z2i − Zi+1)2 + (Zi − 1)2}+ f bias3,
X ∈ [−100, 100], Z = (X −O) + 1, X = [x1, x2, ..., xn]
O = [o1, o2, ..., on] : The shifted global optimum.
Global optimum: X∗ = O,F3(X
∗) = f bias3 = 390
Multi-modal, shifted, non-separable, scalable, and having a very narrow val-
ley from local optimum to global optimum.
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{Z2i − 10 cos(2πZi) + 10}+ f bias4,
X ∈ [−5, 5], Z = (X −O), X = [x1, x2, ..., xn]
O = [o1, o2, ..., on] : The shifted global optimum.
Global optimum: X∗ = O,F4(X
∗) = f bias4 = −330
Multi-modal, shifted, separable, scalable, and local optimas number is huge.














+ 1 + f bias5,
X ∈ [−600, 600], Z = (X −O), X = [x1, x2, ..., xn]
O = [o1, o2, ..., on] : The shifted global optimum.
Global optimum: X∗ = O,F5(X
∗) = f bias5 = −180
Multi-modal, shifted, non-separable, and scalable.
• f6: Shifted Ackley’s Function












 + 20 + e,
X ∈ [−32, 32], Z = (X −O), X = [x1, x2, ..., xn]
O = [o1, o2, ..., on] : The shifted global optimum.
Global optimum: X∗ = O,F6(X
∗) = f bias6 = −140
Multi-modal, shifted, separable, and scalable.
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fractal1D(xi + twist(x(i mod n)+1)),















doubledip(x, c, s) =
 (−6144(x− c)6 + 3088(x− c)4 − 392(x− c)2 + 1)× s if −0.5 < x < 0.5,0 otherwise.
X = [x1, x2, ..., xn] ,
o: integer, seeds the random generators
ran1(o): double, pseudorandomly chosen, with seed o, with equal probability from the
interval [0, 1].
ran2(o): integer, pseudorandomly chosen, with seed o, with equal probability from the
set {0, 1, 2}.
fractal1D(x) is an approximation to a recursive algorithm, it does not take account of
wrapping at the boundaries, or local re-seeding of the random generators.
X∗ =unknown, F7(X
∗) = unknown.
Multi-modal, non-separable, and scalable.
Appendix B




The following is the MATLAB source code for calculating the probability of closeness
and average distance of each sampling scheme from an unknown solution, as used in Section
5.3.4. This Monte-Carlo simulation calculates the probability of closeness and average
distance of each segmentation scheme (excluding Center-Point) from the unknown-solution,
over N-dimensions. All the schemes are competing against each other, the uniform-random
method, the original candidate and opposite-candidate, in order to see how they perform
against each other.
1 f unc t i on [ ] = OBL NDimension al l oppos ites ( max tr ies ,
2 dimens ion value , max points number )
3
4 a = 0 ; % Min range po int
5 b = 1 ; % Max range po int
6 Max dimension = dimens ion va lue ; Max tr ie s = max tr i e s ;
7 Max points number = max points number ; % Max number o f po in t s
8 f i n a l r e s u l t s = ze ro s ( Max dimension , 10) ;
9 f i n a l r e s u l t s d i s t = ze ro s ( Max dimension , 10) ; % The vec to r to hold va lue s f o r
import ing in to Excel sp r eadshee t s
10
11 f o r cn=1:Max points number
12 f o r m=1:Max dimension
13
14 c cand idate = 0 ; % The counter f o r when Candidate So lu t i on i s c l o s e s t to
the s o l u t i o n
15 c oppo s i t e = 0 ;
16 c c en t e r ba s ed = 0 ;
17 c modula oppos i te = 0 ;
18 c oppos i te random = 0 ;
19 c qua s i o ppo s i t e = 0 ;
20 c q u a s i r e f l e c t i o n = 0 ;
21 c suppe r oppo s i t e = 0 ;
22 c random = 0 ;
23
24 avg d cand idate = 0 ;
25 avg d oppos i t e = 0 ;
26 avg d cente rbased = 0 ;
27 avg d modula = 0 ;
28 avg d oppos i te random = 0 ;
29 avg d quas i oppo s i t e = 0 ;
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30 a v g d qu a s i r e f l e c t i o n = 0 ;
31 avg d suppe r oppos i t e = 0 ;
32 avg d random = 0 ;
33
34 f o r n=1: Max tr ie s
35
36 to ta l sum d cand idate = 0 ;
37 t o ta l sum d oppos i t e = 0 ;
38 to ta l sum d cente rbased = 0 ;
39 totalsum d modula = 0 ;
40 tota l sum d oppos i te random = 0 ;
41 t o ta l sum d quas i oppo s i t e = 0 ;
42 t o t a l s um d qua s i r e f l e c t i o n = 0 ;
43 t o ta l sum d suppe r oppos i t e = 0 ;
44 totalsum d random = 0 ;
45
46 s = rand (m, 1) ; % the unknown s o l u t i o n
47 c = ( a + b) /2 ;
48
49 x random = c e l l (1 , cn ) ;
50 x cand idate = c e l l (1 , cn ) ; % Candidate s o l u t i o n
51 x oppos i t e = c e l l (1 , cn ) ;
52 x suppe r oppos i t e = c e l l (1 , cn ) ;
53 x cente rbased = c e l l (1 , cn ) ;
54 x modula oppos i te = c e l l (1 , cn ) ;
55 x oppos ite random = c e l l (1 , cn ) ;
56 x qua s i oppo s i t e = c e l l (1 , cn ) ;
57 x q u a s i r e f l e c t i o n = c e l l (1 , cn ) ;
58 f o r p=1:cn
59 x cand idate (1 , p ) = { rand (m, 1) } ; % Candidate pseudorandom between
0 ,1
60 x oppos i t e (1 , p ) = { z e r o s (m, 1) } ;
61 x suppe r oppos i t e (1 , p ) = { z e r o s (m, 1) } ;
62 x cente rbased (1 , p) = { z e r o s (m, 1) } ;
63 x random (1 , p) = { rand (m, 1) } ;
64 x modula oppos i te = { z e r o s (m, 1) } ;
65 x oppos ite random = { z e r o s (m, 1) } ;
66 x qua s i oppo s i t e = { z e r o s (m, 1) } ;




70 f o r p=1:cn
71 f o r j =1:m
72 x oppos i t e {1 , p}( j , 1) = ( a + b) − x cand idate {1 , p}( j , 1) ;
73
74 i f ( x oppos i t e {1 , p}( j , 1) ≤ c )
75 x suppe r oppos i t e {1 , p}( j , 1) = a + ( ( x oppos i t e {1 , p}( j ,
1) − a ) * rand (1 ) ) ;
76 e l s e
77 x suppe r oppos i t e {1 , p}( j , 1) = x oppos i t e {1 , p}( j , 1) +
( ( b − x oppos i t e {1 , p}( j , 1) ) * rand (1 ) ) ;
78 end
79
80 i f ( x cand idate {1 , p}( j , 1) ≤ c )
81 x cente rbased {1 , p}( j , 1) = x cand idate {1 , p}( j , 1) + ( (
x oppos i t e {1 , p}( j , 1) − x cand idate {1 , p}( j , 1) ) *
rand (1 ) ) ;
82 e l s e
83 x cente rbased {1 , p}( j , 1) = x oppos i t e {1 , p}( j , 1) + ( (
x cand idate {1 , p}( j , 1) − x oppos i t e {1 , p}( j , 1) ) *
rand (1 ) ) ;
84 end
85
86 % Creat ing the Modula−Opposite po int in m−Dimension
87 i f ( x cand idate {1 , p}( j , 1) ≤ c )
88 x modula oppos i te {1 , p}( j , 1) = x cand idate {1 , p}( j , 1) +
( ( ( c + x cand idate {1 , p}( j , 1) ) − x cand idate {1 , p}( j ,
1) ) * rand (1 ) ) ;
89 e l s e
90 x modula oppos i te {1 , p}( j , 1) = ( x cand idate {1 , p}( j , 1) −
c ) + ( ( x cand idate {1 , p}( j , 1) − ( x cand idate {1 , p}( j ,
1) − c ) ) * rand (1 ) ) ;
91 end
92
93 i f ( x oppos i t e {1 , p}( j , 1) ≤ c )
94 x oppos ite random {1 , p}( j , 1) = a + ( ( c − a ) * rand (1 ) ) ;
95 e l s e
96 x oppos ite random {1 , p}( j , 1) = c + ( ( b − c ) * rand (1 ) ) ;
97 end
98
99 i f ( x oppos i t e {1 , p}( j , 1) ≤ c )
100 x qua s i oppo s i t e {1 , p}( j , 1) = x oppos i t e {1 , p}( j , 1) + ( ( c
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− x oppos i t e {1 , p}( j , 1) ) * rand (1 ) ) ;
101 e l s e
102 x qua s i oppo s i t e {1 , p}( j , 1) = c + ( ( x oppos i t e {1 , p}( j , 1)
− c ) * rand (1 ) ) ;
103 end
104
105 i f ( x cand idate {1 , p}( j , 1) ≤ c )
106 x q u a s i r e f l e c t i o n {1 , p}( j , 1) = x cand idate {1 , p}( j , 1) +
( ( c − x cand idate {1 , p}( j , 1) ) * rand (1 ) ) ;
107 e l s e
108 x q u a s i r e f l e c t i o n {1 , p}( j , 1) = c + ( ( x cand idate {1 , p}( j ,





113 d candidate = ze ro s (1 , cn ) ;
114 d cente rbased = ze ro s (1 , cn ) ;
115 d opposite random = ze ro s (1 , cn ) ;
116 d qua s i oppo s i t e = ze ro s (1 , cn ) ;
117 d random = ze ro s (1 , cn ) ;
118 d q u a s i r e f l e c t i o n = ze ro s (1 , cn ) ;
119 d modula oppos i te = ze ro s (1 , cn ) ;
120 d suppe r oppos i t e = ze ro s (1 , cn ) ;
121 d oppos i t e = ze ro s (1 , cn ) ;
122
123 d candidate sum = ze ro s (1 , cn ) ;
124 d centerbased sum = ze ro s (1 , cn ) ;
125 d opposite random sum = ze ro s (1 , cn ) ;
126 d quas ioppos i t e sum = ze ro s (1 , cn ) ;
127 d random sum = ze ro s (1 , cn ) ;
128 d qua s i r e f l e c t i o n sum = ze ro s (1 , cn ) ;
129 d modula opposite sum = ze ro s (1 , cn ) ;
130 d supper oppos i te sum = ze ro s (1 , cn ) ;
131 d oppos i te sum = ze ro s (1 , cn ) ;
132
133 f o r p=1:cn
134 f o r i =1:m
135 d candidate sum (1 , p) = d candidate sum (1 , p) + ( ( x cand idate
{1 , p}( i , 1) − s ( i , 1) ) ˆ2) ;
136 d oppos i te sum (1 , p) = d oppos i te sum (1 , p) + ( ( x oppos i t e {1 ,
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p}( i , 1) − s ( i , 1) ) ˆ2) ;
137 d centerbased sum (1 , p) = d centerbased sum (1 , p) + ( (
x cente rbased {1 , p}( i , 1) − s ( i , 1) ) ˆ2) ;
138 d opposite random sum (1 , p) = d opposite random sum (1 , p) + ( (
x oppos ite random {1 , p}( i , 1) − s ( i , 1) ) ˆ2) ;
139 d quas ioppos i t e sum (1 , p) = d quas ioppos i t e sum (1 , p) + ( (
x qua s i oppo s i t e {1 , p}( i , 1) − s ( i , 1) ) ˆ2) ;
140 d qua s i r e f l e c t i o n sum (1 , p) = d qua s i r e f l e c t i o n sum (1 , p) + ( (
x q u a s i r e f l e c t i o n {1 , p}( i , 1) − s ( i , 1) ) ˆ2) ;
141 d modula opposite sum (1 , p) = d modula opposite sum (1 , p) + ( (
x modula oppos i te {1 , p}( i , 1) − s ( i , 1) ) ˆ2) ;
142 d supper oppos i te sum (1 , p) = d supper oppos i te sum (1 , p) + ( (
x suppe r oppos i t e {1 , p}( i , 1) − s ( i , 1) ) ˆ2) ;
143 d random sum (1 , p) = d random sum (1 , p) + ( ( x random {1 , p}( i ,




147 f o r p=1:cn
148
149 d candidate (1 , p ) = sq r t ( d candidate sum (1 , p) ) ;
150 d oppos i t e (1 , p ) = sq r t ( d oppos i te sum (1 , p) ) ;
151 d cente rbased (1 , p) = sq r t ( d centerbased sum (1 , p) ) ;
152 d opposite random (1 , p) = sq r t ( d opposite random sum (1 , p) ) ;
153 d qua s i oppo s i t e (1 , p ) = sq r t ( d quas ioppos i t e sum (1 , p) ) ;
154 d q u a s i r e f l e c t i o n (1 , p ) = sq r t ( d qua s i r e f l e c t i o n sum (1 , p) ) ;
155 d modula oppos i te (1 , p ) = sq r t ( d modula opposite sum (1 , p) ) ;
156 d suppe r oppos i t e (1 , p ) = sq r t ( d supper oppos i te sum (1 , p) ) ;
157 d random (1 , p) = sq r t ( d random sum (1 , p) ) ;
158 end
159
160 a l l c a n d i d a t e s o l u t i o n d i s t a n c e s = so r t ( d candidate , 2) ;
161 a l l o p p o s i t e s o l u t i o n d i s t a n c e s = so r t ( d oppos i te , 2) ;
162 a l l c e n t e r b a s e d s o l u t i o n d i s t a n c e s = so r t ( d centerbased , 2) ;
163 a l l r a ndom so l u t i o n d i s t a n c e s = so r t ( d random , 2) ;
164 a l l o ppo s i t e r a ndom so l u t i o n d i s t a n c e s = so r t ( d opposite random , 2) ;
165 a l l q u a s i o p p o s i t e s o l u t i o n d i s t a n c e s = so r t ( d quas i oppos i t e , 2) ;
166 a l l q u a s i r e f l e c t i o n s o l u t i o n d i s t a n c e s = so r t ( d qu a s i r e f l e c t i o n , 2) ;
167 a l l modu l a o ppo s i t e s o l u t i o n d i s t a n c e s = so r t ( d modula opposite , 2) ;
168 a l l s u p p e r o p p o s i t e s o l u t i o n d i s t a n c e s = so r t ( d supper oppos i t e , 2) ;
169
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170 f o r p=1:cn
171 to ta l sum d cand idate = tota l sum d cand idate + d candidate (1 , p ) ;
172 t o ta l sum d oppos i t e = to ta l sum d oppos i t e + d oppos i t e (1 , p ) ;
173 totalsum d random = totalsum d random + d random (1 , p) ;
174 to ta l sum d cente rbased = tota l sum d cente rbased + d cente rbased (1 ,
p) ;
175 totalsum d modula = totalsum d modula + d modula oppos i te (1 , p ) ;
176 tota l sum d oppos i te random = tota l sum d oppos i te random +
d opposite random (1 , p) ;
177 t o ta l sum d quas i oppo s i t e = to ta l sum d quas i oppo s i t e +
d qua s i oppo s i t e (1 , p ) ;
178 t o t a l s um d qua s i r e f l e c t i o n = t o t a l s um d qua s i r e f l e c t i o n +
d qu a s i r e f l e c t i o n (1 , p ) ;
179 t o ta l sum d suppe r oppos i t e = to ta l sum d suppe r oppos i t e +
d suppe r oppos i t e (1 , p ) ;
180 end
181
182 avg d random = avg d random + ( totalsum d random/cn ) ;
183 avg d cand idate = avg d cand idate + ( tota l sum d cand idate /cn ) ;
184 avg d oppos i t e = avg d oppos i t e + ( to ta l sum d oppos i t e /cn ) ;
185 avg d cente rbased = avg d cente rbased + ( tota l sum d cente rbased /cn ) ;
186 avg d quas i oppo s i t e = avg d quas i oppo s i t e + ( to ta l sum d quas i oppo s i t e /
cn ) ;
187 a v g d qu a s i r e f l e c t i o n = av g d qu a s i r e f l e c t i o n + (
t o t a l s um d qua s i r e f l e c t i o n /cn ) ;
188 avg d modula = avg d modula + ( totalsum d modula /cn ) ;
189 avg d oppos ite random = avg d oppos ite random + (
tota l sum d oppos i te random /cn ) ;
190 avg d suppe r oppos i t e = avg d suppe r oppos i t e + (
to ta l sum d suppe r oppos i t e /cn ) ;
191
192
193 % The candidate s o l u t i o n i s c l o s e r to s o l u t i o n
194 i f ( ( a l l c a n d i d a t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) )
195 && ( a l l c a n d i d a t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l c e n t e r b a s e d s o l u t i o n d i s t a n c e s (1 , 1 ) )
196 && ( a l l c a n d i d a t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l o ppo s i t e r a ndom so l u t i o n d i s t a n c e s (1 , 1 ) )
197 && ( a l l c a n d i d a t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l q u a s i o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) )
163
198 && ( a l l c a n d i d a t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l q u a s i r e f l e c t i o n s o l u t i o n d i s t a n c e s (1 , 1 ) )
199 && ( a l l c a n d i d a t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l modu l a o ppo s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) )
200 && ( a l l c a n d i d a t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l s u p p e r o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) )
201 && ( a l l c a n d i d a t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l r a ndom so l u t i o n d i s t a n c e s (1 , 1 ) ) )




206 % The random picked po int i s c l o s e r to the s o l u t i o n
207 i f ( ( a l l r a ndom so l u t i o n d i s t a n c e s (1 , 1 ) <
a l l o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) )
208 && ( a l l r a ndom so l u t i o n d i s t a n c e s (1 , 1 ) <
a l l c e n t e r b a s e d s o l u t i o n d i s t a n c e s (1 , 1 ) )
209 && ( a l l r a ndom so l u t i o n d i s t a n c e s (1 , 1 ) <
a l l o ppo s i t e r a ndom so l u t i o n d i s t a n c e s (1 , 1 ) )
210 && ( a l l r a ndom so l u t i o n d i s t a n c e s (1 , 1 ) <
a l l q u a s i o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) )
211 && ( a l l r a ndom so l u t i o n d i s t a n c e s (1 , 1 ) <
a l l q u a s i r e f l e c t i o n s o l u t i o n d i s t a n c e s (1 , 1 ) )
212 && ( a l l r a ndom so l u t i o n d i s t a n c e s (1 , 1 ) <
a l l modu l a o ppo s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) )
213 && ( a l l r a ndom so l u t i o n d i s t a n c e s (1 , 1 ) <
a l l s u p p e r o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) )
214 && ( a l l r a ndom so l u t i o n d i s t a n c e s (1 , 1 ) <
a l l c a n d i d a t e s o l u t i o n d i s t a n c e s (1 , 1 ) ) )
215 c random = c random + 1 ;
216 end
217
218 i f ( ( a l l s u p p e r o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) )
219 && ( a l l s u p p e r o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l c e n t e r b a s e d s o l u t i o n d i s t a n c e s (1 , 1 ) )
220 && ( a l l s u p p e r o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l o ppo s i t e r a ndom so l u t i o n d i s t a n c e s (1 , 1 ) )
221 && ( a l l s u p p e r o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l q u a s i o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) )
222 && ( a l l s u p p e r o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
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a l l q u a s i r e f l e c t i o n s o l u t i o n d i s t a n c e s (1 , 1 ) )
223 && ( a l l s u p p e r o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l modu l a o ppo s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) )
224 && ( a l l s u p p e r o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l r a ndom so l u t i o n d i s t a n c e s (1 , 1 ) )
225 && ( a l l s u p p e r o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l c a n d i d a t e s o l u t i o n d i s t a n c e s (1 , 1 ) ) )
226 c suppe r oppo s i t e = c suppe r oppo s i t e + 1 ;
227 end
228
229 i f ( ( a l l modu l a o ppo s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) )
230 && ( a l l modu l a o ppo s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l c e n t e r b a s e d s o l u t i o n d i s t a n c e s (1 , 1 ) )
231 && ( a l l modu l a o ppo s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l o ppo s i t e r a ndom so l u t i o n d i s t a n c e s (1 , 1 ) )
232 && ( a l l modu l a o ppo s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l q u a s i o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) )
233 && ( a l l modu l a o ppo s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l q u a s i r e f l e c t i o n s o l u t i o n d i s t a n c e s (1 , 1 ) )
234 && ( a l l modu l a o ppo s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l s u p p e r o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) )
235 && ( a l l modu l a o ppo s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l r a ndom so l u t i o n d i s t a n c e s (1 , 1 ) )
236 && ( a l l modu l a o ppo s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l c a n d i d a t e s o l u t i o n d i s t a n c e s (1 , 1 ) ) )
237 c modula oppos i te = c modula oppos i te + 1 ;
238 end
239
240 i f ( ( a l l q u a s i r e f l e c t i o n s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) )
241 && ( a l l q u a s i r e f l e c t i o n s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l c e n t e r b a s e d s o l u t i o n d i s t a n c e s (1 , 1 ) )
242 && ( a l l q u a s i r e f l e c t i o n s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l o ppo s i t e r a ndom so l u t i o n d i s t a n c e s (1 , 1 ) )
243 && ( a l l q u a s i r e f l e c t i o n s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l q u a s i o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) )
244 && ( a l l q u a s i r e f l e c t i o n s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l modu l a o ppo s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) )
245 && ( a l l q u a s i r e f l e c t i o n s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l s u p p e r o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) )
165
246 && ( a l l q u a s i r e f l e c t i o n s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l r a ndom so l u t i o n d i s t a n c e s (1 , 1 ) )
247 && ( a l l q u a s i r e f l e c t i o n s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l c a n d i d a t e s o l u t i o n d i s t a n c e s (1 , 1 ) ) )
248 c q u a s i r e f l e c t i o n = c q u a s i r e f l e c t i o n + 1 ;
249 end
250
251 i f ( ( a l l q u a s i o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) )
252 && ( a l l q u a s i o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l c e n t e r b a s e d s o l u t i o n d i s t a n c e s (1 , 1 ) )
253 && ( a l l q u a s i o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l o ppo s i t e r a ndom so l u t i o n d i s t a n c e s (1 , 1 ) )
254 && ( a l l q u a s i o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l q u a s i r e f l e c t i o n s o l u t i o n d i s t a n c e s (1 , 1 ) )
255 && ( a l l q u a s i o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l modu l a o ppo s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) )
256 && ( a l l q u a s i o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l s u p p e r o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) )
257 && ( a l l q u a s i o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l r a ndom so l u t i o n d i s t a n c e s (1 , 1 ) )
258 && ( a l l q u a s i o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l c a n d i d a t e s o l u t i o n d i s t a n c e s (1 , 1 ) ) )
259 c qua s i o ppo s i t e = c qua s i o ppo s i t e + 1 ;
260 end
261
262 i f ( ( a l l o ppo s i t e r a ndom so l u t i o n d i s t a n c e s (1 , 1 ) <
a l l o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) )
263 && ( a l l o ppo s i t e r a ndom so l u t i o n d i s t a n c e s (1 , 1 ) <
a l l c e n t e r b a s e d s o l u t i o n d i s t a n c e s (1 , 1 ) )
264 && ( a l l o ppo s i t e r a ndom so l u t i o n d i s t a n c e s (1 , 1 ) <
a l l q u a s i o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) )
265 && ( a l l o ppo s i t e r a ndom so l u t i o n d i s t a n c e s (1 , 1 ) <
a l l q u a s i r e f l e c t i o n s o l u t i o n d i s t a n c e s (1 , 1 ) )
266 && ( a l l o ppo s i t e r a ndom so l u t i o n d i s t a n c e s (1 , 1 ) <
a l l modu l a o ppo s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) )
267 && ( a l l o ppo s i t e r a ndom so l u t i o n d i s t a n c e s (1 , 1 ) <
a l l s u p p e r o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) )
268 && ( a l l o ppo s i t e r a ndom so l u t i o n d i s t a n c e s (1 , 1 ) <
a l l r a ndom so l u t i o n d i s t a n c e s (1 , 1 ) )
269 && ( a l l o ppo s i t e r a ndom so l u t i o n d i s t a n c e s (1 , 1 ) <
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a l l c a n d i d a t e s o l u t i o n d i s t a n c e s (1 , 1 ) ) )
270 c oppos i te random = c oppos i te random + 1 ;
271 end
272
273 i f ( ( a l l c e n t e r b a s e d s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) )
274 && ( a l l c e n t e r b a s e d s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l o ppo s i t e r a ndom so l u t i o n d i s t a n c e s (1 , 1 ) )
275 && ( a l l c e n t e r b a s e d s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l q u a s i o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) )
276 && ( a l l c e n t e r b a s e d s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l q u a s i r e f l e c t i o n s o l u t i o n d i s t a n c e s (1 , 1 ) )
277 && ( a l l c e n t e r b a s e d s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l modu l a o ppo s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) )
278 && ( a l l c e n t e r b a s e d s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l s u p p e r o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) )
279 && ( a l l c e n t e r b a s e d s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l r a ndom so l u t i o n d i s t a n c e s (1 , 1 ) )
280 && ( a l l c e n t e r b a s e d s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l c a n d i d a t e s o l u t i o n d i s t a n c e s (1 , 1 ) ) )
281 c c en t e r ba s ed = c c en t e r ba s ed + 1 ;
282 end
283
284 i f ( ( a l l o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l c e n t e r b a s e d s o l u t i o n d i s t a n c e s (1 , 1 ) )
285 && ( a l l o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l o ppo s i t e r a ndom so l u t i o n d i s t a n c e s (1 , 1 ) )
286 && ( a l l o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l q u a s i o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) )
287 && ( a l l o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l q u a s i r e f l e c t i o n s o l u t i o n d i s t a n c e s (1 , 1 ) )
288 && ( a l l o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l modu l a o ppo s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) )
289 && ( a l l o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l s u p p e r o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) )
290 && ( a l l o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l r a ndom so l u t i o n d i s t a n c e s (1 , 1 ) )
291 && ( a l l o p p o s i t e s o l u t i o n d i s t a n c e s (1 , 1 ) <
a l l c a n d i d a t e s o l u t i o n d i s t a n c e s (1 , 1 ) ) )






297 cand idate pe rcentage = ( ( c cand idate / Max tr ie s ) * 100) ;
298 suppe r oppo s i t e pe r c en tage = ( ( c suppe r oppo s i t e / Max tr ie s ) * 100) ;
299 random percentage = ( ( c random/ Max tr ie s ) * 100) ;
300 oppo s i t e pe r c en tage = ( ( c oppo s i t e / Max tr ie s ) * 100) ;
301 c en t e r ba s ed pe r c en tage = ( ( c c en t e r ba s ed / Max tr ie s ) * 100) ;
302 oppos i te random percentage = ( ( c oppos i te random/ Max tr ie s ) * 100) ;
303 qua s i oppo s i t e p e r c en t ag e = ( ( c qua s i o ppo s i t e / Max tr ie s ) * 100) ;
304 qu a s i r e f l e c t i o n p e r c e n t a g e = ( ( c q u a s i r e f l e c t i o n / Max tr ie s ) * 100) ;
305 modula oppos i t e percentage = ( ( c modula oppos i te / Max tr ie s ) * 100) ;
306
307 cand ida t e avgd i s tance = ( avg d cand idate / Max tr ie s ) ;
308 suppe r oppo s i t e avgd i s t anc e = ( avg d suppe r oppos i t e / Max tr ie s ) ;
309 random avgdistance = ( avg d random / Max tr ie s ) ;
310 oppo s i t e avgd i s t anc e = ( avg d oppos i t e / Max tr ie s ) ;
311 c en t e r ba s ed oppo s i t e avgd i s t an c e = ( avg d cente rbased / Max tr ie s ) ;
312 oppos i te random avgd i s tance = ( avg d oppos ite random / Max tr ie s ) ;
313 qua s i oppo s i t e avgd i s t an c e = ( avg d quas i oppo s i t e / Max tr ie s ) ;
314 qu a s i r e f l e c t i o n a v g d i s t a n c e = ( a v g d qu a s i r e f l e c t i o n / Max tr ie s ) ;
315 modula avgdistance = ( avg d modula / Max tr ie s ) ;
316
317 f i n a l r e s u l t s (m+1, 1) = m;
318 f i n a l r e s u l t s (m+1, 2) = cand idate pe rcentage ;
319 f i n a l r e s u l t s (m+1, 3) = oppo s i t e pe r c en tage ;
320 f i n a l r e s u l t s (m+1, 4) = suppe r oppo s i t e pe r c en tage ;
321 f i n a l r e s u l t s (m+1, 5) = cen t e r ba s ed pe r c en tage ;
322 f i n a l r e s u l t s (m+1, 6) = oppos i te random percentage ;
323 f i n a l r e s u l t s (m+1, 7) = qua s i oppo s i t e p e r c en t ag e ;
324 f i n a l r e s u l t s (m+1, 8) = qu a s i r e f l e c t i o n p e r c e n t a g e ;
325 f i n a l r e s u l t s (m+1, 9) = modula oppos i t e percentage ;
326 f i n a l r e s u l t s (m+1, 10) = random percentage ;
327
328 f i n a l r e s u l t s d i s t (m+1, 1) = m;
329 f i n a l r e s u l t s d i s t (m+1, 2) = cand ida t e avgd i s tance ;
330 f i n a l r e s u l t s d i s t (m+1, 3) = oppo s i t e avgd i s t anc e ;
331 f i n a l r e s u l t s d i s t (m+1, 4) = suppe r oppo s i t e avgd i s t anc e ;
332 f i n a l r e s u l t s d i s t (m+1, 5) = cen t e r ba s ed oppo s i t e avgd i s t an c e ;
333 f i n a l r e s u l t s d i s t (m+1, 6) = oppos i te random avgd i s tance ;
334 f i n a l r e s u l t s d i s t (m+1, 7) = qua s i oppo s i t e avgd i s t an c e ;
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335 f i n a l r e s u l t s d i s t (m+1, 8) = qu a s i r e f l e c t i o n a v g d i s t a n c e ;
336 f i n a l r e s u l t s d i s t (m+1, 9) = modula avgdistance ;
337 f i n a l r e s u l t s d i s t (m+1, 10) = random avgdistance ;
338
339 warning o f f MATLAB: x l sw r i t e : AddSheet
340 x l sw r i t e ( ' OBL ALL Mult iCandid Probabi l i t i es .x l sx ' , f i n a l r e s u l t s , s t r c a t (
i n t 2 s t r ( cn ) , ' Candidates ' ) ) ;
341 x l sw r i t e ( ' OBL ALL MultiCandid Distances.xlsx ' , f i n a l r e s u l t s d i s t , s t r c a t (





The following is the MATLAB source code for calculating the diversity of sampling
schemes, as discussed in Section 5.3.5. This Monte-Carlo simulation calculates the di-
versity of each of the segmentation schemes (excluding Center-Point) of the search space
competing against each other, the uniform-random method and original candidate and
opposite-candidate. This code is for N-dimensional and multi-point simulation.
1 f unc t i on [ ] = OBL Dive r s i t y a l l oppo s i t e s ( max tr ies ,
2 dimens ion value , max points number )
3
4 a = 0 ; % Min range po int
5 b = 1 ; % Max range po int
6 Max dimension = dimens ion va lue ;
7 Max tr ie s = max tr i e s ;
8 Max points number = max points number ;
9 f i n a l r e s u l t s = ze ro s ( Max dimension , 10) ;
10 Tota l g roup d i s t anc e s = nchoosek ( Max points number , 2) ;
11
12 f o r m=1:Max dimension
13
14 c and i d a t e d i v e r s i t y = 0 ;
15 s upp e r oppo s i t e d i v e r s i t y = 0 ;
16 random diver s i ty = 0 ;
17 o pp o s i t e d i v e r s i t y = 0 ;
18 c e n t e r b a s e d opp o s i t e d i v e r s i t y = 0 ;
19 oppo s i t e r andom d ive r s i t y = 0 ;
20 qu a s i o p p o s i t e d i v e r s i t y = 0 ;
21 q u a s i r e f l e c t i o n d i v e r s i t y = 0 ;
22 modu la d ive r s i ty = 0 ;
23
24 to ta l sum d cand idate = 0 ;
25 t o ta l sum d oppos i t e = 0 ;
26 to ta l sum d cente rbased = 0 ;
27 totalsum d modula = 0 ;
28 tota l sum d oppos i te random = 0 ;
29 t o ta l sum d quas i oppo s i t e = 0 ;
30 t o t a l s um d qua s i r e f l e c t i o n = 0 ;
31 t o ta l sum d suppe r oppos i t e = 0 ;
32 totalsum d random = 0 ;
33
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34 f o r n=1: Max tr ie s
35
36 c = ( a + b) /2 ;
37 x cand idate = c e l l (1 , Max points number ) ;
38 x oppos i t e = c e l l (1 , Max points number ) ;
39 x random = c e l l (1 , Max points number ) ;
40 x suppe r oppos i t e = c e l l (1 , Max points number ) ;
41 x cente rbased = c e l l (1 , Max points number ) ;
42 x modula oppos i te = c e l l (1 , Max points number ) ;
43 x oppos ite random = c e l l (1 , Max points number ) ;
44 x qua s i oppo s i t e = c e l l (1 , Max points number ) ;
45 x q u a s i r e f l e c t i o n = c e l l (1 , Max points number ) ;
46
47 f o r p=1:Max points number
48 x cand idate (1 , p ) = { rand (m, 1) } ; % Candidate − pseudorandom between
0 ,1
49 x oppos i t e (1 , p ) = { z e r o s (m, 1) } ;
50 x modula oppos i te (1 , p ) = { z e r o s (m, 1) } ;
51 x random (1 , p) = { rand (m, 1) } ;
52 x suppe r oppos i t e (1 , p ) = { z e r o s (m, 1) } ;
53 x cente rbased (1 , p) = { z e r o s (m, 1) } ;
54 x oppos ite random (1 , p) = { z e r o s (m, 1) } ;
55 x qua s i oppo s i t e (1 , p ) = { z e r o s (m, 1) } ;
56 x q u a s i r e f l e c t i o n (1 , p ) = { z e r o s (m, 1) } ;
57 end
58
59 f o r p=1:Max points number
60 f o r j =1:m
61 x oppos i t e {1 , p}( j , 1) = ( a + b) − x cand idate {1 , p}( j , 1) ;
62
63 i f ( x oppos i t e {1 , p}( j , 1) ≤ c )
64 x suppe r oppos i t e {1 , p}( j , 1) = a + ( ( x oppos i t e {1 , p}( j , 1) −
a ) * rand (1 ) ) ;
65 e l s e
66 x suppe r oppos i t e {1 , p}( j , 1) = x oppos i t e {1 , p}( j , 1) + ( ( b −
x oppos i t e {1 , p}( j , 1) ) * rand (1 ) ) ;
67 end
68
69 i f ( x cand idate {1 , p}( j , 1) ≤ c )
70 x cente rbased {1 , p}( j , 1) = x cand idate {1 , p}( j , 1) + ( (
x oppos i t e {1 , p}( j , 1) − x cand idate {1 , p}( j , 1) ) * rand (1 )
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) ;
71 e l s e
72 x cente rbased {1 , p}( j , 1) = x oppos i t e {1 , p}( j , 1) + ( (




75 i f ( x cand idate {1 , p}( j , 1) ≤ c )
76 x modula oppos i te {1 , p}( j , 1) = x cand idate {1 , p}( j , 1) + ( ( ( c
+ x cand idate {1 , p}( j , 1) ) − x cand idate {1 , p}( j , 1) ) *
rand (1 ) ) ;
77 e l s e
78 x modula oppos i te {1 , p}( j , 1) = ( x cand idate {1 , p}( j , 1) − c )
+ ( ( x cand idate {1 , p}( j , 1) − ( x cand idate {1 , p}( j , 1) − c )
) * rand (1 ) ) ;
79 end
80
81 i f ( x oppos i t e {1 , p}( j , 1) ≤ c )
82 x oppos ite random {1 , p}( j , 1) = a + ( ( c − a ) * rand (1 ) ) ;
83 e l s e
84 x oppos ite random {1 , p}( j , 1) = c + ( ( b − c ) * rand (1 ) ) ;
85 end
86
87 i f ( x oppos i t e {1 , p}( j , 1) ≤ c )
88 x qua s i oppo s i t e {1 , p}( j , 1) = x oppos i t e {1 , p}( j , 1) + ( ( c −
x oppos i t e {1 , p}( j , 1) ) * rand (1 ) ) ;
89 e l s e
90 x qua s i oppo s i t e {1 , p}( j , 1) = c + ( ( x oppos i t e {1 , p}( j , 1) − c
) * rand (1 ) ) ;
91 end
92
93 i f ( x cand idate {1 , p}( j , 1) ≤ c )
94 x q u a s i r e f l e c t i o n {1 , p}( j , 1) = x cand idate {1 , p}( j , 1) + ( ( c
− x cand idate {1 , p}( j , 1) ) * rand (1 ) ) ;
95 e l s e
96 x q u a s i r e f l e c t i o n {1 , p}( j , 1) = c + ( ( x cand idate {1 , p}( j , 1)
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101 d candidate = ze ro s (1 , To ta l g r oup d i s t anc e s ) ;
102 d modula oppos i te = ze ro s (1 , To ta l g r oup d i s t anc e s ) ;
103 d oppos i t e = ze ro s (1 , To ta l g r oup d i s t anc e s ) ;
104 d cente rbased = ze ro s (1 , To ta l g r oup d i s t anc e s ) ;
105 d opposite random = ze ro s (1 , To ta l g r oup d i s t anc e s ) ;
106 d suppe r oppos i t e = ze ro s (1 , To ta l g r oup d i s t anc e s ) ;
107 d q u a s i r e f l e c t i o n= ze ro s (1 , To ta l g r oup d i s t anc e s ) ;
108 d random = ze ro s (1 , To ta l g r oup d i s t anc e s ) ;
109 d qua s i oppo s i t e = ze ro s (1 , To ta l g r oup d i s t anc e s ) ;
110
111 d candidate sum = ze ro s (1 , To ta l g r oup d i s t ance s ) ;
112 d modula opposite sum = ze ro s (1 , To ta l g r oup d i s t anc e s ) ;
113 d centerbased sum = ze ro s (1 , To ta l g r oup d i s t anc e s ) ;
114 d opposite random sum = ze ro s (1 , To ta l g r oup d i s t anc e s ) ;
115 d quas ioppos i t e sum = ze ro s (1 , To ta l g r oup d i s t anc e s ) ;
116 d random sum = ze ro s (1 , To ta l g r oup d i s t anc e s ) ;
117 d qua s i r e f l e c t i o n sum = ze ro s (1 , To ta l g r oup d i s t anc e s ) ;
118 d supper oppos i te sum = ze ro s (1 , To ta l g r oup d i s t anc e s ) ;
119 d oppos i te sum = ze ro s (1 , To ta l g r oup d i s t anc e s ) ;
120
121 cntr = 1 ;
122 whi le ( cnt r < Tota l g r oup d i s t anc e s )
123 f o r p=1:Max points number
124 f o r sp=(p+1) : Max points number
125 f o r i =1:m
126 d candidate sum (1 , cnt r ) = d candidate sum (1 , cnt r ) + ( (
x cand idate {1 , sp }( i , 1) − x cand idate {1 , p}( i , 1) ) ˆ2) ;
127 d oppos i te sum (1 , cnt r ) = d oppos i te sum (1 , cnt r ) + ( (
x oppos i t e {1 , sp }( i , 1) − x oppos i t e {1 , p}( i , 1) ) ˆ2) ;
128 d centerbased sum (1 , cnt r ) = d centerbased sum (1 , cnt r ) +
( ( x cente rbased {1 , sp }( i , 1) − x cente rbased {1 , p}( i ,
1) ) ˆ2) ;
129 d opposite random sum (1 , cnt r ) = d opposite random sum (1 ,
cnt r ) + ( ( x oppos ite random {1 , sp }( i , 1) −
x oppos ite random {1 , p}( i , 1) ) ˆ2) ;
130 d quas ioppos i t e sum (1 , cnt r ) = d quas ioppos i t e sum (1 , cnt r
) + ( ( x qua s i oppo s i t e {1 , sp }( i , 1) − x qua s i oppo s i t e {1 ,
p}( i , 1) ) ˆ2) ;
131 d qua s i r e f l e c t i o n sum (1 , cnt r ) = d qua s i r e f l e c t i o n sum (1 ,
cnt r ) + ( ( x q u a s i r e f l e c t i o n {1 , sp }( i , 1) −
x q u a s i r e f l e c t i o n {1 , p}( i , 1) ) ˆ2) ;
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132 d modula opposite sum (1 , cnt r ) = d modula opposite sum (1 ,
cnt r ) + ( ( x modula oppos i te {1 , sp }( i , 1) −
x modula oppos i te {1 , p}( i , 1) ) ˆ2) ;
133 d supper oppos i te sum (1 , cnt r ) = d supper oppos i te sum (1 ,
cnt r ) + ( ( x suppe r oppos i t e {1 , sp }( i , 1) −
x suppe r oppos i t e {1 , p}( i , 1) ) ˆ2) ;
134 d random sum (1 , cnt r ) = d random sum (1 , cnt r ) + ( ( x random
{1 , sp }( i , 1) − x random {1 , p}( i , 1) ) ˆ2) ;
135 end
136
137 d candidate (1 , cnt r ) = sq r t ( d candidate sum (1 , cnt r ) ) ;
138 d oppos i t e (1 , cnt r ) = sq r t ( d oppos i te sum (1 , cnt r ) ) ;
139 d cente rbased (1 , cnt r ) = sq r t ( d centerbased sum (1 , cnt r ) ) ;
140 d opposite random (1 , cnt r ) = sq r t ( d opposite random sum (1 ,
cnt r ) ) ;
141 d qua s i oppo s i t e (1 , cnt r ) = sq r t ( d quas ioppos i t e sum (1 , cnt r ) ) ;
142 d q u a s i r e f l e c t i o n (1 , cnt r ) = sq r t ( d qua s i r e f l e c t i o n sum (1 ,
cnt r ) ) ;
143 d modula oppos i te (1 , cnt r ) = sq r t ( d modula opposite sum (1 ,
cnt r ) ) ;
144 d suppe r oppos i t e (1 , cnt r ) = sq r t ( d supper oppos i te sum (1 ,
cnt r ) ) ;
145 d random (1 , cnt r ) = sq r t ( d random sum (1 , cnt r ) ) ;
146





152 % sum of pa i r s d i s t anc e
153 f o r k=1: Tota l g r oup d i s t anc e s
154 to ta l sum d cand idate = tota l sum d cand idate + d candidate (1 , k ) ;
155 t o ta l sum d oppos i t e = to ta l sum d oppos i t e + d oppos i t e (1 , k ) ;
156 totalsum d random = totalsum d random + d random (1 , k ) ;
157 to ta l sum d cente rbased = tota l sum d cente rbased + d cente rbased (1 , k ) ;
158 totalsum d modula = totalsum d modula + d modula oppos i te (1 , k ) ;
159 tota l sum d oppos i te random = tota l sum d oppos i te random +
d opposite random (1 , k ) ;
160 t o ta l sum d quas i oppo s i t e = to ta l sum d quas i oppo s i t e + d qua s i oppo s i t e
(1 , k ) ;
161 t o t a l s um d qua s i r e f l e c t i o n = t o t a l s um d qua s i r e f l e c t i o n +
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d q u a s i r e f l e c t i o n (1 , k ) ;
162 t o ta l sum d suppe r oppos i t e = to ta l sum d suppe r oppos i t e +




166 c and i d a t e d i v e r s i t y = ( tota l sum d cand idate / Max tr ie s ) ;
167 s upp e r oppo s i t e d i v e r s i t y = ( to ta l sum d suppe r oppos i t e / Max tr ie s ) ;
168 random diver s i ty = ( totalsum d random / Max tr ie s ) ;
169 o pp o s i t e d i v e r s i t y = ( to ta l sum d oppos i t e / Max tr ie s ) ;
170 c e n t e r b a s e d opp o s i t e d i v e r s i t y = ( tota l sum d cente rbased / Max tr ie s ) ;
171 oppo s i t e r andom d ive r s i t y = ( tota l sum d oppos i te random / Max tr ie s ) ;
172 qu a s i o p p o s i t e d i v e r s i t y = ( to ta l sum d quas i oppo s i t e / Max tr ie s ) ;
173 q u a s i r e f l e c t i o n d i v e r s i t y = ( t o t a l s um d qua s i r e f l e c t i o n / Max tr ie s ) ;
174 modu la d ive r s i ty = ( totalsum d modula / Max tr ie s ) ;
175
176 f i n a l r e s u l t s (m+1, 1) = m;
177 f i n a l r e s u l t s (m+1, 2) = random diver s i ty ;
178 f i n a l r e s u l t s (m+1, 3) = opp o s i t e d i v e r s i t y ;
179 f i n a l r e s u l t s (m+1, 4) = supp e r oppo s i t e d i v e r s i t y ;
180 f i n a l r e s u l t s (m+1, 5) = c e n t e r b a s e d opp o s i t e d i v e r s i t y ;
181 f i n a l r e s u l t s (m+1, 6) = oppos i t e r andom d ive r s i t y ;
182 f i n a l r e s u l t s (m+1, 7) = qu a s i o p p o s i t e d i v e r s i t y ;
183 f i n a l r e s u l t s (m+1, 8) = q u a s i r e f l e c t i o n d i v e r s i t y ;
184 f i n a l r e s u l t s (m+1, 9) = modu la d ive r s i ty ;
185 f i n a l r e s u l t s (m+1, 10) = cand i d a t e d i v e r s i t y ;
186
187 warning o f f MATLAB: x l sw r i t e : AddSheet
188 x l sw r i t e ( ' OBL Divers i ty a l l oppos i te s NEW.xl sx ' , f i n a l r e s u l t s , ' Al l




The following is the MATLAB source code for conducting the target-shoot simulation,
as discussed in Section 8.3. The purpose of this Monte-Carlo simulation code is to examine
if adding shake to a shooter helps in hitting the noisy target. If so, how much shake (noise)
and precision is needed.
1 f i n a l r e s u l t s = ze ro s (120 , 5) ;
2 sum d s1T=0;






9 f o r r=−0. 5 : 0 . 01 : 0 . 5
10 i=i +1;
11 f o r j =1:n
12 x s2 =1;
13 y s2 =1;
14 whi le ( x s2ˆ2+y s2ˆ2>0 .01 )
15 x s2=−0. 5+rand ;
16 y s2=−0. 5+rand ;
17 end
18 x t =1;
19 y t =1;
20 whi le ( x tˆ2+y t ˆ2>0 .25 )
21 x t=−0. 5+rand ;
22 y t=−0. 5+rand ;
23 end
24 d s1T=sq r t ( ( r−x t )ˆ2+(0−y t ) ˆ2) ;
25 d s2T=sq r t ( ( x s2−x t ) ˆ2+(y s2−y t ) ˆ2) ;
26 sum d s1T=sum d s1T+d s1T ;
27 sum d s2T=sum d s2T+d s2T ;
28
29 i f ( d s1T<d s2T )
30 c1=c1+1;
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35 a ( i )= sum d s1T/n ;
36 b( i )= sum d s2T/n ;
37 p1 ( i )=c1/n ;
38 p2 ( i )=c2/n ;
39
40 f i n a l r e s u l t s ( i +1, 1) = i ;
41 f i n a l r e s u l t s ( i +1, 2) = a ( i ) ; f i n a l r e s u l t s ( i +1, 3) = b( i ) ;
42 f i n a l r e s u l t s ( i +1, 4) = p1 ( i ) ; f i n a l r e s u l t s ( i +1, 5) = p2 ( i ) ;
43
44 sum d s1T=0;





50 warning o f f MATLAB: x l sw r i t e : AddSheet x l sw r i t e ( ' a s s gn2 1 . x l s x ' ,
51 f i n a l r e s u l t s ) ;
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