Generalized communicating P systems  by Verlan, Sergey et al.
Theoretical Computer Science 404 (2008) 170–184
Contents lists available at ScienceDirect
Theoretical Computer Science
journal homepage: www.elsevier.com/locate/tcs
Generalized communicating P systems
Sergey Verlan a,∗, Francesco Bernardini b, Marian Gheorghe c, Maurice Margenstern d
a LACL, Département Informatique, Université Paris 12, 61 av. Général de Gaulle, 94010 Créteil, France
b Leiden Institute of Advanced Computer Science, Universiteit Leiden, Niels Bohrweg 1, 2333 CA Leiden, The Netherlands
c Department of Computer Science, The University of Sheffield, Regent Court, Portobello Street, Sheffield S1 4DP, UK
d Université Paul Verlaine - Metz, UFR MIM, LITA, EA 3097, Ile du Saulcy, 57045 Metz Cédex, France
a r t i c l e i n f o
Keywords:
P systems
Symport
Antiport
Minimal interactions
Formal languages
Universal computations
a b s t r a c t
This paper considers a generalization of various communication models based on the
P system paradigm where two objects synchronously move across components. More
precisely, the model uses blocks of four cells such that pairs of objects from two input
cells travel together to target output cells. It is shown that the model introduced, based on
interactions between blocks, is complete, being able to generate all recursively enumerable
sets of natural numbers. It is also proven that completeness is achievable byusing aminimal
interaction between blocks, i.e. every pair of cells is the input or output for at most one
block. It is also shown that the concepts introduced in this paper to define the model may
be simulated by more particular communication primitives, including symport, antiport
and uniport rules. This enables us to automatically translate a system using interaction
rules in any of minimal symport, minimal antiport or conditional uniport P systems.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Membrane computing is an emerging branch of natural computing which deals with distributed and parallel computing
devices of a bio-inspired type,which are calledmembrane systemsor P systems (see [12], [13], and also [1] for a comprehensive
bibliography of P systems). P systems, originally devised by Gh. Păun in [12], are introduced as computing devices which
abstract from the structure and functioning of living cells — they are defined as a hierarchical arrangement of regions
delimited by membranes (membrane structure), with each region having associated a multiset of objects and a finite set
of rules.
The process of exchanging objects through membranes represents one of the fundamental features of every membrane
system and this naturally led to the question of closely investigating the power of communication, that is, considering
purely communicative P systemswhere objects are never modified but they just change their place within the system. A first
attempt to address this issue has been done in [9] by considering certain “vehicle-objects” (an abstraction for plasmids or
for vectors from gene cloning) which actively carry objects through membranes. Then, the bio-chemical idea of membrane
transport of pairs of molecules has been considered in [11] by introducing the notion of P systems with symport/antiport.
When two chemicals can pass through a membrane only together, in the same direction, the process is called symport;
when the two chemicals can pass only together, but in opposite directions, we say that we have an antiport process
(see [2]). Such a mechanism has been formalized and generalized in P systems by considering multisets of objects, here
denoted by x, y, that are moved across the membranes by means of rules of the form (x, in), (x, out) (symport rules), and
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(x, out; y, in) (antiport rules); x, y can be of any size but they cannot be empty. As it happens in some other models (e.g., see
the billiard ball model [19], the chip firing game [7], or railway simulation [8]), computing by communication turns out to be
computationally complete: by using only symport and antiport rules, we can generate all Turing computable sets of numbers
[11]. However, as in the other models mentioned above, in order to generate all Turing computable sets, some reservoir
containing an infinite number of elements must be present in the system and, in P systems with symport/antiport, this is
provided in the form of an external environment supplying infinitely many copies of certain objects. Several subsequent
works have been dedicated to improve this result with respect to both the number of membranes used and the size of
symport/antiport rules used. We refer to [17] for a survey of these investigations.
The class ofmembrane computingmodels has been later extended to tissue P systems [14,15]: a variant of P systemswhere
the underlying structure is defined as an arbitrary graph. Nodes in the graph represent cells (i.e., elementary membranes)
that are able to communicate with neighbour cells as long as there are edges between them [13]. In particular, pure
communicative tissue P systems with symport/antiport have been investigated in [13] by showing completeness results
for systems using rules of different sizes and different types of the underlying graph. More recently, it has been proved in
[3] that tissue P systems with symport/antiport rules of a minimal size (i.e., rules of the forms (a, in), (a, out), (a, out; b, in),
with a, b objects from a given alphabet) are computational complete and two cells suffice.
A class of tissue P systemswith a differentmodel of communication called conditional uniport has been considered in [20].
Conditional uniportmeans that every application of a communication rulemoves one object in a certain direction by possibly
using another one as an activator which is left untouched in the place where it is. In other words, the rules are assigned to
the edges of the graph and they represent channels of communication; in the cell placed at one end of an edge, an object is
used to activate the channel and receive (or send) a single copy of another object from (or to) the cell at the other end of that
edge. Thismodel focusing on purely communicative systems,with the usual assumption of an infinite supplier of objects (the
environment), shows that tissue P systems with conditional uniport are able to simulate deterministic register machines
by using 24 cells. This means that they can recognize all recursively enumerable sets of natural numbers. Another model
based on signalling processes at the cellular level in biological systems has been investigated in [4] where an evolution-
communication model has been considered. This means that, besides conditional uniport, multiset rewriting rules can be
used to modify the objects placed inside the cells. The main result reported in [4] shows how to achieve computational
completeness by having only 2 cells and using non-cooperative multiset rewriting rules.
In this paper we consider a generalization of various communication models where two objects synchronously move
across components and we formalize this concept as a (minimal) interaction rule. More precisely, we define blocks of four
cells (not necessarily different) such that pairs of objects from two input cells travel together to target output cells. In this
respect, the new model resembles Petri net formalism [16] where tokens from various input places come along together to
fire a given transition and then fork out to destination places. We continue the investigation on conditional uniport systems
[20] where different macros have been suggested to simplify and generalize various proofs. A similar approach is followed
in this paper by defining specific macros to show more complex behaviour. It is shown that the model is complete, being
able to generate all recursively enumerable sets of natural numbers. It is also proven that completeness is achievable by
using a minimal interaction between blocks, i.e. every pair of cells is the input or output for at most one interaction rule.
Moreover, we study different restrictions on the input and output cells of an interaction rule, in particular those that lead
to previously known communication primitives. We present sufficient conditions on a set of interaction rules that allow to
simulate their behaviour using symport, antiport or conditional uniport rules. Since the proof is constructive, this provides
a way to construct systems based on interaction rules that may be automatically translated in systems using any of the
symport, antiport or conditional uniport rules. We also show that some of the systems in this paper, in particular the system
simulating an arbitrary non-deterministic register machine, may be built in this way.
2. Preliminaries
We recall here some basic notions and notations commonly used in membrane computing and some basic concepts of
formal language theory we need in the rest of the paper. We refer to [13,18] for further details.
An alphabet is a finite non-empty set of abstract symbols. Given an alphabet V , we denote by V∗ the set of all possible
strings over V , including the empty string λ. The length of a string x ∈ V∗ is denoted by |x| and, for each a ∈ V , |x|a denotes
the number of occurrences of the symbol a in x. A multiset over V is a mapping M : V −→ N such that, M(a) defines the
multiplicity of a in the multiset M (N denotes the set of natural numbers). Such a multiset can be represented by a string
aM(a1)1 a
M(a2)
2 . . . a
M(an)
n ∈ V∗ and by all its permutations, with aj ∈ V , M(aj) 6= 0, 1 ≤ j ≤ n. In other words, each string x ∈ V∗
identifies a multiset over V defined by Mx = { (a, |x|a) | a ∈ V }. If there is no confusion, we may use ordinary set notation to
denote multisets.
We recall the notion of a register machine [10].
Definition 1. A register machine is a construction:
M = (Q, R, q0, qf , P)
where:
(1) Q is a set of states;
(2) R = {A1, . . . , Ak} is a set of registers;
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(3) q0 ∈ Q is the initial state;
(4) qf ∈ Q is the final state;
(5) P is a set of instructions of the following form:
(a) (p, A+, q, s) ∈ P, p, q, s ∈ Q, p 6= qf , A ∈ R (in state p, it increases the register A and goes to either state q or state s
non-deterministically),
(b) (p, A−, q, s) ∈ P, p, q, s ∈ Q, p 6= qf , A ∈ R (in state p, it decreases the register A and goes to q, if successful or s, if the
value of A is zero).
Moreover, for every p ∈ Q , p 6= qf , contains exactly one instruction of the form either (p, A+, q, s) or (p, A−, q, s).
A configuration of a register machine is given by the k+1-tuple (q, n1, . . . , nk) describing the current state of themachine as
well as the contents of all registers. A transition of the register machine consists in updating/checking the value of a register
according to an instruction of one of types above and by changing the current state to another one. We say thatM generates
a natural number n ≥ 0 if by starting from the initial configuration (q0, 0, 0, . . . , 0) it reaches the final configuration
(qf , n, 0, . . . , 0). The set of natural numbers generated in this way bymachineM is denoted by N(M). It is known that register
machines are able to generate all recursively enumerable sets of numbers [10]; such a family of sets of natural numbers is
denoted by NRE.
3. The model
In this section we introduce the main model and some of its variants.
Definition 2. A generalized communicating P system of degree n (a GCPS of degree n for short) is a construct:
Π = (O, E,w1, . . . ,wn, R, io)
where:
(1) O is a finite alphabet;
(2) E ⊆ O;
(3) wi ∈ O∗, for all 1 ≤ i ≤ n, is the multiset initially associated to cell i;
(4) R is a finite set of interaction rules of the form (a, i → k; b, j → l), with a, b ∈ O and 0 ≤ i, j, k, l ≤ n, and such that if i = 0
and j = 0, then a 6∈ E or b 6∈ E.
(5) io ∈ {1, . . . , n} is the output cell.
The system consists of n cells, numbered from 1 to n, that contain multisets of objects over O; initially cell i contains the
multiset wi. There is also a special cell, numbered by 0, which is called environment. The environment contains symbols of
E ⊆ O in an infinite number of copies.
Cells are supposed to interact by means of the rules in R having the form r = (a, i → k; b, j → l), with a, b ∈ O and
0 ≤ i, j, k, l ≤ n. Such an interaction rule may be applied if there is an object a in cell i and an object b in cell j. As the result of
the application of r, the object a moves from cell i to cell k and b moves from cell j to cell l. Moreover, cells i and j are called
input cellswhereas cells k and l are called output cells. The set of input cells of a rule r is denoted by input(r), whereas the set
of output cells is denoted by output(r).
We introduce a specific graphical representation for interaction rules; this is illustrated here by means of an example.
For a rule (A, 1 → 2; B, 3 → 4), we use the following graphical representation:
which shows that object A moves from cell 1 to cell 2 and object B moves from cell 3 to cell 4. In general, we adopt the
convention that the leftmost symbol (A) is associated with the leftmost input cell and that the direction of the movement is
given by the arrow linking the cells. When both input cells are one on top of the other (i.e. there is no leftmost cell), then A
corresponds to the uppermost cell.
Remark 1. Note that the structure of a GCPS corresponds neither to a tree as in cell-like P systems nor to a graph as in tissue
P systems (e.g., see [13] for definitions of cell-like and tissue P systems), though some models of cell-like P systems and
tissue P systems can be seen as special variants of GCPS’s. In general, for a given GCPS, every rule is defined over a block of
cells which allows certain objects to pass from the input cells to the output cells; altogether these rules define a network of
communicating cells.
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Fig. 1.+B|A macro (left) and its implementation (right).
Let Π = (O, E,w1, . . . ,wn, R, io) be a GCPS. A configuration of Π is a tuple (z0, z1, . . . , zn) with z0 ∈ (O \ E)∗ and zi ∈ O∗, for
all 1 ≤ i ≤ n; z0 is the multiset of objects possibly present in the environment in a finite number of copies, whereas, for all
1 ≤ i ≤ n, zi is the multiset of objects present inside cell i. The initial configuration of Π is the tuple (λ,w1, . . . ,wn). Then,
given a configuration of Π , a new configuration can be produced by applying the rules in a non-deterministic maximally
parallel way: all the rules that can be applied to the objects currently present inside the cells and the environment must be
applied in parallel at the same time; the only restriction is that an occurrence of an object has to be used by at most one
rule. One such application of the rules represents a transition step (in Π ). A computation in Π is any sequence of transition
steps in Π which starts from its initial configuration. A successful computation in Π is any computation which produces a
configuration where no more rules can be applied to the objects left inside the cells and in the environment. The result of a
successful computation is the natural number corresponding to the size of the multiset of objects inside the output cell io in
the final configuration. The set of natural numbers computed in this way by GCPS Π is denoted by N(Π ).
Remark 2. Besides the non-deterministic maximally parallel semantics described above, which is commonly associated to
P systems, other types of behaviour may be associated to an interaction rule depending on the number of objects which
are processed by each application of such a rule. Here we list some possible alternatives although, in the rest of the paper,
we will essentially deal with the usual semantics where each application of a rule processes exactly one occurrence of each
object involved.
• One application of a rule (a, i → k; b, j → l) affects min(|wi|a, |wj|b) objects (i.e. min(|wi|a, |wj|b) occurrences of a are
moved from cell 1 to cell 2, and min(|wi|a, |wj|b) occurrences of b are moved from cell 3 to cell 4) (〈h : h〉 semantics)).
• One application of a rule (a, i → k; b, j → l) affects one occurrence of a and all occurrences of b (〈1 : all〉 semantics).
• One application of a rule (a, i → k; b, j → l) affects h1 occurrences of a and h2 occurrences of b, with h1, h2 arbitrary values
such that 1 ≤ h1 ≤ |wi|a, 1 ≤ h2 ≤ |wj|b (〈∗ : ∗〉 semantics).
• For some given n,m ≥ 1, one application of a rule (a, i → k; b, j → l) affects at least (resp. at most) n occurrences of a
(resp. at most) and at least (resp. at most) m occurrences of b (〈≥ n :≥ m〉 semantics (resp. 〈≤ n :≤ m〉 semantics)).
In general, the behaviour of GCPS is differentwhen various semantics are considered. However, aswewill see, special GCPS’s
can be constructed in such a way that their behaviour is the same irrespective of the type of semantics (or at least for some
of them).
4. Computing n2
In this section, as an example, we present a GCPS system computing the n2 function. To this aim, we first introduce the
following macro-notations.
The left part of Fig. 1 introduces the +B|A macro. This macro works as follows. When one object A appears in cell 1 (the
input cell), then it is moved to cell 2 (the output cell) and a new copy of object B appears in cell 3 (the operational cell) in the
second step (i.e., the number of B’s in cell 3 is increased by 1). Cells 5 and 6 are called internal cells. The following rules are
used to implement this macro (see also the right part of Fig. 1):
1. (A, 1 → 2; IA, 5 → 6) 2. (IA, 6 → 5; B, 0 → 3).
Lemma 3. The above rules permit to implement the desired behaviour of the+B|A macro.
Proof. The auxiliary object IA firstly moves one object A from cell 1 to cell 2 and after that introduces a new copy of B from
the environment into cell 3. 
Remark 3. It is clear that two macros +B|A and +D|C sharing the same input, output and operational cells may share both
internal cells. Moreover, this remarkmay be extended to a finite set of pairs Bi, Ai in a straightforwardway by using the same
construction and the same components and listing in the diagram all the pairs in the associated box, i.e.+Bi|Ai etc.
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Fig. 2. B+|A macro.
Fig. 3. Implementation of B+|A macro.
Next, Fig. 2 introduces the B+|A macro. This macro works as follows. When an object A appears in cell 1, then all objects B
that are present in cell 3 are moved one by one to cell 4. When no more B’s are present in cell 3, the object A is moved to
cell 2. The following rules are used to implement this macro (see also Fig. 3):
1. (A, 1 → 6; IA, 5 → 9) 2. (A, 6 → 7; B, 3 → 4) 3. (IA, 9 → 8; X, 11 → 11)
4. (A, 7 → 6; X, 10 → 10) 5. (IA, 8 → 9; B, 3 → 4) 6. (A, 6 → 2; IA, 8 → 5).
Lemma 4. The above rules permit to implement the desired behaviour of the B+|A macro.
Proof. These rules implement the desired behaviour in the following way. Object A introduces an object IA which is further
doing the same as A, namely moving objects B from cell 3 to cell 4. However, their action is synchronized in such a way that
it is not simultaneous, i.e., when object A is moving B, object IA waits and conversely. This implies that as long as there are
objects B, objects A and IA cannot be in cells 6 and 8, respectively, at the same time.When there are nomore objects B, objects
A and IA are present in cells 6 and 8, respectively, and after that A goes to cell 2. At the end object IA returns to its original
location, and consequently the B+|A macro can be reused for the remaining part of the computation. 
Remark 4. If we consider the 〈1 : all〉 semantics, then macro B+|A simply corresponds to a rule (A, 1 → 2; B, 3 → 4).
The system computing n2, n ≥ 0 is diagramatically represented in Fig. 4.
The system is composed of 6 blocks: two +B|s macros, two B+|s macros, one +C|B macro and a rule (s, 2 → 3; A, 1 → 0)
as it is shown on Fig. 4. Cell 5 initially contains the multiset B and cell 2 initially contains the multiset s.
The computation is based on the following algorithm: to compute n2 it is enough to repeat n times the followingprocedure
(1 ≤ i ≤ n):
1. Ci = Ci−1 + Bi−1,
2. Bi = Bi−1 + 2.
If initially B0 = 1 and C0 = 0, then after n iterations the value of Cn will be n2 (we suppose that n ≥ 0).
The system in Fig. 4 implements this algorithm. The value of n is given by the number of objects A in cell 1. The result is
given by the number of objects C in cell 8. The system works in the following cycle.
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Fig. 4. A system computing n2, n ≥ 0.
• Object s decreases cell 1 by one A (by sending it to the environment) and moves to cell 3.
• All B’s are moved one by one to cell 6. When a B arrives in cell 6, it will increment the number of C’s in cell 8 (by +C|B
macro) and will move to cell 7.
• When all B’s are processed, object smove to cell 4. At this moment we implemented the first step of our procedure.
• Object smoves all B’s to cell 5 and after that continues to cell 9.
• The number of objects B in cell 5 is increased by 2 (by two consecutive +B|s macros) and object s returns to cell 2. Thus,
the second step of the procedure is implemented and the system is ready for another iteration.
It is clear that the cycle above simulates one step of the procedure, and it will be repeated n times (because at each cycle the
number of A’s from cell 1 is decreased by 1). Hence, at the end, cell 8 will contain Cn2 .
Thus, we have presented a GCPS that computes the value n2 once n copies of A’s are provided in cell 1 as an input; this
means that such a system does not generate a set of natural numbers as specified in Section 3 but rather it computes a
function. However, we can easily obtain a GCPS that generates the set {n2 | n ≥ 0} by adding to the system of Fig. 4 a new
cell, which we can denote by α to avoid any confusion with the indexes used so far, and the following rules:
1. (s,α→ α; A, 0 → 1) 2. (s,α→ 2; Ď,α→ α)
by considering Ď as a new object which is initially present in cell α. In this way, we can “load” an arbitrary number n of A’s,
for some n ≥ 0, from the environment into cell 1, hence allowing the system to generate any value k ≥ 0 such that k = n2.
5. A completeness result
Wepresent a completeness result for GCPS’s by showing that they are able to simulate any registermachine, i.e. for every
register machine, there exists a corresponding GCPS which generates the same set of natural numbers. In order to do this,
we consider two macros which are used to simulate respectively the operation of incrementing the registers of a register
machine and the operation of decrementing these registers. In particular, for the incrementing operation, we use macro
+B|A defined in Section 4.
Now we introduce the −R|s macro. The graphical representation of this macro is given on Fig. 5. This macro works as
follows.When object s is present in cell 1, it tries to decrement the number of objects R from cell 4. If this operation succeeds,
then object s moves to cell 2. Otherwise (the number of R’s is zero), object s goes to cell 3. For this macro, we call cell 1 the
input cell, cells 2 and 3 the output cells, cell 4 the operational cell and cells 5 to 12 the internal cells.
The following rules are used to implement the macro (see also Fig. 6):
1. (s, 1 → 6; Is, 5 → 9), 2. (s, 6 → 7; R, 4 → 0),
3. (s, 7 → 2; Js, 11 → 10), 4. (s, 6 → 3; Is, 8 → 5),
5. (Is, 8 → 5; Js, 10 → 11), 6. (X, 12 → 12; Is, 9 → 8).
Lemma 5. The above rules implement the desired behaviour of the−R|s macro.
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Fig. 5.−R|s macro.
Fig. 6. Implementation of−R|s macro.
Proof. These rules implement the desired behaviour in the followingway. Firstly, object smoves to cell 6 and itmay interact
with object R from cell 4. If there is at least one R in cell 4, then it will be moved to the environment and the object s will
arrive in cell 7. Then swill be moved from cell 7 to cell 2 by interacting with Js which is moved to cell 10. In the next step Is
and Js will interact to come back to their initial positions, cells 5 and 11, respectively. If there is no object R then swill remain
in cell 6 and in the next step will be brought to cell 3 by interacting with Is. 
Remark 5. It is clear that two macros −R|s and −T|q sharing the same input, (corresponding) output and operational cells
may share the same corresponding internal cells. Hence, in a similar way to+B|A macro (see Remark 3), we may extend the
−R|s macro for a finite set of pairs Ri, si in a straightforward way by using the same construction and the same components
and listing in the diagram all the pairs in the associated box, i.e.−Ri|si .
Let NGCPSn with n ≥ 1 to denote the family of sets of natural numbers generated by GCPS’s with a most n cells. The next
result provides a characterization of the family of recursively enumerable sets of natural numbers based on GCPS’s.
Theorem 6. NGCPSn = NRE, for all n ≥ 19.
Proof. To prove the assertion of the theorem we show that for an arbitrary register machine M = (Q, R, q0, qf , P) we
may construct a GCPS system Π = (O, E,w1, . . . ,w19, R′, 7) that will simulate M, i.e., if M reaches the final configuration
(qf , n, 0, . . . , 0), then N(Π ) will contain n, i.e. |w7| = n, and conversely.
We construct Π as follows.
O = Q ∪ {Ip | p ∈ Q} ∪ {St | (t, Rt+, u, v) ∈ P} ∪ {Jp, Zp | (p, Rp−, q, s) ∈ P}.
E = R.
w1 = {q0}.
w2 = {St | (t, Rt+, u, v) ∈ P} ∪ {Dp | (p, Rp−, q, s) ∈ P}.
w4 = Q \ {q0}.
w5 = {It | (t, Rt+, u, v) ∈ P}.
w9 = {Zp | (p, Rp−, q, s) ∈ P}.
w12 = {Ip | (p, Rp−, q, s) ∈ P}.
w18 = {Jp | (p, Rp−, q, s) ∈ P}.
w19 = {X}.
wi = ∅ for i ∈ {3, 6, 7, 8, 10, 11, 13, 14, 15, 16, 17}.
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Fig. 7. Simulation of machine M.
For every incrementing instruction (t, Rt+, u, v) ∈ P, we consider the following interaction rules in R′:
1. (t, 1 → 4; St, 2 → 3), 2. (St, 8 → 2; u, 4 → 1), 3. (St, 8 → 2; v, 4 → 1),
4. (St, 3 → 8; It, 5 → 6), 5. (It, 6 → 5; Rt, 0 → 7).
We remark that rules 4 and 5 define a+Rt|St macro with input cell 3, output cell 8, operating cell 7 and internal cells 5 and 6.
For every decrementing instruction (p, Rp−, q, s) ∈ P, we consider the following interaction rules in R′:
6. (p, 1 → 4;Dp, 2 → 3), 7. (Dp, 8 → 2; q, 4 → 1),
8. (Dp, 11 → 2; Zp, 9 → 10), 9. (Zp, 10 → 9; s, 4 → 1),
10. (Dp, 3 → 13; Ip, 12 → 16), 11. (Dp, 13 → 14; Rp, 7 → 0),
12. (Dp, 14 → 8; Jp, 18 → 17), 13. (Dp, 13 → 11; Ip, 15 → 12),
14. (Ip, 15 → 12; Jp, 17 → 18), 15. (X, 19 → 19; Ip, 16 → 15).
We remark that rules 10 to 15 define a −Rp|Dp macro with input cell 3, output cells 8 and 11, operating cell 7 and internal
cells 12 to 19. An internal cell i of this macro corresponds to the internal cell i− 7 from Fig. 6.
A graphical representation of all these rules simulating the incrementing and decrementing instructions ofM is given in
Fig. 7.
We now prove that GCPSΠ correctly simulates machineM. In order to do this it is sufficient to prove that, for any state p,
for any configuration cM = (p,N1, . . . ,Nk) ofM there is the following configuration cp = (z0, . . . , z19) inΠ such that z1 = {p},
z4 = Q \ {p}, z7 = {RN11 , . . . , RNkk } and zi = wi, i ∈ {1, . . . , 19} \ {1, 4, 7}. In particular, this is true for the initial configuration
of M which corresponds to the initial configuration cq0 = (∅,w1, . . . ,w19) of Π . Moreover, we prove that any configuration
of Π will evolve in at most 5 steps to a configuration of the form above.
Now, let us suppose that machineM is in state t and there exists an instruction (t, Rt+, u, v) in P, where t, u, v,∈ Q and by
Rt it is designed a register from R used in this instruction. Let us also suppose that the current configuration ofΠ is ct . Object
twill move to cell 4, while object St will move to cell 3. From Lemma 3, this object will increase by one the number of Rt ’s in
cell 7 and will go then to cell 8. After that it will return to cell 2, while object u (or v) will move to cell 1. Now let us compare
this last configuration c′t with configuration ct . Since all additional objects return to their initial places, it is easy to observe
that ct and c′t differ only in cells 1, 4 and 7. If we denote by zj and z′j , j ∈ {1, 4, 7} the correspondingmultisets of configurations
ct and c′t , we remark that z′1 = z1 \ {t} ∪ {u}, z′4 = z4 \ {u} ∪ {t} and z′7 = z7 ∪ {Rt} (or u replaced by v when v is chosen to
be moved to cell 1 instead of u). This satisfies the above assertion and this means that the corresponding instruction ofM is
fully simulated.
Similarly, for an instruction (p, Rp−, q, s), if themachine is in state p, we can suppose that the P system is in a configuration
cp. In such a configuration, object p will move from cell 1 to cell 4, while object Dp will move from cell 2 to cell 3. From
Lemma 5, if cell 7 contains at least one object Rp, then object Dp will move from cell 3 to cell 8 by removing one object Rp
from cell 7; otherwise object Dp will move to cell 11 by leaving the content of cell 7 untouched. Thus, if object Dp reaches
cell 8, then object q will move to cell 1, while object Dp will return to cell 2; if object Dp instead reaches cell 11, then it will
return to cell 2, while object Zp will move from cell 9 to cell 10. After that, the simulationwill be completed bymoving object
s from cell 4 to cell 1 and returning object Zp into cell 9. Yet again, we obtain a new configuration c′p which differs from cp
only in the content of cells 1, 4, andmaybe cell 7. The content of these cells in the new configuration c′p consists of either q or
s in cell 1, an object p returned to the current multiset from cell 4 and either q or s removed from it, and, if the decrementing
operation was successful, cell 7 contains the object Rp with its multiplicity decreased by one.
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If we look at the rules involved in the above computations, it is easy to observe that it takes at most 3 steps in order to
simulate the rule (t, Rt+, u, v) (and atmost 6 steps in order to simulate the rule (p, Rp−, q, s)) by starting froma configuration
ct (cp) and reaching finally c′t(c′p). Hence, at any moment, from an arbitrary configuration, at most 5 steps are needed in Π in
order to reach a configuration having the form described in the assertion above.
Therefore, we obtain that N(M) = N(Π ). We remark that the number of cells used is 19 (9 different cells are used in Fig. 7,
2 auxiliary cells are used in the implementation of macros+Rt|St and 8 are used in the implementation of macro−Rp|Dp ). 
We can now say that GCPS’s are computationally complete and the hierarchy on the number of membranes collapses
(at least) at level 19.
Remark 6. Notice that if the object b is present in one copy, then a rule (a, i → k; b, j → l) behaves in the same way, even
when a 〈h : h〉 semantics or a 〈1 : all〉 semantics is considered. The construction given in the proof of Theorem 6 shows that
the same result holds in the case of a 〈h : h〉 semantics or a 〈1 : all〉 semantics.
6. Restricted interactions
Wemay impose several restrictions on interaction rules, namely by superposing several cells. Some of these restrictions
correspond directly to symport 2 or antiport (1,1) rules (see [17,13] for formal definitions of symport and antiport).
The following possible restrictions (modulo symmetry) take place:
Definition 7. Let O be an alphabet and let (a, i → k; b, j → l) be an interaction rule with a, b ∈ O, i, j, k, l ≥ 0.
(1) If i = j = k 6= l, then the rule is a conditional-uniport-1 rule.
(2) If i = k = l 6= j, then the rule is a conditional-uniport-2 rule.
(3) If i = j 6= k = l, then the rule is a symport2 rule.
(4) If i = l 6= j = k, then the rule is an antiport1 rule.
(5) If i = k 6= j 6= l, then the rule is a presence-move rule.
(6) If i = j 6= k 6= l, then the rule is a separation rule.
(7) If k = l 6= i 6= j, then the rule is a joining rule.
(8) If i = l 6= j 6= k or i 6= j = k 6= l, the rule is a chain rule.
(9) If i 6= j 6= k 6= l, then the rule is a parallel-shift rule.
A GCPS where all the rules have one or more of the forms in Definition 7 is then referred as a GCPS with rules of that (those)
type(s).
A natural question arises about the computational power of systems using some particular restrictions. In this respect,
we remark that when only antiport1 rules or only symport2 rules are used, the number of objects in the system cannot
be increased, hence such systems can generate only finite sets of natural numbers. A formal proof of this fact, which can
easily be generalized to the case of GCPS’s, can be found in [3] for the case of P systems with one membrane. However, if
we allow uniport rules (i.e., rules of the form (a, i → k) specifying that, whenever an object a is present in cell i, this may be
moved to cell k), GCPS’s with symport2/uniport rules and GCPS’s with antiport1/uniport rules turn to be computationally
complete and the hierarchy on the number of membranes collapses at level 2; these results have been proved in [3] for
tissue P systems, which indeed are no more than a special case of GCPS’s. Moreover, it has been proved in [20], yet again
for the particular case of tissue P systems, that, by combining conditional-uniport-1 rules and conditional-uniport-2 rules,
computational completeness can be achieved by simulating a register machine. In all other cases, when only one of the
above types of rules is considered, it is not clear whether infinite sets of natural numbers can be generated.
Remark 7. Uniport rules of the form (a, i → k) which have been introduced above, can actually be simulated by using
presence-move rules. In fact, given a GCPS Π , every uniport rule (a, i → k) possibly present in Π can be replaced by a
presence-move rule (a, i → k; Ď, 0 → 0), once the object Ď is added to the system as a new object present in the environment
in an infinite number of copies. In this way, whenever an object a is present inside cell i, the rule (a, i → k; Ď, 0 → 0)
becomes applicable and that object a may be moved from cell i to k. Moreover, since there are infinite copies of Ď in the
environment, there are no limitations on the number of a’s that can possibly pass from cell i to cell k in one single step; this
is consistent with the non-deterministic maximally parallel semantics associated to uniport rules. Therefore, we can say
that the absence of uniport rules in GCPS’s, as in Definition 2, does not hamper their “expressiveness” with respect to other
purely communicative model of P systems.
Another interesting problem is to investigate how an interaction rule may be simulated by its restricted variants. Such a
study may lead to a formulation of sufficient conditions on combination of indices of rules (a, i → k; b, j → l) of the system
which will guarantee that the system may be realized using some restricted variant of GCPS. Moreover, a system satisfying
sufficient conditions of several restrictionsmay be automatically rewritten in terms of any corresponding restricted variants.
In the remaining part of the sectionwe consider different types of restrictions and investigate conditions that they impose
on the set of rules in order to simulate a general interaction rule by some restricted variants. We show necessary conditions
that a GCPS systemmust satisfy in order to be implemented only by rules of a restricted type.We also show that the systems
from the previous sections may be automatically translated in any of the considered restricted variants.
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Fig. 8. Graphical representation of conditional uniport-1 rules (left), conditional uniport-2 rules (center), and uniport rules (right).
Fig. 9. Simulation of an interaction rule by conditional uniport.
6.1. Conditional uniport
In this section we consider systems that use conditional uniport of both types (restrictions 1 and 2 from above), i.e., there
are interaction rules where either i = j = k 6= l or i = k = l 6= j, together with uniport rules. We shall depict graphically such
rules as shown in Fig. 8 (two variants of rule (A, i → k; B, j → l) where i = j = k = 2 and where i = k = l = 1 are depicted
as well as uniport rules of the form (A, i → j)). We remark that object A in the first rule has a smaller size and it remains in
the same cell. We use uniport rules only for convenience, in fact, they may be safely replaced by conditional uniport rules
(A, i → j; Ď, i → i) because, in our case, only one object A is involved in such a rule during the computation.
Fig. 9 shows how an interaction rule may be simulated by conditional uniport rules. This construction works only if
cells 1 and 3 are distinct. However, if cells 1 and 3 are identical, then it is enough to eliminate cells 3, 6 and 7 as well as the
corresponding rules.
The main idea of the simulation is the following. Initially, object A is present in cell 1, while object B is in cell 3. At this
moment, object Bmaymove to cell 1. After that object B shall move to cell 5 and on the next step object A shall also bemoved
to this cell. If this is not done, or the order is not preserved, then object B arrives to a trap in cell 6 (or 9) and it will perform
an infinite computation by moving from cell 6 to cell 7 and back (respectively cell 9 and 11). In a similar way, both A and B
will move together to cell 8. Starting from there, object B continues to cell 4, while object A goes to cell 2. Cell 13 is used to
make a delay that insures that A and B arrive in the output nodes simultaneously.
The simulation above does notwork in some cases. In fact, in order to insure that it alwaysworks, the following conditions
need to be satisfied:
If there are 2 rules r = (a, i → k; b, j → l) and r′ = (a′, i′ → k′; b, j′ → l′) then the following relations shall not hold (we
omit symmetrical versions):
i = i′ and b = a′
i = j′ and b = b′.
We remark that a rule r = (a, i → k; b, j → l) is symmetrical to rule r = (b, j → l; a, i → k) and both of them represent the
same interaction.
In words, the relations above interdict the possibility to share cell i (cell 1 on Fig. 9) among two rules one of themmoving
object b (object B on Fig. 9) to cell 1, and the other one using same object b in order to bring some other object b′ to cell 1. If
the relation above is satisfied, object bmay go to cell 6 and enter in an infinite loop.
Hence, any minimal interaction P system satisfying above restrictions on interaction rules ((a, i → k; b, j → l)) may be
automatically translated in a system which uses only conditional uniport, i.e., rules having the restriction i = j = k 6= l or
i = k = l 6= j.
It is easy to check that the system computing n2 (Fig. 4) and the system simulating a register machine (Fig. 7) satisfy the
aforementioned conditions. Hence, they can be automatically rewritten into a system using only conditional uniport rules.
6.2. Symport of weight 2 and uniport
In this section we consider systems that use symport rules of weight 2 (restriction 3) and uniport rules.
180 S. Verlan et al. / Theoretical Computer Science 404 (2008) 170–184
Fig. 10. Graphical representation of symport 2 (left) and uniport (right) rules.
Fig. 11. Simulation of an interaction rule by symport 2 and uniport.
Fig. 12. Graphical representation of antiport 1 (left) and uniport (right) rules.
We shall depict graphically such rules as shown on Fig. 10 (we depict rules (A, i → j; B, i → j) and (A, i → j) where i = 1
and j = 2).
Fig. 11 shows how an interaction rule may be simulated by such rules. This construction works only if cells 1 and 3 are
distinct. However, if cells 1 and 3 are identical, then it is enough to eliminate cell 3.
Initially object B moves to cell 1. After that, both A and B move together to cell 5, and after that continue to the
corresponding output cells.
The simulation above does notwork in some cases. In fact, in order to insure that it alwaysworks, the following conditions
need to be satisfied:
If there is a rule r = (a, i → k; b, j → l) and i 6= j then for any rule r′ = (a′, i′ → k′; b, j′ → l′) the following conditionmust
not hold:
(b′ = b or a′ = b) and (i = i′ or j = j′ or j = i′ or j = j′).
This condition ensures that object b may be safely moved to cell 1, thus reducing the problem to the case when i = j.
Moreover, the first parenthesis insures that object bmay be differentiated from object a in cell 5.
It is easy to check that the system computing n2 (Fig. 4) and the system simulating a register machine (Fig. 7) satisfy
the aforementioned conditions. Hence, they can be automatically rewritten into a system using only symport 2 and uniport
rules.
6.3. Antiport of weight 1 and uniport
In this section we consider systems that use antiport of weight 1 (restriction 4) and uniport rules.
We shall depict graphically such rules as shown on Fig. 12 (we depict rules (A, i → j; B, j → i) and (A, i → j) where i = 1
and j = 2.
Fig. 13 shows how an interaction rule may be simulated by such rules.
The main idea of this simulation is the following. Initially objects A and B are exchanged. After that they are moved to
cells 6 and 5 respectively. After that, objects A and B are exchanged again. This second exchange insures that only one A, B
pair is involved. If it does not happen, then either A or B are trapped in an infinite computation in cells 9 and 10 (respectively 7
and 8). Finally, A and B go to the corresponding output nodes.
The simulation above does notwork in some cases. In fact, in order to insure that it alwaysworks, the following conditions
need to be satisfied:
• i 6= j, i 6= l, j 6= k.
• If there is a rule r = (a, i → k; b, j → l) then theremust not exist both rules (b, i → k′; Ď, 0 → 0) and (a, j → l′; Ď, 0 → 0).
• If there is a rule r = (a, i → k; b, j → l) then for any three rules r′, r′′, r′′′, where r′ = (a′, i′ → k′; b′, j′ → l′), r′′ =
(a′′, i′′ → k′′; b′′, j′′ → l′′) and r′′′ = (a′′′, i′′′ → k′′′; b′′′, j′′′ → l′′′) the following conditionsmust not hold (symmetrical cases
are not presented):
i = i′, j = i′′, k′ = i′′′, k′′ = j′′′, a = a′, b = a′′, a′ = a′′′, a′′ = b′′′.
The last condition is better represented by Fig. 14. In fact the situation depicted on that figure must not occur. Otherwise,
the system behaves incorrectly if objects A, B, C and D are placed in cells 1, 2, 5 and 6 respectively. If this is the case, then the
above objects may move to cells 11, 12, 7 and 8 respectively, while during the correct evolution they shall move to cells 2,
4, 5 and 6 respectively.
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Fig. 13. Simulation of an interaction rule by antiport 1 and uniport.
Fig. 14. The condition for antiport 1 simulation.
It is easy to check that the system computing n2 (Fig. 4) and the system simulating a register machine (Fig. 7) satisfy
the aforementioned conditions. Hence, they can be automatically rewritten into a system using only antiport 1 and uniport
rules.
7. Bounded degree of interaction
In this sectionwe consider another type of restriction for GCPS’s that concerns the number of different interactionswhich
can possibly take place between two cells.
Definition 8. LetΠ = (O, E,w1, . . . ,wn, R, io) be a GCPS of degree n ≥ 1. For every 0 ≤ i, j ≤ n, the input degree of interaction
for i, j, denoted by id(i, j), is the cardinality of the set {r ∈ R | input(R) = {i, j}}; the output degree of interaction for i, j, denoted
by od(i, j), is the cardinality of the set {r ∈ R | output(R) = {i, j}}. GCPSΠ is said to have input degree of interaction x ≥ 0 and
output degree of interaction y ≥ 0 if, x = max{id(i, j) | for all 1 ≤ i, j ≤ n}, and y = max{od(i, j) | for all 1 ≤ i, j ≤ n}.
Thus, for every pair of indexes i, j, id(i, j) denotes the number of rules that use cell i and cell j as input cells, whereas od(i, j)
denotes the number of rules that use cell i and cell j as output cells. Specifically, input degree of interaction and output
degree of interaction are proposed to capture the idea of a GCPS as a network of “independent functional units” joined in
correspondence of their input/output cells. On one hand, we see rules sharing the same input cells as defining a “functional
unit” where those two cells specialize in processing only those specific inputs. On the other hand, we see rules sharing the
same output cells as defining how those two cells specialize in receiving those specific output. Therefore, in a GCPS with
input degree 1 and output degree 1, every pair of cells is specialized inmoving two specific objects to the output cells, which
can receive object only from these two cells (i.e., the number of interaction rules is “locally bounded” by 1).
Lemma 9. For every register machineM, there exists a GCPS Π with input degree of interaction 1, output degree of interaction 1
and such that N(Π ) = N(M).
Proof. The idea of the proof is to simulate a register machine by constructing a different block of cells for each instruction
present in that register machine; cells in these blocks are specialized to simulate one single instruction in the machine. The
control flow associated with an execution of the machine (i.e. the passage from a state to another one) is then provided
by the way these independent blocks are connected rather than by a number of cells which contain all the rules necessary
to simulate every instruction as in the proof of Theorem 6. In this way, we are able to obtain a GCPS with input degree of
interaction 1 and output degree of interaction 1. Since we are not constrained by the fact of making the system compatible
with different restrictions from Section 6, we will be able to simplify the implementation of+B|A and−R|s macros.
Let M = (Q, R, q0, qf , P) be a register machine. We associate to every state p ∈ Q , p 6= qf , a unique value αp > 0 which is
used to label the cell remembering that the current state of the machine is state p. We also adopt the convention of using ip
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Fig. 15. The block simulating an instruction (p, Ai+, q, s); it becomes active when an object $ appears inside cell αp .
Fig. 16. The macro simulating an instruction (p, A−, q, s); it becomes active when an object $ appears inside cell αp .
to denote the i-th cell involved in the simulation of the instruction that starts from state p. Moreover, we use βi, 1 ≤ i ≤ k
to denote the cell that stores the values of the i-th register of the machine.
For every state p 6= qf with (p, Ai+, q, s) ∈ P, similarly to Section 4, we consider a macro+Ai|$ such that, when an object $
appears in cell αp, that object $ is moved to cell 1p and the number of objects $ in cell βi is increased by 1. After that we use
either the rule ($, 1p → αq; $, 2p → 2p) or the rule ($, 1p → αs; $, 3p → 3p) to complete the simulation of the instruction
by moving an object $ either to cell αq (i.e. the new state of the machine becomes q) or to cell αs (i.e. the new state of the
machine becomes s). This block, simulating instruction (p, Ai+, q, s), is represented in Fig. 15.
In this case, the macro+Ai|$ can be implemented by simply using a rule ($,αp → 1p; $, 0 → βi).
For every state p 6= qf with (p, Ai−, q, s) ∈ P, we instead consider a macro −Ai|$ such that, when an object $ appears in
cell αp, if cell βi contains at least one object $ , then one of them is removed from cell βi and object $ is moved to cell αq;
otherwise, the content of cell βi is not modified and object $ is moved to cell αs (see Fig. 16).
This macro is implemented by using the rules:
1. ($,αp → 2p; $, 1p → 3p) 2.($, 3p → 4p; $, 3p → 3p) 3. ($, 2p → 5p; $,βi → 0)
4. ($, 4p → 1p; $, 5p → αq) 5.($, 4p → 1p; $, 2p → αs).
These rules implements the desired behaviour in the following way. We suppose to have an object $ already present in cell
1p. When another object $ appears in cell αp, rule 1 is applied which move one object $ in cell 2p and the other one in cell
3p. Next, if cell βi contains at least one occurrence of $ , rule 3 is applied which moves one object $ from cell 2p to cell 5p
by removing one object $ from cell βi; otherwise, that object $ remains in cell 2p. At the same time, in both cases, rule 2 is
applied which moves the other object $ to cell 4p. Then, this object $ is moved from cell 4p back to cell 1p, whereas the other
object, depending on its position (i.e., depending onwhether the value of register Ai was decremented by 1 or not), is moved
to either cell αq or cell αs by applying either rule 4 or rule 5.
Therefore, it is clear that there exists a GCPS Π such that N(Π ) = N(M) and this can be derived from the rules given
above in such a way to have input degree of interaction 1 and output degree of interaction 1. In particular, we have initially
to place an object $ inside cell αq0 and, for all p 6= qf with (p, A−, q, s) ∈ R, an object $ inside cell 1p and an object $ inside
cell 3p. 
Thus, with respect to Theorem 6, the simulation of register machines is achieved here by an unbounded number of cells: in
order to bound input and output degree of interaction, we have to consider a different “block” of cells for every instruction
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present in the register machine. Specifically, we use 1 cell for every state, 1 cell for every register, 3 cells for every
incrementing instruction, and 5 cells for every decrementing instruction. However, the alphabet E contains only the symbol
$. Hence, if we denote by kNGCPSn(x/y) the family of sets of natural numbers generated by GCPS’s of degree at most n ≥ 1
(this is replaced by ∗when n is not bounded), having at most k ≥ 1 objects in the alphabet, with input degree of interaction
at most x ≥ 0 and output degree of interaction at most y ≥ 0, then we have the following characterization of NRE.
Theorem 10. kNGCPS∗(x/y) = NRE, for all k ≥ 1, x, y ≥ 1.
8. Conclusions
In this paper a general class of tissue-like P systems, called “generalized communicating P systems” or GCPS’s, for short,
is introduced. This model relies on blocks of four cells where two objects synchronously move across components. Pairs of
objects from input cells are moved into output cells. This model generalizes all pure communicating P systems previously
introduced and studied. It is proved that this model, although with these very simple rules, is computationally complete: it
can generate all recursively enumerable sets of natural numbers. It is also shown that completeness is achievable by using
a minimal interaction between blocks, i.e. every pair of cells is the input or output for at most one block.
Our approach is closer to minimal symport/antiport [17] as it reports completeness for systems with a “minimal”
cooperation in the communication rules: activators consists of one single object, and rules involve at most two objects.
Conditional uniport P systemshave been introduced and studied in [20],whereas this paper provides amodel that represents
a natural generalization of them. In this respect, future research may be dedicated to the study of the computational power
of systemswhich use only one (or a combination of some) of the communication rules presented inDefinition 7; for instance,
similar to what has been done for symport/antiport [17], one may formulate the problem of finding the mininimal number
of cells necessary to achieve computational completeness for other types of communication rules. Also, as pointed out in
Remark 2, different semantics can be considered and the way they affect the computing power of the system involved has
to be investigated.
We also studied how themodel introduced in this papermay be simulated bymore particular communication primitives,
including symport, antiport and conditional uniport systems, which use particular variants of interaction rules defined by
the GCPS model. The results obtained in our approach can be used to automatically translate a GCPS system into a P system
with minimal symport, minimal antiport or conditional uniport rules. In particular the system simulating an arbitrary non-
deterministic register machine may be automatically translated in any of minimal symport, antiport or conditional uniport
P systems.
In addition to the completeness result, the paper introduces a set of “functional blocks” of cells with a certain
behaviour — incrementing/decrementing the number of symbol objects when a specific signal object occurs in the block.
These constructions are useful in order to simplify the proofs of our results, but they might be also considered as
primitive components that (maybe with some restrictions or additional changes) are combined to produce more powerful
mechanisms. This proposal is particularly relevant for certain applications of P systems where local interactions are
considered in order to achieve a specific general goal of a system— see for instance self-assembly problems studied by [5,6].
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