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This paper examines the estimation of an indirect signal embedded in white noise on
vector bundles. It is found that the sharp asymptotic minimax bound is determined by
the degree to which the indirect signal is embedded in the linear operator. Thus when the
linear operator has polynomial decay, recovery of the signal is polynomial where the exact
minimax constant and rate are determined. Adaptive sharp estimation is carried out using
a blockwise shrinkage estimator. Application to the spherical deconvolution problem for
the polynomially bounded case is made.
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1. Introduction
This paper examines sharp minimax estimation of an indirect signal embedded in white noise on a vector bundle and
hence on the underlying manifold. In Euclidean space, this problem is approached through the square integrable minimax
theory. The direct homoscedastic case is examined, for example, in Pinsker [1], Ibragimov and Hasminsky [2] and Belister
and Levit [3], while the indirect heteroscedastic case is examined, for example, in Cavalier, Golubev, Picard and Tsybakov [4]
and Cavalier and Tsybakov [5]. The idea is to approach the problem as a constrained optimization problemwhereby the exact
asymptotic minimax bound can be obtained by solving boundary conditions. In Klemelä [6] and Efromovich[7], this theory
is extended to the spherical and manifold cases for the direct situation, while in Koo and Kim [8], this theory is extended to
the indirect spherical case. What sets apart the indirect spherical case from the Euclidean case is that the eigenspaces (with
respect to the Laplacian) of the former grows in dimension, while in the latter, they are all one dimensional. Consequently,
no other properties, other than the exact decay conditions of the operator associated with the inverse problem along with
knowledge of the corresponding eigenvalue, has to be specified for the Euclidean case. In the spherical case, due to the
growing dimensionality of each eigenspace, one must impose an additional invariance condition on the operator associated
with the spherical inverse problem. Consequently, one must use operator properties to characterize the nature of the
asymptotic minimax results along with knowledge of the eigenvalues, which has been done in [8].
The indirect vector bundle case has eigenspace decomposition analogous to the spherical case, and so, an assumption of
eigenspace invariance of the operator of the inverse problem must be specified here as well. The difficulty in this more
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general setting however, is that the eigenvalues are in general unknown, which is essential for the calculation of the
asymptoticminimaxbound. For this, one needs exact asymptotic properties of eigenvalues on vector bundleswhich provides
the novelty for this class of inverse problems. In fact some new results with respect to the latter are found in this paper and,
through this, we can obtain results where a polynomially bounded class of inverse problems leads to sharp polynomial
convergence on vector bundles similar to the Euclidean case, see [5]. Other related works include that of Hendriks[9],
Rooij and Ruymgaart [10], Ruymgaart [11], Mair and Ruymgaart [12], Healy, Hendriks and Kim [13], Kim and Koo [14–16],
Goldenshluger [17], Marinucci and Piccioni [18], Angers and Kim [19], and Bissantz, Hohage, Munk and Ruymgaart [20].
An application of the results of this paper is the spherical deconvolution problem. This problem is first discussed in [10]
and subsequently solved in [13]. Refinements have been made in [14], and Kim, Koo and Park [21]. In [14], minimax rates
of convergence are established for polynomially bounded as well as exponentially bounded classes, while in [21], sharp
minimax bounds are established for the exponentially bounded case only, primarily through the property that the bias
dominates the variance for this particular class. The results of this paper finally allow one to establish sharp minimax
bounds for the polynomially bounded class, alongwith adaptive estimation. The relevance of spherical deconvolution has far
reaching implications in the physical sciences. It has particular relevance to medical imaging with respect to: SPECT (single
photon emission computed tomography), see Gullberg, Christian, Zeng, Datz andMorgan [22], and Parra [23]; and, diffusion
MRI (magnetic resonance imaging), see Janssons and Alexander [24], and Tournier, Calamante, Gadian, and Connelly [25].
This technique is also used in crystallography with particular attention to microstructure texture analysis, see Langelaan,
Delanney, Verpoest and Van Houtte [26].
A growing interest in function estimation over manifolds in the learning theory literature is also prevalent. Some of the
papers that have direct relevance to this paper are Cucker and Smale [27], Smale and Zhou [28], and Belkin and Niyogi
[29], see also the references cited therein. In computer vision, vector bundles play a role in visualization, see Butler and
Pendley [30], and Butler and Bryson [31]. Consequently the methods of this paper have broad applicability.
We now summarize this paper. In Section 2 we will lay down the notation as well as some background. Furthermore, we
state a result on the asymptotic properties of sums of powers of eigenvalues. This result could not be found in the literature,
hence we detail the proof in Section 5. In Section 3, we will present results on sharp minimax bounds consisting of constant
and rate, and sharp adaptive estimators. In Section 4, we discuss the spherical deconvolution problem for the polynomially
bounded case. Proofs to the main results are collected in Section 6.
In the following we will make use of the following asymptotic notation. For two real sequences {an} and {bn}, if there is
some constant 0 < c <∞ such that |an| ≤ c|bn|, as n→∞, we will use the standard Landau ‘big oh’ notation, an = O(bn),
as n→∞, or, the Vinogradov notation, an  bn, as n→∞. The ‘little oh’ notation an = o(bn) will mean |an/bn| → 0 as
n→∞ and an ∼ bn will mean |an/bn| → 1 as n→∞.
2. Preliminaries
In this section, we will provide a brief overview of vector bundles over a manifold. For the background onmanifolds, one
can consult for example [9] or [19].
2.1. Vector bundles over a manifold
A smooth, meaning infinitely differentiable, vector bundle, (V, pi,M), of rank, rankV (a positive integer), consists of a
total space V, a base spaceM, and a projection pi : V→ M. Here, V andM are differentiable manifolds, pi is a differentiable
map with the property that each fibre Vx := pi−1(x) for x ∈ M, carries the structure of a rankV-dimensional vector space
satisfying a local triviality requirement. That is, for each x ∈ M, there exists a neighborhood U and a diffeomorphism
ψ : pi−1(U) → U × RrankV with the property that for every y ∈ Uψy := ψ |Vy : Vy → {y} × RrankV is a vector space
isomorphism. Such a pair (ψ,U) is called a bundle chart. A cross-section of V is a smooth map s : M→ Vwith pi ◦ s = idM,
where idM is the identitymap onM. The space of cross-sections ofV is denoted byC∞(V) and the space of smooth functions
onM is denoted by C∞(M).
Example 2.1 (Trivial Bundle). The vector bundle, (M×RrankV, pi,M), where pi is the projection onto the first factor, is called
the trivial (product) bundle and in the case where rankV = 1, is referred to as the trivial line bundle.
Example 2.2 (Tangent Bundle). A not necessarily trivial bundle is TM, the disjoint union of the tangent space TpM, p ∈ M,
equipped with the structure of a differentiable manifold. Let pi : TM→ M with pi(w) = p for w ∈ TpM be the projection
onto the base point. The triple (TM, pi,M) is a vector bundle called the tangent bundle ofM. A cross-section of the tangent
bundle TM ofM is called a vector field onM.
Example 2.3 (Co-tangent Bundle). The vector space dual to the tangent space TpM is called the cotangent space ofM at the
point p and denoted by T ∗pM. The vector bundle overM whose fibers are the cotangent spaces ofM is called the cotangent
bundle ofM and denoted by T ∗M. The cross-section of T ∗M is called a 1-form. The cross-section of a q-fold exterior product
bundle ∧p(M) = T ∗M ∧ · · · ∧ T ∗M is called a q-form where ‘∧’ denotes the wedge product.
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The following is a key to identifying the trivial line bundle with C∞(M), the collection of infinitely differentiable
continuous real-valued functions onM. The proof can be found in Husemoller [32] page 12.
Theorem 2.4. Every cross-section s of a trivial product bundle (M × RrankV, pi,M) has the form s(p) = (p, f (p)), where
f : M → RrankV is a map uniquely defined by s. Hence for the trivial line bundleM × R, there is a one-to-one correspondence
between C∞(M× R) and C∞(M).
In this paper wewill bemainly interested inM a compact connected orientable Riemannianmanifold with a Riemannian
structure g : C∞(TM)× C∞(TM)→ R. In general, a Riemannian structure defines an inner product on the tangent space,
hence is associatedwith a bilinear form so that in local coordinates, for each fixed x ∈ M , we can associatewith g a symmetric
matrix (gij) called the metric tensor with dx denoting the volume element induced by the Riemannian structure. We will in
addition assume that the manifold is without boundary, although one could generalize the following arguments to certain
boundary conditions.
A connection on V is a map ∇ : C∞(TM)× C∞(V)→ C∞(V) : (X, s) 7→ ∇X s that is linear in the first component and
satisfies a Leibniz rule in the second component. For V = M this gives ∇X s = X(s) = 〈X, ds〉where 〈·, ·〉 is the dual pairing
between TM and T ∗M. If (·, ·)(x) is an inner product on Vx smooth in x ∈ M then (∇s1,∇s2) is a smooth inner product on
C∞(TM). A connection ∇ on V = TM is called a Levi–Civita connection ofM if (i) ∇ is torsion-free ∇XY − ∇YX = [X, Y ]
where [·, ·] is the Lie bracket defined in local coordinates as [X, Y ] = ∑j,k{ηj∂jζ k − ζ j∂jηk}∂k, X = ∑j ηj∂j, Y = ∑j ζ j∂j
and ∂j denotes the partial derivative with respect to the j-th coordinate, and (ii) ∇ preserves the Riemannian metric
ξ(g(X, Y )) = g(∇ξX, Y ) + g(X,∇ξY ), for X, Y , ξ ∈ C∞(TM). In general, a connection ∇ on V is compatible with an
inner product (·, ·)(x) on Vx smooth in x ∈ M if ξ(s1, s2) = (∇ξ s1, s2)+ (s1,∇ξ s2), for s1, s2 ∈ C∞(V), ξ ∈ C∞(TM).
The fundamental theorem of Riemannian geometry is stated as follows and its proof can be found in most differential
geometry texts. In particular, one can consult Do Carmo [33] page 55.
Theorem 2.5. On each Riemannian manifoldM, there is precisely one Levi–Civita connection.
2.2. Laplacians on vector bundles
Let V be a vector bundle over a Riemannian manifoldM and let (·, ·)(x) be an inner product of Vx smooth in x ∈ M. In
this setting, we define the inner product
(φ, ψ)L2 :=
∫
M
(φ, ψ)(x)dx for φ,ψ ∈ C∞(V)
with norm
‖φ‖2
L2
=
∫
M
(φ, φ)(x)dx (2.1)
where integration overM is defined piecewise using a partition of unity argument. Complete C∞(V) using the norm (2.1),
and denote it byL2(V). As usual,L2(V)may be identified with those measurable cross-sections φ for which the integral in
(2.1) is finite. The inner product and norm extend toL2(V)making it a Hilbert space.
We now go over differential operators of the Laplace type on C∞(V) which are Laplacians on vector bundles with
connections ∇ compatible with a smooth inner product. In local coordinates of a manifold M a Laplace type operator is
given by
D = −(ajk∂j∂k + bj∂j + e)
with ajk, bj, e ∈ C∞(M), (ajk) positive or negative definite and using the Einstein summation convention. Then there exists
a unique Riemannnian metric g(·, ·) onM and a unique E ∈ C∞(M) so that in suitable local coordinates
D = −(g jk∂j∂k − g jkΓ ljk∂j + E)
with (g ij) the inverse of (gij) themetric tensor at x ∈ M andwhereΓ ljk, for j, k, l = 1, . . . , dim M are the Christoffel symbols,
[11], p. 55. Since g jk∂j∂k − g jkΓ ljk∂j = Tr∇2 with the Levi–Civita connection ∇ and ‘Tr’ the trace of the operator, in general
an operator of Laplace type on V is defined as
D(∇, E) = −(Tr∇2 + E)
for a compatible connection ∇ on V and an endomorphism E of V. Some examples are stated below.
Example 2.6 (Bochner). Let the connection ∇ on V be a Riemannian connection, i.e., ∇ is compatible with L2(V):
X(φ1, φ2)L2 = (∇Xφ1, φ2)L2 + (φ1,∇∗Xφ2)L2 where X is a vector field on M and ∇∗ is the adjoint connection of ∇ .
The second order partial differential operator ∆ = ∇∗∇ is called the Bochner Laplacian. One can show that (Petersen
[34, Section 7.3.2]) ∇∗∇ = −Tr∇2 hence the Bochner Laplacian is a particular operator of Laplace type.
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Example 2.7 (Hodge-de Rham). Let ∧p(M) be the exterior p-form bundle on the cotangent bundle of M and consider
C∞(∧p(M)). The operator∆ = dδ+δd = (d+δ)2 is also a particular operator of Laplace type and called theHodge-de Rham
Laplacian, where ‘d’ is the exterior derivative and ‘δ’ is the adjoint operator of d and defined as δ = (−1)dimM(p+1)+1 ? d ?,
where ? is the Hodge star and ‘dim’ refers to the dimension of the object in question. If wewrite∆ in the form∆ = ∆(∇, E),
then ∇ is the Levi–Civita connection and E can be expressed by the curvature of the Levi–Civita connection acting on the
exterior algebra and a Clifford module structure, see Gilkey [35].
Example 2.8 (Beltrami).When p = 0 in Example 2.7, the exterior 0-form bundle is a line bundle andC∞(∧0(M)) = C∞(M).
The Hodge-de Rham Laplacian is equivalent to the Beltrami Laplacian (Jost [36]) and in local coordinates is:
∆ = − 1√|g|
∑
j,k
∂j(g jk
√|g| ∂k),
where |g| is the determinant of the matrix (gij) for a fixed x ∈ M. When vector bundle V is a trivial line bundle, the Bochner
Laplacian is also the Beltrami Laplacian.
2.3. Eigenstructure on vector bundles
We note that all Laplacians (Bochner, Hodge-de Rham and Beltrami) in the above examples are non-negative self-
adjoint second order elliptic differential operators on C∞(V). It is well known that for a non-negative self-adjoint second
order elliptic differential operator on C∞(V), hence for all Laplacians (Bochner, Hodge-de Rham and Beltrami), there are
eigensections φ of the operator ∆ so that ∆φ = λφ, hence forming a complete orthonormal basis {φ} for L2(V) with
φ ∈ C∞(V). The eigenvalues have finite multiplicity and may be enumerated as a discrete set with no upper bound. This
means each associated eigenspace is finite dimensional, and L2(V) is the direct sum of all the eigenspaces. The collection
{φ, λ} is called a discrete spectral resolution.
Let λ be an eigenvalue of ∆. The collection of all eigenvalues for a given vector bundle V over M is countably infinite,
hence letting N0 = {0, 1, 2, . . .}, we can enumerate the eigenvalues by λk ≥ 0, k ∈ N0 with no upper bound. Furthermore,
we will use the convention that λ0 = 0 and that λk ≤ λk+1 for k ∈ N0. For each k, let φkj be an eigensection so that
∆φkj = λkφkj and define the eigenspace Ek = sp{φkj : ∆φkj = λkφkj}, k ∈ N0, where ‘sp’ denotes the span of the vectors in
question. Consequently, Ek is a finite dimensional vector space for each k ∈ N0 and by orthogonality, dim Ek < ∞ will be
the number of linearly independent eigensections of∆ corresponding to the eigenvalue λk, k ∈ N0.
We will use the convention λk, k ∈ N0 to denote the single eigenvalue corresponding to the eigenspace Ek, k ∈ N0 and
λ˜j, j ∈ N0, the eigenvalues with their multiplicities. Thus, λ0 = λ˜0 = 0, while λ1 = λ˜1 = · · · = λ˜dim E1 , and so on.
For the general case of a vector bundle over amanifold, we have the following result whose proof we could not find in the
literature. Since this will be needed later and may be of independent interest, we state the following and include a formal
proof in Section 5.
We define the following as Weyl’s constant, associated with asymptotic calculations of Hermann Weyl,
w0 = volB
dimM
(2pi)dimM
, (2.2)
where BdimM ⊂ RdimM denotes the dimM-dimensional unit ball and ‘vol’ denotes the volume of the object in question.
Theorem 2.9. Suppose s ≥ 0. Then∑
0<λk<T
λsk dim Ek ∼ w0 volM rankV
dimM
2s+ dimM T
s+dimM/2,
as T →∞, wherew0 is Weyl’s constant (2.2).
Let φk = (φk1, . . . , φk dim Ek)′ be a dim Ek-dimensional vector of eigensections, where superscript ′ denotes transpose
and let 〈·, ·〉k denote the usual scalar product on Rdim Ek , with ‖ · ‖k the induced norm, k ∈ N0. By orthogonality, we have
the direct sum decomposition L2(V) =⊕∞k=0 Ek. Thus for a smooth cross-section f ∈ L2(V), we define the (real) Fourier
transform on C∞(V) by
θk = (f , φk)L2 =
∫
M
(f , φk)(x)dx,
where again, integration overM is defined piecewise using a partition of unity argument, k ∈ N0, and
(f , φk)L2 = ((f , φk1)L2 , . . . , (f , φk dim Ek)L2)′.
Hence θk is a dim Ek-dimensional real vector. Fourier inversion can then be written
f =
∑
k≥0
〈θk, φk〉k.
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3. Sharp adaptation on vector bundles
In this section, we will assume that Λ : L2(V) → L2(V) is a known invariant linear operator. This will mean that
Λk := Λ|Ek : Ek → Ek is surjective for all k ∈ N0, so that it induces a sequence of non-singular dim Ek × dim Ek matrices
{Λk : k ∈ N0} (3.1)
so that
Λf =
∑
k≥0
〈Λkθk, φk〉k.
Our interest is in cross-sections f that belong to Sobolev type ellipsoidsΘ(a,Q ) ⊂ L2(V), where
Θ(a,Q ) =
{
θk :
∑
k≥0
a2k ‖θk‖2k ≤ Q
}
,
a = {ak ≥ 0 : k ∈ N0} is a real sequence of non-negative real numbers, Q > 0 and ‖ · ‖k is the induced norm on Ek
determined by the inner product 〈·, ·〉k, k ∈ N0. Observe that, for f ∈ L2(V), we have the Plancheral formula
‖f ‖2
L2
=
∫
V
f (x)2dx =
∑
k≥0
‖θk‖2k, (3.2)
where ‖ · ‖2
L2
is used for theL2(V)-norm and ‖ · ‖2k is used for the Ek-norm, k ∈ N0.
Consider the following indirect white noise model
dY (ω) = Λf (ω)dω + εdW (ω), ω ∈ V, (3.3)
where f ∈ Θ(a,Q ) ⊂ L2(V), ε > 0 is the noise level and dW (ω) is Gaussian white noise in V. The latter is defined in the
following way. Consider Borel subsets B, B1, B2 ⊂ M. Then
∫
B dW (ω) is distributed normal with mean 0 and variance vol B.
Furthermore, if B1 ∩ B2 = ∅, then
∫
B1
dW (ω) and
∫
B2
dW (ω) are independent.
The sequence space representation of (3.3) is
yk = Λkθk + εξk, k ∈ N0, (3.4)
where yk =
∫
M φk(ω)dY (ω) is a dim Ek-dimensional vector of observations, Λk is a dim Ek × dim Ek known matrix,
θk =
∫
M(f , φk)(ω)dω is a dim Ek-dimensional vector of parameters and ξk =
∫
M φk(ω)dW (ω) is distributed according
to a dim Ek-dimensional standard multivariate normal random vector, for k ∈ N0. The representation (3.4) is the same as
that of [6] and [7] for the direct case over the line bundle, i.e., whenΛk = Idim Ek , where Im denotes them×m identitymatrix
for somem ≥ 1 and the vector bundle is a line bundle.
We remark that in the Euclidean case (3.4) would be a scalar equation whereas in the general vector bundle case, it is a
vector equation which demonstrates the difference.
3.1. Sharp minimax risk
Consider Hkyk, a linear estimator of θk, where Hk is a dim Ek × dim Ek matrix, for each k ∈ N0. Letting H = {Hk : k ∈ N0},
then the risk is defined by,
Rε(H, θ) =
∞∑
k=0
{
θ ′k
(
Idim Ek − HkΛk
)′ (Idim Ek − HkΛk) θk + ε2TrHkH ′k} ,
where ‘Tr’ denotes the trace of the matrix in question. Define the linear minimax risk by
r`ε (Θ) = infH supθ∈Θ Rε(H, θ)
and the (overall) minimax risk by
rε(Θ) = inf
tˆ
sup
θ∈Θ
∞∑
k=0
E‖tˆk − θk‖2k,
where the infimum is taken over all (linear and non-linear) estimators, tˆ , of θ and ‘E’ denotes the expectation operator.
The novelty of this inverse problem which sets it apart from Euclidean inverse problems comes from the fact that this
class involves properties of the matrix Λk, k ∈ N0. Thus, from looking at the minimax linear risk, one can see that the
determination of the sharp bound is determined by the manner in which
Tr
(
Λ′kΛk
)−1 →∞ as k→∞. (3.5)
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In the setup of (3.3), hence (3.4), the main result of Pinsker applies, see [1], or Theorem 1 in [5]. In particular, suppose√
ν is a solution to
ε2
∞∑
k=0
ak[1−√νak]+Tr
(
Λ′kΛk
)−1 = √νQ , (3.6)
where [x ]+ = max(0, x). If ak ↑ ∞ as k→∞, then the√ν is uniquely defined by
√
ν =
∑
ak<ν−1/2
ak Tr
(
Λ′kΛk
)−1
Qε−2 + ∑
ak<ν−1/2
a2k Tr
(
Λ′kΛk
)−1 .
We have the following result which is directly attributable to Pinsker [1].
Theorem 3.1. Let {ak} be a sequence of non-negative numbers so that ak → ∞, and suppose Λk is invertible for k ∈ {ak <
ν−1/2}. The linear minimax estimator is
H∗k yk = [1−
√
νak]+Λ−1k yk, k ∈ N0
and the linear minimax risk is
r`ε (Θ) = ε2
∞∑
k=0
[1−√νak]+Tr
(
Λ′kΛk
)−1
.
Furthermore, if
max
ak<m
Tr
(
Λ′kΛk
)−1
∑
ak<m
Tr
(
Λ′kΛk
)−1 → 0 as m→∞, (3.7)
then
rε(Θ) = r`ε (Θ)(1+ o(1)) as ε→ 0.
A particular but important example of an inverse problem is deconvolution. In Euclidean deconvolution, Fan [37] noticed
that the difficulty of the estimation problem depends on the rate of decay of the Fourier transform of the convolution kernel,
so that a polynomial decay in the latter leads to a polynomial rate in the estimation. A similar situation occurs in our setup
which follows directly from Theorem 3.1.
In the following we will make use of what we call the Pinsker–Weyl bound,
CPW = CPW(α, β, γ , rankV, dimM, volM)
=
(
2αγ dimM
(2β + dimM)(2α + 2β + dimM)
) 4α
4α+2β+dimM (4α + 2β + dimM
2β + dimM
) 2β+dimM
4α+2β+dimM
× (w0 rankV volM)
4α
4α+2β+dimM (3.8)
where α > dimM/4, β ≥ 0 and γ > 0, in reference to the asymptotic calculations of Pinsker and Weyl.
Theorem 3.2. If ak = λαk for α > dimM/4 and, for γ > 0 and β ≥ 0,
Tr
(
Λ′kΛk
)−1 = γ λβk dim Ek(1+ o(1)) as k→∞, (3.9)
then
rε(Θ) = CPWQ
2β+dimM
4α+2β+dimM ε
8α
4α+2β+dimM
(
1+ o(1)
)
as ε→ 0, where CPW = CPW(α, β, γ , rankV, dimM, volM) is the Pinsker–Weyl bound.
We note that the direct case, Λf = f in (3.3), occurs when β = 0 and γ = 1. Furthermore, by Theorem 2.4 which
identifies line-bundles C∞(M × R) with C∞(M), Theorem 2 of [6] for the sphere and (3.21) of [7] forM, follow as special
cases of Theorem 3.2 and can be stated as the following.
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Corollary 3.3. If ak = λαk for α > dimM/4 and β = 0, γ = 1, then
rε(Θ) = CPW(α, 0, 1, 1, dimM, volM)Q dimM4α+dimM ε 8α4α+dimM
(
1+ o(1)
)
as ε→ 0.
Wewould like to remark that in the case whereM = [0, 1], λk = k2 and rankV = dimM = 1, Theorem 3.2 is similar to
Theorem 2 in [5].
3.2. Sharp adaptive estimation
In this subsection we will examine adaptive estimation of θ = (θk), hence f ∈ Θ(a,Q ), where adaptation is over
unknown (a,Q ).
The manner in which we obtain adaptive estimators for the situation where (3.5) is bounded polynomially according to
(3.9) can be constructed along the lines of Cavalier and Tsybakov [5].
First, define N1 = {∑mj=0 dim Ej : m ∈ N0} and consider a sequence of integers mε ∈ N1 having the property that
mε →∞ as ε→ 0. Let {bj : j ∈ N0} be a sequence of positive real numbers so that b0 = 1, b1 = mε and
bj = bj−1 +
⌊
mε
logmε
(
1+ 1
logmε
)j−1⌋
1
,
for j = 2, 3, . . . ,where for any x ∈ R, we denote by bxc1, the greatest element inN1which is less than or equal to x. Consider
the blocks
Bj =
[
bj−1 + 1, bj
]
, j = 1, . . . , J = min
`
{b` > nε},
where
nε = max
j
∑
k∈N1∩Bj
Tr
(
Λ′kΛk
)−1 ≤ (logmε)3
ε2
.
Now let
cj =
max
k∈N1∩Bj
Tr
(
Λ′kΛk
)−1
∑
k∈N1∩Bj
Tr
(
Λ′kΛk
)−1
for j = 1, . . . , J . Furthermore, let
σ 2j = ε2
∑
k∈N1∩Bj
Tr
(
Λ′kΛk
)−1
,
for j = 1, . . . , J .
Consider a penalized positive part James-Stein (shrinkage) estimator within each block,
θ shk =

1− σ 2j (1+ crj )∑
k∈N1∩Bj
∥∥Λ−1k yk∥∥2k

+
Λ−1k yk if k ∈ N1 ∩ Bj, j = 1, . . . , J,
0 otherwise
where 0 < r < 1/2. By substituting the above as the coefficients in the Fourier expansion, we arrive at the following
(shrinkage) function estimator
f sh(ω) =
∑
k≥0
〈θ shk , φk(ω)〉k, ω ∈ V. (3.10)
We have the following result.
Theorem 3.4. Suppose ak = λαk with α > dimM/4, Q > 0, mε = blog log ε−1c1 and, for γ > 0 and β ≥ 0,
Tr
(
Λ′kΛk
)−1 = γ λβk dim Ek(1+ o(1)) as k→∞.
Then
E
∥∥f sh − f ∥∥2 = CPWQ 2β+dimM4α+2β+dimM ε 8α4α+2β+dimM (1+ o(1)),
as ε→ 0, where CPW = CPW(α, β, γ , rankV, dimM, volM) is the Pinsker–Weyl bound.
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Wehave the following direct manifold case which follows from the above and Theorem 2.4 which identifies line-bundles
C∞(M× R)with C∞(M).
Corollary 3.5. Suppose ak = λαk with α > 1, Q > 0, mε = blog log ε−1c1 and β = 0 so that Λk = Idim Ek , k ∈ N0. Then
E
∥∥f sh − f ∥∥2 = CPW(α, 0, 1, 1, dimM, volM)Q dimM4α+dimM ε 8α4α+dimM (1+ o(1)),
as ε→ 0.
4. Application to spherical deconvolution
The results of this paper can be applied to the spherical deconvolution problem. Although sharp minimax bounds are
known in the exponentially bounded case, see [21], up to now, only rates of convergence are known for the polynomial
bound, see [15]. Using the results of Section 3, we are now able to obtain sharp minimax bounds for the spherical
deconvolution problem under a polynomial bound.
4.1. S2 and SO(3)
The sphere Sp−1 ⊂ Rp is the set of unit vectors in p-dimensional Euclidean space. In the case where p = 3, we note that
any point in S2 can almost surely be represented by
ω = (cosϕ1 sinϕ2, sinϕ1 sinϕ2, cosϕ2)′,
where ϕ1 ∈ [0, 2pi) and ϕ2 ∈ [0, pi).
The orthogonal group O(p) consists of the space of p× p real orthogonal matrices. However, this group is not connected.
The connected component consisting of those real orthogonal matrices having determinant equal to unity, SO(p), is called
the special orthogonal group. Again in the case of p = 3, SO(3) can be represented in the following way. Let
u(ϕ) =
(cosϕ − sinϕ 0
sinϕ cosϕ 0
0 0 1
)
, a(ϕ) =
( cosϕ 0 sinϕ
0 1 0
− sinϕ 0 cosϕ
)
.
The well known Euler angle decomposition says, any element of SO(3), can almost surely be uniquely written as:
g = u(ϕ1)a(ϕ2)u(ϕ3),
where ϕ1, ϕ3 ∈ [0, 2pi) and ϕ2 ∈ [0, pi).
LetV be the trivial line bundles S2×R and SO(3)×R over S2 and SO(3), respectively. Then by Theorem 2.4, there is a one-
to-one correspondence betweenC∞(S2×R) and C∞(S2), as well as betweenC∞(SO(3)×R) and C∞(SO(3)). Consequently,
we can identifyL2(S2 × R)with L2(S2), as well asL2(SO(3)× R)with L2(SO(3)).
As for orthonormal bases, consider the function,
Dkq1q2(ϕ1, ϕ2, ϕ3) = e−iq1ϕ1dkq1q2(cosϕ2)−iq2ϕ3 ,
where dkq1q2 for −k ≤ q1, q2 ≤ k, k ∈ N0 are related to the Jacobi polynomials and can be represented as a real valued
function. The functions Dkq1q2 ,−k ≤ q1, q2 ≤ k, k ∈ N0, are the eigenfunctions of the Beltrami Laplacian on SO(3), hence,{√
2k+ 1Dkq1q2 : −k ≤ q1, q2 ≤ k, k ∈ N0
}
is a complete orthonormal basis for L2(SO(3)), henceL2(SO(3)× R), with respect to the probability Haar measure and are
otherwise known as the rotational harmonics. In addition, if we define a (2k+ 1)× (2k+ 1)matrix by
Dk(s) = (Dkq1q2(s)) , (4.1)
where −k ≤ q1, q2 ≤ k, k ∈ N0 and s ∈ SO(3), then these constitute the collection of inequivalent irreducible
representations of SO(3). Let f ∈ L2(SO(3)). We define the rotational Fourier transform on SO(3) by
fˆ kq1q2 =
∫
SO(3)
f (s)Dkq1q2(s)ds, (4.2)
where again we think of (4.2) as the matrix entries of the (2k+ 1)× (2k+ 1)matrix
fˆ k =
(
fˆ kq1q2
)
, k ∈ N0
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and ds is the probability Haar measure on SO(3). The rotational inversion can be obtained by,
f (s) =
∑
k≥0
k∑
q1,q2=−k
(2k+ 1)fˆ kq1q2Dkq2q1(s−1) for s ∈ SO(3) (4.3)
for s ∈ SO(3).
Spherical Fourier analysis, in complex coordinates, also has similar results. Indeed, let
Y kq (ω) = Y kq (ϕ1, ϕ2) = (−1)q
√
(2k+ 1)(k− q)!
4pi(k+ q)! P
k
q (cosϕ2)e
iqϕ1 , (4.4)
where ϕ1 ∈ [0, 2pi), ϕ2 ∈ [0, pi),−k ≤ q ≤ k, k ∈ N0 and Pkq are the Legendre functions. In this situation
{Y kq : −k ≤ q ≤ k, k ∈ N0}
forms a complete (complex) orthonormal basis over L2(S2), henceL(S2×R), with respect to the spherical uniformmeasure.
We can similarly think of the latter as the vector entries to the (2k+ 1)-vector
Y k(ω) = (Y kq (ω)) , k ∈ N0.
Let f ∈ L2(S2). We define the spherical Fourier transform on S2 by
fˆ kq =
∫
S2
f (ω)Y kq (ω)dω,
where dω is the spherical uniformmeasure on S2 and overbar denotes complex conjugation. Againwe can think of the latter
as the vector entries of the (2k+ 1)-vector
fˆ k =
(
fˆ kq
)
, k ∈ N0.
The spherical inversion can be obtained by,
f (ω) =
∑
k≥0
k∑
q=−k
fˆ kq Y
k
q (ω) for ω ∈ S2.
The way the rotational and spherical harmonics are presented in (4.1) and (4.4), respectively, uses complex bases. We
can convert the problem into a real basis by defining the (2k+ 1)× (2k+ 1) complex matrix
Uk = 1√
2

i 0 · · · 0 · · · 0 −i(−1)k
0 i · · · 0 · · · −i(−1)k−1 0
...
...
. . .
...
. . .
...
...
0 0 · · · √2 · · · 0 0
...
...
. . .
...
. . .
...
...
0 1 · · · 0 · · · (−1)k−1 0
1 0 · · · 0 · · · 0 (−1)k

(4.5)
for k ∈ N0. Notice that (4.5) is a unitary matrix, UkU∗k = U∗k Uk = I2k+1, where superscript * denotes conjugate transpose and
Iν stands for the ν × ν identity matrix. Define
φk = UkY k and Fk = UkDkU∗k (4.6)
for k ∈ N0. One can see that the (2k+ 1)-vector φk is real and that the (2k+ 1)× (2k+ 1)matrix Fk is also real, and because
they are derived from a unitary transformation, they form real orthogonal bases for L2(S2) and L2(SO(3)), respectively.
4.2. Sharp adaptation for spherical deconvolution
Let f ∈ L2(S2) and h ∈ L2(SO(3)) be real valued functions. Define the convolution,
h ∗ f (ω) =
∫
SO(3)
h(s)f (s−1ω)ds for ω ∈ S2. (4.7)
Define the following with respect to the real basis (4.6),
θk =
∫
S2
f (ω)φk(ω)dω and Λk =
∫
SO(3)
h(s)Fk(s)ds.
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We have the following convolution property
Fk(̂h ∗ f )k = Λk θk, for k ∈ N0, (4.8)
see Lemma 2.1 in [13].
Define the operatorΛ : L2(S2)→ L2(S2) by
Λf = h ∗ f ,
and
Θ(α,Q ) =
{
f ∈ L2(S2) :
∞∑
k=1
(k(k+ 1))2α‖θk‖2k ≤ Q
}
,
where α > 1/2.
The indirect white noise model (3.3) would be
dY (ω) = h ∗ f (ω)dω + εdW (ω), ω ∈ S2, (4.9)
where f ∈ Θ(α,Q ), h ∈ L2(SO(3)), ε > 0 is the noise level and dW (ω) is Gaussian white noise in S2. The sequence space
representation of (4.9) is
yk = Λkθk + εξk, k ∈ N0. (4.10)
Applying Theorem 3.2, to the particular case where
Tr
(
Λ′kΛk
)−1 = γ (k(k+ 1))β (2k+ 1)(1+ o(1)),
results in
rε(Θ) = CPW(α, β, γ , 1, 2, 4pi)Q (β+1)/(2α+β+1)ε4α/(2α+β+1)
(
1+ o(1)
)
,
as ε→ 0, where α ≥ 1/2, β ≥ 0, γ > 0 and
CPW(α, β, 1, γ , 2, 4pi) =
(
αγ
(β + 1)(α + β + 1)
) 2α
2α+β+1 (2α + β + 1
β + 1
) β+1
2α+β+1
. (4.11)
Notice that the Weyl constantw0 = (4pi)−1 for S2.
A particular example of a polynomially bounded operator would be convolution with the rotational Laplace distribution
as defined in [13]. In particular, the rotational Fourier transform of the latter is,
Λk = (1+ σ 2k(k+ 1))−1I2k+1, k ∈ N0.
Consequently,
Tr
(
Λ′kΛk
)−1 = σ 4 (k(k+ 1))2 (2k+ 1)(1+ o(1)),
as k→∞, so that β = 2 and γ = σ 4.
In the spherical deconvolution problem, [15], minimax rates of convergence are known. In [21], sharp convergence
(i.e., constant and rate) is obtained for exponentially bounded class of problems. The latter is particularly easy since the
bias dominates the risk. In the polynomial case however, one must balance the variance and the bias simultaneously, which
make computing the sharp bound more difficult. Following the above results, sharp bounds can now be obtained for the
polynomially bounded spherical deconvolution problem. In particular, taking ε = n−1/2, where n is the sample size, the
sharp minimax bound would be
CPW(α, β, γ , 1, 2, 4pi)Q (β+1)/(2α+β+1)n−2α/(2α+β+1), (4.12)
as n→∞, where β ≥ 0 and α > 1/2. This can be established by using the recent results of Reiß [38].
In terms of adaptive estimation, one can construct the estimator (3.10), and by Theorem 3.4, we can attain the above
(4.12) sharp minimax risk.
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5. Sums of powers of eigenvalues
As stated in Section 2.3, we could not find a result in the literature that would lead to a result similar to Theorem 2.9,
hence we will prove it here. Our method follows along similar lines of that presented in Shubin [39] and [9].
LetN(T ) be the number of eigenvalues (countedwithmultiplicity) less than T , rankV = m, and∆ the Laplacian (Bochner,
Hodge-de Rham, or, Beltrami, depending on V) on C∞(V). The generalized zeta function, see [35], is defined by
ζ (s,∆) := TrL2(∆−s)
=
∑
λk>0
λ−sk dim Ek
=
∫
M
Tr(K(s, x, x,∆))dx,
where s ∈ C, K(s, x, x,∆) = ∑k λ−sk φk(x) ⊗ φ∗k (x) ∈ Hom(Vx,Vx) is the kernel of ∆−s and ‘Tr’ denotes the trace of an
operator in the generalized sense. This is well defined for large values of Re(s) > 0 and has a meromorphic extension to C
with isolated simple poles. The first pole of ζ occurs at s = dimM/2 with residue a0(∆)Γ (dimM/2)−1 by Lemma 1.12.1 in
Gilkey [40], where Γ (·) is the gamma function,
a0(∆) = (4pi)− dimM/2
∫
M
Tr{Id}dx
= (4pi)− dimM/2m volM,
and Id ∈ C∞(End(V)) is the identity transformation on each fiber in V [35, Theorem 3.3.1].
Expressing ζ (s,∆) in terms of N(T ) in the form of a Stieltjes integral
ζ (s,∆) =
∫ ∞
0
T−sdN(T ).
It converges for Re(s) > dimM/2 and the function
ζ (s,∆)− a0(∆)
Γ (dimM/2)(s− dimM/2)
can be extended by continuity to the closed half-plane Re(s) ≥ dimM/2.
By the Tauberian Theorem of Ikehara [39, §14], as T →∞, we have
N(T ) ∼ a0(∆)
Γ (1+ dimM/2) T
dimM/2
= w0 volMmT dimM/2. (5.1)
Remark 5.1. For the manifold case, according to Weyl’s asymptotic formula
N(T ) = w0 volMT dimM/2 + O(T (dimM−1)/2) as T →∞,
see Duistermaat and Guillemin [41]. Hence the manifold case corresponds to the line bundle case since rank(V) = 1. Thus
let
µj =
(
j
w0volM
)2/ dimM
, j ∈ N0.
Then
λ˜j ∼ µj as j→∞,
see Chavel [42, page 9].
Let C(x, T ) be defined by
e(x, x, T ) =
∑
0<λk<T
|φk(x)|2 = C(x, T )w0T dimM2 .
By the definition of K(s, x, x,∆) =∑k λ−sk φk(x)⊗ φ∗k (x) ∈ Hom(Vx,Vx), we have
Tr(K(s, x, x,∆)) =
∫ ∞
0
T−sde(x, x, T ),
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and that it converges for Re(s) > dimM/2. Consequently, the function
Tr(K(s, x, x,∆))− Tr e0(x,∆)
Γ (dimM/2)(s− dimM/2)
can be extended by continuity to the closed half-plane Re(s) ≥ dimM/2, where e0(x,∆) = (4pi)− dimM/2 Id [35, Lemma
1.7.7].
Once again, by the Tauberian Theorem of Ikehara, see (5.1), as T →∞, we have
e(x, x, T ) ∼ dimM
(4pi)dimM/2 Γ (1+ dimM/2)T
dimM/2
= dimMw0T dim /2.
Hence
lim
T→∞ C(x, T ) = m. (5.2)
Remark 5.2. For the manifold case, Minakshisundaram and Pleijel [43] show that limT→∞ C(x, T ) = 1, and even sharper
Hörmander [44, page 194] and Duistermaat and Guillemin [41, (2.25)] show that supx∈M |C(x, T ) − 1| = O(T−1/2). Once
again this shows that the manifold case corresponds to the line bundle case.
5.1. Proof of Theorem 2.9
Consider the function
Y (x, s, T ) =
∑
0<λk<T
|φk(x)|2λsk.
Let  > 0. Choose T such that for T > T and x ∈ V, one has |C(x, T ) − m| < . Let p = #{λk : 0 < λk < T}
(not counted with multiplicity). Since M is closed and limT→∞ C(x, T ) = m, the function C(x, T ) is bounded, i.e., there
exists a positive number M > 0 such that C(x, T ) < M for all x ∈ V and T ∈ (0,∞). Choose T such that T > T and
(M T s+2/ dimM )/T s+dimM/2 < .
Let l(i), i = 1, . . . ,N , be a strictly increasing enumeration of the set {T } ∪ {λk : 0 < λk < T }. Let A(1) = 0 and
A(i) =∑0<λk<l(i) |φk(x)|2, i = 2, . . . ,N . Let t(i), i = 1, . . . ,N − 1, be such that l(i) < t(i) < l(i+ 1) and that
l(i)s − l(i+ 1)s
l(i)s+dimM/2 − l(i+ 1)s+dimM/2 =
2s
2s+ dimM t(i)
− dimM/2. (5.3)
Then we can show
Y (x, s, T ) =
∑
0<λk<T
|φk(x)|2λsk
=
p∑
i=1
C(x, t(i))w0
2s
2s+ dimM (l(i)
s+dimM/2 − l(i+ 1)s+dimM/2)
+
N−1∑
i=p+1
C(x, t(i))w0
2s
2s+ dimM (l(i)
s+dimM/2 − l(i+ 1)s+dimM/2)+ C(x, T )w0T s+dimM/2.
Since l(i) is increasing, in the above summation when s ≥ 0 the first term following the last equality satisfies
Mw0(2s/(2s+ dimM))m(l(1)s+dimM/2 − l(p+ 1)s+dimM/2)
≤
p∑
i=1
C(x, t(i))w0(2s/(2s+ dimM))(l(i)s+dimM/2 − l(i+ 1)s+dimM/2)
≤ 0,
the second term satisfies
(1+ )w0(2s/(2s+ dimM))m(l(p+ 1)s+dimM/2 − T s+dimM/2)
≤
n−1∑
i=p+1
C(x, t(i))w0 2s/(2s+ dimM) · (l(i)s+dimM/2 − l(i+ 1)s+dimM/2)
≤ (1− )w0(2s/(2s+ dimM))m(l(p+ 1)s+dimM/2 − T s+dimM/2).
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Hence
−((6s+ dimM)/ dimM)m ≤ |Y (x, s, T )− w0(dimM/(2s+ dimM))mT
s+dimM/2|
w0(dimM/(2s+ dimM))mT s+dimM/2
≤ ((4M + 2)s/(M dimM)+ 1)m 
consequently we have∑
0<λk<T
|φk(x)|2 λsk = Y (x, s, T ) ∼ w0
dimM
2s+ dimMmT
s+dimM/2
as T →∞. Now integrate both sides overM and we get what is required.
Remark 5.3. In regard to Theorem 2.9, we note that for the manifold case (5.1) occurs when s = 0 is well known. As far as
we are aware and again for the manifold case only, results corresponding to s = 1, 2 are the only other cases known, see
Kröger [45]. The general case of s ≥ 0 could not be found in the literature.
6. Proofs for Section 3
Start with the sequence model (3.4) and consider:
Λ′kyk = Λ′kΛkθk + εΛ′kξk, (6.1)
where ξk ∼ Ndim Ek(0, Idim Ek). SinceΛ′kΛk, k ∈ N0 is symmetric, take a spectral decomposition
Λ′kΛk = UkDkU ′k,
where Dk is a diagonal matrix for k ∈ N0, and UkU ′k = U ′kUk = Idim Ek , k ∈ N0. The transformed sequence model becomes
zk = dkϑk + εζk, (6.2)
where zk = D−1/2k U ′kΛ′kyk, ϑk = U ′kθk, ζk = D−1/2k U ′kΛ′kξk and D1/2k = dk. Since ξk ∼ Ndim Ek(0, Idim Ek), ζk ∼ Ndim Ek(0, Idim Ek).
We note that
Rε(H, θ) =
∞∑
k=0
∥∥(Idim Ek − HkΛk)θk∥∥2k + ε2 ∞∑
k=0
Tr(H ′kHk)
=
∞∑
k=0
∥∥(Idim Ek − U ′kHkUkdk)ϑk∥∥2k + ε2 ∞∑
k=0
Tr(H ′kHk).
Define Gk = U ′kHkUk for k ∈ N0, and let G = {Gk : k ∈ N0} and
Rε(G, ϑ) =
∞∑
k=0
∥∥(Idim Ek − Gkdk)ϑk∥∥2k + ε2 ∞∑
k=0
Tr(G′kGk).
We note that
Θ(a,Q ) =
{
θ :
∞∑
k=0
a2k‖θk‖2k ≤ Q
}
=
{
ϑ :
∞∑
k=0
a2k‖ϑk‖2k ≤ Q
}
,
so that
sup
θ∈Θ(a,Q )
Rε(H, θ) = sup
ϑ∈Θ(a,Q )
Rε(G, ϑ).
We have the following lemma.
Lemma 6.1. The minimization over G = {Gk : k ∈ N0} of
sup
ϑ∈Θ(a,Q )
Rε(G, ϑ)
occurs when each Gk, k ∈ N0 is diagonal.
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Proof. Without loss of generality, let us assume that ak > 0, k ∈ N0 and that Q = 1. For an arbitrary sequence of
dim Ek × dim Ek matrices Lk = (Lk,ij), let L =
{
Lk : k ∈ N0
}
. Let dk = diagonal
{
dk1, . . . dk(dim Ek)
}
for k ∈ N0. Define
Jε(L) = sup
ϑ∈Θ(a,1)
Rε(L, ϑ)
and
J˜ε(L) = sup
k,i
(
1− Lk,iidki
)2
a2k
+ ε2
∑
k,i
L2k,ii.
Consider lk = diagonal
{
lk1, . . . lk(dim Ek)
}
, and let l =
{
lk : k ∈ N0
}
. Assume that, for some k0 ∈ N0 and i0 ∈
{1, . . . , dim Ek0},
(1− lk0 i0dk0 i0)2
a2k0
≥ (1− lkidki)
2
a2k
for 1 ≤ i ≤ dim Ek, k ∈ N0. (6.3)
Let I(ϑ) = ∑k,i(1 − lkidki)2ϑ2ki and ϑk0 i0 = {ϑk0i0k : ϑk0i0k = 0, k 6= k0 and ϑk0 i0k0 = ek0 i0/ak0}, where eki denotes a unit
vector inRdim Ek with 1 in the i-th coordinate and zeros elsewhere. Setting up a constraint optimization problem and noticing
the first order conditions, we obtain that I(ϑ) ≤ I(ϑk0 i0). Thus we have Jε(l) ≤ J˜ε(l) and Jε(L) ≥ J˜ε(L). Hence let l∗ be the
sequence of diagonal matrices that minimizes J˜ε . Then
Jε(l∗) ≤ J˜ε(l∗) ≤ J˜ε(L) ≤ Jε(L),
hence the linear minimax estimators are diagonal. 
In light of Lemma 6.1, consider an estimator hkzk of ϑk, where hk is a dim Ek × dim Ek diagonal matrix with diagonal
elements hki. Note that
E ‖hkzk − ϑk‖2k = ϑ ′k(Idim Ek − hkdk)′(Idim Ek − hkdk)ϑk + ε2Tr(h′khk)
=
dim Ek∑
i=1
{
(1− dkihki)2ϑ2ki + ε2h2ki
}
.
For the function uki(hki) = (1− dkihki)2ϑ2ki + ε2h2ki with dki, hki, ϑki, ε ∈ R, one can easily show that the minimum value is
uki(h∗ki) =
ε2ϑ2ki
ε2 + d2kiϑ2ki
, (6.4)
where h∗ki = dkiϑ2ki/(ε2 + d2kiϑ2ki). The risk is
Rε(h, ϑ) =
∞∑
k=0
E ‖hkzk − ϑk‖2k =
∞∑
k=0
dim Ek∑
i=1
{
(1− dkihki)2ϑ2ki + ε2h2ki
}
, (6.5)
where h =
{
hk : k ∈ N0
}
and ϑ =
{
ϑk : k ∈ N0
}
. By substituting (6.4) into (6.5), we get
inf
h
Rε(h, ϑ) = Rε(h∗, ϑ) =
∞∑
k=0
dim Ek∑
i=1
ε2ϑ2ki
ε2 + d2kiϑ2ki
,
where h∗ =
{
h∗k : k ∈ N0
}
and h∗k is a dim Ek × dim Ek diagonal matrix with diagonal elements h∗ki.
6.1. Proof of Theorem 3.1
Let a =
{
ak : k ∈ N0
}
be amonotone increasing positive sequence andQ > 0. It is assumed that the parameterϑ = (ϑk)
belongs to a Sobolev ellipsoid
Θ ≡ Θ(a,Q ) =
{
ϑ :
∞∑
k=0
a2k ‖ϑk‖2k ≤ Q
}
.
1976 P.T. Kim et al. / Journal of Multivariate Analysis 100 (2009) 1962–1978
Set up the Lagrange multiplier
L(ϑ, ν) = Rε(h∗, ϑ)− ν
( ∞∑
k=0
a2k ‖ϑk‖2k − Q
)
.
Differentiating with respect to ϑ , we get
∂L
∂ϑki
= ε2 2ϑkiε
2
(ε2 + d2kiϑ2ki)2
− 2νa2kϑki
for i = 1, . . . , dim Ek, k ≥ 0. Thus the first order conditions give us
d2kiϑ
2
ki =
ε2
[
1−√νak
]
+√
νak
(6.6)
for i = 1, . . . , dim Ek, k ≥ 0. Thus the linear minimax risk is
r`ε (Θ) = infh supϑ∈Θ Rε(h, ϑ)
=
∞∑
k=0
ε2
[
1−√νak
]
+√
νak +
[
1−√νak
]
+
dim Ek∑
i=1
d−2ki
=
∞∑
k=0
ε2
[
1−√νak
]
+√
νak +
[
1−√νak
]
+
Tr
(
Λ′kΛk
)−1
=
∑
ak<ν−1/2
ε2
[
1−√νak
]
Tr
(
Λ′kΛk
)−1
.
The rest of the theorem essentially follows from the same argument as [1], see also [3], and noticing that
Tr
(
Λ′kΛk
)−1 = dim Ek∑
i=1
d−2ki for k ∈ N0.
6.2. Proof of Theorem 3.2
Suppose now that
Tr
(
Λ′kΛk
)−1 = dim Ek∑
i=1
d−2ki = γ λβk dim Ek
(
1+ o(1)
)
as k→∞, where 0 < γ <∞.
Let ak = λαk with α > dimM/4. Since it is known by (5.1) that∑
λ˜k<T
1 =
∑
λk<T
dim Ek = N(T ) ∼ w0 volMrankVT dimM/2,
as T → ∞. Suppose that dim El = max{dim Ek | λk < T }, and λ = max{λl − 1, λl−1}. Then by (5.1) and the mean value
theorem
dim El = N(λl)− N(λ)
 T (dimM/2)−1
as λ→∞. By this result and Theorem 2.9, we have
max
λαk<m
Tr
(
Λ′kΛk
)−1
∑
λαk<m
Tr
(
Λ′kΛk
)−1 ∼
max
λαk<m
γ λ
β
k dim Ek∑
λαk<m
γ λ
β
k dim Ek
 m−α → 0
asm→∞, since α > dimM/4. Consequently, the overall minimax risk is determined by the linear minimax risk.
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We have that
r`ε (Θ) =
∑
λk<ν−1/(2α)
ε2(1−√νλαk )√
νλαk + (1−
√
νλαk )
dim Ek∑
i=1
d−2ki
= ε2
∑
λk<ν−1/(2α)
(1−√νλαk )
dim Ek∑
i=1
d−2ki
∼ 2αγ ε
2 dimMw0volMrankV
(2β + dimM)(2α + 2β + dimM)
(
ν−1/(2α)
)β+dimM/2
, (6.7)
as ν−1/(2α) →∞, the last line also comes from Theorem 2.9.
By the boundary condition we have√
νλ2αk ϑ
2
ki = d−2ki λαk ε2[1−
√
νλαk ]+,
so that√
νQ = √ν
∑
k,i
λ2αk ϑ
2
ki
=
∑
k,i
d−2ki λ
α
k ε
2(1−√νλαk )+
∼ γ ε2 dimMw0volMrankV
((
ν−1/(2α)
)α+β+dimM/2
2α + 2β + dimM −
√
ν
(
ν−1/(2α)
)2α+β+dimM/2
4α + 2β + dimM
)
,
as ε→ 0, again by Theorem 2.9. We have
ν−1/(2α) ∼
(
Q (2α + 2β + dimM)(4α + 2β + dimM)
2αγ dimMw0volMrankV
ε−2
)2/(4α+2β+dimM)
,
as ε→ 0, hence ν−1/(2α) →∞. Thus by substituting into (6.7) and rearranging terms, we have
r`ε (Θ) ∼ CPW(α, β, rankV, γ , dimM, volM)Q
2β+dimM
4α+2β+dimM ε
8α
4α+2β+dimM , (6.8)
as ε→ 0, where CPW(α, β, γ , rankV, dimM, volM) is the Pinsker–Weyl bound defined in (3.8).
6.3. Proof of Theorem 3.4
The proof essentially follows along the lines of the proof of Theorem 3 of Cavalier and Tsybakov (2002) through the use
of oracle inequalities.
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