The ability to self-detect errors and dynamically adapt behavior is a cornerstone of higher-level cognition, requiring coordinated activity from a network of neural regions. However, disagreement exists over how the error-monitoring system develops throughout adolescence and early adulthood. The present report leveraged MRI-constrained EEG source localization to detail typical development of the error-monitoring system in a sample of 9-35 year-olds (n = 43). Participants performed a flanker task while high-density EEG was recorded; structural MRIs were also acquired for all participants. Analysis of the scalp-recorded EEG data revealed a frontocentral negativity (error-related negativity; ERN) immediately following errors for all participants, although the topography of the ERN varied with age. Source localization of the ERN time range revealed maximal activity within the posterior cingulate cortex (PCC) for all ages, consistent with recent evidence that the PCC provides a substantial contribution to the scalp-recorded ERN. Activity within a network of brain regions, including dorsal anterior cingulate, PCC, and parietal cortex, was predictive of improved performance following errors, regardless of age. However, additional activity within insula, orbitofrontal cortex and inferior frontal gyrus linearly increased with age. Together, these data suggest that the core error-monitoring system is online by early adolescence and remains relatively stable into adulthood. However, additional brain regions become embedded within this core network with age. These results serve as a model of typical development of the errormonitoring system from early adolescence into adulthood.
Introduction
Achieving goal-directed behavior and maintaining task performance requires the online monitoring of performance in order to detect errors. The neural basis of such error monitoring is observable in scalp-recorded EEG as a fronto-central negativity for error vs. correct responses, termed the error-related negativity (ERN; Falkenstein et al., 1990; Gehring et al., 1993) . Studies have demonstrated that ERN magnitude is predictive of immediate error correction (Gehring et al., 1993) , as well as improved performance on subsequent trials (Maier et al., 2011) , consistent with the notion that error monitoring facilitates task performance. Additionally, an extensive body of research has linked individual differences in error-related processing to psychopathology, extending interest in error monitoring into the clinical domain (see Olvet and Hajcak, 2008) . Prior research has generally supported the view that ERN magnitude increases throughout adolescence and into early adulthood (for a review, see Tamnes et al., 2013) . However, the neuroanatomical basis of such age-related changes in error monitoring, during the time range of the ERN, remains ambiguous. Specifically, it is unclear whether the development of errormonitoring, as measured by the ERN, is associated with changes within a relatively focal and well-defined source, such as cingulate cortex, or reflects differential activation across a network of neural regions. Answering such questions has recently been made possible by advances in electroencephalogram (EEG) source localization techniques that individually model the brain and skull, and could substantially inform increasingly complex models of error-monitoring and related processes (e.g. Shenhav et al., 2013; Weinberg et al., 2016) . However, advanced source localization methods have not yet been applied to the study of error-monitoring system development.
Functional magnetic imaging (fMRI) studies have demonstrated that error processing is associated with widespread activation across a broad network of neural regions (Taylor et al., 2007) . Namely, the dorsal-anterior and posterior cingulate cortex (dACC and PCC, respectively), insula, operculum, ventral and lateral prefrontal cortex, and lateral parietal cortex have all been linked to error processing in prior fMRI investigations (for a review, see Taylor et al., 2007) . The dACC in particular, has been the focus of extensive research into error processing, demonstrating sensitivity to errors in both fMRI (Carter et al., 1998; Holroyd et al., 2004; Kerns et al., 2004) and single-unit recording (Ito et al., 2003; Amiez et al., 2005) investigations. Consistent with this notion, the majority of source localization studies in both children and adults have reported focal activation within the dACC (for a review, see Agam et al., 2011) . However, as noted by Agam et al. (2011) , a careful reading of the literature reveals that although many studies describe peak ERN source activity as occurring within the dACC, approximately half of the foci of these studies lay posterior to the ACC-PCC border, and a more appropriate label for these ERN sources would be "PCC". Critically, a recent report that employed MRIconstrained source-localization of the ERN, along with a distributedsource solution, identified maximal ERN-source activity within the posterior cingulate cortex (PCC), as opposed to the dACC (Agam et al., 2011) . Additionally, given that several other neural regions are known to be activated by errors (Taylor et al., 2007) , it is possible that the methods that have typically been employed previously for source localization (dipole modeling with standard head models) have obscured important nuances in understanding networks involved in error monitoring.
While the ERN magnitude is believed to increase throughout adolescence and into early adulthood (Tamnes et al., 2013) , prior source localization investigations of ERN development have reported a primary source within dACC that does not change as a function of age (Mathewson et al., 2005; Ladouceur et al., 2007; Santesso and Segalowitz, 2008) . Thus, the same region of cingulate cortex may generate the ERN throughout adolescence and adulthood, with changes in amplitude resulting only from changes in the efficiency of this neural region. However, it is well established that widespread areas of the brain, particularly regions underlying higher cognitive functions, undergo substantial reorganization over the course of adolescence and into adulthood (Sowell et al., 1999b; Gogtay et al., 2004; Tamnes et al., 2010) . Additionally, analyses of executive functioning development have demonstrated dramatic changes in network dynamics with increasing age (Fair et al., 2007 (Fair et al., , 2009 ). Therefore, it is possible that age-related changes in the magnitude of the scalprecorded ERN are not driven by changes within a relatively focal and well-defined source, such as the cingulate cortex, but instead reflects differential activation across a network of neural regions. It is possible that previous investigations missed such effects, given the use of a "dipole fitting" procedure, in which the number and possible location of sources are strongly influenced by the decisions of the experimenter (for details, see Michel et al., 2004) . Additionally, none of the previous developmental investigations employed realistic modeling of the brain and skull, a factor that can substantially influence source localization accuracy (Vorwerk et al., 2014; Cho et al., 2015) , especially within a developmental context (Reynolds and Richards, 2009; Richards and Xie, 2015) .
Development of the error-monitoring system during adolescence and early adulthood is of particular interest, given that this period is marked by an increased risk for various forms of psychopathology, including anxiety disorders, depression, psychopathy, impulse-control disorders and schizophrenia (Pine et al., 1998; Kessler et al., 2007; Merikangas et al., 2010) . Critically, several forms of psychopathology that emerge in adolescence have been linked to either increases or decreases in the ERN Hall et al., 2007; Olvet and Hajcak, 2008; McDermott et al., 2009) . Further, competing models exist for explaining the link between the ERN and specific forms of psychopathology, such as anxiety (Moser et al., 2013; Weinberg et al., 2016 ). An improved estimation of the neural source(s) generating the scalp-recorded ERN would not only help to inform more general models of error monitoring and the ERN, but also shed light on the relation between the ERN and specific forms of psychopathology. Moreover, a model of typical error-monitoring system development during adolescence and adulthood would provide a valuable reference for future studies investigating the development of psychopathology related to this system.
The current study employed MRI-constrained source localization of the ERN in order to relate variation in age from early adolescence through early adulthood to variation in functioning of the errormonitoring system. Consistent with either the prevailing view (Ullsperger et al., 2014) , or recent research (Agam et al., 2011) , we hypothesized that changes in the ERN would be primarily explained by a source within either the anterior or posterior cingulate, respectively. However, given the dramatic cortical reorganization that is reflected in adolescence and early adulthood, an alternative possibility is that changes in the ERN arise from changes in distributed source activity outside of cingulate cortex.
Method

Participants
Forty-three participants ranging in age from 9.89 to 35.09 years (M age = 18.65, SD = 6.18, 23 females) completed the study. The participants consisted of 17 Caucasians, 13 African-Americans, 12 Asians, and one Hispanic; a one-way ANOVA model indicated no significant differences in age across the ethnic categories, F(3,39) = 1.80, p = .163. Of note, the primary analyses of this study treated age as a continuous variable. Nevertheless, where appropriate, participants were divided into four roughly equal groups (quartile split based on age) for display purposes and exploratory analyses. The four age groups were as follows: group one (n = 10) had an age range of 9.89-13.63 years (M age = 11.79, 6 females); group two (n = 11) had an age range of 14.18-15.96 years (M age = 15.02, 7 females); group three (n = 11) had an age range of 16.92-22.80 years (M age = 20.35, 5 females); group four (n = 11) had an age range of 22.95-35.09 years (M age = 26.81, 5 females).
Participants were healthy volunteers recruited from the local DCmetropolitan area and received monetary compensation for their participation. Inclusion criteria for participants included an IQ > 70 and normal physical health. The minimum IQ for participants included in the current sample was 91 (M = 113.77, SD = 11.34); critically, IQ did not correlate with age (p = .285). Additionally, participants were free of psychopathology as determined by a structured interview; the Schedule School-Age (K-SADS-PL; Kaufman et al., 1997) was used for participants 17 and younger and the Structured Clinical Interview for DSM-IV-TR Axis 1Disorders (SCID; First, Spitzer, Gibbon and Williams, 2002) for participants 18 and older. All participants over the age of 18 provided written informed consent; for participants under the age of 18, parents signed consent and youth signed assent. All procedures were approved by the Institutional Review Boards of the University of Maryland (UMD) and the National Institute of Mental Health (NIMH). Data from an additional 3 participants were collected, but not used, as the result of artifact-laden EEG (n = 1), an error during EEG recording (n = 1), or low behavioral accuracy (accuracy < 70%; n = 1).
Procedure
Participants performed a modified flanker task (Eriksen and Eriksen, 1974) at UMD while EEG data were collected; fiducial anatomical and electrode landmarks were digitized for each participant. Additionally, structural MRIs were collected for all participants at NIMH for the purpose of creating subject-specific head models for current source reconstruction. Participants also performed the flanker task while at NIMH and functional data were collected. Results of the functional study will be reported elsewhere. The order of visits to NIMH and UMD was counterbalanced across participants and the mean number of days between visits was 44 days (SD = 47 days). Reported ages reflect the age at the time of EEG acquisition.
Experimental task, apparatus and stimuli
Participants completed a modified flanker task (Eriksen and Eriksen, 1974) , presented using E-Prime software (Psychology Software Tools, Inc., Sharpsburg, PA). Each trial consisted of an arrow being presented in the center of the screen, flanked on either side by two arrows that were either facing in the same (congruent) direction as the central arrow, or in the opposite (incongruent) direction as the central arrow. Congruent and incongruent trials were presented randomly, with incongruent trial being presented with a 50% probability. Participants were instructed to indicate the direction of the central arrow via button press and ignore the flanking stimuli, regardless of their congruency. Participants indicated the direction of the central arrow by pressing either one of two buttons, located on an E-Prime button box, using the thumb of their left and right hands; leftward-facing arrows required a response from the left hand and rightward-facing arrows required a response from the right hand. Each trial began with the presentation of a fixation cross, which remained on screen for a variable interval of 300-600 ms. The flanker stimulus was then presented for 200 ms, followed by a blank screen for 1860 ms; participants were allotted a 1500 ms window in which to provide their response. Each arrow stimulus array subtended 8.26 by 1.77°visual angle and were presented on a 34 cm by 27.5 cm LCD monitor with the resolution set at 800 × 600. The fixation cross subtended .88 by .88°. The fixation cross was dark grey in color and the arrow stimuli were uniformly white; both were presented on a solid black background.
Prior to completing the experimental task, participants were explained all instructions and presented with 16 practice trials, followed by feedback. If participants performed at or below 75% accuracy they received a message to "be more accurate". If performance was at or above 90% they received a message to "Respond faster". If performance was between 75% and 90% they received a message reading "Good job". These messages were also presented following each block in the experimental task. This feedback procedure helped maintain accuracy at a level that would ensure an adequate number of errors occurred, consistent with the recommendations by Gehring et al. (2012) . Post-hoc analyses found that accuracy rates were indeed lower on the blocks following feedback instructing participants to "respond faster" (M = 87.17%, SE = 7.07%), compared to blocks following feedback indicating that participants did a "good job" (M = 89.01%, SE = 7.31%), t(1,40) = 2.70, p = .008. Critically, changes in accuracy, as a function of prior feedback, did not correlate with age (p = .159). Similarly, the number of times that participants received each type of feedback did not correlate with age (all p > .19). Following practice, participants completed 10 blocks of 32 trials each (320 trial total). Each block was followed by a short break.
EEG acquisition and preprocessing
EEG was acquired using a 128-channel HydroCel Geodesic Sensor Net and EGI software (Electrical Geodesic, Inc., Eugene, OR); EEG analysis was performed using the EEGLAB toolbox (Delorme and Makeig, 2004) and custom MATLAB scripts (The MathWorks, Natick, MA). Given that EEG data were acquired using a high input-impedance system, electrode impedances were maintained below 50 kΩ; data were sampled at 250 Hz, and referenced online to the vertex. Following acquisition, systematic marker offsets were measured and corrected for the EGI system (constant 36 ms offset) and E-Prime computer (constant 15 ms offset). PREP pipeline tools (Bigdely-Shamlo et al., 2015) were used to filter out 60 Hz noise, as well as identify and remove bad channels. Data were then high-pass filtered at .3 Hz. In order to identify and remove artifactual activity from the data, ICA decomposition was run on an identical data set with the addition of a 1 Hz highpass filter. This 1 Hz filtered data set was first epoched into arbitrary 1000 ms epochs; prior to running ICA, noisy epochs were detected and removed if amplitude was +/− 1000 uV or if power within the 20-40 Hz band (after Fourier analysis) was greater than 30 dB. If a channel led to more than 20% of the data being rejected, this channel was instead rejected. ICA was then run on the 1 Hz high-pass filtered dataset and the ICA weights were then copied back to the original (continuous) .3 Hz high-pass filtered dataset; all subsequent processing was performed on the .3 Hz high-pass filtered dataset. Artifactual ICA components were first detected in an automated procedure using the ADJUST toolbox (Mognon et al., 2011) , followed by manual inspection of the ICA components. All ICA components identified as reflecting artifacts were subtracted from the data. For ERP analyses, the data were low-pass filtered at 30hz and then epoched to the response markers from −500 to 1000 ms. All response-locked epochs were baseline corrected using the 200 ms period preceding response onset; see Supplementary material for a set of control analyses demonstrating that the choice of baseline period does not qualitatively change the results. A final rejection of +/− 100 uV was used to identify and remove bad epochs in the data that might have been missed by other methods. If greater than 20% of the data were rejected, the channel was rejected instead. All missing channels were now interpolated using a spherical spline interpolation. On average, 8.96% of channels were rejected (SD = 3.78%). Following interpolation, data were referenced to the average of all electrodes. All participants included in the ERP and current source analyses had a minimum of 10 artifact-free incongruent-error trials (M = 29.05, SD = 11.52), which has been shown to elicit a reliable measurement of the ERN in both children and adults (Pontifex et al., 2010; Steele et al., 2016) . Further, the number of artifact-free error trials did not correlate with age (r = .216, p = .164). For additional ERP analyses that included the number of correct and error trials as covariates, see the Supplementary material; inclusion of trial counts led to no qualitatively different results for the effects of interest.
Fiducial landmark digitization
Before beginning the experimental task, three-dimensional coordinates of 14 anatomical and electrode fiducial landmarks were digitized using the Polhemus Fastrak system (Polhemus Inc., Colchster, VT). Seven anatomical fiducials that are commonly used for the 10-10 system were digitized on each participant; these locations were the naision (Nz), the inion (Iz), the left mastoid (LMA), the right mastoid (RMA), the left pre-auricular (LPA), the right pre-auricular (RPA), and the vertex (Vz). Additionally, seven electrodes of the Hydrocel Geodesic Sensor Net 128 (HGSN128) that are located near the anatomical fiducials were digitized; the electrode numbers and their approximate corresponding anatomical landmarks were 17-Nz, 75-Oz, 57-LMA, 100-RMA, 44-LPA, 115-RPA, 129-Vz (see . The following head measurements were also taken for each participant: front and rear semi-circumferences (LMA to RMA), top circumferences (Nz to Iz, and LMA to RMA), and lateral diameters (Nz to Iz, and LMA to RMA).
MRI acquisition
Two structural images were acquired for each participant on a 3-Tesla MR750 GE scanner with a 32-channel head coil. For each participant, a high-resolution T1-weighted magnetization-prepared rapid acquisition gradient-echo sequence (MPRAGE; sagittal acquisition; TI/TE = 425/min; flip angle = 7°; FOV = 25.6; Matrix 256 × 256; Slice thickness = 1 mm; bandwidth = 25 Hz) and a T2-weighted fast relaxation fast spin-echo sequence was acquired (FRFSE-XL; sagittal acquisition; TR/TE 15,000/80 ms; FOV = 25.6; Matrix 256 × 256; Slice thickness = 1 mm; bandwidth = 31.25 Hz) was acquired. Critically, both the T1 and T2 images were acquired with an FOV that allowed for imaging the neck of the participant. As a result, regions of the neck could also be incorporated into the head model used for source localization (see below).
Behavioral analyses
All trials in which participants did not respond, or responded within 150 ms of stimulus presentation, were removed from the analyses. Overall accuracy was calculated and one participant with accuracy below 70% was removed from subsequent analyses. To test whether the standard flanker task congruency effect for accuracy (percentage correct) was present, and whether this effect varied with age, a general linear model (GLM) was conducted, with accuracy (percentage correct) as the DV, congruency as a within-subjects factor, and age as a continuous between-subjects factor. Similarly, to test whether the standard flanker task congruency effect for correct trial response time (RT) was present, and whether this effect varied with age, a general linear model (GLM) was conducted, with RT as the DV, congruency as a within-subjects factor, and age as a continuous between-subjects factor.
In order to investigate whether individuals adapted their behavior following errors, post-error accuracy (PEA) and post-error slowing (PES) were calculated for all participants. PEA was quantified as the difference between the mean accuracy for trials immediately following incongruent-error trials and the mean accuracy for trials immediately following incongruent-correct trials. PES was quantified as the difference between the mean RT for correct trials immediately following incongruent-error trials and the mean RT for correct trials immediately following incongruent-correct trials. Tests for Pearson product-moment correlations between either PES or PEA and age were conducted. Additionally, tests for Pearson product-moment correlations between either PES or PEA and estimated source activity within each of the regions of interest (ROIs) for which source localization was analyzed were conducted; a false-discovery rate correction for multiple comparisons was applied to this family of 14 correlation tests using the method proposed by Benjamini and Hochberg (1995) . To determine whether any possible relations between the source activity and post-error behavior were dependent on age, a series of follow-up partial correlation tests were conducted while controlling for age. Finally, we also tested whether the delta-ERN correlated with PEA, as well as performed an exploratory analysis on the within-subject relations between the ERN and post-error accuracy (see Supplementary material).
ERP analyses
The ERN and correct-related negativity (CRN) were separately quantified for each individual by first identifying the peak negativity occurring between −100 and 100 ms (relative to response) at a cluster of frontocentral electrodes close to the FCz location (12, 5, 6/FCz, 13/ FC1, 112/FC2, 7, 106). In order to explore possible topography differences, the mean amplitude during a 40 ms window (centered on the individually defined peak) was then separately calculated for incongruent correct and incongruent error of commission trials at four midline EGI electrode locations 11/Fz, 6/FCz, 5/CPz and 62/POz that approximately correspond to FZ, FCZ, CPZ and Pz, respectively. The ERN/CRN was analyzed using a GLM, with mean amplitude as the DV, accuracy (ERN, CRN) and electrode location as within-subjects factors, and age as a continuous between-subjects factor. Where appropriate, degrees of freedom were adjusted using the Hyund-Feldt correction for violations of sphericity.
MRI segmentation and current source reconstruction
Localizing the sources of scalp-recorded ERP data required several steps, which are described in detail below as well as in previous work (Richards, 2013; Henderson et al., 2014) . Briefly, our processing pipeline included the following: registering electrode locations within MRI-space, segmentation of MRI volumes, the construction of a source and head model, calculation of the inverse solution in order to determine the current density distribution, the construction of ROIs in which to analyze current density, and the statistical analysis of current density activity within predefined ROIs. The use of individualized head and source models for each participant, based on MRI segmentation, has been shown to greatly improve source localization accuracy (Vorwerk et al., 2014; Cho et al., 2015) . This is particularly important within a developmental context (Reynolds and Richards, 2009; Richards and Xie, 2015) , given the changes that occur in neuroanatomy throughout development (Sowell et al., 1999a (Sowell et al., , 1999b Gogtay et al., 2004; Blakemore and Choudhury, 2006) . It should also be noted that a "distributed source model" approach to source localization, as opposed to a "dipole fitting" approach, is not influenced by a priori decisions about the number or location of possible sources generating the scalp-recorded ERP activity (Michel et al., 2004) . This is particularly important within a developmental context, as the neural regions contributing to a given ERP effect likely change as the result of changes in neural network architecture over the course of development (Fair et al., 2007 (Fair et al., , 2009 ).
Electrode registration
In order to identify each participant's electrode locations within MRI-space, the seven anatomical fiducials (Nz, Oz, LMA, RMA, LPA, RPA, Vz) were manually identified on each participant's MRI using MRIcroGL (Rorden, 2012) . Additionally, the anterior commissure (AC) and posterior commissure (PC) were identified. Next, the digitized anatomical fiducials were registered to the MRI-identified fiducials using "coherent point drift" registration (Myronenko et al., 2006; Myronenko and Song, 2010) . The registration matrix that resulted from registering the digitized anatomical fiducials was then used to transform the digitized electrode fiducials within MRI-space. In order to identify the locations of the remaining electrode locations within MRI-space, average electrode locations from age-appropriate average MRI templates (Richards and Xie, 2015; Richards et al., 2016) were used. The seven electrode fiducials that were now in MRI-space were registered to the corresponding electrode coordinates in the average electrode placement template using CPD. This registration matrix was then used to transform the remaining electrodes from the average electrode location template into MRI-space for the participant. The electrode locations were then fit to the scalp by identifying the point of the scalp nearest to the transformed electrode locations and these locations were referenced to the individualized AC-coordinate system using the previously identified AC/PC locations. For more details on the electrode localization procedure see .
MRI segmentation
Segmentation of the MRI volumes was performed through a combination of automated and manual procedures. Brain extraction was performed first, using BET; the BETSURF tool was used to identify and segment the head and brain surfaces within the T1 and T2 volumes (Jenkinson et al., 2012) . Next, the FAST tool was used to identify the probability of each voxel containing grey matter, white matter, CSF, or other media (Jenkinson et al., 2012) . Using MRIcroGL, the eyes, throat and nasal cavity were manually identified (Rorden, 2012) .
Source model, head model and lead field matrix
Construction of the source model, head model, and lead field matrix were performed with the Fieldtrip software library (Oostenveld et al., 2011) ; all functions beginning with "ft_" in this manuscript reflect Fieldtrip functions. A volumetric source model grid with a 3 mm resolution was created within the participant's MRI-space from the segmented grey matter and eyes using the ft_prepare_sourcemodel function. Next, a volume conduction model (head model) that describes how electrical current flows through the head was constructed using the finite element method (FEM) implemented in Fieldtrip. In order to create the head model, a hexahedral mesh was created within the participant's MRI-space, such that each hexahedron was assigned membership to one of the nine possible segmented media types (grey matter, white matter, CSF, dura, skull, scalp, eyes, throat/nasal cavity, or muscle). Following creation of this full-head mesh, a "SIMBIO" FEM head model that associates conductivity values with each tissue type was created using ft_prepare_headmodel. Finally, the lead field matrix (forward solution) was constructed by combing the source model, head model, and electrode locations using ft_prepare_leadfield.
Inverse solution
The inverse solution was calculated using ft_sourceanalysis with the exact low-resolution electromagnetic tomography (eLORETA) method (Pascual-Marqui, 2007; Pascual-Marqui et al., 2011) as the constraint on the inverse solution. This yielded a dipole moment vector at each source volume grid location, which was further converted to a power value representing the current density at that location for a given time point. The inverse solution was conducted for each sample within the 40 ms window for which the scalp-recorded EEG was analyzed and the resulting current density reconstruction (CDR) values were then averaged over each time point to identify the average source activity during this 40 ms window. Additionally, in order to plot the CDR activity surrounding the ERN/CRN peak, and identify whether the source activity peaked at a similar time point as the scalp-recorded EEG, CDR values were calculated for an additional 15 samples (60 ms) before and after the ERN/CRN time window. Because the CDR technique yields current activity within the source model, as opposed to voltage, it is critical to rebaseline ERP data prior to conducting CDR in order to ensure that the CDR solution represents a scalp-recorded relative negativity. To this end, the positivity immediately preceding the ERN or CRN peak for each individual was identified and the amplitude obtained from 3-samples (12 ms) centered on this peak were subtracted from each participant's ERP prior to calculating the inverse solution; see the Supplementary material for an analysis demonstrating that this positivity did not significantly differ as a function of any conditions of interest. Three samples (12 ms) were used in the rebaseline procedure as a compromise between the increased reliability of using more samples, while also not overlapping with the component of interest by using too wide of a window. The inverse solution was separately calculated for correct and error trials, and not a difference wave, allowing separate localization of the ERN and CRN sources. Once the CDR values for the ERN and CRN were identified, it was then possible to subtract these sources for visualization purposes or for analysis within a given ROI.
ROI construction and statistical analysis
Based on prior research investigating error-related neural activity, we employed an ROI approach for analysis of the CDR data. ROIs were defined for each individual participant's brain using a combination of atlases in subject-specific MRI-space. First, three atlases, the LONI Probabilistic Brain Atlas (LPBA; Shattuck et al., 2008) , the Hammers atlas (Hammers et al., 2003; Heckemann et al., 2006 ) and a lobar atlas were constructed on individual participants using the method described in Fillmore et al. (2015) . Additionally, the Harvard-Oxford and Brodmann atlases, available from the FSL library (Jenkinson et al., 2012) , were transformed from the MNI152 atlas to an age-appropriate atlas, followed by further transformation into subject-specific MRIspace. Based on the review of error-monitoring by Taylor et al. (2007) , a combination of these five atlases was used to identify a total of 23 ROIs on the subject-specific MRI. Further, an a priori decision was made to average over activity within bilateral ROIs in order to reduce the number of comparisons being made and control the false-positive rate. This process yielded 14 ROIs, which reflects the optimal compromise between a focused analysis of error-related brain activity on the one hand, and a minimization of a priori judgments about the possible source(s) of the ERN. The 14 ROIs for which statistical analyses were conducted are as follows: frontal pole, bi-lateral insula, bi-lateral inferior frontal gyrus, orbital frontal gyrus, ventral anterior cingulate, dorsal anterior cingulate, posterior cingulate, bi-lateral frontal eye fields, bi-lateral dorsolateral prefrontal gyrus, bi-lateral precentral and postcentral gyrus, bi-lateral superior parietal lobe, bi-lateral supramarginal gyrus, bi-lateral angular gyrus, bi-lateral intraprarietal sulcus; these ROIs are listed in Table 1 along with the corresponding labels from the five atlases. Following the initial a priori analyses of these 14 ROIs, subsequent exploratory analyses were performed for ROIs yielding significant changes in estimated source activity as a function of age in order to explore possible laterality effects. and ROI as within-subjects factors, and age as a continuous betweensubjects factor. Where appropriate, degrees of freedom were adjusted using the Hyund-Feldt correction for violations of sphericity. Given that a three-way interaction between accuracy, ROI and age was identified (see results section) follow-up correlations between errorcorrect CDR difference score activity in each ROI and age were tested; a false-discovery rate correction for multiple comparisons was applied to this family of 14 correlation tests.
Results
Behavior
Mean accuracy was 88.56% (SD = 3.89%). Analysis of the accuracy data revealed a main effect of congruency [F (1, 41) = 19.48, p < .001)], such that congruent trials (M = 97.40%, SD = .40%) were more accurate than incongruent trials (M = 79.72%, SD = 1.03%). Neither a main effect of age (p = .311), or an interaction between age and congruency (p = .428) were identified for accuracy. Analysis of RT data for correct trials revealed a main effect of congruency [F (1, 41) = 20.71, p < .001)], such that participants responded faster on congruent trials (M = 360.13 ms, SD = 6.26 ms) compared to incongruent trials (M = 428.43 ms, SD = 8.24 ms). Additionally, a main effect of age was identified [F (1, 41) = 6.09, p = .018)], such that age was negatively correlated with overall correct trial RT (r = −.360, p = .018). This negative relation between RT and age suggests that increasing age is associated with improved task performance, possibly due to enhanced motivation. No interaction between age and congruency was identified for RT (p = .372). Tests for correlations between age and post-error behavior revealed no relationship for either PEA (r = −.044, p = .782) or PES (r = .212, p = .172). On average, no significant PES [t (1, 42) = .57, p = .571)], nor PEA [t (1, 42) = .36, p = .718)], was identified. Nonetheless, substantial variation for both PES (SD = 17.28 ms) and PEA (SD = 7.04%) was present, and prior work has demonstrated that brain-behavior relations can still exist in the absence of significant contextual effects at the group level (Buzzell et al., 2016) . In the section below, entitled "brain-behavior relations", we report significant correlations between neural activity and PEA.
ERP results
Analysis of the ERP data during the time range of the ERN revealed an interaction between electrode and accuracy [F (3, 123) = 15.89, p < .001)]. Consistent with prior literature, the interaction between electrode and accuracy was such that, regardless of age, participants demonstrated a maximal difference between error and correct incongruent responses over frontocental (11/Fz and 6/FCz) electrode locations. However, the accuracy by electrode interaction was qualified by a three-way interaction between electrode, accuracy and age [F (3, 123) = 7.64, p = .001)]. Post-hoc correlations between delta-ERN (error minus correct) activity and age at each of the four electrode locations revealed that the error minus correct effect only correlated with age at the centroparietal electrodes, 5/CPz (r = −.433, p = .004) and 62/POz (r =− .512, p < .001). Thus, all participants demonstrated a classic frontocentral ERN effect, but the topography of the ERN effect differed with age; increasing age was associated with more posterior electrodes also demonstrating this effect. No other significant main effects or interactions were identified for the GLM analysis of the ERP data. Figs. 1 and 2 depict both grand average and age-related changes within the ERP activity; although statistical analysis of age relatedchanges treated age as a continuous variable, a quartile-split was used to display changes in ERP activity as a function of age.
Source localization results
Analysis of the CDR data revealed an interaction between accuracy (ERN, CRN) and ROI [F (13, 533) = 2.65, p = .039)]. The nature of this interaction was such that, regardless of age, a maximal difference between error and correct trial activity was identified within the PCC. Fig. 3 depicts the grand-average source localization results, demonstrating maximal activation within PCC. Additionally, Fig. 3c displays the time course of source activity within two exemplar ROIs (PCC and dACC) in which ERN/CRN activity peaked within source space at the same time as at the scalp-recorded ERP components. In contrast, the time course of source activity within the angular gyrus demonstrates no clear peak within source space and a minimal difference between the ERN and CRN.
The interaction between accuracy and ROI for the CDR data was qualified by a three-way interaction between accuracy, ROI and age [F (13, 533) = 2.71, p = .036)]. Post-hoc correlations between error minus correct CDR activity in each ROI and age revealed a significant correlation for activity within the insula (r = .433, p = .004), orbitofrontal gyrus (r = .417, p = .005), and inferior frontal gyrus (r = .421, p = .005); see Table 2 for a list of all correlation coefficients. In order to explore possible laterality effects, post-hoc analyses were also performed for the two bi-lateral regions that revealed significant relations between source activity and age: the insula and the inferior frontal gyrus. However, similar correlations were found between each homologous ROI and age: left insula (r = .459, p = .002), right insula (r = .312, p = .042), left inferior frontal gyrus (r = .382, p = .012), and right inferior frontal gyrus (r = .387, p = .01). Notably, there were no age effects for activity within the dACC or posterior cingulate. No other significant main effects or interactions were identified for the GLM analysis of the CDR data. Fig. 4 depicts age-related changes within source activity; although the analysis of age related-changes treated age as a continuous variable, a quartile-split was used to display changes in source activity as a function of age. Whereas clear age-related increases in ventral-frontal brain regions can be seen in Fig. 4 , apparent differences between the youngest age group and the other three age groups is also observed. A series of exploratory independent-samples ttests were performed to investigate possible differences in ROI source activity between the youngest age group and each of the other age groups for all 14 ROIs. However, the only significant differences identified (not corrected for multiple comparisons) were for comparisons between the youngest and oldest age groups within the insula (p = .049), inferior frontal gyrus (p = .016) and the precentral/postcentral gyrus (p = .045). Thus, many of the apparent differences between the youngest age group and the other three age groups are not statistically significant. Instead, age-related changes within the sources of the ERN/CRN are best described by relative stability in a number of frontal and parietal brain regions, accompanied by robust linear increases in ventral-frontal activity across the age range studied.
Brain-behavior relations
Testing for correlations between error minus correct activity for each ROI and PEA revealed significant correlations for activity within several regions, including dACC (r = .364, p = .016), PCC (r = .353, p = .020), superior parietal cortex (r = .417, p = .005), supramarginal gyrus (r = .469, p = .002), angular gyrus (r = .450, p = .002), and intraparietal sulcus (r = .505, p < .001); see Table 2 for a list of all correlation coefficients and Fig. 5 for scatter plots of all significant correlations. Critically, all of these correlations remained significant when an additional set of correlations were tested in which age was also controlled for; the DLPFC also reached significance when age was controlled for (see Table 2 ). These results suggest that activity within a frontoparietal network, including cingulate and parietal cortex, is predictive of improved task performance following errors, regardless of age. Correlations between CDR activity and PES were also tested but no significant correlations were identified (see Table 2 ). Relations between the delta-ERN and PEA were also found to be in the expected direction, but were not significant at either electrode 11/FZ (r = −.241, p = .120) or 6/FCz (r = −.175, p = .261). However, we also performed an additional analysis in which the ERN was binned based on whether the subsequent trial was correct or not (i.e. a within-subjects analysis of Fig. 1 . ERP and topographic plots as a function of age. The first four rows correspond to EGI electrode locations along the midline. For display purposes, ERPs and related scalp topographies are plotted as four separate age groups (first four columns) in addition to the grand average (fifth column). ERPs are plotted relative to response onset; correct responses are plotted in blue and incorrect responses are plotted in red. Topographic plots reflect mean amplitude during a 40 ms window centered on each individual's peak of the ERN and CRN. G.A. Buzzell et al. NeuroImage 157 (2017) 13-26 the relation between the ERN and PEA) and found that the ERN was significantly more negative for error trials that were followed by a correct response, compared to error trials that were followed by another error, (p = .044; see Supplementary material).
Discussion
The current study investigated age-related variation of the errormonitoring system throughout adolescence and adulthood using an ERP approach and leveraging MRI-constrained source localization of the ERN. Consistent with the prevailing view that dACC activity drives the ERN (Ullsperger et al., 2014) , the ERN was localized, in part, to the dACC. However, the maximal generator of the ERN was localized to PCC, and error-related activity was also observed within several other frontal and parietal regions. Critically, these results are consistent with recent research (Agam et al., 2011) and the prior reports of errorrelated neural activity outside of the cingulate cortex (Taylor et al., 2007) . The link between error-monitoring and cognitive control (Botvinick et al., 2004) was also observed, with activity within a fronto-parietal network positively correlating with improved performance following errors. Critically, the relation between the activity of this fronto-parietal network and PEA was independent of age. Additionally, activation throughout the cingulate and parietal cortex, regardless of post-error behavior, did not vary as a function of age. Age was only associated with linear increases in insula, OFC and IFG activity. Collectively, these results demonstrate that the core errormonitoring system is relatively stable throughout adolescence and early adulthood, whereas linear changes in regions of the ventral-frontal cortex related to affective/salience processing (Seeley et al., 2007) or inhibition (Aron et al., 2004) continue to occur during this period. The bifurcated developmental pattern observed here can serve as a template for studies investigating the relation between error-monitoring dysfunction and the onset of psychopathology in adolescence or adulthood.
Analysis of the ERP data alone revealed several interesting findings. Across the age range studied, all individuals demonstrated a frontocentral difference between the ERN and CRN (delta-ERN), consistent with other research (Gehring et al., 2012) . However, age-related increases in the delta-ERN were only significant at centroparietal electrode locations. The finding that age was exclusively correlated with the delta-ERN at centroparietal locations is consistent with research by Davies et al. (2004) , which demonstrated that the ERN was largest for adults at central electrode locations, whereas children exhibited a more frontal ERN. The current report extends prior work by also showing that the delta-ERN directly correlates with age, and that such a relation is only present at more posterior electrode locations. Given, that a change in topography necessarily implies a change in neural source activity, the ERP data alone demonstrate that the neural sources of the ERN change with age.
Source localization of the ERN revealed activation within a network of frontal and parietal regions, with maximal activation residing in PCC. Although previous research has generally suggested that the ERN reflects a singular source within dACC, most prior research has used dipole fitting procedures that do not utilize realistic head models (see review in Agam et al., 2011) . Additionally, fMRI studies commonly identify error-related activity in a number of regions outside the dACC (Taylor et al., 2007) and a recent MEG source analysis study also localized error/loss feedback to PCC (Donamayor et al., 2011 ). An independent source imaging study that recorded EEG, MEG and fMRI, localized the primary source of the ERN to the PCC and found that the ERN was correlated with both dACC and PCC fMRI activity (Agam et al., 2011) . Additionally, Agam et al. (2011) demonstrated that current source estimates within the dACC peaked significantly later than source estimates within the PCC, and that dACC and PCC fMRI activity were functionally linked. Taken together with the observation that ERN magnitude is predicted by the myelination of white matter within the posterior cingulum bundle (Westlye et al., 2009) , these findings suggest that the ERN is generated within the PCC first and then relayed to the dACC. The current study provides additional evidence for a maximal source of the ERN within the PCC, in conjunction with error-related source activity within the dACC and an extended network of neural locations. Activation within a broad network of cortical regions during the ERN time range is consistent with studies that have linked cortical regions outside of the dACC to the ERN. For example, Liu et al. (2014) demonstrated that grey matter within the insula and OFC were correlated with ERN magnitude, whereas Gehring and Knight (2000) have shown that damage to lateral prefrontal cortices leads to reduction in ERN magnitude. These results are not inconsistent with the prevailing view that the dACC plays a primary role in error-monitoring and the generation of the ERN (Ullsperger et al., 2014) , rather, these data expand this view by broadening the neural network that is thought to give rise to errormonitoring and generation of the scalp-recorded ERN.
Error monitoring is typically viewed as a necessary first step before cognitive control can be instantiated to prevent future errors (Shenhav et al., 2013) . In line with prior research (King et al., 2010) , the present study found that activity within a network of regions, including dACC, PCC and several parietal regions, correlated with improved performance on post-error trials. That is, the classic relation between monitoring and control was observed (Botvinick et al., 2004) . The observed link between neural activity within the cingulate cortex and control on the subsequent trial is a well-established phenomenon (Carter et al., 1998; King et al., 2010; Danielmeier et al., 2011) , and provides corroborating evidence for the reliability of the sourcelocalization results. Interestingly, the monitoring-control relation was independent of participant age. Additionally, several of the most highly active ERN sources, including activity within the PCC and the rest of the cingulate, did not vary as a function of age. Instead, the only cortical regions that exhibited age-related changes in error-evoked activity were the insula, IFG and OFC. Collectively, these results suggest that the core error-monitoring system, and its relation to cognitive control, does not undergo substantial change over the course of adolescence and early adulthood. Instead, a selective subset of ventral-frontal ERN sources continue to exhibit age-related changes in their error-related activity patterns during this period. The finding that the core error-monitoring system is relatively stable across adolescence and early adulthood is consistent with prior source localization studies, which demonstrate a relatively stable dACC source for the ERN across age. However, the improved accuracy of the source localization technique employed in the current study made it possible to also identify a distinct fronto-central subset of regions that exhibit changes with age.
Prior research has demonstrated that many of the frontal and parietal regions that make up the core error-monitoring system do indeed exhibit extended development throughout adolescence (Bunge and Crone, 2009; Luna et al., 2010; Somerville and Casey, 2010) . However, it is important to note that much of the work of developmental neuroscience has relied on an MRI/fMRI approach (Luna et al., 2010) , a neuroimaging technique with relatively limited temporal resolution. In contrast, the high temporal resolution of ERPs (Luck, 2014) provides unique insight into the dynamics of error monitoring. The neurocognitive process termed "error monitoring" is immediately preceded by error commission and often immediately followed by corrective behavior or the application of cognitive control (Van Veen and Carter, 2006) . Therefore, the selective study of error monitoring, as opposed to error commission or cognitive control, is aided by the high temporal precision of the ERP technique. MRI-constrained source localization maintains the temporal resolution of ERPs while also substantially improving spatial resolution. Using such an approach, we were able to identify that, at least for the neural activity closely locked in time to "error monitoring", the core error-monitoring system displays a high level of stability across adolescence and into adulthood. Conversely, error monitoring appears to be associated with linear increases for neural activity within the insula, inferior frontal gyrus and orbitofrontal cortex during this same age range. Given the specificity of these claims, the current results remain consistent with MRI/fMRI studies indicating that frontal and parietal regions continue to exhibit more general changes related to cognitive control throughout adolescence (Bunge and Crone, 2009; Luna et al., 2010; Somerville and Casey, 2010) .
The OFC and insula have well-established roles in interoceptive, affective and saliency processing. The OFC in particular has been implicated in emotional processing (Bechara et al., 2000) and specifically in linking reward (or lack thereof) to hedonic feelings (Kringelbach, 2005) . Further, a recent review has suggested that the OFC may play a critical role in achieving goal-directed behavior, contingent on the motivational context (Holroyd and Yeung, 2012) . In line with this notion, Hajcak et al. (2005) have shown that ERN magnitude is dependent on the affective or motivational significance of an error. Similarly, Hogan et al. (2005) have suggested that age-related changes in the ERN may reflect differences in motivation, a notion that is further corroborated by the negative relation between RT and age in the current study. Aside from the OFC, insula activity is commonly observed in fMRI studies of error commission (Taylor et al., 2007) and is thought to directly relate to interoceptive processing (Critchley et al., 2004) . The insula is a central hub within the "salience network" and plays a critical role in detecting motivationally important events that require attention (Menon and Uddin, 2010) . The OFC is also part of the salience network (Seeley et al., 2007) and increasing activation of both the insula and OFC across adolescence and early adulthood is consistent with the notion that increasing age is associated with an enhanced affective/saliency response to errors, which form an integral part of motivated behavior. This interpretation is consistent with work by Hogan et al. (2005) that suggests that age-related changes in the ERN reflect changes in motivation.
Activation within bi-lateral IFG was also shown to linearly increase with age, however, the functional interpretation of this effect is not immediately clear. Studies have associated either right (Aron et al., 2004) or left (Swick et al., 2008) IFG activation with inhibitory control. It is therefore possible that error-related IFG activity reflects an attempt to correct the erroneous response through inhibition of motor programs. Such an interpretation is in line with prior research demonstrating that ERN magnitude is predictive of error-correction rates (Gehring et al., 1993) . Although error-correction data were not collected in the current study, it has previously been shown that errorcorrection rates do increase with age (Hogan et al., 2005) , providing G.A. Buzzell et al. NeuroImage 157 (2017) 13-26 indirect support for a link between IFG activity and error-correction in the current dataset. An alternative possibility is that the apparent IFG activity reflects activation within a larger cluster spanning the IFG and nearby insula. In line with this notion, a number of studies have linked interoception to activity within a neural cluster spanning the frontal operculum subdivision of the IFG and the insula (Critchley et al., 2004) . If this secondary interpretation were correct, then it would be in line with the more general notion that increasing age is associated with an increased affective/saliency response to errors, possibly related to motivational changes (Hogan et al., 2005) . Again, this interpretation is consistent with the finding that increasing age was associated with faster responding in the current study. Future research will be required to confirm the exact role of error-related IFG activity and its association with development. The bifurcated pattern of error-monitoring system development observed here has several important implications for the study of Fig. 4 . Age-related changes in ERN/CRN source activity. (A) For display purposes the correct CDR was subtracted from the error CDR and plotted as four separate age groups; errorcorrect CDR activity is rendered for each age group on an age-appropriate MRI template. CDR renderings are thresholded at 2 mA/mm 3 . (B) Error-correct CDR activity is plotted for the four age groups, for all 14 regions of interest (ROIs). (C) Scatterplots depicting the three ROIs in which a significant relationship between age and CDR activity were identified. Note: * denotes a significant effect following correction for multiple comparisons.
developmental psychopathology, as well as models of the ERN more generally. First, longstanding debate surrounding the functional role of the ERN posit either conflict (Botvinick et al., 2001) or expectancybased (Alexander and Brown, 2011) interpretations of the ERN on the one hand (with a focus on the cingulate cortex), or valence-based interpretations that suggest influence from more ventral neural sources on the other (Holroyd and Coles, 2002) . While these views have often been difficult to integrate into a coherent model of the ERN, the present results present a natural synthesis of these theories; the current study demonstrates that the ERN is composed of both a core system centered on the cingulate cortex, as well as a more ventral set of neural sources that exhibit a dissociable developmental trajectory. In relation to psychopathology, a prominent theory of within-subject variation in the ERN suggests that variation in this component reflects variation in sensitivity to endogenous threat (Weinberg et al., 2016) . The current results present a natural extension of this theory, suggesting that variation in the ERN due threat-sensitivity may be primarily driven by the more ventral cluster of ERN activation observed here (i.e. the insula and OFC). Consistent with this notion, both the OFC and insula have been associated with interoceptive processing (Bechara et al., 2000; Critchley et al., 2004) .
Although the present report extends the current understanding of how the error-monitoring system develops, a few limitations of this study should be acknowledged. First, the sample size of the current study is relatively small, considering the age range that was studied and the use of a cross-sectional design. Additionally, it is important to note that a modified flanker task was employed and researchers should exhibit caution when generalizing the current findings to other tasks. Future research could build upon the present results by employing a similar MRI-constrained source localization approach to study errormonitoring system development using an expanded sample size or within a longitudinal context, as well as in relation to psychopathology.
The current study details a neurotypical model of age-related variation in the error-monitoring system over the course of adolescence and early adulthood. Critically, the results demonstrate that healthy individuals observe a relatively strong degree of stability in the core Fig. 5 . Relations between CDR activity and post-error accuracy. Scatterplots depicting the six ROIs in which a significant relation between CDR activity and post-error accuracy (PEA) was identified. Note: * denotes a significant effect following correction for multiple comparisons. G.A. Buzzell et al. NeuroImage 157 (2017) 13-26 error-monitoring system across this developmental period. Additionally, linear changes in activity of the insula, OFC and IFG are also exhibited. The observed dichotomy between a stable frontoparietal system and a set of continually changing ventral-frontal regions provides a useful framework for conceptualizing error-monitoring system development during adolescence and early adulthood. Given that adolescence and early adulthood is a period associated with an increased risk for various psychological disorders (Pine et al., 1998; Kessler et al., 2007; Merikangas et al., 2010) , which have been linked to the error-monitoring system Hall et al., 2007; Olvet and Hajcak, 2008; McDermott et al., 2009) , the current results and conceptual framework provide a valuable reference for past and future clinical studies.
