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Abstract
Water is one of the most vital substances for life, science, and technology. In
many situations, water is confined to very narrow geometries, for example, in
living cells it is severely confined in between biomolecules. The peculiarities of
such systems are not yet understood and have drawn a lot of attention in cur-
rent research. Additionally, the anomalous behavior of water in the bulk, e.g.
the density anomaly, is not yet explained. The most common theories aiming
to rationalize the behavior of water base on the assumption of a liquid-liquid
phase transition at very low temperatures. Direct observation of water at these
temperatures is impossible due to crystallization. In water confined in narrow
geometries or in aqueous mixtures freezing is suppressed and observation of
liquid water at very low temperatures is possible, what can provide valuable in-
formation about the nature of water and the interactions in biologically relevant
systems.
The aim of this thesis is to characterize the dynamical behavior of water and
aqueous mixtures in the regularly structured mesoporous silica MCM-41 over a
large temperature range. For this purpose, 2H NMR methods are used, which
can provide information about time scales and geometry of the motional mech-
anism. These capabilities render 2H NMR a valuable method to investigate
supercooled liquids in confinement.
The research in this work shows that current theories on water in confinement
are incomplete. A dynamic crossover is found near the suggested liquid-liquid
phase transition temperature. It is accompanied by the emergence of a sec-
ond dynamically distinguishable water species, suggesting that the observed
transition is not caused by a liquid-liquid phase transition but rather by a solid-
ification of the pore internal water. The residual liquid resides at the pore walls
and shows the characteristic behavior of a β-process. This process is found in
many systems where water is close to an interface and shows several universal
features. One is an additional mild crossover at ca. 185 K that may be related
to a glass transition. A new method is introduced to measure the tempera-
ture dependence of the corresponding α-process and a novel model of water in
confinement is proposed in order to explain the present findings.
In comparison to water, the glass former glycerol does not show such dras-
tic confinement effects in MCM-41. On reduction of the confinement size, the
glycerol molecules merely show a slight acceleration of dynamics. The weak
influence of the confinement on glycerol shows that a generalization of the pro-
posed interpretation model for water is not applicable to other simple liquids.
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Bulk and confined aqueous mixtures have been investigated in this work in a
broad temperature range and their dynamics were characterized. The added
alcohols in the mixtures are structurally similar and vary mainly in their hydro-
gen bonding capabilities. It was found that the phase behavior of the mixtures
strongly depends on the interactions between the constituents. In the MCM-
41 confinement, phase separation happens in mixtures where water clusters
are prefered to spatially extended H-bond network of both water and alcohol
molecules. The results indicate that water clusters in the pore center rather
than at the interface. Depending on the pore size and the size of the solvent,
the water cluster may reach a critical size for crystallization. Crystallization
was not found in previous studies of similar mixtures in smaller confinements,
demonstrating the importance of the pore size and the specific interactions for
investigations of dynamics of water and aqueous mixtures.
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Zusammenfassung
Wasser ist essentiell fu¨r das Leben sowie in Forschung und Technologie. In vie-
len Fa¨llen liegt Wasser in stark eingeschra¨nkten Geometrien vor. Ein Beispiel
sind lebende Zellen, in welchen Wasser von großen Mengen an Biomoleku¨len
umgeben ist. Die Eigenschaften solcher Systeme sind bisher unverstanden. In
den ga¨ngigsten Theorien zum Verhalten von Wasser wird ein Flu¨ssig-Flu¨ssig
Phasenu¨bergang bei sehr tiefen Temperaturen postuliert. Da Wasser bei diesen
Temperaturen kristallisiert, ist eine direkte Beobachtung dieses Effekts aber
nicht mo¨glich. In eingeschra¨nkten Geometrien und in wa¨ssrigen Mischungen
mit anderen kleinen Moleku¨len ist das Gefrieren unterdru¨ckt, sodass flu¨ssiges
Wasser bei sehr tiefen Temperaturen untersucht werden kann. Die Forschung
an Wasser und Wassermischungen kann daher wertvolle Informationen u¨ber
die Natur von Wasser und biologisch relevanten Mischungen liefern.
Das Ziel dieser Arbeit ist die Charakterisierung des dynamischen Verhaltens von
Wasser und wa¨ssrigen Mischungen in mesoporo¨sem MCM-41 u¨ber einen weiten
Temperaturbereich. Zu diesem Zweck werden 2H-NMR-Methoden verwendet.
Diese ko¨nnen Informationen u¨ber die Zeitskalen und die Geometrie der Bewe-
gungsprozesse in Wasser liefern. Aufgrund dieser Mo¨glichkeiten ist 2H-NMR
eine geeignete Methode zur Untersuchung von unterku¨hltem Wasser.
Die durchgefu¨hrten Messungen zeigen, dass die aktuellen Theorien zu Wasser
in beschra¨nkten Geometrien erweitert werden mu¨ssen. Eine Vera¨nderung des
Temperaturverhaltens wird in der Na¨he des vorausgesagten Flu¨ssig-Flu¨ssig
Phasenu¨bergangs gefunden. Sie wird begleitet von der Entstehung einer
zweiten, dynamisch unterschiedlichen Wasserspezies. Dies deutet darauf hin,
dass das Temperaturverhalten nicht durch den Phasenu¨bergang dominiert
wird, sondern durch Verfestigung des Wassers im Porenzentrum. Die restliche
Flu¨ssigkeit befindet sich an den Porenwa¨nden. Sie zeigt die Eigenschaften eines
β-Prozesses. Dieser Prozess wird in vielen Systemen gefunden, in welchen sich
Wasser nahe an Grenzfla¨chen befindet und zeigt mehrere universelle Eigen-
schaften. Eine dieser Eigenschaften ist eine schwache A¨nderung des Tem-
peraturverhaltens bei 185 K, welche mo¨glicherweise mit einem Glasu¨bergang
in Verbindung gebracht werden kann. In der vorliegenden Arbeit wird eine
neue Methode vorgeschlagen, um den zugeho¨rigen α-Prozess zu detektieren
und zusa¨tzlich wird ein erweitertes Erkla¨rungsmodell vorgestellt, um Wasser in
beschra¨nkten Geometrien zu beschreiben.
Der Glasbildner Glyzerin zeigt keine starken Effekte durch das MCM-41. Bei
verringerter Porengro¨ße zeigen die Glyzerinmoleku¨le nur eine leichte Beschle-
v
unigung ihrer Dynamik. Der geringe Einfluss auf Glyzerin zeigt, dass eine
U¨bertragbarkeit des vorgeschlagenen Interpretationsmodells fu¨r Wasser auf an-
dere einfache Flu¨ssigkeiten nicht mo¨glich ist.
Die Dynamik wa¨ssrige Mischungen mit und ohne Confinement wurden eben-
falls in einem weiten Temperaturbereich charakterisiert. Die zugefu¨gten Alko-
hole sind strukturell sehr a¨hnlich und unterscheiden sich hauptsa¨chlich durch
ihre Mo¨glichkeiten Wasserstoffbru¨cken zu bilden. Eine starke Abha¨ngigkeit
des Phasenverhaltens der Mischungen von den spezifischen Wechselwirkungen
wurde gefunden. Phasenseparation geschieht bevorzugt in jenen Mischungen,
in welchen Cluster von Wasser statt eines ausgedehnten Wasserstoffbru¨cken-
netzwerkes gebildet werden. Die Messungen deuten an, dass sich das Wasser
bevorzugt in der Porenmitte statt an der Grenzfla¨che befindet. Je nach Gro¨ße
der Poren und des Kosolvents ko¨nnen die Wassercluster eine Gro¨ße erreichen,
bei welcher sie kristallisieren. In fru¨heren Untersuchungen an a¨hnlichen Mis-
chungen in kleinerem Confinement als in dieser Arbeit wurde keine Kristalli-
sation gefunden. Dies unterstreicht die Bedeutung der Porengro¨ße und der
individuellen Wechselwirkungen in Untersuchungen der Dynamik von Wasser
und wa¨ssrigen Lo¨sungen.
vi
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1 Introduction
Water is one of the most important substances on earth. It allows life as we
know it to exist. It plays major roles in climate and geology, it is essential in
nature, in many fields of science like biology and medicine, and in many tech-
nological applications. Water covers a huge part of the earth’s surface and is a
main component of the human body. Despite its major relevance for basically all
aspects of our lives, our knowledge about water is still not yet complete. Water
exhibits a number of anomalous properties, for example, a density maximum at
4 ◦C. These anomalies still lack a proper explanation.
In the past, many studies were performed to investigate the behavior of water.
One main focus was to clarify its importance in biological processes. In bio-
logical systems, water is mostly found in close vicinity to other molecules. An
example for this is the interior of living cells, where plenty of proteins, lipids,
polysaccharides, as well as DNA, RNA and several small organic and anorganic
molecules are solved in an aqueous solution called cytoplasm. The concentra-
tions of additional molecules are high and water is confined on a sub-nanometer
scale [1]. Thus, not only the behavior of pure bulk water is of enormous inter-
est, but also its dynamical behavior in spatial confinement. To fully understand
the mechanisms underlying life, as for example why proteins only work in pres-
ence of a solvent [2], it is necessary to investigate the mutual interactions of
water and other molecules involved.
It was proposed that the main reason for the anomalous behavior of water is
its ability to form hydrogen bonds (H-bonds). H-bonds are rather weak com-
pared to, e.g., covalent bonds. Nevertheless, H-bonds plays a crucial role in the
behavior of water. Several hypotheses have been postulated to explain water
behavior [3–5]. The most popular ones suggest a liquid-liquid phase transition
between two water phases in the deeply supercooled regime [6,7]. At ca. 225 K
and at elevated pressure water was proposed to change from a high density
liquid to a low density liquid in a first order phase transition, due to the tetra-
hedral ordering of the water H-bonds. So far, the phase transition has not been
directly observed in experiments, because the access to the temperature region
of interest is hampered by crystallization that occurs inevitably in the so called
no-man’s land between ca. 150 K and 230 K [8]. In addition to the manifold
of experimental studies, several simulations have been performed to clarify the
existence of this low temperature phase transition.
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Two possibilities to circumvent crystallization is to confine water to nanoscopic
volumes or to mix it with additional solvents. With crystallization suppressed
it is possible to investigate liquid water at temperatures low enough to observe
the possible implications of the hypothesis introduced above. In this way, the
search for physical explanations of the water anomalies is linked to the field
of water in confinement. Competing results have been found in various stud-
ies. Many researchers provided evidence in favor of the proposed liquid-liquid
phase transition, others argued against this interpretation.
The objective of this work is to add to the understanding of water in narrow
geometries. For this purpose water confined in the common confinement ma-
terial, mesoporous silica MCM-41 is investigated. Previous studies on this sys-
tem have been performed before, but they do not agree in their interpretation:
While some researchers found a drastic change in the dynamics at the proposed
phase transition and interpreted it as evidence for the latter [9], others found
no indications for this kind of behavior in the same systems [10]. Here, 2H
NMR is utilized in order to determine the dynamical behavior of D2O in MCM-
41. The research survey includes a variation of the confinement size, in order
to identify a model describing the dynamics.
2H NMR is a valuable tool to thoroughly characterize the dynamics of a deuter-
ated molecular species in a wide range of correlation times. Combining several
different techniques rotational dynamics can be observed over twelve orders of
magnitude in time. In addition, insights into the mechanism of reorientation
can be obtained that are not accessible to other methods or only in a narrow
dynamic range. Hence, 2H NMR is able to provide valuable information and
can help to gain a deeper insight into the properties of a sample.
The application of MCM-41 gives rise to the question of how far the enclosed
liquid is influenced by its interaction with the confinement. To help answering
this question, a MCM-41 material with functionalized inner surface is inves-
tigated as well. In addition, water in mixtures with alcohols is investigated.
Those mixtures can be used for multiple purposes. A study of the concentration
dependence can help to further improve the understanding of water behavior
and its interaction with other molecules. This knowledge can be transferred
to biologically and technically relevant systems by successively increasing the
complexity of the added solute up to the point of proteins. By variation of so-
lute and concentration and by altering the inner surface of the confinement it
is also possible to single out finite-size effects and guest-host interactions. This
is one of the aims of the research unit FOR1583 in the framework of which this
thesis was done.
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The structure of this thesis
The thesis begins by introducing the current state of research on supercooled
liquids, with a focus on supercooled water in chapter 2. This includes an
overview over features of supercooled water and water mixtures in confine-
ment. In the subsequent chapter 3 deuteron NMR is introduced. It is the main
method employed to characterize dynamics in this work. The basics of NMR
are explained and supplemented by a theoretical background for the performed
experiments. In chapter 4 the experimental setup is detailed. Additionally, the
characterized samples and preparation methods are presented. The results of
the NMR experiments performed on D2O confined to MCM-41 will be discussed
in chapter 5. There, the dynamics will be characterized over a large tempera-
ture range, in different types of confinement. The results will be compared with
two competing model explanations. Chapter 6 will characterize glycerol in sim-
ilar MCM-41 confinements, in order to compare results for a good glass former
to the results obtained for water. In chapter 7, a determination of the magnetic
field dependence of characteristic NMR parameters are presented. Chapter 8
will then present the results obtained from several water-alcohol mixtures con-
fined to MCM-41. Those will be compared with the findings of the group of J.
Swenson, our collaboration partner in this project. In the final chapter 9 the
key findings of the this thesis will be summarized.
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2 Supercooled liquids, water, and
aqueous mixtures
This work deals with water and water mixtures in a broad temperature range.
In this chapter, the exceptional behavior of water is discussed and the most
common thermodynamical concepts are presented, which try to explain those
properties. All models indicate that the mechanisms underlying the anomalous
behavior manifest themselves in observable features of the dynamical properties
of water. They are assumed to be most pronounced in the deeply supercooled
regime where water usually only exists in one of its crystalline forms. The
characterization of those dynamical properties is the main goal of this thesis.
Therefore, the properties of supercooled liquids, in particular, the dynamics
close to the glass transition, are discussed in section 2.1. Subsequently follows
the discussion of the anomalous behavior of water in section 2.2. There, the
most widely accepted theories explaining its behavior are introduced. Common
concepts to circumvent crystallization and investigate water in the supercooled
regime are presented in section 2.3. Those include mixing water with anti-
freezing agents, for example salts or short alcohols, or with larger biomolecules,
e.g. proteins [7, 11]. The interactions between water and the solute suppress
freezing. An alternative route to avoid crystallization is to confine water within
severe spatial limitations. The interactions with the interface as well as the
finite size of the systems can prevent the phase transition. The final section
in this chapter, section 3.9, shortly introduces common experimental methods
used in the research on confined water.
2.1 What is a supercooled liquid, what is a glass?
When a liquid is cooled, it will eventually reach its melting temperature Tm,
where it freezes. Crystallization can occur in a homogeneous or heterogeneous
way. In the first case, crystal nuclei larger than a critical size are formed sponta-
neously and induce freezing of the whole sample. In the second case, impurities
in the system act as seeds for crystallization. Some liquids, especially when they
are very pure, can be cooled below this temperature and become supercooled.
The phenomenology of supercooled liquids is presented in this section. The
discussion in this thesis is far from being complete. For good reviews on the
topic, the reader is referred to the articles of Cavagna [12], Ediger and Harrow-
ell [13], Debenedetti and Stillinger [14] and Angell [15].
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Figure 2.1.: Sketch of the liquid and crystal entropy over temperature. Green
dots mark common values of the correlation time at certain temperatures, col-
ored lines represent the behavior below Tg for different cooling rates. The blue
line corresponds to the highest, the red line to the lowest cooling rate. Repro-
duced after [12].
2.1.1 Supercooling a liquid
When crystallization at Tm can be circumvented, the liquid becomes super-
cooled. This can be achieved in several ways: Heterogeneous freezing can
be avoided by using pure liquids with as few impurities as possible. Homo-
geneous crystallization can be suppressed in two ways. First, the number of
spontaneously forming crystal nuclei can be reduced by using smaller samples.
The chance of spontaneous freezing is proportional to the volume [12]. For
example, water was supercooled to temperatures of 229 K in ultra pure mi-
crometer sized water droplets [16]. A second way is to apply high cooling
rates. Then the crystallization is quenched since the liquid is not given enough
time for growth of a nuclei [12]. This was used to prepare amorphous glasses
of water: By applying cooling rates larger than 107 Ks-1 so called hyperquenched
glassy water (HGW) can be created, while amorphous solid water (ASW) results
from vapor deposition on cooled substrates, see in section 2.2 for details.
In the supercooled state, the crystal is energetically favorable over the liquid
and hence, the supercooled liquid is metastable. The situation is sketched in
figure 2.1 for the entropy S. Similar relations hold for the specific volume. Upon
cooling, the entropy of the liquid Sliq decreases monotonically with a slope given
by the specific heat cp:
6

dS
dT

p
=
cp
T
(2.1)
The entropy of the liquid and associated specific heat are larger than those of
the crystal state. At the Kauzmann temperature TK, the entropy of both, crystal
and liquid, would intercept. This is called the Kauzmann paradox or entropy
crisis, since such an intersection of an amorphous and a crystalline state is not
physical [12, 17]. However, before this point is reached, the dynamical glass
transition is encountered at the temperature Tg > TK. At Tg the entropy lev-
els and the heat capacity becomes comparable to that of the crystal [14]. The
change in heat capacity prevents the intersection of the entropy of liquid and
crystal and thus, the Kauzmann paradox. Below Tg, the system is trapped in
one of the available amorphous states and cannot leave it on the experimen-
tally available time scale. The system cannot sample through all energetically
available states, its ergodicity is broken [12]. On infinite time scales ergod-
icity would be restored below Tg. Hence, the glass transition is a dynamical
phenomenon rather than a thermodynamical event. The exact temperature at
which the glass transition occurs depends on the cooling rate. Slower cooling
causes a lower transition temperature Tg, while at higher cooling rates the glass
is formed at higher temperatures. Usually, the glass transition temperature Tg
is defined as the temperature where the shear viscosity η reaches η(Tg) = 1012
poise or equivalently where the structural relaxation time τ reaches τ = 102
s. These definitions of Tg agree well with the values for Tg obtained from dif-
ferential scanning calorimetry (DSC). In DSC, the glass transition is observed as
step in the measured heat flow. The onset of the step is conveniently used to
define Tg. The glass transition does not affect the structure of the supercooled
liquid: Scattering experiments observed no structural changes when cooling
below Tg [12, 18]. Therefore, most studies concerning the glass transition fo-
cus on the dynamical properties such as diffusion coefficients or the structural
relaxation times.
2.1.2 Dynamics on cooling towards the glass transition
The properties of materials can be characterized by correlation functions (CF).
While the structure, is often described using pair-CFs, dynamics can be ad-
dressed by auto-CFs F(t1,t2). They correlate properties of a single particle at a
time t1 and at a time t2. Motion leads to a decay of such auto-CF. In the most
simple cases this can be expressed by an exponential decay with a characteristic
time τ:
F(t′) = exp

−

t′
τ

, (2.2)
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Figure 2.2.: Two-step decay of CF encountered in supercooled liquids: at highest
temperatures an one-step decay is visible, at lower temperatures, a two-step
decay is found. The faster one corresponds to vibrational motions, the slower
one to the structural relaxation. Figure adapted from [14].
where t′ = t2 - t1 is defined by assuming thermal equilibrium. A process be-
having this way is called Debye process and can be found in simple liquids.
At ambient temperatures above the melting point Tm, a liquid usually exhibits
correlation times on the order of τ ∼ 10−13 s. On cooling towards the glass
transition, the motion slows down drastically by up to 15 orders of magnitude,
to reach 100 s at he glass transition Tg.
When the liquid is cooled below its melting temperature Tm and approaches
the glass transition temperature Tg, the CF start to show a pronounced two step
decay [19, 20], as sketched in figure 2.2. The decay at short times correspond
to the vibrational motions of the molecules. Vibrations will not be addressed in
this work. The second decay results from to the structural relaxation process, or
α-process, of the liquid. The structural relaxation process describes the motions
of particles that leave the local cage formed by their neighbors and pass into
a new environment. In the isotropic case usually found in bulk liquids, the
α-process destroys all correlation.
Besides the α-process, a secondary relaxation is often found in glass forming
materials, designated as β-process1. The corresponding time scale is shorter
than that of the α-relaxation and larger than that of the vibrations. The β-
process is often considered as strongly localized motion. Glass forming liquids
were classified as type A glass formers or type B glass formers. In type B glass for-
mers a β-process is found well separated from the structural relaxation. In type
A glass formers no separate β-process is observable, but a so called excess wing is
1 It is not to be mixed up with the vibrational processes.
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Figure 2.3.: Examples of strong and fragile glass formers. Figure adapted from
[14].
found close to the α-process. The excess wing exhibits properties similar to a β-
process. Therefore, it is still a matter of debate, whether the excess wing and the
β-process are similar processes independent from the α-process or whether the
excess wing or the β-process are features connected to the structural relaxation.
The temperature dependence of the characteristic time of the α-process τ ex-
hibits two distinct kinds behavior: It can follow a strong or a fragile temperature
dependence. Strong glass formers show an Arrhenius (ARR) type behavior
τ(T ) = τ0 exp

Ea
kBT

, (2.3)
while fragile liquids show a temperature dependence described by the Vogel-
Fulcher-Tammann (VFT) equation
τ(T ) = τ0 exp

D
kB(T− TVFT)

. (2.4)
Examples for strong and fragile glass formers are shown in the Angell plot,
figure 2.3. There, an ARR behavior appears as a straight line with a slope given
by the activation energy Ea. The VFT law appears curved and it diverges at the
VFT temperature TVFT. To characterize the liquid behavior, the fragility m was
defined as the slope at the glass transition point
9
m=

∂ log10η
∂ (Tg/T)

T=Tg
= κ

TVFT
B+κ
+ 1

, κ= log10

τ(Tg)
τ0

(2.5)
A perfectly strong glass exhibits m = κ, while m is higher in the case of a
fragile glass former. A well known example of a strong glass former is silica
(SiO2), which is among the strongest known materials [7]. In contrast, mildly
supercooled water is among the most fragile liquids [21]. A strong behavior
is often found in liquids that show a network structure, caused by directed in-
teractions [14]. Fragile glass formers usually show non-directional interactions
and do not form networks very well [12]. The Adam-Gibbs theory strives to
rationalize the origins of the temperature behavior of a liquid.
The Adam-Gibbs theory
The theory of Adam, Gibbs and Di Marzio, conveniently called Adam-Gibbs
(AG) theory, is a purely thermodynamic reasoning to resolve the apparent
paradoxes formulated by Kauzmann and Flory [22, 23] and to describe the
dynamics of a supercooled liquid. The theory is based on the calculations of
Gibbs and Di Marzio [24, 25], in which they have shown that a system with
vanishing configurational entropy must undergo a second order phase transi-
tion at the temperature Tk. In addition, the AG theory introduces the concept
of cooperatively rearranging regions (CRR) [26]. Those are the smallest clusters
of particles, that can move independently of their environment. The particles in
a CRR must move together and, thus, only a limited set of states Ω is available
to a CRR. AG assumed the set Ω to be constant, independent of temperature
and size of the CRR. In contrast, the CRRs themselves grow with lowering tem-
perature. The configurational entropy Sc of a cluster with n particles can be
written as
Sc(n) =
logΩ
n
. (2.6)
By increasing the size n of a cluster, the correlation length of cooperative motion
ξd ∼ n grows. Jenckel [27] proposed an exponential growth of the relaxation
time with the correlation length τ ∼ exp(ξψ). Under the assumption ψ = d,
the AG gives the temperature dependence of the correlation time implicitly by
the temperature dependence of the entropy:
τ∝ exp

A
TSc(T)

(2.7)
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When the configurational entropy Sc is expressed by the excess entropy of the
liquid with respect to the crystal, Sc = Sliq− Scr, it can be written as
Sc(T) = ∆cp
T− Tk
Tk
. (2.8)
This results in the well known VFT expression of the correlation time:
τ(T) = τ0 exp

ATk
∆cpT (T − Tk)

≈ τ0 exp

B
T − Tk

(2.9)
With those considerations Adam, Gibbs, and Di Marzio were able to resolve the
entropy crisis and at the same time establish the connections between configu-
rational entropy, a correlation length ξ and the correlation time τ close to the
glass transition. More complex theories have been developed to describe the
dynamics at temperatures much higher than Tg and to refine the AG approach.
Those theoretical frameworks are out of scope of this work. For an introduc-
tion to the mode coupling theory and the random first order transition theory the
interested reader is referred to references [12,28].
2.1.3 Dynamic heterogeneities and non-exponential correlation functions
The α-relaxation of supercooled liquids typically exhibit a pronounced non-
exponential decay. Then the CF is often described by a Kohlrausch-William-Watts
(KWW) function [18,29,30]:
F(t) = exp

−
 t
τ
β
(2.10)
In addition to the characteristic time τ, a stretching parameter β is introduced.
The stretching can be explained by two effects. First, there is the homogeneous
case, in which the molecular motion is strongly correlated. For example, cor-
related forward-backward motion intrinsically stretches the CF of every single
molecule, resulting in a stretched overall CF. By contrast, in the heterogeneous
case, a distribution of correlation time G

log(τ)

exists, e.g. due to differ-
ent local environments within the sample. The values of τ and can vary over
several orders of magnitude [31, 32]. The overall CF is the sum of the individ-
ual CF of all molecules and hence, stretches in accordance to the distribution
G

log(τ)

[14, 33]. Advanced studies using hole-burning techniques in dielec-
tric spectroscopy (DS) [17] or multi-time correlation functions in NMR [34],
have shown that both origins of non-exponentiality can be found in a super-
cooled liquid at the same time.
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Frequency domain representation
Stretched exponential CF are often approximated by a KWW function. This pro-
vides a measure of the time scale of the motion that can be compared to other
experiments. Nevertheless, the KWW formula describes the correlation decays
only in some situations appropriately. The shape of the decay curve depends on
the specifics of the motional mechanisms within the sample. Therefore, other
functional forms are also used to fit the data. In 2H NMR, direct access to the
shape of the correlation function is possible for slow dynamics using the stim-
ulated echo (STE) experiment, see section 3.4. In the case of faster dynamics,
input from frequency domain methods like DS is used to supplement 2H NMR.
In the frequency domain, the susceptibility χ(ω) is measured, see section 3.9
for details. Several functional forms are conveniently used to approximate the
susceptibilities or the spectral densities (SD) J(ω):
J(ω) =
χ ′′(ω)
ω
∝
∫ ∞
−∞
F(t)eιωtdt. (2.11)
When the distribution G

log(τ)

is symmetrically broadened the Cole-Cole (CC)
form [35]
JCC(ω) =
sin

pi
2

(ωτ)α
ω

1+ (ωτ)2α+ 2cos

pi
2

(ωτ)α
 (2.12)
can often be applied. In the case of an asymmetrically stretched high-frequency
flank, the Cole-Davidson (CD) form [35]
JCD(ω) =
sin

γarctan(ωτ)

ω

1+ (ωτ)2
γ
2
(2.13)
is a good description. Both are special cases of the Havriliak-Negami (HN)
function [35]
JHN(ω) =
sin
§
γarctan

(ωτ)α sin piα2
1+(ωτ)α cos piα2
ª
ω

1+ 2(ωτ)α cos piα
2
+ (ωτ)2α
γ
2
. (2.14)
The CC spectral density can be derived from eq. (2.14) by setting γ = 1, while
the CD spectral density is obtained by setting α = 1. These three SD have been
used purely empirically for some time. Later it was shown that the CC form is
the frequency domain representation of the Mittag-Leffler function [36]. The
CD spectral density is not equivalent but closely related to a KWW function [37].
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Figure 2.4.: Plots of the CC, CD, and HN spectral density (a) and the imaginary
part χ ′′(ω) of the respective susceptibilities (b).
Owing to the large success in describing DS data with the CC, CD, or HN SD,
they were adopted in the evaluation of 2H NMR data [38].
In the susceptibility representation, the main difference between the CC and
CD forms is their shape: on a logarithmic frequency axis the CC exhibits a
symmetric shape of the loss peak with a slope of ω±α on both flanks. The CD in
contrast is asymmetric exhibiting a slope of ω1 on the low frequency flank and
ω−γ on the high frequency side of the peak. Exemplary plots of CC, CD, and HN
functions are depicted in figure 2.4. Panel (a) shows the SD defined in equations
(2.12) - (2.14), in (b) the imaginary part of the susceptibility χ(ω) is shown.
In supercooled liquids the structural relaxation is often properly described by a
CD [31], while secondary relaxations are often well approximated by a CC. The
shape of the SD can be determined by NMR using field cycling methods, see in
section 3.6.
Correlation time averages
When a distribution of correlation times G

log(τ)

exists, it is not straight-
forward to give a single correlation time to characterize the timescale of the
distribution. Often different experimental methods report differently averaged
correlation times. The characteristic time of dynamics is often defined by the
inverse of the maximum τ = ω−1max of the dielectric loss χ ′′(ω) or by the mean
correlation time 〈τ〉. Both methods result in rather different values for different
distribution functions, e.g. due to fractal behavior in the HN form [35]. The
mean logarithmic correlation time can be defined by [39]:
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〈lnτ〉=
∫ ∞
−∞
d(lnτ)G(lnτ)lnτ. (2.15)
This quantity can be calculated for all common forms of distributions and allows
for better comparison of experimental data. By employing the properties of
the logarithmic moments of the distribution functions mean logarithmic time
constants can be expressed as [39]
lnτm ≡ 〈lnτ〉=

lnτ Cole-Cole,Logarithmic Gauss
lnτ+Ψ(γ) + Eu Cole-Davidson
lnτ+

1− 1
β

Eu Kohlrausch-Williams-Watts
(2.16)
In this equation Eu is the Euler constant (Eu≈ 0.5772) andΨ is the derivative of
the gamma function Γ. The parameters β , γ and τ are the stretching parameters
and the time constant of the respective distribution, c.f. eqs. (2.10, 2.12 - 2.14).
In this work, the correlation time τm will be used to characterize the time scale
of a dynamical process independent of the specific distribution function used
for data analysis.
2.2 The anomalous properties of water
Water is a simple molecule. It consists of two hydrogen atoms covalently bound
to an oxygen. The HOH opening angle is 104.5°, close to the tetrahedral
angle [40]. Nevertheless, water is rather special and exhibits many anoma-
lies: It is the only naturally occurring inorganic liquid and exhibits unusually
high melting and boiling temperatures compared to other non-metallic com-
pounds [41]. A simple p-T phase diagram is sketched in figure 2.5. The exact
number of anomalies of water depends on the source and varies somewhere
between thirty up to a hundred [42]. The best known anomaly is the density
maximum at 277.15 K. It is responsible for floating of ice and survival of fishes
in shallow ponds in winter. Less known are other properties that nevertheless
play important roles in thermodynamic calculations, e.g. the minima of the
isothermal compressibility κT at 319.15 K and of the isobaric heat capacity cp at
308.15 K [3]. The response functions κT and cp are connected to volume and
entropy fluctuations which usually decrease upon cooling. In water this is not
the case and it is found that volume and entropy are anti-correlated, such that
an increase in volume is connected to decreasing entropy [6]. In the crystalline
state, it can exist in sixteen different forms of ice [42,43].
Water molecules interact hydrogen bonds (H-bond). This type of bonding is
strongly directed [44]. A water molecule has the ability to form up to four
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Figure 2.5.: p-T diagram of water. Figure adapted from [47].
H-bonds to other water molecules. Thereby, a tetrahedral network of bonds
is established. The lifetime of a bond is limited, thus the network is transient
and exhibits no long range structure [41]. The network was identified as the
origin of the anomalous properties of water [40, 45]. The structuring intro-
duced by the directional character of the H-bonds also influences the density:
The network requires larger intermolecular distances than in an unstructured
state [45]. Upon cooling the motion in the sample slows down and the network
becomes more stable, since the average life time of a bond increases. The ther-
modynamic anomalies of water become more and more pronounced at lower
temperatures [41].
Extrapolation of some of the properties of bulk water suggest the existence of a
singularity at 225 K [3, 46]. Indications for a divergence were found for exam-
ple in static quantities such as the isothermal compressibility, and in dynamic
properties such as the shear viscosity [46]. The apparent thermodynamic singu-
larity is located deeply in the supercooled region of water. Thus, investigations
of water properties at low temperatures below the melting point are necessary
in order to understand the properties of water. Several theories have been pro-
posed to explain the features of water and other anomalous liquids by means of
thermodynamic reasoning involving the supercooled state. Three models were
widely discussed in literature [7]:
• The stability limit conjecture (SLC) was proposed by Speedy in 1982 [3,
48]. It assumes the apparent divergence observed at about 225 K to be
caused by the crossing of a spinodal line. This is the line Ts(p) in the p-T
phase diagram of water marking the limit of water stability, i.e. the limit
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Figure 2.6.: Sketches of (a) the stability limit conjecture marked by the dotted
line Ts, (b) the singularity free interpretation, and (c) the liquid-liquid critical
point hypothesis. The grey line in (b) is the the locus of extreme values of the
response functions and C′ in (c) is the second critical point. In all panels, Tm
is the melting temperature, TH the homogeneous nucleation temperatures, the
nucleation temperature upon heating amorphous ice. The figure is adapted and
modified from [6].
where water becomes mechanically unstable, see figure 2.5. The locus of
the spinodal is given by [3]:
limp→ps

∂ p
∂ T

V
= 0− (2.17)
It was theorized, that the spinodal line in the low temperature region is
the same one that in the superheated region of water. The spinodal in both
temperature regions are connected in the negative pressure region. The
SLC predicts that the low temperature LDA form of water is different from
supercooled water above Ts and that no singularity occurs at ca. 225 K,
see the sketch figure 2.6 (a).
• The singularity free interpretation (SFI) was first given by Sastry et al. [5].
They showed in general that a liquid exhibiting a density minimum, a
negative sloped temperature of maximum density, and a non-retracing
liquid-gas spinodal may show the anomalous features observed in wa-
ter. No singularity is necessary to explain the anomalies and a locus of
maximal thermodynamics response caused by relaxation phenomena ex-
ists [6]. The situation is sketched in figure 2.6 (b). The mere presence of
the observed features does not support the existence of a critical point or
the connection of spinodal lines. Still, the other scenarios are not ruled out
by this interpretation [5]. The SFI predicts that water above and below
Tm to be thermodynamically continuous.
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• The second critical point hypothesis or liquid-liquid critical point (LLCP)
hypothesis was proposed by Poole et al. [4]. In their study, they used MD
simulation of the ST2 water potential in the deeply supercooled regime.
The simulations showed indications of a first-order phase transition that
terminates in a second critical point C′. The phase transition separates
two liquid phases of water, the low density liquid (LDL) and the high den-
sity liquid (HDL). They are the liquid forms of the respective amorphous
glasses LDA and HDA. The critical point is situated in the no-man’s land,
as sketched in figure 2.6 (c).
A very similar theory was proposed by Angell [7] in terms of a order-
disorder transition. Similar to the LLCP it predicts a first order phase
transition between the two liquids, but no critical point, at least not at
positive pressures. It is therefore, usually called the critical-point free sce-
nario.
The LLCP theory and the SFI both predict that on cooling water first becomes
supercooled in a higher density phase. At the phase transition it transforms
from HDL to LDL water and undergoes a glass transition to LDA at even lower
temperatures. At ambient pressures below the pressure of the critical point C′
no phase transition occurs, but the Widom-line is crossed, marking the location
of maximal fluctuations in the one-phase region. Neutron scattering (NS) and
X-ray investigations on the structure of liquid water support this idea: they
have shown a gradual adjustment of the water structure towards that of LDA on
cooling [16,49]. In contrast, the occurrence of different forms of amorphous ice
as HGW and ASW which are both considered of LDA type, and several other LDA
and HDA types are taken as evidence against the thermodynamic continuity
[50].
A variety of simulation studies were conducted to settle the topic of the exis-
tence of the proposed first order phase transition in water. The results are con-
tradicting: Evidences assisting the existence of the transition and the LLCP have
been found [4,51–55], but as many studies have rejected those ideas [56–59].
Experimental studies on supercooled water suffer from the existence of the no-
man’s land. Nevertheless, different investigations where performed to learn
about the low temperature regime. Small and very pure water samples were
used to avoid heterogeneous nucleation at Tm and supercool water as low as
possible [6,12]. In current experiments using this approach, no thermodynam-
ical divergence was observed but an increased tetrahedral ordering down to
229 K [16]. Nevertheless, the structural properties in the supercooled liquid
are expected to be rather similar to the normal liquid [12]. Therefore, dynam-
ical properties of the liquid are more promising to help clarify the question of
the existence of the singularity. A pronounced transition was proposed for the
temperature dependence of the motional correlation times. Due to the larger
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Figure 2.7.: Sketch of the proposed fragile-to-strong transition (FST) in water at
ambient pressure [60]. The figure is courtesy of Prof. Dr. M. Vogel.
disorder, the HDL is expected to exhibit a larger structural entropy and accord-
ing to the AG theory, this results in a fragile behavior, see section 2.1.2. In
contrast, a locally ordered H-bond network in LDL, exhibits a nearly constant
entropy, causing the correlation times to show a strong behavior. On crossing
the phase boundary, a fragile-to-strong transition (FST) was postulated by Ito et
al. [60], see figure 2.7. The FST is expected to be observable also at ambient
pressures, well below the critical pressure [61]. The diverging fluctuations of
a phase transition continue well beyond the critical point in form of finite fluc-
tuations, the Widom-line. In fact, in the mildly supercooled regime, water is
one of the most fragile liquids, see e.g. [21]. Experiments on HGW [62] and
ASW [63], showed a strong temperature dependence above the proposed glass
transition of Tg = 136 K [64]
2. This was taken as an evidence for the existence
of the FST at roughly 225 K [60]. Still, a direct observation of the transition
is prevented by the crystallization of water. Therefore, several experimental
routes were developed, which allow for observation of water at temperatures
well in the no-man’s land. They will be discussed next.
2.3 Entering the no-man’s land: confinement and solution
In order to investigate the dynamics of liquid water in the no-man’s land spa-
tially restricted geometries have been proven a useful tool. Supercooled liquids
have been investigated in geometrical confinement for some years now [65,66].
The studies usually aim for the investigation of the properties of the enclosed
materials, for usage in technological applications, e.g. in lithography [67] and
2 Note, that this Tg is not generally agreed on and still a matter of research.
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drug transport [68] and the understanding of the confining effects themselves
[69]. Of special interest are the interactions between host material and the
guest liquids, as well as the influence of the size and the dimensionality of the
confinement, e.g. on the length scale of cooperative [66]. The main effects of
confinement on the enclosed liquids are discussed in the following. This starts
with general confinement effects in section 2.3.1, followed by a discussion of
the effects on water in confinement 2.3.2. The concluding part of the chap-
ter gives an introduction into the topic of soft confinement, especially water
mixture, see section 2.3.3.
2.3.1 Effects of restricted geometry
There are a manifold of effects of confinement on the guest molecules. A bench-
mark for the effects is the change of the melting temperature∆Tm or of the glass
transition temperature∆Tg [66]. Very often the shift of the glass transition tem-
perature ∆Tg = Tg,bulk−Tg,conf is taken as a reference. Several key factors have
been identified as sketched in figure 2.8.
Reducing the size of the confinement usually causes an acceleration of dynam-
ics, and thereby, a negative shift∆Tg < 0 [70,71]. The effect is often attributed
to the limited length scale of cooperative motion ξ [66]. This implies a strong
dependence on the size of the confinement, which is made use of in NMR cry-
oporometry. There, the depression of the melting point is used to calculate the
pore size of a sample using the Gibbs-Thomson equation [72, 73]. The latter
equation implies an inverse dependence of the melting point depression and
the confinement size. In case of cylindrical pores it can be expressed by [74]:
∆Tm(d) =
2CGT
d
(2.18)
Here d is the pore diameter and CGT is a material specific constant depending
on the surface free energy.
Density effects can alter the dynamics in the confinement, see figure 2.8 (b).
In experiments using liquids in confinements, no bulk reservoir is available to
compensate different thermal expansion of the liquid and the matrix, see figure
2.8 (b). Usually the motion of molecules is accelerated as the density is reduced
[75]. From studies of partially filled pores, it was argued that this effect plays
only a minor role even in hard confinement where the host material may not
adapt to the reduced density, see [66] for details.
The guest-host interactions act between confinement and the enclosed liquid
and are strongly depending on the used materials. Studies found a positive
shift ∆Tg > 0 when the confinement attracts the guest material, and negative
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(a)
(c)
(b)
(d)
Figure 2.8.: Schematic effects of confinement on the enclosed liquids: (a) finite-
size effect due to restricted spatial dimensions, (b) density effects, and surface
interaction leading to a (c) two layer model, and (d) gradual decrease of the
distortion.
∆Tg when there is a repulsive force [76]. The influence of the surface on the
guest was modeled in different ways. Some researchers proposed a core-shell
model, where the surface of the confinement acts mainly on a small layer in
vicinity of the interface. The inner core is only weakly or not at all affected by
host material [77–79], see figure 2.8 (c). The model was successfully adapted
to describe the dynamics of glycerol confined to sol-gel glasses by introducing
exchange between the surface layer and the bulk layer [80]. More recent ex-
periments [81, 82] and simulation studies [83, 84], indicate that the influence
of the interface decays gradually into the confinement, exhibiting length scales
up to the nanometer range, see figure 2.8 (d).
DS studies have found that the loss peaks of the confined liquid are significantly
broadened compared to that of the bulk liquids [80,85,86]. The dynamics are
more heterogeneous in the confinement. Similar broadening was found for ex-
ample in NMR studies [87, 88]. It is likely caused by the strongly influenced
molecules close to the interface [89]. The dynamics of those molecules differ
from the bulk behavior, e.g. MD simulations [84] and DS studies [10] found
a symmetric broadening of the loss peak rather than an asymmetric broaden-
ing usually found in bulk liquids [31]. Additionally, dynamics are slowed down
close to immobile surfaces [84]. Besides the slow down of dynamics close to the
confining material many studies have found the surface layer to be non-freezing
at all temperatures, even though the bulk liquid in the center may crystallize in
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sufficiently large confinements [72,74,75].
Depending on the surface interaction finite-size effects can be altered to result
in a positive shift of ∆Tg. If there are strong attractive forces the slowdown of
the molecules at the interface can decelerate molecules away from the matrix
due to the cooperativity of the molecules. The overall effect can be a frustration
of the overall dynamics [90]. Such a slowdown was for example found in MD
simulations of water confined to neutral pores [91]. There, water molecules
were fixed in position to effectively provide a rigid confinement for the residual
water molecules. In this situation the guest-host interactions are the same as be-
tween the guest molecules themselves. The liquid molecules exhibit decelerated
dynamics even in a distance of about 1 nm to the pore walls.
Finally, in case of mixtures in spatial confinement, the strong guest-host interac-
tions can also result in phase separation of the constituents [92, 93]. Contrary,
the confinement was found to suppress phase separation in certain cases [94].
In summary, many aspects have to be taken into account when the dynamics
of a liquid in spatially restricted geometry is investigated. The special case
of water has therefore triggered studies of many of its properties in different
confining materials. An overview over this topic is given next.
2.3.2 Water in confinement
The proposal of a second critical point in water at ca. 225 K and the difficulty
of studying it in bulk water [16, 95] triggered a series of investigations of su-
percooled water in confinement. Different routes of confining water have been
followed. One of them is mixing water with small molecules in binary mixtures,
seer in chapter 8 for details. In this section, the focus is on water enclosed in
rigid confinement. Where it is illustrative, studies of water in the vicinity of
soft but comparatively immobile molecules, e.g. polymers and proteins are
included.
In the first studies, the focus was set on the investigation of water embedded
in three different systems. First to mention are mesoporous vycor glasses [96]
which suffer from the problem of too large pores. With diameters larger than
5 nm [97] and a rather broad distribution of diameters it was not possible to
suppress crystallization in the temperature region of interest.
A second class of confinement materials was found in the material group of
zeolites, see [98]. They usually exhibit free cage sizes of only up to 1.2 nm [99]
with some exceptions where the pores show much larger diameter of about
4.4 nm [100]. Again, the pore sizes are not in the interesting size range from
ca. 2 nm to 3 nm, where bulk behavior is assumed to be present but freezing
is suppressed [74]. Additionally, most zeolites exhibit charged ions in contact
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with the inner surface of the cavity. This has a rather strong influence on the
contained water rendering it impossible to investigate the bulk properties.
The same problem occurs with the third material, Na vermiculite clay. Here,
the water is intercalated between clay layers with a rather small distance of
ca. 1.2 nm or less [85]. Despite those difficulties it is worth looking at the clay
systems later in short, due to its two dimensional structure.3
Uncharged, uniformly sized: the model MCM-41
Due to the disadvantages of the other confinement materials, the ordered silica
matrix MCM-41 [102, 103] became the focus of interest in the studies of con-
fined water. It features small pore size distributions and pore diameters that
can be tuned within the whole range of interest from 1.4 nm to 5 nm [104].
Additionally, it provides long term stability against water [105].
Using MCM-41 as a confinement, various studies were performed and yielded
contradicting results. Quasi elastic neutron scattering (QENS) studies [9, 106,
107], and NMR studies [97, 108, 109] found a pronounced FST in the correla-
tion times and the diffusion coefficients of water in MCM-41 pores of 1.4 nm
and 1.8 nm. Some of the QENS data [9] are shown in figure 2.9. The transition
was found at a temperature TL ≈(225± 3) K at atmospheric pressures. This is
in very good agreement with the predictions from the LLCP hypothesis [60],
compare chapter 2.2. The measured pressure dependence of TL is in agreement
with the predicted location of the second critical point [9].
The FST was observed in a variety of other systems, including hydration wa-
ter of proteins [107, 110] and DNA [111], in water confined to zeolites [100]
and cement paste [112], in water in aerogels [113] and in salt mixtures [114].
In those studies, different techniques were used including Optical Kerr Effect,
1H NMR pulsed field gradient (PFG) experiments and 1H NMR field cycling (FC)
experiments. A majority of those studies were performed by the group of S.H.
Chen using the QENS technique. Other researchers gave concerns regarding
the validity of the data evaluation especially in the NS experiments: It has been
shown that an improved fitting routine eliminates the FST [115]. The NMR
measurements were criticized as well [116]: No sign of the FST was found
using 2H NMR to investigate the hydration water of proteins. In [117] it was
shown that cross relaxation plays an important role in NMR diffusometry and
renders the determination of diffusion coefficients at or below TL impossible.
Despite the criticism, the discovery of a pronounced transition in the corre-
lation times of water were used as support for the LLCP hypothesis. It was
argued that the observed behavior of confined water reflects the behavior of
3 Investigations using clay confinement are disadvantageous due to another reason: sample
preparation in some cases took up to a year [101] and thus, requires patient experimental-
ists.
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Figure 2.9.: Correlation times of water measured in MCM-41 by QENS
(d=1.8 nm) [9] and DS (d=2.1 nm) [10], the black line is an Arrhenius fit to the
data for T<180 K resulting in Ea = 0.5 eV.
the structural relaxation of bulk water. The measured time constants τ below
the transition extrapolate to a glass transition temperature Tg that is inconsis-
tent with any proposed value of Tg for water [85, 118, 119], suggesting that,
below the crossover, the QENS data do not describe the structural relaxation.
Nevertheless, it was concluded that the observed crossover is due to the struc-
tural α-process, and therefore, the kink in the correlation time is the expected
FST which fulfills the predictions of the LLPT scenario, see figure 2.10 (a).
In view of the criticisms expressed above, a large group of researchers refuse
to acknowledge the FST on basis of their experiments. Besides the NMR mea-
surements mentioned above [116, 117], strong rejection of the idea relies on
dielectric measurements on confined water. Such investigation on MCM-41 of
pores with 2.1 nm [10,120] showed no sign of a FST in the temperature region
at the proposed TL. Those measurements nicely continued the high tempera-
ture QENS data above ca. 230 K, c.f. figure 2.9. The dielectric correlation times
show a mild crossover at about 180 K. The process observed at temperatures
below that crossover shows characteristic signs of a β-relaxation [121–123].
The question whether this behavior is specific to the studied system or reflects
the general characteristics of water, was pursued by the investigation of water
in softer types of confinement, see section 2.3.3 and chapter 8 for more details.
Although it was shown that water dynamics in solution with small molecules
show some peculiarities [124], those studies revealed the universality of the
low temperature water relaxation in the vicinity of surfaces. The universal-
ity was found in studies on molecular sieves [85, 125], large polymers [126],
sugars [127] and biological systems as proteins [116] and DNA [126]. The
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Figure 2.10.: Sketch of the two models, which aim to describe dynamics of con-
fined water. (a) FST in the α-relaxation, due to transition from high-density
(HDL) to low-density (LDL) liquid. (b) Transition from α-relaxation to αcon-
relaxation due to limited growth of correlation. Figure adapted from [123].
observation in all those systems lead to an alternative model trying to explain
water dynamics in confinement.
In this model, no significant change in the temperature dependence of confined
water in the vicinity of 225 K happens, but the observed correlation times follow
an ARR temperature dependence down to ca 180 K. There, a mild crossover to
an Arrhenius behavior with a lower activation energy Ea = 0.5 eV is observed,
see in figure 2.10 (b). It was proposed that the system’s α-process continues
even below TL=225 K with a continuous growth of the cooperative length ξ.
When ξ reaches the length scale of the confinement the α-relaxation becomes
unobservable and a new process dominates the observed behavior. In literature,
it is argued whether this process is the α-process of the confined system αcon
[11, 123, 128] or whether it is a β-process of Johari-Goldstein (JG) type [11,
123, 129]. Since the length scale in various systems may be different, this low
temperature relaxation does not exhibit identical dynamics in all systems. Still,
it shows four distinct and universal features in all systems [123]:
1. The peak in the dielectric loss ε′′ exhibits a symmetric broadening, which
can be described by a Cole-Cole function, see eq. (2.12).
2. The activation energy of the low temperature process below the crossover
at ca. (185± 20) K is Ea=(0.50± 0.03) eV [11].
3. The time scale of the process varies in all systems. It becomes faster when
more unfrozen water is present [130]. The MCM-41 system with 2.1 nm
shows the fastest dynamics.
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4. The process shows all characteristics of a β-process below the crossover
[121,126,131]. Some researchers argue that it may be a Johari-Goldstein
like β-process of water [132].
Besides the universality of the observed process close to surfaces, it is still a
matter of debate whether it reflects the behavior of the structural relaxation of
bulk water or whether it is governed by confinement effects. In the latter case,
it is not settled yet, if the relaxation is the structural relaxation of the confined
liquid or rather a secondary process, possibly a JG-β-process.
2.3.3 Binary mixtures with water
Many studies investigated the behavior of bulk aqueous mixtures, see e.g. [11,
69, 101, 119, 130, 133, 134], and research is still going on [135, 136]. Most
works on the topic focus on water-alcohol mixtures for several reasons.
First, the H-bonding properties of alcohols can be employed to probe the H-
bonding properties of water and how water reacts to a distortion of the net-
work structure it forms in the bulk state [135, 136]. By a proper choice of the
solute and by variation of the concentrations the interaction within the mix-
ture can be systematically tuned [101, 119]. Therefore, water mixtures are
often investigated with the aim to extrapolate the concentration dependence
to the behavior of bulk water. For this purpose also water mixtures with salts
found application [7]. The most important results from those studies are a
wide universality of the low temperature water relaxation in a broad range of
systems [11,123], which was already introduced in the last section.
A second reason to study mixtures of water with alcohols is motivated by the
biological point of view. Large efforts are taken to understand the mutual in-
teraction of water with proteins and related biological functional molecules.
Several theories exist that try to explain the very complex behavior in those
systems, including the slaving-concept of Frauenfelder [137] and models for-
mulated by Doster [138], Chen [107], and Ngai [139], see e.g. [140] for an
overview. Alcohol molecules in mixtures with water can help to approach this
topic, by studying the dynamics of short molecules first and then increase com-
plexity by successively increasing the molecular weight.
A third point that is to be considered, is the phase behavior of aqueous mixtures.
In all studies, phase separation can pose a serious problem when interpreting
the data [135, 141]. In technological applications such effects, can endanger
the outcome of the process. Therefore, it is important to characterize the tem-
perature and concentration dependent phase behavior of mixtures, especially
those involving water due to their outstanding importance.
Besides careful studies of mixtures in their bulk state, the points mentioned
here, can be investigated by confining the mixtures in narrow spatial geome-
tries.
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Confined binary mixtures
By confining water mixtures to narrow geometries, the properties of the sys-
tem can be tuned to an even larger extent. The finite-size effects suppress
crystallization, allowing for further increase of the water concentration in the
mixtures without freezing. This was used in a study of glycerol and water con-
fined to MCM-41 [142]. There, it was proposed that the glass transition of
water is situated at temperatures above the glass transition of glycerol, possibly
at 225 K.
In addition, finite-size effects suppress the formation of an extended H-bond
network. Depending on the dimensionality of the confinement, this can affect
one, two or three dimensions. Thereby, the formation of H-bond networks
and their ability to adapt to reduced dimensions can be investigated. In the
confinement provided in Na-vermiculite clay [86] it was found that the network
of bonds can adapt to very severe restrictions. The basic properties of the liquid
are conserved even though the residual volume was basically two dimensional.
The interactions with the surface may trigger phase segregation or suppress it,
an important aspect in technological applications. In hydrophilic confinement
micro-phase segregation was observed. The water was proposed to cluster at
the pore surface [86, 129, 142, 143]. This separation is likely promoted by the
high hydroaffinity of the confinement. It is therefore an interesting topic of
research, to investigate the influence of different hydroaffinities. This can be
achieved in different confinements or by modifying the confinement’s surface.
Studying mixtures of water with simple molecules can provide a basic knowl-
edge of those systems. In subsequent research this knowledge can be used for
understanding the properties of more complex systems, eventually it can help
to clarify the properties of technological and biological relevant systems as for
example proteins.
A model system: propylene glycols
A widely used model system to investigate the influence of confinement on
binary mixtures are propylene glycol-water mixtures and related mixtures
[11, 119, 124, 130, 134, 144–152]. Often 1,2-propylene glycol (PG), propy-
lene glycol monomethyl ether (PGME) and glycerol (GLY) [119]. All three
monomers consist of a backbone of three carbon atoms and exhibit a varying
number of hydroxyl groups (OH) from a single one in PGME up to three in GLY.
In addition to PGME, the dimer DiPGME was utilized in the present study. The
molecules are sketched in figure 2.11.
PG, PGME and DiPGME have been used in this work to study the properties of
confined mixtures, while glycerol was utilized as a model glass former. All
different molecules are well characterized in their pure state, as well as in
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(b)       PG(a)       Gly (c) PGME       di-PGME
Figure 2.11.: Sketch of the different propylene glycols used in this work: (a) GLY,
(b) PG, and (c) PGME and its dimer DiPGME. Carbon atoms are black, oxygen
atoms are red and hydrogen atoms are blue. Green: deuterons in the case of
deuterated glycerol-d5.
mixtures with water, see chapter 8 for details on the findings. Despite their
structural similarities the alcohols exhibit a rather different dynamical behav-
ior [69, 119], rendering them ideal candidates to investigate the influence of
confinement on the guest liquid.
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3 Nuclear magnetic resonance
Nuclear magnetic resonance (NMR) is a versatile tool to study many micro-
scopic properties of a material including its structure and dynamics. In this
chapter, the basic concepts of NMR will be discussed. The description will focus
on the method of 2H NMR which is the main technique utilized in this thesis.
The following discussion is based on several common text books [153–156] as
well as two PhD theses [157, 158] and the review article [38] as main refer-
ences. They will not be referenced explicitly. The last section in this chapter,
3.9, gives an overview over several other methods, commonly used to study
supercooled liquids. Literature data obtained by those methods will be used as
references in this work.
3.1 Introduction to NMR
In NMR the interactions of nuclei exhibiting a non-vanishing nuclear spin Iˆ with
external magnetic and sample internal electromagnetic fields are used to probe
a large number of material properties. When a spin Iˆ is placed in a strong
external magnetic field B0 = Beˆz, it will be subject to the Zeeman effect. The
degeneracy of the energy levels is lifted into different energy levels1
E =−γmIB. (3.1)
Here, mI = I, I − 1, ...,−I are the possible z-components of the spin angular
momentum IˆzB0 = mIB0. The proportionality constant γ is called gyromag-
netic ratio. The differences in energy of the levels result in different occupation
numbers. They are characterized by the Boltzmann distribution. Therefore, a
surplus of spins is orientated along the magnetic field B0 creating a macroscopic
magnetization of the sample M ∝ B0. The spins precess around the magnetic
field axis with the Larmor frequency ω0:
ω0 =−γB0. (3.2)
Recent NMR techniques make use of pulsed experiments. In addition to the
static magnetic field B0, a second magnetic field B1 is applied perpendicular
to B0. B1 oscillates with the Larmor frequency. It is created by a coil wound
1 In this and the following sections ħh= 1 will be used for simplicity
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directly around the sample. It is usually applied for short times generates so
called radio frequency (rf) pulse. The rf pulses cause transitions between the
different energy levels of a spin. The macroscopic effect of a rf pulse is a pre-
cession of the magnetization around the B1 axis perpendicular to the B0 axis.
When the magnetization is tilted away from the equilibrium orientation, i.e.
the z-axis, it starts precessing around the z-axis with the Larmor frequency. The
precessing magnetization induces a voltage in the B1 coil which is detected in
the experiment.
The precession frequency of a spin is altered by additional internal magnetic
fields Bint generated by interactions within the sample. In eq. (3.2), the field
Bloc = B0 + Bint on the site of the spin must be taken into account. The strength
of the interactions is measured in the shift of precession frequency. It is usually
given in units of frequency (Hz). Some of the most important interactions in
NMR spectroscopy are briefly introduced here:
1. The scalar coupling or J-coupling is an indirect interaction which is medi-
ated through chemical bonds connecting two spins. The spin of a nucleus
couples to local electrons via the hyperfine interaction. Thus, two nuclear
spins can influence each other by manipulating the electronic states in
the covalent bonds connecting them, see figure 3.1 (a). J-coupling is the
weaker the more bonds the nuclei are apart. Its typical strength is in the
order of a few hertz.
2. The chemical shift is due to the electronic environment of the nucleus. The
external magnetic field induces angular motion of the electrons. This dia-
magnetic effect partially shields the external field on site of the nucleus,
see figure 3.1 (b). The distribution of electrons varies according to the
chemical structure of the sample, enabling identification of certain chem-
ical groups. The strength of the chemical shift is usually in the range of a
few hundred hertz, proportional to the external field.
3. The dipole–dipole interaction is due to the dipolar field of a spin at the
position of a second spin. The strength of the field depends on the dis-
tance of both spins and on their relative orientation, see figure 3.1 (c).
The dipolar coupling interaction can be utilized in many experiments, e.g.
for measuring distances, structure and molecular dynamics. Its coupling
strength usually is about 10 kHz – 100 kHz.
4. The quadrupolar interaction (QP) originates from the interplay of a nu-
clear quadrupolar moment Q with an electrical field gradient (EFG). The
EFG arises from the non-isotropic distribution of the electrons e.g. due to
a bond, while the quadrupolar moment arises from a non-spherical distri-
bution of electric charges in the nucleus, see figure 3.1 (d). Q vanishes
for spin I = 1/2 particles. If the QP interaction is present, its coupling
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Figure 3.1.: Sketch of the behavior of different NMR interactions: (a) J-coupling,
(b) chemical shift interaction, (c) dipole-dipole interaction , and (d) quadrupolar
interaction.
strength is usually large compared to other interactions. It is often in the
range from 1 kHz – 1 MHz. The QP interaction is discussed in more detail
in section 3.2.5.
The spectrum of frequency shifts ω0 − ωint due to the internal field can be
measured by Fourier transformation NMR. A rf pulse is used to rotate the mag-
netization into the x-y plane, where the spins precess with the local Larmor
frequency. The magnetization therefore contains contributions of all spin sig-
nals that can be extracted by Fourier transformation of the time measured time
signal. This detected signal is subject to relaxation effects causing the signal to
decay over time. This signal is conveniently called free induction decay (FID).
Two relaxation effects are important for the magnetization to return to equilib-
rium. Those are the spin-spin relaxation (SSR) and the spin-lattice relaxation
(SLR). SSR is caused by local differences in the precession frequency, which
causes a decay of phase coherence of the individual spins. The macroscopic
magnetization in the x-y plane is lost due to this effect. The SLR causes
the return of the magnetization to the quantization axis parallel to B0 after
a disturbance e.g., by a rf pulse. Thereby, energy needs to be transferred to
the lattice. Both relaxation mechanisms can be connected to local fluctuations,
which are caused by molecular motion within the sample. Thus, both relaxation
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mechanisms can be used to determine dynamical properties of the sample. The
relaxation effects are discussed in more details in section 3.3.
In this work the main experimental method is 2H NMR. The deuteron possesses
a nuclear spin of I = 1, and thus, the QP is the dominating interaction. The
rest of this chapter will treat the quantum mechanical description of NMR. The
focus is set on 2H NMR.
3.2 Quantum mechanical description of NMR
3.2.1 The density matrix formalism
In NMR macroscopic samples with a large number of particles are investigated.
Modeling such a sample with the Schro¨dinger equation including all interac-
tions is a too complex task even with modern computation power. The problem
is usually approached in a quantum statistical way. The system is split into a
state mixture consisting of the spin subsystem on the one hand and all other de-
grees of freedom on the other hand. These are summarized as the lattice. The
HamiltonianH contains all interactions among the spins and those connecting
the spin system to the lattice and thereby determines the state of the system. In
this situation, the density matrix formalism is a powerful way of handling the
spin evolution. The density matrix ρˆ is given by
ρˆ =
∑
wn|ψn〉〈ψn|. (3.3)
Here wn is the probability for the system to be in state n. The expectation value
of an observable can be defined by
〈Aˆ〉= TrρˆAˆ . (3.4)
Here, Tr[...] denotes the trace. The time evolution of the density matrix deter-
mines the time evolution of the NMR observable, by the von-Neumann equa-
tion:
dρˆ
dt
=−ıH , ρˆ (3.5)
Here, ı denotes the complex number ı =
p−1. Note that ħh = 1 is used for
simplicity. If the HamiltonianH is independent of time eq. (3.5) can be solved
by utilizing the unitary time propagator:
Uˆ(t) = e−ıH t . (3.6)
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Then, the formal solution to the von-Neumann equation reads
ρˆ(t) = Uˆ(t)ρˆ(0)Uˆ†(t) (3.7)
In thermal equilibrium, the density of states is given by the Boltzmann distribu-
tion and can be written as
ρˆ =
1
Z
exp

− H
kB T

, withZ = Tr

exp

− H
kB T

, (3.8)
where kB is Boltzmann’s constant.
When merely rotational dynamics are of interest, as e.g. in 2H NMR, the time
evolution of the density matrix ρˆ is usually calculated using the method of ir-
reducible spherical tensor operators (IST), see in for an introduction [153,155].
They are defined using a separation of spatial contributions (R) and spin con-
tributions (T) to the Hamiltonian [155]:
Hx = ax
∑
l=0,2
l∑
m=−l
(−1)Rˆl,−mTˆl,m. (3.9)
This general form of the Hamiltonian is a second-rank tensor (l = 2). All NMR
Hamiltonians can be expressed in this form by adjusting the constant ax. The
Tˆl,m operators are defined using the angular momentum operators Iˆα. Their
evolution under the influence of the interactions in NMR is well known, see e.g.
in [153]. The time dependence of the density matrix can therefore be handled
in a simple manner without solving the von-Neumann equation explicitly.
3.2.2 The Zeeman Hamiltonian
In NMR, the external magnetic field is usually strong compared to all additional
fields. Thus, the Zeeman effect, compare eq. (3.1), is the dominant effect and
is treated first. Assuming the magnetic field to be aligned with the z-axis the
Zeeman Hamiltonian can be written as
HZ =−γIˆB0 =−γ IˆzB0. (3.10)
The Zeeman energy splitting is some orders of magnitude lower than the ther-
mal energy at room temperature, even in very strong fields2. Therefore, the
Zeeman Hamiltonian can be expanded into a Taylor series:
2 e.g. for a deuteron at 7 T and 300 K it is kBT≈ 10−2 eV 10−5 eV≈−γB0∆mI
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ρˆ ∝ 1+ γB0
kBT
Iˆ+ ... (3.11)
The equilibrium magnetization can then be calculated using eq. (3.4), resulting
in
M0 ∝ γ
2I(I+ 1)
kBT
B0. (3.12)
This is the Curie magnetization, which is inversely proportional to the temper-
ature of the sample.
The effect of the Zeeman interaction on a spin I = 1 with initial state Iˆ = Iˆα,
where α = x , y , can be computed by inserting eq. (3.11) into eq. (3.7). Using
the Pauli spin matrices (see for example in [153]) the time evolution of ρˆ can
be calculated to be
ρˆ(t) = Iˆx cos(ω0t+φ) + Iˆy sin(ω0t+φ). (3.13)
This is a precession around the magnetic field axis B0 with the Larmor fre-
quency ω0, where the phase φ depends on the initial state. Before effects of
the other interactions important to 2H NMR are discussed, the transformation
to a rotating frame of reference is introduced.
3.2.3 The rotating frame
As discussed above, the Zeeman interaction leads to a precession of the spins
around the axis of the magnetic field with the Larmor frequency, see eq. (3.13).
This effect does not contain information about the sample and can be elimi-
nated by considering a new reference frame that rotates with a frequency ωrot.
The magnetization that precesses with ω0 in the laboratory frame rotates with
the altered precession frequencyω0−ωrot in the rotating frame. In the resonant
case,
ω0 =ωrot, (3.14)
the spin is static in the rotating frame. In the calculations of the spin state the
Larmor frequency in eq. (3.2) must be substituted by ω0−ωrot:
ρˆrot(t) = e−ı(ω0−ωrot) Iˆztρˆ(0)e−ı(ω0−ωrot) Iˆzt = ρˆ(0). (3.15)
Thus, the Zeeman interaction can be excluded from the calculations by trans-
formation into the rotating frame. The following discussions will be performed
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in the rotating frame, dropping the superscripts. One must keep in mind that
all Hamiltonians must be transformed into the rotating frame by
H rot = Uˆ†H labUˆ (3.16)
where Uˆ was defined in eq. (3.6). The transformation simplifies the subsequent
discussion of the important interactions in NMR.
3.2.4 Radio frequency pulses
In 2H NMR experiments, rf pulses are used to manipulate the spin system. The
pulses are generated by the B1 coil, c.f. fig. 4.1 in chapter 4. It is aligned
with the x-axis in the laboratory frame (LF). The effect of the rf pulses can be
described analogously to the Zeeman interaction: An additional magnetic field
B1 = B1eˆx is applied. The Hamiltonian is
Hrf =−γIˆB1 =−γˆIαB1. (3.17)
The field B1 is irradiated with the frequency ωrf in the LF:
Blab1 (t) = 2|B1| cos
 
ωrft

(3.18)
This can be decomposed into two counter-rotating, harmonic oscillations with
angular frequencies ±ωrf and amplitude |B1|. If ωrf matches the Larmor fre-
quency ωrf = ω0 the resonant +ω0 component results in a static magnetic
field in the rotating frame. The −ω0 component can be neglected in most
practical cases since nuclear spins are only influenced efficiently by fields with
frequencies close to the Larmor frequency.
In the rotating frame, the effect of B1 is a precession of spins. The axis of pre-
cession is in the x-y plane and specified by the phase of the rotating frame with
respect to the B1 field. Similar to the Zeeman effect, the precession frequency
in the rotating frame is given by ω1 =−γB1. The angle of rotation λ is defined
by the length of the pulse ∆p
λ=ω1∆p. (3.19)
In this work rf pulses will be named after their effect: namely the angle of ro-
tation and the rotation axis in the rotating frame. For example 90◦x will be used
for a pulse which rotates the magnetization by 90◦ around the x axis.
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Figure 3.2.: Sketch of transversal coherences between phases in a spin 1/2 sys-
tems. Taken from [154].
Besides their effect on level population, rf pulses often create so-called coher-
ences, which are, mathematically spoken, the off-diagonal elements in the den-
sity matrix ρˆ [154]. Coherences represent the tendency of transversal spin
components to exhibit the same phase and thus an aligned complex transversal
magnetization, as sketched in fig. 3.2. The order of such a coherence is defined
as the difference in the eigenvalues of the involved eigenstates r and s:
pr,s = mr −ms (3.20)
Coherences are usually referred to as (p)-quantum coherence by their order p.
NMR experiments are only able to detect coherences pr,s = -1. Those represent
the magnetization pointing in the same direction as the x-direction defined by
the orientation of the B1 coil [154].
3.2.5 The quadrupolar interaction of deuterons
The main experimental method used in this work is 2H NMR and the QP in-
teraction dominates. The QP interaction originates from the interplay of the
nuclear electric quadrupole moment Q with the EFG, see figure 3.1 (d). EFG
tensor ¯¯V is defined using the electrical potential Φ:
Vα,β =
∂ 2Φ
∂ rα∂ rβ
(3.21)
This is the matrix of second spatial derivatives of Φ at the site of the nucleus.
Here, α,β = x,y,z are the axes in the LF. The EFG tensor is traceless: There is a
basis in which it can be diagonalized [153,159]:
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Figure 3.3.: Definition of the inclination angle Θ and the azimuth angle φ with
respect to the external magnetic field.
¯¯V =
Vxx 0 00 Vyy 0
0 0 Vzz
 (3.22)
The elements Vαα with α = x,y,z are the principle values in the principle axis
system. Conventionally, the axes are defined such that |Vxx|, |Vyy| ≤ |Vzz| holds.
The elements of ¯¯V depend on the electron density around the nucleus and thus,
on the bonding of the deuteron (D). In the case of a deuteron bonded to a
carbon (C) or to an oxygen (O) atom the field gradient is approximately axially
symmetric (Vxx ≈ Vyy) with respect to the bond axis between the deuteron and
its partner. A parameter to describe the deviation from axial symmetry is the
asymmetry parameter η, defined as
η=
Vxx− VyyVzz
 . (3.23)
The main component of the EFG tensor Vzz is orientated along the bond axis and
encloses an inclination angle Θ with the external magnetic field, as is sketched
in fig 3.3.
Using the definition of the EFG tensor in eq. (3.22) the Hamiltonian of the
quadrupolar interaction can be written as
H QP = eQ
2I(2I − 1) Iˆ
¯¯V Iˆ=
e2QVzz
4I(2I − 1)

3 Iˆ2z,mol− Iˆ2

+
1
2
η

Iˆ2++ Iˆ
2−

. (3.24)
The index mol indicates that the quantization is in the molecular frame. In case
of strong external fields the quantization in the molecular and the laboratory
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Figure 3.4.: Energy splitting under the influence of the Zeeman interaction and
shift of Zeeman levels due to the quadrupolar interaction.
frames are equal [160]. The additional parameters in this equation are the
electric charge e and the quadrupole moment Q. The quadrupolar frequency
ωQ is introduced:
ωQ =
3e2QVzz
8

3cos2Θ− 1−η sin2Θ cos2φ≈ δ
2

3cos2Θ− 1 . (3.25)
Here, the EFG tensor is assumed to be axially symmetric (η = 0). The
anisotropy parameter δ is introduced:
δ =
3e2Q
4
Vzz. (3.26)
Eq. 3.25 can be used to rewrite eq. (3.24) as
H QP = ωQ
3

3 Iˆz Iˆz− I(I + 1) . (3.27)
With this result the time evolution of a spin state ρˆ(t = 0) can be calculated
using the von-Neuman formalism. After applying a 90◦y pulse, the initial state
ρˆ(t = 0+) = Iˆx evolves according to
ρˆ(t) = Iˆx cos(ωQ t) + ı(Tˆ2,1+ Tˆ2,−1) sin(ωQ t). (3.28)
The trace of the term Tr

Iˆα(Tˆ2,1+ Tˆ2,−1)

vanishes. Therefore, the second term
in equation 3.28 is not observable [153], but it must be considered when cal-
culating the outcome of 2H NMR experiments. Using Euler’s formula, the first
term can be decomposed into two counter-rotating contributions with frequen-
cies ±ωQ. They are usually attributed to the two possible transitions between
spin states due to the quadrupolar interaction sketched in fig. 3.4.
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The detectable magnetization under influence of the QP interaction can be cal-
culated using eq. (3.28) and eq. (3.4) to be:
M(t) = |M0| cos(ωQt)e rx. (3.29)
Here, e rx is the unit vector in the x direction within the rotating frame. In
contrast to the rotation of the magnetization under the influence of the Zeeman
interaction, the magnetization is oscillating due to the QP interaction in the
rotating frame.
3.3 2H NMR relaxometry and spectroscopy
In this work, several observables have been measured by a variety of pulsed 2H
NMR experiments. This section aims to give an overview over how the QP in-
teraction can be utilized to measure the reorientational dynamics of molecules.
Here, we will assume that the QP interaction is the only relevant interaction
besides the Zeeman interaction and the rf-pulses. While a rf pulse is applied,
the QP interaction is neglected. In addition, the QP interaction is assumed to
be axially symmetric, i.e. η= 0, except where explicitly stated otherwise.
3.3.1 Relaxation in 2H NMR
To be able to detect a NMR signal the spin system must be in a pr,s = -1 coher-
ence state. Those states are non-equilibrium states of the magnetization. They
can be generated for example by applying a pi/2 pulse which flips the magne-
tization into the x-y plane. Fluctuations of the local fields caused by molecular
motion induce relaxation effects that will bring the system back into equilibrium
over the course of time.
Two relaxation mechanisms must be distinguished. The first is the longitudi-
nal or spin-lattice relaxation (SLR). Here, the spin system dissipates energy into
the lattice. The relaxation is usually exponential with a characteristic time con-
stant T1 in the laboratory frame. The second relaxation mechanism is the so
called transversal or spin-spin relaxation (SSR). It is the dephasing of transver-
sal spin coherences and is an energy conserving process. Therefore, SSR is also
called transversal relaxation. As SLR, SSR is often exponential and exhibits a
characteristic time constant T2. In the following, both relaxation mechanisms
will be discussed under the assumption of the weak-collision limit. In this limit
fluctuations cause perturbations which are small compared to the spin Hamil-
tonian. The latter includes the Zeeman interaction, therefore the condition is
usually satisfied in high magnetic fields. Further, the discussion is restricted to
a semi-classical treatment of the lattice contributions, neglecting its quantum
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mechanical properties. SLR and SSR are caused by the stochastic fluctuations
which are caused by the molecular motion. To describe such a processes appro-
priately one often uses correlation functions (CF). In case of 2H NMR molecular
motion causes a variation of the angle θ between the deuterons bond axis and
the external magnetic field B0 and thereby a variation of the QP frequency ω0,
see e.g. section 3.2.5. The normalized rotational auto-CF F2(t) correlates the
initial orientation θ(0) with the orientation θ(t) at time t:
F2(t) =


P2 [cos (θ(0))]P2 [cos (θ(t))]
¬ 
P2 [cos (θ(0))]
2¶ . (3.30)
Pl is the l-th order Legendre polynomial. In
2H NMR the rank of the observed
correlation function is l = 2, see sect. 3.2. This is similar to e.g. depolarized
light scattering (LS) where l = 2, while e.g. in dielectric spectroscopy (DS) the
rank is l = 1. The most simple process that can be observed is an exponential
decay of the CF
F2 ∝ exp (−t/τ) , (3.31)
where τ is the time constant that characterizes the timescale of the motion
within the sample. By Fourier transformation the spectral density JD2 (ω) in the
Debye case can be obtained:
J2(ω,τ) =
τ
1+ (ωτ)2
. (3.32)
Both quantities F2(t) and J2(ω) contain information about the molecular dy-
namics in the sample. The theory of Bloembergen, Purcell and Pound (BPP)
[153, 154, 161] connects the SLR time T1 with the spectral density J2 given by
eq. (3.32), and thus, with correlation time τ. In case of a macroscopic sample,
a powder averaged SLR rate can be expressed as:

1
T1

=
2
15
δ2 · J2(ω0,τ) + 4J2(2ω0,τ) (3.33)
In eq. (3.33), it becomes obvious that SLR is mainly determined by fast fluctu-
ations at the Larmor frequency and twice the Larmor frequency. Note that in
the above equation the spin-lattice relaxation rate T1
-1 is used rather than the
relaxation time T1 itself. Both can be measured directly.
Inserting the Debye relaxation process described by eq. (3.32) into eq. (3.33)
results in
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1
T1

=
2δ2
15
·

τ
1+ (ω0τ)2
+
4τ
1+ (2ω0τ)2

. (3.34)
By taking the derivatives of this equation, it can be easily seen that T1 exhibits
a minimum at a correlation time τ where ω0τ≈ 0.616 holds.
The SSR originates from more slowly varying spin interactions, which do not
induce spin transitions associated with an energy transfer. The coherence be-
tween the spins is lost in the SSR. When the magnetization is tilted into the
x-y plane by a 90◦ pulse it precesses around the z-axis. The locally different
fields cause different precession frequencies. The total detected signal, the FID,
decays due to the SSR. In appropriate NMR experiments, so called echoes, c.f.
section 3.4, parts of the SSR are reversible. Irreversibility of the SSR disturbs
the use of echoes in NMR. It can arise from three factors. First, in intercon-
nected spin networks, the evolution of the spin coherences can become chaotic
and thereby irreversible over time. This is the case e.g. in solids where lots of
spins are connected by dipolar coupling. In systems where QP is the only addi-
tional interaction, all spins are isolated from each other. The second reason of
irreversibiliy is molecular motion. When an echo is used to reverse the SSR, this
requires the spin interaction to be static on the time scale of the experiment.
Molecular motion on that timescale therefore contributes to the irreversibility of
SSR. Third, the translational diffusion in the presence of field gradients causes
irreversible SSR. This may also happen when a field gradient is created by local
difference in the magnetic susceptibility [162].
Similar to the SLR the time constant T2, corresponding to the irreversible part
of SSR, can be written in terms of the spectral density:
1
T2

=
δ2
10
· 3J2(ω= 0,τ) + 5J2(ω0,τ) + 2J2(2ω0,τ) (3.35)
This equation is valid in this form only in the completely motionally averaged
limit, where the dynamical fluctuations are fast compared to the static line
width characterized by the coupling strength δ, i.e. δτ 1.
3.4 Pulsed 2H NMR experiments
In this work several different 2H NMR methods are used to obtain information
about the dynamical behavior of supercooled liquids. For this purpose, the
line-shape of one dimensional 2H NMR spectra is investigated and the SLR is
determined. At low temperatures two dimensional stimulated echoes are used
to measure the correlation function F2. Here, the theoretical foundations of the
conducted experiments will be discussed.
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Figure 3.5.: Pulse sequence of a solid echo experiment.
3.4.1 One dimensional spectroscopy
The free induction decay is the simplest and one of the most widely used NMR
experiments. It utilizes one single rf pulse to tilt the magnetization from its
equilibrium direction into the x-y plane. Thus, the pulse sequence reads
90◦x− detection.
In the x-y plane the magnetization precesses and thereby induces a measurable
signal in the B1-coil.
In amorphous solids, the individual spins precess with different frequencies,
what results in broader spectra. This causes a loss of coherence and therefore
a decay of the signal. In case of broad spectra, e.g. at low temperatures, the
signal decays quickly and cannot be detected completely due to the dead time
of the electronics after applying a pulse. The solid echo (SE) provides a simple
method to refocus short time signals. As in a FID experiment, the magnetization
is first transferred to the x-y plane by applying a 90° pulse. After the interpulse
delay tp a second 90° pulse is applied. It is phase shifted by 90° with respect to
the first pulse:
90◦x− tp− 90◦y− tp− detection
This is sketched in figure 3.5. The effect of the sequence can be seen when
calculating the density matrix ρˆ(t′) at the time t′ after the second pulse for a
spin ensemble under influence of the QP interaction:
ρˆ(t′) =
¬
Iˆy cos

ωQ(t
′− tp)

+ ι(Tˆ2,1− Tˆ2,−1) sin

ωQ(t
′− tp)
¶
(3.36)
The second term vanishes at t′ = tp and only the initial Iˆy magnetization is
refocused. This is called an echo, see figure 3.5. For times t′ > tp, the system
evolves as in the FID experiment. The SE is used to measure spectra and to
42
Figure 3.6.: (a) Lorentzian spectrum and (b) Pake spectra as expected in the fast
motion and static limit, respectively. Black spectra have been calculated using
δ = 160 kHz, η = 0 and an additional Gaussian broadening of 3 kHz. For the
blue spectrum η= 0.15 was assumed.
determine the magnitude of the z-magnetization in several experiments, e.g. in
saturation recovery experiments. The SE pulse sequence refocuses the signal in
the limit of fast motion, where the QP interaction is motionally averaged and in
the static limit where the motion is slow on the timescale of the SE experiment.
In the intermediate motion range, where only few reorientation steps occur
during the interpulse delay, the signal is not refocused due to irreversible SSR.
Line shape and motional narrowing
In this work, the focus is set on supercooled liquids. Therefore, spectra are
measured using the above SE pulse sequence. By Fourier transformation of the
time signal, starting at the echo at time tp after the second pulse, the spectrum
can be obtained. The shape of the resulting spectrum depends the time scale
of the molecular dynamics in comparison to the experimental time scale. The
latter is given by the inverse coupling constant δ−1. Here, we discuss the spectra
as measured by the SE experiment. Two limiting cases must be considered:
1. Fast motion limit: τ δ−1
In this case, the molecular motion is on a timescale that is fast compared
to the SE experiment time. A molecule assumes over many different ori-
entations during the evolution period tp. Therefore, the molecules exhibit
the same averaged Larmor frequency ω0. This results in a narrow spec-
trum, which is of Lorentzian shape in an isotropic liquid, as sketched in
figure 3.6. The line-width at half maximum of this Lorentzian is given by
the value of the SSR relaxation time:
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FWHM=
1
piT2
. (3.37)
Since the relaxation time T2 is connected to the correlation time, see
eq. (3.35), this can be used to gain information about the molecular
dynamics. In the limit of very fast motion, the spectrometer resolution
limits the values of the observed FWHM. In the case of a non-isotropic
motion QP can not be averaged completely. Then the line shape may be
different from a Lorentzian and e.g. a Pake spectrum can be observed.
In a situation where the rotation exhibits a Cn symmetry resulting in an
equivalence of jump sites, the averaged anisotropy parameter
δ =
δ
2
(3cos2βC− 1) (3.38)
is observed. Here, βC is the angle between the axis of rotation and the
principle axis of the QP tensor.
2. Slow motion limit: τ δ−1
In this case, all molecules are static on the experimental time scale,
and thus, exhibit a quadrupolar frequency ωQ. It us determined by the
molecule’s orientation which does not change during the SE experiment.
In a disordered material, the molecular orientations are randomly dis-
tributed. Integration over the spatial distribution yields the well known
Pake form of the spectrum [163] depicted in figure 3.6 (b). This is the so
called powder average.
Assuming vanishing asymmetry η= 0, the Pake spectrum can be described
by
P(ω) =

1p
6δ
1
1
2δ−ω
−δ ≤ω≤−δ/2
1p
6δ

1
1
2δ+ω
+ 11
2δ−ω

−δ/2<ω< δ/2
1p
6δ
1
1
2δ+ω
δ/2≤ω≤ δ
0 else
(3.39)
The doublet form of the Pake spectrum is obtained in 2H NMR due to the
fact that there is always a doublet of lines ±ωQ. In eq. (3.39) singularities
appear at ωQ = ±δ/2. In the measurements, residual dipolar coupling
is present which broadens the line and cause the singularities to be finite
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Figure 3.7.: Schematic origin of two phase spectra in SE experiments: Fast
molecules from the distribution G

log(τ)

give rise to a Lorentzian line (left
hand side), while slow molecules result in a Pake pattern (right hand side). The
sum of all molecules yields a two-phase spectrum (center). The reduction fac-
tor (1-R) is shown in red. Dashed blue: simulated FID spectrum with the same
parameters.
peaks. The peaks move towards the center of the spectrum for a non-
vanishing asymmetry η > 0, as sketched in the blue spectrum in panel
(b).
Between these two limiting cases, there is the intermediate range of dynamics
τ≈ δ−1. There, the shape of the spectra strongly depends on the geometry and
the rate of the motional process and their distribution. If a broad distribution
of correlation times G

log(τ)

exists, the spectrum consists of the contribution
of both fast and of slow molecules. This is sketched in figure 3.7. The fast
molecules yield a Lorentzian shape, while the slow molecules result in a Pake
shape.
Molecules that reorient with τ ≈ δ−1 are not refocused in the SE experiment
and do not contribute to the signal. This causes the detectable signal to decrease
by a reduction factor R. The residual signal (1-R) is sketched in the figure.
Superposition of the visible spectral contributions results in a so-called two-
phase spectrum shown in black in the center of the figure. The shape depends
not only on the distribution G

log(τ)

, but also on the geometry of the motion.
Additionally to the SE spectrum figure 3.7 also shows a FID spectrum (dashed
blue line), to demonstrate the influence of the non-reversible parts onto the
shape of spectrum.
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Evaluating two-phase spectra
In the presence of broad distributions of correlation times G

log(τ)

two-phase
spectra can be observed in an intermediate temperature range. The contri-
butions of Lorentzian- and Pake-like spectral components can be evaluated to
learn about the timescale of the motion. To determine the different contribu-
tions the Pake spectrum obtained at very low temperatures was fixed as P(ω).
Additionally a temperature dependent Lorentzian line L(ω) was added to fit
the temperature dependent spectra S(ω):
S(ω) =W(T)L(ω) + (1−W(T))P(ω) (3.40)
When both components L(ω) and P(ω) are normalized, W(T) gives the per-
centage of fast molecules in the distribution G

log(τ)

. The fraction W(T) can
be interpolated by
W(T) =
1
2
+ erf

T− T1/2p
2σ

. (3.41)
Here, erf(...) is the error function. At the temperature T1/2 the percentage of
fast molecules is W(T1/2) = 0.5 and τ(T1/2) = (2piδ)−0.5 ≈ 1 µs is a good ap-
proximation for the position of the signal minimum observed in SE experiments.
The fraction W(T) can also be calculated from literature data if the temperature
dependent distribution of correlation times G

log(τ)

is known, as for example
in comparison with dielectric spectroscopy. The theoretical weight factor W(T)
is given by [122]:
W(T) =
∫ a′
−∞
G(logτ)[1−R(logτ)]d(logτ) (3.42)
Here, the signal reduction in the SE is taken into account by the reduction factor
(1-R). The upper integration limit is given by the inverse anisotropy parameter
a′ = log(δ−1)≈−6.
3.4.2 Spin-lattice relaxation
The SLR is often measured using the saturation recovery (SR) pulse sequence.
A series of n subsequent 90◦ pulses is used to destroy the initial magnetization.
The pulses are separated by a time T2  tsat  T1. The magnetization is tilted
back and forth in the x-y plane where SSR causes the magnetization to decay.
In all SR experiments in this work, the number of pulses was set to n= 9.
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Figure 3.8.: Pulse sequence of a saturation recovery experiment. Note, that the
delay time td can vary over several orders of magnitude.
The saturation sequence is followed by a variable delay time td in which the
magnetization is allowed to rebuild in z-direction due to SLR. After this time a
SE experiment is conducted to read out the magnetization. The experiment is
sketched in figure 3.8. The magnetization build-up with increasing delay time
can be described by
M(td)
M∞
= exp

−

t
T1

(3.43)
for a monoexponential relaxation. Here, M∞ = M(td →∞) is the magnetiza-
tion in thermal equilibrium and T1 the SLR time constant. An alternative to the
SR is the inversion recovery experiment. Instead of saturating the magnetiza-
tion, a 180° pulse is used to invert the magnetization in the -z direction. This
experiment requires longer waiting times, since the magnetization has to reach
thermal equilibrium before the experiment, therefore mainly the SR experiment
was conducted in this work.
3.4.3 SLR and distributions of correlation times
Usually a distribution of correlation times G

log(τ)

is present in supercooled
liquids. Under the assumption, that the molecules to not change their cor-
relation time, every τ results in a relaxation time T1 via the BPP model, see
eq. (3.34). Therefore, a distribution of SLR times V

T1

exists. The observed
magnetization build-up M(td), e.g. in an SR experiment, is the average over
the ensemble of all spins. A distribution V

T1

results in a non-exponential
build-up which is often well described by a stretched exponential function:
M(td)
M∞
= exp

−

t
T1
β
(3.44)
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The arithmetic mean relaxation time 〈T1〉 is defined by
〈T1〉=
∫ ∞
0
V(T1)T1dT1 =
T1
β
Γ

β−1

(3.45)
where the second equality is derived by integrating eq. (3.44). The harmonic
mean relaxation rate
¬
T−11
¶
is given by
〈T−11 〉=
∫ ∞
0
V(T1)T
−1
1 dT1. (3.46)
By fitting eq. (3.44) to experimental data the mean relaxation time is deter-
mined, while the relaxation rate can be determined by evaluating the initial
slope of the magnetization recovery. In this work, the SLR times are obtained
by fitting eq. (3.44) to the data.
In supercooled liquids there might be an exchange of correlation times when
the molecules move and thus, change their dynamical environment. Such an
exchange mechanism is for example provided by the structural relaxation pro-
cess3. When the exchange of correlation times is faster than the SLR time T1,
then the molecules average over many positions and correlation times. This
effectively averages the distribution V

T1

such that only a single relaxation
time is observed. Only when the exchange becomes similar or slower than the
time scale of T1, the averaging breaks down and V

T1

becomes observable in
SLR experiments, indicated by a stretching parameter β < 1.
It is possible to calculate correlation times using equation eq. (3.33) using 〈T1〉
rather than
¬
T−11
¶
, as long as the exchange averages V

T1

. In this case, the
relaxation time and the inverse relaxation rate are equal and the stretching
parameter is β = 1. When the exchange process becomes too slow 〈T1〉 and¬
T−11
¶
are no longer equal. If structural relaxation is the exchange mechanism
this means that the systems becomes non-ergodic. The temperature where this
happens will be called Tne.
3.4.4 Two-time correlation function: stimulated echoes
The stimulated echo (STE) experiment is designed to measure slow dynamics
that are not accessible in relaxation experiments [164,165]. For deuterons the
STE can be conducted in two ways which measure the so called Zeeman (ze)
order or spin alignment (sa) order. In both experiments two frequencies that are
separated by a mixing time tm are correlated with each other and correlation
3 Another possible process is spin diffusion. There, magnetization is transported by a spin
flip-flop processes not involving particle motion. Usually, in 2H NMR spin diffusion slow is
only effective at low temperatures.
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times τ ∼ tm can be determined in the range from 10−5 s to 1 s. The upper
limit is given by the SLR, i.e. τ ® T1. The experiment consists of at least three
pulses, often an additional fourth pulse is added. Here, we will focus on the
three-pulse experiment. The pulse sequence is given by
90◦x− t1−ψ1− tm−ψ2− t2− detection. (3.47)
ψ1 and ψ2 depend on whether a ze (ψ1 = ψ2 = 90◦x) or sa (ψ1 = ψ2 = 45◦y)
experiment is performed. The sequence is sketched for the ze order in the upper
part of figure 3.9 and for the sa order in the lower part. There, the possible
fourth pulse is added, which is discussed below. The inter pulse distances are
given by tm ≈ τ t1, t2 ≡ tp.
At first a saturation sequence followed by a delay time td prepares the system
in a common initial state. The first pi/2 pulse tilts the magnetization into the
x-y plane where it starts to precess under influence of the QP interaction with
an initial frequency ωi. At the time ti after the first pulse the system is in the
state
ρˆ(ti) =
¬− Iˆy cos(ωiti)− (Tˆ2,1− Tˆ2,−1) sin(ωiti)¶ . (3.48)
Here and in the following calculations, the rf pulses are assumed to be infinitely
short. Theψ1 pulse applied after the time tp transfers the spins in a storage state
that is invariant in the subsequent mixing time tm. In ze order this results in the
density matrix at time t+i after the second pulse this results
ρˆze(t
+
i ) =
¬− Iˆz cos(ωiti) + ι(Tˆ2,2− Tˆ2,−2) sin(ωiti)¶ . (3.49)
By proper phase cycling [166–168] the double quantum coherence state (Tˆ2,2−
Tˆ2,−2) can be eliminated such that only the term proportional to Iˆz remains. The
third pulse transfers the magnetization back into a detectable state that evolves
with time t f after the third pulse as:
ρˆze(t f , ti) =
¬
Iˆy cos(ωiti) cos(ω f t f ) + (Tˆ2,1− Tˆ2,−1) cos(ωiti) sin(ω f t f )
¶
=
¬
Iˆy cos(ωiti) cos(ω f t f )
¶
(3.50)
In the second step, it was exploited that the second term gives no detectable
signal since its ensemble average vanishes. Analogously, the time evolution for
the sa order can be calculated [164]:
ρˆsa(t f , ti) =

3
4
Iˆx sin(ωiti) sin(ω f t f )

(3.51)
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Figure 3.9.: Pulse sequence used to measure stimulated echoes: (top) three
pulse Zeeman order experiment (bottom) four pulse spin alignment order ex-
periment. Note that the delay time td and the mixing time tm may vary over
several orders of magnitude.
The expectation value for the measurements can be calculated using 3.4. As-
suming the times ti = t f = tp and identifying the frequencies ωi = ωQ(t = 0)
and ω f =ωQ(t= tm) this gives the ze order or the sa order CFs:
Fze2 (tm, tp) =
¬
cos

ωQ(0)tp
 · cosωQ(tm)tp¶ (3.52)
Fsa2 (tm, tp) =
¬
sin

ωQ(0)tp
 · sinωQ(tm)tp¶ (3.53)
The ensemble average is at maximum when both phases are equal. The echo
is formed at the time tp when the spin has not moved and the QP frequencies
are equal ωi =ω f . Spins that have moved and thus ωi 6=ω f do not contribute
to the echo, they do not refocus. Thus, molecular motion within tm leads to a
decay of the measured signal.
Note that the storage state in the ze case is Iˆz, which relaxes with the SLR re-
laxation time T1. In sa order the storage state is (Tˆ2,1 ± Tˆ2,−1), which relaxes
with the quadrupolar order relaxation time TQ1 , see ref. [155] for details. It was
shown that in case of rotational diffusion the two time constants are similar and
obey 2/3 · T1 ≤ TQ1 ≤ 5/3 · T1 [164].
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The STE experiments have several interesting properties that can be utilized to
gain information on the samples. First, the sa order experiment can be used to
directly measure the rotational auto-CF F2 of a single particle. In the limit of
short evolution times tp→ 0 a Taylor expansion results in:
Fsa2 (tm, tp→ 0)≈
¬
ωiω f
¶ · tp2 ∝ 
P2(cosΘ(0))P2(cosΘ(tm))∝ F2. (3.54)
It was used in this equation that the frequency ω is given by the second Legen-
dre polynomial P2 of the orientation Θ, see eq. (3.25), when the QP is axially
symmetric, i.e. η= 0.
Secondly, STE echo experiments can be utilized to obtain information about
the geometry in the samples. The phases that are correlated in the experiments
depend on the QP frequency of the spin and thereby on the molecular orienta-
tion. The correlation functions Fze2 and F
sa
2 can be rewritten using trigonometric
relations, here exemplary for eq. (3.52):
Fze2 (tm, tp)∝
¬
cos

(ω(0)−ω(tm) tp+ cos(ω(0) +ω(tm) tp¶ . (3.55)
The two terms on the right hand side behave differently in the ensemble aver-
age. The first term is at maximum when both frequencies are equal and forms
the STE. The second term results in a finite residual value F ze∞(tp) = F ze2 (tm →∞, tp) that oscillates with the evolution time tp. Similar relations hold for the
sa correlation function [157].
The existence of a finite plateau requires a modified description of the measured
STE CF. In this work, a stretched exponential decay to the plateau F ze∞(tp) is
used:
Fxx2 (tm, tp) = Ψ(tm)
1− Fxx∞ (tp) · exp
− tm
τxx(tp)
βxx(tp)+ Fxx∞ (tp)

(3.56)
SLR relaxation is taken into account by a modified amplitude Ψ:
Ψ(tm) = S0 exp
− tm
T∗1
β∗ . (3.57)
Here, S0 is the signal amplitude at tm = 0. In eq. (3.56) the index xx = ze,sa
indicates the correlation pathway. In Zeeman order experiments the SLR can be
determined individually and thus eq. (3.57) can be fixed. In the sa order this is
not the case and two more fit parameters TQ1 and β
Q must be used.
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The values obtained for Fxx∞ (tp) are characteristic for the underlying motional
process [169, 170]. It is very similar to the elastic incoherent structure factor
(EISF) known from neutron scattering experiments [169], see section 3.9. The
most prominent feature of the plateau is its value for long evolution times. It
levels to a value of
Fxx∞ (tp→∞) =
1
n
, (3.58)
where n is the number of orientational non-equivalent jump sites [169]. The
residual correlation Fxx∞ (tp shows an oscillatory evolution time dependence
which is characteristic for the geometry of the motion.
The behavior of the observed correlation time constant τ(tp) depends on the
evolution time as well. The time tp works as a geometric filter: When it is
small, a detectable phase difference requires a larger change in the correlated
frequencies ωi and ω f . A small angle reorientation needs a certain number
of elementary jumps to be detected. Thus, at short evolution times the STE
experiments are sensitive only for large angle reorientations. In contrast, at
long evolution times small reorientation steps become accessible as well. By
monitoring the behavior of both parameters, the correlation time τ(tp) and the
residual correlation Fxx∞ (tp), it is possible to determine the geometry of the mo-
tion. Both can be modeled using random walk simulations, see section 3.8.
The determination of the auto-correlation function F2 requires very short evo-
lution times. Due to the dead time tdead of the electronics, it is not possible to
measure evolution times tp ® 10 µs using the three pulse sequence. The prob-
lem can be overcome by applying a fourth pulse in the STE experiment as was
sketched in the lower part of figure 3.9. This pulse works as a SE sequence on
the STE arising at tp after the third pulse. It must be phase shifted to the third
pulse by 90° and is separated by an interpulse delay of∆4. To work properly∆4
must be longer than the desired tp and ∆4− tp > tdead. Under these conditions
an echo is formed at the time ∆4− tp after the fourth pulse.
3.5 2H NMR experiments on supercooled liquids
The results of 2H NMR experiments on supercooled liquids show some distinc-
tive features that will shortly be discussed here. In a supercooled liquid the
correlation time describing the α-process grows by many orders of magnitude,
as sketched in figure 3.10. There, the correlation time follows a VFT temper-
ature dependence, depicted as black solid line. This is often found in glass
forming liquids, as for example in glycerol. When the α-process reaches a cor-
relation time of 100 s, the liquid undergoes the dynamical glass transition at the
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temperature Tg, compare e.g. section 2.1. Tg is marked as vertical blue dotted
line.
Via the BPP theory, see eq. (3.33), the SLR time T1,α can be calculated from the
correlation times of the α-process, sketched as blue solid line. From the BPP
theory one expects the relaxation time T1 to increases further with decreasing
temperature, approximately parallel to τα. In experiments this is not the case:
Secondary processes as e.g. the excess wing in glycerol or the a Johari-Goldstein
β-process in other glass formers dominate the relaxation. Therefore, the mea-
sured T1 times deviate from those expected for a diverging α-process [87]. This
is indicated by the dash-dotted lines in figure 3.10.
When the correlation time τα becomes of the order of the SLR time, the system
becomes non-ergodic on the experimental timescale [12]. When this is the case,
a molecule does not sample different spatial regions anymore. In the presence
of dynamic heterogeneities, as usually found in glass formers [12], the SLR is
not averaged anymore and the exponential relaxation becomes stretched, i.e.
β < 1 [171].
In a good approximation, the deviation from unity of β happens when τα ≈ T1,
as was shown e.g. in glycerol [172]. Therefore, we can approximate

τα(Tne)
≈ T1, (3.59)
where Tne is the temperature at which the system becomes non-ergodic. In this
work, the temperature Tne is defined by the point were β is significantly below
unity, i.e.
β(Tne) = 0.9. (3.60)
At very low temperatures the parameter β is expected to increase again and
level off at a value of β = 1. The reason is spin diffusion [38]. By energy
conserving flip-flop processes the magnetization is transported without actual
particle motion, what averages the distribution V

T1

. In 2H NMR spin diffu-
sion is only effective at very low temperatures [173].
3.5.1 Field dependence of non-ergodicity
The characteristic behavior of the observables described above clearly depends
on the timescale of the SLR time constant. Thus, the temperature Tne is not a
property of the material itself, but depends on the value of T1.
Those time constants are calculated by the BPP theory from the correlation
times and thereby depend on the externally applied magnetic field B0. Hence,
the temperature Tne is a function of the magnetic field Tne ≡ Tne(B0). This can
be seen when in fig 3.11. There, besides the curve sketched in fig. 3.10, a
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Figure 3.10.: Sketch of the behavior of correlation time τα and SLR relaxation
time T1 often found in supercooled liquids. Solid lines: the real behavior of τα
(black) and the expected behavior of T1 (blue). Dash-dotted: real behavior due
to secondary processes. Tg is the glass transition temperature. The dotted line
marks the point where τα ≈ T1. Upper panel: corresponding SLR stretching
parameter β .
second T1 curve is shown which would originate from a lower magnetic field.
The T1 time is inversely proportional to the spectral density at the Larmor fre-
quency, c.f. eq. (3.33). Therefore, lower fields result in lower values of T1 at
temperatures below the T1 minimum
The two SLR curves intercept the time scale of the α-process at different temper-
atures and at different correlation time values. The ergodicity breaking occurs
at lower temperatures in lower magnetic fields. Correspondingly, the temper-
ature Tne monotonically increases with increasing fields. Thus, it may be pos-
sible, to map the correlation time τα using eq. (3.59) by measuring the field
dependence of the SLR stretching parameter β = β(T,B0).
In the case of confined water, it was postulated that the α-process may not
be observable or is even absent below ca. 225 K [11, 123]. By the method
proposed here, it should be possible to track the α-process, if it still exists at
lower temperatures. This relies on the fact that the α-process is the structural
relaxation which restores ergodicity. Other relaxations may still be present in
the system but cannot restore ergodicity [12]. The mapping uses the coarse
approximation defined in eq. (3.59). Due to the fact that this is not a sharp
transition, especially when a distribution G

log(τ)

is present, the obtained
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Figure 3.11.: Sketch of the breaking of ergodicity in NMR measurements, when
different magnetic fields are applied. Upper panel: stretching β , lower panel:
correlation time τα and SLR relaxation time T1 for a higher magnetic field (blue)
and a lower magnetic field (green).
correlation times have to be interpreted carefully. Instead of absolute times,
mainly the temperature dependence is of interest.
3.6 Fast field cycling relaxometry
In standard NMR experiments, a static magnetic field is applied to create a
Zeeman splitting of energy levels with a nuclei specific Larmor frequency ω0.
As it was shown in the previous sections, this can be used to get insights into
dynamical properties. In this section the basics of field cycling (FC) NMR exper-
iments will be discussed. In these experiments, the field is not generated by a
superconducting magnet, but by a resistive magnet allowing to rapidly alter the
external field.
By changing the magnetic field information about molecular dynamics can be
obtained, which is not available in static field NMR. The SLR time T1 depends
on the spectral density at the Larmor frequency. Therefore, it is useful to mea-
sure the relaxation time T1 at various fields with FC NMR. In this way the full
dispersion J(ω), or more recently used the susceptibility χ(ω) = ωJ(ω) is
available. A NMR susceptibility can be defined by
χNMR(ω) =
ω
T1(ω)
. (3.61)
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Figure 3.12.: Upper part: Sketch of the field cycle in FC NMR experiments. Bpol is
the polarization field, Bevo the evolution field, and Bdet the detection field. The
applied pulses of a SE sequence are shown in red. Dashed lines separate the pe-
riods for which the fields are applied. The different fields are separated by short
switching periods (tswitch ö 1 ms). Lower part: evolution of the magnetization
in the different fields. In red: signal as measured in a SE experiment.
It has for example been utilized to determine the properties of polymer systems
over a large time scale [174].
3.6.1 Principles of field cycling experiments
A scheme of a field cycling experiment is shown in figure 3.12. The experiment
comprises of three time periods. They are separated by short time intervals
necessary for switching and stabilizing the applied magnetic fields. In the first
period tpol the nuclei are polarized in a high polarization field Bpol. This is
necessary when low evolution fields Bevo are applied in the evolution period
tevo. During the latter time the nuclear spins relax due to spin lattice relaxation
towards their new equilibrium magnetization. After tevo, the magnetic field is
switched into the detection field Bdet, in which the signal is measured. Switch-
ing into a high detection field has two advantages. First, the signal induced
in the coil is enhanced and second the dead time of the spectrometer electron-
ics usually decreases with higher frequencies. The detection field always has
the same strength, so that the probe has to be tuned only once at the same
temperature.
Usually a single pulse is applied to measure the FID of the magnetization. Fig-
ure 3.12 shows that in this work not one pulse is used, but a SE is performed in
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order to overcome the dead time of the receiver for a solid sample, see section
3.4. To determine the SLR, the time tevo is varied, and the magnitude of the
SE signal is recorded, in analogy with saturation recovery experiments. The
measured signal is proportional to the contrast S ∝ |Bpol− Bevo|. Depending on
the sign of the contrast it can be a magnetization decay or increase. To maxi-
mizes the signal the polarization is set to the highest field that can be applied
when Bevo is small. When Bevo is large the pre-polarization is set to zero.
4 The
feasibility of 2H FC NMR for solid-state samples will be demonstrated in sec-
tion. 7.1. There, it will become clear, that applications require a very good field
stability.
3.7 Pulse induced sample heating
In the performed 2H NMR experiments an effect was noticed that was by now
only observed in studies using multi-pulse sequences [175, 176]. The rf-pulses
used to manipulated the magnetization also deposit energy in the investigated
sample. Usually this energy is assumed to be insignificant. For some of the
samples investigated in this work this has shown to be not the case. The samples
were heated in the course of the experiments. The heating has two effects: First,
if the temperature dependence of e.g. the SLR is measured, the data are shifted
on the temperature axis. The second effect is more subtle: Depending on the
equilibrium of pulse induced heating and cooling it can create bimodalities in
the measured SLR curves.
The explanation of this latter effect is sketched in fig 3.13. There the Curie cor-
rected SE amplitude is plotted over inverse temperature. In the vicinity of the
T2-hole the pulse induced heating during the experiment can cause biomodali-
ties. The insets in this figure show two SR experiments measured in a mixture
of D2O and glycerol confined to MCM-41 at initially TI = 241 K and initially TIII
= 221 K. The higher temperature is above the T2-hole. When the delay times
td are short, the pulses heat the sample to a temperature TII that is larger than
TI. The refocused signal is larger than that expected for TI. At long delay times
td the heat generated by the pulses can be transported away and the sample re-
turns to TI. The magnetization decreases to the lower value at this temperature.
These effects are responsible for the maximum in signal observed at interme-
diate delays td. Below the T2-hole the same effects creates a bimodality rather
than a maximum in signal. In this case sample heating to a temperature TIV
> TIII causes the magnetization to be lower for short delays td and to increase
further when heat transport becomes effective.
Those observations allow one to determine the time that is necessary for cool-
ing. The apparent second relaxation in both curves occurs at delay times of td >
1 s. To test the influence on SLR relaxation times bulk glycerol-d5 was measured
4 Large here means Bevo ≤ 0.5 Bpol
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Figure 3.13.: Schematic temperature dependence of the SE reduction factor.
In the temperature range, where motion is on the time scale of the inverse
coupling strength the signal is not refocused, which is called the T2-hole. Pulse
heating effects may change the amplitude significantly during the experiment
resulting in the behavior depicted in the insets. Depending on which side of the
T2-hole the measurement takes places, the signal decays or increases for long
delay times in SR experiments.
close to its T2-hole. Glycerol was chosen because it has a small distribution of
correlation times and therefore a narrow and steep approach to the T2-hole.
The effect should be very prominent there. A SR experiment was conducted at
T = 239 K using nine pulses in the saturation sequence. An additional waiting
time tx was introduced after the data acquisition.
Figure 3.14 shows the results for various times tx. On the left hand side, the
recovery curves are shown. As expected, the maximum at ca. 0.2 s increases
with shorter recycle delays tx. The effect vanishes for delays tx ≥ 5 s. In panel
(b) the fitted SLR times of the initial increase and of the decay are shown.
To obtain those values two KWWs were fitted, the second one with negative
amplitude. The short T1-value is remarkably insensitive to the heating. The
temperature dependence of the relaxation time is too small to cause an effect.
The relaxation times of the slow decay are rather constant as well and vary in
a range from 1 s to 3.5 s. At tx = 10 s only a monomodal fit was performed.
The magnetization is changed markedly. Panel (c) shows the ratio MN = Mmax
/ M(td = 100 s) of the magnetization in the maximum normalized to the final
state magnetization.
The results show the necessity of using appropriate recycle delays in SR ex-
periments. SR experiments should employ a recycle delay of at least tx ≥ 1 s.
To avoid sample heating less pulses in the saturation sequence should be used.
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Figure 3.14.: Pulse heating for several recycle delays tx in glycerol at 239 K. (a)
SR curves. (b) Fitted T1 relaxation times of the initial increase (black) and the
decay (red). (c) Ratio MN = Mmax / M(td = 100 s) of maximum and final state of
the magnetization. Black lines are guides for the eyes.
Experiments in our group have shown that n = 4 saturation pulses are suffi-
cient in most samples. In the case of short SLR times the inversion recovery
experiment can be used. In the IR no saturation sequence is applied reducing
the irradiated power. As long as 5T1 ® tx ≈ 1 applies usage of the IR does not
increase measuring time compared to the SR.
3.8 Simulation of NMR observables
To enhance the power of 2H NMR as a tool to investigate dynamics, Random-
Walk(RW) simulations can be performed and compared with experiments. The
simple orientation dependence of the QP interaction allows to calculate ob-
servables, as for example spectra and stimulated echo signals, by this simple
method. This way qualitative information on the kind, the geometry, and the
timescale of the motion can be extracted.
In this work RW simulations of different geometric models are utilized. Detailed
information on the simulation programs and the utilized models can be found
in ref. [177]. This section will shortly illustrate the basic foundations of the sim-
ulations. The simulations assume dynamics based on the Ivanov-model [178].
In this model the orientation of a particle is constant between two jumps and
the jumps themselves happen instantaneously.
The NMR observables are calculated by averaging over multiple trajectories
of molecular orientations ~Ω(t). The 2H NMR observables are calculated from
the reorientation trajectory of the O-2H-bond. The important quantity is the
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orientation of the interaction tensor towards the external magnetic field B0.
The orientation-dependency of the frequency must be described by eq. (3.25):
ωQ =
δ
2

3cos2(θ)− 1−η sin2(θ) cos(2φ) .
The constants δ and η are known from experiments or, in special cases, can
be used as fit parameters, see below in sect. 3.8.2. With a given reorientation
trajectory it is straight forward to calculate the signal for a desired pulse exper-
iment. The calculation of NMR observables consists of two major parts: first,
the generation of the trajectory ~Ω(t) and second, the calculation of the signal
from this trajectory. The steps are discussed in the next sections.
3.8.1 Generation of trajectories
Generating an orientation trajectory ~Ω(t) consist of three steps. It utilizes a
random number generator (RNG) giving equally distributed numbers z ∈ [0;1[.
1. In a first step, the geometrical model is implemented. Therefore, in models
with a limited number of accessible sites, the vectors are pre-calculated.
To simulate a powder the resulting set of orientation vectors is rotated by
Euler rotations in a random orientation. In supercooled liquids all ori-
entations are isotropically distributed on a unit sphere, therefore the start
orientation cannot simply be chosen by chance, but must be weighted pro-
portional to its probability. This can be established by choosingΘ0 ∈ [0;pi[
in the form
Θ0 = arccos(1− 2z). (3.62)
This is equal to weight it by its solid angle element sinΘ0. From the avail-
able orientations an initial orientation is diced, when there is no limitation
of the number of accessible sites, the inital orientation is chosen by chance
according to the probabilities of the angle Θ0.
2. In the second step a waiting time tw between two jumps must diced. Ac-
cording to a Markov process the waiting times are independent from all
other waiting times. For a proper description an exponential waiting time
distribution characterized by a jump correlation time τj is introduced:
P(tw) =
1
τj
exp
¨
tw
τj
«
(3.63)
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From the distribution a waiting time can be calculated by
tw =−τjln(1− z) (3.64)
when using the normalization relation P(z)dz = P(tw)dtw for the random
numbers z [157]. When considering the timescale the geometrical filter
effect discussed for STE experiments must be taken into account as well.
For small angle jumps the jump correlation τj does not need to agree with
the overall correlation time τ. This can be expressed by the relation [179]
τj
τ
=
3
2
sin2 γ (3.65)
in the case of isotropic jump with an angle γ.
3. In the third step a new orientation must be chosen from all available ones
when a jump happens. This step strongly depends on the implied model
of motion.
The complete trajectory ~Ω(t) requires repetition of step 2. and 3. until the sum
of all waiting times equals the experiment length. In order to achieve good
statistics many particles must be simulated. The number of virtual molecules
simulated may range from 104 to 108 depending on the simulated geometry
and experiment.
3.8.2 Calculation of the NMR signal
The second part in calculating NMR observables is the extraction of the time
signal from ~Ω(t). In this step the specific experiment plays an important role,
since it is necessary to calculate the phase of the spin in every part of the ex-
periment. For this work 1D SE and FID spectra as well as STE CF Fxx in ze- and
sa-order were simulated.
For all simulations the initial point in time (t = 0) is set after the first pulse.
This is valid due to the independence of the jump probability from the time
bygone since the last reorientation [157]. In addition the time is also parted
into constant, discrete increments of length ∆t, which define the resolution of
the experiment.
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1D Spectra
The time signal of FID and SE experiments is proportional to the phase of the
virtual bond. This results from the density matrix eq. (3.36) and can be ex-
pressed as [155,157]
sFID(t, tp)∝ cosφ(0, t) (3.66)
in the simple case of an FID. For the SE spectrum it is:
sSE(t, tp)∝ cos

φ(tp, t)−φ(0, tp)

(3.67)
with the phases φ(t1, t2) given by
φ(t1, t2) =
∫ t2
t1
ωQ(t
′)dt′. (3.68)
In the simulations the phases are given by the frequency ω0 which causes a
phase shift of ω0 · ∆t in a time step ∆t. Hence, it is necessary to choose
small time increments in order to account for all phase changes. Replacing
the integrals in eq. (3.68) by discrete time steps gives
sSE(t)∝ cos
 t−1∑
ti=tp
ω0(ti)∆t−
tp−1∑
ti=0
ω0(ti)∆t
 . (3.69)
Note that∆t must be chosen such that tp can be expressed as an integer multiple
of∆t. The time signal Stp(v ) is the sum over the signals stp(t) of all trajectories.
The spectrum can be obtained by Fourier transformation of the total signal. The
transformation is performed starting at the time t = 2tp in the SE case and at t
= 0 for the FID spectra.
Fitting experimental Pake spectra
The spectra obtained from RW simulation can be fitted to experimental spectra
by varying δ and η. For reasons of speed a powder average is approximated
by pre-calculated sets of orientations. For each orientation the corresponding
quadrupolar frequency shift is calculated and used to generate a time signal
by adding up the individual signals weighted by their solid angle contribution.
Additional Gaussian broadening was introduced to account for minor interac-
tions and the spectrometer resolution. The influence of finite pulse length was
attributed by convolution of a spectral resolution function A(ω) [153]:
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Figure 3.15.: Measured (red) and fitted (black) SE spectrum of confined glycerol
(sample P49G) at T = 163 K.
A(ω) =ω1∆pi/2
sin

∆pi/2
Æ
ω21+
1
4
ω2


∆pi/2
Æ
ω21+
1
4
ω2

3 . (3.70)
This function approximates the shape of the Fourier transformation of a rect-
angle pulse. The frequency ω1 is given as ω1 = γB1. The value of the
pulse length ∆p was fixed within experimentally set bounds, according to
∆p,fit = ∆p,exp±0.2 µs. By this procedure static spectra can be fitted using
only the four free parameters δ, η, the pulse length ∆p,fit and the additional
Gaussian broadening. An example of such a fit is shown in figure 3.15 for
glycerol confined to MCM-41 with d = 4.9 nm. Here, the assumption of static
dynamics fits the spectrum very well.
Zeeman order stimulated echoes
STE signals are calculated analogous to the SE signals. The STE pulse sequence
can be expressed by
sze(t)∝
(
cos

φ1(0, tp)

cos

φ2(t′m+∆4, t)−φ2(t′m, t′m+∆4)

sin

φ1(0, tp)

sin

φ2(t′m+∆4, t)−φ2(t′m, t′m+∆4)
 (3.71)
for ze and sa order, respectively. The signal depends implicitly on the evolution
time tp, the mixing time t
′
m, and the time ∆4 in case of a four pulse experi-
ment5. Analogous to the 1D case the phases can be discretized. The important
contributions stem from the phases in the evolution time given by
5 In three pulse experiments ∆4 is set ∆4 = 0.
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φ1(0, tp) =
tp−1∑
ti=0
ωQ(ti)∆t (3.72)
and the phase in the detection time given by
φ2(t
′
m+∆4, t) =
t′m+∆4−1∑
ti=t′m
ωQ(ti)∆t (3.73)
The abbreviation t′m = tm + tp is used. The calculations assume infinte short rf
pulses.
3.9 Other experimental methods
In literature, the dynamical properties of confined liquids are routinely in-
vestigated using several experimental methods, for example quasi elastic neu-
tron scattering (QENS) and broadband dielectric spectroscopy (DS). Additionally,
molecular dynamics (MD) simulations are utilized to gain insights into structure
and dynamics. Here, a short introduction into DS, MD, and QENS will be given.
In addition, differential scanning calorimetry (DSC) will be introduced.
Broadband dielectric spectroscopy
Broadband dielectric spectroscopy allows to investigate the dynamics of super-
cooled liquids in a wide frequency range from 10−6 Hz to 1012 Hz. The sample
is placed between the electrodes of a capacitor in a resonance circuit. The com-
plex impedance in an alternating electric field ~E(ω) is observed. The dipole
relaxation and electronic charge rearrangement in the sample induces an elec-
tric displacement ~D(ω) [180]:
~D(ω) = ε0

1− χˆDS(ω)~E(ω). (3.74)
Here, χˆDS(ω) is the complex dielectric susceptibility and ε0 is the vacuum di-
electric constant (ε0 = 8.85 · 10−12 Fm). On increasing the frequency, eventually
the dipoles in the sample cannot relax fast enough to follow the external elec-
trical field, causing a characteristic relaxation observable in χˆDS(ω). Usually,
it is focused on the dielectric loss χ ′′DS(ω) = Im

χˆDS(ω)
	
, where Im {...} is the
imaginary part. It is related to the real part of the dielectric permittivity by the
Kramer-Kronig relations [181].
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Figure 3.16.: Typical dielectric spectra at two temperatures. Figure adapted
from [182].
The dielectric susceptibility χˆDS and equivalent the dielectric permittivity εˆDS =
1− χˆDS contain information about the reorientational correlation time of dipole
moments connected to molecules in the sample. The relaxation strength of
such a process is connected to the number of contributing molecules and their
dipole moment. The relaxation peaks can often be described by the CC, CD, or
HN functions introduced in section 2.1.3. Additionally, information about the
electric conductivity and electronic mobility may be extracted.
A typical dielectric spectrum is sketched in figure 3.16, showing the peaks of the
structural α relaxation, a possible β-process and the excess wing. In addition,
higher frequency phenomena such as the Boson peak and electronic relaxation
are indicated, but are out of scope of this work. Due to the dependence of dipole
reorientation on the frequency, DS measures the rotational auto-correlation of
the first Legendre polynomial F1(t):
F1(t1, t2)∝ 
cos(Θ(t1)) cos(Θ(t2) (3.75)
Here, Θ represents the orientation of the dipole and cross-correlations are ne-
glected.
Quasi elastic neutron scattering
In QENS thermal neutrons are used to investigate dynamics and structure of
systems at the (sub-)nanometer scale [183]. The De Broglie wavelength of
neutrons at 300 K has a mean value of 〈λ〉 = 1.8 A˚. The measured quantity is
the double differential scattering cross section
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Figure 3.17.: Sketch of a neutron scattering experiment. The monochromator
selects a velocity. Energy changes are detected by time of flight methods. Figure
modified from [183].
d2σ
dΩdω
=
|k|
|k0|S(q ,ω) (3.76)
In this equation, k0, k are the wave vectors of the incident and the scattered
neutron wave, q is the scattering vector and ω is the energy transfer in units
of ħh, see figure 3.17. The information is contained in the dynamics structure
factor S(q ,ω). Its information content is best seen in the Fourier transform
I(q , t) =F S(q ,ω) called the intermediate scattering function (ISF). It can be
split into a coherent and an incoherent contribution Icoh(q , t) and Iinc(q , t). The
coherent contribution depends on the phase relation of the waves scattered by
different atoms, and thus, results in a measure of collective motion. In contrast,
the incoherent part depends only on single atom contributions and results in a
measure for self-correlation.
Whether coherent or incoherent scattering is measured depends on the atoms
in the sample. The quantities Ii(q , t) ∝ b2i , i = {coh, inc}, are proportional to
the square scattering length b2i , which is an element and isotope specific con-
stant. For example hydrogen atoms have a large incoherent scattering length
and hence, the resulting ISF is dominated by their incoherent scattering. In
contrast, deuterons only show a weak incoherent scattering and larger coher-
ent scattering.
By spatial Fourier transformation the van-Hove self-correlation function can be
calculated, i.e. G(r , t) = Fr I(q , t). In the case of incoherent scattering,
G(r , t) can be interpreted as the probability density of a particle displacement,
and thus gives a measure for single particle dynamics [183]. The long time
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limit of the incoherent ISF, i.e. Iinc(q , t→∞), is of particular interest to obtain
information about the type of motion. It is called the elastic incoherent structure
factor (EISF) and gives the inverse of the average volume explored in the con-
figuration space. The EISF is analogous to the residual correlation F∞ measured
in 2H NMR STE experiments [169].
The usual time window of dynamic that can be observed is from some picosec-
onds to a hundred nanoseconds, by a combination of different NS techniques
such as Time of flight, backscattering, and neutron spin echo. By observing
the spectra at different detector positions, i.e. at different values of q, the
characteristic length scale at which dynamical processes are observed can be
varied.
Molecular dynamics simulations
The dynamical and structural properties of supercooled liquids can be modeled
in classical MD simulations. A detailed introduction into MD can be found
in [28] and references therin. The term classical refers to the fact that the
interaction of the atoms are approximated by effective potentials. Those are
usually calculated using quantum chemical methods and also include effective
and instantaneous electronic contributions.
In MD, the time evolution of the model system is calculated by iteratively solv-
ing Newton’s equation of motion. The resulting trajectories contain all infor-
mation about the system, from which all experimental observables can be cal-
culated. MD simulations can be employed to unravel microscopic properties of
a large variety of systems, that are limited only by computational costs and the
availability of proper potentials. On modern computers, systems with roughly
105 atoms can be simulated on time scales up to the microseconds regime. In
contrast to experiments, MD simulations can be used to investigate nonphysi-
cal systems were certain properties can be tuned to demonstrate the influence
of certain properties, e.g. the charge distribution in a molecule. This was for
example used to simulate water behavior in neutral pores [28,84]. Those possi-
bilities render MD simulations a rather powerful tool that, in combination with
experiments, can help to resolve the problems encountered in current research.
MD simulation also exhibits some drawbacks. The time scales of dynamics upon
cooling towards the dynamic glass transition increases by orders of magnitude,
becoming too slow for MD time scales. In addition, the system size is rather
limited: Problems involving biological materials, e.g. proteins, may require
too large systems or simulation times. The classical approach also neglects
electronic contributions and quantum mechanical effects. Therefore, processes
based on those effects, like chemical reactions and or tunneling effects, can-
not be addressed with classical MD simulations. Parts of those problems can
be tackled by using ab initio MD simulation. In this technique, the density
67
functional theory is applied to solve the Schro¨dinger equation. The problem of
system size is currently addressed by coarse graining.
Comparison of QENS, DS, and MD with 2H NMR
Figure 3.18 compares the accessible time and frequency ranges of the different
methods. While very fast dynamics are accessible by MD and QENS, DS allows
investigations in a very broad frequency range. The 2H NMR time scale spans
from some hundreds of picoseconds up to the seconds regime using different
techniques.
τ / s
ps ns ms sμs
ν / Hz
THz GHz kHz HzMHz
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2H NMR
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Figure 3.18.: Time scales of different methods used to characterizes the dynam-
ics of supercooled liquids.
QENS experiments are successfully used at higher temperatures, where dynam-
ics are still fast. There, they can provide valuable information about time and
length scales of dynamical process and additionally on the mechanism of mo-
tion. Even more detailed information can be obtained by MD simulations, which
rely on to the availability of appropriate potentials.
When the sample is cooled and dynamics become slow, both methods reach
their limits. In this range 2H NMR provides a useful tool to acquire information
about the dynamics. Especially, on time scales between microseconds and sec-
onds, this method can provide many insights into the dynamical process. The
overlap of time scales with QENS and MD can be used to test the conformity of
both methods.
DS can be used in an even broader frequency range. It is a very versatile method
to obtain information about the time scales of the dynamical process. Neverthe-
less, DS usually can not provide specific information on the geometry of motion.
Therefore, additional 2H NMR and QENS experiments are necessary to gain a
full understanding of the present dynamics.
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Figure 3.19.: Exemplary DSC thermogram of water confined to MCM-41 (sample
P25). Cooling and heating rates were 10 Kmin (inner circle) and 40
K
min (outer
circle). Exothermic heat flow is negative. Measured by C. Lederle.
Differential scanning calorimetry
The thermal behavior of a sample upon temperature change can be quantified
using DSC [180]. It is mostly used to gain information about the specific heat
capacity cp, which in turn provides insights into thermodynamic and chemical
properties. When studying the behavior of supercooled liquids, cp can be used
to identify the glass transition or crystallization in the sample.
Usually, the heat flux from or to the sample is measured [180] and is compared
to a reference. The desired thermodynamic quantities can be extracted from
the temperature difference of the sample and the reference. In section 2.1.1,
the temperature behavior of the entropy and the specific heat was introduced.
A crystallization or melting event releases or requires large amounts of heat
flux from or into the sample. This causes sharp peaks in a DSC thermogram. In
contrast, a glass transition results in a step in the heat flow.
As an example, a thermogram obtained for water confined to MCM-41 with
a pore diameter of d = 2.5 nm (P25) as obtained in this work is show in fig-
ure 3.19. The different cycles in the figure correspond to measurements upon
heating and cooling with two different cooling rates. The measurement was
performed by C. Lederle and shows a broad crystallization peak around 218 K
and a melting peak at ca. 223 K . The DSC measurements in this work have
been performed in the lab of AG Stu¨hn, Technische Universita¨t Darmstadt, on a
TA instruments Q1000.
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4 Setup and material
This chapter introduces the setups used in the present 2H NMR experiments
in section 4.1. It is focused on the three 2H NMR spectrometers that have
been utilized. In addition, there will be an introduction into the field cycling
spectrometer which was used also used for 2H measurements.
In the second part of the chapter the investigated samples are introduce. The
specific properties of the confining matrix MCM-41 are discussed and the syn-
thesis pathway that was followed in the production of the matrices is presented.
Thereafter, the guest materials will shortly be presented and an overview over
the different samples is given.
4.1 NMR spectrometer setups
In this thesis various NMR methods are utilized. The main method is 2H NMR
in static fields. Additionally 1H relaxometry and field cycling measurements
as well as 13C relaxometry measurements are performed. The last technique is
used to test whether the used MCM-41 samples have been cleaned from organic
residues. They have been carried out by Msc. D. Demuth on a commercial
360 MHz TecMag spectrometer and will not be illustrated further.
The principle mode of operation of all NMR spectrometers is sketched in fig-
ure 4.1 [184]. All spectrometers run the Darmstadt Magnetic Resonance Instru-
mentation Software (DAMARIS) [185]. Thw software was developed at the TU
Darmstadt to flexibly control home-built NMR spectrometers. For more details
see the DAMARIS online documentation [186]. DAMARIS offers a Python based
frontend with multiple pre-defined commands which allows for highly adapted
pulse programs. The given scripts are translated into job-files which in turn are
used by the backend to control the pulse card. All spectrometers are equipped
with SpinCore Pulsblaster cards. They are clock-synchronized with the ADC
card.
According to the programmed pulse sequence the reference frequency ωref is
amplified to high power rf pulses and the pulses are passed into the probe via
a directional coupler. The induced NMR signal is amplified and transmitted
to the home-built receiver, where it is demodulated for quadrature detection.
The signal is split into two identical signals and mixed with the reference fre-
quency and the 90° phase shifted reference frequency. Low pass filters pass the
differential component of the resulting signals.
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Figure 4.1.: Sketch of the general operating mode of a NMR spectrometer. Fig-
ure modified from [184].
The reference frequency in all spectrometers is generated by Programmable Test
Sources PTS-310 or PTS-500 frequency generators (PTS). The PTS’ phasing is
controlled by the DAMARIS software. Besides those general aspects, all spec-
trometers posses individualized features and capabilities that will be illustrated
in the subsequent sections.
4.1.1 2H NMR spectrometer
In the temperature-dependent measurements three deuteron spectrometers
have been used. They are nicked ’Berta’, ’Mathilda’, and ’Schering’. All three
feature fixed-field superconducting magnets with 4.61 T, 7.06 T and 7.15 T re-
spectively. This corresponds to deuteron Larmor frequencies of 30.12 MHz,
46.14 MHz, and 46.71 MHz. The difference in the magnetic field of the lat-
ter two magnets is small and will be neglected in all discussions. Results from
both spectrometers therefore will be referenced as measured at 46 MHz while
the results of the ’Berta’ spectrometer will be referenced as measured at 30 MHz.
Additionally, during an re-powering of Berta measurements in a field of 1.63 T
or 10.69 MHz were performed.
To conduct temperature-dependent measurements all three spectrometers are
equipped with nitrogen flow cryostats. Those maintain a stable temperature by
evaporating liquid N2 and heating the gas to the desired temperature. ’Berta’ is
equipped with an Oxford Instrument cryostat and an Oxford Instrument ITC 502
temperature controller. The ’Mathilda’ and ’Schering’ spectrometers are both
equipped with Konti cryostats from CryoVac. They are controlled by CryoVac
TIC 304 MA control units, which allow for a temperature stability of∆T≤ 0.5K
or better. The sample temperature was measured with an additional PT-100
(or PT-1000 at ’Schering’) resistance thermocouple in close vicinity to the B1
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coil. The setups enable measurements in the temperature range between 400 K
and 80 K 1. All three deuteron spectrometer are equipped with the PTS-310
frequency generator and AMT pulse amplifiers, delivering 1 kW (M3425) of
power at ’Schering’ and 2 kW at ’Berta’ and ’Mathilda’ (M3445 and M3435).
The setups provide the possibility to measure with a pulse length ∆p in the
range from 1.9 µs to 2.5 µs. The pulse length has adjusted to be in this range
by extenuate the B1 field strength. The pulse length has determined using a
SE experiment with varying 90° pulse length. Pulse length measurements have
been performed in the temperature dependent measurements at least every
10 K.
The experiments carried out in this work have been repeated with an recycle de-
lay of at least 0.5 s in the case of water and with delays of 0.8 s to 1 s in all other
samples. No sign of pulse induced sample heating was detected in confined wa-
ter, c.f. section 3.7. In other samples pulse heating has been observed, see e.g.
section 8.2.1. It was checked to have no influence on the measurements.
4.1.2 Fast field cycling spectrometer: FC-1
The field cycling spectrometer in the Fujara / Vogel laboratories is a state of
the art home-built device called ’FC-1’ [187]. It can be operated in different
configurations, delivering different maximal and minimal field values, switch-
ing times, and field stability. In this thesis deuteron field cycling measurements
have been performed, for which the high power current source from Siemens
has been used in a range from 0.45 MHz to 4.5 MHz evolution field and a de-
tection field of 12.7 MHz, compare figure 3.12. This corresponds to evolution
fields of about 0.07 T to 0.7 T and a detection field of 1.95 T. In this setup
switching times between the fields of 3 ms and below can be realized.
The standard setup of FC-1 has been modified in order to measure solid state
2H NMR relaxation. The samples need to be kept at low temperatures for some
time. Therefore, a CryoVac Konti cryostat has been fitted to the setup, allow-
ing for stable long term thermalization. The metal cryostat has been found to
introduce strong eddy currents during field switching which cause temperature
fluctuations. To stabilize temperature, the duty cycle of the experiments has
been drastically reduced at the cost of increased measurement time.
The probe was adjusted to match the maximum detection field of Bdet =
12.7 MHz. To reach the corresponding frequency the coil needs a high
impedance. Coils with thin wire and many windings suffered from thermal
problems caused by the applied high currents. To circumvent those problems,
a coil with thicker wire was wound in a double layer geometry. The quality of
the resonance circuit was reduced by purpose to increase the range of spectral
1 Additionally the ’Schering’ spectrometer offers the possibility to use liquid helium as cooling
gas to reach temperatures down to 4 K.
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excitation. The width of 2H NMR spectra is usually larger than ca. 100 kHz, and
thus, the full width at half maximum of the resonance was adjusted to 350 kHz
in a compromise between spectral excitation and absorption of the resonance
circuit. Nevertheless, the probe was not able to excite the whole spectrum
equally. The utilized setup achieved a dead time of 19 µs in the detection field.
An AMT M3525 power amplifier with up to 1 kW power output was utilized to
irradiate the B1 field. In this setup it is possible to measure solid echo saturation
recovery in 2H NMR FC. However, the usage of the SE sequence requires very
stable phasing. This is discussed in the next section.
Phase stability in solid state FC
In 2H NMR experiments the signal is much lower than in 1H NMR experiments.
Therefore, it is necessary to accumulate signal to increase the signal to noise
ratio (SNR). In the performed deuteron experiments the minimum number of
repetitions is eight scans to complete the SE phase cycle, see appendix C. Here,
two full phase cycles have been performed in all experiments. Accumulating
the signal is only possible if the phase keeps constant over the time of signal
accumulation. Otherwise the signal cancels itself out rather than increasing
SNR.
The field fluctuations become even more important on longer time scales: The
solid echo sequence requires the second pulse to be 90° out of phase with re-
spect to the first. If the field fluctuates, the actual Larmor frequency ω0(t)
deviates from the frequency ωrf given by the frequency generator. The magne-
tization gathers an angle offset to the rotating frame according to:
φM =
∫
tp
dt(ωrf−ω0(t))≈ tp ·∆ω. (4.1)
Here, for the last equality it was assumed that the ω0 fluctuates only slowly
within the interpulse delay tp. Due to the additional phase the second pulse
refocuses magnetization only to a proportion of
S∝ | cos(φM)|. (4.2)
This effect can be seen in figure 4.2, where the SE magnetization of dimethyl
sulfone at 300 K is plotted versus tp ·∆ω. The phase was introduced by varying
the field B0 by purpose. The same effect can be observed in superconducting
magnets when varying the irradiated frequency ωrf, as shown in the figure for
the ’Schering’ spectrometer. The solid lines are fits with eq. (4.2).
The effect is a problem when measuring echoes in FC especially in the case
of long SLR times T1¦1 s. Either the polarization field or the evolution field
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Figure 4.2.: Effect of an off-resonant field B0 in FC NMR when using the SE
experiment, compare eq. (4.1). For comparison: signal measured in ’Schering’
when varying ωrf. The dashed black line is a guide for the eyes, colored solid
lines are fits with eq. (4.2).
must be switched on with high field strength on this time scale. This heats the
main field coil, which in turn deforms slightly, causing the field B0 to vary over
experiment time and reducing the signal detected in the SE experiment.
Besides this strong side effect, the sensitivity of the SE experiment to off-
resonance can be used to calibrate the field on-resonant. Similar to a pulse
length measurement ω0 must be tuned until a signal maximum is found. This
is particularly useful in the solid state, where calibration using spectra is not
possible due to the bad SNR.
Pulse length measurements in SE FC
As discussed in sect. 4.1, the quality factor in the resonance circuit was reduced
for better spectral excitation. This does not excite the whole spectrum equally.
In principle the resonance could be broadened to excite the whole spectrum, but
this would require higher B1 fields to keep the pulse length itself constant. In
the present setup this was not possible due to the used coil design of the B1 coil.
Usually a certain pulse length ∆p is required for a 90◦ pulse. It is dependent
on the power used to irradiate B1 and the specifics of the resonant circuit. In
the SE FC experiments in glycerol pulse lengths of ∆p =(4.5± 1.0) µs where
found in the liquid state. When determining the pulse length in the solid state
the measured pulse length were substantially shorter. The reason for those
deviations was the incomplete excitation of the spectrum. In the used setup
a shorter pulse excites more spins in the solid state as a longer pulse does.
The different excitation increases the signal for short pulses, even so they are
actually not a 90◦ pulse. Thus, the pulse length were determined in the liquid,
and keep constant over the whole temperature range.
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In glycerol only a single narrowly distributed relaxation process is present
[188], therefore effects of spectral excitation can be neglected. This is not
the case in the presence of several separated processes or in case of broad dis-
tributions of correlation time. In both situations different spectral parts may
represent different motions and excitation effects can severely alter the find-
ings of NMR experiments.
4.2 Samples under investigation
This section will give an overview over the samples investigated in this thesis.
To begin, the synthesis of the utilized MCM-41 confinements is discussed in
section 4.2.1, followed by a section on sample preparation in section 4.2.
4.2.1 The Matrix MCM-41: Properties and synthesis
MCM-41 is utilized as a prototypical hard confinement. The abbreviation
stands for Mobils Composition of Matter No 41 and specifies a mesoporous sil-
ica sieve first synthesized by Mobil Research and Development Corporation in
1992 [103, 189]. MCM-41 exhibits easy to control pore properties. It shows
a hexagonal ordering of the pores, which themselves are regular channels of
hexagonal shape. The MCM-41 wall material consists of amorphous silica. The
pore diameter shows a narrow distribution and ranges from 1.5 nm to 20 nm
in a cylindrical approximation. The pore diameters can be controlled by choice
of the organic template used in the synthesis (see below). The longitudinal ex-
tension is usually larger than 1 µm. The specific pore volume and surface are
usually Vp ∼ 0.1 to 1cm3/g and Ap ∼1000 m2/g, respectively.
MCM-41 is hydrophilic, thus it seems appropriate for studies on water and bi-
nary mixtures. Additionally it is possible to modify the surface of MCM-41 by
linking different molecules. Thereby, the porosity and the hydrophobictiy can
be controlled. This can be used to model a large number of biological and tech-
nological applications where the confinement is severe.
The MCM-41 materials used in this work were obtained from three different
sources, see tab. 4.1. Most matrices were synthesized and characterized by Dr.
M. Werner in the AK Buntkowsky,2 at Technische Universita¨t Darmstadt (TUD)
within the framework of DFG project FOR1583.3
The synthesis has been performed following the protocol of Gru¨n et al. [104] in
the adaption of Gru¨nberg and coworkers [190]. The organic template molecule
2 Eduard-Zintl-Institut fu¨r Anorganische und Physikalische Chemie, Alarich-Weiss-Str. 8,
64287 Darmstadt
3 Wasserstoffbru¨ckenbildende Flu¨ssigkeiten bei Anwesenheit innerer Grenzfla¨chen unter-
schiedlicher Hydroaffinita¨t
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Figure 4.3.: Sketch of the pathway of MCM-41 synthesis. The figure is courtesy
of Dr. M. Werner.
Tetraethoxy silane, CnTAB (n-trimethyl-ammonium-bromide) with carbon chain
length varying from n = 10 to 18, distilled water and 25 % NH3 aq. have been
mixed in the ratio of 1 : 0.1349 : 138.8 : 2.8. The as-synthesized material has
been calcinated at 923 K for 16 h to remove the template. The procedure is
sketched in figure 4.3. The chemicals have been obtained from Acros Organics
(Tetraethoxy silane) and ABCR (CnTABs) and have been used without further
purification.
The sample were characterized employing N2 gas adsorption. A multi-point
Brunauer–Emmett–Teller (mBET) experiment [191] was used to determine the
samples specific surface area Sp and the Barrett-Joyner-Halenda (BJH) analysis
[192] to obtain the specific pore volume Vp as well as the diameter dp, see also
in appendix A.
In addition to the samples prepared at TU Darmstadt, a batch of MCM-41 with
a pore diameter of d = 2.1 nm was used. It was synthesized and character-
ized by Kittaka and coworkers [102] and was used for measurements of the
dynamic properties of water by means of NS, DS, and DSC experiments, see
in ref. [102, 106, 120, 193–195] and chapter 5. For test and control measure-
ments commercially available MCM-41 from Sigma Aldrich (CAS: 7631-86-9)
Table 4.1.: List of used MCM-41 samples and their physical properties as deter-
mined from standard mBET and BJH methods.
Supplier dp / nm Vp / cm
3g-1 Sp / m
2g-1
TUD APTES 2.18 0.14 498
TUD 2.46 0.59 1002
TUD 2.76 0.82 974
TUD 2.93 0.86 1170
TUD 3.79 - 990
Sigma Aldrich 2.1 - 2.7 0.98 1000
S. Kittaka 2.14 - 1096
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Figure 4.4.: Sketch of the pathway of the APTES modification of MCM-41. The
figure is courtesy of Dr. M. Werner.
has been used. The specific properties of all MCM-41 powders are listed in table
4.1
Varying hydrophobicity: surface modification APTES
The surface of MCM-41 material is hydrophilic. To investigate the effect of a
less hydrophilic environment on the water dynamics, a MCM-41 with modified
surface has been investigated. In this sample, an organic linker molecule has
been attached to the surface. This has achieved by adapting the grafting proce-
dure from Adamczyk et al. [196]: Pre-activated mesoporous material MCM-41,
has been prepared as described above. An amount of 3 g of powder in 50 mL
of tolouene abs. has been refluxed with 3 g APTES (amino propyl triethoxy
silane) for 3 h. The solid was washed with diethyl ether followed by a Soxhlett
extraction with dichloromethane. Again the procedure has been performed by
M. Werner in the AK Buntkowsky. It is sketched in figure 4.4.
In this procedure MCM-41 with a pore diameter of d = 2.58 nm, a pore volume
of Vp = 0.18
cm3
g
and a specific surface of Ap = 827
m2
g
was used. After the
crafting the parameters listed in tab 4.1 were found. As can be seen in the direct
comparison, all three characteristics of the MCM-41 are significantly smaller
after linking the APTES to the surface. Possibly linking of APTES to the surface
of MCM-41 is sketched in 4.5.
4.2.2 Sample preparation
In this thesis a variety of samples have been investigated. Here an overview
over the different bulk and confined samples and their preparation is given. All
samples used in this thesis were prepared either by Frank Fischer, a former now
retired chemical assistant in the Vogel group, or by the author himself.
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Figure 4.5.: 29Si NMR spectrum of APTES modified SBA-3 Tn peaks are produced
by linked carbohydrate chains, Qn peaks stem from unmodified Si. Figure taken
from Ref. [197].
Water confined to MCM-41
In chapter 5 the dynamics of water confined to MCM-41 is investigated in de-
pendence on the pore size. The first step in preparation is the dehydration of
MCM-41 powder. Most samples were dried by heating the powder to 450 K for
at least 24 h. Since this doesn’t remove all water from the powder a few sam-
ples were dried by evacuation to low pressures smaller than 1 · 10−4 mbar for
24 h. No significant differences in water dynamics have been found comparing
both methods.
To prepare the samples the dry MCM-41 was filled in the NMR tubes and the
necessary amount of water was added by weighing. Table 4.2 gives a list of
samples that were used in the investigations. The samples are named after the
Table 4.2.: List of samples of confined D2O . MCM-41 is obtained from SA (Sigma
Aldrich), SK (group of S. Kittaka) and TUD (Ak Buntkowsky). Additional infor-
mation and references are given in the last column.
Sample MCM-41 Size
D2O - - Bulk D2O
P21 SK 2.1 nm -
P21w SK 2.1 nm wet preparation
P25 TUD 2.5 nm -
P25w TUD 2.5 nm wet preparation
P27 SA 2.7 nm -
P28 TUD 2.8 nm -
P29 TUD 2.9 nm -
P22a TUD 2.2 nm APTES [198]
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mean pore diameter in Angstro¨m, e.g. as P21 for a pore diameter of d =2.1 nm.
The table lists two samples where much more water than necessary to fill the
pores was introduced into the sample. There, large amounts of excess water
outside the pores are present. They will be marked with an additional suffix w.
All confined water samples were sealed by two component epoxy resin sepa-
rated from the powder by a teflon spacer. This method is unstable over long
times when several heating and cooling cycles are performed. Therefore, all
samples were measured within three months after preparation. The samples
were tested for tightness by repeated weighing before and after the measure-
ments. The used D2O was obtain from Sigma Aldrich (CAS: 7789-20-0 and
used as received.
Confined alcohols and mixtures
Besides heavy water also samples containing glycerol and mixtures of D2O with
the alcohols propylene glycol (PG), propylene glycol monomethyl ether (PGME)
and the dimer DiPGME as well as bulk and confined glycerol (GLY) were inves-
tigated. The alcohols are composed of a propylene chain as basic structure unit,
see also figure 2.11. In the case of glycerol, at each of the three carbons one
hydroxyl (OH) group is attached. In PG only two OH groups are present at the
first and the second carbon. PGME contains only a single OH group at the first
carbon and a methyl ether at the third. The dynamics of the bulk liquids of all
are well investigated, see e.g. in [119] and chapter 8 for details.
The glycerol samples were prepared analogous to the samples containing pure
D2O . First, the MCM-41 was dried and afterwards the glycerol was added by
weighing. An overview over the studied samples is given in table 4.3. The
samples were measured by different researchers: The table gives references to
the original works, compare also chapter 8.
Table 4.3 also lists the other mixed systems. All mixtures are using a short
notation of the guest and the water content. The water concentrations are given
in terms of the mass ratio of water to guest. It is abbreviated with the prefix W,
e.g. as W45 for 45 % weight of water. Additional suffixes b and c indicate bulk
and confined samples. In the preparation of samples containing mixtures the
liquid was not added to the MCM-41 by weighing. Here, a common procedure
from literature was followed and the MCM-41 was immersed in a large amount
of the mixture, see e.g. in [86,204]. Occasional jolting prohibited segregation.
After seasoning for several days the MCM-41 powder was carefully toweled
with non-fuzzing lens cleaning tissue to remove external liquid. The powder
was filled in NMR tubes and resin sealed thereafter.
The DiPGME samples have been prepared twice: during the second preparation
the filled MCM-41 powder was wiped for several times to reduce the amount
of possible pore-external liquid. The two preparations are refereed to as wet
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and dry in this work. The DiPGME samples were provided by the group of Jan
Swenson4. They were send pre-mixed and already immersed in the MCM-41
powder.
Since the different guest molecules exhibit different molecular weights the
weight ratio of water is not straight forward to compare for different sam-
ples. In table 4.4 additionally to the weight ratio also the molar ratio of the
mixtures is presented.
Some of the mixtures show crystallization effects upon cooling. The drop of
signal in the 2H NMR measurements on crystallization is given in the table
as well as the approximated temperature were the phase change occurs. The
drop of signal is estimated from the reduction of the signal in the fast compo-
nent before and after the crystallization event. Note that this is only a coarse
approximation since the amplitudes are not easy to determine precisely in 2H
NMR experiments, as a consequence of the signal reduction in SE experiments.
Additionally the residual weight percentage of water is calculated in the table
assuming that only water crystallizes.
4 Department of Physics, Chalmers University of Technology, Gothenburg, Sweden
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Table 4.3.: Investigated mixtures of alcohol and water. The water content will
be given as Wxx, where xx is the mass ratio of water. MCM-41 is obtained from
SA (Sigma Aldrich) and TUD (Ak Buntkowsky). Additional information and ref-
erences are given in the last column.
Sample Guest Water MCM-41 supplier
gly glycerol-d5 - - - Bulk [199]
P28G glycerol-d5 - 2.8 nm TUD -
P49G glycerol-d5 - 4.9 nm TUD [200]
PG W45 PG 45 - - Bulk [201]
PG W45c PG 45 2.8 nm TUD [202]
PGME W40b PG 40 - - Bulk
PGME W60b PG 60 - - Bulk
PGME W80b PG 80 - - Bulk
PGME W40c PGME 40 2.8 nm TUD -
PGME W60c PGME 60 2.8 nm TUD -
PGME W80c PGME 80 2.8 nm TUD -
2PGME W15c di-PGME 15 2.7 nm SA dry / wet [203]
2PGME W45c di-PGME 45 2.7 nm SA dry / wet [203]
2PGME W75c di-PGME 75 2.7 nm SA dry / wet [203]
Table 4.4.: Molar ratio and signal ratio in the mixtures given in molecules and
signal of water per guest. When crystallization occurs, the approximate signal
drop of the fast component, the crystallization temperature and residual water
concentration is listed.
Sample molar ratio signal Signal drop / % Tf / K residual cw
PG W45c 3.1 3.1 60 221 W13
PGME W40b 3.0 6 - - -
PGME W60b 6.9 13.8 57 236 W37
PGME W80b 18.4 36.8 74 248 W50
PGME W40c 3.0 6.0 30 229 W32
PGME W60c 6.9 13.8 50 270 W43
PGME W80c 18.4 36.8 50 265 W67
2PGME W15 1.3 2.6 - - -
2PGME W45 6.1 12.2 51 248 W29
2PGME W75 22.3 44.6 75 261 W43
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5 Dynamics of confined water
In section 2.3 the possibility of entering the no-man’s land by confining wa-
ter to narrow geometries was discussed. This approach can help to clarify the
peculiarities of water dynamics in the deeply supercooled regime where a sec-
ond critical point was theorized [205]. Additionally, the research on confined
water in the vicinity of different types of surfaces may help to obtain infor-
mation relevant to various subjects where confined water plays a crucial role,
as for example in biology [2, 206] and medicine [207] or in construction and
geology [208].
One of the main goals of this thesis is to contribute to the discussion whether
there is a dynamical transition in confined water. At the transition temperature
TL the fragile behavior of the high temperature liquid changes to a low tem-
perature strong behavior, as would be the consequence of the second-critical
point hypothesis [209]. This hypothesis predicts the existence of a high density
and a low density form of liquid water. Here, the results of the performed 2H
NMR experiments on heavy water confined to the amorphous matrix MCM-41
in various pore sizes are reported. 2H NMR experiments are a valuable exten-
sion of the experiments that have been performed earlier in similar systems of
confined water. The method covers a broad range of time scales of rotational
dynamics [38, 116] in particular the scale of few nanoseconds, where the FST
was postulated to take place [9].
In this chapter, the results of the investigations of D2O confined in MCM-41 of
several pore sizes will be presented. The measurements span a large range of
temperatures and time scales using various 2H NMR techniques. The results of
the performed SLR experiments, LSA and STE will be presented and discussed
together with corresponding results from literature. Combination of the three
methods provides information on the characteristic time of the motion from
picoseconds up to seconds. Additionally, insights into the geometry underlying
the motional processes can be obtained. The discussion begins with the fast
dynamics in the high temperature regime obtained from SLR measurements.
5.1 Spin-lattice relaxation of confined D2O
In this section, the dynamics of confined water are investigating by 2H NMR
SLR. It yields information about the specific reorientation times in the high
temperature region, where the correlation times range from picoseconds to mi-
croseconds. SLR experiments in the low temperature regime yields qualitative
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Figure 5.1.: Magnetization recovery curves of water confined in MCM-41 with
pore sizes of (a) d = 2.1 nm and (b) 2.9 nm. Curves are normalized to a total
magnetization M
 
td→∞= 1. Black solid lines are fits using eq. (5.1).
information about the dynamics. They can be used in combination with other
methods to gain insight into the rotational mechanism of water.
5.1.1 Saturation recovery measurements
In SR experiments the sample magnetization is destroyed and the recovery to
thermal equilibrium is monitored via solid echo detection, c.f. chapter 3.4. The
magnetization recovery with time is shown for some representative tempera-
tures in figure 5.1 for the two samples P21 in panel (a) and P29 in panel (b).
There, water is confined to pores of 2.1 nm and 2.9 nm respectively, being the
smallest and the largest investigated pores. More details on the systems can
be found in sect. 4.2. All experiments in this section have been performed at
a magnetic field strength corresponding to 46 MHz Larmor frequency. At high
temperatures only a single exponential relaxation is observed, which splits into
three relaxations at lower temperatures. Those will be named fast relaxation
(f), slow relaxation (s) and ice-like relaxation (i). Here, the last relaxation
is the slowest relaxation process in the systems occurring at very long delay
time td compared to the other two. The reasons for this nomenclature are dis-
cussed below. For all samples and temperatures an appropriate number of KWW
relaxations eq. (3.43) has been used to fit the relaxation curves:
M(td)
M∞
= 1− ∑
r=f,s,i
Mr exp
− td
T1,r
βr (5.1)
In equation eq. (5.1) Mr represents the relative magnetization of the different
components, which fulfill
∑
r=f,s,iMr = 1. Each relaxation is characterized by
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Figure 5.2.: Comparison of the magnetization recovery of sample P21 at 300 K
(circles) and 167 K (squares). Blue and red dry (P21) and wet (P21w) preparation
samples.
a time constant T1,r and a stretching parameter 0 < βr ≤ 1. On decreasing
temperature the recovery curves first shift to shorter delay times, as can e.g.
be seen when comparing T= 300 K and 254 K in panel (a) of figure 5.1. After
passing through a minimum the relaxation times increase again.
Before discussing the resulting relaxation times in the next section, the origin
of the different relaxation components is clarified. Starting with the longest
component (i) it can be seen from figure 5.1 that the corresponding relaxation
times are long compared to the others. This suggests a crystalline component as
origin [210]. Comparing the two pore sizes P21 and P29 it is clear that the rel-
ative contribution in P21 is much larger than in P29, which is counter-intuitive
if this component was situated inside the pores. However, it is in agreement
with the expectations if it is assumed that external water is the source of this
relaxation (i). To test this idea, sample P21 was measured, with two different
amounts of filling: one where there was much more water than necessary to fill
the pores (denoted P21w) and one where less water was used (P21). A direct
comparison of the two preparations is shown in figure 5.2 for the two tem-
peratures 300 K and 167 K. At higher temperatures the samples differ in their
T1 times, while at the lower temperatures only the long time behavior in the
relaxation curves is different. At high temperatures where both, the internal
and the external components are liquid. Different averaged relaxation times
are obtained in both samples, since the external water behaves bulk-like, while
the pore internal water interacts with the surface. Therefore, the sample with
less water P21 shows shorter T1 times indicating slower dynamics compared to
sample P21w. When the pore external water freezes, only the internal water
contributes to the faster behavior, while the external ice contributes only to the
(i) relaxation. The fact that the other relaxations (f) and (s) are not influenced
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by the amount of water outside the pores strongly suggests that both originate
from water molecules inside the pores. The freezing of external water sets in
above 260 K in all samples, depending on the exact water content. Below the
onset of freezing, only very minor deviations were detected, see e.g. 167 K
in figure 5.2. The difference between the different preparations will therefore
be neglected in the following discussion of the obtained T1 times, when the
external water is frozen.
5.1.2 Small pores: relaxation times in MCM-41 with d = 2.1 nm
To obtain an overview over the effects found in the SLR experiments, it is first
focused on the smallest pores P21. In figure 5.3 (a), the measured mean relax-
ation times 〈T1,r〉 are shown as calculated by eq. (3.45). Figure 5.3 (b) shows
the fitted stretching parameters βr.
Starting at high temperatures, several features can be noticed in the fast relax-
ation (f). At 300 K the already discussed difference between the two prepara-
tions P21 and P21w can be observed. It vanishes upon freezing at 268 K in a
discontinuous jump in 〈T1,r〉 marked by the black arrow in panel (a). At this
temperature also pure D2O crystallized in
2H NMR measurements performed in
the same setup.
Upon cooling, the 〈T1,f〉 times pass through the expected minimum, compare
table 5.2. As can be observed in the figure, the minimum does not meet
the expected value of a Debye-like exponential relaxation marked by the red
line. This indicates a distribution of correlation times G

log(τ)

in the sample,
which may result in a distribution of relaxation times V

T1

. At temperatures
above and in the vicinity of the T1 minimum V

T1

is averaged, yielding a
single exponential relaxation. This can be seen in panel (b) where the βf pa-
rameter is plotted. It is equal to unity down to ca 180 K, showing that only
one average relaxation time is detected by the experiment. Below this temper-
ature, motional averaging becomes too slow for the SLR experiment, and the
distribution V

T1

becomes observable, as indicated by βf < 1. This is marked
in the plot by a change from dark to light blue color. At the same tempera-
ture, a pronounced kink in the relaxation times 〈T1,f〉 is observed. This kind
of behavior has been observed in glass forming liquids at the glass transition
temperature [211], c.f. section 3.5. It is due to broken ergodicity in the sample
and will be discussed in detail in chapter 7.
By comparing the 〈T1,f〉 of P21 to the bulk D2O data, it can be seen that dynam-
ics in this confinement are altered strongly. The relaxation times at 300 K are
about one order of magnitude smaller in the confined sample. Due to the de-
pendence of T1 on the spectral density, see section 3.3, this indicates a slowed
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Figure 5.3.: (a) Mean SLR relaxation time of water confined in P21. The black
line represents relaxation of hexagonal ice Ih by F. Lo¨w. Black pluses (+) are
bulk D2O relaxation times measured in the same setup. The red line marks the
expectation for a Debye-like relaxation. Where circles change to light blue the
β parameter strongly deviates from unity. (b) KWW β parameter for fast and
slow process.
down dynamics in MCM-41 at high temperatures 1. This is a generally ex-
pected confinement effect mostly due to a slowing down of dynamics close to
solid walls [83,89,129].
In addition to the fastest process (f), the two other observed relaxations are
reported in figure 5.3 (a). The slowest relaxation (i) appears when external
water freezes. The corresponding mean relaxation times are rather long and
coincide well with those from hexagonal ice Ih, measured by F. Lo¨w [210]. This
supports the assignment to pore external ice. Note that even in the carefully
prepared sample without substantial overhead of water, some freezing is ob-
served. This has three possible explanations. First, there may still be a small
amount of water outside the pores that crystallizes upon cooling. Second, the
crystalline parts arise from larger pores where crystallization is not suppressed.
The latter can be the case, since there always exists a distribution of pore radii.
Third, the density of the water inside the pores is temperature dependent and
decreases upon cooling [212, 213]. Since preparation was performed at room
temperature, the crystalline relaxation may stem from water forced out of the
pores due to density reduction in the cooling process.
The third observed process (s) exhibits relaxation times 〈T1,s〉 between the
fastest (f) and the ice-like (i) relaxation. The relaxation times of P21 scatter
strongly, due to the low amplitude between 2 % and 20 % of the total signal,
1 Assuming equal spectral densities, the differences between bulk and confined sample would
correspond to a shift in temperature of about 40 K.
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see figure 5.6 (b). In the larger samples it can be determined more reliably
as will be seen below. The (s) process starts to separate from the (f) process at
temperatures T≈ 225 K. Its stretching parameter βs is always βs ≈ 0.6, where it
can be fitted reliably. This shows that the (s) component is never subject to mo-
tional averaging on the time scale of T1,s. Absence of exchange within a species
is usually only encountered in solids. Additionally, the fact that the (s) species
is observable at all shows that there cannot be any exchange faster than the
time T1,s between the molecules giving rise to the (f) and the (s) component.
From the different samples P21 and P21w it is assumed that both molecular
species are inside the pores, they should be in direct contact with each other.
Near 225 K, the (f) component is liquid and exhibits a correlation time of about
1 ns. Thus, the slow process must stem from a solid, otherwise there would be
exchange.
After having presented the general features of 2H SLR for the example of P21,
next the dependence on the pore size is discussed.
5.1.3 Pore size dependence of the relaxation times
SLR experiments similar to those for P21 have been performed for various pore
sizes varying from the smallest pores 2.1 nm to large ones 2.9 nm. The depen-
dence of the water dynamics on the pore size is reported in figure 5.4. Samples
P28 and P29 have been prepared by using the necessary amount of water to
approximately fill the pores completely. To test the influence of external pore
water sample P25 has been prepared in two ways analogous to P21: A sample
called P25w was filled with more water than necessary to fill the pores. A sec-
ond sample P25 was filled with the amount of water necessary to fill the pores as
determined by the pore characterization. Direct comparison of the samples P25
and P25w shows that the time constants 〈T1,f〉 are in good agreement, below
ca 260 K where the external water freezes. The same is true for the 〈T1,s〉 times
which are left out for clarity. Analogous to P21, this can be taken as evidence
that the (f) and (s) relaxation arise from water inside the pores. Similar to the
results of sample P21w, the sample P25w shows a modified high temperature
relaxation above ca. 260 K, where the water outside the nanopores is liquid.
The time constants 〈T1,f〉 are longer indicating faster dynamics in the samples
with much excess water. This affirms that the MCM-41 surface slows down wa-
ter molecules in its vicinity, as is expected from other studies [11,84,89,131].
Studying figure 5.4 in more detail, one observes general trends in the fast
relaxation process (f) upon increasing pore size up to d ≤ 3 nm. Despite the
difference of ca 0.15 nm in diameter, the relaxation times obtained from P28
und P29 are close to identical. The trends can be summarized as follows:
1. At high temperatures, the relaxation times 〈T1〉 increase with increasing
pore size indicating faster dynamics.
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Figure 5.4.: Mean SLR relaxation time of the fastest process (f, circles) and
the slower process (s, squares) in samples P21, P25, P28 and P29. Addition-
ally bulk D2O relaxation times (black pluses) and relaxation times from sample
P25w (turquoise pluses) are shown.
2. The positions of the T1 minima shift to higher temperatures and higher
values of 〈T1,f〉 in the minimum with increasing pore size. This indicates a
deceleration of dynamics accompanied by a broader distribution of corre-
lation times G

log(τ)

.
3. At temperature below the T1 minimum the relaxation times in the larger
pores are again larger and dynamics thus slower than in the smaller pores.
This indicates a steeper temperature dependence of the correlation times
in larger pores.
4. The change in the temperature dependence found in P21 at ca 185 K is
present in all samples at roughly the same temperature. Few Kelvin below
this kink, the relaxation times T1,f agree in all samples to a good extent.
From point 1 that the reorientational dynamics is slowest in the smallest pores.
In P21 the fraction of water close to the wall is largest compared to the other
Table 5.1.: T1 minima parameters as obtained from SLR: 〈T1〉min is the minimum
value of the (f) process, Tmin is the corresponding temperature, α and γ are the
stretching parameters for CC and CD spectral densities.
Sample 〈T1〉min / ms Tmin / K α γ
P21 2.8± 0.1 222.4± 0.4 0.66 0.30
P25 2.4± 0.2 227.5± 0.7 0.68 0.37
P28 3.8± 0.1 232.3± 0.3 0.46 0.19
P29 4.3± 0.1 232.9± 0.5 0.40 0.15
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Figure 5.5.: SLR stretching parameter β f of samples P21, P25 and P28. The hori-
zontal line marks the threshold value β f = 0.9.
pore sizes. The dynamics accelerate with increasing pore size and are fastest
in samples P28 and P29. This behavior is reversed below the minima where,
larger pores show indications for slower dynamics. This crossing behavior can
be taken as evidence for a steeper temperature dependence of the correlation
times, i.e. a more fragile behavior in larger confinement. All samples exhibit
rising relaxation times at even lower temperatures, which kink strongly below
200 K. The temperature where the kink to a weaker temperature dependence
occurs seems to be only weakly dependent on the pore size and occurs in the
vicinity of 185 K. Analogous to the smallest pores, the change in temperature
dependence of T1 is accompanied by a decrease in the stretching parameter βf
of the fast process, see figure 5.5. After a second change of the temperature
dependence, the relaxation times of the fast process (f) in all pores agree well
below ca. 170 K.
All samples show the additional second relaxation process (s) already observed
in the P21 sample. The fit quality for the time constants T1,s varies. It is strongly
dependent on the separation of the processes (f) and (s) and also the presence
of process (i) which interferes with the long time plateau of (s). Thus, the
arguments concerning (s) must be taken more qualitatively rather than quan-
titatively. As evident in figure 5.4, the relaxation times in all samples show
a similar temperature dependence and time scale. The (s) process shows the
same stretching βs = 0.6± 0.15 in all pores and thus, stems from a solid com-
ponent (not shown). Note that the slow process (s) in all samples exhibits a
slight change in its temperature dependence at ca. 180 K.
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Figure 5.6.: Normalized reduction factor of samples P21, P25 and P29. In (a) for
the fast relaxation component (f) and for the slow relaxation component (s) in
(b). Samples P25 and P29 are scaled to match P21 in the range 250 K to 260 K.
Colored arrows mark the approximate temperature TSE of the signal minimum.
Inset: (1-Rf) of P21 over the whole temperature range.
5.1.4 Analyzing the signal amplitudes
Another measure for the time scale of the motion is the minimum in the ob-
served signal when applying the SE. Figure 5.6 (a) shows the behavior expected
from the above SLR analysis: A few Kelvin below the T1 minima, there is a
drop of signal, where the dynamics approach the experimental time scale of
τ≈ 1/δ ≈ 1 µs. By fitting a polynomial, the position TSE of the signal minimum
was approximated. The respective positions are marked by the colored arrows.
The minimum shifts to higher temperatures for larger pores. Those reach the
τ = 1 µs limit at higher temperatures indicating slower low temperature dy-
namics. After the minimum the signal in the (f) relaxation recovers but does
not reach its value at 250 K.
Note that for better comparison, (1 - Rr) with r = f,s is re-scaled so that it
agrees in the range 250 K to 260 K for all samples, to compensate for different
contributions of the freezing component (i). The data are scaled such that the
factor (1 - Rr,sc) coincides with the unscaled one of P21. For clarity, P28 is
excluded, since it shows similar behavior to sample P29.
It was shown in the previous section that the second relaxation can be explained
best as a solid like process. In principle, one may imagine two possible origins of
this relaxation: it may either be due to the reorientation of the hydroxyl groups
of the pore wall or can be a solid like component that forms in the pore. Assum-
ing a constant density of hydroxyl groups in the different MCM-41 samples, the
signal of this second component should scale with the surface to volume ratio,
i.e. 1/d where d is the pore diameter. The reduction factor of the (s) relaxation
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(1 - Rs) is shown in panel (b). It does not show the 1/d dependence expected
from the assumption that it stems from the hydroxyl groups. Instead, it shows
tendencies of increasing signal with increasing pore size. Thus, the (s) relax-
ation is due to a process which has increased strength on increasing pore size
and is solid like (βs ≈ 0.6).
Summing the signal contributions of (f) and (s) relaxation, the low temper-
ature values of (1 - Rf+s) agree with the values at 250 K (not shown). This
indicates that the magnetization is lost from the (f) species upon cooling and
transferred to the (s) species. From this observation it follows that the (s) re-
laxation is caused by water molecules that change their dynamical behavior
on cooling. A solution that accounts for all these findings is the water dy-
namics of the solid core, because (a) the amount of solid water is proportional
to the volume, (b) it cannot exist at high temperatures and (c) it shows β ≈ 0.6.
In summary three SLR relaxation processes have been identified. The fastest
one (f) exhibits a pore size dependence of the SLR time 〈T1,f〉 that indicates
a steeper temperature dependence in larger pores. The (f) process exhibits a
non-Debye behavior, which has to be taken into account in further analysis.
The slower process (s) seems to be independent of pore size. Analysis of the
SLR properties hint to the origin of the two processes: the faster one seems
to be due to the relaxation of water at the pore walls, while the slower one
is due to molecules in the pore center. This species shows solid like features
and is only observed below the T1 minima. No minimum is observed for the
(s) relaxation. To gain more information about the origin of the two relaxation
processes observed, an analysis of the solid echo spectra is performed in the
next section. A third process (i) was also identified. It was attributed to the
relaxation of ice outside the pores by varying the amount of external water. This
process will be excluded from the discussion in the rest of the chapter, since it
has shown to be irrelevant for water dynamics inside the MCM-41 pores.
5.2 Spectral line-shape of confined D2O
In the previous section the SLR analysis revealed a complex behavior of water
confined in MCM-41. Here, the solid echo spectra are analyzed to gain more
insight into the origin of the different processes. Since several relaxation pro-
cesses are present, it is useful to compare spectra at different relaxation states.
The delay time td within which the magnetization was allowed to recover was
chosen in a way, such that from all three components (f,s,i), only the faster two
(f,s) or only the fast one (f) is recovered. To do so, the time td must fulfill the
following conditions:
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Figure 5.7.: Comparison of full and partial relaxed spectra in P21 at 205 K
T1,x td T1,y,
x= f; y= s, i f onlyx= f, s; y= i without ice
x= f, s, i; T1,y =∞ all components
(5.2)
The condition of the delay time to be much larger or smaller cannot be satisfied
in all cases. This needs to be kept in mind especially when only the fast (f) com-
ponent is regarded. The T1 times of the (f) and (s) component are separated
by not more than two orders of magnitude. Thus, in all cases it is necessary
to choose td such that either parts of the fast component are not recovered or
faster relaxing molecules of the slower component already contribute. The (i)
relaxation is suppressed in all spectra.
5.2.1 Temperature dependence of 2H NMR spectra
The spectra obtained from confined D2O change their shape with temperature.
At the highest and lowest temperatures measured, they are in the limiting cases
expected for deuterons in a powder, see section 3.4. The high temperature
Lorentzian shape does not contain information, except spectrometer resolution,
while the low temperature Pake spectrum can be used to extract sample param-
eters, as for example the anisotropy δ. The temperature range between the
Lorentzian and the Pake limit will be called (line-shape) transition region. It
contains information on the specific type of motion and the timescale, although
this range is often not easy to investigate due to the vanishing signal in SE ex-
periments, see section 3.4. Here, two of the cases in eq. (5.2) will be discussed:
the partially relaxed (PR) case which comprises only the (f) component and the
fully relaxed (FR) case which incorporates also the (s) component.
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Figure 5.8.: Partially relaxed spectra of samples (a) P21 and (b) P28.
To investigate the spectral contributions arising from the (f) and the (s) relax-
ation, in figure 5.7 a PR and a FR spectrum obtained from P21 at 205 K are
compared. The figure reveals that the contribution of the slow relaxation is an
additional Pake-like component. This is true at all investigated temperatures in
all samples and underlines the finding from SLR: The slow relaxing molecules
are indeed solid like on the experimental time scale(τs 1 µs) as soon as they
can be observed. From a contribution that is always Pake-like, no further in-
formation can be obtained, therefore it is focused on the PR experiments in the
rest of the section.
Figure 5.8 shows exemplary PR spectra from the transition region in samples
P21 and P28 in panels (a) and (b), respectively. In this temperature range they
represent the samples with fastest and slowest dynamics as indicated by SLR.
Between spectra of comparable shape, a temperature shift of ca. 20 K is ob-
served. This fits well to the shift found for the minima in T1 and and the SE
signal. The spectra show a broadening of the Lorentzian component on cooling
that is due to decreasing SSR time T2. At ca 201 K in P21 and 225 K in P28,
an additional Pake component starts to grow. This behavior can be explained
in two ways: It could be due to the existence of two separate phases, where
one phase consists of slow and the other of fast molecules. Alternatively, the
spectral shape may as well be due to one single species of molecules with a dis-
tribution of correlation times G

log(τ)

. Depending on temperature, some of
the molecules are fast (τ1 µs) and other parts are slow (τ1 µs) molecules.
Only one SLR relaxation is observed in the partially spectra. The solid like (s)
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Figure 5.9.: Weight of Lorentzian line in the total spectrum W(T): In (a) sample
P21. The blue solid line is a fit with eq. (3.41). Black lines are calculated from DS
data [10] by neglecting (dashed) and considering (solid) dampening of signal in
SE experiments, see text. The blue dashed line considers signal loss and assumes
α = 0.66 as suggested by SLR. In (b) W(T) and fits using eq. (3.41) are shown
for samples P21, P28 and P29.
component is suppressed. Also, the values of 〈T1,f〉 in the minima suggest a
distribution of correlation times. Therefore the second possibility is very likely.
The existence of such a distribution of correlation times can be shown by direct
comparison with dielectric spectroscopy. From the correlation times τDS and
the dielectric loss ε′′ given in ref. [10], the weight W(T) of fast molecules can
be calculated by assuming the spectra are two-phase spectra corresponding to
a distribution G

log(τ)

. The fraction of fast molecules W(T) with correlation
times (τ δ−1) can be determined using eq. (3.42). The WDS(T) values calcu-
lated from dielectric results [10,120] can be compared with the experimentally
determined weight Wexp(T) defined by eq. (3.40). This is depicted in figure
5.9 (a) for sample P21. The experimental values of W(T) can be interpolated
using eq. (3.41), as shown in the figure together with the WDS(T) values cal-
culated from DS data [10]. In those calculations, different assumptions have
been used. In a first attempt, the signal loss in the SE experiment was ne-
glected and α= 0.48 was used for width of the CC distribution, as measured in
DS. The result reproduces the inflection point of the experimental data well, but
overestimates the width of the transition region. Therefore, in a second case,
the attenuation of the signal was taken into account by assuming a logarithmic
Gaussian shape for R(T)2, what describes the data well. The third case, interpo-
lates the experimental values even better. Here, it was also taken into account
that even so 2H NMR usually finds the same spectral form as DS the width pa-
2 A width of the logarithmic Gaussian distribution of σ = 0.85 was assumed. As estimated
from RW simulations, see [122].
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rameters α or γ often deviate in NMR and DS. Therefore, a value α= 0.66 was
used, as suggested by SLR. Note that here, αNMR > αDS was found, in contrast to
most studies, see e.g. [188]. The good agreement of the experimental and the
calculated values W(T) justifies the assumption of two-phase spectra due to a
broad distribution G

log(τ)

. Additionally, it shows that the process observed
by DS is the one that gives rise to the (f) relaxation observed in SLR, but not
the (s) relaxation. Such two-phase spectra were proposed for other molecules
confined in mesoporous silica confinement as well, e.g. for benzene, isobutyric
acid and naphthalene [214–216].
Figure 5.9 (b) shows the experimental weight factors W(T) of Samples P21,
P28 and P29. In agreement to the SLR findings P28 and P29 are very similar
and are exhibit a shift by about 25 K compared to P21. The transition region
in the larger pore ranges over a larger temperature range is consistent with a
larger distribution of correlation times as suggested by the larger 〈T1,f〉 mini-
mum values, c.f. tab. 5.1. The data can again be fitted using eq. (3.41). They
provide a value for T1/2 for which exp〈logτ1/2〉 = δ−1 ≈ 10−6s holds. T1/2 can
be compared to the temperature of the signal minimum in the SLR experiments
TSE. In case of P21 T1/2 = TSE = (195± 1) K is found, while for samples P28
and P29 one finds T1/2 = 215 K and TSE = 206 K. This difference may have
two reasons: First, depending on the exact geometry of the motion, the signal
minimum is not symmetric as assumed in the determination of TSE and second,
the temperatures TSE and T1/2 represent different means of the distribution,
i.e. the mean correlation time 〈τ〉 and the mean logarithmic correlation time
τm respectively. Both differ when the distribution of correlation times show an
asymmetric broadening. Since the TSE values are utilized more often in
2H NMR
studies, those will be used later to estimate the correlation time τ
 
TSE
 ≈ δ−1
in figure 5.17. The temperature TSE is available for sample P25 as well, where
the spectra where not measured in good enough quality to determine W(T) re-
liably.
Similar spectra as in the present work have been measured in an 2H NMR study
by Pahlke et al. [217] for D2O in a zeolite nano-confinement. There, the spec-
tral shape was not attributed to a broad distribution G

log(τ)

, but to a specific
motional model. It was proposed that water molecules that perform a fast pi-
flip around the C2 symmetry axis with an additional slow reorientation of this
symmetry axis on a (distorted) tetrahedron may explain all the findings. In con-
trast, it was argued that a distribution of correlation times may not reproduce
the findings. Three reasons were given for this argument: (a) A distribution
G

log(τ)

may not explain the broadening of the central Loretzian component.
(b) By integrating different parts of the spectra, i.e. the central component and
the Pake singularities, one finds equal spectrally resolved relaxation times. A
distribution is supposed to result in different time constants in different parts of
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Figure 5.10.: Random Walk Simulation of SE spectra. (a) DTJ model with sin-
gle correlation time (b) same model with a logarithmic Gaussian distribution
of correlation times. (c) IRJ model with the same distribution of correlation
times. Both distribution used a width of σ = 2.1. The times on the left indi-
cate the mean jump time τ j. Using DS measurements [10] the correlation times
have been mapped to a temperature. The indicated values 1-R are the reduced
solid-echo intensities.
the spectrum. (c) The signal reduction in the SE experiments must vanish for
very broad distributions, while shallow signal minima signal small distributions.
To test whether the data measured here can be explained by assuming a spe-
cific motional mechanism without a broad distribution of correlation times, RW
simulations were performed. Those covered some likely model geometries of
water reorientation, including the model of Pahlke, a disordered tetrahedral
jump (DTJ) and large angle isotropic reorientation (IRJ). For simulation details
see in [122,177] and in section 3.8. Figure 5.10 shows the simulated spectra of
a DTJ model with (a) a single correlation time and (b) a log-Gaussian distribu-
tion of jump correlation times G

log(τ)

of width σ = 2.1. In (c) an IRJ model
simulation using the same distribution as in (b) is shown. In both cases the
distribution and the width were chosen to be a close approximation to the CC
distribution, reported for sample P21 [10] 3. The correlation times denoted in
the figure correspond to the jump correlation time τ j, characterizing the expo-
nential distribution of waiting times between consecutive reorientation events.
3 A logarithmic Gaussian distribution can approximate the CC distribution quite well. It was
chosen in the simulations due to its numerical manageability.
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In the IRJ model, τ j = τ equals the correlation time, while for an isotropic jump
about a specific angle φ, the relation between correlation time and jump corre-
lation time is given eq. (3.65). Exemplary, this results in τ= 2/3τ j for the DTJ
model. The correlation times can be mapped onto the temperature by using the
measured data from DS, or from SLR analysis as reported in figure 5.17. The
temperatures and reduced intensities (1-R) are also indicated in figure 5.10.
From these simulation results, one can see various counterarguments to the
concerns reported above: (a) While in the DTJ model, the central component
is rather narrow and may not explain the findings of Pahlke et al., the sec-
ond model, a large angle isotropic jump, shows considerable broadening of the
Lorentzian feature, e.g. a full width half maximum of 3 kHz is found in the
τj =1 µs spectrum. Therefore, in specific situations, a broad Lorentzian fea-
ture is not a counter argument for the existence of a distribution of correlation
times. (b) The simulated distribution width σ = 2.1 is large enough to generate
two-phase spectra for jump times τj over about 2 orders of magnitude. Never-
theless, the signal is reduced to ca. 15 % in the IRJ model and ca. 19 % in the
DTJ model. Those values are compatible with those found in the SLR studies
above and are not much larger than those measured by Pahlke. Therefore, a
pronounced signal minimum is not at variance with a distribution G

log(τ)

,
as long as it is not too shallow. Again, this is geometry dependent. Note, that
this does not contradicts the Pahlke model but rather shows that the line-shape
reported in this study can be explained both ways.
The DTJ model without distribution leads to a transition from Lorentzian shape
to Pake shape within only 10 K. In direct comparison to the experimental spec-
tra, see figure 5.8 this range is too narrow: In the experiment, the transition
happens within ca. 25 K or more. In the cases of distributed correlation times,
the simulated transition stretches over more than 20 K, which fits the experi-
mental data much better. With a convenient choice of parameters, the spectra
can as well be explained by the model of Pahlke. Nevertheless, close inspection
of the simulation results shows that the model is not compatible with the data
obtained in this work, e.g. the signal is close to zero in the minimum (1-R) <
0.03 in all simulated parameter sets. This is not compatible with the data here,
see figure 5.6. Additionally, the behavior of the simulated results of the SLR
experiments contradict the present results. Therefore, the model is discarded
as an explanation for the behavior of water confined to MCM-41. Likely, wa-
ter molecules confined in much smaller zeolite cages (d = 0.8 nm to 1.2 nm)
with additional presence of charged Na+-ion perform a different kind of mo-
tion as water MCM-41. The results obtained for the latter can qualitatively be
described by a broad distribution of correlation times G

log(τ)

.
Closer inspection reveals that the spectra at lowest temperatures, see figure 5.8,
do not fully fit to the spectra calculated for a static limit and some residual mo-
tion is present on the time scale of the experiments. This signals that some
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secondary process starts to dominate the behavior of the water molecules. This
is the case even at the lowest temperatures, i.e. T = 105 K, that were measured
in this work.
Here, the 2H NMR LSA was discussed. First, it was shown that the slower SLR
relaxation (s) only gives rise to a Pake feature in the spectra. This confirms this
component is always solid-like. Further, the spectra of the (f) relaxation ob-
tained from PR SE experiments were shown to be due to the process observed
in DS on the similar samples [10]. It was shown that the measured weight of
fast molecules W(T) can be calculated from those DS results. The LSA is qual-
itatively in agreement with the SLR measurements and has shown to be com-
patible with an explanation by a distribution of correlation times G

log(τ)

.
5.3 Stimulated echoes of confined D2O
In the previous sections, the high temperature behavior of confined D2O was
characterized using SLR and LSA. In the regime of slow motion at low temper-
atures, STE experiments can measure the rotational auto-CF F2 directly. From
this, correlation times τ in the range of some microseconds and seconds can
be obtained, as well as information about the geometry of the motion. Again,
the difference in the SLR time constant T1 is exploited to separate the contribu-
tions of the fastest (f) and the intermediate (s) process by PR experiments. The
crystalline contribution (i) is suppressed.
5.3.1 Temperature dependent STE experiments
The temperature dependence of the measured correlation functions of D2O in
MCM-41 is presented here. The above sections have established the assump-
tion that the fast relaxing SLR component (f) is due to the water molecules
that behave liquid like. It is focused on this contribution py performing PR ex-
periments of Zeeman (ze) order. Some representative decay curves Fze2 (tm) for
the samples with smallest pores P21 and larger pores P28 are shown in figure
5.11. The measured signals are stretched exponential decays. Comparing the
samples in figure 5.11 (a) and (b) at similar temperatures, e.g. 172 K, the time
scales are similar. This is surprising since in LSA and also in the high tempera-
ture regime of SLR, the larger pore sample P28 had shown significantly slower
dynamics than the sample P21. The curves have been interpolated by a KWW
decay, c.f. eq. (3.56), the fits are shown in figure 5.11. The resulting mean
logarithmic correlation times τm are plotted in figure 5.12 for the samples P21,
P25 and P28. Evolution times of tp = 3 µs have been used in all cases. Note
that the figure also shows data obtained from spin alignment (sa) order. Ad-
ditionally, the results of the fully relaxed P29 measurements are shown. No
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Figure 5.11.: Examples of temperature dependent STE curves of samples (a) P21
and (b) P28. The curves are obtained from Zeeman order experiments measured
at evolution times of 3µs. Solid lines are fits with eq. (3.56).
partially relaxed STE have been measured in this sample. A direct comparison
of PR and FR measurements using P25 revealed, the slower component only
contributes to an additional constant contribution to the relaxation curves. The
figure reveals that all samples show approximately the same correlation times.
An Arrhenius fit to the τm exhibits an activation energy of Ea = (0.50± 0.05) eV
and an attempt frequency τ0 = 1.9 · 10−19 s. The upper dashed line is the same
Arrhenius law shifted by a factor 64 (τ∗0 = 1.2 · 10−17 s). It nicely describes the
data of the FR sample P29 up to ca. 193 K. It can be seen that all τm are in
between those of P21 and P29. The fitted activation energy is in full agreement
with the dielectric studies of water in MCM-41 [10] and lots of other systems
containing water, see e.g. in [133]. Especially sample P21 fits neatly to the DS
of the very same pores [120], c.f. figure 5.17 and also sample P25 is in line with
DS results measured by C. Lederle, see figure 5.12. Those findings agree well
with the universal features discussed in section 2.3.2. The dynamics are fastest
in the P21 pores. This shows that although water dynamics at low temperatures
have several universal features the time scale still depends on the properties of
the system under investigation.
Besides the correlation time τ, two more parameters can be obtained from
fitting the STE curves. The KWW stretching parameter β = 0.30± 0.06 is sim-
ilar in all measurements below 185 K. Above this temperature, the parameter
increases with increasing temperature, compare e.g. [177]. A KWW function
is more similar to a CD and thus its stretching parameter β can not directly
by compared with the stretching α of a CC like distribution [39]. Neverthe-
less, the fact that β is constant in all samples is in contrast with the change in
the width parameter observed in the SLR measurements, see 5.1. This again
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Figure 5.12.: Mean correlation times obtained from partially relaxed STE exper-
iments at shortest evolution times of 3µs. The P29 data are fully relaxed. Pluses
are DS data of P25 (by C. Lederle). The lower dashed line is an Arrhenius fit to
the P21 data, the upper line shifted by a factor of 64.
indicates the universality of the low temperature relaxation, independent on
the pore size. The third fit parameter in eq. (3.56) is the residual correlation
F∞ = F2(tm →∞). It is manifested as a plateau for long mixing time, which is
damped by the additional SLR, see e.g. T = 172 K in fig 5.11 (b). The value
of the plateau reveals information on the geometry of the motion and will be
presented below in the discussion of the evolution time dependence.
5.3.2 Evolution time dependence in partially relaxed STE
The dependence of the STE experiments on the evolution time tp can be used
to obtain geometrical information about the motional processes. The depen-
dence of the correlation time on the evolution time tp is shown in figure 5.13.
There, data from sa and ze order are compiled for samples P21, P25 and P28 at
temperatures of ca. 162 K 4. The time constants are normalized to the value of
tp = 3 µs. The different samples show a very similar dependence on the evolu-
tion time, where the values decrease by a factor of 2 (as approximated by the
behavior of P21). The mean reorientation angle ψ can be approximated by us-
ing eq. (3.65) in the case of isotropic jumps. By approximating the correlation
time as τ ≈ τm(tp → 0) and the jump corrlation time as τj ≈ τk(tp →∞) an
isotropic reorientation angle of ψ(T= 162K)≈ 35° can be estimated. For com-
parison, the figure also includes the expectations for the correlation times, for a
tetrahedral jump (solid) and an isotropic 10° reorientation. In the first case, the
correlation time becomes basically independent of tp while it decreases strongly
for the small angles in the second case.
4 The exact temperatures are 161 K for P21, 164 K for P25 and 162 K for P28.
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Figure 5.13.: Correlation time τ over evolution time tp normalized to the values
at shortest tp at ca. 162 K. Lines represent the behavior for models expected
from RW simulations of a tetrahedral jump (solid) and a 10°-jump (dashed).
Besides the correlation times obtained in the STE experiment, the residual
correlation F∞ is dependent on the evolution time as well. Its behavior is
characteristic for the geometry of motion: The long time value F∞

tp→∞

inversely proportional to the number of non-equivalent jump sites n [169], see
eq. (3.58). Some characteristic results of the different samples and at different
temperatures have been plotted in figure 5.14. With decreasing temperature
and decreasing pore size, the values of F∞ become larger. For comparison,
results from the RW simulations are included in the figure as well. It can be
observed that below ca. 185 K the data are not compatible with an isotropic
reorientation. They rather compare to the simulation of a tetrahedral jump and
even better to a distorted tetrahedral jump5. This indicates a strong anisotropy
of water reorientations at low temperatures. Several other motional models
have been simulated, but none fits the measured data very well. For example,
a pi-flip around the symmetry axis of the a water molecule is included in figure
5.14.
In bulk water, an isotropic reorientation is expected as long as the structural
α-process is measured. Thus, the process responsible for the decay in the PR
STE experiments is either not the structural relaxation process or no bulk like
water is measured in the confinement below 185 K. If the first point was true,
the loss of correlation at low temperatures would be due to a secondary relax-
ation. If the second possibility applies, the observed process stems only from
the subensemble of molecules. Since the STE was measured partially relaxed,
only the molecules contributing to the fastest SLR process are observed. In sec-
tion 5.1 it was argued that this process is very likely due to water molecules at
the interface of the confinement. In that case, it can not conclusively be decided
5 An uncertainty of 3° in the angle was simulated.
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Figure 5.14.: Evolution time dependence of the residual correlation F∞. Lines
represent the expectation from RW simulations of an isotropic jump model
(solid), a distorted tetrahedral jump (dash dotted), an exact tetrahedral jump
(dashed) and a pi-flip around the symmetry axis (dotted).
from the STE data whether the structural relaxation or a secondary relaxation
is measured. Nevertheless, the results here show that this process is not the
α-process of bulk water.
5.4 Discussion and Conclusion
5.4.1 Resulting rotational correlation times
Using the measured SLR relaxation times rotational, correlation times τ can
be calculated with the BPP ansatz see section 3.3. For this purpose, a spe-
cific spectral density must be assumed. In DS of water confined to MCM-41 in
the supercooled region below 250 K the spectra are described using the sym-
metrically broadened CC spectral density [10, 120]. This has been confirmed
by DS measurements of sample P25 in our lab, which were performed by C.
Lederle, see figure 5.15 for an exemplary spectrum. This is a considerable
difference to the Debye like relaxation in bulk water. In other supercooled
liquids, the structural relaxation is often found to be better approximated by
the asymmetric Cole-Davidson (CD) spectral density [38] or the more general
Havriliak-Negami (HN) form. Those spectral densities exhibit a broadening
as defined in equations (2.12), (2.13), and (2.14). As suggested by DS, the
analysis in the rest of this chapter is mainly performed using to the CC form.
Nevertheless, in the next section the differences between CC and CD spectral
densities are briefly discussed.
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Figure 5.15.: DS spectrum of water confined to MCM-41 P25 at T = 190 K. Note,
that the MCM-41 was filled with H2O rather than D2O , since the second relax-
ation process is even more pronounced. Measured by C. Lederle. Red line is a
fit with three CC functions. The markings give a likely assignment to the SLR
relaxation processes, where DC may be the dc conductivity.
Comparison of CC and CD spectral densities
We begin by comparing the results of two common forms of SD, the CC and
the CD form. The characteristic stretching parameters α and γ can be deter-
mined from the minimum value T1,min obtained from SLR measurements.
6 The
comparison between the correlation times calculated using those SD is shown
in figure 5.16. The mean logarithmic correlation times τm are plotted in panel
(a) for temperatures where the SLR stretching parameter is unity β ≈ 1. They
allow for a better comparison between time constants obtained from STE and
SLR, as well as from other methods, see sect. 2.1.3. The different averaging of
different broadened SD causes a shift of the correlation times that depends on
the value of the width parameters. For small values of γ the time constants τm
obtained from CC and CD evaluation differ strongly from each other, in contrast
to the mean correlation times 〈τ〉. This is shown in figure 5.16 (b) for sample
P21 exemplary.
In panel (a) of the figure, the data calculated from SLR by using the different
SD are compared. There, one can observe the good agreement of the τm from
the CC and the 〈τ〉 of the CD calculations in the vicinity of the T1 minimum.
In contrast, the CD τm are shifted by a constant factor to faster time constants.
For comparison, data obtained from QENS experiments [9] are plotted. Since
in [9] the mean correlations times 〈τ〉 are given, it is obvious that the QENS
measurements can not be brought into good agreement with the CD data but
6 α is determined by assuming τω0 = 0.616 in the T1 minimum. To determine γ, the curves
T1(γ,τ) have been calculated and compared to the experimental values.
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Figure 5.16.: Correlation times of sample P21 obtained using the CC and the CD
spectral densities. (a) mean logarithmic correlation time τm and mean correla-
tion time 〈τ〉. QENS data are from refs. [9, 218]. (b) τm obtained using the CC
SD in comparison with DS [10].
fit the CC data rather well above ca. 235 K. Note that in the QENS study the
MCM-41 pores had a smaller mean diameter (d = 1.8 nm) than the P21 sample.
In panel (b), the CC time constants are plotted together with the measured time
constants from DS [10]. In both studies, the same batch of MCM-41 was used.
In addition, the dielectric relaxation peak in ε′′ was described by a CC shape.
This allows for a direct comparison to the τm obtained in the present work.
The data show a nice agreement in the temperature range where both methods
overlap. Therefore, it is assumed that it is the CC SD describes the dynamics
of water in MCM-41 properly. A CC spectral shape was also found in dielectric
measurements performed by C. Lederle in our labs on sample P25, see figure
5.15. The time constants are presented in figure 5.17.
Pore-size dependence of correlation times
After the CC SD was established as a good description of the dynamical process,
the pore size dependence of the correlation times can be determined. Figure
5.17 shows the results from SLR experiments, that have been obtained using the
Cole-Cole spectral density in the BPP formalism. Additionally, the correlation
times deduced from the SE analysis and the STE correlation times for short
evolution times tp are included in the figure. Sample P29 has been omitted due
to the close resemblance to sample P28.
In figure 5.17 it is evident that the different samples show a different fragility
at high temperatures. The system becomes more fragile the larger the pores.
The correlation times are similar at ca. 235 K in all samples with a value of
τ(235 K) ≈ 50 ps. The VFT equation eq. (2.4) can be used to describe the high
temperature data, the corresponding fit values are listed in table 5.2. Note
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Figure 5.17.: Correlation times for the different pore sizes P21, P25 and P28.
Shown are results from SLR (circles), echo intensity analysis (squares) and STE (di-
amonds). The arrows indicate increasing fragility on increasing pore size. Solid
lines are DS results of P25 (turquoise) and P21 (blue), dotted line (turquoise) is
the second process observed by DS. Black triangles are obtained from 1H NMR
(up: P28 at 360 MHz, down: P25 at 92 MHz, see text). Dashed colored lines
represent VFT fits to high temperatures.
that the values of the resulting high temperature limit τ0 = τ(T = ∞) seem
nonphysically low for P28 and P29, leading to very high values for the fragility
m. The reason for this is the description by the CC function. This form is
very sensitive to small errors, e.g. in the stretching α for high temperatures.
As seen above, in the vicinity of the T1 minimum, the calculated correlation
times are rather insensitive to the form of the spectral density. Therefore, it can
unambiguously be concluded that the fragility increases with increasing pore
diameter. The time scale of the 2H NMR measurements have been confirmed
Table 5.2.: VFT fit parameter and fragility for the different samples. m is the
fragility calculated by eq. (2.5), T∗ the approximate temperature where the
data can not be described by the VFT anymore. The table includes the APTES
modified P22a, c.f. section 5.5.
Sample τ0 / ps B / (kBK) TVFT / K m T
∗ / K
P21 1.2 · 10−2 617 173.4 87 217.1
P25 1.9 · 10−2 427 189.9 125 216.5
P28 8.7 · 10−4 349 209.2 192 227.8
P29 2.0 · 10−5 556 202.7 146 228.3
P22a 7.6 · 10−2 406 184.5 119 219.3
by 1H NMR: correlation times have been obtained from the T1 minima of SLR
measurements from sample P25 and P28. The data of P25 were measured by E.
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Klotz [219] at a Larmor frequency of 92 MHz, the data of P28 were measured
by S. Reutter at 360 MHz Larmor frequency [122]. Both sets are shown in figure
5.17. They fit well to the 2H NMR data.
At the temperature T∗, the measured data start to deviate from the fitted VFT
behavior. T∗ is given in tab. 5.2. It can be seen that it increases by ca. 10 K
with increasing pore size. The correlation time where the deviations sets in
increases by about one order of magnitude, as well. This behavior is not com-
patible with the proposed FST in bulk water since it should be observed at equal
temperatures.
At temperatures below 185 K, the STE data are shown. Additionally, the re-
sults from DS of P21 [10] and P25 are included. The time constants of the two
methods agree for both samples. It is evident in the figure that the low temper-
ature process is weakly dependent on the MCM-41 samples used. The absolute
time scale varies by about one order of magnitude at maximum. All samples
exhibit the same universal activation energy Ea = 0.5 eV at temperatures below
ca. 185 K. This results in apparent glass transitions of this process in the range
from Tg = 120 K to 132 K.
The DS experiments measured on P25 in our labs found a second process close
to the main relaxation, depicted as dotted line in figure 5.17. It is rather weak
and exhibits a CC form, see in figure 5.15. Whether it is connected to the
second SLR relaxation (s) cannot be answered satisfactorily in this work, but the
assignment seems likely. It rises the question why this relaxation process is not
found in the literature, since it is clearly observable in sample P25. Especially
the observation of a second SLR relaxation process is hard to understand in
terms of the two models presented in section 2.3.2. Therefore, we will propose
a new model to understand the 2H NMR results in the next section.
5.4.2 An interpretation: step wise solidification
The results obtained in this thesis cannot be brought into agreement with the
postulated FST. The correlation times obtained from SLR and STE experiments
suggest a much weaker change in the temperature dependence of the dynamics
at 225 K as was measured in any NS study. The observed kink in the correlation
times shifts in temperature and in the value of the correlation times in different
pore sizes. Both is not to be expected if it was due to a FST. The correlation
times at temperatures below 225 K measured in NS cannot be reproduced. The
interpretation of our data and those reported in literature in terms of the FST
of bulk water is implausible. The results are much more in favor of the model
proposed by Swenson and coworkers [123]. There, it is assumed that the α-
process is not observable, c.f. section 5.4.3, either because it is not detectable
in DS or more to the favor of the authors because it is completely suppressed
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Figure 5.18.: Model to interpret the data: in small pores the high temperature
dynamics are surface dominated and become more bulk like on increasing the
pore size (red arrow). The low temperature dynamics are dominated by sec-
ondary relaxation of the surface water. At ca 225 K all bulk like dynamics stop
due to solidification of inner water.
by finite size effects. The process observed at low temperatures thus is only a
secondary process [123] or the α-process of the confined system [123].
The data obtained in this work seem compatible with this interpretation at first
sight. However, the observed second relaxation process (s) lacks explanation
in this model. Since it is solid like and most likely stems from molecules in the
pore center, the model is extended as follows:
The relaxation of all water molecules in MCM-41 is measured at high temper-
atures. In pores as small as 2.1 nm, this is not bulk water but mostly water
strongly influenced by the surface and some few more bulk like molecules. This
shows in the increasing fragility on increasing pore size: the larger pores show a
more bulk-like fragile behavior, while the smaller ones are less fragile. This ex-
plains why the QENS data in 1.8 nm pores agree well with the data in the larger
2.1 nm pores in this work, see fig. 5.16. In both cases most water molecules are
strongly influenced by the MCM-41 interface. A transition occurs in the vicinity
of 225 K. This is not the proposed FST but the water in the pore center solid-
ifies. The structure of the solid material is not crystalline and depends on the
pore size. In smaller pores, nucleation sets in but cannot be completed. Oguni
et al. [220] found specific heat signals using adiabtic calorimetry methods in
small pores below 2 nm diameter supporting this idea. Further evidence was
found in DSC studies for larger pores [74, 194, 221] and are assisted by theo-
retical considerations of a dynamic crossover in small pores due to a freezing
transition [58,222,223]. Based on the idea of a solid-like water core in the pore
center, it seems plausible to attribute the second, slow relaxation component in
SLR to this central component. It was argued that in this regime no or only
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very weak specific heat signals should be observed [57] as was experimentally
found by Oguni [220].
The properties of the solid-like water are not resolved yet. It was claimed by
Johari [224] that dynamics and structure of those solidified parts should differ
from that of bulk water and rather resemble that of highly distorted ice. Other
authors [195] argue that no ice is formed at all, but only small nuclei form,
which are unstable and dissolve for long times. The present work shows that
if those nuclei form they are stable for at least the time scale of the slow SLR
relaxation (s). The corresponding time constants are in the order of T1,s ∼ 0.1 s
to 10 s. In this scenario, T1,s is a measure for the life time of those nuclei. It is
interesting to note that this relaxation time is independent of the pore size of
the system, and as will be seen later, also independent on the external magnetic
field used in the NMR experiments.
At lower temperatures, the solidified water does not contribute to the fast (f)
relaxation anymore. Only the dynamics of surface water is observed which
exhibits a strong behavior below 225 K. The behavior in the performed STE
echo experiments shows the features of a secondary relaxation. The same
is true for DS, where the low temperature spectra exhibit all properties of a
Johari-Goldstein β-process, see [10, 121, 123] for details. Thus, rather than
observing the structural relaxation of this water species, NMR as DS observe
the β-relaxation at least below temperatures of ca. 185 K. In the intermediate
regime from 225 K to 185 K, the measured correlation times depended on the
pore size. In this range, the α-process and transition from α- to β-relaxation
in the water close to the surface are observed. The behavior of this transition
region is influenced by the specific system and thus seem to depend on the pore
topology, i.e. the curvature of the pores and possibly on the rigidity of the so-
lidified species in the center.
The strong kink of the SLR time constants, and even more characteristic in the
stretching parameter β , in the vicinity of 185 K is evidence for a glass tran-
sition in the system [38, 87, 225], as was discussed in section 3.5. During
the glass transition, the correlation times of the α-process become slow, the
structural relaxation can not restore the ergodicity in the system. Then, the
SLR behavior is dominated by secondary relaxation processes. The tempera-
ture independence of this kink shows that it is a general feature of the liquid
surface water. It marks the glass transition of surface water. The relaxation
times T1,f at which the kink is observed are on the order of some hundred mil-
liseconds. In type A glass formers without (observable) secondary relaxation as
for example glycerol and o-terphenyl, this kink occurs on the order of tens of
seconds [87, 172]. This again indicates that the (f) relaxation is caused by a
secondary process. The finding of anisotropic behavior in the STE experiments
supports this interpretation.
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The observed kink in the SLR times is due to incomplete averaging over all
possible configurations. As a consequence of the incomplete sampling of con-
figuration space, the SLR becomes non-exponential. From this, an interesting
opportunity to observe the α-correlation times of the surface dominated water
arises which is discussed in chapter 7.
5.4.3 The αcon interpretation
In section 2.3.2, a model of interpreting the water behavior in MCM-41 was
introduced which is the basis of our new interpretation. It predicts that one
observes the α-process at high temperatures. At ca. 225 K, a transition to a
low temperature process occurs which is likely a Johari-Goldstein β-process
[11,123]. The crossover was explained by the geometrically limited correlation
length which cannot grow further. This also suppresses the α-process such that
it is not observable or even completely absent [11]. The present results can-
not be explained by this interpretation. There are two main aspects why this
interpretation does not agree with our data. First, if the transition is due to
finite-size effects, it occurs when the correlation length is on the order of the
pore size. This length grows with decreasing temperature and thus reaches the
limits set by the pores at a lower temperature the larger the pore is. This is not
the case in the measurements presented here, but rather the opposite happens:
in table 5.2, a rough estimate for the temperature of the first deviations from
the high temperature behavior T∗ is listed. It increases with growing pore size,
at variance with a growing length scale that is limited by the pores. Second, the
present measurements show an additional relaxation process, which is due to
the rotation of a substantial amount of molecules, most likely in the pore center.
Such a process can not be explained by the other interpretation. In fact, it is
interesting that it is not even observed in DS experiments on sample P21 [10],
since it was observed in sample P25.
One may argue that this second process stems from the motion of the hydroxyl
groups attached to the walls, which has been observed in DS [10]. To test this
idea, the DS correlation times and the shape of ε′′ reported in [120] were used
to calculate the expected relaxation times TDS1,f using the BPP model eq. (3.33).
The calculation was performed for different weights of hydroxyl molecules and
water molecules. In figure 5.19, the results of the calculations are reported for
weighted superpositions in steps of 10 % of both relaxations. It was assumed
that both species cause only one single SLR relaxation. The inset of the figure
shows the best fitting set, corresponding to 40 % OH groups. It is evident in the
inset, that the measured data fit nicely to the calculated ones
A rough approximation can be used to test if this is a realistic figure: the area
of a long cylindrical pore is A ≈ 2pir2. The volume is V= hA, where h is the
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Figure 5.19.: Measured SLR times of P21 (f) (blue circles) and theoretically calcu-
lated 〈T1〉 from DS by assuming a weighted rate average of signal from hydroxyl
groups and water molecules (squares). The contribution from the wall was as-
sumed to range from 0 % to 100 % (pink to black) indicated by the arrow. Inset:
Average 〈T1〉 at 40 %.
length of the pore. The volume of a water molecule can be estimated using
the average density of ρ = 1cm3/g to be VH20 = 0.03nm3. The number n of
molecule in the pore is n= V/VH2O. The average area density g of OH groups
necessary to amount for a signal of 40 % can be calculated using the surface of
the pore AO=2pih:
g= 0.6
2n
AO
=
3
5
4pihr2
VH2O2pih
= 42.8nm−2. (5.3)
Here, the additional factor 2 is due to the two deuterons carried by one water
molecule. The resulting value is unrealistic for MCM-41 samples. Usual values
of the OH density range from 2 nm−2 to 6 nm−2 [103]. Thus, the OH groups
at the walls cannot explain the behavior of the (f) relaxation component. By
a similar calculation, it can be excluded that the wall contribution is responsi-
ble for the slow (s) relaxation, since it exhibits up to 20 % of the total signal.
Therefore, it can be concluded that the interpretation given by Swenson can
not explain our results, even if the OH groups at the MCM-41 surface are taken
into account.
5.5 Influence of surface modification with APTES
In this work, mainly the dynamics of water and water mixtures in MCM-41
confinement is studied. In many situations, e.g. in biological systems, the con-
finement is less defined and different interactions between guest molecules and
host material are of interest. Therefore, it is important to study in how far the
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Figure 5.20.: (a) Mean relaxation times 〈T1〉and (b) correlation times τ obtained
from P21 and P22a. The line in (a) marks the temperature where the stretching
β becomes smaller than unity in P22a. the dashed line in (b) is a VFT-fit using
the high temperature data only, the dash-dotted line is an Arrhenius-fit to the
STE data. Squares in (b) mark the position of the minima in T1 (green) and T2
(orange). The empty diamond is a partially relaxed STE experiment, pluses are
DS measurements performed by M. Rosenstihl.
results found in MCM-41 are valid in diverse environments. In section 2.3.2,
the investigation of water dynamics in different kinds of confinements were
discussed briefly. Here, the influence of surface modification of MCM-41 is
tested rather than using a different confinement material, see section 4.2. This
approach combines the well defined pores found MCM-41 with the possibility
of changing the specific guest-host interactions. The used MCM-41 was synthe-
sized in the AK Buntkowsky and modified by the procedure explained in section
4.2. The APTES modified silica sample was filled with D2O and measured by F.
Dietrich [198] in his Bachelor’s thesis.
Figure 5.20 (a) reports the mean relaxation time 〈T1〉 of the modified sample
P22a. Additionally, the results obtained from the unmodified sample P21 are
shown. Both samples exhibit roughly the same pore diameter. The figure shows
that at high temperatures above the T1 minimum the SLR times in both samples
agree well. Below the minimum, the fast process (f) shows some deviations
that indicate a minor slow down of dynamics in the P22a sample. This is in
accordance to the slowing down on increasing the pores that was observed
above. As in all water samples confined to MCM-41 samples a second relaxation
process (s) is present. Within the uncertainties, it agrees well with the same
process in the unmodified sample.
The correlation times τm are calculated by the BPP model using the CC SD.
Again, this is motivated by the findings of DS measured on the same sample
(not shown). The results are reported in fig. 5.20 (b). The correlation times
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coincide with the unmodified samples for temperatures above ca. 225 K. In
this temperature range, they follow a VFT behavior. The corresponding fitting
parameters are listed in table 5.2. As in the unmodified sample, a change in
the temperature dependence is observed at T∗ ≈ 219 K. Both samples, P21
and P22a, show a similar temperature dependence, but the modified sample
shows slightly slowed down dynamics compared to the unmodified one. The
STE experiments show a more pronounced difference between the samples at
low temperatures. They result in correlation times that follow an Arrhenius be-
havior with an activation energy of Ea = 0.49 eV. The time constants are shifted
by a factor of 3, thus the APTES modification seems to slow down dynamics in
this temperature range. This slowdown is situated well within the differences
observed for different pore sizes, see sec. 5.3.
Additionally to the STE data, the figure shows DS data measured by M. Rosen-
stihl on water in the same APTES modified MCM-41. The data nicely connect to
the high temperature data, but are slowed down by an additional factor of ca.
3 to 4 in comparison to the STE experiments at low temperatures. Similar devi-
ations were found in the unmodified P21 sample, where the DS data [120] are
shifted slightly with respect to the STE data. Interestingly, the DS experiments
on the small samples P21 [120] and P22a do not show the slower process that
was observed before in sample P25. The second process thus seems only to
be observable in larger pores in DS. Possibly, this explains the shift of DS data
compared to NMR STE data. In large pores, DS can resolve the two processes
and therefore the shift is smaller, as e.g. evident in fig. 5.17 for sample P25. In
the small pores, the slow process may be indistinguishable in DS and absorbed
in the fit of the main process. Therefore, the DS time constants are shifted to
larger values. Additionally this may explain the broader distribution observed
in DS compared to NMR. Whether this is true should be investigated in more
detail. In favor of this idea is the analysis of the SE signal minimum. It is ob-
tained from the total signal and thus also takes the (s) process into account.
The correlation time obtained from the minimum (orange square) agrees well
with the data from DS.
A closer look on the spectra obtained from P22a reveals that larger differences
compared to P21 exist. The line shape transition region between ca. 220 K
and 180 K shows unexpected features. This is shown in figure 5.21 where fully
and partially relaxed spectra are shown for selected temperatures. The follow-
ing discussion focuses on the PR spectra. The FR spectra again show only an
additional Pake-like contribution that, analogous to the discussion of P21, is
attributed to the slow relaxation component (s). Upon cooling from high tem-
peratures first a broadening of the Lorentzian line is observed. In the transition,
region the line shape shows a non-Lorentzian feature in the center, c.f. the spec-
trum at 203 K. This additional spectral feature can first be observed at 211 K
(not shown). At the same time as the non-Lorentzian feature, a third Pake-like
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Figure 5.21.: Solid echo spectra obtained from partially (blue) and fully (red) re-
laxed measurements in sample P22a. In black partially relaxed spectra of sample
P21.
spectral contribution starts to arise. On further cooling, the Lorentzian line
vanishes, see e.g. at 193 K. At this temperature, the non-Lorentzian center
component exhibits a FWHM of about 40 kHz. At very low temperatures, the
central component decreases, e.g. at 151 K, only a Pake spectrum is left over.
Note that this Pake spectrum is not in static, but as in the unmodified samples
same residual intensity is left over in the center.
A similar spectral shape was observed before by Lusceac et al. [88, 226] in 2H
NMR measurements on myglobin hydration water. The authors found that the
hydration water in this case performs a large angular motion with angle ampli-
tudes of ψ = 85° to 130°. A fast rotation about a symmetry axis by those an-
gles causes an effective averaging of the anisotropy δ according to eq. (3.38).
This results in an effective coupling constant of δ ≈40 kHz which is in good
agreement to the width of the central features observed in the present work.
Geometries that can feature those jump amplitudes are for example strongly
distorted pi-flips and tetrahedral jumps. Lusceac et al. also found a possible
agreement with three site jumps on a cone similar to methyl group rotation.
They stressed that none of those geometries was able to explain all the fea-
tures found in hydration water of myoglobin alone. Distributions of geometries
could resolve the issue, but are hard to be determined unambiguously [226].
It was argued that in myoglobin a crossover from an isotropic reorientation to
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Figure 5.22.: PR spectra at T =193 K of samples P22a and P21 normalized to the
height of the Pake contribution at ±71 kHz. Red is the difference between of
spectra. In dashed black: Lorentzian fit to the difference spectrum.
the anisotropic reorientation occurs in the vicinity of ca. 220 K, explaining the
crossover from the isotropic Lorentzian to a narrowed Pake-like spectral shape.
At this temperatures, the motion of hydration water is still fast, but slows down
upon further cooling. This causes the transition to a solid Pake spectrum. The
line-shape transition extends to temperatures as low as 150 K in myoglobin. The
crossover from isotropic to anisotropic motion is not observed in the line shape
of other proteins, e.g. elastin and collagen [88]. Thus, either in myoglobin the
crossover happens at higher temperatures than in other proteins or it is due to
specific motional features of myoglobin.
Following this argumentation, in the case of D2O confined to APTES modified
MCM-41 at temperatures above ca. 211 K, the spectra are isotropically aver-
aged and exhibit a Lorentzian shape. Due to the decreasing T2, the Lorentzian
broadens and exhibits a FWHM of 5 kHz at 211 K.7 Below these temperatures,
the spectra deviate from the Lorentzian form and the isotropic averaged motion
becomes anisotropic. In the same temperature range, an additional broad Pake
component starts to grow in the PR spectra, indicating the presence of slow
molecules with (τ > δ−1) due to a distribution Glog(τ).
Direct comparison of the PR spectra of P22a and P21 shown in fig. 5.21, shows
an interesting difference between the two samples. At 201 K, both show ap-
proximately equal contributions of the Pake like spectra, while the central
component is anisotopically broadened in the modified MCM-41. The situa-
tion changes on cooling: the relative contribution of the Pake component is
much larger at 193 K in the modified MCM-41 compared to the unmodified
7 This corresponds to a T2 ≈ 64 µs
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sample. This can be seen in fig. 5.22, where the spectra were normalized to
their height at ±71 kHz. A much larger Lorentzian line is visible for P21, in-
dicating that a significantly larger fraction of molecules in this sample is still
fast. Subtraction of the two spectra results in the difference spectrum shown in
figure 5.22. It can be described with a Lorentzian shape resulting in a FWHM
of 4.9 kHz. The purely Lorentzian shape of the difference spectrum suggests
that the same anisotropic line shape observed in P22a is also be present in P21.
There, it is mostly concealed by the still isotropic parts. If this was the case, this
would mean that the anisotropic reorientation clearly observable in P22a is not
a feature of the APTES modification, but rather of the water close to (MCM-41-)
surfaces.
A possible scenario is the following: the elementary water reorientation close
to surfaces in general or at least close to MCM-41 surfaces is anisotropic. If
the molecules are fast enough to average over many of those positions or can
interchange to layers that are further away from the surfaces, this averages out
most of the anisotropy. Only if the molecules become too slow, the anisotropy
is detected in the experiment as for example in the STE experiments shown in
section 5.3. In this scenario, the main effect of the APTES modification is to
prevent the water molecules from effective averaging, e.g. by spatial constric-
tion. The anisotropic nature of the reorientation becomes dominant at higher
temperatures, while fast, isotropic motion is hindered. Whether this idea is true
can not be answered conclusively in this work. Additional experiments utilizing
different surfaces may help to clarify this questions.
In this short section, we have found that the water dynamics in small pores of
ca. d = 2.2 nm are not influenced by the APTES modification of the confine-
ment at high temperatures. In the surface modified sample dynamics, show
a more anisotropic behavior in the line shape transition region around 200 K.
Comparison to the unmodified samples suggests that this is a general feature of
water that is better observable in these samples, since the APTES modification
suppresses efficient averaging in this temperature region.
5.6 Summary
In this chapter, the dynamics of water confined to MCM-41 was investigated. To
begin, the principle behavior of the SLR was discussed in small pores of 2.1 nm
diameter. Thereafter, it was shown to be similar in larger pores. The investi-
gation found a pore size dependent dynamics in the high temperature regime.
There, relaxation was more bulk-like the larger the pores are. At ca. 225 K, a
second relaxation process is found in all samples. Analyzing the SLR stretch-
ing parameter β , the signal amplitude and the line shape of this component
shows that it originates from a solid-like water species. The appearance of this
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component agrees with the theorized FST. The FST was claimed to be observed
before, e.g. in [9]. Those studies neglect the possibility of a solid-like compo-
nent, which would have consequences for the system’s dynamics. Thus, it was
concluded here, that the change in the temperature dependence of the dynam-
ics is due to a change in the observed subensemble of molecules. At higher
temperatures above 225 K, all water molecules are liquid and contribute to the
observed process, while below this temperature, only the non-solidified water
at the pore walls is observed. This is in agreement with adiabatic calorime-
try [220] and other experimental studies [195,224] as well as with theoretical
arguments [57,58,222]. They all hint towards a freezing transition rather than
a dynamical effect. The low temperature process was further analyzed. Its line-
shape shows that it is in very good agreement with the process observed in DS
measurements in the same pores [120]. Stimulated echo experiments showed
very good agreement with DS and indicated that this process is rather a sec-
ondary process than the α-process. All those results were used to propose an
alternative model to understand the data.
In the final section of this chapter, the influence of a modified MCM-41 surface
was investigated. The influence of the APTES modification was found to be
small. The main effect seems to be the suppression of motional averaging.
Therefore, the dynamics seem to be more anisotropic. The results are similar to
those encountered in myoglobin.
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6 Dynamics of glycerol
In the last chapter, the dynamics of water confined to MCM-41 was investigated.
Confined water has shown some unexpected properties, e.g. the formation
of a second, solid like species at low temperatures. In this chapter, the well
characterized model glass former glycerol is confined to MCM-41 matrices. This
is done to obtain information on the influence of the confinement on material
which usually does not crystallize. A comparison to water may help to identify
the effects caused by the confinement itself and those that are properties of
water.
6.1 Glycerol as a model system
It is an ambiguous task to learn about the properties of water from investigating
the dynamics of water confined to narrow geometries. In those situations, it is,
for example, not clear which effects are exclusively caused by the confinement.
To gain a comparative view on dynamics of supercooled liquids in confinement
the dynamics of glycerol are investigated in this chapter. It is a well known and
characterized glass former, see e.g. refs. [87, 172, 188, 227, 228]. The method
of choice is 2H NMR to allow for direct comparison with rotational dynamics
measured in confined water.
A characterization of glycerol’s dynamical properties as probed by dielectric
spectroscopy can for example be found in references [182] and [188]. Glycerol
is usually classified as a type A glass former [87]. It exhibits an α-process of
asymmetric shape that is continued to higher frequencies by the excess wing, a
power law like frequency dependence, see section 2.3 for details. No separate
peak of a β-process is found. Due the apparent absence of a β-process and the
good knowledge of the bulk dynamics, glycerol is a model system for testing
the influence of confinement on a glass former.
We use 2H NMR to analyze the behavior of glycerol in bulk [199] and con-
fined in MCM-41 of d = 4.9 nm [200] and d = 2.8 nm. As will be shown,
glycerol is much less influenced by the confinement than water indicating that
the interaction with the MCM-41 is much weaker. This is in agreement with
most experimental [142, 229] and simulation [230] studies. In literature in
some cases an acceleration of dynamics due to spatial restrictions is found, e.g.
in free standing polymer films [231], while surface interactions decelerate the
motion of guest molecules in other cases. However, noticeable finite-size effects
in glycerol have been observed only in much smaller confinement, as for exam-
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ple in metal organic frameworks of less than 1.8 nm size [232]. There, at a size
dependent temperature Tk, a kink from the high temperature VFT behavior was
found which was replaced by an ARR behavior at lower temperatures.
Glycerol has been confined to MCM-41 with pores of diameter d = 4.9 nm
(P49G) and d = 2.8 nm (P28G). Additionally, bulk glycerol has been measured
for comparison. The results presented in this chapter have been obtained in the
Bachelor thesis of M. Schwenk [200] (P49G). Bulk glycerol was measured by
M. Beykirch and Msc. D. Demuth, see in [199] for details.
6.2 Relaxation behavior of glycerol in MCM-41
The dynamics of glycerol in MCM-41 have been measured by SLR, LSA, and,
STE techniques are combined to cover a large range of correlation times. The
influence of the confinement is tested in MCM-41 of two different pore sizes
of d = 2.8 nm (P28G) and d = 4.9 nm (P49G). Those are compared with bulk
glycerol data. In alle samples glycerol-d5 was used. There, all protons attached
to a carbon atom are exchanged with deuterons, c.f. fig. 2.11. No chemical
exchange with other protons, e.g. present in hydroxyl groups attached to the
MCM-41 walls, is possible.
6.2.1 Results of spin-lattice relaxation
The SLR times T1 are measured using the SR experiment, c.f. section 3.4. The
measured recovery curves are monomodal in most cases. Typical curves are
shown in figure 6.1 (a). They were fitted using a single exponential recovery.At
some temperatures a more interesting behavior was found. Two examples are
depicted in 6.1 (b):
• In all samples the heating effect discussed in section 3.7 was observed.
Due to the pulse train used to saturate the magnetization the sample is
heated. At temperatures above the T2-hole this causes the magnetization
to decrease for long waiting times, as can be seen in panel (b) for bulk
glycerol. Below the T2-hole, the recovery curves become bi-modal because
of this effect. It does not affect the relaxation time (c.f. section 3.7) except
for an offset in temperature. We will see later that this temperature shift
is negligible.
• In the largest pores, sample P49G, glycerol crystallized after it was kept at
intermediate temperatures of ca. 215 K for several days. This can be seen
in the two measurements at T = 221 K. Comparison shows an increase
in the relaxation time T1 of at least a factor 1000. This finding is rather
unexpected since glycerol in bulk hardly crystallizes at all.
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Figure 6.1.: Examples for performed saturation recovery experiments: (a)
monomodal recovery in P49G and (b) examples for the found pulse heating
effect and crystalline glycerol, see text.
Both effects, crystallization and heating of the sample will not be discussed fur-
ther. The results of fitting the recovery curves are reported in figure 6.2. In
panel (a) the mean relaxation times 〈T1〉 are plotted versus the inverse tem-
perature. All three samples exhibit a very similar temperature dependence.
At 280 K to 290 K the relaxation times are a minimum. As listed in table 6.1
the position of the minimum shifts to larger values and lower temperatures for
decreasing pore size. This temperature shift indicates slightly accelerated dy-
namics in the MCM-41 confinement. The increase in 〈T1,min〉 indicates a larger
broadening of the distribution G

log(τ)

of correlation times and therefore sig-
nifies larger heterogeneity in the samples. Similar results have been found in
ME samples [229].
Panel (b) of figure 6.2 shows the stretching parameter β obtained from the
SLR experiments. It decreases below ca. 200 K and is a minimum at ca 180 K
in all samples. This behavior was observed in glass formers before and sig-
nals that the structural α-process becomes too slow to restore ergodicity on the
experimental time scale, see sect. 3.5. The kinking in β happens at similar
temperatures in all three samples indicating that all samples undergo the glass
Table 6.1.: Parameters obtained from bulk and confined glycerol. γ is the CD
stretching parameter. Tne is the approx temperature where the system becomes
non-ergodic and thus β < 1.
s Sample T1,min / ms T( T1,min) / K γ Tne / K TSE / K
Bulk 3.65 288.2 0.52 202 232
P49G 3.75 284.1 0.49 202 233
P28G 4.2 278.8 0.4 208 236
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Figure 6.2.: (a) Mean spin-lattice relaxation times 〈T1〉 of the measured samples.
The arrow marks the direction of the minimum shift on decreasing pore size. (b)
corresponding stretching parameters β .
transition at similar temperatures, in agreement with the very similar T1 times.
The bulk glass transition takes place at Tg,bulk = 189 K [233].
The stretching parameter scatters somewhat for temperatures above 200 K. This
is due to the weak signal in the SE echo signal minimum shown in figure 6.3,
where the Curie-corrected signal is plotted over inverse temperature. All three
samples exhibit a similar signal loss. A polynomial fit to the minima results in
temperatures TSE from 232 K to 236 K. The temperature TSE is a good approx-
imate for the correlation time of the motion to be τ = δ−1 ≈1 µs. The depth
of the minimum depends on the fraction of spins that exhibit dynamics on that
time scale. Very deep minima are observed in all three samples. This indicate
narrow distributions of correlation times G

log(τ)

. On close inspection of the
figure, sample P28G exhibits a larger signal in the minimum R(T = 231 K) ≈
94 % compared to bulk glycerol and sample P49G where R(T = 231 K) ≥ 98 %.
This is in agreement with the higher values of T1 in the respective T1 minimum.
This sample is more heterogeneous compared to the other.
It is interesting to note that in the low temperature limit the Curie-corrected
signal becomes larger than unity, i.e. R < 0. A similar behavior was observed
in a water-glycerol mixture confined to MCM-41 1. Usually effects like this are
attributed to experimental artifacts, e.g. temperature dependent tuning and
matching. All three samples presented here have been measured in the same
setup, therefore it is unclear why the bulk system behaves differently from the
confined ones which are very similar.
In summary, SLR reveals very similar temperature dependence of the dynam-
ics in all three investigated samples. The T1 time constants indicate a minor
slow down of dynamics on decreasing confinement size, while the heterogene-
1 Unpublished data, water-glycerol were mixed 50:50 in weight. Measured by Max Scha¨fer.
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Figure 6.3.: Reduction factor (1 - R) for bulk and confined glycerol.
ity increases as the pore sizes is reduced. Consistently the confinement has no
significant effect on the system’s glass transition, at least as indicated by the
stretching parameter β .
6.2.2 Stimulated echo experiments
In this section the low-temperature dynamics of bulk and confined glycerol are
investigated by means of the STE experiments. In the above SLR experiments
no significant confinement effect was observed. The temperature dependence
is investigated to characterize the time scale of dynamics. In addition, evolu-
tion time tp dependent experiments are conducted to obtain information on the
mechanism of motion.
In figure 6.4 spin alignment order decay curves measured in sample P49G are
shown for different temperatures and evolution times. Each panel shows the
temperature dependence to a fixed value of tp ((a) 5µs, (b) 10µs,(c) 30µs). The
lowest temperature 182 K (turquoise) is already dominated by the influence of
SLR. The solid lines represent fits by eq. (3.56). In figure 6.6 the temperature
dependent correlation times obtained from the STE experiments of all three
samples will be shown.
Besides the obvious temperature dependence, figure 6.4 illustrates that the cor-
relation decays also vary with the evolution time. The characteristic time τ and
the residual correlation plateau F∞ are functions of the evolution time tp. To
illustrate the influence of tp, figure 6.5 shows a comparison of all three sam-
ples at T = 203.5 K. In panel (a) the correlation curves are plotted for tp =
5 µs. There, it can be observed that the curves slightly shift to shorter times
for smaller confinement size. Dynamics are accelerated in correspondence to
the findings in SLR, see figure 6.6 for an overview. Nevertheless, the normal-
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Figure 6.4.: Temperature and evolution time dependence of the spin alignment
STE experiments in sample P49G. Evolution times tp of (a) 5µs, (b) 10µs,(a) 30µs
are plotted. The temperatures are given in panel (c).
ized correlation times τsaN = τ
sa(tp)/τsa(tp → 0) shown in panel (b) show very
similar evolution time dependence. For better comparison to bulk, panel (b)
includes bulk glycerol data measured by Bo¨hmer et al. [234] (black solid line).
The data of P28G in panel (a) show a residual plateau Fsa∞ that is absent in
P49G and in bulk. The plateau can be determined more reliably in ze order
experiments, since there the influence of SLR can be measured individually.
The plateau values Fze∞ obtained from ze order are shown in panel (c). Since
bulk Fze∞ data have not been measured in our lab, the literature data [234] are
included as well. Even so the dependence on tp is again similar, a more pro-
nounced difference can be observed for the confined samples: the values of
Fze∞(tp) slightly increase with decreasing pore size, as also seen in the decay
curves in (a). Fze∞(tp) is characteristic for the geometry of reorientation. In case
of bulk glycerol it corresponds to an isotropic reorientation. An increase in the
value of Fze∞(tp) corresponds to some anisotropy of the reorientation. Thus, con-
fining glycerol to very narrow pores introduces anisotropy in the reorientation.
Possible reasons for this are a change in the motion itself, e.g. due to distur-
bance of the OH network or preferred orientations of the glycerol molecules
close to the pore walls which do not allow for isotropic reorientation in their
vicinity [84].
A last observation from the STE experiments can be made by comparing the
values of the fitted stretching parameter β (not shown). It becomes the smaller
the smaller the confinement and exhibits mean values of


βBulk

= 0.57,

βP49G

= 0.37, and


βP28G

= 0.31 at T = 203.5 K.2 This signals increased
heterogeneity in the small MCM-41 samples, again in agreement to the findings
of SLR. It is interesting to note that using the approximation given by Zorn [39]
2 Here, the mean is taken over all evolution times tp.
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Figure 6.5.: (a) correlation decay of sa order STE T = 203.5 K for tp = 5µs, (b)
reduced correlation time τsaN = τ
sa(tp)/τsa(tp → 0) and (c) residual correlation
Fze∞ of bulk glycerol, P49G and P28G. Black lines in (b) and (c) are bulk data of
Bo¨hmer et al. [234].
βKWW ≈ pip
(6ψ′(γ))
(6.1)
where, ψ′ is the derivative of the digamma function, it is found that the KWW
stretching βKWW and agrees with the CD stretching parameter γ in the case of
the bulk liquid. However, in case of the confined liquid, the measured βP28G =
0.31 is significantly smaller than expected βKWW(γ = 0.4) ≈ 0.47. This may
indicate that the spectral density is temperature dependent, or that it is not
purely CD like.
A change of the SD was found in MD simulations of confined water [83, 84]
when approaching the pore walls: The SD in those simulations was found to
be CD like in the center of the pores, while close to the walls it was more CC
like. This was accompanied with a slowdown of dynamics near the wall. The
dynamics observed in the present experiments, thus are a superpostion of dif-
ferent dynamics. Given the assumption that the asymmetry is given by the bulk
value, i.e. γ = 0.52, the HN spectral density can be used. Than the SLR min-
imum value of P28G is met using αHN = 0.83. Calculations of the correlation
times using this set of parameters does not significantly deviate from a CD form
and is therefore disregarded.
The presented STE experiments have shown that confining glycerol to narrow
pores leads to weak deviations from bulk behavior. In smaller confinements
the dynamics are accelerated slightly, which will be discussed in more detail in
the next section. Additionally, the stretching of the correlation decays indicate
an increase of heterogeneity upon decreasing pore size, while at the same time
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the residual correlation hints towards a slightly more anisotropic motion. The
latter is likely due to a preferential orientation with respect to the wall rather
than a finite-size effect.
6.2.3 Discussion of glycerol dynamics in MCM-41
The correlation times τm have been calculated for the different samples us-
ing the BPP ansatz, see eq. (3.33) and eq. (2.16). In those calculations δ =
124 kHz was used as obtained from fitting the spectra, c.f. sect. 3.8. The results
are depicted in figure 6.6. The figure includes SLR, LSA and STE correlation
times obtained from the bulk sample as well as sample P49G and P28G. Addi-
tionally literature results obtained by DS in MCM-41 of d = 2.1 nm [142] are
included. As discussed above, the main effect of the MCM-41 confinement is
an acceleration of dynamics. The obtained correlation times τm are fitted using
a VFT law, see eq. (2.4). The results are listed in table 6.2. From the fits the
fragility m and the theoretical glass transition temperature Tg have been cal-
culated using eq. (2.5). The acceleration of dynamics can best be seen in the
glass transition temperature. It reduces by ca. 8 K in the P28G sample com-
pared to the bulk. In the smallest MCM-41 pores taken from literature, Tg is
reduced by 14 K compared to bulk. The fitted glass transition temperature of
Tg,bulk = 188 K agrees well with values reported in literature [235]. Shifts of Tg
of similar order of magnitude have been observed in porous silica glasses using
DSC methods [70]. There and in other studies, a linear scaling of Tg with the
inverse pore diameter was found [66], in accordance to the present findings,
see the inset of figure 6.6. Note, that in very recent experiments on the amount
of residual water in MCM-41, it was found that the here used method of drying
does not remove all water from the MCM-41. Thus, the observed acceleration
of dynamics is not necessarily a confinement effect, but may be connected to
residual water. In this case, the residual water to glycerol ratio should increase
the larger the inner surface is compared to the inner volume, and thus, more
residual water is expected in the smaller MCM-41 samples. This may explain
the observed effects.
The stimulated echoes in section 6.2.2 revealed that the anisotropy of the dy-
namic process increases slightly when decreasing the pore size. In table 6.2
it can be observed that at the same time the fragility slightly decreases in the
smaller MCM-41 confinements.
The present and previous results imply that distribution of G

log(τ)

are a
general property of confined liquids [87]. In confined glycerol, this seems to be
due to a similar mechanism as found for confined water [84]. There, different
SD were found in the pore centers and close to the walls. The superposition
of different dynamics leads to a broadening of the observed total distributions.
In contrast, the acceleration of rotational dynamics on decreasing confinement
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Figure 6.6.: Mean logarithmic correlation times τm obtained from the different
samples. The lines represent VFT fits to bulk data (black solid) and to data
from P49G (dashed blue) and P28G (dashed green). In red: MCM-41 d = 2.1 nm
taken from ref [142]. Orange triangles have been estimated from field cycling,
see section 7.1.1. Inset: estimate Tg over inverse pore diameter.
size is not a general property but only observable for some guest-host pairs.
Possibly,density reduction plays a role here, since a decrease in density has
shown to accelerate dynamics [204,213].
In supercooled liquids, a growing length scale of cooperativity ξ is expected
upon cooling [12]. Deviations from the bulk behavior should occur when ξ
reaches the smallest length of the confinement ξ(Tc) = d. Then a cross-over
from a VFT behavior to an Arrhenius behavior is expected at the temperature
Tc [236]. The present results are not able to detect any crossover of this type in
MCM-41 confinements down to 2.8 nm. Taking the data from Elamin [142] into
account no transition is found down to 2.1 nm. In situ BDS studies [237] using
nano-structured probes found geometrical confinement effects on glycerol only
for structure sizes below 1.6 nm. In a MD simulation study [230] of glycerol
in MCM-41 like channels of 2.4 nm no such effect was found either. The sim-
ulations showed only very minor deviations from the bulk behavior. The most
pronounced effect was found in the number of H-bonds. The number of bonds
Table 6.2.: VFT fit parameter and fragility for the different samples. m is the
fragility calculated by eq. (2.5). Sample P21G was taken from [142].
Sample τ0 / ps B / (kBK) TVFT / K m Tg / K
Bulk 2.6 · 10−3 1950 136.9 36 187.9
P49G 5.7 · 10−6 3282 109.0 32 183.1
P28G 7.6 · 10−5 2556 118.2 33 179.5
P21G 1.8 · 10−6 3359 99.8 31 173.7
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per OH group between different glycerol molecules approximately 1.4 to 1.6
in the investigated temperature range. In contrast, this number is found to be
about 1 per OH bonding towards the walls. The lifetime of both bond species
between two glycerol molecules and between a glycerol and a hydroxyl group
of the wall, is slightly larger than in the bulk. The H-bond properties may be an
explanation for the acceleration of dynamics measured in this work.
In contrast to the above findings, Levchenko et al. [238] found a completely
different behavior of glycerol in MCM-41 pores of d = 2.2 nm using 13C NMR
experiments. They reported an Arrhenius behavior of the confined molecules
which was found to be slower than the bulk liquid at most temperatures. The
findings were attributed to the strong influence of the walls. It was argued
that in this confinement glycerol behaves mostly like molecules close to a sur-
face [89]. Changes in finite-size geometries were found in only few other stud-
ies. One of them used metal organic frameworks (MOF) with pore sizes smaller
than 2 nm as confinement material [232]. There, the glycerol dynamics are
shifted with respect to the bulk behavior. Whether they are accelerated or de-
celerated strongly depends on the MOF itself. In a MFU-1 type MOF exhibiting
pore diameters of 1.8 nm a cross-over temperature of Tc = 225 K was identified
and attributed to the limited correlation length and ξ(225 K) ≈ 1.8 nm was ap-
proximated. Qualitatively similar results have been obtained for salol confined
to porous glass systems [80]. In smaller MOF pores (MFU-4) of size 1.2 nm no
bulk like dynamics were observed at all [232], but an Arrhenius behavior was
found as expected for molecules interacting with the wall only [11,66,89].
Summarizing the present findings, no finite-size effects can be identified investi-
gating glycerol in MCM-41. This seems unreasonable compared to the results of
Fischer et al. [232] who proposed a correlation length of ξ(225 K) ≈ 1.8 nm. If
the latter finding was true, the correlation length would grow by no more than
0.2 nm while the correlation times increase by over seven orders of magnitude.
Still the results at hand leave the question unanswered whether ξ ranges only
between 1.8 nm to 2.0 nm in the vicinity of the glass transition. Alternatively,
the fragile-to-strong like transition attributed to the limited length scale [232]
may rather a specific property of the investigated confinement. This may be
because only a very limited amount of confinements leave the bulk properties
unaltered such that the corresponding bulk dynamics can be observed. With
regard to the very limited dynamical changes observed in the MCM-41 confine-
ment it is unsatisfactory to assume that the influence of MCM-41 on glycerol is
much more severe than the influences of a MOF. The latter exhibits charged ions
which interact with the guest molecules. In addition strong structural changes
with filling and with temperature have been observed in most MOFs [239].
Both effects may affect glycerol rather strongly.
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Examples where glycerol is strongly affected by the presence of essentially rigid
confinements are investigations of dynamics in protein matrices [240]: There,
dynamics were strongly different from the bulk behavior. Possible explanations
are the interaction of the molecules and the wall [66] or geometrical reasons
as e.g. steric hindrance of the motions [241].
In comparison to water confined to MCM-41 glycerol in the same confinement
exhibits only very minor modifications due to the geometrical restriction. Most
prominent are the additional second process observed in the SLR of water,
c.f. section 5.1 and the fact that the rotational correlation times of water are
strongly altered by the confinement, while glycerol is only weakly influenced.
Obviously, MCM-41 affects different supercooled liquids in a rather different
way.
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7 Spin-lattice relaxation at different
magnetic fields
In chapter 3.5, it was introduced that the SLR stretching parameter β deviates
from unity when the system undergoes a glass transition due to incomplete
sampling of the configuration space. At the same time the T1 times show a
distinctive kink caused by secondary processes that start dominating the relax-
ation behavior. This was observed in the SLR experiments reported in sec. 5.1.
Here, the dependence of SLR on the external magnetic field is investigated, to
determine the onset of non-ergodicity at the temperature Tne as a function of
the magnetic field strength. This temperature can be used as a measure for the
time scale of the structural relaxation, see sect. 3.5.
In the first part, glycerol-d5 is investigate for two reason: First, the idea
sketched above is tested for validity in a simple glass former. Glycerol is an
appropriate system for this investigation, since it is well characterized, see
chapter 6. Secondly, the method of FC NMR is a suitable tool for investigat-
ing the field dependence of SLR. The AG Vogel / Fujara possesses a state of the
art fast field cycling spectrometer, which is routinely used to gain insight into
dynamics of complex systems, e.g. polymers or lithium ion conductors. With
glycerol the feasibility of 2H FC NMR in the solid state is tested to extend the
range of usability of this spectrometer. If possible, this method can be used
to study the field dependence of the onset of non-ergodicity close to the glass
transition in a much larger field range.
In the second part the SLR behavior of D2O in MCM-41 is measured at different
fields. It is not possible to measure the D2O confined to MCM-41 in the FC
NMR in the solid state, due to phase instability and the weak signal. Therefore,
in this investigations the superconducting magnets Schering (46.7 MHz) and
Berta (30.1 MHz and 10.7 MHz) are utilized, c.f. section 4.1. Note, that the
Larmor frequencies are referenced in units the frequency ν = ω/(2pi) in the
text.
7.1 Field cycling on supercooled glycerol
7.1.1 Temperature dependence of the SLR
The SLR of glycerol has been measured in the ’FC-1’ field cycling spectrometer
using the SE sequence. Due to phase instability only eight accumulations have
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Figure 7.1.: Saturation recovery curves measured on glycerol in FC-1 at 205 K.
Solid lines are best fits using a single KWW.
been performed per time step tevo, while the number of steps has been increased
for better statistics. Figure 7.1 shows some exemplary SLR curves at T = 205 K
for different fields. Note the switching between not polarized and pre-polarized
measurements at a field strength of 3.2 MHz, which causes the change from an
exponential growth to an exponential decay.
The results from fitting a KWW function to the data are plotted in figure 7.2.
In panel (a) the temperature dependent SLR times T1 are reported for various
Larmor frequencies, in (b) the corresponding stretching parameter β is shown
for selected fields. The figure includes data measured in the superconduct-
ing setups at 46.1 MHz, 30.1 MHz and 10.7 MHz. It is evident from panel (a),
that the relaxation times decrease for decreasing field strength B0 and thus ω0.
Blochowicz et al. [188] showed that SLR data at 55 MHz can well be repro-
duced using the imaginary part of the dielectric susceptibility. In terms of the
normalized dielectric susceptibility the DS spectra can be written as
χ ′′(ω) =

1+ ιωτ
c0
γ−ε
(1+ ιωτ)γ
. (7.1)
This form comprises of an CD peak with stretching parameter γ and a power-
law with exponent ε which dominates at frequencies higher than the CD peak
frequency. Using eq. (7.1) and the fit parameters reported in [188] the temper-
ature dependence of T1 was calculated. In the calculation correlation times re-
ported in [182] were used and additionally, it was assumed that γNMR = 0.85γDS
to account for the fact that NMR usually finds smaller stretching parameters de-
scribing the spectral density [188]. The results of the calculation are reported
in the figure.
At high fields the calculated curves well agree with the measured data down to
temperatures below T = 200 K. The good agreement is somewhat surprising,
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Figure 7.2.: Dependence of the SLR parameters on temperature. In (a) the fit-
ted SLR time constant T1. Solid lines are calculated T1 for 46.1 MHz (black),
10.7 MHz (turquoise), 4.5 MHz (green) and 0.45 MHz (purple), see text. The
dotted purple line is an interpolation to the data to estimate the interception
with calculations. In (b) the corresponding stretching parameter β for selected
fields. Fields are indicated by the legend in (b). Dashed lines are guides for the
eye.
since Gainaru et al. found a deviation of the power-law behavior in NMR and
DS using 1H FC NMR [242]. For frequencies ωτ  1, i.e. in the excess-wing
regime the intensity of the NMR susceptibility is a factor three larger than the
dielectric counterpart [242,243]
χ ′′NMR(ω) = 3χ ′′DS(ω) if ωτ 1 (7.2)
The expected higher intensity in χ ′′NMR(ω) would cause shorter T1 times at low
temperatures. This is not observed and therefore this factor 3 is omitted. At low
field strength the calculated temperature behavior deviates strongly from the
measured one. This behavior cannot be explained by the anticipated difference
in the susceptibilities.
The SLR stretching parameter deviates from unity β < 1 for most of the mea-
sured temperatures and frequencies, seen panel (b). This decrease of β signals
the onset of non-ergodictiy, which is supposed to be determined in this section.
The data show lower values of β for lower magnetic fields. Additionally, the
decrease of β seems to shift slightly to higher temperatures as the external field
is reduced. It may be possible to determine the onset of the deviations in β
from the measurements at high fields, the data quality from FC-1 is not good
enough to determine the parameter β precisely enough to estimated Tne. The
main reasons for this are of technical nature: first, due to the phase fluctuations
sufficient accumulation of signal was not possible, which leads to large errors
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Figure 7.3.: (a) SLR time constants at 1.8 MHz: 〈T1〉 from fitting with eq. (5.1)
(squares); 〈T1〉 (diamonds) and 〈R〉−1 (circles) determined from fitting a loga-
rithmic Gaussian distribution, see text. Expectation from the SD in [188] (solid
orange) the dashed line is shifted by a factor of two. Black: τα correlation times
from [182]. (b) Similar plot to (a) for 4.5 MHz (green) and 0.45 MHz (purple).
The dashed purple line is the solid purple line shifted by a factor of three.
in the determination of β . Second, the main coil in the system is prone to ther-
mal expansion that slightly alters the field. In section 4.1 this was shown to
influence the detected signal in SE experiments significantly. Especially when
T1 is long, this adds artificial stretching to the measured data due to the applied
evolution field Bevo. The effect also plays a role when polarizing the sample:
for longer T1 times, the current necessary to create Bpol also heats the coil and
alters the signal. The polarization time can be reduced to prevent heating of
the coil. However, in case of β < 1, a non-averaged distribution of relaxation
times V

T1

exists and is cut for too short tpol. This again decreases β arti-
ficially. Thus, without an active field stabilization the parameter β cannot be
determined reliably in 2H solid state FC NMR.
In a further attempt to determine Tne we can return to the 〈T1〉 time constants.
In figure 7.3 (a) the SLR data for 1.8 MHz are shown together with the cal-
culated T1 and the correlation times of the α-process of glycerol. The latter
are determined by DS [182]. To explain the strong and unexpected increase in
the relaxation times it has to be taken into account that fitting a KWW func-
tion to the magnetization decay, determines the 〈T1〉 rather than the mean rate〈R〉−1 = 〈T−11 〉−1. When a distribution of relaxation times VT1 exists both
mean values start to deviate from each other [244]. This results in an increase
of 〈T1〉 compared to 〈R〉−1. Usually the mean rate is determined by fitting the
initial slope of the relaxation curves. In the present case of 2H FC NMR, this
is not feasible due to the data quality. Therefore, another approach is used
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to approximate 〈R〉−1. The magnetization data are fitted using a logarithmic
Gaussian distribution:
φ(tevo) =
∫ ∞
0
V(T1)exp

−tevo
T1

dT1 (7.3)
where φ is the magnetization decay φ(tevo) = M(tevo)/M∞ in case of pre-
polarized measurements and φ(tevo) = 1 − M(tevo)/M∞ otherwise. The dis-
tribution V(T1) is
V(T1) =
1p
2pi ln(10)T1σ
exp
 
−

log(T1)− log(t0)2
2σ2
!
(7.4)
Here, the additional factors

T1 ln(10)
−1 normalize eq. (7.3). Using the re-
sulting width σ and the center of distribution t0, values of 〈T1〉 and 〈R〉−1 can
be calculated. Both are shown in figure 7.3 (a). The calculated mean relax-
ation times agree with those obtained from a KWW fit, while the 〈R〉−1 deviate
for low temperatures. Panel (b) shows similar plots for the external fields cor-
responding to 4.5 MHz and 0.45 MHz Larmor frequency. The figure reveals that
the deviation of 〈T1〉 and 〈R〉−1 in all fields sets in when the structural relax-
ation time τα come close to the expected SLR times. The temperature where
this happens will be called T∗ne.
In addition, it becomes evident from the figure that the interception of the
correlation times τα with the measured SLR times agrees with the calculated
ones for 4.5 MHz, but not for 1.8 MHz and 0.45 MHz. In the latter two cases,
the expected SLR times have been shifted by a factor of 2 and 3, respectively.
This shift can be rationalized by the expected difference in the susceptibilities,
see eq. (7.2). Since the crossing 〈T1〉 = 〈R〉−1 to 〈T1〉 > 〈R〉−1 happens as soon
the distribution V

T1

becomes observable. The values of T1(T∗ne) can be used
to approximate the structural correlation time τα as
τα ≈ T1(T∗ne),
as can be seen from figure 7.3. This enables to observe the temperature de-
pendence of the α-process. The method should be applicable to other systems,
even though it would be more reliable to determine the deviation of β . This is,
because the latter way does not relay on the knowledge of the spectral density.
Both methods require careful measurements of the SLR times in different mag-
netic fields. This is up to now not possible with the available FC spectrometer
for 2H NMR in the solid state. Further technical development is necessary.
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Figure 7.4.: Dependence on the external magnetic field: (a) the spin-lattice re-
laxation time T1. Data at 55 MHz have been taken from [211]. Black dashed
lines indicate ω1. (b) Susceptibilities χ ∝ ω〈T1〉−1 calculated using the arith-
metic mean 〈T1〉, shifted vertically by a constant factor for all temperatures, see
text. Dashed lines are the susceptibilities calculated after Blochwicz et al. [188].
The dash-dotted lines are fits using eq. (7.5). The arrows I and II mark cuts at
equal frequency, see text.
7.1.2 Frequency dependence of glycerol SLR
The determination of T1(T∗ne) from the field cycling data above assumes, that
the deviations from the calculated 〈T1〉 is due to broken ergodicity in the system.
Here, the data are analyzed in more detail to test the validity of this assumption.
In figure 7.4 (a) the arithmetic mean 〈T1〉 is presented as a function of the
Larmor frequency ω. The dashed black lines indicate a frequency dependence
of ωκ, where κ = 1. Note that high field data from superconducting magnets
have been included. Data at 55 MHz are taken from ref. [172]. The figure
already indicates a power-law like behavior at all temperatures.
Panel (b) depicts the same data in the susceptibility representation χ = ω/T1.
They are shifted by a constant factor for all temperatures, such that the data
at 210 K roughly agree with the susceptibilities expected from the dielectric
measurements in reference [188]. It is evident from the figure that all data
have been measured in a range of temperature and frequency where the ex-
cess wing rather than the α-process dominates the relaxation behavior. The
data show a power-law behavior, that do not match the dielectric susceptibili-
ties. This mismatch cannot be explained with the difference of DS and NMR,
since it is expected to be the other way round, compare with eq. (7.2). In ad-
dition, The different slope of the data cannot be explained by the difference in
measurement methods. To describe the data, a power-law of the from
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Figure 7.5.: Susceptibilities χ ∝ ω〈R〉 calculated using the harmonic mean time
〈R〉−1, shifted vertically by a constant factor for all temperatures. Dashed col-
ored lines are the susceptibilities calculated after Blochwicz et al. [188]. The
dashed black lines are fits using eq. (7.5) with κ≡ 0.
χ ′′(ω, T) = Cχ(T)ω−κ (7.5)
can be used. The data interpolations are depicted in figure 7.4 (b). A similar
analysis carried out for the harmonic mean values 〈R〉−1 as well, shown in figure
7.5. Again the data are interpolated using eq. (7.5). In addition, a second fit
using a constant height was performed, i.e. by setting κ ≡ 0 in eq. (7.5). Only
the latter interpolation is depicted in figure 7.5.
Comparing the 〈T1〉 and 〈R〉−1 data it is obvious that the harmonic mean fits
the dielectric susceptibilities better than the arithmetic mean SLR times. How-
ever, there is still a height mismatch for the lower temperatures. The mismatch
possibly is an artifact due to the technical problems encountered in the mea-
surements, as described in the previous section.
The resulting fit parameters of all fits using eq. (7.5) are displayed in figure
7.6. The temperature normalized proportionality factor Cχ/T is shown in panel
(a) the exponent κ in panel (b). The Curie corrected proportionality constant
Cχ(T)/T increases exponential with temperature, but exhibits qualitatively dif-
ferent behavior for the arithmetic and compared to the harmonic SLR times. In
the first case, a transition in the temperature behavior can be observed close
to the glass transition temperature Tg = 188 K. There, the temperature de-
pendence decreases upon cooling. Exponential fits proportional to exp(T/TC)
resulted in temperature coefficients Tc of TC(T> Tg) = 4.6 K and TC(T< Tg) =
10.3 K below and above the bulk glass transition. In contrast, the data obtained
fitting the frequency dependence of the harmonic mean SLR times results in a
constant slope of the Cχ(T)/T. The values for the two fits κ free and κ= 0 agree
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Figure 7.6.: Fit parameters obtained fitting eq. 7.5: (a) Normalized proportion-
ality factor Cχ(T) fitted to the arithmetic mean SLR values (black circles) and to
the harmonic mean (red squares (κ free) and pink diamonds (κ = 0)). Litera-
ture data from ref. [182] in blue. All data are shifted to agree at 210 K. (b) The
exponent κ, symbols as in (a). Pluses are data taken from [188].
very well. Both data sets exhibit TC = 7.1 K. The figure also shows values of the
renormalization constant CDS (blue triangles) obtained by fitting a power-law to
dielectric relaxation data [182]. All data are normalized to 210 K. Gainaru et al.
investigated glycerol by 1H FC NMR and DS [242]. They observed a transition
in the height of χ ′′ at a fixed frequency similar to the one observed in the anal-
ysis of the 〈T1〉 data. The temperature at which the kink occurs shifted with
frequency and was observed at lower temperature the lower the investigated
frequency. This feature can be understood revisiting figure 7.4 (b). There, the
two arrows I and II mark equal frequencies. At the frequency I the susceptibili-
ties at 180 K and 185 K are parallel to each other, while the other temperatures
are already affected by the high frequency flank of the CD peak. Here, a dis-
tinct kink in Cχ,ωI(T) is expected in the temperature range from 180 K to 210 K.
At frequency II all depicted susceptibilities are still parallel and thus, a transi-
tion in Cχ,ωII(T) is expected only at higher temperatures. Thus, by observing
χ ′′ at different frequencies it is possible do determine the temperature where
the excess-wing dominates the SLR. In the present 2H NMR investigation Cχ(T)
is determined frequency averaged, thus no distinctive crossing is expected to
show up. The observed transition in the arithmetic data thus, seems to be an
artifact of data evaluation. In [242] a value of TC = 33 K was found below the
glass transition, corresponding to much smaller slopes of Cχ(T) in figure 7.6
(a). In contrast, the data taken from [182] rather well agree with the present
data. It is an open question why this discrepancy arises. An answer may be
found by more precise measurements of the harmonic SLR times 〈R〉−1.
The behavior of the exponent κ does not agree with literature, as can be seen
in figure 7.6 (b). There, exponents taken from [188] are compared with the
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fit results of the present data. The here measured exponent shows a negative
sign at most temperatures, in correspondence to the slopes observed in figures
7.4 and 7.5. The DS data [188] in contrast show a positive sign. In the shown
temperature range κ decreases from γ ≈ 0.3 at 210 K linearly to γ = 0.07 at
lower temperatures. The figure reveals that using the harmonic mean SLR 〈R〉−1
the found exponents are close to κ≈ 0.
A similar behavior with constant susceptibility χ(ω) ≈ const. was observed in
DS and FC NMR experiments on other glass formers, e.g. in 7Li experiments on
a solid state electrolyte, see in [245]. This behavior is called nearly constant loss
(NCL) [246]. Even though the effect is quite common in glass forming systems,
it is not yet understood. In [245] the 7Li FC NMR measurements were governed
by the NCL phenomenon, while in contrast the STE NMR method measured the
ionic motion. Therefore, it seems possible that the unexpected behavior found
in the present 2H FC investigation is also governed by the NCL.
Other possible explanations involve the validity of the relaxation theory used
in the data analysis. For example it is unclear whether the high-field assump-
tion holds in the field cycling experiments, where the Larmor frequency ω0 is
at maximum one order of magnitude larger than the coupling constant δ =
124 kHz. A possible explanation of the findings may be the break-down of as-
sumed weak-collision limit, see in [155] for a detailed discussion. A hint in this
direction may be given in figure 7.4 (b), where it becomes clear that the best
correspondence between NMR and DS is achieved at highest field, i.e. 55 MHz.
In summary it can be concluded that the 2H solid state FC measurements per-
formed at the FC-1 spectrometer do not fit the expectations from DS [188].
While the amplitude of the susceptibilities seem to fit DS experiments, the fre-
quency dependence does not met the expectations. Nevertheless, it is very
interesting to note that the interpolated temperatures T∗ne where the SLR de-
viates from the literature data and the corresponding 〈T1〉 values approximate
the structural relaxation rather well, i.e. 〈T1(T∗ne)〉 ≈ τα, see in figure 7.3. This
suggest that the breakdown of ergodicity is not only connected to a decrease
in the SLR β parameter but also to the onset of deviation of arithmetic and
harmonic mean. Further technical developments are necessary to enable more
precise measurements. Additional investigations of this topic can help to deter-
mine which quantities, β or 〈T1〉 and 〈R〉−1, are a more reliable measure of the
onset of ergodicity. Even though the measurements performed in this work can
not conclusively decide whether it is possible to determine the correlation time
of the α-process by measuring the field dependence of the non-ergodicity, the
idea seems very promising. Additional theoretical consideration are required to
exclude the possibility of other reasons for the observed effects.
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Figure 7.7.: (a) Spin-lattice relaxation time T1 at different magnetic fields for
samples P27 (Sigma). (b) Corresponding stretching parameter β . Vertical lines
mark rough estimates of Tne.
7.2 Field dependence of confined D2O
In the previous section, the behavior of SLR in the neat glass former glycerol
has been discussed. Here, the behavior of SLR of D2O confined to MCM-41
is investigated depending on the external magnetic field. Due to the technical
peculiarities encountered in 2H FC NMR in the solid state of glycerol, this tech-
nique is not applied in this part of the study. Here, a MCM-41 sample obtained
from Sigma-Aldrich with pore diameter d = 2.7 nm is used. As in chapter 5
the SLR is measured using the SE sequence. The resulting time constants 〈T1〉
and stretching parameters β are shown in figure 7.7 (a) and (b). At 46.7 MHz
measured in ’Schering’ the relaxation times are very similar to those found in
P28, see section 5.1. Additionally, the sample was measured in the ’Berta’ spec-
trometer at 30.1 MHz and 10.7 MHz. On decreasing the external field the high
temperature flank of the 〈T1〉 data exhibits the same slope and therefore all,
three measurements agree. As expected, the minima in relaxation times shift to
lower values and lower temperatures with lower magnetic fields, c.f. table 7.1.
At temperatures below ca. 220 K, the two relaxations (f) and (s) are observable.
As expected, the T1,f time decreases with decreasing field strength. Below ca.
165 K all (f) relaxations again exhibit a very similar behavior. The weak field
dependence of 〈T1,f〉 in this low temperature region possibly is due to a very
weak power-law dependence of the spectral density below the glass transition
[188]. This indicates that the glass transition temperature is above ca. 165 K.
Surprisingly, the (s) relaxation component is independent from the field
strength B0. This is an unexpected feature for a slow motional process. It
suggest that the (s) relaxation is not due to rotational dynamics but to sec-
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ondary effects. First, this may be paramagnetic relaxation, even so no obvious
source of paramagnetic centers is present in the synthesis of MCM-41. A sec-
ond explanation is the influence of spin diffusion caused by dipolar coupling.
In this case magnetization would be transferred from the faster relaxing species
(f) to the solid like species (s). Usually, it is argued that spin diffusion can be
neglected in 2H NMR of amorphous systems [173]. A possible third explana-
tion was introduced in section 5.4: if the (s) relaxation is a measure for the live
time of the crystallization nuclei forming in the pore centers, it may be inde-
pendent of the magnetic field as well. A deeper investigation of the absent field
dependence of the (s) component is out of scope of this work. Nevertheless, it
deserves more attention in subsequent work on water in MCM-41 confinement.
Panel (b) of figure 7.7 shows the stretching parameter β obtained from fitting
the magnetization curves. Due to the weak signal, the values of β at the 11 MHz
exhibit a large error. The approximated values for the temperature where β <
1, i.e. the temperature Tne, have been determined and listed in table 7.1. Tne
decreases with lower field strength. The approximated correlation times τα ≈
T1(Tne) are only weakly dependent on the external field. It is interesting to note,
that in contrast to the samples discussed in sec. 5.1 the P27 sample exhibits
Tne ≈ 165 K rather than 185 K at 46 MHz. 1H SLR measurements with MCM-
41 from the same batch showed some unexplained signal contributions [219].
Possibly, this sample is contaminated with residues from the synthesis.
In figure 7.8, the field dependent correlation times τm are shown. The approxi-
mated τα times are included in figure as well. The correlation times determined
by the CC SD below ca. 230 K show a strong behavior that can be extrapolated
by the dashed lines. With respect to the large errors, the τα times roughly agree
with these extrapolated trends. The temperature dependence of the obtained
times T1(Tne) is weak and does not extrapolate to the correlation times obtained
at high temperatures by SLR experiments. An Arrhenius law with Ea = 0.19 eV
can be used describe the data. If this was the α-process, the glass transition
were at Tg = 110 K. The data obtained this way cannot be interpreted in terms
of our proposed model, see figure 5.18.
Several reasons may prevent from determining the α-process: First, the deter-
mination of a reliable stretching parameter β requires great care. The data
quality is not good enough to detect the desired effect in a reliable manner.
Table 7.1.: Parameters obtained from the field dependence of SLR in sample
P27. α is the CC stretching parameter.
ω0 / MHz T(T1,min) / K T1,min / ms α Tne / K T1(Tne) / ms
46.14 233.8± 0.3 4.3± 0.1 0.41 163± 3 130± 20
30.12 233.1± 0.2 3.3± 0.1 0.35 168± 3 75± 18
10.69 230.3± 0.6 1.3± 0.2 0.32 196± 8 14± 5
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Figure 7.8.: Correlation times obtained from SLR in P27 at different external
fields. Stars give the position of Tne and the corresponding T1(Tne). The CC
spectral density was used in the calculations. The dashed black line is an Arrhe-
nius fit to stars, dashed colored lines are guide for the eyes.
Second, it may be possible that the kinking in β is influenced or completely
dominated by secondary relaxation or e.g. the presence of a solid like core in
the pore center. In this case, Tne may not be a good approximation for τα.
Third, side effects as e.g. paramagentic relaxations or contamination of un-
wanted molecules may interfere and render the determination of τα via Tne not
feasible. Especially, the last explanation is very likely, since the performed 1H
measurements have revealed unexplained signal contributions in this batch of
MCM-41. This makes it necessary to repeat the present results with a different
MCM-41 sample.
Additionally, the FC studies on glycerol have shown the possibility to obtain
the time scale of the α-process by measuring the onset of deviations between
the arithmetic and the harmonic mean. In fixed field magnets it is possible
to obtain relaxation data in a quality enabling to determine the relaxation rate
〈R〉−1 directly. This was not possible with the data measured here and therefore,
should be tested in further investigations.
7.3 Summary
In this chapter the behavior of 2H NMR SLR was investigated in several mag-
netic fields. The feasibility of FC measurements in the solid state has been
shown. These measurements using neat glycerol have also shown that several
quantities that are detectable in 2H NMR, can be used to detect the onset of
non-ergodicity in glass forming systems. This enables a new method to mea-
sure the temperature dependence of the structural relaxation. The method re-
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quires great experimental care and therefore is only useful in systems where
the α-process is not accessible by standard NMR or DS methods.
The discussion in literature [123] shows that one of those systems where the
structural α-process may be very weak or inaccessible to usual methods is wa-
ter in severe geometrical confinement. Therefore, a MCM-41 one sample was
measured in three different fields. The results have shown a temperature de-
pendence that seems nonphysical in every proposed model of confined water.
Reasons for this may be the large errors and likely impurities of the used sam-
ple. Nevertheless, the measurements are promising. Further methodical devel-
opment seems advisable.
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8 Dynamics of aqueous mixtures
A common approach to study the dynamics of water in the supercooled range
is to mix it with different guest molecules. Varying the amount of the addi-
tional solute and extrapolating the concentration dependence, can give insight
into the dynamics of bulk water. The properties of water, as well as of water
mixtures, are strongly affected by the network of H-bonds. To study the in-
fluence of the H-bonding, a series of studies were performed in which various
alcohols were mixed with water. Some alcohols have been regularly used in
those studies, since their structure is very similar. Nevertheless, they show a
rather different H-bonding behavior. By variation of the water concentration
in the mixture, diverse effects have been observed, see sections 8.1 and 8.2 for
more detailed discussions. These alcohols are propylene glycol (PG), propylene
glycol monomethly ether (PGME), and glycerol (GLY). All three have been well
characterized in bulk mixtures with water [11, 119, 124, 130, 134, 144–152].
In order to learn about the effects of confinement on H-bonded liquids, aque-
ous mixtures of these alcohols have been investigated in different confinements
[86, 101, 129, 142, 143, 204, 247–253]. Those studies were performed to un-
derstand the complex balance of the different effects of confinement on the
enclosed liquid, see also section 2.3.1. Many of the investigations focused on
two slow processes which were found in confining geometries and attributed to
a liquid surface-layer and polarization effects [80,254].
In this chapter, mixtures of water with PG, PGME and its dimer (DiPGME) are
confined to MCM-41 of d = 2.8 nm diameter. They are investigated in a large
temperature range by means of 2H NMR. Here, it is focused on the dynamics of
the structural relaxation and the faster w-relaxation of water and their behav-
ior in confined geometries. MCM-41 is used as confinement due to its rather
smooth and defined surface. It provides narrow confinement sizes which allow
for a study of the geometrical confinement effects. The results of the confined
mixtures are compared to those of the bulk liquids in order to extract infor-
mation about the influence of the confinement on those two types of binary
mixtures. Section 8.1 starts by discussing the effects on the PG-water mixture,
thereafter, the results obtained from PGME and DiPGME mixtures are presented
in section 8.2.
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8.1 Dynamics of confined PG-water mixtures
In the bulk state, PG can form H-bonded chains of molecules which, due to
their large size, exhibit a rather slow relaxation. Upon adding water, the chains
are broken into smaller units which relax faster [130]. This results in a con-
stantly decreasing glass transition temperature with increasing water content.
In addition, a secondary process is found, the w-process, which is to a large
extent dominated by the local water relaxation [11, 130]. Like the structural
relaxation, the w-relaxation is accelerated with increasing amount of unfrozen
water. At a concentration slightly above a mass ratio of water cw = 60 % (W60)
the water in the mixture crystallizes [130]. A very similar behavior was found in
a study of the same mixtures below the freezing concentration W60 confined to
Na-vermiculite clay exhibiting an interlayer spacing smaller than 0.65 nm [86].
The confinement has shown to have basically no effects on the structural re-
laxation of the mixtures. Only the w-relaxation was found to be somewhat
decelerated, due to the interactions with the sodium ions incorporated in the
material. The small overall influence of the confinement was explained by the
nearly two-dimensional character of the material. The latter was proposed to
leave enough room for the H-bond network to form properly and adapt to the
topology [86].
In the one-dimensional confinement provided by MCM-41, much more severe
effects were observed for a pore size of d = 2.1 nm [143]. Rather than an
acceleration of the α-process with increasing water content, the structural re-
laxation was found to be equal to that of pure PG for all concentrations of
water cw. The w-process in those systems was determined to be very close to
that of pure water in the same MCM-41 pores. The findings imply a strong
distortion of the H-bond network leading to demixing of the two liquids at all
concentrations. Elamin et al. [143] proposed that the water preferentially coor-
dinates to the surface of the confinement, while the alcohol clusters in the pore
center. Interestingly, the w-relaxation was detected also in nominally pure PG
(W0) samples. This was attributed to the secondary β process of PG. Demixing
in confinement was predicted from MD studies of similar binary mixtures of
ethanol and water [255]. In contrast to the interpretation of the experiments
on PG-water mixtures, the simulations predict an increased alcohol density at
the confinement wall.
In this work, the experimental results of PG-water mixtures confined to MCM-
41 of larger size d = 2.8 nm are presented. In the larger pores investigated here,
the ratio of surface to liquid volume is reduced to help to determine the effect of
guest-host interaction on the enclosed liquid. Especially, the proposed demixing
behavior can be investigated. The results will be discussed in context with
results of the bulk liquid obtained in a recent study of Sauer et al. [124] and a
dielectric study of PG mixtures in MCM-41 confinement of d = 2.1 nm [143].
146
Figure 8.1.: (a) Magnetization recovery of PG W45c. The arrow indicates the
crystallization process. Blue pluses are from PG W45b at 207 K [201]. (b) SLR
relaxation times 〈T1〉 of samples W45b and W45c. The horizontal black line is
the 〈T1〉 minimum of a Debye process. Pink lines are calculated T1 values from
the DS data [143]: solid and dash-dotted lines result from α- and w-relaxation,
respectively, see text.
The presented experiments were carried out by P. Wendel in his bachelor’s thesis
[202].
8.1.1 Spin-lattice relaxation of PG mixtures
The SLR measurements on the mixture of deuterated water and PG have been
performed using the SR experiment, see section 3.4. The bulk and confined
sample will be abbreviated by their water mass ratio and an appended b or c as
W45b and W45c, respectively. Some resulting magnetization recovery curves
of the confined PG sample are shown in figure 8.1 (a). An interesting behavior
is observed: above T = 222 K the relaxation is exponential and monomodal.
Below this temperature, the recovery curve at T = 220 K shows a different be-
havior: It is measured in the staggered range mode where two out of four delays
are skipped in a first run and measured in a second run. The figure reveals that
in the first run, the signal saturates at some plateau at intermediate delays td≈ 1 s followed by a weak second step at long delays td. The absolute signal
in the plateau is weaker than at T = 222 K. In the second run the plateau is
even lower while the second relaxation has grown larger in amplitude. During
the measurement, magnetization is lost from the fast relaxing species (f) and
transferred to a slowly relaxing species (i). This is evidence for a very slow
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Table 8.1.: SLR parameters obtained from the fits: the minimal value of 〈T1〉
(〈T1〉min), the corresponding temperature (Tmin), the stretching parameters for
CC and CD SD (α; γ), the approximated temperature Tne, and the SE signal
minimum temperature (TSE).
Sample 〈T1〉min / ms Tmin / K α γ Tne / K TSE / K
PG W45b 2.14 234.0 0.76 0.48 182 200
PG W45c 2.48 234.5 0.68 0.37 210 207
crystallization. In the final state ca. 60 % of the signal is contributed by the
crystalline component1.
A similar phase transitions has been observed in the bulk liquid, as can be
seen for example in the relaxation curve at T =207 K, which is also shown in
figure 8.1 (a) [201]. A DSC measurement showing this effect is depicted in
appendix B. The crystallization in the bulk is similar to that of the confined
sample at 220 K. In both the bulk and the confined mixture, the transition
takes place in a time span of several hours. This is rather slow compared to
freezing processes observed in other mixtures. An example are the confined
PGME-mixtures shown in section 8.2.1. There, crystallization happens fast so
that it is not observable in any SLR measurement.
When it is assumed that only water freezes during the transient state and the
alcohol itself does not crystallize [101], the residual mixture would consist of
ca. cw = 13 % (weight, W13) of water. This can be estimated from the signal
drop at the crystallization temperature, see section 4.2.2. The concentration
W13 corresponds to a molar ratio of 0.6 water to one PG molecule, c.f. table 4.4
for details. The idea of only water crystallizing is supported by an observations
of Wendel [202]. Comparing the different isothermal relaxation curves during
the slow crystallization, he observed a continuous increase of the relaxation
time 〈T1,f〉. This indicates a slow decrease of water concentration, since higher
PG concentrations were found to exhibit slower dynamics [130]. The slow
phase transition may explain why the effect was not observed in measurements
utilizing DS [86, 124, 143]. There, cooling rates are usually fast and likely the
demixing is quenched.
In the following the results of fitting the SR curves are shown. For simplicity
only temperatures where no crystallization effect was observed during the mea-
surement are regarded. Excluding the crystalline component, only one single
relaxation is observed at all temperatures, even though in the mixture a signal
ratio of 3:1 water to alcohol is expected due to deuteron exchange2. This indi-
1 The amplitude at 0.6 s drops from ca 786 to 310 absolute units leaving over ca. 39 % signal.
2 After the crystallization process is completed at 220 K a ratio of 1.2:1 is expected, when
only water has crystallized.
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cates that either an averaging process between the different molecules exists or
a combined relaxation of both species, as was observed in the bulk [124].
The mean SLR times 〈T1〉 shown in figure 8.1 (b) over inverse temperature
for samples W45b and W45c and additionally for a second bulk sample with
slightly higher water content W50b [201]. First, it is concentrated on temper-
atures above 220 K. At those high temperatures, the two bulk samples exhibit
identical dynamics and the confined sample shows somewhat shorter relax-
ation times. The values of T1 in the minima of the bulk mixture are smaller
compared to the confined liquid, indicating a broader distribution of correla-
tion times G

log(τ)

in the confinement. The obtained SLR parameters are
listed in table 8.1. Similar broadening is found in other supercooled liquids in
confinement, e.g. in confined glycerol, see chapter 6. The minimum tempera-
tures Tmin are similar in both samples, indicating that the absolute time scale of
the dynamics hardly changes. This will also be shown in section 8.1.3.
The temperature dependence below 220 K exhibits more interesting features.
The confined W45c sample shows a steep increase of the relaxation times from
210 K to 200 K followed by constant values of T1 down to 185 K. A similar but
slightly shifted behavior is found in the bulk W50b sample, while the W45b
sample shows no such steep increase. The different temperature dependencies
of W45b and W45c can be explained by the phase transition. Sample W45c
as well as W50b were measured upon cooling, thus parts of the liquid have
crystallized below 220 K. In contrast, sample W45b was quenched to lowest
studied temperatures and measured upon heating and a different temperature
behavior is observed, in the intermediate range from 185 K to 207 K. At the
latter temperature, the slow phase transition is observed in W45b as well, but
in the range where W45b and W45c differ strongly, the conducted 2H NMR
experiment measure samples, where alul molecules are in a liquid state or parts
of water have crystallized.
The NMR relaxation times can be compared with the DS measurements in the
smaller confinement d = 2.1 nm [143]. Using the correlation times reported in
that publication and a CD spectral density with the stretching obtained from the
T1 minimum, see table 8.1, SLR time constants have been calculated, as shown
in figure 8.1 (b). In the vicinity of 200 K the DS α-process agrees rather well
with the 2H NMR relaxation times of the confined system W45c in the partly
frozen state. This comes as surprise since DS does not observe crystallization.
At temperatures below 185 K, the 2H NMR time constants 〈T1〉 of both samples,
W45b and W45c, agree well with each other. Additionally, they are in good
agreement with the DS results for the T1 values calculated for the secondary
process. In this range all methods, observe the w-relaxation which is similar in
confinement and in bulk [86,143].
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The stretching parameter β obtained from the magnetization buildup of sample
W45c shows a sharp decrease from unity to β = 0.7± 0.1 at 210 K, caused by
the presence of crystalline patches in the liquid. Thus, correlation times calcu-
lated from the SLR, see section 8.1.3, can be interpreted straightforward only
down to 210 K. The deviation of β coincides with the steep increase of T1 in
W45c supporting that this is a feature of the partially crystalline system. A pos-
sible interpretation will be discussed in section 8.1.3.
The results presented in this section show a phase transition in PG W45 sam-
ples. The transition is observable in the bulk mixture and in the confined mix-
ture. The confinement influences the SLR of the W45c sample only weakly. The
only observable effect is a broadening of the distribution of correlation times
G

log(τ)

which is often found in confined liquids. In both cases, bulk and
confined, the phase transition takes place on the time scale of hours. A similar
transition process was also observed in a PPG-water W45 mixture measured by
M. Schmitt in his bachelor’s thesis [256]. There, it was shown that it can be
circumvented by applying a temperature protocol where the sample is heated
to room temperature and then quenched quickly to the desired temperature.
Using this method a temperature dependence close to the bulk PG W45b sam-
ple was found3 [256]. Further investigations of the slow crystallization are
interesting and may involve quenching of the W45c sample, to measure upon
heating. Note, that the DSC measurement in figure B shows melting of the cold
crystallized W45b sample at Tm = 240 K. It is unclear whether this hysteresis
occurs also in the confined sample.
8.1.2 Stimulated echoes of confined PG
The high temperature dynamics of the confined PG-water mixture W45c have
been analyzed in the previous section by means of 2H NMR SLR. Here, the
low temperature dynamics are investigated using the STE method. As in the
case of water confined to MCM-41, the experiments are carried out partially
relaxed, to suppress the contributions of the crystalline species. The results will
be compared with that for the bulk mixture, which was discussed in [124,201].
There, it was found that the motion of PG molecules and water molecules are
strongly coupled below the glass transition of the liquid. Since there is no sign
of a bimodality in the STE decays, it was concluded that both molecular species
contribute to the observed β-process.
The STE experiments have been carried out in the temperature range from
182 K to 163 K using the Zeeman experiment. In this temperature range,
SLR detected very similar relaxation in bulk and confinement. The correla-
3 The temperature dependence showed similar curvature, but was shifted by 13 K due to the
less mobile PPG molecule.
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Figure 8.2.: (a) STE decays measured in sample W45c (squares) at different tem-
peratures at evolution time tp = 9µs. For comparison: correlation decays mea-
sured in bulk W45b and W50b (circles) samples taken from [201] (b) The same
correlation decays as in (a). The bulk data have been shifted on the time axis
by a temperature dependent factor c(T). Additionally, shifted STE decay of bulk
water in MCM-41 P21 at 161 K (blue pluses).
tion curves Fcc2 (tm) measured by STE in sample PG W45c are shown in figure
8.2 (a). The figure additionally shows the corresponding measurements in the
bulk liquid [124, 201]. Note, that in the bulk no difference between a W50b
and a W45b mixture was observed. Therefore, data of W45b and W50b are
shown in the figure for better temperature agreement. The figure reveals that
the correlation decays slower in the confined liquid than the bulk at all tem-
peratures. To compare the bulk and the confined samples, figure 8.2 (b) shows
the bulk data shifted by a factor c(T) on the time axis such that they agree with
the curves for W45c at the value Fcc2 (tm) = 1/e. Values of the shift factor of c =
18.5, 32, 12 have been used at 182 K, 172 K, and 163 K, respectively. The STE
decays at different temperatures are discussed individually in the following.
At the highest temperature 182 K, the STE decays in bulk and confinement differ
somewhat in their long time behavior. The SLR times 〈T1〉 are equal in both
samples, see in section 8.1.1. Nevertheless, the Fcc2 curve of the confined sample
is considerably more stretched and shows a long time tail. Such a behavior is
often connected to a symmetrically broadened distribution of correlation times
[89]. MD simulation studies [83, 84] found a similar type of broadening in
the vicinity of solid interfaces. Thus, this stretching is most likely due to the
interface in the W45c sample. It is provided by the MCM-41 confinement on
the one hand and by the formed ice crystals on the other hand.
To learn about the characteristics of the reorientational process, the evolution
time dependence of the STE parameters can be taken into account. The fitted
correlation times τ(tp) are shown in figure 8.3 (a). There, it can be observed
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Figure 8.3.: (a) Fitted correlation time τ over evolution time tp for 182 K (blue)
and 173 K (red) in sample W45c. Inset: corresponding plateau value Fcc∞(tp).
Lines represent RW simulation of a isotropic jump (solid) and of a distorted
tetrahedral jump (dashed). (b) Fitted STE decays at 173 K fitted by using the
WWA eq. (8.1). Inset: WWA coupling parameter λ over evolution time tp.
that there is no strong dependence on tp at 182 K. Thus, the molecules perform
large angular reorientation as was found for pure water in confinement as well,
see chapter 5. The figure also shows the residual correlation Fcc∞(tp) in the inset.
It’s evolution time dependence does not fit to an isotropic reorientation, but
rather to some spatially restricted large angle jump, as can be observed by the
comparison with a disordered tetrahedral jump. Note, that at this temperatures
in STEs on pure water in alike MCM-41 a secondary relaxation process was
observed, see section 5.3.
At intermediate temperature 173 K, the STE decay in the confined sample well
agrees with the shifted bulk measurement. This data set was measured after
the confined sample was stored at room temperature for several days and then
quenched to 173 K. The data can be fitted using eq. (3.56), the corresponding
results are shown in 8.3 (a). Here, a much stronger dependence of the corre-
lation times on the evolution time tp is observed. Using eq. (3.65) the decay in
the correlation time is compatible with a reorientation by an angle of φ = 9° or
less. The residual correlation Fcc∞(tp) shows a reduced anisotopy compared to
the measurement at 182 K. Nevertheless, Fcc∞(tp→∞) levels at a finite plateau
of about 8 % of the initial magnetization. This indicates that not all correla-
tion is decayed due to this process. Assuming the leftover correlation decays by
the α-process, the Williams-Watts ansatz (WWA) can be utilized to describe the
data [30]. This approach assumes a combined relaxation of α-process Fα and
secondary process Fw according to:
F2(tm) = Fα(tm)[(1−λ) +λFw(tm)]Ψ(tm) (8.1)
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Here, λ is the relative contribution of the secondary process and Ψ(tm) is the
SLR relaxation as defined in eq. (3.57). The WWA has been utilized in [124]
to describe the shape of the measured dielectric spectra of the bulk liquid. All
measured evolution times tp have been globally fitted with two stretched expo-
nential relaxations. Figure 8.3 (b) shows the fitting results for three evolution
times. It is obvious that the fit reproduces the data well resulting in mean log-
arithmic correlation times τm,w = 0.36 ms and τm,α = 1.6 s. The corresponding
stretching parameters are βα = 0.78 and βw = 0.29. The inset of figure 8.3 (b)
shows the weighting parameter λ which increases with increasing evolution
time. It ranges between 0.7 and 0.85, thus if the WWA is a valid description,
the main part of the relaxation is due to the secondary process. In the bulk liq-
uid λW45b(173 K)≈ 0.8 was found in good agreement with the present results.
The correlation times using the two approaches will be discussed in section
8.1.3.
At the lowest temperature 163 K, the shifted STE decays in bulk match those
in the confinement. Only at very long tm times deviations caused by the SLR
are observable. In this temperature regime, the dynamics in W45c are slowed
down by about one order of magnitude compared to those in the bulk, while
the shape of the STE decay indicates similar motional mechanisms. This is con-
sistent with the good agreement of the low temperature SLR times, c.f. section
8.1.1 and also with the DS experiments on PG mixtures in MCM-41 of 2.1 nm
diameter [143]. Panel (b) of figure 8.2 also includes a STE curve measured in
the pure D2O sample P21 at T = 161 K scaled to the STE curves of PG W45. The
STE decay of confined water agrees well with those measured in the mixtures.
This observation suggests that the correlation functions in the low tempera-
ture region is dominated by the water motion in all samples, but the absolute
timescale is dependent on the water content, see also [11]. The scaling fac-
tor used for the STE decay of the P21 sample is cP21(161 K) = 32. Compared
to cW45b(163 K) = 12, this means that water w-relaxation at low temperatures
is fastest in pure water confined to hard MCM-41, probably due to the larger
amount of unfrozen water compared to the mixtures.
In this section the slower relaxation was called the α-process. Due to the un-
known degree of crystallization it is not straightforward to interpret the process
as the structural relaxation of the W45c mixture. The freezing depletes the
water concentration in the mixture, thus the slow process is the structural
relaxation of some mixture with unknown concentration in the confinement.
It results from an anisotropic reorientation of large angular amplitude. The
anisotropy is likely introduced by the inner surfaces. At lower temperatures
besides the α-process the secondary w-relaxation can be observed which dom-
inates the STE experiments at lowest temperatures. The w-process is slowed
down compared to the bulk liquid as well. In the present study, it was not pos-
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sible to obtain information about the mechanism of the α-process of the liquid
without partial crystallization.
8.1.3 Discussion of the results
Using the BPP model eq. (3.33), the SLR times obtained in section 8.1.1 can be
used to calculate rotational correlation times τm. In DS on a similar system of d
= 2.1 nm pore size, the spectral density describing the α-process was found to
be of the asymmetric HN shape [143], see eq. (2.14). Using the shape param-
eters reported there, it is not possible to reproduce the 〈T1〉 minimum found in
the SLR. Since the stretching parameters in DS vary from those in NMR, it is
not straightforward to use the HN SD as reported in DS. It was shown for pure
liquids, that in the vicinity of the confinement the susceptibility χ(ω) =ωJ(ω)
broadens symmetrically [84,89]. Here, this fact is used to assume the value of
γ to be constant and equal to the bulk value, i.e. γ′ = 0.48. Variation of the pa-
rameter α results in a value of α′ = 0.88 in order to fit the SLR 〈T1〉 minimum.
A second approach to estimate the HN SD is to use the dielectric stretching
parameter γDS. Usually the NMR parameter is somewhat smaller, therefore ac-
cording to [188] γ′′ = 0.85γDS = 0.74 is used and by varying α to fit the SLR
a value α′′ = 0.75 is found. The two parameter sets J′ = JHN(α′,γ′) and J′′ =
JHN(α
′′,γ′′) can be compared with the respective time constants obtained from
the CD SD. The time constant in all three cases varies by less than a factor of
two, even though the curvature is slightly altered. The errors introduced by
using the CD spectral density are small. Therefore, the CD is used for simplicity,
allowing for better comparison with the bulk 2H NMR results. There the CD SD
was used for data evaluation as well.
Figure 8.4 shows the correlation times τm obtained by the different
2H NMR
methods from the confined PG-water mixture W45c. Additionally, data for
the bulk PG sample W45b are reproduced [124]. The bulk and the confined
sample exhibit equal temperature dependence in the high temperature regime.
Thus, the small differences in 〈T1〉 can be attributed to the altered distribu-
tion G

log(τ)

. The correlation times in the low temperature range, obtained
by STE experiments, show a slowdown of the w-process in confinement, when
the results of the single KWW evaluation are considered, see in figure 8.4. In
contrast, the WWA at 173 K indicates a different behavior. If this evaluation is
true, the w-process is not slowed down, but an additional contribution of the
α-process is observed.
In direct comparison to the data obtained by DS in the d = 2.1 nm MCM-41
[143], the high temperature data in the present confinement are nearly two
orders of magnitude faster. This indicates that a demixing as used to explain
the observed relaxation in the smaller confinement does not occur in the larger
pores used in the present study. Rather than this, a temperature dependent
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Figure 8.4.: Mean logarithmic correlation times τm of the PG-D2O mixtures in
W45b and W45c obtained from the different 2H NMR methods. Red pluses are
obtained by the WWA. Dielectric data (DS) are take from references [130, 143].
Red solid line is a VFT fit.
demixing is observed, setting in at a critical temperature of ca. 220 K. This
phase separation was also observed in the bulk mixture, but at 207 K. Whether
this difference is due to the applied temperature protocol or it is introduced
by the confinement cannot be clarified here and should be subject to further
investigations.
All 2H NMR data can be approximated by a VFT fit, resulting in a glass transi-
tion temperature of Tg = 163.9 K and a fragility of m = 44.9. This value for Tg
is lower than expected for the confined W45c mixture [143], but agrees well
with the value expected in the bulk liquid at W45 [130]. The fragility is larger
than in the DS measurements and is further increased if the STE experiments
are neglected in this fit. This may suggest a further reduction of the water con-
tent in the sample upon cooling to lower temperatures.
The literature data correspond to two limiting cases, i.e. the 2H NMR data
of W45b represent the dynamics of the bulk mixture. In contrast, the results
obtained in the 2.1 nm MCM-41 are those of the completely phase separated
liquid. This rises the question of how the liquids order themselves in the con-
finement. Figure 8.5 shows two possible scenarios for the phase separation.
Crystalline water ice will likely form as far away from the confinement walls as
possible and the ice nuclei are centered in the MCM-41 pore. The PG molecules
can be in direct neighborhood to the MCM-41, as sketched in panel (a). Then
the water-like w-process stems from molecules at the edge of the ice crystal. A
second possibility is shown in panel (b). There, the PG molecules are connected
to the surface of the nuclei, and the w-process stems from water molecules in
between the PG molecules and the MCM-41 wall. A third possibility is not
sketched: There the PG is separated by a liquid water layer to each side in be-
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(a) (b)
Figure 8.5.: Possible scenarios of the phase separation in PG-water mixtures in
MCM-41. colors indicate the PG molecules (green), liquid-like water molecules
(light blue), and solid-like water molecules (dark blue).
tween the nucleus and the MCM-41. Due to the limited size in the confinement,
this seems unlikely.
In section 8.1.2 the WWA was utilized to describe the correlation function Fcc2
under the assumption that both, the w-process and the α-process contribute to
the loss of correlation. The resulting correlation times are depicted in figure
8.4 as well. Rather than a slowdown of the w-process, they show agreement
with the data obtained by Elamin et al. in the small MCM-41 pores with d =
2.1 nm [143]. A possible scenario thus may also be, that in the present MCM-41
confinement the liquids are completely phase separated and the same dynam-
ics as in DS are measured at least at this low temperatures. Fitting a single
KWW function does not capture the dynamics, since both α− and w-process
are present and overlap each other. The measurement at T = 173 K was per-
formed by quenching the sample after storing it at room temperature for several
days. Therefore, the very slow phase transition process had only little time to
take place.
In this investigation of PG-water mixtures confined to MCM-41 of 2.8 nm diam-
eter no strong confinement effects have been found. At higher temperatures,
the motion exhibits a broader distribution of correlation time G

log(τ)

. Below
220 K a long term crystallization process is observed which takes place in the
course of several hours, even below the reported limiting concentration W60,
where the mixture is stable. This process is also present in the bulk liquid, but
to the best of the authors knowledge, was not reported for this particular sys-
tem so far. The influence of this process on data presented in literature studies
is not clear and should be further investigated. Phase separation was also re-
ported in smaller confinements of MCM-41, where it seems to be present also
at high temperatures. Therefore, systematic studies on the concentration and
the size dependence of this process are interesting to further understand the
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interactions of binary aqueous mixtures in severe geometrical confinement. It
must be clarified in how far the dynamical processes observed in confinement
are influenced by the phase transition. The present study suggests, that the
main effect is a reduction of the water concentration in the residual liquid, and
thereby, a slowdown of dynamics. This is accompanied by an increase of inner
surfaces provided by the crystals, what increases the heterogeneity.
8.2 Dynamics of PGME-water mixtures
PGME-water mixtures were found to feature different properties than PG-water
mixtures. One of the hydroxyl groups is replaced by a methyl group, reducing
the number of available H-bonding sites. Therefore, a PGME molecule can only
form one H-bond to one other PGME molecule. In the pure bulk liquid, the
relaxing unit is a pair of molecules [69,130]. These pairs show faster dynamics
than a chain of PG molecules does, resulting in a glass transition temperature
for pure PGME that is ca. 26 K lower than bulk PG. When water is added, the
water molecules increase the overall number of possible H-bond connections,
thereby bridging several PGME molecules and larger PGME-water clusters can
be formed. The increased size and mass of those entities [149] causes a deceler-
ation of their dynamics and an increase of the glass transition temperature. At
a water concentration of ca. cw = 55 % the glass transition temperature Tg is a
maximum. At higher water concentrations, the dynamics are accelerated again
up to cw ≈ 65 %, where the bulk mixture crystallizes [149]. The acceleration is
caused by the plasticization effect of water.
For PGME-mixture in 2D confinement of Na-vermiculite clay with interlayer dis-
tance of ca. 0.65 nm the dynamics were unaltered compared to the bulk [86],
similar to the findings for PG. Again, this was explained by the idea that the
H-bonding network can adapt to the 2D structure of the confinement. In con-
trast, the formation of the larger PGME-water entities is suppressed in MCM-41
confinement of 2.1 nm pore diameter [143], where the confinement is effec-
tively one dimensional. It was suggested that the mixtures demix and the water
coordinates to the MCM-41 surface, while the alcohol molecules cluster in the
center [143,204]. The w-relaxation was found to be compatible with that found
in pure water in the same confinement. The confined α-process was indepen-
dent of the water concentrations and substantially slowed down compared to
the bulk.
In this work, PGME- and DiPGME-water mixtures are investigated in somewhat
larger MCM-41 confinements with diameters of ca. 2.7 nm to 2.8 nm diameter,
see section 4.2. In the larger confinements, the geometrical restrictions are less
severe and the dynamics are expected to be more bulk-like. To study the effects
of confinement, bulk PGME mixtures are investigated as well. Additionally, the
larger dimer of PGME is investigated in confinement to reveal the size depen-
157
Figure 8.6.: Magnetization recovery of bulk (a) and confined (b) PGME-water
mixtures. Lines are best fits to eq. (5.1).
dence of the confinement effects. DiPGME was already investigated at high
temperatures in a larger d = 2.7 nm confinement by QENS [204]. There, a shift
in the concentration dependence compared to bulk was observed. In coopera-
tion with the Swenson group, the dynamics in similar samples are investigated.
The SLR measurements on the confined DiPGME samples were performed by
M. Reuhl in her bachelor’s thesis [203].
8.2.1 Spin-lattice relaxation of PGME mixtures
The SLR of bulk and confined PGME- and DiPGME-water mixtures has been
measured using the SR sequence, see section 3.4. PGME-water mixtures with
water mass ratios of cw = 40 % (W40), 60 % (W60) and, 80 % (W80) have
been investigated, see section 4.2 for details.
Some selected SLR magnetization recovery curves are shown in figure 8.6: the
bulk PGME samples in panel (a), the confined PGME samples in panel (b). The
bulk samples exhibit one single exponential relaxation for the lowest water
concentration W40b at all temperatures. The higher concentrations W60b
and W80b show an additional relaxation at very long delay times td. This
component appears first at 250 K in both samples. Similar to pure water in
MCM-41, see chapter 5, the relaxation steps will be named (f) for the fastest
relaxation and (i) for the slowest. The figure also reveals indications for a pulse
induced heating as seen at 193 K in W80b. The effect is weak and was tested to
have no significant influence on the relaxation times of the (f) relaxation. Even
though there should be chemical exchange of deuterons between D2O and the
OH group of the PGME molecules, no second relaxation component is found in
the bulk liquids. In W40b, the alcohol-connected deuterons should contribute
about 16 % to the total signal when assuming stochastic distribution. The ab-
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sence of a second component can be explained by a fast chemical exchange, or
alternatively by coupled dynamics of both molecular species. Similar findings
were reported for the PG-water mixtures [124]. Both possibilities require the
two different molecules to be in close proximity. Thus, there is no observable
demixing besides the freezing of water at 250 K. The time constants of all (i)
relaxation are rather long. DSC measurements support that at 250 K parts of
the liquid crystallize and therefore, the relaxation step (i) is attributed to ice,
see appendix B.
The relaxation curves have been fitted using eq. (5.1) with an appropriate num-
ber of KWW functions, resulting in the arithmetic mean relaxation times 〈T1〉
shown in figure 8.7 (a) and (b). All bulk PGME samples show a very simi-
lar temperature dependence. At high temperatures above 250 K the relaxation
times are concentration dependent and exhibit higher values of 〈T1〉 the higher
the water concentration. Longer relaxation times signal faster dynamics on this
side of the minimum, under the assumption that the distribution of correlation
time G

log(τ)

is equal below and above crystallization. This is in accordance
with the findings in [130]. At 250 K the (i) relaxation stakes in samples W60b
and W80b. It is accompanied by a noncontinuous jump in the relaxation times
of the (f) component. The decrease in the 〈T1〉 times above the minimum indi-
cates a deceleration of the residual liquid, agin when G

log(τ)

is influenced
only weakly. Since pure PGME does not crystallize it is again reasonable to
assume that only water freezes. From the drop of signal, the residual water
concentration can be estimated, see table 4.4. This results in water mass ratios
of cw = 43 % and 67 % for the W60b and W80b samples respectively. Thus, it
seems intuitive that W60b exhibits a similar dynamics to W40b when the influ-
ence of ice crystals is neglected. By extrapolating the data of the Tg shift [130]
it also seems reasonable that the crystallized W80b mixture exhibits similar
dynamics to the W40b sample.
Below the crystallization temperature the (f) relaxations of all sample are alike
and the 〈T1〉 minima are only weakly dependent on the sample, see also table
8.2. The values in the minima are close to the expectation for a Debye relax-
ation and hence, the corresponding distributions of correlation times G

log(τ)

are narrow in the bulk samples. The fact that the T1 minima of all samples are
very similar, and that from the above estimation of the residual water content
all three samples are expected to have similar dynamics assists the idea that the
ice nuclei have only weak influence on dynamics and heterogeneity. This can be
understood by the idea that water crystallizes in few large crystals rather than
in many small nuclei. Following this idea, the deviations of the relaxation times
of samples W60b and W80b compared to the unfrozen W40b below the T1
minimum can be interpreted as acceleration caused by the difference in water
content. If, for example, the water content reduces on cooling, e.g. by further
growth of the nuclei, the dynamics are accelerated. This is a straightforward
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Figure 8.7.: SLR relaxation times for bulk (a) and confined (b) PGME water mix-
tures. Shown are water concentrations of W40 (green), W60 (turquoise) and,
W80 (blue). Triangles are the (i) components, diamonds the (s) component.
The (f) component are circles (bulk) and squares (confined). Red lines are the
T1 minimum in case of a Debye relaxation.
interpretation for the W60b sample, which according to [130] would accelerate
upon further reduction of water content. In contrast, if cw = 67 % for sample
W80b, the dynamics of this sample need to first decelerate when passing to the
concentration of maximal Tg at cw = 55 %. Alternatively, the differences may
be due to the influence of the ice crystals.
The confined PGME-water mixtures exhibit a more complex behavior. There,
three relaxations are found, see figure 8.6 (b). In addition, to the fastest (f)
and the crystalline component (i) a third relaxation is observable at interme-
diate temperatures, which will be referred to as (s) relaxation. Fitting the re-
covery curves results in a quite different temperature behavior compared to the
bulk liquids, see figure 8.7. At highest temperatures a concentration dependent
Table 8.2.: SLR parameters obtained from the fits: The minimal value of 〈T1〉
(〈T1〉min), the corresponding temperature (Tmin), the stretching parameters for
CC and CD SD (α; γ), the approximated temperature Tne, and the SE signal
minimum temperature (TSE).
Sample 〈T1〉min / ms Tmin / K α γ Tne / K TSE / K
PGME W40b 2.12 226.7 0.76 0.47 176 192
PGME W60b 1.95 225.6 0.81 0.45 < 170 181
PGME W80b 2.05 225.7 0.78 0.50 161 182
PGME W40c 2.11 226.8 0.76 0.47 164 186
PGME W60c 2.35 225.7 0.69 0.39 < 190 < 190
PGME W80c 2.50 224.9 0.66 0.35 162 188
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Figure 8.8.: Reduction factor of PGME W40c and W80c over temperature. Lines
indicate the low temperature level of the (f) relaxations
single exponential behavior is found, similar to the bulk liquid. Freezing of wa-
ter is observed in all confined samples upon cooling in the temperature range
from 270 K to 260 K, including the lowest concentration W40c. Besides affect-
ing all concentrations, the crystallization event occurs at temperatures higher
than in the bulk samples. Both observations show that the crystallization ten-
dency of water is increased in MCM-41 rather than suppressed. Like in the bulk
samples, the 〈T1,f〉 minima are found at similar temperatures for all studied
concentrations, see table 8.2. For the confined samples the minimum values
of 〈T1,f〉 slightly increase with increasing water concentration. Hence, the het-
erogeneity is more pronounced when more water is present, suggesting that
the crystal nuclei have more contact to the residual liquid. Alternatively, the
increase of the SLR minima might be caused by possible concentration differ-
ences.
In addition, to the (f) relaxation, an intermediate (s) relaxation is found in the
confined samples. Both processes show a temperature dependence, which is
similar to that found in the pure confined water sample P21, see section 5.1.
The (s) relaxation shows a KWW stretching of β ≈ 0.6 at all temperatures. The
fact that the species is observed at all, demonstrates that the molecules giving
rise to the (f) and the (s) relaxation do not exchange so that they are either
spatially separated, or if they are in contact, one of the two species is solid. The
low β parameter suggests that the (s) relaxation is a solid like component.
Finally, the amplitudes of the (f) and (s) relaxations are briefly discussed. Fig-
ure 8.8 shows the normalized reduction factor R of the two samples W40c and
W80c. In both samples, the magnetization starts to decrease below the crys-
tallization temperature. The (f) components pass through deep minima and
recover towards lower temperatures. At lowest temperatures T ≈ 150 K final
levels of the amplitude of ca. 25 % and 5 % are found for W40c and W80c,
respectively. Assuming statistical distribution of the deuterons to all OH-sites,
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Figure 8.9.: Magnetization recovery in confined DiPGME (a) at several tempera-
tures and concentrations. Lines are best fits using eq. (5.1). (b) recovery curves
at 230 K for the all concentrations in dry (squares) and wet (circles) preparation.
those percentages coincide with the deuterons expected to bind to the PGME
molecules, c.f. table 4.4. A second interesting feature related to the (f) compo-
nent is the decrease of magnetization below the freezing point, in the vicinity of
the 〈T1〉 minima. In this temperature region, dynamics are usually far from the
SE signal minimum, see e.g. figure 6.3 for confined glycerol. Thus, the strong
decay of (1-R) in this region, indicates a decreasing number of molecules con-
tributing to the (f) species. A possible process may be dynamical clustering of
water to existent nuclei. The slower (s) relaxation does not show a minimum in
(1-R). As soon as it can be distinguished it starts with small amplitudes which
increase to a level of approximately 8 % of the overall signal in both samples,
independent on water concentration.
Confined DiPGME-water mixtures
The magnetization recovery curves of DiPGME-water mixtures with mass ra-
tios of W15, W45 and, W75 are shown in figure 8.9. The behavior in these
samples is similar to the one in confined PGME-water mixtures. Again, a to-
tal of three relaxations can be observed, but not all of them in all samples. In
the W15c sample, the two relaxation processes (f) and (s) are observable, but
no crystallization occurs. In contrast, samples W45c and W75c exhibit strong
crystallization features (i). The phase transition occurs at 241 K and 261 K,
respectively.
To test whether the observed dynamics are dependent on the amount of excess
liquid outside the MCM-41 pores, two sets of samples were prepared, see sec-
tion 4.2.2. The first set of samples is dried thoroughly to minimize the amount
of external liquid, while the second set is left with a larger amount of excess
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Figure 8.10.: Magnetization recovery in confined DiPGME (a) at several temper-
atures and concentrations. Lines are best fits using eq. (5.1). (b) recovery curves
at 230 K for the all concentrations in dry (squares) and wet (circles) preparation.
liquid. A comparison of both samples at 230 K is shown in figure 8.9 (b). There,
it becomes clear that both sets of samples exhibit a very similar SLR behavior.
Therefore, the rest of the discussion focuses on the dry samples. The resulting
mean relaxation times 〈T1,f〉 from fitting the recovery curves of the dry samples
are shown in figure 8.10. As before, a strong concentration dependence is found
for the relaxation times at highest temperatures, where the sample with high-
est water content shows the fastest dynamics when G

log(τ)

is assumed to be
similar for all concentrations. Upon cooling, the samples crystallize causing a
jump in the time constants 〈T1,f〉. In analogy to the monomer discussed above,
this suggests a reduction of the water concentration in the residual liquid, c.f.
table 4.4.
At temperatures below the crystallization events, the minima in 〈T1,f〉 are found,
see table 8.3. The samples W15c and W45c exhibit approximately equal min-
ima positions, while the W75c sample is shifted to higher temperatures and
values of 〈T1,f〉. In sample W15c, the two processes (f) and (s) can be well
distinguished at all temperatures below 210 K, see e.g. figure 8.9. Due to the
Table 8.3.: SLR parameters: 〈T1〉min is the 〈T1〉 value in the minimum, Tmin is the
corresponding temperature, α and γ are the stretching parameters for CC and
CD spectral densities, Tne is the approximated temperature where β < 1.
Sample 〈T1〉min / ms Tmin / K α γ Tne / K TSE / K
PGME W15c 2.4 236.0 0.70 0.40 191 199
PGME W45c 2.5 236.6 0.67 0.36 212 199
PGME W75c 3.2 241.0 0.54 0.25 212 212
163
strong contribution of the crystalline component, the evaluation of the magne-
tization recovery curves of samples W45c and W75c becomes ambiguous in the
vicinity of the T2-hole, since the two anticipated processes (f) and (s) cannot
be distinguished reliably. Fitting only one KWW function for both components
causes a steep increase of 〈T1,f〉, since the (s) relaxation is absorbed in the fit of
the faster component. Below the T2-hole, the combined fit of the relaxations (f)
and (s) causes an apparent decrease of the relaxation times observed in W45c
and W75c. Therefore, in the vicinity T2-hole the fitted time constants represent
two relaxations rather than one and are disregarded in the following. Due to
this effect, it is not straightforward to interpret the shift of the 〈T1,f〉 minimum
in sample W75c as a slowdown of dynamics. The position of the minimum can
also be influenced by this crossover in the observable processes. Nevertheless,
the large shift in the signal minimum of the SE, given in table 8.3, indicates
some deceleration of the fastest dynamical process. This is likely due to the
presence of large amounts of crystalline water.
8.2.2 Stimulated echoes of PGME mixtures
After having established the dynamical behavior at high temperatures, the low
temperature dynamics are investigated using the STE experiment. To begin
with the behavior of PGME-water mixtures in the bulk is investigated. There-
after, it is turned to the confined PGME- and DiPGME-water solutions. All ex-
periments are carried out with delay times td after saturation chosen such that
the crystalline components are suppressed. In the confined samples where two
relaxation processes are present, it is additionally discriminated between fully
and partially relaxed (FR and PR) measurement such that the SLR relaxations
(f) and (s) or mainly the (f) relaxation are observed, see also the definition
eq. (5.2).
STE of bulk PGME mixtures
Temperature-dependent STE measurements of spin alignment (sa) order for
sample W40b are shown in figure 8.11 (a) for an evolution time of tp = 3 µs.
At 186 K the dynamics enter the time window of the method. A fit at this
temperature is rather ambiguous: to do so the stretching parameter β was
fixed to a value between 0.3 and 0.4. Those limits are determined by the double
logarithmic representation show in panel (b). There, the data are given in the
form
y =− ln1− Fsa2 (tm) . (8.2)
In this representation, the parameter β is given by the slope of the curves.
Deviations from a straight line are caused by the influence of a finite plateau
164
Figure 8.11.: (a) STE correlation function (spin alignment) in W40b at several
temperatures for evolution times tp = 3µs. (b) Same data as in (a) rescaled on
the x-axis by a factor c(T) to agree at 1 s in the linearized representation, see eq.
(8.2). Inset: inverse scaling parameter 1/c over temperature.
and SLR. As can be seen by the calculated model cases β = 0.3 and β = 0.4,
the stretching parameter is within those limits for all measurements. Note that
in (b), all curves have been rescaled on the time axis by a factor c given in the
inset. Similar procedures have been used in the case of the confined PGME to
determine limits for the stretching parameter.
Panel (a) of figure 8.11 shows some qualitatively different features of the corre-
lation decays Fsa2 at high and low temperatures. Above ca. 171 K the curves shift
fast with decreasing temperature and show some pronounced residual plateau.
Below this temperature, the shift with temperature variation slows down and
the plateau is absent. A behavior similar to that for W40b is observed for sample
W80b. All measured data sets are fitted using eq. (3.56). The temperature de-
pendence of the correlation times will be discussed in section 8.2.3. Here, it is
focused on the information about the motional process obtained from the evo-
lution time dependence. In figure 8.12 (a) and (b) exemplary evolution-time
dependent measurements are shown. In the figure the influence of SLR has
been eliminated by dividing by SLR relaxation TQ1 . The latter was determined
by fixing TQ1 in the limits 2/3T1 ≤ TQ1 ≤ 5/3T1 given in [164] and simultane-
ously fitting of the decays curves for all tp times at a given temperature. The
fitted correlation times τ(tp) are shown in panel (c). For better comparison, the
correlation times are normalized to the value at 3 µs. At highest temperatures,
the values τ(tp) exhibit only a weak dependence on the evolution time tp. When
temperature is decreased, a decay of τ with evolution time can be observed. A
constant behavior of τ(tp) is expected in the case of a motional process with
large angular amplitude [38]. In contrast, a decay of τ(tp) is expected when
the mean rotation angle becomes small, see eq. (3.65). For comparison the ex-
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Figure 8.12.: STE decay curves from (a) W40b at T = 181 K and (b) W80b at
154 K, for several evolution times tp. Solid lines are fits with eq. (3.56). (c)
Correlation time τ(tp) normalized to tp = 3µs. (d) Residual correlation F∞ and
RJ simulation. Symbols in (c) and (d) are equal, circles correspond to W40b and
squares to W80b. Lines are expectation from RW simulations, dashed for the
IRJ model, dotted for an isotropic 10° jump motion. In (d) expectations of a IRJ
are shown for sa (black) and ze (blue) experiments.
pectations for an isotropic random jump and a 10° jump motion are included in
the figure, as calculated from RW simulations.
Using the sa STE experiment, the residual plateau F∞(tp) can be determined
reliably only at temperatures T ≥ 180 K. Below, the Zeeman (ze) STE experi-
ment was utilized to obtain the F∞(tp) values, since the SLR time constants can
be measured individually in this case. The results are shown in panel (d). The
determined values F∞(tp) conform to the expectation of an isotropic jump at all
temperatures. Note that the tp values given here are set values, the real values
can be up to 2 µs longer due to a finite pulse length, see [257] for details.
The change in the evolution time dependence of the correlation times τ(tp)
towards lower temperatures indicates a change in the observed motional pro-
cess. If the structural relaxation is observed at higher temperatures and a sec-
ondary relaxation starts to dominate the dynamics at lower temperatures [38],
a change of τ(tp) is observed, where the angle amplitudes decrease upon cool-
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Figure 8.13.: Comparison of the STE decays of bulk (circles) and confined
(squares) PGME-water mixtures (a) W40 and (b) W80. Solid lines are fits with
eq. (3.56).
ing. Additionally, even at low temperatures no anisotropy in the relaxation
process is observed. This is in contrast to the behavior obtained for bulk water
in confinement, see section 5.3. The observations suggest that the dynami-
cal mechanism of the water molecules is alter by the presence of the alcohol
molecules and possibly by the ice nuclei. A similar small angular jump was
found in the bulk PG-water mixture [124] at low temperatures, where water
and alcohol were found to perform a common motion. The change of the corre-
lation time dependence towards higher temperatures may indicate a decoupling
of dynamics of both molecular species. Literature indicates that the low tem-
perature process is the secondary w-relaxation [124, 134]. If so, it is not clear
why it shows no visible anisotropy, as would be expected for a faster secondary
process, especially since DS detects a slower structural relaxation [134].
STE in confined PGME mixtures
The SLR experiments have revealed altered dynamics of the PGME-water mix-
tures confined in MCM-41 pores of d = 2.8 nm in comparison to the bulk liquids,
i.e. an additional intermediate process is found in confinement. Here, the STE
experiment is employed to investigate the behavior at low temperatures. In FR
STE experiments the second process (s) only contributes a static signal contri-
bution to the STE experiments, see e.g. figure 8.14 (b). Therefore, here it is
focused on the PR experiment where the (s) relaxation is not allowed to build
up after saturation, compare with eq. (5.2).
Figure 8.13 shows a direct comparison of bulk and confined liquids for the
lowest and highest water concentration W40c and W80c respectively. At T =
166 K, the W40c sample exhibits substantially faster dynamics than the bulk
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Figure 8.14.: (a) Correlation times τm (squares) and τ50 (circles) obtained from
the PGME-water mixtures W40b, W80b, W40c, and W80c. Solid lines are Ar-
rhenius fits to τm. The cross is obtained from W80c, see panel (b). In (b) the
STE decay of W80c at 188 K is shown. Solid black line is the fit using eq. 3.56,
solid turquoise line is the fit of the decay curve divided by the SLR. Inset: SLR
measurement at T = 188 K, dashed lines indicate the (f) and (s) relaxation.
sample W40b, while the shape of both curves is alike. In contrast to this, the
W80c sample shows a decay on the same time scale as W80b, but the decay
curve of the confined sample is much more stretched than that of the bulk
liquid. The W80c decay curve at 164 K is similar to the decay in W40c at T
=166 K. At lower temperatures, T ≈ 156 K the results become more similar in
all cases: The confined samples well agree with each other.
The varying shape of the correlation decays renders a straightforward compari-
son of the corresponding correlation time constants sophisticated. Two different
definitions of the characteristic time τ are used to test the influence of the dif-
ferent shapes. In addition to the usual definition of τm, see eq. (2.16), figure
8.14 (a) shows the correlation times τ50. The latter times are obtained from de-
termining the time where the correlation function has decayed to Fxx2 (tm) = 0.5.
The figure reveals that both definitions result in similar correlation times. In
the case of W40b the time constants differ by a factor of four. Both time con-
stants, τ50 and τm, show a similar temperature dependence for all samples. The
figure also shows that all time constants become similar at temperatures T ≈
155 K. Whether the samples exhibit similar temperature dependence below this
temperature cannot be determined due to an interference of SLR. The temper-
ature dependence of all samples can be described using an Arrhenius law. This
is shown in the figure for the τm values. The resulting fit values are listed in
table 8.4. It can be observed that a higher water concentration in the samples
leads to a higher activation energy Ea. In addition, the confined samples exhibit
higher values of Ea than the corresponding bulk solutions.
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Table 8.4.: Parameters obtained from fitting the STE correlation times τm of the
PGME-water mixtures with an ARR law.
Sample τ0 / s Ea / eV T(τm = 100s) / K
W40b 1.9 · 10−23 0.66 135.3
W80b 3.6 · 10−31 0.89 138.3
W40c 5.3 · 10−33 0.95 140.3
W80c 6.2 · 10−40 1.16 141.7
In sample W80c the STE decay at T = 188 K exhibits a behavior deviating from
all other measurements. The data of the FR measurement are shown in figure
8.14 (b). The resulting time constant is shown in panel (a). It exhibits a slower
decay than the measurements at lower temperatures. To clarify the origin of this
different behavior, the amplitudes in the SLR can be taken into account. The
corresponding SLR measurement is shown in the inset of panel (b). Here, the
(f) relaxation has a total amplitude of 79 units, the (s) component an amplitude
of 120 units, corresponding to 40 % and 60 % of the total signal, respectively.
In the STE experiment the (i) relaxation is suppressed and can be disregarded.
When the SLR (f) relaxation is faster than the STE timescale, as suggested by
SLR, see table 8.2, it is expected to result in an static background of up to
40 % in the STE experiment4. The observed decay shows a residual plateau
of 39 %, affirming that this is the case. The observed STE decay is that of
the slow (s) relaxation. It was only observed at this temperatures, while at
lower temperatures, PR experiments have been carried out such that mainly
the faster (f) relaxation is observed. Hence, this particular measurement gives
a single time constant for the process connected to the slow SLR component.
The dynamics of the bulk PGME-water mixtures is dominated by an isotopic
large angle jump at higher temperatures. With lowering the temperature, the
mean jump angle was found to be reduced, while the isotropy of the motion
is preserved. Since dynamics are faster in the confined samples, no reliable in-
formation on the mechanism of motion in the temperature regime T > 170 K
can be obtained. The evolution time dependence at lower temperatures is de-
picted in figure 8.15. Panel (a) shows the dependence of the correlation times
τm on tp. A decay by about one order of magnitude is found when increasing
the evolution time. This again indicates a small angular jump amplitude, e.g.
of φ ≤ 7° at T = 156 K, estimated from eq. (3.65). The correlation times are
in good agreement with the bulk samples, as indicated by the measurement of
W80b shown in figure 8.15. This also suggests a similar angular amplitude of
the motion in all samples.
4 The complete background is observed only in the ze order experiment, in sa order it con-
tributes to only partly to the signal.
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Figure 8.15.: (a) Logarithmic mean correlation times of sample W40c obtained
from the STE experiments (sa: circles; ze: squares). Green diamonds are ob-
tained from sample W80b at T = 157 K. (b) Residual plateau Fxx∞ of ze order
(squares) and sa order (circles) STE experiments on sample W40c (diamonds:
W80c). Dashed line is the expectation for an isotropic reorientation of ze order.
Panel (b) of figure 8.15 reveals some differences between bulk and confined
samples. While the bulk liquids exhibit a more or less isotropic motion, the
confined samples show tendencies of an anisotropic motion for the tempera-
tures at which the plateau value F∞(tp) can be determined. The plateau is
increased in W40c. W80c exhibits a residual correlation indicative of substan-
tial anistropy.
Confined DiPGME-water mixtures
Turning to the dimer DiPGME samples, the behavior of the STEs becomes even
more interesting. In SLR it was shown that the crystalline (i) component is
rather strong and overlaps with the (s) relaxation component in W45c and
W75c. Due to this interference it is focused on the lowest water concentration
W15c. There, the (f) and (s) relaxation can be well distinguished.
Figure 8.16 (a) shows a FR and a PR sa order STE measurement at T = 182 K.
As found in the PGME-water samples, the (s) component only contributes a
static background to the overall signal in the FR measurement. From the SLR
measurement shown in the inset a total STE signal of
Fsa2 =
3
8
M∞ ≈ 1700
is expected, c.f. eq. (3.51). The observed signal is only 70 % of this value.,
suggesting that a significant part of the magnetization decays in a process that is
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Figure 8.16.: (a) Partial (red) and fully (blue) relaxed sa STE at T = 182 K in
DiPGME W15c (tp = 3µs). Orange circles: vertically shifted PR measurement.
Solid lines are fits with eq. 3.56. Inset: corresponding SLR measurement. Lines
mark the td times at which the STE curves are measured. (b) and (c) evolution
time dependence of fit parameters τ(tp) and F∞(tp) at T = 182 K. Solid line: RW
simulated expectation of an isotropic 15° jump.
faster than the time window of the STE experiment at this temperature. Further
calculations show that at the chosen delay td the (s) relaxation contributes 11 %
and 32 % to the total signal in PR and FR experiments, respectively.
The evolution time dependence of the correlation time and the residual corre-
lation are shown in panels (b) and (c). The correlation times exhibit a slight
decrease with tp corresponding to an jump angle of φ < 32°. An isotropic 15°
jump is shown for comparison. The residual correlation F∞(tp) in panel (c)
can be well approximated by an isotropic reorientation model that is shifted
by a constant offset of 11 % in the PR experiments and 30 % in the FR case.
This offset is due to the contribution of the SLR (s) relaxation. The STE decay
is dominated by an isotropic relaxation process at 182 K. This is possibly the
structural relaxation, which partly comprises the SLR (f) relaxation.
At lower temperatures evaluation of the STE experiments becomes more com-
plicated, as can be seen in figure 8.17 (a). The shape of the low temperature
decay curves at short mixing time tm suggests, that an additional process is ob-
served in the measurements. Rather than fitting two exponential decays to the
data, the results obtained by our collaborators in the group of J. Swenson by
DS are used to analyze the decays [258]. In DS three relaxations process Pj (j
= I, II, III) were found. The fitting procedure is discussed in the following for
the data set at 172 K, see figure 8.17 (b). At this temperature, a FR ze order
STE was performed, as well as FR and PR sa order for several evolution times.
Using a single relaxation the data sets can not be fitted satisfactory. Therefore,
the data were interpolated by three exponential relaxations in the form
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Figure 8.17.: STE decays in DiPGME W15c: (a) Temperature dependent sa order.
(b) 172 K: FR ze order (circle) and PR ze (squares) and sa (diamonds) order STE
at tp = 3µs. Black lines are fits using eq. 3.56, red lines are fits using results
obtained by DS, see text.
Fxx2 (tm) =ψf(tm)

PI(tm) + PII(tm)

+ dψs(tm) (8.3)
In the equation, the relaxations ψf and ψf are the (f) and the (s) relaxation
obtained by SLR. Thus, it is assumed, that the fastest (I) and the intermediate
process (II) found in DS are observable in the STE experiment and relax with
the fast (f) relaxation. Even though this is unexpected, the analysis above,
see figure 8.16, suggests that the (s) relaxation is only attributable to a static
background. Therefore, only the slowest dielectric process (III) is assumed to
be affected by the (s) relaxation. PIII is very slow and modeled by a static
contribution d. The fitting was performed using different approaches:
1. The time constants of the processes have been fixed at the values obtained
in DS. The free fit parameters are the stretching parameters βj and the
relative weights of the processes. The resulting contributions are plotted
in figure 8.18 (a).
2. In the second approach the correlation times of process PI and PII are left
free and fitted. The relative contribution from this ansatz are shown in
8.18 (b) the fitted correlation times in figure 8.19.
3. As for the PG sample, the Williams-Watts ansatz eq. (8.1) was tested. It
proved to be numerically unstable and was disregarded.
4. The more intuitive interpolation
Fxx2 (tm) =ψf(tm)PI(tm) +ψs(tm)

PII(tm) + d

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Figure 8.18.: Relative contributions of the DS processes PI (red), PII (blue) and
static background (green) for FR ze order (circle) and PR ze (squares) and sa
(diamonds) order STE on DiPGME W15c at 172 K. (a) Correlation times fixed at
the DS values (b) correlation times free.
was used. The general features of the fit results are unchanged, but the
static background is reduced , while mainly intensity of PII is increased.
This ansatz is not discussed further.
Even though the results vary somewhat between the two approaches 1. and
2. both share some common features. Both panels, 8.18 (a) and (b), reveal,
that the static background is about 10 % in the PR and about 30 % in the FR
measurement, in agreement with the discussion for T = 182 K. It is due to
the molecular species that gives rise to the (s) relaxation in SLR. It is possibly
connected to process PIII in DS. In both fitting approaches, the weight of the
faster process PI increases compared to PII. The reason for this behavior is
unclear. Possibly it is due to different motional mechanisms of the processes
and therefore, a different evolution time dependence.
The correlation times obtained from ansatz 2 are plotted in figure 8.19. There,
it becomes clear that the time constants of the faster process PI are approxi-
mately constant and about a factor 8 slower than the ones obtained from DS.
The slower process PII exhibits correlation times that decrease with increased
tp by a factor of ten. At evolution times tp > 20 µs it well agrees with the time
constants from DS. The features of this slower process are similar to the process
measured at 182 K.
In summary the findings for DiPGME agree well with the data obtained from DS
[258]. The measured STE can be described by two dynamical processes, likely
the α-process and the secondary w-relaxation as found in DS. Both relaxations
stem from molecules giving rise to the faster SLR (f) relaxation, while the slower
component (s) is static in all STE measurements. The latter finding affirms
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Figure 8.19.: Correlation times obtained from DiPGME-water W15c at T = 172 K
for the process Pf (red) and Ps (blue). Colored lines indicate the time constants
obtained from DS.
that the (s) component stems from a solid like species. The process called PII
exhibits a small angular amplitude and is isotropic at 182 K. It is compatible to
an isotropic reorientation with an average jump angle of 15°. The faster process
PI shows indications of large angular amplitude. The isotropy of this process
can not be determined in the present study. The third DS process, PIII, is static
in all experiments and is possibly connected to the motional process responsible
for the SLR (s) relaxation.
8.2.3 Discussion of the results
The discussion starts with the mean logarithmic correlation times τm. They
have been calculated from SLR using the CD spectral density in the BPP ansatz,
as motivated by the findings of DS [258]. Additionally, the correlation time
from the LSA has been included together with those obtained from STE experi-
ment in the last section.
In the case of the bulk PGME mixtures the interpretation of the correlation times
shown in figure 8.20 (a) is straightforward. Starting at high temperatures the
data follow a fragile temperature dependence that can be described by the VFT
equation eq. (2.4). The resulting fit parameters are listed in table 8.5. The fit
implies a glass transition temperature of Tg ≈ 162 K for the W40b sample, which
agrees well with that found in DSC measurements on the same mixture [130].
At ca. 180 K the time constants obtained from the STE experiment deviate from
the VFT behavior. Here, the observed dynamics are dominated by the secondary
w-relaxation.
The figure also shows the results obtained from DS on the same bulk mixture
[130]. The paper only gives the peak correlation times, which in case of the w-
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Figure 8.20.: Correlation times τm of PGME-water mixtures obtained by 2H NMR
methods: (a) bulk mixtures W40b and W80b. Black solid line is a VFT fit to the
2H NMR data above 180 K, see eq. (2.4). Black dashed line is an ARR fit to
the STE data of W40b, see table 8.4. Dark blue lines are DS data [130] of the
α-process (solid) and the w-process (dashed). (b) confined mixtures W40c and
W80c. The turquoise cross is the correlation time obtained from the FR STE at
188 K. Black line is a VFT fit, to the 2H NMR data, turquoise lines are α-process
(solid) and w-process (dashed) in d = 2.1 nm confinement [143]. Black pluses
are bulk PGME behavior and black crosses are a PGME W40 mixture confined
to Clay [86].
process are compatible with the τm reported here, since a CC function was used
in DS. Larger deviations are expected for the α-process, since it is of a HN-like
shape. At lower temperatures the correlation times of the STE well agree with
those measured for the secondary process in DS. Presumably, the NMR data
would follow the temperature dependence of the w-process on lowering tem-
perature, if SLR would not prevent measurements below 154 K. Basically no
anisotropy was measured at any temperature in the STE experiments. This in-
dicates that the correlation is mostly lost on the STE time scale and thus, nearly
all molecules take part in the motional process down to the lowest measured
temperatures. Some residual correlation must be left over by the w-process,
since the DS experiments detect the α-process at temperatures where the w-
process is present. Even though the STE experiments do not detect the residual
correlation it can be more pronounced in DS experiments due to the difference
in the measured correlation functions in both methods. Similar results were
found for bulk PG-water mixtures of alike water concentrations [124].
Sample W80b shows a behavior very similar to that of W40b, see in the figure
8.20 (a). Under the assumption that the shape of the distribution of correlation
times G

log(τ)

is similar in both samples, it is found that the SLR time con-
stants around the 〈T1,f〉 minimum are identical at all concentrations. At higher
temperatures, the dynamics in W80b are faster due to the larger amount of
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Table 8.5.: Parameters obtained from fitting the PGME-water mixtures W40b
and W40c using a VFT law eq. (2.4).
Sample τ0 /s B TVFT / K m Tg / K
W40b 9.5 · 10−15 1070.6 132.8 47.9 161.9
W40c 2.9 · 10−15 1554.2 102.6 34.6 143.4
water, again if G

log(τ)

is unchanged in the unfrozen sample. At lower tem-
peratures, the higher water concentrations seem to be slightly faster, as can e.g.
be observed in the STE. This is likely due to the residual water content in the
liquid, see table 4.4. The idea that the crystallization has negligible effects on
G

log(τ)

can be understood either by formation of a single large ice crystal,
or several smaller nuclei which are well separated from each other.
The situation is different in the case of the confined PGME-water mixtures. The
respective mean logarithmic correlation times are shown in panel (b) of figure
8.20. Focusing on the W40c first, the time constant obtained by the different 2H
NMR methods can be described by a single VFT law over the whole temperature
range. Comparing to the results obtained in a smaller MCM-41 confinement of
d = 2.1 nm [143], a clear difference can be observed 5. The dielectric w-process
shows a rather different temperature dependence than the observed NMR pro-
cess. A better agreement is achieved when the 2H NMR data is compared to
either a W40 PGME-water mixture confined to vermiculite clay (W40C) [86]
or bulk PGME (W0, without confinement) [143], both data are shown in the
figure. The agreement with the bulk W0 PGME is strikingly good. The W80c
mixture shows a very similar behavior as the W40c mixture, thus likely the same
dynamics are observed. Taking into account the STE measurement in W80c at
188 K the following scenarios may explain the findings:
In the larger MCM-41 pores used in the present study, phase segregation occurs
introduced by the confinement. Since the water is freezing, it is likely to do
so in the pore center, pushing the alcohol molecules towards the surface, as
was e.g. found in MD simulations of ethanol-water mixtures [255]. Thus, at
lower temperatures, the alcohol molecules are sandwiched between the MCM-
41 walls and the ice core of the pore, as sketched for PG in figure 8.5 (a).
Then the observed dynamics corresponding to the SLR (f) relaxation below the
freezing temperature is mainly due to PGME molecules. This is assisted by
the temperature evolution of the SLR amplitude below the T2-hole, compare
figure 8.8. The slow SLR (s) relaxation is related to either to still liquid wa-
ter molecules or to some α-process-like relaxation. A large amount of water
molecules freezes in the crystallization event at high temperatures. The reduc-
5 Note that in the case of confined PGME-water mixtures the shape parameters of the HN
functions are reported and thus here the time constants τm have been calculated.
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tion factor R (figure 8.8) suggests, that upon lowering temperature more water
molecules cluster to the existing nuclei, reducing the concentration of water in
the residual liquid and thereby the observable signal in the temperature range
around the 〈T1〉 minimum. At lowest temperatures where STE experiments can
be employed, the dynamics are dominated by the PGME molecules. Since a
single VFT is able to describe the dynamics, this demixing must happen already
at room temperature.
The situation is different in the even smaller confinement in [143]. It seems
likely that a similar demixing as in the larger pores occurs in this confinement.
Assuming a PGME layer with at least 0.3 nm thickness at the walls and an addi-
tional unfrozen water layer with equal thickness to be present [259], the 2.1 nm
MCM-41 pores could house a crystal of three molecules of water across. Due
to this limited size, it is possible that crystallization is completely suppressed
here. The residual water could explain why the DS correlation times of the
w-process do resemble the universal water process. The present results cannot
conclusively proof this model, making further inquiries necessary. Opposing
this interpretation is the question why the PGME molecules relax bulk like. If
they are in close vicinity to the confinement interface, a severe deceleration of
their dynamics is expected [89]. A potential resolution of this question may
be the fact that 2H NMR observes the dynamics of the deuterated OH groups
only, which are maybe less restricted than the whole PGME molecules. Then
the resemblance to bulk PGME dynamics would be a coincidence.
Dynamics of DiPGME
The data measured in the DiPGME-water mixtures are interpreted in light of the
idea proposed in the previous section. They will be compared to unpublished
dielectric data in identical systems, kindly provided by the group of J. Swen-
son, Gothenburg [258]. Three relaxation processes have been identified at all
water concentrations in the DS experiments. Figure 8.21 shows the three pro-
cesses exemplary for the concentration W15. They are very similar for all other
concentrations, already indicating phase separation. Again, the mean logarith-
mic correlation times τm are displayed. Note that the designated w-process is
basically identical to the fastest dielectric process in the confined PGME-water
mixture, see figure 8.20 (b).
The figure shows the 2H NMR data obtained in this work. At highest tempera-
tures above crystallization, a strong concentration dependence can be observed
in these systems, owing to the vastly different number of water molecules in
the three samples. Again, if it is assumed that G

log(τ)

does not change
upon crystallization the highest water concentration W75c exhibits the fastest
dynamics, comparable to those of liquid water, while the lowest concentration
W15c shows correlation times that are about one order of magnitude slower.
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Figure 8.21.: Mean logarithmic correlation times τm obtained from DiPGME-
water mixtures. Diamonds are values obtained by the STE experiment: filled by
fitting a single exponential, empty by utilizing the WWA ansatz. Additionally
shown: data from a QENS study [204] (triangles), and from DS [258] as orange
lines: α-process (solid), w-process (dashed), ice process (dotted). Purple crosses
are ice data from [260]. Turquoise solid line: PGME-water α-process from [143].
Black pluses: bulk D2O .
The latter time constants are in good agreement with a QENS study at 280 K on
this system [204]. At variance to the present results, that investigation found
a deceleration of water dynamics upon increasing water content. This was in-
terpreted as imperfect mixing: at low water concentrations, water and DiPGME
molecules do not mix and exhibit individual dynamics. Only at higher water
concentrations the liquids mix and the water bridges between several DiPGME
molecules, forming larger and thereby slower molecular entities. Whether this
discrepancy between QENS and 2H NMR can be resolved by assuming a differ-
ent distribution G

log(τ)

above and below crystallization must be clarified.
Below the freezing temperatures, all studied samples begin to show similar dy-
namics. While the correlation times obtained from W15c, where crystallization
does not occur, follow a continuous temperature behavior, the higher concentra-
tions show an altered temperature dependence. The τm values of W45c curve
onto the W15c samples, W75c exhibits a discontinuous jump and an altered
slope. All three samples well agree at ca. 235 K. The LSA also well agrees in
case of W45c and W15c, while in W75c the SE signal minimum occurs at higher
temperatures. This is likely due to the (s) relaxation that cannot be resolved
in the W75 case. Thus the signal minimum is determined from the combined
(f+s) signal shifting it to higher temperatures. In addition, the position of the
SLR T1 minimum indicates a slowdown in W75c.
Compared to the dielectric α-process, the process measured in SLR is about
a factor of 3 faster. Such difference is expected for isotropic rotational diffu-
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sion [38], compatible with the finding of small-angle rotational jump in the
STE experiments discussed in section 8.2.2, c.f. figures 8.16 and 8.19. The
trend is continued by the STE time constants: at 183 K only one process is ob-
served, resulting in a value of correlation time that well agree with DS and
also the fitted value at 177 K agrees with the α-process. Additionally, it was dis-
cussed in section 8.2.2, that all STE experiments can be described using the two
faster dielectric processes. At 163 K and 168 K only the fastest process was nec-
essary to describe the STE decay, since the slower one has moved out of the STE
time window, similarly at 182 K the faster process has not yet entered the time
window of the STE. The time constants obtained by fitting those temperatures
with eq. (3.56) are shown in the figure. They are close to the time constant
measured in DS affirming, that 2H NMR and DS measure both, the α-process
and the w-process. In addition the STE experiments at 172 K and 177 K have
been evaluated using the WWA ansatz eq. (8.1). The results are shown in figure
8.21. They well agree the other data.
The measurement at 163 K exhibited approximately constant values of τm(tp)
with varying evolution time (not shown), assisting the finding from section
8.2.2 that the dynamics underlying the w-process involves large angular re-
orientation. In addition, a residual plateau of at least 45 % is found. Since
the W15c mixture comprises 28 % of deuterons bound to the DiPGME this fact
shows that the low temperature process must involve the reorientation of wa-
ter molecules. Comparison with ice relaxation data [260] shows that the third
process in DS is due to crystalline ice. The time constants are compatible with
those of the SLR (i) relaxation, when the latter is used together with the shape
parameters given by DS to calculated correlation times.
It can be concluded that, the dynamics in the DiPGME mixtures are different in
nature compared to the monomer mixture. In the monomer case, the findings
can be explained by a full decoupling of the dynamics of water and alcohol.
In case of the dimer the confined mixtures exhibit coupled dynamics: causing
an acceleration of the observed α-process, and an additional w-process. In
the PGME mixture the observed dielectric α-process, is likely due to few water
molecules in severe confinement, while in DiPGME mixtures it is the combined
relaxation of water and alcohol. The w-process is only present when water
and alcohol molecules are intermixed or when unfrozen water molecules exist,
as in the pure water systems. In the phase separated PGME-water mixtures
no such process is observed in the present study. A possible reason for the
different behavior of PGME and DiPGME mixtures is the length of the molecules
and the additional oxygen in DiPGME. The latter can form hydrogen bonds
with water molecules. In combination with the longer, more flexible carbon
chain, this may prevent the DiPGME to cluster close to the wall. When the
DiPGME molecules loom into the pore center they frustrate the formation of
179
stable water nuclei. It is interesting to note, that DS and 2H NMR agree well
in the case of DiPGME, but show rather different results in PGME mixed with
water. A plausible reason for the latter case is the different confinement size
that prevents the full demixing of water and alcohol in case of the PGME-water
mixtures.
8.3 Summary
In this chapter the molecular dynamics of alcohol-D2O mixtures in bulk and
confined to MCM-41 have been investigated. In the first part, propylene glycol
(PG) has been investigated. No considerable effects of the confinement on the
dynamics of this mixture have been observed. As was found before [75, 87,
88], the dynamics in confinement exhibit a broader distribution of correlation
time G

log(τ)

, but the relaxation mechanism seems to be unaltered. A very
slow phase transition process was observed, that is to the best of the authors
knowledge not yet reported in literature.
In the second part of this chapter, aqueous mixtures of PGME and DiPGME have
been investigated. In the bulk liquids, the α-process and the w-process observed
in DS have been identified. They well agree with the literature data. In the
confined PGME mixtures a different behavior has been observed. A model was
proposed to explain the findings by phase separation of the two liquids. In this
model, the alcohol clusters at the pore walls and the water in the pore center.
There, it forms a solid crystal, leaving only few liquid water molecules at its
surface. The observable relaxation then is the one of the PGME molecules at the
walls, which are rather uninfluenced and relax like bulk PGME. The question
why PGME is not decelerated by the confinement walls remains unanswered
and opposes the proposed phase separation.
In a similar MCM-41 confinement the dimer DiPGME was found to exhibit dif-
ferent dynamics from its monomer. As the bulk liquids, again an α-process and
a w-process are identified. They well agree with the findings of DS. In all but
one confined PGME samples crystallization has been observed. In the confined
samples the water crystallized even at concentrations for which freezing is not
observed in the bulk. This suggests that the different interactions of water and
PGME with MCM-41 promote phase separation, which in all cases cause wa-
ter to freeze. This shows the necessity to properly chose the confinement in
order to achieve or prevent phase segregation. Studies of aqueous mixtures
in functionalized confinement are necessary to establish the dependence of the
segregation process on the hydroaffinity.
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9 Conclusion
In this thesis, the dynamical behaviors of water and aqueous mixtures in bulk
and confined in MCM-41 were characterized by several 2H NMR techniques.
For confined water, the pore size dependence of the temperature behavior was
determined. At higher temperatures, a single dynamical process was found.
This process is slowed down when the water becomes less bulk-like, i.e. it is
slowed down in smaller pores. At 225 K a dynamic crossover was observed
and the temperature dependence of the correlation times was found to be al-
tered from the high temperature behavior. In other studies, this crossover was
observed much more pronounced and was interpreted as the fragile-to-strong
transition of water [9,60] predicted by the second critical point hypothesis [4].
In this work, it was shown that the transition is accompanied by the emergence
of a second dynamical species of water molecules. This species was identified to
be a solid-like component. It forms for all studied confinement sizes, in contrast
to the general assumption that water in very small confinements d ® 2.1 nm is
liquid at all temperatures [74]. The appearance of the second species suggests
that the apparent FST observed in [9] is due to solidification of water in the
center of the confinement rather than to a liquid-liquid phase transition.
Those findings inspired the proposal of a new model interpretation of water
behavior in hard confinement. This model postulates the high temperature dy-
namics of water to be strongly dependent on the system under investigation. It
shows faster and more fragile motion when more water is present, becoming
more bulk-like. When the second dynamical species forms and the water in the
pore center solidifies, possibly into a nano-crystalline phase [220], it gives rise
to a solid-like relaxation component. The residual liquid water is sandwiched
between the silica walls and the solid water species and the dynamical process
of the liquid species is monitored at temperatures below ca. 225 K. The experi-
ments at low temperatures show that the observed process exhibits all signs of
a secondary β-process, which shows indications for a glass transition of the sys-
tem at ca. 185 K. The corresponding structural α-process of the interface layer,
if existent, is not directly but indirectly observable in the present measurements.
To characterize the influence of different surfaces on the confined water, a
MCM-41 sample with functionalized surface was investigated. The modifica-
tion has no effect on the overall time scale of the dynamics of the liquid water
species. A spectral analysis indicates suppression of motional averaging in the
surface layer, possibly due to spatial hindrance of water translation by the func-
tionalization.
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In contrast to water, the investigation of glycerol in MCM-41 confinement re-
vealed no strong alterations of the dynamics. The main effects are a broadening
of the correlation time distributions, likely due to increased heterogeneity. Ad-
ditionally, the dynamics are somewhat accelerated with decreasing confinement
size. It was not clarified whether this is a confinement effect or is due to residual
water in the MCM-41 pores. This question should be addressed in subsequent
studies. The results suggest, that the strong effects of confinement on the wa-
ter behavior are a feature of water and the specific guest-host interactions with
the confinement material rather than a general effect of confined supercooled
liquids.
In conclusion, the results in this thesis show that it is not possible to interpret
the dynamics measured in MCM-41 confinement as those of bulk water. At
confinement sizes, where crystallization is suppressed, the effects of the con-
finement are severe and the bulk properties of water are strongly altered. The
investigated systems can help to gain understanding on the properties of inter-
facial water, which itself is of enormous interest. The existence of a FST in bulk
water cannot be clarified in this study. Therefore, no statement on the possi-
ble LLPT can be given. The results insinuate that it is not possible to observe
bulk water dynamics at low temperatures, since water solidifies as soon as it
becomes too bulk-like.
To further investigate the properties of interfacial water, a new method was pro-
posed to determine whether an α-process of the interface layer of water exists
and to measure its temperature dependence. The method monitors the tem-
perature at which ergodicity is broken in dependence on the external magnetic
field. First measurements have shown promising results, but are not reliable
enough to verify the new method.
In addition to water in confinement, the dynamics of aqueous mixtures in bulk
and confinement were investigated. The study of those mixtures aims at a better
understanding of the phase behavior of such mixtures as well as the possibility
of extrapolation of the findings towards the dynamics of water and biologically
relevant molecules. In this thesis, first measurements were performed to char-
acterize the concentration dependence and the effect of increasing molecular
weights of the solvent in aqueous mixtures. Measurements of the bulk liquids
are able to reproduce the findings of literature and thus support the interpreta-
tions given there. The present studies increase the studied temperature range
significantly and give a characterization of the motional mechanisms in the low
temperature domain. A very slow phase transition process in PG-water mix-
tures was identified, that has not been reported so far. Its effect on the studies
on this mixture must be determined. The present measurements suggest that
even though crystallization occurs at high water content in the bulk mixtures,
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the formed ice crystals have no major effect on the dynamics besides a reduced
water content. In all cases, the universal features of the low temperature water
process are not affected.
In the confined aqueous mixtures, the measurements show the importance of
the interaction between the liquid constituents. The structurally similar alco-
hols PG and PGME show very different behavior in mixture with water, due
to the different H-bonding capabilities of both cosolvents. The first mixture is
mostly unaffected by the confinement and the bulk behavior is preserved. In
contrast, the PGME-water mixture shows phase separation at all studied con-
centrations. In case of the monomer, the separation seems to cause all water
to crystallize in the pore center and only the alcohol motion is preserved. No
crystallization occurs in mixture with the dimer DiPGME. On the one hand,
those results demonstrate how important the proper choice of confinement is,
when the properties of the enclosed liquid are supposed to be investigated or
when controlled results are necessary, as for example in technological appli-
cations. On the other hand, the measurements show how subtle differences
even in simple molecules can change the overall behavior. An extrapolation to
biomolecules like proteins therefore requires great care and precise determina-
tion of the interaction. An extrapolation of the behavior of water from aqueous
mixtures can only be successful when water does not become too bulk-like. This
is not the case when water completely phase separates from the cosolvent.
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A Characterization of MCM-41
materials
The MCM-41 samples were characterized by BET and BJH methods on com-
merically available gas adsorption machines. Characterization was performed
by A. Gru¨enberg, M. Werner, and M. Brodrecht in the group of G. Buntkowsky
at Technische Universita¨t Darmstadt. The MCM-41 surface was estimated using
the multi-point BET method. The pore size and specific pore volume was de-
termined using the BHJ method of the desorption branch. The analysis gas was
nitrogen and data evaluation was performed with the Quantachrome NovaWin
and the Surfer Advanced Data Processing software. Detailed reports on sample
characterization are available in the Buntkowsky group. Examples for the char-
acterization of the MCM-41 used for sample P25 and P28 are shown in figures
A.1 and A.2, respectively.
Figure A.1.: BJH pore characteriszation for sample P25 using the Horvath and
Kawazoe method for micropores.
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Figure A.2.: BJH pore characteriszation for sample P28 using the desorption
branch.
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B Supplemental DSC measurements
Slow phase transition in PG-water mixtures
To show that the long term effect observed in the PG-water mixtures is a crys-
tallization effect, a DSC measurement was performed by T. Blochowicz. The
sample was cooled to 197 K and kept at this temperature for 20 h. Thereafter a
heating thermogram was measured at a heating rate of 10 K
min
. It is depicted in
figure B.1 and exhibits a pronounced melting peak at ca. 240 K.
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Figure B.1.: DSC heating curve after keeping sample PG W45b at 197 K for 20 h.
Bulk and confined PGME-D2O mixtures
Here, DSC measurements of the PGME-water mixtures W80 (figure B.2) and
W60 (figure B.3) are shown in bulk and in confinement. The measurements
were performed in the group of Stu¨hn at Technische Universita¨t Darmstadt by
T. Nickels. Shown are cooling and rates of 10 K
min
. In the W80 samples only
crystallization and melting of water are observed. The W60 samples show no
freezing on cooling, but a cold crystallization followed by a subsequent melting.
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Figure B.2.: DSC curve at a hating rate of 10 Kmin of the PGME-D2O mixtures
W80b (red) and W80c (green). Note, the different scales.
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Figure B.3.: DSC curve at a hating rate of 10 Kmin of the PGME-D2O mixtures
W60b (red) and W60c (green). Note, the different scales.
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C Details of NMR Experiments
This chapter briefly lists the used phase cycles in the various performed exper-
iments. A short description about the working principles will be given as well.
Note that all phase cycles make use of CYCLOPS, which is a fourfold repeti-
tion of all other steps, where every time all phases are shifted by 90◦. This
compensates for channel imbalance and DC offset.
Phase cycle in SE experiments
In all performed experiments using solid echo (SE) detection an eight fold phase
cycle is employed. It is listed in table C.1. The first pulse α and the second pulse
β are always phase shifted by 90◦ with respect to each other. As can be see in the
table, the phase of pulse β is flipped by 180◦ in every other step to compensated
leftover FID signal.
Table C.1.: Eight fold phase cycle used in SE experiments. Shown are the first
two cycles with 180◦ shift in pulse β . The three dots abbreviate the additional 6
CYLCOPS cycles.
step α = 90◦ β = 90◦ Receiver
1 +x +y -y
2 +x -y -y
...
Phase cycle in STE experiments
Tables C.2, C.3, and C.4 list the phase cycles used in STE experiments of ze
order and sa order. The cycle in tab. C.2 was used for Zeeman experiments
where only evolution times longer as the electronic dead time tp ¿ 10 µs were
measured. In all other cases, the four pulse experiments have been utilized with
the phase cycles in tab. C.2 and tab. C.2.
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Table C.2.: Eight fold phase cycle for ze order STE experiments.
step α = 90◦ β = 90◦ γ = 90◦ Receiver
1 x x x -x
2 x -x x x
3 y y x -x
4 y -y x x
5 -x -x x -x
6 -x x x x
7 -y -y x -x
8 -y y x x
Table C.3.: 16 step phase cycle in STE experiments of ze order.
step α = 90◦ β = 90◦ γ = 90◦ δ = 90◦ Receiver
1 x x x y -x
2 x -x x y x
3 -x -x x y -x
4 -x x x y x
5 y y x y -x
6 y -y x y x
7 -y -y x y -x
8 -y y x y x
9 x x x -y -x
10 x -x x -y x
11 -x -x x -y -x
12 -x x x -y x
13 y y x -y -x
14 y -y x -y x
15 -y -y x -y -x
16 -y y x -y x
190
Table C.4.: 16 step phase cycle in STE experiments of sa order.
step α = 90◦ β = 90◦ γ = 90◦ δ = 90◦ Receiver
1 x y y y -x
2 x -y y y x
3 -x -y y y -x
4 -x y y y x
5 y -x y y -x
6 y x y y x
7 -y x y y -x
8 -y -x y y x
9 x y y -y -x
10 x -y y -y x
11 -x -y y -y -x
12 -x y y -y x
13 y -x y -y -x
14 y x y -y x
15 -y x y -y -x
16 -y -x y -y x
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