Abstract We investigate the lagged correlation between a selection of geomagnetic indices and solar wind parameters for a complete solar cycle, from 2000 to 2011. We first discuss the mathematical assumptions required for such a correlation analysis. The solar wind parameters and geomagnetic indices have inherent timescales that smooth the variations of the correlation coefficients with time lag. Furthermore, the solar wind structure associated with corotating interaction regions and coronal mass ejections, and the compression regions ahead of them, strongly impacts the lagged correlation analysis results. This work shows that such bias must be taken into account in a correct interpretation of correlations. We then evidence that the magnetospheric response time to solar wind parameters involves multiple timescales. The simultaneous and quick response of the PC and AE indices to solar wind dynamic pressure with a delay of~5 min suggests that magnetospheric compression by solar wind can trigger substorm activity. We find that the PC and AE indices respond to interplanetary magnetic field (IMF) B Z with a response time of respectively~20 and~35 min. The response of the SYM-H index takes longer (~80 min) and is less sharp, SYM-H being statistically significantly correlated to the IMF B Z observed up to more than~10 h before. Our results suggest that the solar wind velocity's dominant impact on geomagnetic activity is caused by the compression regions at the interface of fast/slow solar wind regimes, which are very geo-effective as they are associated with high solar wind pressure and strong interplanetary magnetic field.
Introduction
The magnetosphere's interaction with the solar wind is important for many magnetospheric processes, as the solar wind is the primary source for the magnetospheric energy budget. The ratio between the kinetic energy flux and the Poynting flux of the solar wind is approximately 20 at the orbit of Earth (e.g., Koskinen & Tanskanen, 2002) . However, only a fraction of the available solar wind kinetic energy is needed to power the magnetospheric dynamics (Koskinen & Tanskanen, 2002) . The energy input into the magnetosphere depends on several factors, for example, the solar wind kinetic energy and the configuration of the interplanetary magnetic field (IMF). The magnetosphere responds to solar wind energy input in many ways, e.g., by releasing magnetic substorms and storms, but the responses are generally not instantaneous (Nakamura, 2006) . Geomagnetic storms refer to large-scale and intense magnetospheric disturbances leading to injection of an appreciable number of ions and electrons from the tail to the inner magnetosphere leading to a rapid growth of the ring current causing worldwide magnetic perturbations (e.g., Gonzalez et al., 1994) . Geomagnetic substorms correspond to transient processes of shorter duration associated with enhanced field-aligned currents and particle precipitation in the nightside auroral region (e.g., Rostoker et al., 1980) . To understand how the magnetosphere responds to the solar wind and to the IMF, it is important to identify how energy, momentum, and mass can enter into the magnetosphere and what timescales are involved. These include the inherent timescales of the solar wind and the IMF, the transit timescales for waves and plasma flows, and the timescales of the triggered magnetospheric processes. The magnetospheric response to the solar wind and the IMF is important for our modern society that is increasingly dependent on the space environment. Understanding the timescales at which the magnetosphere responds to the solar wind is important for space weather predictions, and the knowledge can be exploited by space situational awareness programs.
The magnetospheric response to solar wind variations can be probed with geomagnetic activity indices such as the polar cap index (PC), the auroral electrojet index (AE), and the disturbed storm time index (Dst). The PC index measures geomagnetic disturbances in the polar cap regions by using magnetometer readings from two stations (Thule in the north and Vostok in the south) (Troshichev & Andrezen, 1985;  MAGGIOLO ET AL. Troshichev et al., 1988) . This index is a proxy for the energy that enters into the magnetosphere due to solar wind-magnetosphere coupling (International Association of Geomagnetism and Aeronomy recommendation 2013). The auroral electrojet index (AE) is obtained from a network of stations in the latitude region that is typical of the northern hemisphere auroral zone (Davis & Sugiura, 1966) . It is designed to provide a global, quantitative measure of auroral zone magnetic activity produced by enhanced ionospheric currents flowing below and within the auroral oval. Excursions in the AE index from a nominal daily baseline are indicative of substorm activity. The time resolution of both PC and AE is 1 min. Note that the PC and AE indices are well correlated (e.g., Takalo & Timonen, 1998) . The best correlation between these two indices is found when the PC index precedes the AE index by 5-15 min (Vassiliadis et al., 1996) . The Dst index measures the changes in the ring current by using several ground-based magnetometers at equatorial latitudes (Sugiura, 1964) . Since the time resolution of Dst is low (1 h), the 1 min resolution SYM-H index is sometimes used instead of Dst (Li et al., 2011; Wanliss & Showalter, 2006) . Large negative variations of the Dst or SYM-H indices are indicative of geomagnetic storm occurrence. Solar wind energy, momentum, and mass are transferred to the magnetosphere mainly via magnetic reconnection processes at the dayside magnetopause (Paschmann et al., 1979) . However, there are also other ways in which solar wind energy, momentum, and mass can enter the magnetosphere, e.g., directly through the cusps (e.g., Kremser & Lundin, 1990) , via impulsive penetration of a plasma across the magnetopause (e.g., Gunell et al., 2012) , via diffusion at the magnetopause (e.g., Tsurutani & Thorne, 1982) , and during periods of northward IMF via the Kelvin-Helmoltz instability (e.g., Hasegawa et al., 2004) and high-latitude reconnection (e.g., Fuselier et al., 2000) . Magnetic reconnection is especially favorable for southward IMF conditions (see, e.g., Yamada et al., 2010) . The primary magnetospheric convection is expected to be controlled by dayside magnetopause reconnection combined with reconnection at a distant neutral line in the magnetotail, the so-called Dungey cycle (Dungey, 1961) . Field lines opened by dayside reconnection convect tailward, and magnetic energy is subsequently stored in the tail magnetic field, in particular, in the lobes. Stored energy can be explosively released during substorms when plasma and magnetic flux are ejected from a near-Earth neutral line toward Earth or into interplanetary space. As a consequence, auroral displays can be observed from the ground as the ionosphere is connected to auroral generators in the magnetotail via magnetic field-aligned currents (Haerendel, 2011) . Substorms are also associated with an enhancement of horizontal currents in the auroral ionosphere (the auroral electrojets) which results in an increase of the AE index value. Excursions in the AE index from a nominal daily baseline are called "magnetospheric substorms" and may have durations from tens of minutes to several hours. The typical AE index variation during a substorm consists of an increase of the index during a period of roughly 2 h (which includes the substorm growth phase and the expansion phase) followed by a decrease of the AE index typically during 2 h (which corresponds to the recovery phase of the substorm). A detailed discussion of the variations of the auroral indices during substorm phases can be found in Gjerloev et al. (2004) .
During geomagnetically active times when energy transfer from the solar wind/IMF into the magnetosphere is sufficiently intense and long lasting, the ring current is enhanced via energization and injections of plasma sheet particles from the tail toward the inner magnetosphere. Such perturbations leading to a significant intensification of the ring current are referred to as geomagnetic storm (e.g., Daglis et al., 1999) . Geomagnetic storms are associated with large negative excursions in the Dst and the SYM-H indices, a consequence of the magnetic field produced by the enhanced ring current. The main phase of a geomagnetic storm corresponds to a decrease of SYM-H indicative of an increase in the intensity of the ring current. The decrease of the ring current intensity is associated with an increase of SYM-H and is termed as the recovery phase. The main phase typically lasts 6-13 h, while the recovery phase may take much longer, typically tens of hours (see, e.g., Hutchinson et al., 2011; Yokoyama & Kamide (1997) ). Yokoyama and Kamide (1997) analyzed more than 300 geomagnetic storms and reported main phase durations ranging from~5 h to 14 h and recovery phase durations ranging from~16 to 56 h, respectively for weak storms and intense storms. Some magnetic storms are associated with a short interval of increased SYM-H before the storm main phase. This is called the initial phase and the increase of SYM-H the storm sudden commencement. It results from an intensification of the magnetopause current caused by a sudden compression of the dayside magnetosphere by increased solar wind dynamic pressure. The duration of an initial phase may vary from a couple of hours to 1 day (e.g., Hutchinson et al., 2011) , and its absolute magnitude is low compared to the magnitude of the storm main phase.
The magnetospheric response times to variations in the solar wind and IMF can vary from minutes to days, depending on what physical processes are involved in the Earth's magnetosphere. Some processes in the magnetosphere respond faster to solar wind energy input than others. For example, ultralow frequency (ULF) waves can be observed by ground-based magnetometers rather quickly after the magnetosphere has experienced a rapid compression due to a sudden increase in the solar wind pressure (e.g., Keiling & Takahashi, 2011) , reflecting the travel time of the compressional perturbation into the magnetosphere and the time to excite ULF resonances. The time delay between solar wind energy input (e.g., a southward turning of the IMF) and the release of energy in the magnetotail during a substorm is considerably longer, of the order of 30-60 min (e.g., Bargatze et al., 1999; Rostoker et al., 1972) . The time delay of effects caused by the dawn-dusk IMF component is under debate (e.g., Browett et al., 2016; Pitkänen et al., 2016; Tenfjord et al., 2015 , and references therein). The response time for geomagnetic storms is even longer since it takes a considerably long time to inject particles into the ring current region (e.g., Daglis et al., 1999) .
Geomagnetic activity indices have been used for a long time to study the delayed magnetospheric response times to solar wind and IMF variations. However, the response can also be seen in other magnetospheric signatures such as magnetospheric and ionospheric convection flows, plasma densities, and magnetospheric potential drops or electric fields. One of the earlier investigations of the time delay between solar wind variations and geomagnetic activity as measured by a geomagnetic index was conducted by Wilcox et al. (1967) . They studied the magnetospheric response as observed by the 3 h resolution planetary Kp index, and they concluded that the response occurs within the first 3 h. Meng et al. (1973) used data from the IMP-3 satellite to investigate the cross correlation between the southward IMF component and the AE index. They observed a peak correlation for a delayed response time of about 40 min. Bargatze et al. (1985) used solar wind velocity and magnetic field data from the IMP-8 satellite to study the time lag of the magnetospheric response as observed by the AL index. Based on a linear prediction filter technique, they argued that the magnetosphere experiences a loading-unloading cycle in response to solar wind variations, and they observed two different response times: a~20 min response time corresponding to magnetospheric processes directly driven by the solar wind activity, and a~60 min response time related to the unloading or release of stored energy in the magnetotail. Baker et al. (1981) also exploited data from the IMP-8 spacecraft to investigate the correlation between the AE index and several solar wind parameters and combinations of parameters. They argued that a combination of the solar wind velocity and the IMF correlates best with AE and that the time lag is~40 min. Gonzalez and Tsurutani (1987) studied the response of Dst to solar wind variations observed by the ISEE-3 satellite. Intense magnetic storms (Dst < À100 nT) were found to occur after large and negative southward IMF and lasting >5 h.
More recently, Newell and Liou (2011) used data from the OMNIWeb and magnetospheric data from Polar Ultra Violet Imager (UVI) and Imager for Magnetopause-to-Aurora Global Exploration (IMAGE) Far Ultraviolet Imager (FUV) and argued that magnetotail effects can be observed in the ionosphere approximately 20 min after the IMF B Z has had a northward turning. Hairston and Heelis (1995) studied the timelagged response of polar ionospheric convection patterns with respect to north-south changes in the IMF as observed by the IMP-8 satellite. After removing the transit time from the spacecraft to the magnetopause, they observed a time lag of 17-25 min in the ionospheric flows responding to the IMF changing from northward to southward. Khan and Cowley (1999) also investigated the response time of ionospheric convection to variations in the IMF with data from the European Incoherent Scatter (EISCAT) radars and the IMP-8 satellite. They observed small time delays (only a few minutes); the delay was shortest in the~1400 magnetic local time (MLT) sector. Aikio et al. (2013) used ACE solar wind data, Geotail data in the magnetosphere, and ground-based data from the EISCAT radars and the Magnetometers -Ionospheric Radars-Allsky Cameras Large Experiment (MIRACLE) magnetometers to study the variations of the magnetotail inclination angle, the location of the polar cap boundary, and the magnetic signature of the convection reversal boundary, with respect to variations in the IMF B Z component. They estimated a time lag of the response of about 17 min. Boudouridis et al. (2011) also studied effects on the ionospheric convection. They used Geotail and Super Dual Auroral Radar Network data to show that there is an almost immediate response (within a few minutes) to a dynamic pressure pulse hitting the dayside magnetopause during southward IMF. For northward IMF the delay was longer. Enhanced convection flows were observed during 20-30 min (40-50 min) during southward (northward) IMF. Fear and Milan (2012) used solar wind data from the OMNIWeb and FUV camera data from the IMAGE spacecraft to study the IMF dependence of the orientation of transpolar arcs. They observed correlations between IMF B Y with time lags of 3-4 h. Borovsky et al. (1998) used ISEE-2 data in a statistical investigation too, and they concluded that the time for the solar wind plasma to reach the midtail plasma sheet, the near-Earth nightside plasma sheet, and the dayside plasma sheet are about 2 h, 4 h, and 15 h. Nagata et al. (2008) also investigated the influence of the solar wind on the plasma sheet density. Using Geotail data, they found that the plasma sheet density depends on the solar wind density and IMF B Z with a time lag and duration of several hours. Numerical simulations were used by Ebihara and Ejiri (2000) to investigate the response of the ring current density with respect to the solar wind density, and they observed a time delay of~7 h. The solar wind response of the midtail electric field was investigated by Nakamura et al. (1999) by using data from the Wind and Geotail spacecraft and from ground-based magnetometers. They found that the electric field responded well to the enhanced solar wind energy input with a time delay of 45-80 min. The correlation between the solar wind and cross-polar cap potential drop was studied by Eriksson et al. (2000) . Using data from the Wind and FAST spacecraft, a major response was observed with a 15 min time lag, but also later responses with lags of 55-105 min were observed.
As evident from this brief literature review, issues concerning the magnetosphere's response to variations in the solar wind and in the IMF, and issues concerning the delayed response times, have been investigated since the beginning of the space age (see, for example, Arnoldy, 1971; Clauer et al., 1981; Kane, 1972 Kane, , 1974 Russell & McPherron, 1973) . However, still there is no general consensus on the dominant timescales involved and on how inherent scales in the solar wind can influence the experimental determination of magnetospheric response times.
Correlation analysis is a widely used tool to study the coupling between the solar wind and the magnetosphere. A large number of studies already investigated the correlation between solar wind parameters or coupling functions (e.g., Newell et al., 2007 , and references therein) obtained from a combination of solar wind parameters and geomagnetic indices. Usually, the physical interpretation of the result is based on the analysis of the magnitude of the correlation coefficient but the magnetospheric response time is not explicitly considered. However, it is indirectly accounted for when low time resolution indices (like the 3 h Kp index or the 1 h Dst index) or averaged solar wind parameters are used. Furthermore, little attention is paid to the validity of the mathematical assumptions required for a correct correlation analysis and on their impact on the results. The magnitude of the correlation coefficients is thus usually considered as a reliable indicator of the significance of the relation between the solar wind parameters and the geomagnetic indices.
In this paper, we analyze the response times of geomagnetic indices to solar wind conditions by investigating their lagged correlation with the solar wind parameters. To do so, we use high time resolution indices and solar wind parameters over a solar cycle period of 11 years (see section 2). We first check the impact of the nonvalidity of the basic assumptions of the correlation analysis, in particular, the effects of the parameters' autocorrelation and of the solar wind structuring (sections 3.1 and 3.2). We then discuss the lagged correlations between solar wind parameters and indices and their implications for the magnetospheric response times (section 3.3).
Data and Method
We make a detailed analysis of the correlation between solar wind parameters and geomagnetic indices over a period of 11 years from 2000 to 2010, starting at the maximum of solar cycle 23 and ending at 2 years after the beginning of solar cycle 24. We make the correlation analysis on this whole time period and do not focus on specific solar wind or geomagnetic conditions. We consider the PC index, the AE index, and the SYM-H index. We analyze the variations of the linear correlation coefficient between these geomagnetic indices and a set of solar wind parameters during the time periods when all data are available. We consider the IMF magnetic field magnitude (B SW ), the B X , B Y , and B Z GSM (geocentric solar magnetospheric) components of the IMF, and the solar wind density (N SW ), velocity (V SW ), and dynamic pressure (P SW ). Both the solar wind data and the geomagnetic indices are extracted from the OMNI data set through the OMNIWeb. We use 5 min resolution solar wind parameters propagated to the nominal magnetospheric bow shock. The details of the method used to compute 5 min averaged data and to propagate solar wind data to the nose of the bow shock can be found on the OMNIWeb website (http://omniweb.gsfc.nasa.gov/). For the 11 year period analyzed in this study, we obtain 1,106,738 five minute samples when both indices and solar wind parameters are available, which We compute the linear correlation coefficient between the solar wind parameters and the indices as a function of the time lag Δt applied between the time when the observed solar wind parameters reach the bow shock and the time when the indices are measured. We investigate the variation of the cross-correlation coefficients between the solar wind parameters and the geomagnetic indices as a function of Δt on a time span of ±4 days around the time when the indices are measured. The resolution of Δt is limited to 5 min by the use of 5 min averaged data. This choice of a 5 min resolution has been made considering that the typical uncertainty due to solar wind propagation is of a few minutes (e.g., Mailyan et al., 2008) which makes the use of a higher time resolution pointless.
There are several ways of measuring the correlation between variables. In the following we will only use the Pearson correlation coefficient (PCC) (see Pearson, 1920 Pearson, , 1931 Pearson, , 1932 as it is by far the most widely used in space physics. We use the following notation for the delayed correlation between two variables: C X/Y (Δt) corresponds to the PCC between the variable Y(t + Δt) and the variable X(t). The PCC is a statistical estimator r of ρ, the strength of the linear correlation between X and Y.
The definition of the PCC relies on several mathematical assumptions (e.g., Peat & Barton, 2005) , in particular, that the variables have been randomly selected from a general population; that the observations are independent of each other (i.e., the variables are not autocorrelated); and that the relation between the two variables is linear. The PCC can be used with any type of distribution of the variables (as long as the distribution's variance is defined). However, Pearson's correlation coefficient is known not to be a robust estimator, its quality being strongly affected by the underlying distributions, implying also that it is not outlier resistant. For large sample sizes, the PCC is an unbiased estimator for the true correlation ρ. For small sample sizes one should be careful, since the PCC then is biased. When considering a dependence of a variable (the "output" variable) on multiple other variables (the "input" variables), Pearson's analysis applied for each input variable separately represents a reliable measure of the strength of the linear correlation between the output and each input variable separately, only if the input variables are statistically independent.
After determining the PCC, it is necessary to check its significance. Two situations are typically considered: (a) testing the probability of obtaining a nonzero correlation coefficient by chance while the two variables are not correlated; and (b) establishing a confidence interval for the estimator r that contains the true correlation coefficient ρ. Significance checks have been developed for both situations for normally distributed data. As already mentioned, the PCC is not a robust estimator and thus one should be very careful while interpreting the PCC for nonnormally distributed data.
The significance of the PCC for the first type of significance check depends on the number of degrees of freedom of the system (N À 2, where N is the number of data points used to compute the Pearson correlation coefficient) and on the value of the cross-correlation coefficient. It turns out that the value
1/2 follows Student's t distribution for the case of zero correlation. The significance level for a given cross-correlation coefficient and a given number of data points can thus be obtained from tables providing the critical values of the PCC derived from the statistical t test. For a large data set (~> 1000 independent points) as in our case, the 99% confidence level for the PCC (for a two-tailed test, i.e., with no a priori knowledge of the sign of the correlation coefficient) is reached when the absolute value of the crosscorrelation coefficient r is higher than 0.114. This study does not aim at making predictions but rather at identifying solar wind parameters that impact geomagnetic activity. In consequence, we discuss correlation coefficients that are statistically significant (i.e., higher than 0.114) even if they only account for a relatively small part of the variability of geomagnetic indices as estimated from the Pearson analysis (the same argument applies to the solar wind parameters intercorrelation).
The determination of the significance is affected by the violation of the mathematical assumptions associated with the Pearson analysis (e.g., see Edgell & Noon, 1984 , and references therein). The following mathematical assumptions are usually not satisfied in space physics:
1. The solar wind and geomagnetic indices are far from being normally distributed. For example, the solar wind speed has a typical binary distribution (slow and fast wind). The same is true for B X and B Y that
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follow an inward or outward Parker spiral orientation. Other variables like P SW , N SW , and B SW cannot be normally distributed since they have to be >0. 2. The PCC estimates a possible linear correlation, which is then believed to reflect solar windmagnetosphere coupling. It is not a priori known whether such a linear correlation exists; in fact, it is known that different regimes exist. Indeed, the most important variations of the PC, AE, and SYM-H indices, developed to monitor geomagnetic activity, occur during active periods. During nonactive periods, these indices display very weak variations and have a low absolute value. As already mentioned, the determination of the PCC is strongly affected by outliers (e.g., Anscombe, 1971) , i.e., by data points whose values strongly differ from the nominal parameter values. Consequently, quiet periods have a weak impact on the correlation results, as the overall correlation is mostly dominated by the correlation between solar wind parameters and indices during active periods. From a simple conditional search on the AE and SYM-H indices in our data set, we estimated the total number of 5 min data points taken during substorms (defined as periods when AE is higher than 400 nT) and during magnetic storms (defined as periods when SYM-H is lower than À50 nT) to be respectively 153,816 and 45,307. The value of the PCC will mostly depend on data taken during these time periods, even if they represent a small fraction of the 11 years of data analyzed in this study (respectively 13.3% and~4%) This illustrates that the mixture of different regimes in the input data might lead to a result that actually reflects the behavior of only a subset of the data. Note that the subset of data corresponding to active periods is still large from a statistical point of view. If only these periods were considered, the 99% confidence level for the correlation coefficient would not differ from the one for the whole time period. 3. Successive data points for a given parameter are not statistically independent from one another as evident from the parameter's autocorrelation time. This autocorrelation reflects the structure of the solar wind parameter or of the geomagnetic index: both kinds of parameters follow specific underlying physical structures. A consequence is that the effective number of degrees of freedom is much less than N. 4. The PCC correlates exact data from two different distributions. In reality, we deal with measured data.
There are clearly error margins on the solar wind measurements in the OMNI database. Similarly, there are errors associated with the geomagnetic indices. These include, for example, measurement errors (e.g., on the magnetometer readings going into the determination of AE) but also sampling errors (e.g., since the AE is based on measurements at only a handful of stations, it represents a geometrical sampling of auroral electrojet perturbations). Such errors are difficult to quantify and are often not available for space physics data. They have a detrimental effect on the capacity to establish correlations, even for large data sets. While constant errors on the data do not affect the determination of the correlation coefficient, random errors will always lead to an underestimation of the significance of a correlation as they increase the standard deviation of the data.
It is possible to remedy, at least partially, the above limitations. This can be done, for instance, by introducing nonlinear transformations of the parameters in order to obtain normally distributed input and output variables or by breaking up the data set in "quiet" and "active" times to establish separate correlations for the different regimes and limit the impact of outliers on the results. Furthermore, special methods have been developed for nonlinear systems. For instance, the NARMAX (Nonlinear AutoRegressive Moving Average with eXogenous input) model has been successfully applied to model the evolution of energetic electron fluxes in geostationary orbit or to identify the most influential functions for the solar windmagnetosphere coupling . However, such methods are more complex to implement and are rarely used in space physics.
In this study, we have chosen to use the more simple Pearson correlation analysis. Our aim is to show that by carefully taking into account the effect of the nonfulfillment of the required mathematical assumptions, it is possible to extract pertinent physical information. At the same time we identify the possible impact of the limitations of the Pearson analysis on previously published results. We show that the autocorrelation of solar wind parameters, the autocorrelation of geomagnetic indices (see section 3.1), and the cross correlation between solar wind parameters (see section 3.2) strongly influence the variation of the cross-correlation coefficient between solar wind parameters and indices as a function of the time lag Δt, and this can affect our understanding of the lagged correlation between solar wind parameters and geomagnetic indices. Each solar wind parameter and index has its own autocorrelation time. These times are important as they lead to a smoothing of the variation of the cross-correlation coefficient with the time lag Δt; correlation peaks cannot be narrower than the largest of the autocorrelation timescales of both variables under consideration.
Figure 1 displays the autocorrelation coefficient for each index, i.e., the correlation between the index I(t) and I(t + Δt). We define the autocorrelation time τ as the value of the time lag Δt for which the autocorrelation coefficient is equal to 0.5, half its maximal value of 1 at Δt = 0. The autocorrelation time for each of the solar wind parameters and indices used in this study are summarized in Table 1 . 3.1.1. PC and AE Indices As expected from their high correlation (e.g., Takalo & Timonen, 1998) , the PC and AE indices have relatively similar autocorrelation times (τ PC = 185 min or~3 h and τ AE = 280 min or~4.5 h). The τ AE is in good agreement with the typical duration of of periods when the AE index significantly differs from its nominal quiet time value during substorms (e.g., Russell & McPherron, 1973) . However, AE index variations due to substorm activity may be slightly higher than the actual duration of substorms. Chu et al. (2015) estimated that the most probable duration of subtorm is of the order of~40 min and suggested that the longer duration of the variation of the AL index (from which is derived AE) is because it not only measures the westward electrojet of the substorm current wedge but also variations of the highlatitude convection.
SYM-H Index
The autocorrelation time of SYM-H is much longer (τ SYM-H = 1130 min or~19 h) and is consistent with the typical duration of the significant negative excursion of SYM-H during magnetic storms (e.g., Yokoyama & Kamide, 1997) , and it corresponds to the lifetime of storm time ring current enhancements. In consequence, the correlation between solar wind parameters and SYM-H will display smoother variations with Δt compared to the PC and AE indices. Note that the three indices in Figure 1 show a weak 1 day modulation of the autocorrelation coefficient related to ground magnetic field periodic variations due to the Earth's rotation and the uneven sampling of the magnetic field by only a handful of ground-based observatories.
IMF GSM Components
The autocorrelation coefficients of the solar wind parameters are shown in Figure 2 . The IMF GSM components have a relatively short autocorrelation time. The shortest is for B Z (τ Bz = 80 min), while it is longer for B X and B Y (τ Bx = 610 and τ By = 305 min). These different autocorrelation times can be understood by considering the average configuration of the heliospheric magnetic field. For the unperturbed solar wind at Earth's orbit, near the solar equatorial plane, there is no privileged orientation for B Z while the average B X and B Y orientation is given by the Parker spiral. The B Z component varies due to the sector structure of the heliospheric field, and it is affected by waves or other disturbances, while B X and B Y are distributed around two modal values, one positive and one negative, depending on which side of the heliospheric current sheet Earth is located (see Russell, 2001 ). Consequently, B Z variations, and in particular, changes of its sign, occur on shorter timescales compared to B X and B Y sign changes which require a crossing of the heliospheric neutral sheet. Note. The autocorrelation time corresponds to the time lag Δt for which the autocorrelation coefficient is equal to half its maximum value (i.e., 0.5).
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3.1.4. Solar Wind Velocity, Density, and Dynamic Pressure The solar wind velocity has the longest autocorrelation time (τ V~4 4 h). The typical solar wind velocity at Earth (~450 km/s) corresponds to the equatorial slow solar wind regime associated with the equatorial coronal streamer belt (e.g., Tokumaru et al., 2010) . The most dramatic changes of the solar wind velocity at Earth almost exclusively correspond to increases in the solar wind speed. There are two principal sources of high-speed solar wind, coronal holes, and coronal mass ejections (CMEs). High-speed solar wind streams of typically 500-800 km/s emanate from coronal holes and thus often corotate with the Sun over several solar rotations as coronal holes evolve slowly. CMEs are huge bubbles of coronal plasma ejected from the Sun over the course of several hours (Brueckner, 1974; Gosling et al., 1974; MacQueen et al., 1974; Tousey, 1973) . While many CMEs travel at a velocity close to the nominal solar wind velocity, some of them propagate at very high velocities, up to more than 2000 km/s (e.g., Cane & Richardson, 2003; Jian et al., 2006; Lindsay et al., 1999; Liou et al., 2014) . Both high-speed streams and CMEs are large-scale structures and result in long-lasting periods (several hours to some days) of high solar wind velocity, and they are responsible for the long autocorrelation time of the solar wind velocity.
High-speed solar wind flows are associated with a decrease in the solar wind density for long time periods (e.g., McComas et al., 2000) . However, the solar wind density also varies at smaller timescales, for instance, at stream interfaces where it increases in a few hours as it passes over a probing spacecraft (e.g., Forsyth & Marsch, 1999) . Consequently, the autocorrelation time for the density (τ N~9 h) is lower than for the velocity. The solar wind dynamic pressure, whose fluctuations can be due to both solar wind velocity and density variations, necessarily has an even shorter autocorrelation time (τ P~6 .5 h).
Solar Wind Structure (Cross Correlation of Solar Wind Parameters)
In addition to the parameters' autocorrelation, a second limitation to the cross-correlation analysis between the solar wind parameters and the indices stems from the fact that the solar wind parameters are not statistically independent among themselves. Consequently, a proper understanding of their cross correlation is required before interpreting their relation with the geomagnetic indices.
Correlations With Solar Wind Speed
The cross correlation between the solar wind parameters and the magnitude of the solar wind velocity, V SW , as a function of time lag is presented in Figure 3 . The time lag Δt corresponds to the time lag applied between the solar wind parameters and the solar wind speed. For each time lag, Δt, the cross-correlation coefficient represents the PCC between a given solar wind parameter as measured at a time t and the solar wind speed measured at a time t + Δt. It can be written as C X/V , where the subscript X represents a solar wind parameter. In other words, positive (negative) Δt for C X/V corresponds to a correlation between the solar wind speed V SW and another solar wind parameter measured earlier (later). Figure 3 shows that these cross correlations are significant so that these solar wind parameters cannot be considered as independent, except for the IMF B X , B Y , and B Z components, which show no correlations with solar wind speed. The solar wind density, kinetic pressure, and the IMF magnitude are, on the contrary, well correlated with the solar wind speed. Their cross-correlation coefficient with solar wind speed displays a bipolar variation as a function of Δt with a maximum for positive Δt and a minimum for negative Δt. Such a variation of the correlation coefficient is the signature of the structuring of the solar wind.
As the Pearson correlation coefficient is strongly impacted by outliers, the correlation between solar wind parameters and the solar wind speed mostly represents the effect of structures associated with solar wind speed significantly diverging from the standard one, i.e., the effect of fast CMEs When fast CMEs and high-speed solar wind streams propagate in the heliosphere, they interact with the surrounding slower solar wind. Corotating interaction regions (CIR) refer to regions where high-speed solar wind streams interact with a slower solar wind region. The ensuing structuring is discussed by Borovsky and Denton (2010) . The fast flow interacts with the slower solar wind in front of it and compresses it. The compression region is characterized by a high magnetic field, density, and pressure. Typically, the density increase is observed when the solar wind velocity starts to increase. A few hours after the density peaks (typically 2 h), the magnetic field magnitude and solar wind dynamic pressure peak. Finally, the velocity is maximum approximately 1 day after it started to increase, this high velocity region being associated with a lower solar wind density. Fast CMEs are preceded by a compression region that is associated with a higher plasma density and magnetic field producing a structure that is globally similar to that of CIRs (e.g., Gopalswamy, 2008).
In order to check that the cross correlation of solar wind parameters with solar wind velocity was mostly controlled by CMEs and CIRs events, we repeated this analysis for a subset of events corresponding to CMEs and CIRs. It is the only time in this study that we make a preselection of data prior to performing the correlation analysis. We computed the cross-correlation coefficients of solar wind parameters for subperiods when CIRs (27 events from the list of Borovsky & Denton, 2010) or CMEs (242 events from the list of Richardson and Cane available at http://www.srl.caltech.edu/ACE/ASC/DATA/level3/icmetable2.htm) have been identified. The results for these two subsets of events (see supporting information) are very similar to the result for the whole time period, indicating that the structuring of solar wind parameters evidenced in Figure 3 is actually mostly due to the interaction of fast CMEs and CIRs with the surrounding slower solar wind and that the solar wind structuring caused by fast CMEs and CIRs is indeed globally similar.
Correlation of Solar Wind Dynamic Pressure and the IMF Magnitude With Solar Wind Speed
As can be seen from Figure 3 , the cross-correlation coefficient of solar wind pressure (C P/V ) and magnetic field magnitude (C B/V ) with solar wind speed peaks for positive Δt~1 day, with correlation coefficients well above the 99% significance level (C P/V = 0.32 and C B/V = 0.37). This means that periods of high solar wind speeds are statistically preceded by an increase of B SW and P SW occurring approximately 1 day before, in good agreement with the structuring of CIRs and high-speed CMEs, and reflecting how the frozen-in IMF is compressed ahead of a solar wind speed increase. C P/V and C B/V also display a negative peak for Δt~À1.5 day whose maximum magnitude (C P/V = À0.09 and C B/V = À0.10) is smaller than the positive peak observed at Δt~1 day and is slightly below the 99% confidence level. It is also interesting to note that C P/V and C B/V follow a very similar variation with Δt. However, one has to keep in mind that the solar wind speed has a long autocorrelation time (44 h) which is smoothing the cross-correlation coefficient variation with Δt and does not allow us to determine small time differences. We will show later that B SW and P SW variations are actually delayed. The long autocorrelation time of V SW may also impact the determination of the location of the peaks of the crosscorrelation coefficient. Indeed, the positive and negative peaks of C P/V and of C B/V are separated by~2.5 days, which is comparable to the solar wind speed autocorrelation time. In Figure 3 , we can note that the variation rate of C P/V and of C B/V between their negative and positive peaks (a variation of a factor of 2 in~1 day or 24 h) is higher than the minimum one expected from the velocity autocorrelation time (a variation of a factor of 2 iñ 2 days or 44 h) and higher than the variation rate of C P/V and C B/V before the first peak and after the second peak. Consequently, the magnitude and time lag of those two peaks may be biased; in particular, their magnitude may be artificially decreased and their position shifted to lower (higher) Δt for the left (right) peak.
Correlation of Solar Wind Density With Solar Wind Speed
Similarly, the variation with Δt of the cross-correlation coefficient between the solar wind density and solar wind speed (C N/V ) may also be impacted by the long autocorrelation time of the solar wind speed. Indeed, in Figure 3 , C N/V displays a clear peak (À0.46) at Δt~À 16 h, indicative of a decrease of the solar wind density on average~À16 h after the solar wind speed increases (hence, a negative value of the peak), which is typical of the transition to a high-speed solar wind regime. Wing et al. (2016) obtained a similar result for the delayed correlation between the solar wind speed and density for the period 2000-2014, with a negative peak for a Δt~À17 h but a slightly different one for the period 1989-2009 with a negative peak for a Δt~À14 h. This indicates that the correlation between the solar wind velocity and density, and maybe more generally the cross correlation of solar wind parameters, depends on the time period under consideration. However, we only observe a small positive peak of C N/V for positive Δt, below the 99% significance level (0.06 at
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Δt~65 h). This peak is weaker and occurs at higher time lags than expected from the typical structure of CIRs and fast CMEs which should be preceded by a density peak about~1 day before the velocity reaches its maximum (e.g., Borovsky & Denton, 2010) . It is likely that the positive peak of C N/V is actually partly hidden because of the strong negative peak of C N/V that may decrease its magnitude and shift it to higher Δt. Finally, we note that none of the IMF components shows a significant correlation with the solar wind velocity, confirming that the orientation of the IMF is not related to the solar wind velocity. Figure 4 shows the cross-correlation coefficient of solar wind parameters with the solar wind magnetic field magnitude B SW as a function of Δt in the same format as Figure 3 . This plot highlights the cross-correlation coefficients associated with large deviations of the IMF magnitude from its average value, in particular, the compression regions associated with high-speed solar wind flow and CMEs. We can notice that, except for V SW , the cross-correlation peaks are much sharper than in Figure 2 due to the shorter autocorrelation time of B SW compared to V SW (see Figure 2 ).
Correlations With IMF Magnitude
Correlation of Solar Wind Pressure With IMF Magnitude
The most prominent peak appears for the cross correlations between the solar wind dynamic pressure and the solar wind magnetic field magnitude (C P/B = 0.55). This is consistent with the strong similarity of the B SW and P SW correlation coefficients with solar wind speed shown in Figure 3 . The C P/B peak occurs for Δt~105 min, indicating that a solar wind pressure increase actually precedes a magnetic field increase by about~105 min, a delay too short to be visible in Figure 3 because of the long autocorrelation time of V SW . This is in agreement with the result of a superposed epoch analysis of interplanetary conditions during geomagnetic storms (including CMEs and CIRs) by Yermolaev et al. (2010) , where the solar wind dynamic pressure appears to peak a few hours before the IMF magnitude.
Correlation of Solar Wind Density With IMF Magnitude
The second most important peak appears for the cross correlation between the solar wind density and magnetic field magnitude (C N/B = 0.38). It is observed at a Δt~270 min and indicates that density increases precede B SW increases by~4.5 h, in good agreement with the structuring of CIRs as reported by Borovsky and Denton (2010) . At Δt~À1.5 days C N/B displays a significant but relatively weak negative peak (C N/B = À0.15) indicative of a decrease of the solar wind density following high IMF magnitude. This is again in agreement with CIR structure where the fast solar wind flow, maximum on average 1 day after the IMF magnitude increase in the compression region, is associated with lower solar wind density. This negative peak is also more extended in time than the positive one, as is the region of low solar wind density in a CIR compared to the region of high solar wind density preceding it. However, this result slightly differs from what was expected from Figure 3 . This is a good illustration of the difficulty of correlation analysis. Indeed, the correlation between N SW and V SW clearly evidences the density decrease associated with high-speed solar wind (the strong negative peak of C N/V in Figure 3 ) while, as discussed above, the location of this peak may be shifted to lower negative Δt. The decrease of N SW with V SW is also evidenced in Figure 4 , but in that case it is associated with a relatively weak peak of C N/V C N/V . The contrary occurs for the peaks associated with the density increase preceding high-speed stream which is more visible in Figure 4 than in Figure 3 . This results from the long autocorrelation time of V SW (see above) and also from the fact that the N SW and B SW increase associated with high-speed solar wind occur on similar timescales (see Figure 4 of Borovsky & Denton, 2010) and are more directly related as they are both associated with the compression front produced by high-speed solar wind.
Conclusions (Solar Wind Structure)
We have shown that the solar wind is structured and that its parameters are significantly correlated. Despite the limitations of such a correlation analysis, we have demonstrated that it is possible to evidence the global structuring of the solar wind by analyzing the correlation coefficient variations with time lag. In particular, it appears that the correlation between the solar wind parameters mostly results from the structuring related to large-scale solar wind disturbances caused by high-speed solar wind streams and CMEs. This is actually not 
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surprising as both correspond to periods when the solar wind parameters reach their most extreme values, far from the average solar wind conditions. These periods thus have a strong impact on the solar wind parameter cross correlations and autocorrelations, even if they correspond to only a limited fraction of the time period analyzed in this study (during the period considered in this study the average solar wind speed is of 445 km/s and solar wind speed higher than 500 (1000) km/s represent~27 (~0.001) % of the data set).
Response Times of Geomagnetic Indices to the Solar Wind Parameters
The following section discusses the cross correlations between solar wind parameters and geomagnetic indices and the impact of solar wind structuring on them. Since CIRs and CMEs are the most common and the most geo-effective large-scale structures in the solar wind (e.g., Denton et al., 2006; Gonzalez et al., 1999; Hutchinson et al., 2011; Keesee et al., 2013) , it will be necessary to take into account the influence of solar wind parameter cross correlations on the cross correlation between solar wind parameters and geomagnetic indices. A quick comparison between these two figures reveals that the variation of the PC and AE cross-correlation coefficients with solar wind parameters is similar, as expected from the high degree of correlation between these two indices (e.g., Vennerstrøm et al., 1991) . 3.3.1.1. Correlation With IMF Bz For both indices, the best correlation is found with IMF B Z (C Bz/AE = À0.51 and C Bz/PC = À0.56). B Z displays a negative peak of the correlation coefficient for Δt = 35 min (AE index) and Δt = 20 min (PC index). This 15 min difference for the time of maximum correlation is in good agreement with the fact that these two indices show the best correlation when they are delayed by 5-15 min (Vassiliadis et al., 1996) . No significant correlation is found with the IMF B Y and B X components.
The C Bz/AE and C Bz/PC peaks are symmetric and sharp, with a half width at half maximum of approximately 3 h, which is comparable to the autocorrelation time of the AE and PC indices. This is indicative of a quick response of the AE and PC indices to a southward turning of the IMF.
Correlation With IMF Magnitude
The AE and PC indices are also well correlated with the IMF magnitude. The correlation is maximum for a time lag of 40 min for the PC index (C B/ PC = 0.42) and of 50 min for the AE index (C B/AE = 0.43), again in agreement with the typical delay between the variations of these two indices. As the PC and AE indices are correlated to the B Z component of the IMF and not to the B Y and B X components as shown in Figures 5 and 6 , we suggest that the high values of C B/PC and C B/AE are mainly due variations in the B Z component of the IMF. This is consistent with the fact that the delays for the correlation peaks for B SW and B Z are relatively similar. Such a correlation is expected as a stronger negative IMF B Z is associated with stronger dayside reconnection, a stronger energy transfer from the solar wind to the magnetosphere, and thus an increased intensity and occurrence probability of substorms, in agreement with the open magnetosphere model of Dungey (1961) .
Contrary to C Bz/PC , the peaks of C B/AE and C B/PC are not symmetric. The left side of the peak shows a strong decrease rate, consistent with the relatively short autocorrelation timescales of the indices and B SW . On the contrary, their half width at half maximum for high Δt (i.e., on the right side of the 
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peak) is high, about 1 day and a half, which is much higher than the B SW and the AE and PC autocorrelation times. For a Δt of 2 days, C B/AE and C B/PC are approximately equal to 0.2, well above the 99% significance level. This signals a correlation between the magnitude of the IMF during the preceding days, independently of its orientation and the AE and PC indices. One possible reason for this may be that southward IMF turnings often result from a change of the IMF orientation not necessarily associated with a change of its magnitude. Consequently, if an IMF southward turning occurs during a period of high IMF magnitude, it will more likely be associated with a strong negative IMF B Z , which more readily produces strong variations of the PC and AE indices. However, from a statistical point of view, we cannot exclude an effect directly related to the IMF magnitude, independently of its orientation.
Correlation With Solar Wind Dynamic Pressure
The solar wind dynamic pressure P SW also shows a good correlation with the AE and PC indices. For both indices, the correlation coefficient sharply peaks for Δt = 5 min, the minimum time lag that can be identified, reaching a value of respectively 0.33 and 0.32. As these values are lower than the maximum correlation between AE and PC and B SW , one might assume that the correlation with P SW results from the fact that P SW is correlated to B SW and that P SW has actually no direct impact on these indices. However, the timing of the peaks contradicts this hypothesis. First, the maximum correlation for B SW occurs at higher Δt than the maximum correlation for P SW , while from the correlation between solar wind pressure and magnetic field magnitude (Figure 3) we would expect the opposite. Furthermore, contrary to B Z and B SW for which the maximum correlation occurs at lower Δt for the PC index than for the AE index (respectively 15 and 10 min), the maximum correlation of P SW occurs at the same Δt = 5 min for both indices. This 5 min delay corresponds to the propagation time of the perturbations produced by interplanetary shocks from the Earth bow shock, where the OMNI solar wind parameters have been propagated, to the ground (e.g., Villante et al., 2004) . The simultaneous and quick response of the AE and PC indices to solar wind pressure shows that magnetospheric compression has a rapid impact on these indices suggesting that solar wind pressure pulse can in some cases trigger substorm activity on short timescales as reported by, e.g., Brittnacher et al. (2000) . However, the simultaneous and quick response of indices can also result from other impacts of the solar wind pressure on magnetospheric dynamics not necessarily associated with the full development of substorms. These could correspond to global enhancement of ionospheric currents on short timescales (e.g., Zesta et al., 2000) or flux closure directly driven by the solar wind compression independent of the usual substorm expansion (Hubert et al., 2006) . As for B SW , the peak of the correlation between P SW and AE and PC is asymmetric, displaying a slow decrease for large Δt. For sufficiently large Δt, the correlation coefficients for B SW and P SW display a similar profile with a similar decrease rate, the correlation coefficient for P SW being approximately half of the correlation coefficient for B SW . While it cannot be excluded that this results from a direct effect of P SW on these indices, it seems likely that the slow decrease of C P/AE and C P/PC at large Δt only results from the strong correlation observed between the solar wind magnetic field and pressure (C P/B = 0.55). 3.3.1.4. Correlation With Solar Wind Velocity and Density Finally, the solar wind velocity and density also display a statistically significant correlation with the AE and PC indices. The highest correlation between V SW and AE and PC occurs for negative Δt (C V/AE = 0.44 at Δt = À545 min and C V/PC = 0.39 at Δt = À535 min). Similarly, the cross correlation between N SW and the AE and PC indices is strongest for large negative Δt (C N/AE = À0.19 at Δt = À1920 min and C N/PC = À0.16 at Δt = À1935 min). Note that there is also a positive peak of C N/AE and C N/PC for positive Δt, but it is below the 99% confidence level.
These peaks of the correlation coefficient for large negative Δt (about 9 h for V SW and 32 h for N SW ) indicate a correlation between indices and the solar wind velocity and density as measured several hours after the indices. This does not imply a direct effect of AE and PC on the solar wind velocity and density as that would be in contradiction with the causality principle. It is rather indicative of an indirect link between these indices and solar wind density and velocity, which can easily be understood when considering the structuring of the solar wind and the cross correlation between solar wind parameters as discussed in the previous section. It actually means that AE and PC variations are correlated with a structure of the solar wind located ahead of fast CMEs and CIRs, i.e., the compression front ahead of fast CMEs and CIRs associated with large B SW and P SW . Indeed, B SW and P SW are actually correlated with PC and AE, and the solar wind velocity and density are correlated to B SW and P SW . The large negative Δt (about 9 h for the V SW and 32 h for N SW ) for which the maximum correlation between V SW and N SW with AE and PC is observed is globally consistent with the Journal of Geophysical Research: Space Physics 10.1002/2016JA023793 solar wind structuring evidenced in Figure 4 where a positive peak of C V/B occurs at Δt~À1 day and a negative peak of C N/B occurs at Δt~À1.5 day. 3.3.1.5. Conclusions (Correlation Between Solar Wind Parameters and the AE and PC Indices) These results illustrate the impact of the solar wind structuring on the interpretation of the correlation between solar wind parameters and geomagnetic indices such as the AE and PC indices. If time shifting and solar wind structuring were not considered, the high correlation between V SW and AE and PC indices for Δt = 0 (C V/AE = 0.42 and C V/PC = 0.37) may be interpreted as a direct effect of solar wind velocity on the energy that enters the magnetosphere (PC index) and on the intensity and occurrence of substorms (AE index), while it rather results from the superposed effect of the cross correlation between V SW and P SW and B SW and from the long autocorrelation time of V SW .
Even for parameters that appear to be directly correlated to the AE and PC indices, like B Z , the correlation for Δt = 0 can be high (C Bz/PC = À0.42 and C Bz/PC = À0.48) even if the maximum correlation is observed for Δt ≠ 0 because the autocorrelation time of these parameters and of the indices is longer than the time lag corresponding to the maximum correlation.
We found a strong correlation between IMF B Z and the AE index, sharply peaking at Δt = 35 min. As we find no significant correlation between IMF B Z and other solar wind parameters in our data set, its lagged correlation with AE should not be biased by the solar wind structuring. The 35 min delayed correlation between B Z and AE is slightly shorter than the average duration of a substorm growth phase as estimated by Li et al., 2013 from the analysis of 379 events (70 min) and Juusola et al., 2011 from the analysis of 4193 events (72 min), as well as by several other studies based on a lower number of events (e.g., Caan et al., 1977; Foster et al., 1971; Iijima & Nagata, 1972; Iyemori, 1980) . However, the time lag for the maximum correlation between AE and IMF B Z is not a direct measurement of the duration of the substorm expansion phase. For instance, Foster et al. (1971) found a substorm growth phase duration of~80 min on average, while the maximum deviation of AE occurred on average 40 min after IMF B Z reaches its minimum value. Juusola et al. (2011) found the maximum deviation of AE occurring~50 min after the IMF Bz minimum. Similarly, Li et al. (2013) defined the substorm growth phase duration as the time interval between IMF southward turning and a strong (100 nT) dropoff of the AL index. As shown in their study, the AU = AE + AL index increase precedes the AL decrease suggesting that the AE increase may occur before the substorm onset as defined by Li et al. (2013) . Kamide and Kokubun (1996) analyzed 20 intense isolated substorms and found a growth phase duration of 40 min, in agreement with our results. Li et al. (2013) reported shorter growth phase duration for intense substorms. It is thus also possible that large substorms associated with a large amplitude fluctuation of the AE index skew our statistics and shift the highest correlation between B Z and AE toward shorter delays.
We also showed that the solar wind pressure has a direct, quick, and simultaneous effect on the AE and PC indices. This confirms previous observations indicating that a sudden compression can rapidly increase the energy density in the magnetosphere and trigger geomagnetic activity (e.g., Keika et al., 2009; Lyons et al., 2008) . This can also explain why the AE and PC variations can be simultaneous (when their variation is triggered by the solar wind pressure) or delayed (when triggered by B Z southward turning) as observed, for instance, by Troshichev and Lukianova (2002) . Figure 7 shows the correlation coefficient between the SYM-H index and solar wind parameters in the same format as Figures 5 and 6. 
Correlation Between Solar Wind Parameters and the SYM-H Index
Correlation With IMF Magnitude
The highest correlation coefficient is found for the solar wind magnetic field magnitude B SW . It peaks at a value of C B/SYM-H = À0.48 at Δt = 455 min (~7.5 h). Similarly to the PC and AE indices, the peak of the correlation with B SW is asymmetric. While for Δt < 0 its decrease rate is relatively steep and in agreement with the SYM-H and B SW autocorrelation times, it displays a much lower decrease rate for increasing Δt > 0. C B/SYM-H is statistically significant up to Δt~5 days. The long time lag of~7.5 h is not surprising, since it indeed takes a while for a solar wind disturbance to propagate into the inner magnetosphere where it affects the ring current and thus SYM-H. The fact that the high correlation lasts for a long time is due to the long life time of a ring current enhancement, as already evidenced from the long SYM-H autocorrelation time in Figure 1. 
Correlation With IMF Bz
Concerning the IMF components, only B Z is significantly correlated to SYM-H, with a maximum correlation of C Bz/SYM-H = 0.37 at Δt = 80 min. This time lag is in good agreement with the fact that the beginning of a geomagnetic storm's growth phase (recovery phase) occurs typically 1 to 2 h after a southward (northward) turning of the IMF (e.g., Yermolaev et al., 2010) .
Contrary to what was observed for the PC and AE indices, the shape of the peak of C Bz/SYM-H is asymmetric. The correlation decreases faster than that of B SW , and C Bz/SYM-H is statistically significant up to Δt~1 day. For Δt < 0, the half width at half height of C Bz/SYM-H is~3 h, while for Δt > 0 it is~10 h. This is consistent with the fact that large SYM-H variations, associated with intense magnetic storms, preferentially occur after long periods (several hours) of southward IMF (e.g., Echer et al., 2008; Gonzalez & Tsurutani, 1987; Yokoyama & Kamide, 1997) .
Another difference between SYM-H and the AE and PC indices is that the magnitude of the correlation coefficient for B SW is higher than the one for B Z . This demonstrates that a southward orientation of the IMF, while it is an important condition for triggering geomagnetic storms, may not be sufficient condition but that also a sufficiently large B Z value is required for triggering a geomagnetic storm (Gonzalez et al., 1994; Gonzalez & Tsurutani, 1987) . 3.3.2.3. Correlation With Solar Wind Velocity, Density, and Pressure The SYM-H index is also correlated to the solar wind velocity (C V/SYM-H = À0.42 at Δt = 135 min) and to the solar wind pressure (C P/SYM-H = À0.31 at Δt = 725 min). The solar wind density also displays a significant correlation peak with a maximum correlation coefficient of C N/SYM-H = 0.23 for a negative time lag (Δt = À510 min). The maximum C N/SYM-H at À510 min corresponds to a response in the solar wind density~8.5 h after variations in SYM-H, which is in contradiction with the causality principle. Instead, it indicates that this correlation mostly results from the solar wind structuring rather than from a direct impact of SYM-H on the solar wind density.
Conclusions (Correlation Between Solar Wind Parameters and the SYM-H Index)
The succession of the peaks of the correlation coefficient of P SW , B SW , V SW , and N SW with SYM-H can be compared with the solar wind structuring. The maximum C P/SYM-H precedes the maximum C B/SYM-H by 270 min (~4.5 h), of C V/SYM-H by 590 min (~10 h), and of C N/SYM-H by 1235 min (~20 h). We can compare it to the delays expected from the solar wind structuring. When V SW is taken as a reference (Figure 3) , the maximum correlation for P SW and B SW should occur for approximately the same Δt, and both should precede the maximum correlation of V SW by~1585 min (26 h) and of N SW by~2600 min (~43 h). If B SW is taken as a reference (Figure 4) , the maximum correlation for P SW should precede the maximum correlation of B SW by 105 min (1.5 h), of V SW by 1645 min (~27.5 h), and of N SW by 2855 min (47.5 h). While the ordering of the correlation maxima between solar wind parameters and SYM-H is in agreement with the solar wind structuring, the time lags between the peaks of the correlation differ. This may suggest that solar wind structuring alone cannot account for the observed correlation between solar wind parameters and SYM-H and that several solar wind parameters may have a direct effect on the variations of SYM-H. However, this may also be due to more complex solar wind structures that cannot be evidenced with such correlation analysis which can only reveal the main solar wind structure. This complexity is reflected in geomagnetic storms which must be seen as extended and complex processes. This has been shown, for instance, for storms driven by magnetic clouds, a subset of CMEs with well-defined magnetic properties (enhanced IMF magnitude and smooth rotation of one IMF component). While most of the storms caused by magnetic clouds are driven by the sheath leading the magnetic cloud region, some can be driven by southward IMF inside the cloud itself (e.g., Wu & Lepping, 2002) which induces several response delays between the IMF B Z peak value and the minimum SYM-H (Gopalswamy, 2008) . Another example of the complexity of geomagnetic storms is the two-phase storms, with two dips of the SYM-H index. They are relatively common (they represented 25% of the magnetic cloud induced storms studied by Wu & Lepping, 2002) 
Summary and Discussion
We have investigated the time response of geomagnetic activity to solar wind and IMF variations by analyzing the lagged cross correlation of solar wind parameters with geomagnetic indices for a period of 11 years. We showed that the structuring of the solar wind as well as the autocorrelation of the solar wind parameters and geomagnetic indices have a strong impact on the results of the correlation analysis.
The strong correlation among the solar wind parameters evidences that they cannot be considered as independent. We showed that the variation of the solar wind cross-correlation coefficients with time lag are globally consistent with the solar wind structures associated with large-scale solar wind transients like CMEs and high-speed solar wind streams and the compression fronts ahead of them.
CMEs, CIRs, and high-speed solar wind streams are associated with large variations of the solar wind parameters from their nominal values. Consequently, even if they represent a small fraction of the analyzed time period, they have a strong impact on the result of the lagged correlation analysis. Similarly, the geomagnetic indices analyzed in this study (PC, AE, and SYM-H) exhibit the most prominent deviations from their standard values during geomagnetically active periods. Their correlation with solar wind parameters thus mostly results from such active periods. As CMEs and CIRs are the most geo-effective solar wind transients, the lagged correlation between solar wind parameters and geomagnetic indices is strongly affected by the solar wind parameters' intercorrelation. It is thus necessary to take this into account when interpreting the correlation between geomagnetic indices and solar wind parameters.
We analyzed the lagged correlation between a set of solar wind parameters and three geomagnetic indices. The values of the maximum correlation and the corresponding time lags are summarized in Figure 8 .
Considering the impact of solar wind structuring, our main findings can be summarized as follows:
1. There is no significant correlation between IMF B X and B Y components with the PC, AE, and SYM-H indices whatever the time lag. 2. The PC and AE indices correlate best with IMF B Z for a time lag of respectively 20 and 35 min, in agreement with the expected lag between these two indices. The correlation peak of IMF B Z with the PC and AE indices is sharp in time, indicative of a quick response to IMF B Z southward turnings. 3. The PC and AE indices are also well correlated with the solar wind dynamic pressure. They both have a peak correlation for a short time lag (5 min) suggesting that magnetospheric compression by solar wind dynamic pressure can destabilize the magnetotail and rapidly trigger substorm activity. 4. The different timings of the PC and AE index responses to solar wind dynamic pressure and IMF B Z can explain observations showing that the PC and AE variations can be simultaneous or delayed. 5. SYM-H is also well correlated with IMF B Z , while it has an even stronger anticorrelation to the IMF magnitude. The peak correlation between IMF B Z and SYM-H is extended in time. This confirms that intense and long periods of southward IMF (typically a few hours) are required for triggering large geomagnetic storms but also matches the long SYM-H autocorrelation time.
While the geomagnetic indices are also well correlated with the other solar wind parameters considered in this study (the solar wind dynamic pressure, velocity, density, and magnetic field magnitude), with correlation coefficients statistically significant for time lags up to days, it is not possible within the scope of the present study to differentiate between a causal effect of these parameters on geomagnetic activity and the role of solar wind structuring. Indeed, if a solar wind parameter appears to be correlated with a geomagnetic index, one should not immediately conclude that this parameter triggers geomagnetic activity. This solar wind parameter may have no causal relation with geomagnetic activity, and the observed correlation may only result from its correlation with other solar wind parameters that do drive geomagnetic activity.
For instance, it has been shown that substorms occur more often during high-speed stream periods (e.g., Slavin et al., 1986; Tanskanen et al., 2005) . However, this does not imply that solar wind speed is directly driving substorm occurrences. Indeed, we have shown that solar wind speed is actually correlated with AE index but that this correlation is best between AE and the solar wind speed as measured several hours after AE, in contradiction with the causality principle. This means that statistically the most geo-effective regime of solar wind is the compression region located ahead of high-speed stream regions and not the high-speed stream region itself. This is obviously a statistical consideration and does not mean that solar wind speed does not drive geomagnetic activity. Indeed, it is well known that energy transfer from the solar wind to the magnetosphere is enhanced when solar wind velocity is high. However, storms and substorms are complex phenomena, the occurrence of which depends on magnetospheric preconditioning and on a combination of solar wind parameters which may be statistically more favorable in the compression region ahead of high-speed stream regions.
The interpretation of the correlation between composite solar wind-magnetosphere coupling functions (such as the Akasofu's epsilon parameter, Akasofu, 1981) and geomagnetic indices must similarly take into account the solar wind structuring and the magnetospheric delayed response time. The correlation of such functions with geomagnetic indices may, at least partly, result from the cross correlation between solar wind parameters and does not necessarily prove that this function or what it represents (e.g., the solar wind kinetic energy, the merging electric field, etc.) has actually a direct causal relation with specific aspects of geomagnetic activity.
Correlation analysis is based on mathematical hypotheses that are often not satisfied in the field of space physics. Nonnormal distributions, outliers, a mixture of different regimes, measurement errors, a lack of statistical independence between observations for any parameter or index, and a lack of independence among solar wind parameters may all have a strong impact on the results of a correlation analysis between solar wind parameters and geomagnetic indices. However, while such concerns were raised already in the early age of space physics by Hirshberg and Colburn (1969) , they are unfortunately often not taken into account. This is likely to result in biased correlation coefficient estimates or significances, which may lead to misinterpretations. We have attempted to address some of the concerns raised above in the analysis presented here, with the ultimate validation being a consistent physical interpretation of the various correlation factors and time lags. This study demonstrates the need to use more sophisticated methods to study the connection between the parameters of the solar wind and geomagnetic activity. To our knowledge, this is the first study investigating in detail the delayed correlation between solar wind and IMF parameters. We thus did not focus on any specific time period but rather decided to consider a full 11 year time period. Indeed, there was no reason to discard some data to identify the dominant features of the delayed response of geomagnetic activity to solar wind. However, the method developed in this paper could be used in future studies focusing on more specific events, this time with a subset of data. This could enable a more precise identification of the response time for specific categories of event and a comparison of the timescales involved for peculiar geomagnetic or solar wind conditions.
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