Abstract-Differential signaling is widely used in high speed data communications. Inter-symbol interference (ISI) and crosstalk between differential pair, however, heavily affect the integrity of differential signaling as measured by timing jitter and amplitude noise in the eye diagram. To reduce the impact of ISI, a pre-emphasis filter is commonly used, but it increases the crosstalk noise. In this paper, we first propose formula-based jitter and noise models considering the combined effect of ISI, crosstalk, and preemphasis filter. With given input patterns, our models achieve within 5% difference compared to SPICE simulation. Moreover, using the formula-based models, we develop mathematical programming algorithms to directly find out the input patterns for worst-case jitter and worstcase amplitude noise. Experiments show our algorithms obtain more reliable worst-case jitter and noise compared to Monte Carlo simulation and reduce runtime by 150×.
I. Introduction
Differential signaling has been widely used in high-speed I/O interconnect standards like PCI-Express and Serial ATA. It has several advantages, such as a high transmission rate due to low signal swing, little electromagnetic interference (EMI), and common-mode noise immunity. Considerable signal integrity issues, however, still limit the link performance and become bottlenecks during system integration. Such issues include resistive losses, reflections, inductive ringing and crosstalk between differential pairs [1, 2] .
To evaluate the combined effect of these impairments on the overall system performance, the associated eye diagram [3, 4] has been used as an effective measure. As shown in Fig. 1 , the eye diagram is defined as the synchronized superposition of all possible realizations of the signal viewed within a particular signal interval. It provides a fast evaluation of system performance. The width of the eye opening defines the time interval over which the received signal can be sampled without error. The height of the eye opening with the amount of amplitude noise at a specified sampling time defines the signal-to-noise-ratio of the received signal [3] .
Consider the eye diagram shown in Fig. 1 . The amounts of timing jitter and amplitude noise determine the width and height of the eye. Jitter is defined as the deviation This paper is partially supported by a UC MICRO grant sponsored by Actel and Fujitsu. Address comments to lhe@ee.ucla.edu. of the zero-crossing from its ideal occurrence time and decreases the eye's width [5] . Amplitude noise, on the other hand, decreases the signal-to-noise ratio (SNR) and, accordingly, the eye's height. As a result, to determine the performance of the interconnect, we need to consider both timing jitter and amplitude noise simultaneously. Specifically, inter-symbol interference (ISI) and crosstalk are two major factors that induce jitter and amplitude noise. ISI is defined as one symbol interfering with subsequent symbols and is caused by channel impairments such as attenuation, reflection, and group delay distortion. Crosstalk, on the other hand, is caused by electromagnetic coupling between transmission lines. To counteract ISI, a finite impulse response (FIR) pre-emphasis filter at the transmitter side is widely used to emphasize the signal prior to the impact of the channel [6] [7] [8] . However, pre-emphasized signal couples more electromagnetic energy into neighboring channels and may exacerbate the crosstalk.
Traditionally, the eye diagram is obtained through lengthy simulations or measurements. In literature, several types of techniques are proposed to model the eye diagram and try to efficiently predict the jitter and amplitude noise at the design phase [9] [10] [11] [12] . However, [9] considers reflection and attenuation with only one input pattern, and [10] only considers a lossless transmission line. As a result, those models are far from accurate. [12] and [11] have a better model because they consider lossy transmission lines, but they still take only a few input patterns into account and use an inaccurate linear approximation. The efficient handling of input patterns in adequate length is still an open question. Most importantly, all existing works fail to consider the effect of the pre-emphasis filter, which effectively reduces ISI, as shown in Fig. 6 in Section II, but may increase crosstalk.
In this paper, we first propose formula-based jitter and amplitude noise models that consider the combined effect of ISI, crosstalk, and the pre-emphasis filter. We apply a RLGC lossy transmission line model according to differential microstrip line geometry, and we represent the channel impairments and crosstalk through transmission line time domain response. With given input patterns, our models achieve within 5% difference compared to SPICE simulation. Using the formula-based models, we then develop mathematical programming algorithms to directly predict the input patterns that cause worst-case jitter and worstcase amplitude noise. Experiments show our algorithms obtain more reliable worst-case jitter and noise compared to Monte Carlo simulation and reduce runtime by 150×.
The rest of this paper is organized as follows: Section II reviews background on transmission lines and the preemphasis filter. Section III presents our formula-based jitter and noise models. Section IV introduces our mathematical programming algorithms, and section V describes experiments on different transmission lines. Section VI concludes the paper.
II. Backgrounds

A. RLGC Model
A cross-section of the differential microstrip line is shown in Fig. 3 . We assume the lines are homogeneous, uniform, and parallel to each other without any variation [10] . The dielectric is assumed to be homogeneous with constant permittivity ε and permeability µ.
The distributed self and mutual inductances are computed with the method of images [13] : the effect of the ground plane is replaced with the image currents. Using the notations from Fig. 3 , the following expressions were found for the per-unit-length self and mutual inductances [13] :
Fig. 4. Parallel transmission lines
The distributed capacities may be calculated as follows [14] 
B. Parallel Transmission Lines
High-speed signal propagation on an interconnect can be influenced by several effects, such as delay, attenuation, reflection, slew rate limitation, and crosstalk. All of these effects, which are also known as transmission line effects [15] , can be captured by Telegrapher's equations using RLGC per-unit-length model [15] . Consider the transmission line pair shown in Fig. 4 . In frequency domain, the voltage-current relationships between x = 0 and x = d [15] can be expressed as
where
, respectively. Z = R + sL and Y = G + sC are the impedance and admittance matrices. The transformation matrix W corresponds to the eigenvectors of product ZY and the resulting diagonal matrix contains the corresponding eigenvalues.
C. Pre-emphasis Filter
Using a symbol-spaced finite impulse response (FIR) filter to pre-emphasize the signal at the transmitter end is a common way to counteract ISI. The filter can be expressed as
A circuit implementation of the current-mode logic (CML) pre-emphasis driver is shown in Fig. 5 . The coefficient of each tap is realized by the current source and requires a dedicated differential pair to drive the output. Normally, the number of taps ranges from 2 to 5 because of power and area constraints. The coefficient of each tap is directly related to the channel characteristic mentioned in the previous sub-section and can be determined adaptively by the least-mean-square (LMS) algorithm [6, 7] :
where W is the tap coefficient and µ is the step size. k is the error signal and is defined as the difference between the received signal value and the transmitted value. The convergence of errors drives the coefficients to their optimal value. To demonstrate the effectiveness of the pre-emphasis filter, the eye diagram with and without the pre-emphasis filter is compared in Fig. 6 . The SNR improvement can be clearly seen. As a result, jitter and amplitude noise models can't capture the actual link performance without considering the existence of pre-emphasis filter.
III. Jitter and Amplitude Noise Model
The jitter and amplitude noise are actual stochastic processes and can be divided into two categories: random and deterministic. The random part is usually described through a probability density function(pdf) or its rootmean-square(rms) value. On the other hand, the deterministic part is predictable and makes the dominant contribution to the shape of eye diagram [16] . To start with, we model the CML transmitter as an independent voltage source, V s , with matching conductance G s . At the receiver end, G L and C L are used to model the loading conductance and parasitic capacitance of the CML receiver, as shown in Fig. 7 . Therefore, the termination constraints become 
and we can derive the frequency domain transfer function using (5), (11) and (12) . The result is as follows:
Note that G s , G L , and C L are all 2×2 diagonal matrices.H describes the complete two-port relationship and includes the effect of ISI, crosstalk, reflection, and all other channel impairments. The frequency domain relationship between differential input and differential output now becomes
In order to find the time domain response, (15) is approximated into the following pole-residue form:
by using a least-square-approximation-based method [17] . In this way, the time domain step response can be obtained through the inverse Laplace transform of H(s)/s and we get
The received signal at the far-end of the transmission line now can be expressed as
is the time-domain response of a non-return-to-zero (NRZ) symbol, and b i can be evaluated as
with W j as the pre-emphasis filter coefficient and a i as the input symbol pattern. m is the number of taps in the filter.
We define the reference time point t 0 as the time when the waveform, without interference from neighboring symbols, crosses a certain threshold V th [11] . In other words, t 0 can be solved with
Jitter is the deviation from such a time point. For a given input pattern, the jitter can be computed as
where r(t 1 ) = V th .
On the other hand, the amplitude noise is defined as the amplitude variation at the optimal sampling time, that is
Note that r(t) attenuates quickly as time goes toward infinity. Thus (23) can be well approximated by
where N can be decided such that the error is within a certain bound
and is in [0, 1] and is specified by the user. A larger reduces the problem complexity, but introduces more significant error.
IV. Worst-case Jitter and Amplitude Noise
The deterministic part of jitter and amplitude noise highly depends on the input pattern. As a result, it is critical to find out the worst-case input pattern without doing lengthy simulations, as will be discussed in this section.
A. Worst-case Timing Jitter
The worst jitter is the sum of the worst positive deviation t 1 − t 0 (t 1 > t 0 ) and the worst negative deviation t 0 − t 1 (t 0 > t 1 ). For simplicity of presentation, we only discuss how to compute the worst positive deviation. It should be understood that the same procedure can be applied to compute the worst negative deviation as well. We can formulate the worst positive deviation as the following integer non-convex programming problem (P1) (P1) max
B. Relaxation Based Binary Search
If we assign a set of values to t 1 , then the problem becomes a non-linear feasibility problem and can be solved through an efficient heuristic method, i.e., for each value of t 1 , we test whether a combination of the symbols a i can be found such that (29) holds, and then pick the t 1 that maximizes t 1 − t 0 among all the feasible solutions. Such a problem structure enables us to use the binary search technique on t 1 , which is bounded in [t 0 , T ). However, the main difficulty lies in the fact that the feasible space for t 1 is not continuous. If we randomly assign values to t 1 , the chance for it to be feasible is slim.
To overcome this difficulty, instead of finding a set of symbols that satisfies (29), we look for a nearby feasible value as an alternative, if possible. This is done by the following procedure. Suppose t 1 is assigned with valuet 1 . Then the corresponding feasibility problem would be
Instead of solving it directly, we relax the integer constraint (36) to
and solve the problem (P2) (P2) max
The objective function (38) tries to find the solution set a j that is as close to the integer as possible. For the time being, let's assume that we know how to solve (P2). Then we denote the optimal solution asã j and round it to 0 or 1. After that, we can getb j from (39), and insert them in the equation
to solve for t 1 , which is close tot 1 and yet is a feasible solution of the original problem. This procedure can now be used as the core for the binary search. The overall algorithm for jitter computation is shown in Algorithm 1, where 0 is used to control the termination condition: when the lower bound and upper bound have a difference smaller than 0 , the search stops. Now we discuss how problem (P2) can be solved efficiently. For the sake of efficiency, we propose an heuristic to obtain its solution directly from the structure of (P2). Let
and insert (39) into (40). Then(P2) can be transformed into an equivalent form (46) where c j and d are some constants that can be derived easily.
The incentive of the heuristic to be proposed below is to let as many x i take the maximum absolute value as possible. Due to the symmetry of the problem, without loss of generosity, we can assume
Then according to this ascending order of |c i |, we assign −0.5 or 0.5 as the optimal valuex i based on the following criteriã
This assignment is continued until
And the solutions for the remaining x i arẽ
Note that due to the complexity of the original problem, we cannot guarantee that the solution obtained from our algorithm is optimal (or even locally-optimal). However, experimental results show that our algorithm gives a result that is very close or more pessimistic to the enumeration method, yet achieves significant speedup.
C. Worst-case Amplitude Noise
The amplitude noise is the difference between the maximum amplitude deviation and the minimum amplitude deAlgorithm 1 Algorithm for solving problem (P1). 
viation, at the optimal sampling time. To find the worstcase noise, we could use the following formulation:
is the optimal sampling time. The difference between maximum and minimum deviation determines the peak-to-peak amplitude noise for the eye diagram. Given the t s calculated from (54), we can rewrite (P3) as (use the maximum problem as an example)
where c i again is some constant that can be derived easily. As a result, it is a linear programming problem and, moreover, the solution can be obtained directly without calling the general linear programming solver. Obviously, to maximize the objective function, we just let a i be 1 if c i is positive and be 0 if c i is negative [18] . For the minimum case, it is vice versa. So the amplitude noise can be expressed as
V. Experimental Results
In this section, we report our experiments on a Pentium 4 computer with 2.66G CPU and 1G RAM.
A. Jitter and Amplitude Noise Model Validation
To start with, we first verify our transmission line channel model. Table I lists the detailed design information for our various testbench. And Fig. 8 shows the comparison of the transient simulation result between our analytical channel model and SPICE simulation for Design 1. From Fig. 8 , we can find out that the transient behavior is pretty similar and both give the same amount of timing jitter and amplitude noise. Note that the origin point is different between SPICE and our model. This is due to different input setting and does not affect the noise and jitter measurement. Next, we verify our jitter and noise model with SPICE given the same set of input patterns in Table II . The test pattern contains 100 symbol with a data rate at 10Gb/s. From Table II , we discover that, given the same input pattern, our model can accurately calculate jitter and noise with similar runtime, compared to SPICE results. The error is within 4.5% for jitter and 5% for noise. Although the runtime improvement is not much, our model is easier to be embedded into other tools or algorithms.
To emphasize the importance of considering a long period of time domain response, Fig. 9 shows the time domain response for Design 5, but with unmatched termination resistance. The impedance mismatch at the receiver end will cause severe signal reflection. From Fig. 9 , both SPICE simulation and our model clearly illustrate the signal reflection behavior. As a result, only a few taps of time domain response is not sufficient to determine the jitter and noise performance.
B. Worst-case Jitter and Amplitude Noise Calculation
The worst-case jitter, amplitude noise, and runtime comparison for various design cases are listed in Table III . The pre-emphasis filter is optimized in advance for different channel characteristics. The jitter and amplitude performance is calculated through our formula-based model and we consider 40 taps of transmission line time domain response. For Monte Carlo simulation(MC), we test 10000 sets of random input pattern in order to find the worstcase scenario. On the other hand, our direct solving(DS) algorithm with relaxation-based binary search and linear programming can directly determine the required input pattern for worst-case jitter and noise. Table III shows that, for all the cases, our algorithm obtains more reliable worst-case jitter and noise compared to Monte Carlo simulations. Results show our algorithm obtains worst-case jitter and noise by up to 20% bigger. At the same time, our algorithm is 150× faster.
VI. Conclusion
This paper develops an efficient mathematical method to calculate the worst-case data-dependent jitter and noise directly for a differential microstrip line. We first propose formula-based jitter and noise models that consider the combined effect of ISI, crosstalk and the pre-emphasis filter. With given input patterns, our models achieve within 5% difference compared to SPICE simulation. Furthermore, using these formula-based models, we develop mathematical programming algorithms to directly predict the input patterns that cause worst-case jitter and worst-case amplitude noise. Experiments show our algorithms obtain more reliable worst-case jitter and noise compared to Monte Carlo simulation and, meanwhile, achieve a 150× runtime reduction. Note that our modeling and mathematical programming algorithm are not restricted to differential signaling and can be applied to any multiconductor transmission lines. Moreover, our formula-based models are efficient and are suitable for transmission line automatic synthesis. 
