Abstract. This paper develops least-squares pseudo-spectral collocation methods for elliptic boundary value problems having interface conditions given by discontinuous coefficients and singular source term. From the discontinuities of coefficients and singular source term, we derive the interface conditions and then we impose such interface conditions to solution spaces. We define two types of discrete least-squares functionals summing discontinuous spectral norms of the residual equations over two sub-domains. In this paper, we show that the homogeneous least-squares functionals are equivalent to appropriate product norms and the proposed methods have the spectral convergence. Finally, we present some numerical results to provide evidences for analysis and spectral convergence of the proposed methods.
Introduction
Let Ω be the square (−1, 1)
2 and let Ω 1 = (−1, 0) × (−1, 1) and Ω 2 = (0, 1) × (−1, 1) be two open subsets of Ω. Denote by Γ the interface between Ω 1 and Ω 2 , i.e., Γ =Ω 1 ∩Ω 2 . We consider the second-order elliptic boundary value problem: where ∂Ω = Γ D ∪Γ N denotes the boundary of Ω, f is a given piecewise continuous function; a and c 0 are piecewise constant, b is a piecewise vector constant, and n is the outward unit vector normal to the boundary. Here, νδ(x)g(y) is a singular source term where δ(x) denotes the Dirac δ-function with the support on the interface Γ, ν is a constant and g(y) is a continuous function.
In various applications of physics, engineering and biological sciences, differential equations and partial differential equations with discontinuous coefficients and/or singular source terms have been commonly used. The singular source terms are also used for modeling extremely small-scale perturbations, such as the wave interaction with a singular defect in a disordered media, particle-flow interactions, particle-particle interactions, etc( [7] , [19] , [29] ). In recent years there has been lots of interest in the use of first-order system least-squares method (FOSLS) for numerical approximations of elliptic partial differential equations, Stokes equations and Navier-Stokes equations. Introducing an extra physically meaningful variable u = a∇p, the equation (1.1) above can be written as an equivalent first-order system of linear equations (see [9] , [10] and [24] ). For a use of finite element method, the least-squares approach was widely studied in [14] , [15] , [17] , [5] , [8] , [9] , [10] and [18] , and a leastsquares method for the interface problem of Poisson equations was introduced in [1] and [13] . Least-squares approaches using spectral method were also studied in [20] , [21] , [22] and [25] . The least-squares methods have several benefits such that the resulting algebraic system is always symmetric positive definite and the methods can avoid LBB compatibility condition. For more details we refer to [6] and references therein.
For an interface problem without any singular source term, in [13] they proposed and analyzed a least-squares finite element method. To avoid global regularity requirements, they introduce two terms in the least-squares functional that are related to the conditions on the interface. They defined the least-squares functional including the integrations of jumps over the interface to impose the continuous interface conditions. Also one may find the least-squares finite element approaches for elliptic problems with discontinuous coefficients in [4] and [3] . The success of finite element least-squares method for such an interface problem stimulated the usage of pseudo-spectral methods or spectral element methods which is known as a very accurate method (see [2] , [12] , [16] and [24] ). Furthermore, in [20] they analyzed the least-squares pseudo-spectral collocation method for elliptic problems without any interface. They also provided the analysis and numerical computations for Stokes equations in [21] . Therefore we believe that it is worth to develop the least-squares Legendre and Chebyshev pseudo-spectral methods to solve the first-order system corresponding to the interface problem (1.1). On the other hand, one may consider least-squares methods using negative norm or mesh dependent norm because the right hand side belongs to H −1 (Ω). Such approaches can be found in [6] , [5] and [8] for the finite element approximation, and in [22] for the pseudo-spectral approximation. Instead of using negative norm, in [11] they developed the discrete FOSLS by directly approximating H(div) ∩ H(curl)-type space based on the Helmholtz decomposition, in which under general assumptions they established error estimates in the L 2 -and H 1 -norms for the vector and scalar variables, respectively. However, such methods need the global regularity for the solution so that the methods have a limited convergence with lack of global regularity.
In this paper, we introduce a pseudo-spectral least-squares method having full spectral convergence in an appropriate norm using two domain decomposition provided that the solution has local regularity enough in each sub-domain. To do this, we first apply a standard finite element argument to the problem (1.1) in order to derive two elliptic problems without any singular source term defined in each sub-domain, respectively. The singular source term resolved itself into a jump interface condition. See [23] and [28] for more details. Introducing the flux variable u = a∇p, such two elliptic equations can be written as equivalent two first-order systems of linear equations which are very similar to the equations considered in [13] . Our interface condition for the trace of the normal components of the flux variable is discontinuous due to the singular source term. Such a jump condition is indeed given by [n · u] Γ = νg(y). We define a solution space of functions satisfying not only essential boundary conditions but also jump interface conditions. That is, we include the jump interface conditions into the solution space as essential conditions. We then define two kinds of least-squares functionals summing the broken L 2 (Ω)-norms of residual equations of two systems. We do not add any integration over the interface to the least-squares functionals. The purpose of this paper is to show that the homogeneous least-squares functionals are equivalent to appropriate broken norms and the methods have spectral convergence in their norms. We also present the implementation for the proposed methods with some numerical results for two interface problems. In this paper, we analyze our methods for only Legendre spectral approximation. For the Chebyshev spectral approximation, we provide only numerical experiments, but one may easily analyze the method using the similar arguments of this paper together with some lemmas given in [20] . These approaches can be further applied to the finite element approximation.
This paper consists of as follows. In Section 2, we provide definitions, notations and basic known facts. In Sections 3, two kinds of least-squares pseudospectral collocation methods are presented including the norm equivalence and spectral convergence. In Section 4, we explain how the linear system can be set up and provide several numerical experiments including Legendre and Chebyshev approximations for interface problems.
Preliminaries
In this section, we provide some preliminaries, definitions and notations for future use. The standard notations and definitions are used for the weighted Sobolev spaces H 
.
are the zeros of (1 − t 2 )T 
Then, we have the following LGL or CGL quadrature formula such that (2.1)
be the set of Lagrange polynomials of degree N with respect to LGL or CGL points {ξ i } N i=0 which satisfy φ i (ξ j ) = δ ij , ∀ i, j = 0, 1, . . . , N, where δ ij denotes the Kronecker delta.
Denote by Q N (D) the space of all polynomials, defined on D, of degree less than or equal to N with respect to each single variable x and y. Leṫ
Define the basis functions forQ N as
The two-dimensional LGL or CGL nodes {x ℓ ij } and weights {w ℓ ij } with respect to each domain Ω ℓ (ℓ = 1, 2) are given by
where
For any piecewise continuous functions u and v onΩ, we define the discrete scalar product and norm respectively as
Then, one may easily show from (2.1) that
It is well-known that
where γ * = 2 + 
Using the results given in [2, 12, 26] , one may easily check the following interpolation error estimate given by
Throughout this paper, denotes a generic constant C depending only on the physical domain Ω and coefficients given in the problem (1.1).
Pseudo-spectral least-squares method
In this section, we investigate the Legendre pseudo-spectral least-squares method for the first-order system of linear equations equivalent to the problem (1.1). Throughout this section, we set w(x, y) = 1.
For
, where a i := a| Ωi denotes the constant diffusion coefficient over subdomain Ω i , and n i and τ i are unit normal and tangent vectors on Ω i , respectively. Let ∇× denote the curl operator given by
T . In order to solve the problem (1.1) via the interface problem, we need to first derive the jump conditions from the singular source term s(x, y) = νδ(x)g(y). By a standard finite element argument, we can derive the following jump condition (see [23] and [28] ), for p = [p 1 :
In this subsection, we establish the pseudo-spectral least-squares method whose homogeneous functional is equivalent to [
For a simple analysis, we consider the function g(y) as its LGL-interpolant
and let W be a space of vector functions:
equipped with the norm
and
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One may show from [10] that there exists a constant C > 0 such that
Introducing the flux variable u = a∇p and using the identities
we have the first-order system of linear equations equivalent to (1.1) such that
Define the least-squares functional for the system (3.1) as
The first-order system least-squares variational problem for (3.1) is to minimize the quadratic functional
The corresponding variational problem is to find (u, p) ∈ W × V such that
where the bilinear form a(·; ·) is given by
and the linear form f (·) is given by
. In this paper, we assume that there exists a unique solution (p, u)
2 with k ≥ 2 for problem (3.1). See [27] for more details.
The following theorem establishes the continuity and ellipticity of the bilinear form a(·; ·) so that there exists a unique solution for the problem (3.4).
Proof. The functional G ℓ (·, ·; ·), i = 1, 2, is a special case of the general form given in [10] . Using the similar argument given in [10] , we can easily show that there exists a constant C > 0 such that, for i = 1, 2,
. This completes the proof of the theorem.
Define the discrete least-squares functional using the discrete spectral norm as
The discrete least-squares problem associated to (3.5) is then to minimize the quadratic functional G N (v, q; f ) over W N × V N and the corresponding variational problem (Legendre pseudo-spectral collocation problem) is to find (
where the discrete bilinear form a N (·; ·) and linear form f N (·) are given by
In [20] , they established the least-squares pseudo-spectral collocation method for an elliptic equations with continuous coefficients. The similar arguments given in [20] yields the following theorem which shows the continuity and ellipticity of the discrete functional G N (·; 0).
Using the same technique for a generalized Galerkin method given in [2] and [26] , one may easily obtain the spectral convergence in [Ḣ 1 (Ω)] 2 × H 1 (Ω) for the proposed method in the following theorem. The similar results can be found in [20] and [21] .
In this subsection, we establish the pseudo-spectral least-squares method whose homogeneous functional is equivalent to [H(div; Ω) × H 1 (Ω)]-norm. Let W div be a subspace of H(div; Ω) for vector functions:
Introducing the flux variable u = a∇p, we have the first-order system of linear equations equivalent to (1.1) such that
Define the least-squares functional for the system (3.7) as
The least-squares problem associated to (3.8) is then to minimize the quadratic functional G div (v, q; f ) over W div × V , and the corresponding variational problem is to find (u, p) ∈ W div × V such that
where the bilinear form b(·; ·) is given by
Define, for ℓ = 1, 2,
The following theorem establishes the continuity and ellipticity of the bilinear form b(·; ·) so that there exists a unique solution for the problem (3.9).
Proof. The functional G div ℓ (·, ·; ·), i = 1, 2, is a special case of the general form given in [9] . Using the similar argument given in [10] and Theorem 3.1, one may easily show the conclusion.
The discrete least-squares problem associated to (3.10) is then to minimize the quadratic functional 
Using similar arguments given in [20] , one may easily show the following theorem which shows the continuity and ellipticity of the discrete functional G div N (·; 0). Theorem 3.5. For any (v, q) ∈ W N × V N , there exists a constant C such that
The proposed method appears indeed as a generalized Galerkin method. We have the following convergence result using the same techniques given in [2] and [26] .
N × V N be the discrete solution of the problem (3.11). Then there exists a constant C such that
Remark 3.7 (Chebyshev spectral collocation method). In this section, we have investigated the least-squares Legendre spectral collocation method for an elliptic equation with an interface. In [20] and [21] , they provided the least-squares Legendre and Chebyshev spectral collocation method for elliptic equations without any interface. One may easily explore the Chebyshev spectral least-squares method using the similar arguments given in [20] . Lemma 4.1 through Lemma 4.3 of [20] can play important roles in the analysis of the Chebyshev pseudo-spectral approximation for the interface problem (1.1).
Implementation and numerical results

Implementation
The computation for the problems (3.6) and (3.11) can be easily implemented by using one-dimensional pseudo-spectral matrix and tensor product for both Legendre and Chebyshev pseudo-spectral approximations. See [20] for more details. Here, we briefly introduce an easy way to control the interface conditions imposed in the solution spaces W N and W div N . A similar technique can be found in [28] . We introduce an easy technique to impose the jump condition into the algebraic system for the case of only one variable problem. Consider the following problem:
with a known jump condition:
where W N is a finite dimensional space and d(·, ·) is a bilinear form. Suppose that the resulting algebraic system for the problem (4.1) based on the discontinuous high-order approximation is
where, for each ℓ = 1, 2,û In this case, we cannot guarantee the symmetry of A even though A is symmetric. To obtain a symmetric system, we add α times the third row-block to the second row-block so that the matrix A S is symmetric if A is symmetric: 
On the other hand, the conforming approximation is nothing but only the case of α = 1 and h(y) = 0.
Numerical results
In this section, we present the numerical experiments for the first-order system (3.1) associated to the following elliptic partial differential equation (1.1).
Example 1 (Discontinuous diffusion coefficient). Consider the following problem without the singular source term:
The discontinuous diffusion coefficient a(x, y) is given by
In this example, we present some numerical results with the following exact solution
The right hand side f is given by the direct computation of the left hand side with the solution p. One may easily see that p ∈ H 2 (Ω) and u = a(x, y)∇p
The numerical tests will be performed with σ = 1 and 100. Let e u = u − u N and e p = p − p N be the discretization errors where (u N , p N ) is the approximate solution to (3.6) or (3.11). Figures 2 and 3 show the numerical solutions for σ = 1 and σ = 100, respectively. One may see that the second component of flux variable u has a big jump in Figure 2 . Tables 1 through 6 show that the proposed method has spectral convergence in [Ḣ 1 (Ω)] 2 ×H 1 (Ω)-norm of pseudo-spectral Legendre/Chebyshev collocation least-squares method for both variables p and u, regardless of coefficients a, b and c 0 . One may compare the numerical results with those of the least-squares finite element approximations in [13] and negative norm least-squares pseudo-spectral approximations in [22] . The numerical results show that the pseudo-spectral approximations of both [Ḣ Tables 1 and 4 with Chebyshev approximations in  Tables 3 and 6 , the discretization errors for Legendre approximation are a little bit smaller than those of Chebyshev approximation, but the difference seems to be very small. Example 2 (Discontinuous diffusion coefficient with a singular source term).
Let Ω = (0, L) × (0, 1) and Γ = {α} × (0, 1). Consider the following elliptic problem with the singular source term:
with the following exact solution
where a 1 = 100, a 2 = 10,
In this example, C i can be determined by the homogeneous boundary conditions and the jump conditions, a 1 ∂ x p − a 2 ∂ x p = ν sin πy on Γ, and the right hand side f can also be given by easy computation of the left hand side with solution p. With two sub-domains, Ω 1 = (0, α) × (0, 1) and Ω 2 = (α, L) × (0, 1), we applied least-squares pseudo-spectral collocation method to solve the above singular problem as an interface problem. Tables 7 through 10 
Conclusion
This paper develops least-squares pseudo-spectral collocation methods for elliptic boundary value problems (1.1) having interface conditions given by discontinuous coefficients and singular source term. From the discontinuity of coefficients and singular source term, we derived the interface conditions and then we imposed such interface conditions to solution spaces. Over such solution spaces, we define two types of continuous least-squares functionals usingL 2 (Ω)-norm, so-called 'broken L 2 (Ω)-norm'. We also define two types of discrete least-squares functionals using discontinuous spectral norm over two sub-domains. In this paper, we have shown that both types of the homogeneous continuous and discrete least-squares functionals are equivalent to appropriate product norms and the proposed methods have the spectral convergence in the broken norms. Finally, we presented some numerical results to provide evidences for analysis and spectral convergence of our proposed methods. The techniques given in this paper can be further combined with the finite element method and spectral element method. It can be also applied to more general interface problems.
