A novel separable effective adiabatic basis (SEAB) for the solution of the transverse vector wave equation by the variational method is presented. The basis is constructed by a suitably modified adiabatic approximation. The method of SEAB construction is applicable to the waveguides of a general cross section. By calculating scalar modes in rectangular and rib waveguides, we show that the use of SEAB entails computational effort several orders of magnitude less than the use of the more conventional Fourier basis. As an illustrative example, the polarized modes of a rib waveguide are calculated.
INTRODUCTION
Solution of the scalar wave equation in dielectric waveguide structures is frequently sufficient to develop and analyze photonic devices. However, to determine such characteristics of the device as polarization-dependent loss and polarization-mode-dispersion knowledge of the vector modes and their propagation constants is essential. A number of methods have been developed so far to solve two-dimensional vector wave equations in the dielectric waveguides. Approximate solutions can be obtained in a fast and efficient way by the effective-index method with perturbative treatment of polarization corrections. 1, 2 To go beyond the approximate solutions and to obtain vector modes with any degree of accuracy, researchers have extensively used the variational approach. The Ritz varational method was utilized in Refs. 3 and 4 to find scalar modes and then to compute polarization corrections by the perturbation theory. The Ritz-Galerkin variational method, wherein the original Sturm-Liouville problem is replaced by the equivalent matrix eigenvalue problem, has been extensively used to find scalar and semivectorial modes in waveguides. [5] [6] [7] However, to the best of our knowledge, it was never implemented to solve the full vector equation.
One of the factors affecting performance of the variational method is the choice of the trial or basis functions. Obviously, if they closely resemble the exact solutions, i.e., if they are physical functions, then the amount of numerical work needed to represent the exact solutions with sufficient precision is not large. Thus the use of Hermite-Gauss basis functions in Refs. 8 and 9 allowed the accurate representation of the bound modes in circular and rectangular waveguides with just a few basis functions and therefore cut computational costs. However, such hand picked bases are not portable between waveguides with widely different cross sections. This explains the widespread use of the more flexible, although unphysical, Fourier basis.
In this paper we demonstrate how the full vector equation can be solved by the variational method. To this end, we use the suitably modified adiabatic (effectiveindex) method to construct a physical separable basis suitable for waveguides with a cross section of any form.
Although the Fourier basis is used to represent our basis functions, we obtain numerical solutions of the vector equations that can contain as many as 10 6 Fourier components. The use of a Fourier basis of such size directly would represent a much more difficult numerical task. The computational efficiency of the proposed basis versus the Fourier basis is demonstrated in the solution of the proposed basis, and is consequently used to calculate vector modes in the same waveguide structures, whereby a high precision of computation is shown to be achieved with a reasonable amount of basis functions.
PHYSICAL PROBLEM
To obtain vector modes of straight dielectric waveguides, one must solve the complete set of Maxwell equations. Assuming the fields to be time harmonic and eliminating the magnetic field, we arrive at the equivalent set of equations
where E(r) is the electric field and n(r) is the refractive index. We choose the z axis to be along the waveguide;
thus n(r) ϵ n(x, y) is independent of z, and the electric field can be written in the form E(r) ϭ E(x, y)exp(i␤z), where ␤ is the propagation constant and E(x, y) is the vector mode. By substituting the above expression for the electric field into Eqs. (1) and (2), we obtain the following equation for the vector mode E(x, y):
where k ϭ /c is the free-space wave vector, f ϭ 2 ln n(x, y), and subscripts denote the partial derivatives. Solution of Eq. (3) should produce real propagation constants ␤. This can be deduced from Berry's representation of the Maxwell equations for guided light as a Schrödinger-like equation. 10 We see from Eq. (2) that if the variations in the refractive index are small then the field becomes nearly transversal; i.e., E z (x, y) is much smaller than the transversal component E Ќ (x, y). Therefore we might neglect the z component of the field and rewrite Eq. (3) as an eigenvalue problem for the transverse component of the field alone:
The operator ⍜ is given by
The transverse component of the mode is an eigenfunction of ⍜ while the second power of the propagation constant is its eigenvalue. We see that in this approach the solution of the full set of Maxwell equations is reduced to the determination of eigenfunctions and eigenvalues of the operator given in Eq. (5). We define the scalar product between fields E 1 and E 2 in the following way (see Ref. 11) :
In the case E 1 ϭ E 2 ϭ E, the scalar product in Eq. (6) becomes proportional to the total power in the mode E. In our approximation, when the z component of the field is neglected, the scalar product takes a simpler form:
Operator ⍜ is, in general, non-Hermitian, which may result in nonphysical complex propagation constants. The fact that Eq. (4) is a non-Hermitian eigenvalue problem is not in conflict with the hermeticity of Maxwell equations. Only because of the assumption that E z (x, y) is negligible compared with the transversal component E Ќ have we arrived at the non-Hermitian operator ⍜ in Eq. (4). It is important to stress that the non-Hermitian nature of ⍜ is due to the approximation we made.
In view of the non-Hermitian nature of ⍜ , we redefine the scalar product in the functional space of vectors
where E Ќ L and E Ќ R are left and right eigenfunctions of ⍜ (e.g., see Ref. 12).
COMPLEX VARIATIONAL METHOD
To find eigenfunctions and eigenvalues of ⍜ , we used a complex analog of the variational principle proved in Ref. 12 . In this method, eigenfunctions of ⍜ are represented as an expansion in the N linearly independent basis functions i . If normalized eigenfunctions of some Hermitian operator are chosen as the basis, then such a basis is orthonormal, and the relation i L ϭ i R * ϵ i * holds. Consequently, the right and left eigenfunctions of ⍜ are of the form
The variational principle states that the expansion coefficients C j R are solutions of the following matrix eigenvalue problem:
where ⍜ ij ϭ ( i ͉⍜ ͉ j ) is the matrix element of the operator in question and
are found in a similar fashion with transposed matrix ⍜ ij t substituted into Eq. (10) instead of ⍜ ij . The variational principle also ensures that in the limit N → ϱ expansions (9) approach the exact eigenfunctions of ⍜ .
In numerical calculations the number of the basis functions N is necessarily finite. Thus the choice of basis becomes of paramount importance to ensure the fast convergence of expansions (9) , thus minimizing the size of matrices fed into the diagonalization procedure. A widespread choice is the Fourier basis, separable in coordinates x and y, which often enables one to obtain the matrix elements ⍜ ij in an analytical form and save the time necessary for its numerical evaluation. However, the basis functions are unphysical; i.e., they bear little resemblance to the modes. One might expect in this case that very large N's are needed to obtain satisfactory convergence. We demonstrate below an efficient method to construct a separable physical basis whose functions resemble closely the exact waveguide modes.
SEPARABLE EFFECTIVE ADIABATIC BASIS
We will obtain the desired basis functions solving the scalar wave equation
by the suitably modified adiabatic method that will be introduced below. (For a detailed discussion of the standard adiabatic approximation, known in optics as the effective-index method, consult Ref. 13 or 14) . Application of the adiabatic method alone produces an excellent approximation to the solutions of Eq. (11). However, these solutions are neither separable nor continuous for the piece wise potentials as in the case we want to study; thus they are not a convenient choice as the basis functions. Nevertheless, by modifying the adiabatic approximation, we will be in a position to obtain a separable basis whose functions are continuous and similar to the exact solutions. We define a box in the xy plane and introduce the grid with N x points in the x direction and N y points in the y direction. We denote by L x and L y characteristic dimensions of the waveguide in the x and y directions correspondingly. If characteristic dimension L x is larger than L y (extension to the case when L x Ͻ L y is obvious), then the variation of (x, y) with x is slower than with y. In this case the term ‫ץ‬ 2 (x, y)/‫ץ‬x 2 in Eq. (11) can be regarded as a small perturbation. Treating coordinate x as a parameter, we solve the following Hermitian eigenvalue equation for some functions Y m ( y; x):
where ␤ m (x) ϭ kn m (x), m ϭ 1,... N y , defines the effective refractive index of the medium in the x direction. Equation (12) is solved numerically for each x. To this end, we utilized the Hermitian variational (Ritz) method with N y Fourier basis functions and periodic boundary conditions. As the next step, we should solve N y eigenvalue problems for the slow coordinate, x, by use of Although they are a close approximation to the exact solutions, adiabatic functions are inconvenient as a basis, since they are neither separable nor continuous. To obtain a more suitable basis, we modify the above procedure in the following way. We choose only one effective refractive index, ␤ 1 (x) ϭ kn 1 (x), and the following equation is solved:
To obtain N x eigenfunctions X i1 (x) ϵ X i (x), we use the variational Ritz method with N x Fourier basis functions and periodic boundary conditions. We represent the desired separable basis as (11), multiply from the left by X 1 *(x), and integrate over x. As a result, we obtain the effective Hermitian eigenvalue problem
where ␤( y) ϭ kn( y) defines the effective refractive index in the y direction and is given by
Note that here we add and subtract in the right-hand side of Eq. (11) (12), (14) , and (15), the use of the SEAB is a considerable improvement over the direct application of the Fourier basis to Eq. (11) because ͕ l (x, y)͖ contains as many as N x N y different Fourier components. This number can be larger than 10 6 . Therefore it requires the construction of matrices with huge dimensionality, which are hard or even impossible to diagonalize with the available computational facilities.
The solutions of the vector equation (4) are the functions that consist of two components E Ќ (x, y) ϭ ͓E x (x, y), E y (x, y)͔. We represent these functions in a basis ͕E k (x, y):͓0, l (x, y)͔, ͓ l (x, y), 0͔͖, where l ϭ 1,... N; the vector basis function index, k, assumes values from 1 to 2N. N is a cutoff in the number of the basis functions. With this basis, we form the operator ⍜ , represented by a matrix whose elements are given by
where E k † (x, y) is a Hermitian-adjoint vector. With the choice of an appropriate numerical procedure, matrix (17) can be diagonalized.
We note here that evaluation of the matrix elements of ⍜ is a time-consuming procedure when the refractive index, n(x, y), varies continuously. However, in the waveguides with a step-index profile, derivatives of f(x, y) ϭ 2 ln n(x, y) are just a delta function or its derivatives. Thus, in this case, numerical work will amount to evaluation of one-dimensional integrals along the curves where the discontinuity of the refractive index occurs. An example of the resulting matrix elements is given in Appendix A.
We give a summary of the steps by which SEAB functions are calculated. First, Eq. (12) is solved to obtain n 1 (x), the effective refractive index of the media in the x direction.
Second, Eq. (14) is solved to obtain x-dependent functions X i (x). Third, the effective refractive index of the media in the y direction, n( y), is obtained from Eq. (16) . As the last step, Eq. (15) is solved for Y j ( y), the y-dependent part of the basis.
ILLUSTRATIVE NUMERICAL EXAMPLE AND DISCUSSION
We demonstrate here the efficiency of the adiabatic basis by comparing the solution of the scalar wave equation in terms of this basis with the solutions obtained when the primitive sine basis was used. Alternatively, one may use Hermite-Gauss functions as a basis set and not sine functions. For example, when n(x, y) 2 is close to the harmonic potential, the convergence to the exact numerical solution will be faster with the Hermite-Gauss basis functions than with the sine basis. However, in cases in which n(x, y) 2 is a finite rectangular well, i.e., very anharmonic, we expect that the use of the sine basis will lead to faster convergence than the Hermite-Gauss basis will. The sine basis is also superior to the HermiteGauss functions in calculations of leaky modes. Another benefit of the sine basis is that matrix elements for the step-function refraction index can be evaluated analytically. The sine basis is given by
where L x and L y are box dimensions and l ϭ ( j Ϫ 1)N x ϩ i, i ϭ 1... N x , and j ϭ 1... N y . Computations of the effective index, n eff ϭ ␤/k, were carried out in two common structures: a single-mode rectangular waveguide and a multimode rib waveguide. Since the scalar wave equation is a Hermitian eigenvalue problem, we know that the variational eigenvalues are lower bounds of the exact values. A reasonable estimate of computational error is given by the increment in the effective index as the number of the basis functions is increased. For the waveguides analyzed in this paper, the Hermite-Gauss basis can be a better choice, as we noted in Section 1. However, in comparing the SEAB with the sine basis, we had in mind its future application to waveguides with cross sections of such complexity as to render the use of the Hermite-Gauss basis impractical.
We choose the rectangular waveguide dimensions to be 4 m ϫ 1 m, with n core ϭ 1.495 and n clad ϭ 1.445. The core rests on a 9-m-thick SiO 2 substrate, and the top cladding is 6 m thick. Above the top cladding, there is The wavelength in vacuum is ϭ 1.55 m (see Fig. 1 ). We quote the results in Table 1 .
We notice that the results obtained with the adiabatic basis set have an error that is approximately 20 times smaller than the error incurred when the sine basis is used. The results obtained with both basis sets depend weakly on the box dimensions.
In addition, we present calculations of n eff in a multimode rib waveguide (see Fig. 2 ). The first core layer is 12 m ϫ 0.6 m, and the second one is 8 m ϫ 1.5 m. The width of the SiO 2 layer between the two core layers is 0.2 m. Its purpose is to facilitate convergence of the calculations for the bound states. It is known 16 that numerical solutions of the wave equation inside polygons containing vertices with angles greater than are, in general, poorly convergent. It should be stressed, however, that, since ӷ 0.2 m, this thin layer does not alter the modal structure of the propagated light. The rest of the parameters is the same as in the case of the rectangular waveguide considered previously.
For the multimode rib waveguide, solutions obtained with the adiabatic basis functions provide five bound (trapped) modes, the last of which is located very close to the threshold. Use of the sine basis yields only four bound modes, which illustrates the poor convergence of this method near the threshold. We quote the convergence of the first and the last bound modes in Tables 2  and 3 . The bound (trapped) modes are ordered according to the number of nodes. This illustrates the numerical advantage of using our method to calculate weakly bound (trapped) modes.
In the case of the first bound mode, the error ratio is close to that found in the single-mode rectangular waveguide; the adiabatic basis proves again to be superior to the sine basis. In the case of the last bound mode, we see that the error ratio is smaller. That is a consequence of the Ritz variational method, whose error increases with the mode's number. Despite this, adiabatic basic functions still seem a much better choice.
To illustrate the fact that the use of the SEAB rather than the primitive sine functions reduces the computational effort that is required to obtain converged results, we define the following error estimate: If ͚ i N a i i is the variational eigenfunction and i are N basis functions, then the error can be represented as 18); in the case of the adiabatic basis, they are defined in Eqs. (14) and (15). 
Ϫ5
a Note that this state is found to be bound only when the adiabatic basis is used. For the definition of ⌽ i (x)⌿ j ( y), see the caption to Table 1 .
where n ϭ 1,..., N. In Figs. 3 and 4 we plot Er(n) obtained in the calculation of the first bound mode of the rib waveguide (see Fig. 2 ) with the SEAB and sine basis functions, respectively. Function Er(n) gives an estimate of the rate of convergence of the variational calculation. We see from Figs. 3 and 4 that approximately ten SEAB functions are necessary to obtain 99.9% of the variational function, whereas several hundred primitive sine basis functions are needed to achieve the same result. The larger the rate of convergence is, the faster variational eigenfunctions approach a numerically exact solution.
To calculate the quasi-TE (x-polarized) and quasi-TM ( y-polarized) modes in the waveguide structures presented above, we diagonalize the matrix ⍜ ij , given in Eq. (17) (obtained in the adiabatic basis). The resulting matrix was not Hermitian; thus the generalized diagonalization LAPACK procedure was used to recover the eigenvalues and the left and right eigenvectors of ⍜ ij . The complex parts of the propagation constants were found to be much smaller than the computational error and were subsequently neglected. This result indicates that the approximation made in Eqs. (4) and (5) was valid for the systems investigated in this paper. We quote the propagation constants of the TE and TM modes in Tables 4-6 ; it is interesting to note that the error involved in calculations is much smaller than the geometrical birefringence [i.e., n eff (TE) Ϫ n eff (TM)] for an adiabatic basis as small as 400 functions.
Right eigenvectors of ⍜ ij represent the electric field distribution across the cross section of the waveguide. Calculated modes are given in the form of vectors E Ќ ϭ ͓E x (x, y),E y (x, y)͔. We can still easily characterize the solutions as TE or TM, since the power carried by the mode is concentrated mostly in the E x (x, y) or E y (x, y) (19) ] in the computation of the first bound mode of the rib waveguide (see Fig. 2 ) by the SEAB. component, respectively. Indeed, we found that for the structures under question the power contained in the dominant component is larger than the power contained in the subdominant component by factor of 10 5 . We found also that the complex parts of both dominant and subdominant components of TE-TM modes were several orders of magnitude smaller than the corresponding real parts. Thus the modal field is linearly polarized with the direction of polarization varying across the cross section.
We show a representative field distribution for the ground TE and TM modes of the rib waveguide in Figs. 5 and 6.
It is known that across the surfaces separating media with indices of refraction n 1 and n 2 the normal component of the electric field is discontinuous. The relation between the fields on either side of the interface is the following:
There is a legitimate question of how well the continuous basis function can describe the resulting finite jump in the field amplitude. We observed no field discontinuities in the current investigation that can be explained in the following way. In the waveguides under investigations, the field jump across the core-cladding interface is only 1.5% of the field strength there. And although the jump in the normal component is approximately 20% across the cladding-air interface, the field of the bound modes is exponentially small there. Moreover, to obtain the SEAB we introduce a grid to perform numerical integrations; thus the solutions are given on the grid and therefore smoothed. To give a satisfactory answer to the question above, additional investigation in a suitably chosen waveguide and sufficiently dense grid should be carried out. However, this is outside the scope of the present paper.
CONCLUSIONS
In this paper we demonstrated a novel efficient method of solution of the transverse vector wave equation. A separable effective adiabatic basis set was constructed and used as a variational basis set. We demonstrate that the use of effective adiabatic basis functions permits the cal- culation of the waveguide's modes with a very high accuracy even for the small number of basis functions. Another useful feature of our approach is that this optimal basis should not be chosen a priori, but it can be computed numerically for waveguides with any cross section. Computation of scalar modes in single-mode rectangular and multimode rib waveguides clearly showed that the effective adiabatic basis is much superior to the commonly used Fourier or sine basis. Computation of the TE and TM vector modes had an error that was much smaller than the birefringence even for a moderate number of basis functions.
APPENDIX A: MATRIX ELEMENTS
In this appendix we present the matrix elements of ⍜ for the representative waveguide structure (see Fig. 7 ). We assume that the waveguide has step-function refractiveindex profiles, with the boundaries between regions of different refractive indices parallel to either the x or the y axis. We denote the effective adiabatic basis set by
where X i and Y j are defined in the text in Eqs. (14) and (15) . We see that half of the basis functions are polarized in the x direction, and the second half are the y-polarized functions. We will refer to E Ќ (x) (x, y) and E Ќ ( y) (x, y) as x-polarized and y-polarized bases, respectively.
We report here only the matrix elements of the second term of ⍜ in Eq. since the first term can be handled in an elementary way. Calculation of the matrix elements is comparatively easy, since for the step-index profile derivatives of f ϭ 2 ln n(x, y) are reduced to some functions that contain either the delta function or its derivative. As a result, integrals involved in the evaluation of these matrix elements should be computed only along the intervals in which the change in the refractive index takes place.
Thus we obtain the following matrix elements.
(a) Matrix element calculated with two x-polarized functions E l (x) (x, y) ϭ (X k Y i , 0) and E m (x) (x, y) ϭ (X l Y j , 0):
By y in (x p ) and y fin (x p ) we denote the initial and final points of the interval located at x ϭ x p . For example, for x ϭ x 1 : y in (x 1 ) ϭ y 1 , y fin (x 1 ) ϭ y 2 ; for x ϭ x 2 : y in (x 2 ) ϭ y 1 , y fin (x 2 ) ϭ y 2 (see Fig. 7 
where, for example, x in ( y 1 ) ϭ x 1 and x fin ( y 1 ) ϭ x 2 , x in ( y 2 ) ϭ x 1 and x fin ( y 2 ) ϭ x 2 , and x in ( y 3 ) ϭ x b and x fin ( y 3 ) ϭ x b Ј (see Fig. 7 ).
(c) Matrix element calculated with x-polarized function E l (x) (x, y) ϭ (X i Y k , 0) and y-polarized function E m ( y) (x, y) ϭ (0, X j Y l ): 
