Recent computational analyses of protein interaction networks have attempted to understand cellular organizations, processes and functions. Various topology-based clustering methods have been applied to the protein interaction networks. However, they have been in difficulties due to unreliable interaction data and the specific features of the networks such as small-world and scale-free properties. In this paper, we present an information flow-based approach for analyzing the weighted protein interaction networks, which are integrated with other biological knowledge. Our approach is designed to identify overlapping functional modules. The algorithm selects a small number of informative proteins based on the weighted connectivity, and simulates the information flow through the network from each informative protein. Our experimental results show that the modules generated by our algorithm correspond to real functional associations of proteins. Furthermore, we demonstrate that our approach outperforms other previous methods in terms of accuracy.
Introduction
The complete and systematic analysis of protein-protein interactions is one of the most fundamental challenges in understanding cellular organizations, processes and functions. The interactions potentially provide useful insights into functional associations between proteins [6] . Recent computational analyses of protein interaction networks have been necessarily concerned with discovering functionally valuable information hidden in the networks. However, there are several difficulties detecting functional modules from the protein interaction networks.
First, interaction data is not reliable. Large-scale experiments to find protein-protein interactions have yielded nu-merous false positives. In addition, it is believed that there are still many false negatives in current protein interaction networks. Since the networks are structured with binary interaction data, such noisy information critically decreases the accuracy in analysis. Next, a protein can be included into two or more functional groups. Therefore, overlapping clusters should be necessarily identified as functional modules. Since most previous clustering methods produce pairwise disjoint clusters, they are not applicable to the protein interaction networks. Finally, two proteins with different functions frequently interact with each other. Such connections expand the topological complexity of the networks, making unable to detect unambiguous partitions.
Several topology-based graph clustering methods have been recently applied to the protein interaction networks. However, these approaches have some drawbacks when being applied to the enormous, intricate networks. First, they are computationally problematic in terms of efficiency since they rely on greedy searching. Also, they are not able to produce complete clusters, which correspond to real functional modules. They focus on detecting densely connected sub-graphs as clusters. However, in this definition of clusters, a substantial number of sparsely connected nodes in scale-free networks [2] are included into single-node or small-sized clusters. These small-sized clusters are ignored in the analysis even though they may have biologically important proteins.
To avoid inaccuracy resulting from the noisy connection data, we can extend the protein interaction network to a weighted graph [9] by assigning a weight to each edge. We define the weight of an edge as the reliability of the interaction, that is, the probability of the interaction being a true positive. In this paper, we integrate the protein interaction networks with other biological knowledge to assess the reliability of interactions.
Our approach is designed to identify the overlapping modules in the protein interaction networks, which have scale-free [2] and small-world properties [14] . It selects a small number of informative proteins based on the weighted connectivity and simulates the information flow from each informative protein. The flow simulation determines the influential area of a node as the cluster, which potentially corresponds to a functional module. The flow from an informative protein rapidly overlaps the flow from another informative protein in a small-world network, efficiently generating overlapping modules. Our experimental results show that the modules identified by our algorithm are statistically significant in cellular functions. We finally demonstrate that our approach outperforms previous methods in terms of accuracy.
Method

Informative Nodes
The protein interaction network is generally represented by an undirected, un-weighted graph G(V, E) with proteins as a set of nodes V and interactions as a set of edges E. N (v i ) denotes the neighbors of v i , which mean a set of nodes connected to the node v i . The degree of v i is then described as |N (v i )|.
We assign a weight to each edge for building a weighted network. The weight ω ij in the protein interaction networks signifies the reliability of the interaction between v i and v j . We estimate the weight ω ij using the correlation of the expressional profiles between two genes that encode the proteins v i and v j . More details of our experiment for the reliability assessment will be discussed in Section 3.1. Suppose we computed a weight for each interaction in a biologically reliable way. We then select informative proteins in the weighted network. Definition 1. The weighted degree d i of a node v i is the sum of the weights of the edges between v i and its neighbors:
The weighted degree d i then has the integrated concept of the topological significance of the node v i with biological features because the weights are computed on the basis of biological knowledge. Since we use genetic coexpression profiles for each weight, the weighted degree d i quantifies the co-expressional behaviors of v i with its neighbors. Preserving the power law, the weighted degree distribution typically scales down the degree distribution, where 0 ≤ ω ij ≤ 1 for each weight ω ij .
We define the information of a node in a protein interaction network as the topological and biological essentiality of the corresponding protein. We select the proteins having high weighted degrees in a protein interaction network, as informative nodes. The informative nodes can work as core nodes in a scale free network.
Information Flow
A walk is a sequence of nodes such that each node is linked to its succeeding node. A path is a walk such that each node in the walk is distinct. The walk that starts from v i , passes through v j and ends with v k is denoted as
are called source and target respectively. Our study is based on the notion that the information of a node v s flows through every possible walk in a weighted network. We can quantify the information of v s that is flowing on the other nodes.
where 0 ≤ ω ij ≤ 1.
As information flows through an edge, the information rate is reduced according to the reliability of the edge, which is represented by the weight of the edge. However, if an edge v i , v j is fully reliable, that is ω ij = 1, then the information rate of v s on v i can be transferred to v j without being reduced. Due to the reducibility of information during the flow, a set of proteins that are strongly influenced by the informative node v s can be revealed.
The flow satisfies the balance constraint for all nodes except source and target. For each node v i , the sum of all incoming flow to v i is equivalent to the sum of all outgoing
From Formula 2 and 3, the information rate of v s on v i , inf s (v i ), can be computed by the sum of all incoming flow
θ inf for a node v s represents the lower bound of information rate that is influential enough to other nodes. C s thus includes all nodes under the actual influences of v s . C s can be found by the information flow simulation starting from v s .
Modularization
A module in a protein interaction network is biologically defined as a group of proteins that have correlated behaviors with respect to a specific feature. The module can be identified in a graph G as a sub-graph G that includes the biologically correlated proteins. A functional module in a biological network is typically structured by a few densely connected nodes and many sparsely connected nodes.
To identify overlapping modules in a protein interaction network, our algorithm consists of three phases as follows: In Phase 1, informative nodes are selected by the weighted degree in Formula 1. The number of informative nodes corresponds to the number of preliminary modules detected by our algorithm. Each informative node works as a representative of each module. We can choose the appropriate number of informative nodes considering the network properties such as degree distribution and density.
In Phase 2, we simulates the information flow from each informative node to detect preliminary modules. The flow starts with the initial information rate of v s on v s , inf s (v s ), and it is delivered into all neighbors v i of v s by the product of ω si and inf s (v s ). Then, the information of v s at each neighbor of v s traverses all connected edges according to Formula 2, satisfying the balance constraint defined in Formula 3. We assume that the flowing time on each edge is consistent in our algorithm, regardless of the amount of the information rate flowing on the edge. The information visits all the nodes through every possible walk. Therefore, more information travels around the densely connected area than the sparsely connected area. The information coverage C s , which represents a preliminary module, is created when there is no more flow greater than θ inf .
Since we use the adjacency matrix representation for the weighted protein interaction network, we can compute each flow in constant time. In addition, the flow from every informative node can be implemented in parallel. The overall information flow simulation thus runs in constant time.
Phase 3 is a post-processing step of merging preliminary modules to produce final modules. This phase will be discussed in the next section.
Post-process
The flow simulation may create similar preliminary modules if two or more informative nodes potentially have similar functional behaviors. Such similar preliminary modules should be merged. To find the similar modules, we propose to measure the interconnectivity between two modules M s and M t , which allow overlapping, by the similarity S(M s , M t ) defined as follows:
where
and |M s | is the number of nodes in M s . If two modules are exactly same, then
Based on the Formula 5, two modules with the strongest interconnections are iteratively merged while their similarity is greater than a user-defined threshold. The time complexity of our approach is dominated by the post-process phase. To search a pair of modules with the strongest interconnections, we can use the heap-based priority queue. Suppose we have m preliminary modules. We first insert the values of the interconnectivity for O(m 2 ) possible pairs of modules into the priority queue in O(m 2 log m) time. Next, we iteratively merge the most interconnected pair and update the interconnectivity between the merged module and each of the others. Each iteration requires O(m log m) time. Hence, the total time complexity of merging preliminary modules can be solved in O(m 2 log m) where m is the number of preliminary modules. 
Experiments and Results
Weighted Interaction Networks
We used a core protein interaction data of Saccharomyces cerevisiae from January 2006 version of DIP [11] . It contains 2526 distinct proteins and 5949 interactions. To evaluate the reliability of each interaction, we used coexpression profiles of normalized microarray gene expression data from SMD [1] . We matched each protein with the gene that encodes it, and calculated the correlation of the expressional profiles for each protein pair that interacts with each other, using Pearson's correlation. The absolute value of the correlation between v i and v j can be the weight ω ij in the range of 0 ≤ ω ij ≤ 1 as the approximated reliability of the interaction. A weighted protein interaction network was built by assigning the weight to each edge.
Essentiality of Informative Nodes
We assessed the importance of informative nodes in both topological and biological views. The clustering coefficient C(v i ) of a node v i quantifies the effect of v i on the modularity of the entire graph G(V, E). In other words, it measures how densely a node v i forms a cluster [14] .
We compared the weighted degree in a protein interaction network with other indices such as (un-weighted) degree and Betweenness centrality [8] . It is known that the Betweenness centrality assesses the global importance of a node in a whole network, whereas the (un-weighted) degree focuses on the local importance of a node. We selected a part of nodes with the highest value on the three indices, and computed the average clustering coefficient of them. The results are shown in Figure 1 (a) . When we selected top 5% of nodes on each index, the selected nodes by the weighted degree have a higher clustering coefficient in average than those by the others. The same patterns were appeared when we selected more nodes up to 50%. This result indicates that the weighted degree selects more significant nodes with respect to the modularity than the (un-weighted) degree or Betweenness centrality.
Lethality is a primary factor to characterize the biological essentiality of a protein. It is determined by examining whether a module is functionally disrupted when the protein is knocked out. The protein lethality information from MIPS database [7] reports whether a protein is lethal or viable. Similar to the experiment above, we monitored the average lethality for the nodes selected by the three indices. Figure 1 (b) shows that the top 5% of nodes selected by the weighted degree have much higher lethality than those by the others. When we chose more nodes with the next higher values, the lethality is gradually decreased. It signifies that the nodes with higher weighted degrees are more lethal. As a result, the weighted degree, which is the index integrated with biological knowledge, selects topologically and biologically essential proteins in a real protein interaction network.
Identification of Overlapping Modules
We selected 5%, 7% and 10% of nodes from core protein interaction data as informative nodes. To experimentally estimate the proper value of θ inf , we examined three factors in the generated preliminary modules: average size of modules, rate of discarded nodes and average number of overlap. First, the module size clearly depends on θ inf . As θ inf is higher, information flow reaches fewer nodes, so the average size of preliminary modules is smaller. Next, the nodes that are not included into any information coverage should be discarded from preliminary modules. For complete modularization of the network, we want to discard nodes as fewer as possible. As shown in Figure 2 (a) , larger the average module size is, which means θ inf is lower, less nodes are discarded. Also, more informative nodes are selected, fewer nodes are discarded. Finally, the preliminary modules are overlapped each other. We call the number of overlap for each node as the number of modules sharing the node. As shown in Figure 2 (b) , larger the average size of modules is, more overlaps occur. On a fixed average module size, more informative nodes yield more overlaps. Hence, the overlap apparently has an inverse relation to the node discarding rate.
Based on the results in Figure 2 , we chose 0.1 as the proper value of θ inf in the range of average module size with 20 to 35 because it is close to the average size of potential functional modules. As the post-process, we finally merged the preliminary modules produced by 5%, 7% and 10% informative nodes. When we use 6.0 as the similarity threshold between two modules, we found 116, 161 and 228 final modules out of 125, 175 and 250 preliminary modules, respectively.
Statistical Significance in Functions
To validate that our algorithm successfully recognizes real functional associations of proteins, we statistically evaluate the generated modules comparing with MIPS functional categories [10] . We use p-value on the hypergeometric distribution such that
where |V | is the total number of nodes, |X| is the number of nodes in a major functional category, n is the number of nodes in a module, and k is the number of common nodes between the functional category and the module. Formula 9 is understood as the probability that at least k nodes in a module with size n are included in a particular category with size |X|. Low P in Formula 9 indicates that the module closely corresponds to the category because the network has a rare chance to produce the module. After computing P with each functional category, we assigned one major function to the module by finding the lowest P . We define p-score for each module as the negative of log(P ) with the assigned function. We then evaluate the overall accuracy using the average p-score of all modules.
We compare the performance of our algorithm with several previous methods, including three bottom-up approaches and three top-down approaches. As bottom-up approaches, we implemented the maximal clique algorithm, the quasi-clique algorithm for finding clusters that maximize an optimization function [13, 3] , and the statistical method for combining clusters with the significance of neighborhood [12] . Also, as top-down approaches, we implemented the minimum cut algorithm, the interconnection cut algorithm for iteratively cutting the edge with the highest Betweenness centrality [5] , and the Markov clustering algorithm [4] . After dropping the modules whose size is less than 5, we calculated the average p-score as defined above. Our modules are generated by 5% informative nodes and θ inf = 0.1. Table 1 explicitly demonstrates our approach outperforms the others in terms of accuracy.
Since the bottom-up approaches produced numerous single-node or small-sized modules, they discarded large amounts of nodes. It can be a critical loss of information. However, their modules are relatively accurate in pscore. On the other hand, the top-down approaches yielded less discard rate with fewer small-sized modules, but lower accuracy, than the bottom-up approaches. Especially, the interconnection cut methods produced fewest small-sized modules because it searches the central edges located between two potential modules. Our approach generated larger modules than the others because it allows the modules overlap. In addition to low discard rate, our method shows much higher accuracy than even the bottom-up approaches. The existence of the common nodes in overlapping modules may lead to the high accuracy. The common nodes, which are typically located in dense area in a protein interaction network, positively work for many different functions.
Conclusion
Current protein interaction networks have faced several difficulties being precisely managed. First, unreliable interaction data in an un-weighted graph representation is critical for the functional analysis. In addition, biologically essential proteins typically have high connectivity in scalefree networks, and is involved in many different functional groups. Moreover, frequent interconnections between two different functional groups in small-world networks make the analysis more difficult.
To solve the problems, we have studied the integration of the protein interaction networks with other biological knowledge, which can assess the reliability of interactions. We have developed a novel strategy for modularization of the small-world, scale-free networks. The main strength of our approach is high accuracy. Our algorithm has identified functional modules with high statistical confidence. It has been proved that integrating other biological information to the protein interaction networks, as a pre-process, considerably enhances the accuracy of analysis. Another advantage is efficiency. Our algorithm modularizes a network in O(m 2 log m) time where m is the number of informative nodes.
