A stochastic Galerkin approximation scheme is proposed for an optimal control problem governed by a parabolic PDE with random perturbation in its coefficients. The objective functional is to minimize the expectation of a cost functional, and the deterministic control is of the obstacle constrained type. We obtain the necessary and sufficient optimality conditions and establish a scheme to approximate the optimality system through the discretization with respect to both the spatial space and the probability space by Galerkin method and with respect to time by the backward Euler scheme. Ap r i o r ierror estimates are derived for the state, the co-state and the control variables. Numerical examples are presented to illustrate our theoretical results.
Introduction
Deterministic optimal control problems constrained by PDEs have been well developed and investigated for several decades. There have been extensive studies on this aspect. Some of progress in this area has been summarized in Adams [1975] , Barbu [1984] , Glowinski and Lions [1996] , Grisvard [1986] , Tiba [1995] , and Fursikov [2000] , and the references cited therein. Finite element approximation of optimal control problems plays a very important role in numerical methods for these problems. The authors also had some works on this field [Liu and Tiba (2001) ; Sun et al. (2013) ; Li et al. (2015) ; Liu (2008) ; Liu and Yan (2001) ; Liu and Yan (2008) ; Liu et al. (2010) ; Sun (2010) ]. Nevertheless, because of the existence of uncertainty, such as uncertain parameters, arises in many complex real-world problems of physical and engineering applications, the variability of soil permeability in subsurface aquifers, heterogeneity of materials with microstructure, wall roughness in a fluid dynamics study, etc., it is natural to consider optimal control problems governed by random PDEs. Based on the works about the numerical methods for PDEs and random PDEs [Babuska and Chatzipantelidis (2002) ; Xiu and Karniadakis (2002) ; Babuska et al. (2003) ; ; Chen et al. (2011) ; Cohen et al. (2010) ; Deb et al. (2001) ; Nobile and Tempone (2009) ; Todor and Schwab (2007) ; Wiener (1938) ], recently, there exist some works about optimal control problem governed by PDEs with random perturbation in its coefficients [Gunzburger et al. (2011) ; Shen et al. (2015) ].
The work [Gunzburger et al. (2011) ] dealt with the optimal control problems for stochastic partial differential equations with Neumann boundary conditions, the existence of an optimal solution and of a Lagrange multiplier were also demonstrated for the deterministic control. The optimal control problems governed by partial differential equations with uncertainties and with uncertain controls are addressed in Rosseel and Wells [2012] , and a one-shot method is combined with stochastic finite element discretizations to get the optimal solutions. In Hou et al. [2011] and Lee and Lee [2013] , stochastic optimal control problems constrained by stochastic elliptic PDEs with deterministic distributed control function are introduced. The authors prove the existence of the optimal solution, establish the validity of the Lagrange multiplier rule and obtain stochastic optimality system. Then, they use the Wiener-Itô (WI) chaos or the Karhunen-Loève (KL) expansion as a main tool to convert stochastic optimality system to deterministic optimality system. Finally, ap ri o rierror estimates for Galerkin approximation of the optimality system in both physical space and stochastic space are provided. In Sun et al. [2015] , an optimal control problem with the deterministic control is of the obstacle constrained type governed by an elliptic PDE with random perturbation in its coefficients is introduced. The authors obtain the necessary and sufficient optimality conditions by applying the well-known Lions' Lemma and ap ri o rierror estimate for the state, the co-state and the control variables. A stochastic finite element approximation scheme and ap r i o r ierror estimate for the state, the co-state and the control variables are developed for an optimal control problem governed by an elliptic integro-differential equation with random coefficients in Shen et al. [2015] . However, to our best knowledge, there has been a lack of ap r i o rerror estimates for stochastic finite element approximation of any optimal control problem governed by random parabolic PDE, which is immensely important and yet far more complicated to be analyzed than an random elliptic control problem.
In this paper, we establish a scheme to approximate the optimality system through the discretization with respect to both the spatial space and the probability space by Galerkin method and with respect to time by the backward Euler scheme. We give ap r i o r ierror estimate for the state, the co-state and the control variables for an optimal control problem governed by a parabolic PDE with random perturbation in its coefficients. The plan of the paper is as follows: In Sec. 2, we introduce some function spaces and the stochastic optimal control problem. In Sec. 3, we represent the stochastic parabolic PDE in term of the (KL) expansion and obtain the finite-dimensional optimal control problem. We use the well-known Lions' Lemma to the reduced optimal problem and obtain the necessary and sufficient optimality conditions. After constructing finite element spaces and theirs approximation properties with respect to both the spatial space and the probability space, we use the backward Euler method to discretize time and get the fully discrete approximation scheme in Sec. 4. Section 5 considers ap r i o r ierror estimates for the state, the co-state and the control variables. Numerical examples are presented to illustrate our theoretical results in Sec. 6.
Notations and Model Control Problem

Function spaces and notations
Let D be a convex bounded polygonal spatial domain in R d (1 ≤ d ≤ 3) with boundary ∂D and B(D)bet h eB o r e lσ-algebra generated by the open subset of D. Let (Ω, F ,P) be a complete probability space, here Ω is a set of outcomes, F is a σ-algebra of events and P : F→[0, 1] is a probability measure. Let Y be an R N -valued random variable in (Ω, F ,P), and for q ∈ [1, ∞), let (L q P (Ω)) N be the set comprising those random variables Y with
where µ Y is the distribution measure for Y , defined for the Borel setsb ∈ B(R N ),
If µ Y is absolutely continuous with respect to the Lebesgue measure, then there exists a density function ρ : R → [0, +∞), such that 
For a nonnegative integer s and 1 ≤ p, q < +∞,l e tL and
When q = 2, we can similarly define other spaces
Stochastic optimal control problem
We will consider the following control problem governed by random parabolic equations with constrained control:
The operator ∇ means derivatives with respect to the spatial variable x ∈ D only. Where J is a cost functional, y : 
Although the objective functional J in (1) contains stochastic function y subject to (2), its outcome is deterministic by using the expectation E. Besides, in order to guarantee the existence and uniqueness for the solution of (2), we assume that the diffusion coefficient a is bounded and uniformly coercive, i.e., there exist positive constants a min and a max such that
Then, with the two assumptions (3) and (5), the existence and uniqueness of a solution y for (2)c a nb ep r o v e d [ Nobile and Tempone (2009)] . Further, to ensure regularity of the solution y with respect to x we assume also that a is globally Lipschitz in D × Ω. In the following, we will take the state space
and
Then, a weak formulation for the state equation (2) reads: find y ∈ Z, such that
Therefore, the optimal control problem (1)- (2) can be restated as:
By the theory of optimal control problem [Lions (1971) ], the existence of an optimal solution for (10)-(11)c a nbep r o v e d .
Stochastic optimality system
denote the directional derivative of functional J at u ∈ K along the direction w ∈ K. According to the Lions' theorem Lions (1971) , there exists a unique minimizer u ∈ K, which satisfies the following variational inequality
Theorem 2.1. It follows from Lions [1971] and Fursikov [2000] that the optimal control problem (10) and (11) has a unique solution (y, u) ∈ Z × K.F u r t h e r m o r e , ap a i r(y, u) is the solution of (10)- (11) p ∈ Z, such that the triplet (y, p, u) satisfies the following optimality system:
Proof. Let J (u)=g(y(u)) + j(u), where y(u) is the solution of (2)a n d
Then, the optimal condition (13)i s
We have
Now, we compute y ′ (u)(w − u). From the state equation (11), we have
Letting s → 0, we have
Define the co-state p satisfying Letting v = p in Eq. (17), we have
then,
Therefore, the optimality condition is
It is known that the inequality (21) is just the necessary and sufficient optimality condition.
Finite-Dimensional Representation of Model Control Problem
KL expansion of stochastic fields
Consider a stochastic function a(x, ω) with continuous covariance function
denote the sequence of eigenpairs associated with the compact self-adjoint operator that maps
The truncated KL expansion [Ghanem and Spanos (1991) ] of the random function a is
where the real random variables, {ξ n } ∞ n=1 , are mutually uncorrelated, have mean zero and unit variance, and are uniquely determined by ξ n (ω)=
Assumption 3.1 (finite-dimensional noise). In what follows, we assume that the random functions a(x, ω) depend only on an N -dimensional random vector ξ, such as, the case when we use a joint N term KL expansion to approximate the given coefficients a(x, ω)=a(x, ξ(ω)), where ξ = ξ(ω)=( ξ 1 (ω),...,ξ N (ω)) with independent components ξ i (ω),i =1,...,N ∈ N.LetΓ i = ξ i (Ω) ⊂ R be a bounded interval for i =1,...,N and ρ i :Γ i → [0, 1] be the probability density functions of the random variables ξ i (ω),ω ∈ Ω. Then we can use the joint probability density function
On Γ, we have the probability measure ρ(ξ)dξ. After making Assumption 3.1, by Doob-Dynkin's lemma, we know that y,t h e solution corresponding to the random PDE (2), can be described by just a finite number of random variables, i.e., y(t, x, ω)=y(t, x, ξ 1 (ω),...,ξ N (ω)). The number N has to be large enough so that the approximation error is sufficiently small. Then, we can replace the probability space (Ω, F ,P)with(Γ,B(Γ),ρ(ξ)dξ) involving only the image set Γ ⊂ R N . We can also define the space L r (0,T; L 
Similarly, we can define the space L 
Finite-dimensional representation of control problem
With the above assumption, we can reformulate the stochastic optimal control problem (1)- (2) as a deterministic PDE-constrained optimization problem as follows:
Here, it is natural to assume the aforementioned assumption (5) changed to be
and to ask the convergence of the truncated deterministic problem (23)t ot h e original stochastic problem (2). We will take the deterministic state space 
Then, we can also reformulate the optimal control problem (22)- (23)b y :
With assumption (24), the existence of solutions to (28)- (29)c a nbep r o v e d [ Lions (1971) ].
Similarly to derive of (14), the optimal control problem (28)-(29) has a unique solution (y, u) ∈ Z ρ × K. Furthermore, a pair (y, u) is the solution of (28)-(29)i f and only if there is a co-state variable p ∈ Z ρ , such that the triplet (y, p, u)satisfies the following optimality system:
It is known that the inequality in (30) is just the necessary and sufficient optimality condition. The explicit solution of the variational inequality in (30) depends heavily on the choice of the joint probability density ρ. In the simple case, if the joint probability density ρ is uniform on Γ, we have the following explicit solution
for the case (3)o r( 4), respectively. 
Stochastic Galerkin Method
Finite element spaces on D and Γ
First of all, we consider finite element spaces defined on spatial domain D ⊂ R d . Let {T h } h>0 be a family of regular triangulation of D such thatD = τ ∈T hτ .L e t h s =m a x τ ∈T h h τ ,w h e r eh τ denotes the diameter of the element τ .C o n s i d e rt w o finite element spaces
, consisting of piecewise linear continuous functions on {T h } and piecewise constant functions on {T h }, respectively. We assume that V hs and W hs satisfy the following approximation properties [Ciarlet (2002) 
(ii) for all φ ∈ H 1 0 (D), there exists inf
where C>0 is a constant independent of φ and h s . Next, we consider a finite-dimensional space defined on Γ ⊂ R N [Babuska et al. Let S hr ⊂ L 2 (Γ) be the finite element space of piecewise polynomials with degree at most p j on each direction ξ j ,th usifψ hr ∈ S hr ,thenψ hr | B N i ∈ span{Π N j=1 ξ nj j : n j ∈ N and n j ≤ p j }. Letting the multi-index P =( p 1 ,...,p N ), we have (see [Ciarlet (2002) ]) the following property: for all ψ ∈ C p+1 (Γ),
where γ =min 1≤j≤N {p j +1}.
Tensor product finite element spaces on D × Γ
Combining spaces V hs , W hs and S hr together, we now define tensor product finite element space on D × Γ. Let Y h = V hs × S hr . We define the
the
Similarly, let the
It follows from (31) 
and from (32) 
Similarly, by (33) we obtain that for all ψ ∈ C p+1 (Γ)
Using the inequalities (37)and ( 39), we have the following approximation property 
where positive constant C is independent of h s ,h r ,N and P . In order to obtain the separate error estimates in D and Γ, we define a projection operator P h which maps onto the tensor product space W hs × S hr . It is defined as follows
Furthermore, we use the following decomposition
To derive the error estimates, we need assumption and lemmas on the regularity as follows:
Assumption 4.1. Let y, p, u satisfy the following regularity condition 
Galerkin approximation scheme
We will use Y h = L 2 (0,T; V hs × S hr ) ∩ H 1 (0,T; W hs × S hr ) for the state variable y and co-state variable p, U h = L 2 (0,T; W hs ) for the control variable u and let K h = L 2 (0,T; W hs ∩ K) be the finite element space of the admissible set. Then, the semi-discrete finite element approximation scheme for optimal control problem (28)- (29)i s :
Similarly, it is known Lions (1971) that the control problem (43)- (44) has a unique pair solution (
if and only if there is a co-state variable
We have the following formulations for the discrete directional derivative of functional J :
Let 0 = t 0 <t 1 <t 2 < ··· <t M = T be a partition of interval [0,T],I k = (t k−1 ,t k ), ∆t k = t k − t k−1 is the step, let ∆t =m a x 1≤k≤M ∆t k .W ec o n s i d e ra particular case of the space S hr with no partition of Γ, i.e., only the polynomial degree is increased. Here, we use the tensor finite element space S hr = N n=1 Z pn n , where the one-dimensional global polynomial subspaces Z pn n = {v :Γ n → R : v ∈ span(1,y n ,...,y pn n )},n =1 ,...,N. Let {ϕ i (x)} be the basis of the space V hs and {ψ j (ξ)} be the basis of the space S hr .L e tY
Then the full discretization of the control problem (43)- (44) is to find (y 
where
If (y
is the unique solution of the optimal control system (48)- (49), then if and only if there is a co-state variable p
AP r i o r iError Estimate
In order to derive ap r i o r ierror estimate, similarly to the continuous case, we need an auxiliary problem: 
where (y
For y ∈ Y h , we can define the norm about discretization time t,
Lemma 5.1. Under the definition of (52), we have the following estimate:
Proof. From (52), we have
Noting that (53), we have 
) be the resolution of (51) and (53), respectively, then
Proof.
Then, for 1 ≤ k ≤ M, we have
Combining the last inequality with Poincare inequality, we can get (57). In Eq. (60), letting p h = d t δ k , we can get the inequality (58) by the same proof of the inequality (57). Lemma 5.3. Let (y, p, u) be the solution of the optimal control problem (30) and (y h ,p h ,u h ) be the solution of the discretized problem (51). Let Assumption 4.1 be fulfilled. Then the following estimate holds:
Proof. From (47), (52)a n d ( 54), we know
combing (58), (66)- (69) with triangle inequality and Cauchy-Schwartz inequality, we have
If ǫ is small enough, from (37)-(40), we can get (65).
Lemma 5.4. Let (y, p, u) be the solution of the optimal control problem (30) and (y h (u),p h (u)) be the solution of the auxiliary problem (53).T h e n , the following estimates hold:
Proof. Let
From (30)a n d( 53), for ∀ v h ,q h ∈ Y h , we can get that the conditions of Lemmas 5.1-5.4 are valid. Then, the following error estimate holds:
Numerical Experiments
In this section, numerical examples are presented to demonstrate our proposed Galekin formulation in Sec. 4 for stochastic control problem.
For simplicity in calculation, we take T =1 , take space domain D =[ −1, 1] and each stochastic domain Γ i are [− √ 3, √ 3] after finite-dimensional representing of stochastic fields. We assume each probability density function on Γ i is uniform, i.e., ρ i (ξ i )= ,i =1,...,N. Thus, the joint probability density function
In the following numerical example, we will do the same KL expansion as Lee and Lee [2013] for random coefficient a(x, ω), i.e.,
where (λ n ,φ n ) 1≤n≤N are eigenpairs of
In the following two examples, we consider the model problem:
where α =1,µ =0.01, the target solution y d = 10(sin(πx)+sin(2πx)) sin(πt), the objective is to minimize the expectation of a cost functional, and the deterministic control is of the constrained type. For convenience, we take a uniform partition to Example 2. The deterministic control is constrained by the condition 
