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Abstract
We compute the factorisation homology of the four-punctured sphere
and punctured torus over the quantum group Uq(sl2) explicitly as cate-
gories of equivariant modules using the framework of ‘Integrating Quan-
tum Groups over Surfaces’ by Ben-Zvi, Brochier, and Jordan. We iden-
tify the algebra of invariants (quantum global sections) with the spherical
double affine Hecke algebra of type (C∨1 , C1), in the four-punctured sphere
case, and with the ‘cyclic deformation’ of U(su2) in the punctured torus
case. In both cases, we give an identification with the corresponding
quantum Teichmu¨ller space as proposed by Teschner and Vartanov as a
quantization of the moduli space of flat connections.
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Introduction
Factorisation homology theories of topological manifolds are generalised homol-
ogy theories of manifolds whose coefficients systems are n-disc algebras. They
may be interpreted as homology theories which are tailor-made for topological
manifolds rather than general topological spaces as they satisfy a generalisation
of the Eilenberg-Steenrod axioms for singular homology [1]. They are simul-
taneously an attempt to axiomatise the structure of observables in topological
quantum field theories (TQFTs) which obey the strong locality principle that
local observables determine global observables, and as such give rise to TQFTs
according to the Atiyah-Segal axiomatisation [21, 24]. Factorisation homology
was first defined by Beilinson and Drinfeld in the conformal setting, and was
subsequently developed in a topological setting by Lurie [21], Ayala, Francis,
and Tanaka [1, 2].
The factorisation homology
∫
Σ
Rep(G) of a surface Σ with coefficients in
Rep(G), the braided monoidal category of representations of a reductive alge-
braic Lie group G, is equivalent to the category of quasi-coherent sheaves on
the character stack ChG(Σ) := {G− representations of pi1(G)}/G where G acts
on the representations by conjugation [6]. A deformation of the character stack
ChG(Σ) is given by
∫
Σ
Repq(G) where Repq(G) is the braided monoidal cat-
egory of integrable representations of the quantum group Uq(g) associated to
G. Furthermore, the algebra of invariants AΣ associated to the factorisation
homology
∫
Σ
Repq(G) is a deformation of the character variety Ch(Σ) of the
surface [4]. The character variety Ch(Σ) := {G− representations of pi1(G)}//G
replaces the stack quotient by G of the character stack ChG(Σ) with an affine
categorical quotient.
In this paper we shall concern ourselves with the cases of the four punctured
sphere Σ0,4 and the punctured torus Σ1,1 taking our coefficients in Repq(SL2).
Ben-Zvi, Brochier and Jordan [4] give the factorisation homology of a punc-
tured surface over a quantum group as the category of modules of an algebra
AΣ which is determined combinatorially. We shall give PBW bases for the al-
gebras AΣ0,4 and AΣ1,1 before turning to our main technical result: obtaining
explicit generators and relations presentations and PBW bases of the algebras
of invariants AΣ0,4 and AΣ1,1 , and hence deformations of the character varieties
ChSL2(Σ0,4) and ChSL2(Σ1,1).
There are many known and expected relations between factorisation homol-
ogy and many other areas of mathematics. In this paper we establish several of
these in the case G = SL2 and Σ = Σ1,1 or Σ1,1. As such we exhibit isomor-
phism between AΣ0,4 and AΣ1,1 and the Kauffman bracket skein algebra of Σ0,4
and Σ1,1 which leads to an isomorphism between A0,4 and the spherical double
affine Hecke algebra of type (C∨1 , C1) [22, 25, 7] and an isomorphism between
AΣ1,1and the cyclic deformation of U(su2) [9, 27]. We conclude the paper by
exhibiting isomorphisms between AΣ0,4 and AΣ1,1 and a quantisation of the
SL2-character variety of Σ0,4 and Σ1,1 proposed by Teschner and Vartanov [26].
This in particular shows that the constructions of [26], which are given by gen-
erators and relations, are in fact functorial and fit into the framework of fully
2
extended TQFT. It also points to factorisation homology as their generalisation
from SL2 to other gauge groups.
Summary of Sections and Results
Section 1: We give a brief introduction to factorisation homology.
Section 2: We recall the definition of (quantum) character varieties, (quantum)
character stacks, and the algebra of invariants.
Section 3: We recall reduction systems, PBW bases and the Diamond lemma.
Section 4: We summarise the necessary results of [4] and apply them to the ex-
amples of the factorisation homology of the four-punctured sphere and
punctured torus with coefficients in Repq(SL2). We end the section
by giving PBW -bases for Oq(SL2), AΣ0,4 and AΣ0,4 .
Section 5: We calculate the graded character of Oq(sl2) obtaining the graded
characters of the algebra objects AΣ0,4 and AΣ1,1as corollaries. We
use these to calculate the Hilbert series of the algebras of invariants
AΣ0,4 and AΣ1,1
∗:
Proposition. The Hilbert series of AΣ0,4 is
hAΣ0,4 (t) =
t2 − t+ 1
(1− t)6(1 + t)2 .
Proposition. The Hilbert series of AΣ1,1 is
hAΣ1,1 =
1
(1− t)3(1 + t) .
Section 6: We give a presentation forAΣ0,4 andAΣ1,1 thus giving an explicit pre-
sentation for the quantum SL2-character variety of the four-punctured
sphere and punctured torus. We do this by stating morphisms from
algebras B and T , with the proposed presentations, to AΣ0,4 and
AΣ1,1 , using filtrations to show the morphisms are injective and using
Hilbert series to prove the morphisms are surjective. The main results
of this section are:
Theorem. The algebra of invariants AΣ0,4 of the four-punctured sphere
with respect to Uq(sl2) has a presentation given by generators E :=
trq(AB), F := trq(AC), G := trq(BC), s := trq(A), t := trq(B), u :=
∗The algebras of invariants are filtered by degree and the Hilbert series are of the associated
graded algebras
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trq(C) v := trq(ABC),
† and relations
FE = q2EF + (q2 − q−2)G+ (1− q2)(sv + tu),
GE = q−2EG+ q−2(q2 − q−2)F − (1− q2)(su+ q−2tv),
GF = q2FG + (q2 − q−2)E + (1− q2)(st+ uv),
EFG =

− E2 − q−4F 2 −G2 − q−4(s2 + t2 + u2 + v2)
+ (st+ uv)E + q−2(su+ tv)F + (sv + tu)G
− stuv + q−6(q2 + 1)2
and s, t, u, v are central. Furthermore, the monomials
{EmFnGlsatbucvd : m,n, l, a, b, c, d ∈ N0;m or n or l = 0}
are a basis for the algebra.
Proposition. The algebra of invariants AΣ1,1 of the punctured torus
with respect to Uq(sl2) has a presentation given by generators X :=
trq(A), Y := trq(B), Z := trq(AB)and relations:
Y X − q−1XY = (q − q−1)Z;
XZ − q−1ZX = −q−3(q − q−1)Y ;
ZY − q−1Y Z = −q−3(q − q−1)X.
It has a central element
L := q5XZY + q3Y 2 − q4Z2 + q3X2 − (q − q−1).
and a PBW basis
{XαY βZγ : α, β, γ ∈ N0}.
Section 7: In this section we use the presentation for AΣ0,4 and A1,1 to prove
them isomorphic to the Kauffman bracket skein algebras of Σ0,4 and
Σ1,1:
Proposition. The algebra of invariants AΣ0,4 is isomorphic to the
Kauffman bracket skein algebra Sk(Σ0,4) with isomorphism β : Skq(Σ0,4)
→ AΣ0,4 given by
β(x1) = −qE, β(p1) = − qs,
β(x2) = −qF, β(p2) = − qt,
β(x3) = −qG, β(p3) = − qv,
†where A =
( a11 a12
a21 a22
)
B =
(
b11 b12
b21 b22
)
and C =
( c11 c12
c21 c22
)
are matrices formed out of the
12 generators of
∫
Σ0,4
Repq(SL2); they correspond to loops punctures as depicted for E,F,G
in Figure 6.
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β(q) = q2, β(p4) = − qu.
There is also an isomorphism γ : AΣ1,1 → Sk(Σ1,1) given by
γ(q) = q2
γ(X) = iq−2x2
γ(Y ) = iq−2x1
γ(Z) = −q−5x3.
As a consequence we obtain explicit isomorphisms AΣ0,4
∼= SHq,t to
the spherical double affine Hecke algebra of type C∨C1 and A1,1 ∼=
U1(su2) to the cyclical deformation of U(su2).
Section 8: We summarise the paper of Teschner and Vartanov [26] giving their
definition of Ab(Σ), a non-commutative deformation of the Poisson-
algebra of algebraic functions on the moduli space of flat connections,
and then prove
Proposition. The algebra of invariants AΣ0,4 is isomorphic to Ab(S)
with isomorphism ι : AΣ0,4 → Ab(S) given by
ι(q) = eipib
2
, ι(s)= e−ipib
2
L1,
ι(E) = −e−ipib2Lu, ι(t) = e−ipib2L3,
ι(F ) = −e−ipib2Ls, ι(v)= e−ipib2L2,
ι(G) = −e−ipib2Lt, ι(u)= e−ipib2L4.
Proposition. The algebra of invariants AΣ1,1 is isomorphic to Ab(Σ1,1)
with isomorphism µ : AΣ1,1 → Ab(Σ1,1) given by
µ(Y ) = iq−1s
µ(X) = iq−1t
µ(Z) = −q− 52u
µ(L) = L0
Summary of Notation
• k is a field.
• q is the deformation parameter and is assumed to not be a root of unity.
• Σg,p is a surface of genus g with p punctures, so Σ0,4 is the four-punctured
sphere and Σ1,1 is the punctured torus.
• G is a reductive algebraic group.
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• Uq(g) is the quantum group of the Lie algebra g = Lie(G).
• Rep(G) is the category of representations of G.
• Repq(G) is the braided tensor category of integrable representations of
Uq(g).
• ∫
Σ
E is the factorisation homology of surface Σ with coefficients in E ; see
Definition 1.5.
• AΣ is algebra object of the factorisation homology; see Definition 4.1.
• AΣ is the algebra of invariants; see Definition 2.6.
• SHq,t is the spherical double affine Hecke algebra of type C∨C1; a pre-
sentation is given in Theorem 7.7.
• Sk(Σ) is the Kauffman bracket skein algebra; see Definition 7.2.
• Ab(Σ) is a quantisation of M0flat(Σ); see Section 8.
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1 Factorisation Homology
Roughly speaking, factorisation homology takes an En-algebra E is some sym-
metric monoidal category C and ‘integrates’ it over a manifold M of dimension
n to obtain an object
∫
M
E ∈ C which is called the factorisation homology of
M over E . Factorisation homology is a generalisation of Hochchild homology‡
giving invariants of En-algebras, but it also gives invariants of manifolds, and
can be used to construct extended topological field theories [24, 21]. The usual
definition of an En-algebra is as an ∞-algebra over the little n-disc operad, but
we shall use an equivalent non-standard definition here which is also used in
[1, 4]. As we are only dealing with the factorisation homology of surfaces we fix
n = 2 throughout. General introductory references for factorisation homology
include Ginot [16] and Ayala and Francis [1]. All definitions and results in this
section follow those given in ‘Integrating Quantum Groups over Surfaces’ by
Ben-Zvi, Brochier, and Jordan [4].
‡Taking the factorisation homology of the circle S1 over an E1-algebra determined by the
algebra B recovers the usual Hochchild homology of B.
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Definition 1.1. Let X and Y be smooth framed surfaces and let Emb(X,Y )
denote the∞-groupoid of the topological space of smooth embeddings of X into Y
which respect the framings with the smooth compact open topology, i.e the objects
of Emb(X,Y ) are smooth framed embeddings, the 1-morphisms are isotopies, the
2-morphisms are homotopies between the 1-morphisms and so on.
Definition 1.2. Let Mfld2fr be the symmetric monodial (∞, 1)-category whose
objects are framed surfaces, whose Hom-space of morphisms between surfaces X
and Y is the ∞-groupoid Emb(X,Y ), and whose symmetric monodial structure
is given by disjoint union.
Definition 1.3. Let Disc2 be the full subcategory of Mfld2fr of disjoint unions
of R2. Denote the inclusion functor by I : Disc2 → Mfld2fr.
Definition 1.4. An E2-algebra is a symmetric monoidal functor F : Disc
2 →
C where C is a symmetric monoidal (∞, 1)-category. As F is determined
on objects by its value of a single disc, we define E := F (R2), and we use E to
refer to the associated E2-algebra.
Definition 1.5. The left Kan extension, if it exists, of the diagram
Disc2 C
Mfld2fr
F
I ∫
E
is called the§ factorisation homology with coefficients in E := F (R2); its image
on the surface Σ is called the factorisation homology of Σ over E and is denoted∫
Σ
E .
Our choice of symmetrical monoidal (∞, 1)-category C for our factorisation
homology will be a category whose objects consist of certain k-linear categories.
Definition 1.6. A k-linear category is a category enriched over the category of
k-vector spaces.
Definition 1.7. A finitely co-complete category C admits all finite colimits,
and a right exact functor preserves finite colimits.
Definition 1.8. Let Rex denote the (2, 1)-category of essentially small finitely
co-complete k-linear categories with right exact functors as 1-morphisms and
natural isomorphisms as 2-morphisms. We view it as an (∞, 1)-category with
2-truncated mapping spaces and invertible 2-morphisms.
As Rex is co-complete as a (2, 1)-category and Disc2 is a small category,
the left Kan extension of Definition 1.5 always exists and can be expressed as a
colimit [1].
§As factorisation homology is defined via a universal construction we have uniqueness up
to a contractible space of isomorphisms.
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The monoidal structure  on Rex is given by the Kelly-Deligne tensor prod-
uct [18, 20].
Definition 1.9. For any C ,D ,F ∈ Rex let Bilin(C × D ,F ) denote the cat-
egory of k-bilinear functors from C ×D to F which preserve finite colimits in
each variable separately.
Definition 1.10. The Kelly-Deligne tensor product of C ,D ∈ Rex is a category
C  D ∈ Rex with a bilinear functor C ×B → C  D which preserve finite
colimits in each variable separately and induces equivalences Rex [C D ,F ] '
Bilin(C ×D ,F ) for all F ∈ Rex .
The existence of the Kelly-Deligne tensor product again follows from the
co-completeness of Rex . From now on we shall fix C = Rex.
Excision
Factorisation homology like classical homology satisfies an excision property:
the factorisation homology of a cylinder gluing of two manifolds can be obtained
from the factorisation homology of the original manifolds by tensoring relative
to the submanifold glued along; hence, factorisation homology is determined
locally. This excision property can be stated formally and proven for generic
C [1], but we shall only formally state it for our choice of category Rex. One
must first define relative tensor products in Rex. Recall for modules of rings
one can define a relative tensor product as follows:
Definition 1.11. Let R be a ring, M be a right R-module, N be a left R-module
and G be an abelian group.
• A homomorphism f : M × N → G is R-balanced if it is linear and
f(m · r, n) = f(m, r · n) for all r ∈ R,m ∈M,n ∈ N .
• The abelian group BalR(M,N ;G) is the set of all R-balanced homomor-
phisms M × N → G with sum and inverses of balanced homomorphisms
defined pointwise, i.e, (−f)(m,n) := −f(m,n) and (f + g)(m,n) :=
f(m,n) + g(m,n) for all f, g ∈ BalR(M,N ;G), m ∈M,n ∈ N .
• The relative tensor product M ⊗R N is an abelian group satisfying the
universal property that HomZ(M⊗RN,G) ∼= BalR(M,N ;G) for all abelian
groups G.
One can generalise this definition of relative tensor products of modules of
rings to define a relative version of the Kelly-Deligne tensor product of module
categories.
Definition 1.12. Let M ,N ,A ,F ∈ Rex such that M ,N are right and left
module categories respectively over the monoidal category A and F ∈ Rex.
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Figure 1: On the first line is the surface Σ2,1 = Σ1,1 unionsqS1×[0,1] Σ1,2 which is
the collar gluing of the surfaces Σ1,1 and Σ1,2 along the 1-manifold S
1. The
next three lines give the maps (M × [0, 1]( unionsq (M × [0, 1]( → M × [0, 1];
X− unionsq (M × [0, 1](→ X− and (M × [0, 1]( unionsq X+ → X+ in this case.
• A functor F : M N → F is A -balanced when equipped with natural
isomorphisms Bm,X,n : F (m⊗Xn) ∼= F (mX⊗n) for all m ∈M , X ∈
A , n ∈ N satisfying certain coherence relations outlined in Definition 3.1
of [15].
• The category of balanced functors and their balanced isomorphisms is
denoted BalA (M N ,F ).
• The relative tensor product MAN is defined by the natural equivalence
Rex (M A N ,F ) ' BalA (M N ,F ) for all F ∈ Rex.
Now let Σ = X− unionsqM×R X+ be a collar gluing of the surfaces X± along a
1-manifold M with a trivialisation M × [0, 1] of a tubular neighbourhood of M .
The maps
(M × [0, 1]) unionsq (M × [0, 1])→M × [0, 1]
X−unionsq (M × [0, 1])→ X−
9
(M × [0, 1]) unionsq X+ → X+
depicted in Figure 1 induce the maps:
m1 :
∫
M×[0,1]
E 
∫
M×[0,1]
E →
∫
M×[0,1]
E ,
which is the monoidal product of the monoidal category
∫
M×[0,1] E ;
m2 :
∫
X−
E 
∫
M×[0,1]
E →
∫
X−
E ,
which is the action of
∫
M×[0,1] E on
∫
X− E turning
∫
X− E into a right
∫
M×[0,1] E -
module category;
m3 :
∫
M×[0,1]
E 
∫
X+
E →
∫
X+
E ,
which is the action of
∫
M×[0,1] E on
∫
X+
E turning
∫
X− E into a left
∫
M×[0,1] E -
module category.
Thus the relative tensor product∫
X−
E (∫
M×[0,1] E
) ∫
X+
E
is defined and the excision property [1] states that there is an equivalence of
categories ∫
Σ
E '
∫
X−
E (∫
M×[0,1] E
) ∫
X+
E .
Other Properties of Factorisation Homology
We shall now state some other useful properties of factorisation homology.
Firstly, as ∅ is the identity for the monoidal product unionsq in Mfld2fr,
∫
∅ E is the
monoidal unit in Rex. The monoidal unit of Rex is Vectk, the category of
k-vector spaces, so ∫
∅
E ∼= Vectk .
Secondly, we can embed the empty manifold into any surface, and this em-
bedding ∅ → Σ induces a morphism Vectk ∼=
∫
∅ E →
∫
Σ
E , giving a pointed
structure to factorisation homology.
Definition 1.13. Let C = Rex. The distinguished object OE ,Σ of a fac-
torisation homology of Σ over E is the image of k under the pointing map
Vectk →
∫
Σ
E .
Thirdly, note that ∫
D2
E = E
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Figure 2: An illustration of the map Σ unionsq D2 → Σ. The surface Σ2,1 has a
interval marked in red along its boundary along which the disc D2 is attached.
The resultant surface is isotopic to Σ2,1.
and gluing two discs together results in a surface homeomorphic to a single disc;
hence, there is a map D2 unionsqD2 → D2 which induces a map
m : E  E =
∫
D2
E 
∫
D2
E →
∫
D2
E = E
which one can check gives E the structure of a monoidal product.
Finally, if Σ has a boundary we can mark an interval on the boundary of Σ
and mark an interval along the boundary of a disc. Attaching the disc to the
surface Σ along the marked interval, as depicted in Figure 2, results in a surface
homeomorphic to Σ; hence, there is a map Σ unionsqD2 → Σ which induces a map
m˜ :
∫
Σ
E 
∫
D2
E →
∫
Σ
E
This functor gives an action of E =
∫
D2
E on
∫
Σ
E , and gives
∫
Σ
E the structure
of an E -module category.
2 The Algebra of Invariants and Character Va-
rieties
Factorisation homology gives invariants of surfaces which in some cases have
been shown to be related to other invariants of surfaces. One such example is
its relation to character varieties. Given a surface Σ there are several invariants
of Σ based on the representations of the its fundamental group pi1(Σ) into a
reductive algebraic group G.
Definition 2.1. The representation variety RG(Σ) is the affine variety RG(Σ) =
{ρ : pi1(Σ)→ G} of homomorphisms from the fundamental group of Σ to the re-
ductive algebraic group G.
Definition 2.2. The character stack ChG(Σ) is the quotient RG(Σ)/G of the
representation variety of the surface RG(Σ) by the the group G acting upon it
by conjugation.
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Definition 2.3. The character variety ChG(Σ) is the affine categorical quotient
RG(Σ)//G of the representation variety of the surface RG(Σ) by the the group
G acting upon it by conjugation.
If G is a reductive algebraic group then the character stack of Σ, ChG(Σ) is
intimately related to the factorisation homology of Σ over Rep(G):
Theorem 2.4. [4] If Σ is a surface, then we have an equivalence of categories
QCoh(ChG(Σ)) '
∫
Σ
Rep(G)
between the category of quasi-coherent sheaves on the character stack ChG(Σ)
and the factorisation homology of the surface Σ over Rep(G).
This equivalence gives a method for quantising the character stack ChG(Σ).
When quantising a structure one usually deforms the space of functions on the
structure rather than the structure itself, for example when defining quantum
groups; hence, one wants a deformation of QCoh(ChG(Σ)) '
∫
Σ
Rep(G). The
right hand side can be easily deformed by replacing Rep(G), the representa-
tions of the universal enveloping algebra U(g), with Repq(G), the integrable
representations of the quantum group Uq(g).
Definition 2.5. [4] The quantum character stack¶ of the reductive algebraic
group G on the surface Σ is the factorisation homology
∫
Σ
Repq(G) of the inte-
grable representations of the quantum group Uq(g) on the surface.
We now turn our attention to quantising the character variety Ch(Σ) by
deforming the Poisson algebra P of C-valued functions on Ch(Σ). There is an
action of the Cartan subalgebra K of Uq(g) on both P and End(AΣ), so the
global sections in End(AΣ) of P are the set of K-equivariant module homomor-
phisms HomK−equiv(P,End(AΣ)).
Definition 2.6. The algebra of invariants AΣ of the punctured surface Σ with
respect to the quantum group Uq(g) is (End(AΣ))Uq(g), the algebra of invariants
of AΣ under the action of Uq(g).
To quantise Ch(Σ) we deform the Poisson algebra of functions on Ch(Σ),
and a suitable deformation of this Poisson algebra is given by AΣ:
Definition 2.7. The G-quantum character variety of the punctured surface Σ
where G is the Lie group associated canonically to the Lie algebra g is the algebra
of invariants AΣ of the surface with respect to the quantum group Uq(g).
Example 2.8. We will see in Section 4 that AΣ0,4 is generated by twelve gen-
erators
(
x11 x
1
2
x21 x
2
2
)
for x ∈ {a, b, c} and where xij ∈ V ∗⊗V . The quantum group
¶As the character stack ChG(Σ) is often called the character variety, another name for this
quantum character stack is the quantum character variety, for example in [4, 5].
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Uq(sl2) is generated by E,F,K± whose images in the standard 2-dimensional
representation are
E =
(
0 1
0 0
)
;F =
(
0 0
1 0
)
;K =
(
q 0
0 q−1
)
.
It is a Hopf algebra with coproduct ∆ defined by
∆(E) = E ⊗ 1 +K−1 ⊗ E, ∆(F ) = F ⊗K + 1⊗ F, ∆(K) = K ⊗K;
antipode S defined by
S(E) = KE, S(F ) = −FK−1, S(K) = K−1;
and counit  defined by (E) = (F ) = 0, (K) = 1. The vector space V with
basis {v1, v2} has an Uq(sl2) action on it defined by
K · v1 = qv1; K · v2 = q−1v2;
E · v1 = 0; E · v2 = v1;
F · v1 = v2; F · v2 = 0.
The action on the dual V ∗ is defined by X · u∗(w) = u∗(S(X)w) where X ∈
Uq(sl2), u∗ ∈ V ∗, w ∈ V , so on the basis {v1, v2} is given by
K · v1 = qv1; K · v2 = q−1v2;
F · v1 = −q−1v2; F · v2 = 0;
E · v1 = 0; E · v2 = −qv1
The action of Uq(sl2) on V ∗ ⊗ V is defined via the coproduct; hence, it acts on
AΣ0,4 as follows:
K · a11 = a11;
K · a12 = q2a12;
K · a21 = q−2a21;
K · a22 = a22;
E · a11 = q−1a12;
E · a12 = 0;
E · a21 = q(a22 − a11);
E · a22 = −qa12;
F · a11 = −q−2a21;
F · a12 = a11 − a22;
F · a21 = 0;
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F · a22 = a21.
A element x ∈ AΣ0,4 is an invariant of the AΣ0,4-action if h · v = (h)v i.e
E ·v = F ·v = 0 and K ·v = v. So, the SL2-quantum character variety of Σ0,4 is
the algebra AΣ0,4 of elements of AΣ0,4 invariant of the AΣ0,4-action given above.
We shall give a presentation for AΣ0,4 in Section 6.
3 Reduction Systems and the Diamond Lemma
Both the universal enveloping algebra of a Lie algebra U(g) and its quantum
group Uq(g) have a Poincare-Birkhoff-Witt basis (PBW-basis). In the case of
U(g) this means that if x1, . . . , xl is an ordered basis of g then U(g) has a vector
space basis given by the monomials
yk11 y
k2
2 . . . y
kl
l
where ki ∈ N0 and xi 7→ yi via the map g → U(g). In this section we recall
the definitions and results needed to define and prove the existence of such
bases. We will use these results in Sections 4 and 6 to provide PBW bases for
the algebra objects and invariant algebras of the factorisation homology of the
four-punctured sphere and punctured torus with coefficients in Uq(sl2). The
definitions given in this section can be found [8] except those relating to the
reduced degree which can be found in [10], and the main result is the Diamond
lemma for rings proven by Bergman in [8]. Let K be a commutative ring with
multiplicative identity and X be an alphabet (a set of symbols from which we
form words).
Definition 3.1. A reduction system S consists of term rewriting rules σ =
Wσ 7→ fσ where Wσ ∈ 〈X〉 is a word in the alphabet X, and fσ ∈ k〈X〉 is a
linear combination of words. A σ-reduction rσ(T ) of an expression T ∈ K〈X〉 is
formed by replacing an instance of Wσ in T with fσ. For example, if X = 〈a, b〉
and S = {σ = ab 7→ ba} then rσ(T ) = aba+ a is a σ-reduction of T = aab+ a.
A reduction is a σ-reduction for some σ ∈ S.
Definition 3.2. The five-tuple (σ, τ, A,B,C) with σ, τ ∈ S and A,B,C ∈ 〈X〉 is
an overlap ambiguity if Wσ = AB and Wτ = BC and an inclusion ambiguity if
Wσ = B and Wτ = ABC. These ambiguities are resolvable if reducing ABC by
starting with a σ-reduction gives the same result as starting with a τ -reduction.
For example if S = {σ = ab 7→ ba, τ = ba 7→ a} then (σ, τ, a, b, a) is an overlap
ambiguity which is resolvable as aba
rσ7−→ ba2 rτ7−→ a2 gives the same expression
as aba
rτ7−→ a2.
Definition 3.3. A semigroup partial ordering ≤ on 〈X〉 is a partial order such
that B ≤ B′ =⇒ ABC ≤ AB′C for all words A,B,B′, C; it is compatible
with the reduction system S if for all σ ∈ S the monomials in fσ are less than
Wσ.
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Lemma 3.4 (The Diamond Lemma [8]). Let S be a reduction system for K〈X〉
and let ≤ be a semigroup partial ordering on 〈X〉 compatible with the reduction
system S with the descending chain condition. The following are equivalent:
• All ambiguities in S are resolvable;
• Every element a ∈ K〈X〉 can be reduced in a finite number of reductions
to a unique expression rS(a);
• The algebra R = K〈X〉/I, where I is the two sided ideal of K〈X〉 generated
by the elements (Wσ − fσ), can be identified with the K-algebra K〈X〉irr
spanned by the S-irreducible monomials of 〈X〉 with multiplication given
by a · b = rS(ab). These S-irreducible monomials are called a Poincare-
Birkhoff-Witt-basis of R.
The semigroup partial ordering we shall use is ordering by reduced degree:
Definition 3.5. Give the letters of the finite alphabet X an ordering x1 ≤ . . . ≤
xN . Any word W of length n can be written as W = xi1 . . . xin where xij ∈ X.
An inversion of W is a pair k ≤ l with xik ≥ xil i.e. a pair with letters in the
incorrect order. The number of inversions of W is denoted |W |.
Definition 3.6. Any expression T can be written as a linear combination of
words T =
∑
ckWk. Define ρn(T ) :=
∑
length(Wk)=n,ck 6=0|Wk|. The reduced
degree of T is the largest n such that ρn(T ) 6= 0.
Definition 3.7. Under the reduced degree ordering, T ≤ S if
1. The reduced degree of T is less than the reduced degree of S, or
2. The reduced degree of T and S are equal, but ρn(T ) ≤ ρn(S) for maximal
nonzero n.
4 The Factorisation Homology of the
Four-Punctured Sphere and Punctured Torus
over Uq(sl2)
In this paper we wish to consider the factorisation homology of the four-punctured
sphere Σ0,4 and punctured torus Σ1,1 with coefficients in the category Repq(SL2)
of integrable representations of the quantum group Uq(sl2). The first step is to
describe
∫
Σ
Repq(SL2) for Σ = Σ0,4 or Σ1,1 as a category of modules of an
algebra and give a presentation for this algebra which is a straightforward ap-
plication of the work of Ben-Zvi, Brochier and Jordan [4].
Definition 4.1. The algebra object AΣ of the factorisation homology of Σ
‖
with coefficients in E is the internal endomorphism algebra of the distinguished
object
AΣ := EndE (OE ,Σ).
‖The algebra object is dependent on the choice marking of Σ
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Proposition 4.2. (Section 5 of [4]) Let Σ be a punctured surface, and E be
a rigid braided tensor category, for example Repq(G) where G is a reductive
algebraic group. We have an equivalence of categories∫
Σ
E ' AΣRepq(G)-mod,
where AΣ is the algebra object of the factorisation homology.
There is a combinatorial description of AΣ in terms of the gluing pattern of
the surface.
Definition 4.3. A gluing pattern is a bijection
P : {1, 1′, . . . , n, n′} → {1, 2, . . . , 2n− 1, 2n}
such that P (i) < P (i′) for all i = 1, . . . , n.
A gluing pattern P determines a marked surface Σ(P ) by gluing together a
disc and n handles Hi ∼= [0, 1]2 as follows: mark the disc with 2n+ 1 boundary
intervals labelled 1, . . . , 2n + 1; for each handle Hi mark two intervals i and i
′
on the boundary; glue the handles to the disc by identifying the interval i with
the interval P (i) and the interval i′ with the interval P (i′) for all i = 1, . . . , n.
The final interval 2n+ 1 on the boundary of the disc gives Σ(P ) a marking.
Definition 4.4. The handles Hi and Hj, with i < j are:
• positively linked if P (i) < P (j) < P (i′) < P (j′),
• positively nested if P (i) < P (j) < P (j′) < P (i′),
• positively unlinked if P (i) < P (i′) < P (j) < P (j′).
By relabelling the handles we can assume all handles are of the above forms.
Example 4.5. The four-punctured sphere has the simplest possible gluing pat-
tern with three handles
P : {1, 1′, 2, 2′, 3, 3′} → {1, 2, 3, 4, 5, 6} :
P (1) = 1, P (1′) = 2, P (2) = 3, P (2′) = 4, P (3) = 5, P (3′) = 6.
All three of its handles are positively unlinked.
Figure 3: The gluing pattern of Σ0,4.
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Example 4.6. The punctured torus has the gluing pattern
P : {1, 1′, 2, 2′} → {1, 2, 3, 4} : P (1) = 1, P (1′) = 3, P (2) = 2, P (2′) = 4.
The handles H1 and H2 are positively linked.
Figure 4: The gluing pattern of Σ1,1.
Definition 4.7. Let E = Repq(G) for a reductive algebraic Lie group G, O(E )
is generated by elements of the form vi ⊗ vj ∈ V ∗ ⊗ V for some representation
V ∈ E . We define the crossing morphism
Ki,j : O(E )
(i) ⊗ O(E )(j) → O(E )(i) ⊗ O(E )(j)
using the braidings
where strand crossings are determined by the chosen R-matrix and antipode S
of Uq(g) are as follows:
σV,W (w ⊗ v) = τV,W ◦R(w ⊗ v);
σV ∗,W (w
∗ ⊗ v) = τV ∗,W ◦ (S ⊗ id) ◦R(w∗ ⊗ v) = τV ∗,W ◦R−1(w∗ ⊗ v);
σV,W∗(w ⊗ v∗) = τV,W∗ ◦ (id⊗R) ◦R(w ⊗ v∗);
σV ∗,W∗(w
∗ ⊗ v∗) = τV ∗,W∗ ◦ (S ⊗ S) ◦R(w∗ ⊗ v∗) = τV ∗,W∗ ◦R(w∗ ⊗ v∗).
As the crossing morphisms satisfy the Yang-Baxter equation, they can be
used to extend the multiplication m : O(E ) ⊗ O(E ) → O(E ) to a associative
multiplication map mn : O(E )⊗n ⊗ O(E )⊗n → O(E )⊗n turning O(E )⊗n into
an algebra [19].
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Figure 5: The multiplication map for O(E )⊗4 where the crossing of strands
O(E )(i) and O(E )(j) is given by the braiding Ki,j
Proposition 4.8. (Section 5 of [4]) Let Σ(P ) be a surface determined by a
gluing pattern P and let E = Repq(G) for a reductive algebraic Lie group G.
Then AΣ(P ) is isomorphic to the algebra
aP = O(E )
(1) ⊗ . . .⊗ O(E )(n),
where O(E )(i) is the reflection equation algebra of Uq(g), and the crossing mor-
phisms Ki,j : O(E )(j) ⊗O(E )(i) → O(E )(i) ⊗O(E )(j) where i, j are consecutive
are given in Definition 4.7.
In order to apply this result to give a presentation of AΣ0,4 and AΣ1,1 , the
algebra objects of
∫
Σ0,4
Repq(SL2) and
∫
Σ1,1
Repq(SL2) respectively, we require a
presentation of the reflection equation algebra O(Repq(SL2)) and a description
of Ki,j in each case. These depend on the choice of R-matrix of Uq(sl2): we
shall use the standard R-matrix for Uq(sl2) which is given by
R :=

R1111 R
12
11 R
21
11 R
22
11
R1112 R
12
12 R
21
12 R
22
12
R1121 R
12
21 R
21
21 R
22
21
R1122 R
12
22 R
21
22 R
22
22
 := q 12

q 0 0 0
0 1 (q − q−1) 0
0 0 1 0
0 0 0 q

when evaluating on the vector representation of Uq(sl2). We shall also require
R˜ := (id⊗S)(R) = q− 12

q−1 0 0 0
0 1 q−2(q−1 − q) 0
0 0 1 0
0 0 0 q−1
 .
where S is the antipode of Uq(sl2).
Definition 4.9. [3] The reflection equation algebra O(Repq(SL2)) is generated
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by the four elements
A =
(
a11 a
1
2
a21 a
2
2
)
which satisfy the following:
• The quantum determinant detq(A) := a11a22 − q2a12a21 = 1 , and
• The reflection equation almapr = R˜opmk(R−1)klijRsjuvRwuor aisavw where i, j, k, l,
m, o, p, r, s, v, w ∈ {0, 1}. ∗∗
Or more explicitly the reflection equation algebra O(Repq(SL2)) has gener-
ators a11, a
1
2, a
2
1, a
2
2 and relations
a12a
1
1 = a
1
1a
1
2 +
(
1− q−2) a12a22, (1)
a21a
1
1 = a
1
1a
2
1 − q−2
(
1− q−2) a21a22, (2)
a21a
1
2 = a
1
2a
2
1 +
(
1− q−2) (a11a22 − a22a22) , (3)
a22a
1
1 = a
1
1a
2
2, (4)
a22a
1
2 = q
2a12a
2
2, (5)
a22a
2
1 = q
−2a21a
2
2, (6)
a11a
2
2 = 1 + q
2a12a
2
1. (7)
Definition 4.10. The braiding on Repq(SL2) for positively unlinked handles
Hi and Hj is the map
Ki,j : O(Repq(SL2))
(i) ⊗ O(Repq(SL2))(j) → O(Repq(SL2))(j) ⊗ O(Repq(SL2))(i) :
Ki,j(y
e
f ⊗ xgh) = R˜igfjRejklRmnih
(
R−1
)ko
pn
xlo ⊗ ypm
where xgh, y
e
f are generators of Rep
(i)
q (SL2),Rep
(j)
q (SL2) respectively.
Corollary 4.11. The factorisation homology of the four-punctured sphere over
Repq(SL2) is
∫
Σ0,4
Repq(SL2) ' AΣ0,4-modRepq(SL2) where AΣ0,4 is an algebra
with twelve generators organised into three matrices
A :=
(
a11 a
1
2
a21 a
2
2
)
, B :=
(
b11 b
1
2
b21 b
2
2
)
, C :=
(
c11 c
1
2
c21 c
2
2
)
subject to the relations
x11x
2
2 = 1 + q
2x12x
2
1 (determinant relation) (8)
ylmx
p
r = R˜
op
mk(R
−1)klijR
sj)uvR
wu
or x
i
sy
v
w (reflection equation) (9)
yefx
g
h = R˜
ig
fjR
ej
klR
mn
ih (R
−1)kopnx
l
oy
p
m (crossing relation) (10)
∗∗The reflection equation algebra is usually given as R21A1RA2 = A2R21A1R where A1 :=
A⊗ I, A2 := I ⊗ A, and R21 := τRτ , for example in [14] and [17]. Our version is the tensor
version rearranged using the relations
∑
(R−1)ijklR
kl
mn = δ
i
mδ
j
n and
∑
R˜ijklR
ml
in = δ
m
k δ
n
j .
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where x ∈ {a, b, c}, e, f, g, h, i, j, k, l,m, n, o, p ∈ {0, 1},
R = q
1
2

q 0 0 0
0 1 (q − q−1) 0
0 0 1 0
0 0 0 q

is the standard quantum R-matrix for Uq(sl2) when evaluated on the vector
representation of Uq(sl2) and
R˜ = q−
1
2

q−1 0 0 0
0 1 q−2(q−1 − q) 0
0 0 1 0
0 0 0 q−1
 .
Definition 4.12. The braiding on Repq(SL2) for positively linked handles Hi
and Hj is the map
Ki,j : Rep
(i)
q (SL2)⊗ Rep(j)q (SL2)→ Rep(j)q (SL2)⊗ Rep(i)q (SL2) :
Ki,j(y
g
h ⊗ xef ) = R˜iehjRgjklRmnif
(
R−1
)ko
pn
xlo ⊗ ypm
where xgh, y
e
f are generators of Rep
(i)
q (SL2),Rep
(j)
q (SL2) respectively.
Corollary 4.13. The factorisation homology of the punctured torus over Uq(sl2)
is
∫
Σ1,1
Repq(SL2) ' AΣ1,1-modRepq(SL2) where AΣ1,1 is an algebra with eight
generators organised into two matrices
A :=
(
a11 a
1
2
a21 a
2
2
)
, B :=
(
b11 b
1
2
b21 b
2
2
)
subject to the relations
x11x
2
2 = 1 + q
2x12x
2
1 (determinant relation) (11)
ylmx
p
r = R˜
op
mk(R
−1)klijR
sj
uvR
wu
or x
i
sy
v
w (reflection equation) (12)
yghx
e
f = R˜
ie
hjR
gj
klR
mn
if
(
R−1
)ko
pn
xlo ⊗ ypm (crossing relation) (13)
where x ∈ {a, b, c}; e, f, g, h, i, j, k, l,m, n, o, p ∈ {0, 1} and the R-matrices are
the same as in Proposition 4.11.
PBW bases for AΣ0,4 and AΣ1,1
We now construct a PBW basis for O(Repq(SL2) which we shall use to construct
PBW bases for AΣ0,4 and AΣ1,1 .
Proposition 4.14. The monomials{
(a11)
α(a12)
β(a21)
γ(a22)
δ : α, β, γ, δ ∈ N0, β or γ = 0}
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are a PBW basis for the reflection equation algebra O(Repq(SL2)) with respect
to the ordering a11 < a
1
2 < a
2
1 < a
2
2.
Proof. The relations defining O(Repq(SL2)) can be re-expressed as the term
rewriting system:
σ1211 = a
1
2a
1
1 7→ a11a12 +
(
1− q−2) a12a22,
σ2111 = a
2
1a
1
1 7→ a11a21 − q−2
(
1− q−2) a21a22,
σ2112 = a
2
1a
1
2 7→ a12a21 +
(
1− q−2) (a11a22 − a22a22) ,
σ2211 = a
2
2a
1
1 7→ a11a22,
σ2212 = a
2
2a
1
2 7→ q2a12a22,
σ2221 = a
2
2a
2
1 7→ q−2a21a22,
σ1221 = a
1
2a
2
1 7→ q−2 + q−2a11a22.
The monomials listed in the statement of the result are the reduced monomials
with respect to this term rewriting system; furthermore, there are no inclusion
ambiguities, and the overlap ambiguities are
(σ2112, σ1211, a
2
1, a
1
2, a
1
1), (σ2212, σ1211, a
2
2, a
1
2, a
1
1),
(σ2221, σ2111, a
2
2, a
2
1, a
1
1), (σ2221, σ2112, a
2
2, a
2
1, a
1
2),
(σ2112, σ1221, a
2
1, a
1
2, a
2
1), (σ2212, σ1221, a
2
2, a
1
2, a
2
1),
(σ1221, σ2111, a
1
2, a
2
1, a
1
1), (σ1221, σ2112, a
1
2, a
2
1, a
1
2).
We shall order O(Repq(SL2)) with respect to the reduced degree where we
give the generators the ordering a11 < a
1
2 < a
2
1 < a
2
2. This ordering is compatible
with the given term rewriting systems and the rewriting will terminate, so if
the ambiguities are resolvable then we can apply the Diamond lemma, and
we are done. It can be checked by direct calculation that the ambiguities are
resolvable,†† for example for the first ambiguity we have that both(
a21a
1
2
)
a11
(σ2112)
= a12
(
a21a
1
1
)
+
(
1− q−2) (a11a22a11 − (a22)2 a11)
(σ2111, σ2211)
=
(
a12a
1
1
)
a21 − q−2
(
1− q−2) a12a21a22
+
(
1− q−2) ((a11)2 a22 − a11 (a22)2)
(σ1211)
= a11a
1
2a
2
1 +
(
1− q−2) a12 (a22a21)− q−2 (1− q−2) a12a21a22
+
(
1− q−2) ((a11)2 a22 − a11 (a22)2)
(σ2221)
= a11a
1
2a
2
1 + q
−2 (1− q−2) a12a21a22 − q−2 (1− q−2) a12a21a22
††We used the computer algebra system MAGMA to check this and similar computations
throughout this paper.
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+
(
1− q−2) ((a11)2 a22 − a11 (a22)2)
= a11a
1
2a
2
1 +
(
1q−2
) ((
a11
)2
a22 − a11
(
a22
)2)
and
a21
(
a12a
1
1
) (σ1211)
=
(
a21a
1
1
)
a12 +
(
1− q−2) a21a12a22
(σ2111)
= a11a
2
1a
1
2 − q−2
(
1− q−2) a21 (a22a12)+ (1− q−2) a21a12a22
(σ2212)
= a11a
2
1a
1
2 −
(
1− q−2) a21a12a22 + (1− q−2) a21a12a22
= a11
(
a21a
1
2
)
(σ2112)
= a11a
1
2a
2
1 +
(
1− q−2) ((a11)2 a22 − a11 (a22)2)
give the same result, so the first ambiguity is resolvable.
Proposition 4.15. A Poincare-Birkhoff-Witt basis for AΣ0,4 is{
(a11)
α1(a12)
β1(a21)
γ1(a22)
δ1(b11)
α2(b12)
β2(b21)
γ2(b22)
δ2(c11)
α3(c12)
β3(c21)
γ3(c22)
δ3 :
αi, βi, γi ∈ N0, βi or γi = 0
}
.
Proof. By Proposition 4.14 we have a PBW basis
{(a11)α(a12)β(a21)γ(a22)δ : α, β, γ, δ ∈ N0, β or γ = 0}
for the reflection equation algebra O(Repq(SL2)). The algebra AΣ0,4 is the
tensor product of three copies of O(Repq(SL2)); hence,{
(a11)
α1(a12)
β1(a21)
γ1(a22)
δ1(b11)
α2(b12)
β2(b21)
γ2(b22)
δ2(c11)
α3(c12)
β3(c21)
γ3(c22)
δ3
: αi, βi, γi ∈ N0, βi or γi = 0
}
.
is a basis for it.
Proposition 4.16. A Poincare-Birkhoff-Witt basis for AΣ1,1 is{
(a11)
α1(a12)
β1(a21)
γ1(a22)
δ1(b11)
α2(b12)
β2(b21)
γ2(b22)
δ2
: αi, βi, γi ∈ N0, βi or γi = 0
}
.
Proof. Similar to above.
We will need an alternative PBW basis for AΣ0,4 in Section 5, so we shall
now give an alternative basis for O(Repq(SL2)), and then use it to give the
alternative PBW basis for AΣ0,4 .
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Proposition 4.17. The monomials
{(a21)α(a11)β(a22)γ(a12)δ : α, β, γ, δ ∈ N0, β or γ = 0}
are a PBW basis for the reflection equation algebra O(Repq(SL2)) with respect
to the ordering a21 < a
1
1 < a
2
2 < a
1
2.
Proof. A term rewriting system for O(Repq(SL2)) is
τ1211 = a
1
2a
1
1 7→ a11a12 + q−2(1− q−2)a22a12,
τ1121 = a
1
1a
2
1 7→ a21a11 − q−2(1− q−2)a21a22,
τ1221 = a
1
2a
2
1 7→ q−2a21a12 − q−2(1− q−2)(1− (a22)2),
τ2211 = a
2
2a
1
1 7→ a11a22,
τ1222 = a
1
2a
2
2 7→ q−2a22a12,
τ2221 = a
2
2a
2
1 7→ q−2a21a22,
τ1122 = a
1
1a
2
2 7→ q−2 + a21a12 + (1− q−2)(a22)2.
The monomials given in the statement of the result are the reduced monomials
with respect to this term rewriting system; furthermore, there are no inclusion
ambiguities, and the overlap ambiguities are
(τ1211, τ1121, a
1
2, a
1
1, a
2
1), (τ2211, τ1121, a
2
2, a
1
1, a
2
1),
(τ1222, τ2211, a
1
2, a
2
2, a
1
1), (τ1222, τ2221, a
1
2, a
2
2, a
2
1),
(τ2211, τ1122, a
2
2, a
1
1, a
2
2), (τ1211, τ1122, a
1
2, a
1
1, a
2
2),
(τ1122, τ2211, a
1
1, a
2
2, a
1
1), (τ1122, τ2221, a
1
1, a
2
2, a
2
1).
We shall order O(Repq(SL2)) with respect to the reduced degree where we
give the generators the ordering a21 < a
1
1 < a
2
2 < a
1
2. This ordering is compatible
with the given term rewriting systems and the rewriting will terminate, so if
the ambiguities are resolvable then we can apply the Diamond lemma, and
we are done. It can be checked by direct calculation that the ambiguities are
resolvable.
Corollary 4.18. An alternative Poincare-Birkhoff-Witt basis for AΣ0,4 is{
(a11)
α1(a12)
β1(a21)
γ1(a22)
δ1(b21)
α2(b11)
β2(b22)
γ2(b12)
δ2(c11)
α3(c12)
β3(c21)
γ3(c22)
δ3
: αi, βi, γi ∈ N0, βi or γi = 0
}
.
Proof. The same as Theorem 4.15 expect we use the PBW basis
{(b21)α(b11)β(b22)γ(b12)δ : α, β, γ, δ ∈ N0, β or γ = 0}
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from Proposition 4.17 for the second copy of O(Repq(SL2)) in AΣ0,4 =
O(Repq(SL2))
3⊗.
5 Hilbert Series Calculations
In this section we shall compute the graded character of AΣ0,4 and AΣ1,1 , and
then use these to compute the Hilbert series of AΣ0,4 and AΣ1,1 which we will
need in the proof of presentation of AΣ0,4 and AΣ1,1 in the next section. A
Hilbert series encodes the dimensions of the graded parts of an algebra.
Definition 5.1. The associated graded algebra of the Z+ filtered algebra A =⋃
n∈Z+ A(n) is
G (A) =
⊕
n∈Z+
A[n] where A[n] =
{
A(0) for n = 0
A(n)upslopeA(n− 1) for n > 0.
Definition 5.2. The Hilbert series of the Z+ graded vector space A =
⊕
n∈Z+ A[n]
is the formal power series
hA(t) =
∑
dim(A[n])tn.
The Hilbert series of a Z+ graded algebra A is the Hilbert series of its underlying
Z+ graded vector space, and the Hilbert series of the Z+ filtered algebra A =⋃
n∈Z+ A(n) is the Hilbert series of the associated graded algebra G (A).
A graded character of a filtered/graded representation encodes the dimen-
sions of graded parts and weight spaces simultaneously.
Definition 5.3. Let V be a vector space acted on by Uq(g) and let V k denote
the qkweight space of V where k ∈ Z. The character of V is the formal power
series
chV (u) =
∑
k∈Λ
dim
(
V k
)
uk.
Definition 5.4. Let V =
⊕
n V [n] be a graded vector space acted on by Uq(g).
The graded character of V is
hV (u, t) :=
∑
n
chV [n](u)t
n =
∑
n,k
dim
(
V [n]k
)
uktn,
where V [n]k is the qk weight space of V [n]. If V is filtered rather than graded the
graded character of V hV (u, t) is hG (v)(u, t), the graded character of associated
graded vector space G (V ).
Let Σ = Σ0,4 or Σ1,1. Both AΣ and its subalgebra AΣ have filtrations by
degree:
AΣ =
⋃
n∈Z+
A(n); AΣ =
⋃
n∈Z+
A (n)
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where A(n) and A (n) are the span of monomials in AΣ and AΣ respectively
with at most n generators. As AΣ is the part of AΣ with weight 1 = q0 under
the action of Uq(sl2), the terms of the graded character hAΣ(u, v) where k = 0
give the Hilbert series hAΣ(t); hence, we shall:
1. Compute the graded character of Oq(Repq(SL2)) which we use to
2. Compute the graded character of AΣ, and then
3. Extract the terms of the graded character which give the Hilbert series of
AΣ.
The Graded Character of the Algebra Objects AΣ0,4 and
AΣ1,1 via Oq(Repq(SL2))
Proposition 5.5. The graded character of Oq(Repq(SL2)) is
hOq (u, t) =
(1 + t)
(1− t)(1− u2t)(1− u−2t) .
Proof. Recall from Proposition 4.14 that Oq(Repq(SL2)) has basis
{(a11)α(a12)β(a21)γ(a22)δ : α, β, γ, δ ∈ N0; β or γ = 0};
hence, the nth graded part Oq[n] :=
(
Oq(Repq(SL2))
)
[n] has basis
{(a11)α(a12)β(a21)γ(a22)δ : α, β, γ, δ ∈ N0; β or γ = 0; α+ β + γ + δ = n}.
We can see from Example 2.8 that a11, a
1
2, a
2
1, a
2
2 have weights 1, q
2, q−2, 1 respec-
tively, so
K · ((a11)α(a12)β(a21)γ(a22)δ) = q2β−2γ(a11)α(a12)β(a21)γ(a22)δ,
and Xα,β,γ,δ := (a
1
1)
α(a12)
β(a21)
γ(a22)
δ has weight q2(β−γ). This means that
Oq[n]k, the qk weight space of Oq[n], has basis
{Xα,β,γ,δ : α, β, γ, δ ∈ N0; β or γ = 0; α+ β + γ + δ = n; 2(β − γ) = k}.
If k is odd the final condition is never satisfied and thus Oq[n]k = ∅. If k = 2m
for m ≥ 0 then we get the basis
{Xα,β,γ,δ : α, β, γ, δ ∈ N0; β or γ = 0; α+ β + γ + δ = n; 2(β − γ) = 2m}
= {Xα,β,γ,δ : α, β, γ, δ ∈ N0; γ = 0; α+ β + γ + δ = n; β = m+ γ}
= {Xα,m,0,δ : α, δ ∈ N0; α+ δ = n−m}.
which is empty if m > n and has n − m + 1 elements otherwise. Finally, if
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k = −2m for m > 0 then we get the basis
{Xα,β,γ,δ : α, β, γ, δ ∈ N0; β or γ = 0; α+ β + γ + δ = n; 2(β − γ) = −2m}
= {Xα,β,γ,δ : α, β, γ, δ ∈ N0; β = 0; α+ β + γ + δ = n; γ = m+ β}
= {Xα,0,m,δ : α, δ ∈ N0; α+ δ = n−m}.
which is empty if m > n and has n−m+ 1 elements otherwise. Hence,
dimOq[n]
k =

n−m+ 1 if k = 2m for some m ≥ 0
n−m+ 1 if k = −2m for some m ≥ 1
0 otherwise,
so the character of Oq[n] is
hOq [n](u) =
(
n∑
m=0
(n−m+ 1)u2m
)
+
(
n∑
m=1
(n−m+ 1)u−2m
)
=
u−2n(u2+2n − 1)2
(u2 − 1)2 ,
and the graded character of Oq is
hOq (u, t) =
∞∑
n=0
u−2n(u2+2n − 1)2
(u2 − 1)2 t
n =
(1 + t)
(1− t)(1− u2t)(1− u−2t) .
We note that if V =
⊕
n V (n) and W =
⊕
nW (n) are two graded vector
spaces acted on by Uq(g) then hV⊗W (u, t) = hV (u, t) · hW (u, t).
Corollary 5.6. The graded character of AΣ0,4 is
hAΣ0,4 (u, t) =
(
(1 + t)
(1− t)(1− u2t)(1− u−2t)
)3
.
Proof. We have from Proposition 4.8 that AΣ0,4
∼= Oq ⊗ Oq ⊗ Oq; hence,
hAΣ0,4 (u, t) = hOq (u, t) · hOq (u, t) · hOq (u, t) =
(
(1 + t)
(1− t)(1− u2t)(1− u−2t)
)3
.
Corollary 5.7. The graded character of AΣ1,1 is
hAΣ1,1 (u, t) =
(
(1 + t)
(1− t)(1− u2t)(1− u−2t)
)2
.
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Proof. We have from Proposition 4.8 that AΣ1,1
∼= Oq ⊗ Oq; hence,
hAΣ1,1 (u, t) = hOq (u, t) · hOq (u, t) =
(
(1 + t)
(1− t)(1− u2t)(1− u−2t)
)2
.
The Hilbert Series of AΣ0,4 and AΣ1,1
Proposition 5.8. Let Σ be a punctured surface and AΣ be the algebra object
of the factorisation homology of Σ with coefficients in Repq(SL2). The graded
character of AΣ is
hAΣ(u, t) =
∑
n,k
mn,k
uk+1 − uk−1
u− u−1 t
n
for mn,k ∈ Z+.
Proof. As integrable representations of Uq(sl2) are semisimple, any finite di-
mensional representation V of Uq(sl2) when q is generic can be decomposed into
V =
⊕
k∈Z+ V [k]
mk where mk ∈ Z+ and V [k] is an irreducible representation
with character given by the Weyl character formula:
chV (k) = u
k + uk−2 + · · ·+ u−k+2 + u−k = u
k+1 − u−k−1
u− u−1 .
Applying this to V = A[n] the degree n part of G (AΣ) gives
hAΣ(u, t) = hG (AΣ)(u, t)
=
∑
n
chV [n](u)t
n
=
∑
n
ch⊕
k V [n](k)
mn,k (u)tn
=
∑
n,k
mn,k chV [n](k)(u)t
n
=
∑
n,k
mn,k
uk+1 − u−k−1
u− u−1 t
n.
Corollary 5.9. Let AΣ be the algebra object and AΣ the algebra of invariants
of the factorisation homology of the punctured surface Σ with coefficients in
Repq(SL2). The Hilbert series hA(t) is given by the u coefficient of (u− u−1) ·
hAΣ(u, t).
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Proof. From Proposition 5.8 we have that
hAΣ(u, t) =
∑
n,k
mn,k
uk+1 − uk−1
u− u−1 t
n
=⇒ (u− u−1)hAΣ(u, t) =
∑
n,k
mn,k(u
k+1 − uk−1)tn
where
hAΣ(t) =
∑
n
mn,0t
n,
so hAΣ(t) is given by the u coefficient of (u− u−1) · hAΣ(u, t).
Proposition 5.10. The Hilbert series of AΣ0,4 is
hAΣ0,4 (t) =
t2 − t+ 1
(1− t)6(1 + t)2 .
Proof. From Corollary 5.6 we have that
hAΣ0,4 (u, t) =
(
(1 + t)
(1− t)(1− u2t)(1− u−2t)
)3
=
1
(1− t)6
(
t3
(u2 − t)3 +
3t2
(1− t2)(u2 − t)2
+
3(t2 + 1)t
(1− t2)2(u2 − t) +
1
(1− tu2)3
+
3t2
(1− t2)(1− tu2)2 +
3t2(t2 + 1)
(1− t2)2(1− tu2)
)
where
1
(1− u2t) =
∞∑
i=0
(u2t)i = 1 + u2t+ u4t2 + . . .
1
(u2 − t) = u
−2
∞∑
i=0
(u−2t)i = u−2 + u−4t+ . . .
so the u coefficient of (u− u−1) · hAΣ0,4 (u, t) is
1
(1− t)6
(
(1 − 3t) + 3t
2(1− 2t)
(1− t2) +
3t2(1− t)(t2 + 1)
(1− t2)2
)
=
t2 − t+ 1
(1− t)6(1 + t)2
which by Corollary 5.9 is the Hilbert series of AΣ0,4 .
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Proposition 5.11. The Hilbert Series of A1,1 is
hAΣ1,1 =
1
(1− t)3(1 + t) .
Proof. From Corollary 5.7 we have that
hAΣ1,1 (u, t) =
(
(1 + t)
(1− t)(1− u2t)(1− u−2t)
)2
=
(1 + t)2
(1− t)2(1− t2)2
(
2t2
(1− t2)(1− tu2) +
t2
(u2 − t)2
+
2t
(1− t2)(u2 − t) +
1
(1− tu2)2
)
,
so the u coefficient of (u− u−1)hAΣ1,1 (u, t) is
(1 + t)2
(1− t)2(1− t2)2
(
2t2(1− t)
(1− t2) + (1− 2t)
)
=
1
(1− t)3(1 + t)
which by Corollary 5.9 is the Hilbert series of AΣ1,1 .
6 The Algebra of Invariants of the Four-Punctured
Sphere and the Punctured Torus
6.1 The Four-Punctured Sphere
We now turn to the first main result of the paper: giving a presentation of the
algebra of invariants AΣ0,4 of the factorisation homology of Uq(sl2) over Σ0,4.
As explained in Section 2, this algebra is the SL2-quantum character variety of
Σ0,4.
The generators of AΣ0,4 are organised into matrices as follows:
A :=
(
a11 a
1
2
a21 a
2
2
)
, B :=
(
b11 b
1
2
b21 b
2
2
)
, C :=
(
c11 c
1
2
c21 c
2
2
)
.
Note that the quantum traces trq(A) = a
1
1+q
−2a22, trq(B) = b
1
1+q
−2b22, trq(C) =
c11 +q
−2c22 of these matrices are invariant under the action of the quantum group
on End(AΣ), and hence are contained in AΣ0,4 . Furthermore the quantum trace
trq(X) of any matrix X =
∑N
i A
αiBβjCγi where αi, βi, γi ∈ N0 is also invariant
under the action of the quantum group, so must also be contained in AΣ0,4 . The
quantum Cayley-Hamilton equation X2 = trq(X)X − q−2 detq(X) implies that
trq(X) is a linear combinations of the traces trq(A), trq(B), trq(C), trq(AB),
trq(AC), trq(BC), and trq(ABC). Therefore, these seven traces generate all the
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invariants which are of the form trq(X). We claim that these seven traces in
fact generate the entire algebra of invariants AΣ0,4 and state the relations these
traces satisfy.
Definition 6.1. Let B be the algebra with generators E,F,G, s, t, u, v subject
to the relations:
FE = q2EF + (q2 − q−2)G+ (1− q2)(sv + tu), (14)
GE = q−2EG− q−2(q2 − q−2)F + (1− q−2)(su+ tv), (15)
GF = q2FG + (q2 − q−2)E + (1− q2)(st+ uv), (16)
EFG =

− E2 − q−4F 2 −G2 − q−4(s2 + t2 + u2 + v2)
+ (st+ uv)E + q−2(su+ tv)F + (sv + tu)G
− stuv + q−6(q2 + 1)2
(17)
and s, t, u, v are central.
Theorem 6.2. There exists a unique isomorphism Φ′ : B → AΣ0,4 defined by:
E 7→ trq(AB),
F 7→ trq(AC),
G 7→ trq(BC),
s 7→ trq(A),
t 7→ trq(B),
u 7→ trq(C),
v 7→ trq(ABC).
We denote by Φ : B → O3⊗q the map defined by the same formulas.
Before proceeding with the proof of this theorem, we must find a basis for the
algebra B. As the elements u, v, s and t are central, instead of considering B as
an algebra over k with seven generators, we can considerB as an algebra over the
polynomial ring k[s, t, u, v]with generators E,F,G, i.e. B = k[s, t, u, v]〈E,F,G〉.
Proposition 6.3. A PBW-basis for G (B) over k[s, t, u, v] is
{EnFmGl|n or m or l = 0}.
Proof. A term rewriting system for G (B) is given by
σFE : FE 7→ q2EF + dG+ ea
σGF : GF 7→ q2FG+ dE + ec
σGE : GE 7→ q−2EG− q−2dF + fb
σEFnG : EF
nG 7→ f(n)
where
a := sv+tu, b := su+tv, c := st+uv, d := (q2−q−2); e := (1−q2), f := (1−q−2)
30
and f(n) is defined recursively as follows: ‡‡
f(1) := −E2 − q−4F 2 −G2 + cE + q−2bF + aG
+
(−q−4(s2 + t2 + u2 + v2)− stuv + q−6(q2 + 1)2)
f(n) := q−2Ff(n− 1) + (q−4 − 1)GFn−1G+ (1− q−2)aFn−1G.
We shall use the above term rewriting system for G (B) and apply the dia-
mond lemma. In order to do this we must first show that all the ambiguities of
the term rewriting system are resolvable. The ambiguities are
(σGF , σFE , G, F,E),
(σFE , σEFnG, F, E, F
nG),
(σGE , σEFnG, G,E, F
nG),
(σEFnG, σGE , EF
n, G,E),
(σEFnG, σGF , EF
n, G, F ).
The first ambiguity (σGF , σFE , G, F,E) is resolvable by direct calculation:
GFE
σGF7−−−→ q2FGE + dE2 + ecE
σGE7−−−→ FEG− dF 2 + q2fbF + dE2 + ecE
σFE7−−−→ q2EFG+ dG2 + eaG− dF 2 + q2fbF + dE2 + ecE
is equal to
GFE
σFE7−−−→ q2GEF + dG2 + eaG
σGE7−−−→ EGF − dF 2 + q2fbF + dG2 + eaG
σGF7−−−→ q2EFG+ dE2 + ecE − dF 2 + q2fbF + dG2 + eaG.
The second ambiguity (σFE , σEFnG, F, E, F
nG) also follows directly:
FEFnG
σFE7−−−→ q2EFn+1G+ dGFnG+ eaFnG
σEFn+1G7−−−−−−→ Ff(n)− dGFnG+ (q2 − 1)aFnG+ dGFnG+ eaFnG
= Ff(n)
is equal to
FEFnG
σEFnG7−−−−−→ Ff(n).
For the remainder of the ambiguities we proceed by induction on n. For the
third ambiguity (σGE , σEFnG, G,E, F
nG) one direction is given by:
‡‡This recursion relation arises from applying σ−1FE to EF
nG; one could equally apply σ−1GF
which would give an alternate term rewriting system.
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GEFnG
σGE7−−−→ q−2EGFnG− q−2dFn+1G+ fbFnG
σGF7−−−→ EFGFn−1G+ q−2dE2Fn−1G+ q−2ecEFn−1G
− q−2dFn+1G+ fbFnG
σEFG7−−−−→
(
− E2 − q−4F 2 −G2 + cE + q−2bF + aG
− q−4(s2 + t2 + u2 + v2)− stuv + q−6(q2 + 1)2
)
Fn−1G
+ (1− q−4)E2Fn−1G+ (q−2 − 1)cEFn−1G− q−2dFn+1G+ fbFnG
=
(
− q−4E2 − F 2 −G2 + q−2cE + bF + aG
− q−4(s2 + t2 + u2 + v2)− stuv + q−6(q2 + 1)2
)
Fn−1G for all n ≥ 1
σ2
EFn−1G7−−−−−−→
(
− F 2 −G2 + bF + aG− q−4(s2 + t2 + u2 + v2)− stuv
+ q−6(q2 + 1)2
)
Fn−1G− q−4Ef(n− 1) + q−2cf(n− 1) when n 6= 1.
This equals the other direction when n = 1:
GEFG
σEFG7−−−−→ −GE2 − q−4GF 2 −G3 + cGE + q−2bGF + aG2
− q−4(s2 + t2 + u2 + v2)G− stuvG+ q−6(q2 + 1)2G
σ3GE7−−−→ −q−4E2G+ q−4dEF − q−2fbE + q−2dFE − fbE − q−4GF 2 −G3
+ q−2cEG− q−2dcF + fbc+ q−2bGF + aG2
+
(−q−4(s2 + t2 + u2 + v2)− stuvG+ q−6(q2 + 1)2)G
σ3GF7−−−→ −q−4E2G+ q−4dEF − q−2fbE + q−2dFE − fbE
− F 2G− q−2dFE − q−2ecF − q−4dEF − q−4ecF −G3
+ q−2cEG− q−2dcF + fbc+ bFG+ q−2dbE + q−2ebc+ aG2
+
(−q−4(s2 + t2 + u2 + v2)− stuvG+ q−6(q2 + 1)2)G
=
(
− q−4E2 − F 2 −G2 + q−2cE + bF + aG
− q−4(s2 + t2 + u2 + v2)− stuvG+ q−6(q2 + 1)2
)
G.
And in the general case:
GEFnG
EFnG7−−−−→ q−2GFf(n− 1) + (q−4 − 1)G2Fn−1G+ (1− q−2)aGFn−1G
σGF7−−−→ FGf(n− 1) + q−2dEf(n− 1) + q−2ecf(n− 1)
+ (q−4 − 1)G2Fn−1G+ (1− q−2)aGFn−1G
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7−→ q−2FEGFn−1G− q−2dFn+1G+ fbFnG
+ q−2dEf(n− 1) + q−2ecf(n− 1) + (q−4 − 1)G2Fn−1G
+ (1− q−2)aGFn−1G by the induction assumption
σFE7−−−→ EFGFn−1G+ q−2dG2Fn−1G+ q−2eaGFn−1G− q−2dFn+1G
+ fbFnG+ q−2dEf(n− 1) + q−2ecf(n− 1) + (q−4 − 1)G2Fn−1G
+ (1− q−2)aGFn−1G
σEFG7−−−−→
(
− E2 − q−4F 2 −G2 + cE + q−2bF + aG
+
(−q−4(s2 + t2 + u2 + v2)− stuv + q−6(q2 + 1)2) )Fn−1G
+ q−2dG2Fn−1G+ q−2eaGFn−1G− q−2dFn+1G+ fbFnG
+ q−2dEf(n− 1) + q−2ecf(n− 1) + (q−4 − 1)G2Fn−1G
+ (1− q−2)aGFn−1G
=
(
− E2 − F 2 −G2 + cE + bF + aG+
(
− q−4(s2 + t2 + u2 + v2)
− stuv + q−6(q2 + 1)2
))
Fn−1G+ q−2dEf(n− 1) + q−2ecf(n− 1)
σ2
EFn−1G7−−−−−−→
(
− F 2 −G2 + bF + aG+
(
− q−4(s2 + t2 + u2 + v2)
− stuv + q−6(q2 + 1)2
))
Fn−1G− q−4Ef(n− 1) + q−2cf(n− 1).
For the forth ambiguity (σEFnG, σGE , EF
n, G,E), one direction is:
EFnGE
σGE7−−−→ q−2EFnEG− q−2dEFn+1 + fbEFn
σFE7−−−→ EFn−1(EFG+ q−2dG2 + q−2eaG− q−2dF 2 + fbF )
σEFG7−−−−→ EFn−1
(
− E2 − F 2 − q−4G2 + cE + bF + q−2aG
− q−4(s2 + t2 + u2 + v2)− stuv + q−6(q2 + 1)2
)
This equals the other direction when n = 1:
EFGE
σEFG7−−−−→ −E3 − q−4F 2E −G2E + cE2 + q−2bFE + aGE
+
(−q−4(s2 + t2 + u2 + v2)− stuv + q−6(q2 + 1)2)E
= E
(−E2 + cE − q−4(s2 + t2 + u2 + v2)− stuv + q−6(q2 + 1)2)E
− q−4F 2E −G2E + q−2bFE + aGE
σ3FE◦σ3GE7−−−−−−→ E (−E2 + cE − q−4(s2 + t2 + u2 + v2)− stuv + q−6(q2 + 1)2)
− EF 2 − q−2dGF − q−2eaF − q−4dFG− q−4eaF − q−4EG2 + q−4dFG
− q−2fbG+ q−2dGF − fbG+ bEF + q−2dbG+ q−2eab+ q−2aEG
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− q−2daF + fab
= E
(
− E2 − F 2 − q−4G2 + cE + bF + q−2aG− q−4(s2 + t2 + u2 + v2)
− stuv + q−6(q2 + 1)2
)
And in the general case:
EFnGE
σEFnG7−−−−−→ q−2Ff(n− 1)E + (q−4 − 1)GFn−1GE + (1− q−2)aFn−1GE
7→ q−4FEFn−1EG− q−4dFEFn + q−2fbFEFn−1 + (q−4 − 1)GFn−1GE
+ (1− q−2)aFn−1GE by the induction assumption
σ2FE7−−−→ EFn−1EFG+ q−2dEFn−1G2 + q−2eaEFn−1G+ q−4dGFn−1EG
+ q−4eaFn−1EG− q−4dFEFn + q−2fbFEFn−1 + (q−4 − 1)GFn−1GE
+ (1− q−2)aFn−1GE
σEFG7−−−−→ EFn−1
(
− E2 − q−4F 2 − q−4G2 + cE + q−2bF + q−2aG
+
(−q−4(s2 + t2 + u2 + v2)− stuv + q−6(q2 + 1)2) )
+ q−4dGFn−1EG+ q−4eaFn−1EG− q−4dFEFn + q−2fbFEFn−1
+ (q−4 − 1)GFn−1GE + (1− q−2)aFn−1GE
σ2GE◦σ2FE7−−−−−−→ EFn−1
(
− E2 − F 2 − q−4G2 + cE + bF + q−2aG
+
(−q−4(s2 + t2 + u2 + v2)− stuv + q−6(q2 + 1)2) ).
For the final ambiguity (σEFnG, σGF , EF
n, G, F ), one direction is:
EFnGF
σGF7−−−→ q2EFn+1G+ dEFnE + ecEFn
EFn+1G7−−−−−−→ Ff(n) + q2(q−4 − 1)GFnG+ q2(1− q−2)aFnG+ dEFnE
+ ecEFn
when n = 1 this gives
EFGF 7→ −FE2 − q−4F 3 − FG2 + cFE + q−2bF 2 + aFG
+
(−q−4(s2 + t2 + u2 + v2)− stuv + q−6(q2 + 1)2)F
+ q2(q−4 − 1)GFG+ q2(1− q−2)aFG+ dEFE + ecEF
σ3FE7−−−→ −E2F − q−2dEG− q−2eaE − dGE − eaE − q−4F 3 − FG2 + cEF
+ dcG+ eac+ q−2bF 2 + q2aFG
+
(−q−4(s2 + t2 + u2 + v2)− stuv + q−6(q2 + 1)2)F + q2(q−4 − 1)GFG
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σGE◦σGF7−−−−−−→ −E2F − q−2dEG− q−2eaE − q−2dEG+ q−2d2F − dfb
− eaE − q−4F 3 − FG2 + cEF + dcG+ eac+ q−2bF 2 + q2aFG
+
(−q−4(s2 + t2 + u2 + v2)− stuv + q−6(q2 + 1)2)F − q2dFG2
− d2EG− decG
= −E2F + cEF − d2EG+ daE − q−4F 3 + q−2bF 2 − q4FG2 + q2aFG
+ q−2d2F − q2dcG− dfb+ eac
+
(−q−4(s2 + t2 + u2 + v2)− stuv + q−6(q2 + 1)2)F.
This equals the other direction when n = 1:
EFGF
σEFG7−−−−→ −E2F − q−4F 3 −G2F + cEF + q−2bF 2 + aGF
+
(−q−4(s2 + t2 + u2 + v2)− stuv + q−6(q2 + 1)2)F
σGE◦σ3GF7−−−−−−→ −E2F − q−4F 3 − q4FG2 − q2dEG− q2ecG− q−2dEG
+ q−2d2F − dfb− ecG+ cEF + q−2bF 2 + q2aFG+ daE + eac
+
(−q−4(s2 + t2 + u2 + v2)− stuv + q−6(q2 + 1)2)F
= −E2F + cEF − d2EG+ daE − q−4F 3 + q−2bF 2 − q4FG2 + q2aFG
+ q−2d2F − (1 + q2)ecG− dfb+ eac
+
(−q−4(s2 + t2 + u2 + v2)− stuv + q−6(q2 + 1)2)F
And in the general case:
EFnGF
σEFnG7−−−−−→ q−2Ff(n− 1)F + (q−4 − 1)GFn−1GF + (1− q−2)aFn−1GF
7→ FEFnG+ q−2dFEFn−1E + q−2ecFEFn−1 + (q−4 − 1)GFn−1GF
+ (1− q−2)aFn−1GF by the induction assumption
σ2GF ◦σ2FE7−−−−−−→ FEFnG+ dEFnE + q−2d2GFn−1E + q−2deaFn−1E
+ ecEFn + q−2decGFn−1 + q−2e2acFn−1 + q2(q−4 − 1)GFnG
+ (q−4 − 1)dGFn−1E + (q−4 − 1)ecGFn−1 + q2(1− q−2)aFnG
+ (1− q−2)daFn−1E + (1− q−2)eacFn−1
= FEFnG+ dEFnE + ecEFn − dGFnG+ q2(1− q−2)aFnG
σEFnG7−−−−−→ Ff(n) + dEFnE + ecEFn − dGFnG+ q2(1− q−2)aFnG
Hence, all ambiguities in the reduction system are resolvable. It remains
to show that the reduction algorithm eventually terminates. We proceed by
induction on the degree of the expression. As no rules apply to expressions of
degree one, these are irreducible. Consider an expression T ∈ k〈E,F,G〉; it is
a finite linear combination of words in 〈E,F,G〉 and can be reduced in a finite
number of steps using the reduction rules σFE , σGE and σGF to a finite linear
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combination of words of the form EαiF βiGγi for some N,αi, βi, γi ∈ N0: if
each of these monomials is reducible in a finite number of reductions so is T .
Either βi = 0 and the monomial E
αiF βiGγi is reduced, or the reduction we can
apply is σEFβiG which reduces the degree, so the result follows by induction.
As every expression can be reduced fully in a finite number of reductions and
all ambiguities are resolvable, the diamond lemma applies giving the result.
To conclude, a basis of B over k[s, t, u, v] is {EnFmGl|n or m or l = 0}, so
a basis of B over k is {EnFmGlsatbucvd|n or m or l = 0; a, b, c, d, n,m, l ∈ N0}.
Proof of Theorem 6.2. To check that Φ is a morphism of algebras one must
check that the images of relations 14-17 are satisfied in O⊗3q , which is a long
but straightforward calculation, which we omit. As all quantum traces lie in
AΣ0,4 , the codomain of Φ can be restricted to define Φ
′ . So to show Φ′ is an
isomorphism of algebras it remains to show Φ′ is a bijection which will be done
by proving Φ is injective and Φ′ is surjective.
The proof of injectivity of Φ uses a filtration on the codomain O⊗3q .
Definition 6.4. We define a filtration on the algebra O⊗3q =
⋃
i∈N0 Fi by defin-
ing the degree of the generators as follows:
• Degree 0: a21, a22, c12, and c22;
• Degree 1: a11, c11;
• Degree 2: a12,c21, b11, b12, b21, and b22.
Definition 6.5. Let G(O⊗3q ) =
⊕
n∈N0 Gn denote the associated graded algebra
of O⊗3q = ∪i∈N0Fi.
Lemma 6.6. The set
{Φ(EFnGmsαtβuγvδ)| or m or n = 0;α, β, γ, δ, n,m,  ∈ N0}
is linearly independent in O⊗3q , so the homomorphism Φ : A → O⊗3q is injective.
Proof. Suppose the contrary that the set {Φ (EFnGmsαtβsγtδ) |  or m or n =
0; ,m, n, α, β, γ, δ ∈ N0} is linearly dependent then for some finite indexing set
I there exists scalars ci which are not all zero such that∑
i∈I
ciΦ(E
iFniGmisαitβiuγivδi) = 0 ∈ O⊗3q . (18)
Map this to G(O⊗3q ):∑
i∈I
ciΦ(E
iFniGmisαitβiuγivδi) = 0 ∈ G(O⊗3q ). (19)
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As s, t, u and v are central in A , (19) can be rearranged to give∑
i∈I
ciΦ(s
αiEivδitβiFniuγiGmi) = 0. (20)
As G(O⊗3q ) is graded, we can assume that all the terms in expression (20) are
in the maximal degree; we also know that
Φ(X) = trq(AB) = a
1
2b
2
1 ∈ G4,
Φ(F ) = trq(AC) = a
1
2c
2
1 ∈ G4,
Φ(G) = trq(BC) = b
1
2c
2
1 ∈ G4,
Φ(s) = trq(A) = a
1
1 ∈ G1,
Φ(t) = trq(B) = b
1
1 + q
−1b22 ∈ G2,
Φ(u) = trq(C) = c
1
1 ∈ G1,
Φ(v) = trq(ABC) = a
1
2b
2
2c
2
1 ∈ G6,
so expression (20) implies that:∑
i∈I,S(i)=N
ci(a
1
1)
αi(a12b
2
1)
i(a12b
2
2c
2
1)
δi(b11 + b
2
2)
βi(a12c
2
1)
ni(c11)
γi(b12c
2
1)
mi = 0, (21)
where S(i) := αi + γi + 4(i + ni + mi + βi) + 6δi and N ∈ N0. The crossing
relations
b11a
1
2 = a
1
2b
1
1 ∈ G4, b21a12 = q−2a12b21 ∈ G4,
b22a
1
2 = a
1
2b
2
2 ∈ G4, b22b11 = b11b22 ∈ G4,
c11b
1
2 = b
1
2c
1
1 ∈ G3, c12b22 = b22c12 ∈ G2,
c21a
1
2 = q
−2a12c
2
1 ∈ G2, c21b11 = b11c21 ∈ G4,
c21b
1
2 = q
−2b12c
2
1 ∈ G4, c21b22 = b22c21 ∈ G4,
b22b
1
1 = b
1
1b
2
2 ∈ G4, b22b12 = q2b12b22 ∈ G4,
c21c
1
1 = c
1
1c
2
1 ∈ G3,
can be used to reorder the term in expression (21) to give
∑
i∈I,
S(i)=N
βi∑
k=0
ciq
Ai,k(a11)
αi(a12)
δi+i+γi(b21)
i(b11)
k(b22)
βi−k+δi(b12)
mi(c11)
γi(c21)
δi+ni+mi = 0,
(22)
for some constants Ai,k ∈ Z.
Using the basis for AΣ0,4 given in Lemma 4.18, the expression (22) is linear
combination of distinct monomials which are in the basis of G(O⊗3), so all the
coefficients must be zero. This is a contradiction as we assumed that not all the
ci were zero.
In order to prove surjectivity of Φ′ we shall give B a filtration.
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Definition 6.7. We define a filtration on the algebra B by defining the degree
of the generators as follows:
• Degree 1: s, t, u;
• Degree 2: E,F,G;
• Degree 3: v.
Lemma 6.8. The algebras B and AΣ1,1 have the same Hilbert series when B
is given the filtration defined directly above and AΣ0,4 the filtration by degree.
Proof. The Hilbert series of AΣ0,4 was computed in Section 5 to be
1−t+t2
(1−t)6(1+t)2 .
As {EnFmGlsatbucvd|n or m or l = 0; a, b, c, d, n,m, l ∈ N0} is a basis of G (B),
there is a grading preserving vector space isomorphism
G (A )→ 〈E,F,G〉 ⊗ C[s]⊗ C[t]⊗ C[u]⊗ C[v] :
EaF bGcsdteufvg 7→ (EaF bGc)⊗ sd ⊗ te ⊗ uf ⊗ vg
where 〈E,F,G〉 is the subalgebra of A generated by E,F,G; hence,
hA (t) = h〈E,F,G〉(t) · hC[s](t) · hC[t](t) · hC[u](t) · hC[v](t).
If x = s, t, u the algebra C[x] is the polynomial algebra graded by degree, so
(C[x])[n] has basis {xn}, and
hC[x](t) =
∞∑
n=0
(dim (C[x]) [n])tn =
∞∑
n=0
tn =
1
1− t .
The algebra C[v] is the polynomial algebra graded by 3 times the degree, so
(C[x])[n] has basis {xn3 } if n ≡ 0 mod 3 and ∅ otherwise, and
hC[v](t) =
∞∑
n=0
(dim (C[x]) [n])tn =
∞∑
n=0
t3n =
1
1− t3 .
The algebra 〈E,F,G〉[k] has basis{
EaF bGc : a+ b+ c = n; a or b or c is 0
}
if k = 2n is even and is ∅ otherwise. Assume k is even so k = 2n. If n = 0 then
the basis has 1 element {0}. If n 6= 0 then the basis is{
EaF bGc : a+ b+ c = n; a or b or c is 0
}
=
{
EaF bGc : a+ b+ c = n; 1 of a, b, c is 0
}
unionsq {EaF bGc : a+ b+ c = n; 2 of a, b, c is 0}
=
{
EaF b : a+ b = n; a, b 6= 0} unionsq {F bGc : b+ c = n; b, c 6= 0}
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unionsq {EaGc : a+ c = n; a, c 6= 0} unionsq {En, Fn, Gn}
which has 3n elements. Hence, the Hilbert series of 〈E,F,G〉 is
h〈E,F,G〉(t) =
∞∑
n=0
(dim (〈E,F,G〉) [n])tn = 1 +
∞∑
n=1
3nt2n = 1 +
3t2
(1− t2)2 .
Thus
hAΣ0,4 (t) = h〈E,F,G〉(t) · hC[s](t) · hC[t](t) · hC[u](t) · hC[v](t)
=
(
1 +
3t2
(1− t2)2
)
1
(1− t)3(1− t3)
=
1− t+ t2
(1− t)6(1 + t)2 ,
which means that B and AΣ0,4 have the same Hilbert series.
The homomorphism Φ′ is filtered if we give B the filtration Defintion 6.7
and AΣ0,4 the filtration by degree. It is injective and the Hilbert series of B
and AΣ0,4 match, so it is an isomorphism.
6.2 The Punctured Torus
We now compute a presentation of the algebra of invariants for our second
surface, the punctured torus. This is simpler than the four-punctured torus
case, and the proofs follow in a similar manner.
Definition 6.9. Let T be the algebra with generators X,Y, Z and relations:
Y X − q−1XY = (q − q−1)Z;
XZ − q−1ZX = −q−3(q − q−1)Y ;
ZY − q−1Y Z = −q−3(q − q−1)X.
It has a central element
L := q5XZY + q3Y 2 − q4Z2 + q3X2 − (q − q−1).
Proposition 6.10. The monomials
{XαY βZγ : α, β, γ ∈ N0}
are a PBW basis for the algebra T .
Proof. We use the reduced degree with the generators ordered by X < Y < Z
as our ordering. From the relations of T we get the term rewriting system
σY X = Y X 7→ q−1XY + (q − q−1)Z;
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σZX = ZX 7→ qXZ + q−2(q − q−1)Y ;
σZY = ZY 7→ q−1Y Z − q−3(q − q−1)X.
this term rewriting system is compatible with the ordering, and its only ambi-
guity (σZY , σY X , Z,X, Y ) is resolvable, so by the Diamond lemma the reduced
monomials {XαY βZγ : α, β, γ ∈ N0} form a PBW basis for the algebra.
Organise the generators of AΣ1,1 into matrices as follows:
A :=
(
a11 a
1
2
a21 a
2
2
)
, B :=
(
b11 b
1
2
b21 b
2
2
)
.
Theorem 6.11. Let the map Ψ : T → O⊗2q be specified by
X 7→ trq(A),
Y 7→ trq(B),
Z 7→ trq(AB).
The restricted map Ψ′ : T → AΣ1,1 is an algebra isomorphism.
Proof. To check that Ψ is a morphism of algebras one must check that the images
of the three relations are satisfied in O⊗2q , which is a long but straightforward
calculation. As all quantum traces lie in AΣ1,1 , the codomain of Ψ can be
restricted to define Ψ′ . So to show Ψ′ is an isomorphism of algebras it remains
to show Ψ′ is a bijection which will be done by proving Ψ is injective and Ψ′ is
surjective.
Lemma 6.12. The set
{Ψ (XαY βZγ) |α, β, γ ∈ N0}
in linearly independent in O⊗2q , so the homomorphism Ψ : T → O⊗2q is injec-
tive.
Proof. In this proof we use the filtration in Definition 6.4 restricted to O⊗2q .
Suppose the contrary that the set
{Φ (EFnGmsαtβsγtδ) |  ∈ {0, 1}, {Ψ (XαY βZγ) |α, β, γ ∈ N0}
is linearly dependent then for some finite indexing set I there exists scalars ci
which are not all zero such that∑
i∈I
ciΨ(X
αiY βiZγi) = 0 ∈ O⊗2q . (23)
Map this to G(O⊗2q ): ∑
i∈I
ciΨ(X
αiY βiZγi) = 0 ∈ G (O⊗2q ). (24)
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As G(O⊗2q ) is graded, we can assume that all the terms in expression (24) are
in the maximal degree; we also know that
Φ(X) = trq(A) = a
1
1 ∈ G1,
Φ(Y ) = trq(B) = b
1
1 + q
−1b22 ∈ G2,
Φ(Z) = trq(AB) = a
1
2b
2
1 ∈ G4,
so expression (24) implies that:∑
i∈I,S(i)=N
ci(a
1
1)
αi(b11 + q
−1b22)
βi(a12b
2
1)
γi = 0, (25)
where S(i) := αi + 4(βi + γi) and N ∈ N0. The crossing relations
b11a
1
2 = a
1
2b
1
1 ∈ G4, b21a12 = q−2a12b21 ∈ G4,
b22a
1
2 = a
1
2b
2
2 ∈ G4, b22b11 = b11b22 ∈ G4,
b22b
1
2 = q
2b12b
2
2 ∈ G4,
can be used to reorder the term in expression (25) to give
∑
i∈I,
S(i)=N
βi∑
k=0
ciq
Ai,k(a11)
αi(a12)
γi(b11)
k(b21)
γi(b22)
βi−k = 0, (26)
for some constants Ai,k ∈ Z.
Using the basis for AΣ1,1 given in Proposition 4.16, the expression (26) is
linear combination of distinct monomials which are in the basis of G(O⊗2), so
all the coefficients must be zero. This is a contradiction as we assumed that not
all the ci were zero.
In order to prove surjectivity of Ψ′ we shall give T a filtration.
Definition 6.13. We define a filtration on the algebra T by defining the degree
of the generators as follows:
• Degree 1: X,Y ;
• Degree 2: Z.
Lemma 6.14. The associated graded algebra G (T ) has a PBW basis{
XαY βZγ : α, β, γ ∈ N0
}
.
Proof. The associated graded algebra G (T ) is the algebra with generators
X,Y, Z subject to the relations:
Y X = q−1XY + (q − q−1)Z; XZ = q−1ZX; ZY = q−1Y Z;
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We can apply the diamond lemma with the above relations giving a term rewrit-
ing system.
Lemma 6.15. The algebras T and AΣ1,1 have the same Hilbert series when T
is given the filtration in Lemma 6.14 and AΣ1,1 the filtration by degree.
Proof. The Hilbert series of AΣ1,1 was computed in Section 5 to be
1
(1−t)2(1−t2) .
We note from Lemma 6.14 that{
XαY βZγ : α, β, γ ∈ N0
}
.
is a basis of G (T ), so there is a grading preserving vector space isomorphism
G (T )→ C[X]⊗ C[Y ]⊗ C[X] :
XαY βZγ 7→ Xα ⊗ Y β ⊗ Zγ ;
hence,
hT (t) = hC[X](t) · hC[Y ](t) · hC[Z](t).
If x = X,Y the algebra C[x] is the polynomial algebra graded by degree, so
(C[x])[n] has basis {xn}, and
hC[x](t) =
∞∑
n=0
(dim (C[x]) [n])tn =
∞∑
n=0
tn =
1
1− t .
The algebra C[Z] is the polynomial algebra graded by 2 times the degree, so
(C[Z])[n] has basis {Z n2 } if n ≡ 0 mod 2 and ∅ otherwise, and
hC[Z](t) =
∞∑
n=0
(dim (C[Z]) [n])tn =
∞∑
n=0
t2n =
1
1− t2 .
Thus
hT (t) = hC[X](t) · hC[Y ](t) · hC[Z](t)
=
1
(1− t)2(1− t2) ,
which means that T and AΣ1,1 have the same Hilbert series.
The homomorphism Ψ′ is filtered if we give T the filtration in Lemma 6.14
and AΣ1,1 the filtration by degree. It is injective and the Hilbert series of T
and AΣ1,1 match, so it is an isomorphism.
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7 Isomorphisms with Skein Algebras, Spherical
Double Affine Hecke Algebras and Cyclic De-
formations
In this section we use the presentation of the algebras of invariants A0,4 and
A1,1 of the four-punctured sphere Σ0,4 and punctured torus Σ1,1 over Uq(sl2)
obtained in the previous section. We state isomorphisms between A0,4 and two
isomorphic algebras: SHq,t, the spherical double affine Hecke algebra of type
C∨C1, and Sk(Σ0,4), the Kauffman bracket skein algebra of the four-punctured
sphere. We also state isomorphisms between A1,1 and two isomorphic algebras:
Uq(su2), a cyclic deformation of U(su2), and Sk(Σ1,1), the Kauffman bracket
skein algebra of the punctured torus. A relation between factorisation homology
with coefficients in Uq(sl2) and the Kauffman bracket skein algebra is expected
as factorisation homology can be viewed as an extension of skein theory from
ribbon to arbitrary braided tensor categories [4], so the skein algebra of the
ribbon category Uq(sl2)—the Kauffman bracket skein algebra—should relate to
the factorisation homology with coefficients in Uq(sl2).
The Kauffman Bracket Skein Algebra
Definition 7.1. The Kauffman bracket skein module Skq(M) of an oriented
3-manifold M (possibly with boundary) is the vector space of formal linear sums
of isotopy classes of framed links without contractible components in M (but
including the empty link) on which we impose the Kauffman bracket skein rela-
tions:
= q−1 +q ,
= −q2 − q−2.
Definition 7.2. The Kauffman bracket skein algebra Sk(Σ) of the surface Σ
is the Kauffman bracket skein module Sk(Σ × [0, 1]) such that all isotopies are
fixed on (Σ× {0}) unionsq (Σ× {1}) and the contractible link is excluded. It is an
algebra with multiplication given by stacking copies of Σ × [0, 1] on top of each
other and retracting.
Theorem 7.3. [7, 9] Let pi denote the loops around the four punctures of
Σ0,4 and let xi denote the loops around punctures 1 and 2, 2 and 3, 1 and 3
respectively (see Figure 6). The Kauffman bracket skein algebra Sk(Σ0,4) has a
presentation where the generators are xi, pi and the relations are
[xi, xi+1]q2 = (q
4 − q−4)xi+2 − (q2 − q−2)pi (indices taken modulo 3);
ΩK = (q
2 + q−2)2 − (p1p2p3p4 + p21 + p22 + p23 + p24);
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where [a, b]q := qab− q−1ba is the quantum Lie bracket and
ΩK := −q2x1x2x3 + q4x21 + q−4x22 + q4x23 + q2p1x1 + q−2p2x2 + q2p3x3.
Figure 6: The loops x1, x2 and x3
Theorem 7.4 ([9]). The Kauffman bracket Skein algebra Sk(Σ1,1) has a pre-
sentation with generators x1, x2, x3 and relations
[xi, xi+1]q = (q
2 − q−2)xi+2 (indices taken modulo 3).
The Spherical Double Affine Hecke Algebras SHq,t and SHq,t and the
Cyclic Deformation of U(su2)
Double Affine Hecke Algebras (DAHAs) were introduced by Cherednik [11],
who used them to prove Macdonald’s constant term conjecture for Macdonald
polynomials, but have since found wider ranging applications particularly in rep-
resentation theory [12, 13]. DAHAs can be associated to different root systems
which Cherednik’s original DAHA being associated to the A1 root system.
Definition 7.5. The A1 double affine Hecke algebra Hq,t is the algebra with
generators X±1, Y ±1 and T and relations
TXT = X−1, TY −1T = Y, XY = q2Y XT 2, (T − t)(T + t−1) = 0.
The element e = (T + t−1)/(t + t−1) is an idempotent of Hq,t, and is used
to define the spherical subalgebra SHq,t := eHq,te.
Theorem 7.6 ([25, 23]). The spherical double affine Hecke algebra SHq,t has
a presentation with generators x, y, z and relations
[x, y]q = (q
2 − q−2)z, [z, x]q = (q2 − q−2)y, [y, z]q = (q2 − q−2)x
q2x2 + q−2y2 + q2z2 − qxyz =
(
t
q
− q
t
)2
+
(
q +
1
q
)2
where [a, b]q := qab− q−1ba is the quantum Lie bracket.
The double affine Hecke algebraHq,t of type C
∨C1 is a 5-parameter universal
deformation of the affine Weyl group C[X±, Y ±] o Z2 with the deformation
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parameters q ∈ C∗ and t = (t1, t2, t3, t4) ∈ (C∗)4. It can be given an abstract
presentation with generators are T0, T1, T
∨
0 , T
∨
1 and relations:
(T0 − t1)(T0 + t−11 ) = 0,
(T∨0 − t2)(T∨0 + t−12 ) = 0,
(T1 − t3)(T1 + t−13 ) = 0,
(T∨1 − t4)(T∨1 + t−14 ) = 0,
T∨1 T1T0T
∨
0 = q.
It generalises Cherednik’s double affine Hecke algebras of rank 1 as Hq;t :=
Hq,(1,1,t−1,1),. The element e = (T1 + t
−1
3 )/(t3 + t
−1
3 ) is an idempotent of Hq,t,
and is used to define the spherical subalgebra SHq,t := eHq,te.
Theorem 7.7. [25, 7] The spherical double affine Hecke algebra SHq,t has a
presentation with generators x, y, z and relations
[x, y]q = (q
2 − q−2)z − (q − q−1)γ
[y, z]q = (q
2 − q−2)x− (q − q−1)α
[z, x]q = (q
2 − q−2)y − (q − q−1)β
Ω = t1
2
+ t2
2
+ qt3
2
+ t4
2 − t1t2(qt3)t4 + (q + q−1)2
where
α := t1t2 + qt3t4,
β := t1t4 + qt3t2,
γ := t2t4 + qt3t1,
Ω := −qxyz + q2x2 + q−2y2 + q2z2 − qαx− q−1βy − qγz,
[a, b]q := qab− q−1ba is the quantum Lie bracket.
Proposition 7.8 ([7]). There is an isomorphism δ : Sk(Σ0,4) → SHq,t given
by
β(x1) = x, β(p1) = it1,
β(x2) = y, β(p2) = it2,
β(x3) = z, β(p3) = iqt3,
β(q) = q2, β(p4) = it4.
Definition 7.9 ([9, 27]). The cyclic deformation of U(su2) is given by
Uq(su2) := C〈y1, y2, y3|[yi, yi+1]q = yi+2〉.
where indices are taken modulo 3.
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Proposition 7.10 ([9]). When (q2 − q−2) is noninvertible there is an isomor-
phism ν : Sk(Σ1,1)→ Uq(su2) : xi 7→ (q2 − q−2)yi.
Note that the element q2x21 + q
−2x22 + q
2x23 − qx1x2x3 is central in Uq(su2)
and setting it equal to
(
t
q − qt
)2
+
(
q + 1q
)2
recovers the spherical DAHA SHq,t.
Relation to Algebra of Invariants
Proposition 7.11. There is an isomorphism α : SHq,t → AΣ0,4 given by
α(x) = −qE, α(t1) = iqs,
α(y) = −qF, α(t2) = iqt,
α(z) = −qG, α(qt3)= iqv,
α(t4) = iqu.
Proof. By rewriting the relations in the presentation of A (Σ) given in Defini-
tion 6.1 in terms of the quantum Lie bracket [·, ·]q, we see that the algebra of
invariants A (Σ) has generators E,F,G, u, v, s, t and relations:
[E,F ]q = −q−1(q2 − q−2)G+ (q − q−1)(sv + tu)
[F,G]q = −q−1(q2 − q−2)E + (q − q−1)(st+ uv)
[G,E]q = −q−1(q2 − q−2)F + (q − q−1)(su+ tv)
Ω˜ = −q2s2 +−q2t2 − q2u2 − q2v2 − q4stuv + q−2(q2 + 1)2
where
Ω˜ = q4EFG− q4(st+ uv)E − q2(su+ tv)F − q4(sv + tu)G
+ q4E2 + F 2 + q4G2.
Also note that
α(Ω) = α(−qxyz + q2x2 + q−2y2 + q2z2 − qαx− q−1βy − qγz)
= q4EFG+ q4E2 + F 2 + q4G2 − q4(st+ uv)E − q2(su+ tv)F − q4(sv + tu)G
= Ω˜.
The map α is clearly bijective, so it remains to show it is a algebra homo-
morphism:
α
(
[x, y]q − (q2 − q−2)z + (q − q−1)γ
)
= q2[E,F ]q + (q
2 − q−2)q2G− (q − q−1)q2(sv + tu)
= q2
(
[E,F ]q + (q
2 − q−2)G− (q − q−1)(sv + tu))
= 0
and similarly for the next two relations. For the final relation:
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α(t1
2
+ t2
2
+ qt3
2
+ t4
2 − t1t2qt3t4 + (q + q−1)2)− Ω))
= −q2s2 − q2t2 − q2v2 − q2u2 − q4stuv + (q + q−1)2)− Ω˜
= 0.
Corollary 7.12. There is an isomorphism β : Skq(Σ0,4)→ AΣ0,4 given by
β(x1) = −qE, β(p1) = − qs,
β(x2) = −qF, β(p2) = − qt,
β(x3) = −qG, β(p3) = − qv,
β(q) = q2, β(p4) = − qu.
Proof. Immediate from Proposition 7.8.
Proposition 7.13. There is an isomorphism γ : AΣ1,1 → Sk(Σ1,1) given by
γ(q) = q2
γ(X) = iq−2x2
γ(Y ) = iq−2x1
γ(Z) = −q−5x3.
Hence, A1,1 is isomorphic to Uq(su2).
8 Isomorphism with a Quantisation of the Mod-
uli Space of Flat Connections
In their paper ‘Supersymmetric gauge theories, quantization of Mflat, and
conformal field theory’ Teschner and Vartanov propose a quantisation of the
SL2(C)-character varieties of surfaces. They state generators and relations for
the quantisation of ChSL2(C)(Σ0,4) and ChSL2(C)(Σ1,1) with the quantisation
for other surfaces given by decomposing the surface into such pieces. In this
section we shall briefly outline this decomposition before stating isomorphisms
ChSL2(C)(Σ0,4)
∼= A0,4 and ChSL2(C)(Σ1,1) ∼= A1,1 to the quantisation of the
SL2-character varieties given by algebras of invariants.
Definition 8.1. The Poisson algebra of algebraic functions on Ch(Σ) is denoted
A(Σ).
Definition 8.2. We can associate to the Riemann surface Σ a pants decom-
position σ = (Cσ,Γσ) where:
• The cut system Cσ = {γ1, . . . , γn} is a list of homotopy classes of simple
closed curves on Σ such that cutting along these curves produces a pants
47
decomposition
Σ\Cσ ' unionsqνΣν0,3 unionsqµ Σµ0,1
where the Σν0,3 are the ‘pair of pants’ and the Σ
µ
0,1 are discs which are used
to fill any unwanted punctures;
• The Moore-Seilberg graph Γσ is a 3-valent graph specifying branch cuts,
and is needed to distinguish when a Dehn twist has been applied to Σ.
We shall now describe a presentation for A(Σ) which is dependent to a choice
of pants decomposition. By Dehn’s theorem a curve γ can be classified uniquely
up to homotopy by the Dehn parameters
{(pi, qi) : i = 1 . . . n}
where pi and qi are respectively the intersection number and the twisting number
between γ and γi ∈ Cσ.
Each curve e ∈ Γσ which does not end in the boundary of Σ lies in a subspace
Σe which is homotopic to either Σ0,1 or Σ1,1: if e is a loop then Σe ' Σ1,1, and
if it is not then Σe ' Σ0,4. To e we assign the curves:
• γes := γe is the unique curve γe ∈ CΣ which lies in the interior of Σe; it is
the curve in cut system for Σ which also gives the cut system for Σe;
• γet has Dehn parameters {(pei , 0) : i = 1, . . . , n};
• γeu has Dehn parameters {(pei , δi,e) : i = 1, . . . , n}
where pei :=
{
2δi,e if Σe ' Σ0,4
δi,e if Σe ' Σ1,1.
Definition 8.3. Let γ be a closed curve on Σ then its geodesic length func-
tion is Lγ := νγ tr(ρ(γ)) where ν is a sign and ρ : pi1(Σ) → SL2(C) is the
uniformisation representation.
Remark 8.4. The geodesic length functions depend only on the homotopy class
of the curve, and the satisfy the ‘Skein’ relation
LS(γ1,γ2) = Lγ1Lγ2
where S(γ1, γ2) is a curve with a crossing point and γ1, γ2 are the curves which
result from the symmetric smoothing operation at that crossing point (see figure
7).
Proposition 8.5. [26] The generators of A(Σ) are
{Les, Let , Leu : e ∈ Γ is an interior edge}
where Lek = |Lγek |. There is a single relation Pe(Les, Let , Leu) on A(Σ) for each
internal edge e:
Pe(Les, Let , Leu) = −LesLetLeu + (Les)2 + (Let )2 + (Leu)2
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S7−→ +
A7−→ −
Figure 7: The symmetric smoothing operation S and the antisymmetric smooth-
ing operation A.
+ Les(L3L4 + L1L2) + L
e
t (L2L3 + L1L4) + L
e
u(L1L3 + L2L4)
− 4 + L21 + L22 + L23 + L24 + L1L2L3L4, when Σe ' Σ0,4, and
Pe(Les, Let , Leu) = −LesLetLeu + (Les)2 + (Let )2 + (Leu)2 + L0 − 2, when Σe ' Σ1,1,
where L1, L2, L2, L4 are loops around the four punctures of Σ0,4, and L0 is a
loop around the single puncture of Σ1,1. The Poisson bracket on A(Σ) is given
by
{Lγ1 , Lγ2} = LA(γ1,γ2),
where A is the antisymmetric smoothing operation.
Figure 8: Applied to the four-punctured sphere.
As A(Σ) is given by local data on copies of Σ0,4 and Σ1,1, Teschner and
Vartanov state the deformation for these basic surfaces.
Proposition 8.6 ([26]). The deformation Ab(Σ0,4) of A (Σ0,4) is generated by
Ls, Lt, Lu, L1, L2, L3, L4 with relations
Qe(Ls, Lt, Lu) = epiib2LsLt − e−piib2LtLs
− (e2piib2 − e−2piib2)Lu − (epiib2 − e−piib2)(L1L3 + L2L4)
Pe(Ls, Lt, Lu) = −epiib2LsLtLu + e2piib2L2u + e2piib
2
L2s + e
−2piib2L2t
+ epiib
2
(L1L3 + L2L4)Lu + e
piib2(L3L4 + L2L1)Ls
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+ e−piib
2
(L1L4 + L2L3)Lt + L
2
1 + L
2
3 + L
2
2 + L
2
4 + L1L3L2L4
− (2 cos(pib2))2
where the quadratic relations Qe arise from deforming the Poisson bracket.
Proposition 8.7 ([26]). The deformation Ab(Σ1,1) of A (Σ1,1) is generated by
Ls, Lt, Lu, L0 with relations
Qe(Ls, Lt, Lu) = epii2 LsLt − e−pii2 LtLs − (epiib2 − e−piib2)Lu
Pe(Ls, Lt, Lu) = epiib2L2s + e−piib
2
L2t + e
piib2L2u − e
pii
2 LsLtLu + L0 − 2 cos(pib2)
Using the presentation for the algebras of invariants AΣ0,4 and AΣ1,1 from
Section 6, we see that we have the following isomorphisms:
Proposition 8.8. The algebra of invariants AΣ0,4 is isomorphic to Ab(Σ0,4)
with isomorphism ι : AΣ0,4 → Ab(Σ0,4) given by
ι(q) = eipib
2
, ι(s)= e−ipib
2
L1,
ι(E) = −e−ipib2Lu, ι(t) = e−ipib2L3,
ι(F ) = −e−ipib2Ls, ι(v)= e−ipib2L2,
ι(G) = −e−ipib2Lt, ι(u)= e−ipib2L4.
Proof. The map κ : SHq,t → Ab(Σ0,4) given by
q 7→ eipib2 , t1 7→ iL1,
x 7→ Lu, t2 7→ iL3,
y 7→ Ls, qt3 7→ iL2,
z 7→ Lt, t4 7→ iL4,
maps SHq,t to an algebra generated by Ls, Lt, Lu with relations
0 = epiib
2
LuLs − e−piib2LsLu − (e2piib2 − e−2piib2)Lt − (epiib2 − e−piib2)(L1L4 + L2L3)
0 = epiib
2
LsLt − e−piib2LtLs − (e2piib2 − e−2piib2)Lu − (epiib2 − e−piib2)(L1L3 + L2L4)
0 = epiib
2
LtLu − e−piib2LuLt − (e2piib2 − e−2piib2)Ls − (epiib2 − e−piib2)(L3L4 + L2L1)
0 = −epiib2LsLtLu + e2piib2L2u + e2piib
2
L2s + e
−2piib2L2t
+ epiib
2
(L1L3 + L2L4)Lu + e
piib2(L3L4 + L2L1)Ls + e
−piib2(L1L4 + L2L3)Lt
+ L21 + L
2
3 + L
2
2 + L
2
4 + L1L3L2L4 − (2 cos(pib2))2
which is just the algebra Ab(Σ0,4). Hence the algebra A is isomorphic to both
SHq,t and Ab(Σ0,4) and isomorphism ι : AΣ0,4 → Ab(Σ0,4) is given by κ ◦
α−1.
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Proposition 8.9. The algebra of invariants AΣ1,1 is isomorphic to Ab(Σ1,1)
with isomorphism µ : AΣ1,1 → Ab(Σ1,1) given by
µ(Y ) = iq−1s
µ(X) = iq−1t
µ(Z) = −q− 52u
µ(L) = L0
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