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ZETA-EQUIVALENT DIGRAPHS: SIMULTANEOUS COSPECTRALITY
PETER HERBRICH
Abstract. We introduce a zeta function of digraphs that determines, and is determined by,
the spectra of all linear combinations of the adjacency matrix, its transpose, the out-degree
matrix, and the in-degree matrix. In particular, zeta-equivalence of graphs encompasses
simultaneous cospectrality with respect to the adjacency, the Laplacian, the signless Lapla-
cian, and the normalized Laplacian matrix. In addition, we express zeta-equivalence in
terms of Markov chains and in terms of invasions where each edge is replaced by a fixed
digraph. We finish with a method for constructing zeta-equivalent digraphs.
1. Introduction
We study digraphs which either have parallel edges or weighted edges. If G is a digraph of
one of these two types, we denote its number of vertices by nG, its number of edges bymG, its
adjacency matrix by AG ∈ Z
nG×nG
≥0 , its out-degree matrix by D
out
G , and its in-degree matrix
by DinG , the latter two of which have the row sums of AG and A
T
G on their diagonals. We call
G an undirected digraph, or simply a graph, if ATG = AG so that DG = D
out
G = D
in
G .
Definition 1. The generalized characteristic polynomial of a digraph G reads
ηG(x, t↑, t↓, u↑, u↓) = det(xInG + t↑D
out
G + t↓D
in
G + u↑AG + u↓A
T
G).
If G is a graph, then
⇋
ηG(x, t, u) = ηG(x, t, 0, u, 0) = det(xInG + tDG + uAG).
The definition of
⇋
ηG goes back to [CDS80]. Note that ηG and
⇋
ηG are homogeneous and
generalize the characteristic polynomial χG(x) =
⇋
χG(x) =
⇋
ηG(x, 0,−1). If G is a graph, then
the single-variable polynomials
⇋
ηG(x,−1, 1),
⇋
ηG(x,−1,−1), and
⇋
ηG(0, t,−1) determine the
spectra of the Laplacian matrix DG − AG, the signless Laplacian matrix DG + AG, and the
normalized Laplacian matrix D
−1/2
G (DG − AG)D
−1/2
G , respectively, where DG is assumed to
be invertible in the last case.
First, let G be a digraph with weighted edges, none of which are parallel to each other.
In Section 2, we introduce an auxiliary digraph Gl that allows to study closed walks on the
vertices of G, where at each step either an outgoing or an incoming edge is traversed. Every
such walk γ inherits a weight w(γ) ∈ C\{0} from the edges it involves. We let |γ|↑ and |γ|↓
be its directional lengths which are the numbers of outgoing and incoming edges traversed,
respectively. Moreover, we let b↑↑(γ) be one of its cyclic bump counts given as the number of
times two outgoing edges with opposite directions are used consecutively, where the last and
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first edge are considered consecutive. The cyclic bump counts b↓↓(γ), b↑↓(γ), and b↓↑(γ) are
defined similarly. The directional lengths and cyclic bump counts of a closed walk γ descend
to its equivalence class [γ] under cyclic permutation of edges, called its cycle. Lastly, a cycle
is called primitive if none of its representatives is a multiple of a strictly shorter closed walk.
Definition 2. Let PG and PGl denote the set of primitive cycles in G and Gl, respectively.
The zeta function of G with arguments t = (t↑↑, t↓↓, t↑↓, t↓↑) and u = (u↑, u↓) is given for
sufficiently small |t| and |u| by
ζG(t,u) =
∏
[γ]∈PGl
1
1− w(γ)t
b↑↑(γ)
↑↑ t
b↓↓(γ)
↓↓ t
b↑↓(γ)
↑↓ t
b↓↑(γ)
↓↑ u
|γ|↑
↑ u
|γ|↓
↓
.
The reversing zeta function is obtained by setting t↑↑ = t↓↓ = 1, namely,
ζ↑↓G (t↑, t↓, u↑, u↓) = ζG(1, 1, t↑, t↓, u↑, u↓).
The outgoing zeta function is obtained by setting u↓ = 0, namely,
ζ↑↑G (t, u) = ζG(t, 0, 0, 0, u, 0) = ζG(t, 1, 1, 1, u, 0) =
∏
[γ]∈PG
1
1− w(γ)tb↑↑(γ)u|γ|↑
.
Among other things, we show that ζ−1G is a polynomial. Choe et al. [CKPS07] considered
ζ↑↑G for weighted digraphs without loops. As a by-product, we provide an alternative deriva-
tion of the corresponding polynomial expression of (ζ↑↑G )
−1. If G is an unweighted graph, then
ζ↑↑G reduces to the zeta function introduced by Bartholdi [Bar99], which in turn generalizes
the mother of all graph zeta functions, the Ihara-Selberg zeta function [Iha66]
ζIS(u) = ζ
↑↑
G (0, u) = ζG(0, 0, 0, 0, u, 0).
Since cycles with bumps contribute a negligible factor of 1 to the product expression of ζIS,
the original definition of ζIS involved reduced cycles, none of whose representatives has a
bump. We point out the pioneering works of Ihara [Iha66] and Bass [Bas92], who found the
polynomial expression of ζ−1IS for regular and non-regular graphs, respectively.
Now, let G be an unweighted digraph, possibly with parallel edges. In Section 3, we
introduce invaded digraphs S ≻ G that arise from G by replacing each of its edges by
an invader S which is a digraph with two distinguished vertices t and h. If G is a graph
and S is symmetric meaning it has an automorphism that interchanges t and h, then the
symmetrically invaded digraph S  G arises by replacing each undirected edge of G by S.
Finally, let G be an unweighted graph, possibly with parallel edges. For every pair of
positive integers a, b ∈ Z>0, let Ga,b be the digraph obtained by attaching a parallel loops
to every vertex of G, adding a vertex v with a single loop to G, and adding b parallel
directed edges from every vertex of G to v. We consider the Markov process on the vertices
of Ga,b, where at each step one of the outgoing edges is chosen with uniform probability.
The spectrum of the corresponding transition matrix is determined by the a-lazy b-deadly
Markov chain function defined as follows.
Definition 3. The a-lazy b-deadly Markov chain function is given for a, b > 0 by
⇋
µG(x, a, b) = det(xInG + ((a+ b)InG +DG)
−1(AG + aInG)).
The aforementioned definitions apply to simple unweighted digraphs and graphs, for which
they lead to the same equivalence relation as stated by the following main theorems. Their
proofs are given in Sections 2 to 4, each of which contains results of independent interest.
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Theorem 4. If G and G′ are simple digraphs with nG = nG′, then the following are equivalent:
(1) ζ↑↓G = ζ
↑↓
G′,
(2) ηG = ηG′,
(3) ηS≻G = ηS≻G′ for every invader S,
(4) χS≻G = χS≻G′ for every invader S,
(5) χS≻G = χS≻G′ for every invader S with AS ∈ Z
2×2
>0 .
Theorem 5. If G and G′ are simple graphs with nG = nG′, then the following are equivalent:
(1) ζ↑↑G = ζ
↑↑
G′,
(2)
⇋
µG =
⇋
µG′,
(3)
⇋
µG|b=c =
⇋
µG′|b=c for some c ∈ C.
(4)
⇋
ηG =
⇋
ηG′,
(5)
⇋
ηSG =
⇋
ηSG′ for every symmetric invader S,
(6)
⇋
χSG =
⇋
χSG′ for every symmetric invader S,
(7)
⇋
χSG =
⇋
χSG′ for every undirected path S with endpoints t and h,
(8)
⇋
χSG =
⇋
χSG′ for every S with AS =
(
k 1
1 k
)
∈ Z2×2>0 .
(9)
⇋
χSG =
⇋
χSG′ for every S with AS =
(
1 k
k 1
)
∈ Z2×2>0 .
Definition 6. Two simple digraphs (or graphs) G and G′ are called zeta-equivalent if they
satisfy any of the equivalent conditions in Theorem 4 (or Theorem 5).
Durfee and Martin [DM14] enumerated all zeta-equivalent graphs with up to 11 vertices.
For regular graphs, zeta-equivalence coincides with cospectrality with respect to the adja-
cency matrix, Laplacian matrix, or signless Laplacian matrix, respectively. In contrast, a
non-regular graph G may be uniquely determined by
⇋
ηG as studied in [WLLX11, DM14], but
not by some of the single-variable polynomials
⇋
ηG(x, 0,−1),
⇋
ηG(x,−1, 1), and
⇋
ηG(x,−1,−1).
It is known that almost all trees are zeta-equivalent to some other tree [Osb13], yet if G and
G′ are non-isomorphic trees, then there exists a two-variable real polynomial p such that
det(xInG + p(AG, DG)) 6= det(xInG′ + p(AG′, DG′)) [McK77]. The proof of the former state-
ment is largely the same as in [Sch73], which settles the case of adjacency cospectral trees.
Figure 1 shows the smallest zeta-equivalent (weakly) connected simple (di)graphs. The
graphs in Figure 1(B) arise from a method which we introduce in Section 5. The digraphs in
Figure 1(A) are zeta-equivalent since their generalized Laplacian matrices t↑D
out
G + t↓D
in
G +
u↑AG + u↓A
T
G are conjugated by

u2↑ − t↓u↓ u↑u↓ 0 0 0
u2↓ u
2
↑ + t↓u↓ u
2
↓ u↑u↓ 0
0 u2↓ u↑u↓ u
2
↑ 0
0 u↑u↓ u
2
↑ u
2
↓ + t↑u↑ u
2
↑
0 0 0 u↑u↓ u
2
↓ − u↑t↑

 ,
which has determinant (u5↑− 2u
2
↑u
3
↓ − t
2
↓u↑u
2
↓ + t↓u
4
↓)(u
5
↓− 2u
2
↓u
3
↑− t
2
↑u↓u
2
↑+ t↑u
4
↑). It is worth
mentioning that the adjacency matrices of these digraphs have different Jordan normal forms,
which is why the conjugating matrix has to become singular at t↑ = t↓ = u↓ = 0.
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(A) Zeta-equivalent digraphs
5 1 2 6
7 3 4 8
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5 1 2 6
7 3 4 8
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(B) Zeta-equivalent complementary graphs
Figure 1. Smallest zeta-equivalent (weakly) connected simple (di)graphs.
The right-hand pair was found by Durfee and Martin [DM14]. It is also the
smallest pair of cospectral graphs with cospectral line graphs, cospectral com-
plements, and complements that have cospectral line graphs [GM76].
2. Zeta functions
Let G be a digraph with weighted non-parallel edges. We let WG ∈ C
nG×nG denote the
weighted adjacency matrix of G which arises form AG ∈ {0, 1}
nG×nG by replacing each 1
by the weight w(e) ∈ C\{0} of the corresponding directed edge e of G. Moreover, we
let AsymG ∈ {0, 1}
nG×nG be the symmetric part of AG with entries [A
sym
G ]ij = [AG]ij [AG]ji,
W symG ∈ C
nG×nG be the corresponding part of WG with entries [W
sym
G ]ij = [A
sym
G ]ij [WG]ij ,
and DsymG be the diagonal matrix that has the row sums of A
sym
G on its diagonal.
If e = (v, v′) is an edge of G, we call t(e) = v and h(e) = v′ the tail and head of e,
respectively. We write e→ e′ whenever h(e) = t(e′). A path γ in G of length |γ| ∈ Z>0 is a
sequence of edges γ = (e1, e2, . . . , e|γ|) with ei → ei+1 for all i ∈ {1, 2, . . . , |γ| − 1}. We call
w(γ) = w(e1)w(e2) · · ·w(e|γ|) the weight of γ, and let t(γ) = t(e1) as well as h(γ) = h(e|γ|).
A circuit is a path γ with h(γ) = t(γ), and the equivalence class under cyclic permutation
of its edges is called a cycle, denoted by [γ]. If γ is a circuit and k ∈ Z>0, we let γ
k denote
the k-fold concatenation with itself, in particular, |γk| = k|γ| and w(γk) = (w(γ))k. A cycle
is called primitive if none of its representatives is of the form γk with k ≥ 2.
If e is an edge, then e′ = (h(e), t(e)) is said to be reverse to e, which is indicated by e′ ⇄ e.
The graph G is said to have reciprocal weights if w(e′) = w(e)−1 whenever e′ ⇄ e. In this
case, w(e) = ±1 if e is a loop. Let Gl denote the digraph obtained by adding a reverse edge
of reciprocal weight to each edge of G. Note that Gl has pairs of parallel edges if G has
loops or pairs of mutually reverse edges. We define the direction of edges e of Gl as
dir(e) =
{
↑ if e belongs to G,
↓ if e was added.
To each circuit γ = (e1, e2, . . . , e|γ|) in Gl, we associate 4 non-negative integers, called its
cyclic bump counts. For d, d′ ∈ {↑, ↓}, we define
bdd′(γ) = |{i = 1, . . . , |γ| | dir(ei) = d, dir(ei+1) = d
′, ei ⇄ ei+1}|,
where e|γ|+1 = e1. Moreover, we define directional lengths as
|γ|d = |{i = 1, . . . , |γ| | dir(ei) = d}|, so that |γ| = |γ|↑ + |γ|↓.
As noted in Section 1, weights, cyclic bump counts, and directional lengths are well-defined
for cycles. We encode these quantities in terms of matrices associated with the line graph
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of Gl. For d, d
′ ∈ {↑, ↓}, let Bdd′ ∈ C
2mG×2mG be the weighted bump matrix given by
[Bdd′ ]ee′ =
{
w(e) if dir(e) = d, dir(e′) = d′, and e⇄ e′,
0 otherwise,
and let Cd,M(t,u) ∈ C
2mG×2mG be the weighted adjacency matrices given by
[Cd]ee′ =
{
w(e) if dir(e) = d and e→ e′,
0 otherwise,
and
M(t,u) = u↑(C↑ + (t↑↑ − 1)B↑↑ + (t↑↓ − 1)B↑↓) + u↓(C↓ + (t↓↓ − 1)B↓↓ + (t↓↑ − 1)B↓↑),
where we reused the abbreviations t = (t↑↑, t↓↓, t↑↓, t↓↑) and u = (u↑, u↓) from Definition 2.
In order to translate cycles in Gl to closed walks on the vertices of G, we let T ∈ C
nG×2mG
be the tail-incidence matrix of Gl given by
[T ]ve =
{
1 t(e) = v,
0 otherwise.
Theorem 7. The function ζ−1G is a polynomial in the components of t and u, namely,
ζ−1G (t,u) = det(I2mG −M(t,u)).
If G has reciprocal weights, then
ζ−1G (1, 1, t↑↓, t↓↑, u↑, u↓) = (1− s↑s↓)
mG−nG det((1− s↑s↓)InG − u↑WG − u↓W
∗
G
− s↑u↓D
out
G − s↓u↑D
in
G),(1)
where s↑ = u↑(t↑↓ − 1), s↓ = u↓(t↓↑ − 1), and W
∗
G denotes the weighted adjacency matrix of
the added edges in Gl, i.e., W
∗
G equals W
T
G up to inversion of its nonzero entries, and
ζ−1G (t↑↑, 1, 1, 1, u↑, u↓) = (1− s↑)
l+
G(1 + s↑)
l−
G(1− s2↑)
rG−nG det((1− s2↑)InG
−(1 − s2↑)(u↑WG + u↓W
∗
G)− s↑u↑D
sym
G − s
2
↑u↑W
sym
G ),(2)
where s↑ = u↑(t↑↑−1), l
±
G = tr(AG±WG)/2, and rG = tr(A
2
G)/2−tr(AG), the latter of which
are the number of loops with weight ±1 and pairs of mutually reverse edges of G, respectively.
Proof. Using ideas from [Has89, Has92, Bas92, FZ99, CKPS07, Bar08], we let L be the set
of Lyndon words of the ordered set X = {1, 2, . . . , 2mG}, i.e., words in the free monoid
X∗ that are minimal among their cyclic rearrangements with respect to the lexicographical
order, and that are not of the form ωk for some ω ∈ X∗ and k ≥ 2. Let M1,M2, . . . ,M2mG
be the matrices obtained from M = M(t,u) by multiplying all but one of its rows by 0,
namely, [Mi]jk = δij [M ]jk, where δij is the Kronecker delta. For ω = i1i2 . . . i|ω| ∈ L, let
Mω = Mi1Mi2 · · ·Mi|ω| . According to [FZ99], Amitsur’s identity [Ami80] reads
det(I2mG −M(t,u)) = det(I2mG − (M1 +M2 + . . .+M2mG)) =
∏
ω∈L
det(I2mG −Mω),
and holds as an identity of formal power series in the entries ofM(t,u). Note that [Mω]jk = 0
for all j 6= i1, and that zω = [Mω]i1i1 = [M ]i1i2 [M ]i2i3 · · · [M ]i|ω| i1 . In particular,
det(I2mG −M(t,u)) =
∏
ω∈L
det(1− zω).
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If ω = i1i2 . . . i|ω| ∈ L, then zω = 0 unless γ = (i1, i2, . . . , i|ω|) is a circuit in G, in which case
zω = w(γ)t
b↑↑(γ)
↑↑ t
b↓↓(γ)
↓↓ t
b↑↓(γ)
↑↓ t
b↓↑(γ)
↓↑ u
|γ|↑
↑ u
|γ|↓
↓ .
In order to verify (1) and (2), we consider the (2mG + nG)× (2mG + nG) block matrices
K =
(
I2mG G
0 zInG
)
, L =
(
E −G
−T InG
)
, K ′ =
(
I2mG FG
0 zInG
)
,
where z ∈ C, E, F ∈ C2mG×2mG , and G ∈ C2mG×nG. Since det(K) = det(K ′), we have
det(KL) = det(LK ′). The latter are given by
det(KL) = det
(
E −GT 0
−zT zInG
)
= znG det(E −GT )
and, provided that EF = zI2mG ,
det(LK ′) =
(
E (EF − zI2mG)G
−T zInG − TFG
)
= det(E) det(zInG − TFG).
We choose
G = (u↑B↑↓ + u↓B↓↑)T
T , so that GT = u↑C↑ + u↓C↓.
In order to show (1), we let s↑ = u↑(t↑↓ − 1), s↓ = u↓(t↓↑ − 1), z = 1− s↑s↓,
E = I2mG − s↑B↑↓ − s↓B↓↑, and F = I2mG + s↑B↑↓ + s↓B↓↑.
Since B2↑↓ = B
2
↓↑ = 0 and B↑↓B↓↑ +B↓↑B↑↓ = I2mG , we have
EF = I2mG − s↑s↓(B↑↓B↓↑ +B↓↑B↑↓) = zI2mG .
Moreover, E −GT equals I2mG −M(t,u) with t↑↑ = t↓↓ = 1, and
TFG = u↑TB↑↓T
T + u↓TB↓↑T
T + s↑u↓TB↑↓B↓↑T
T + s↓u↑TB↓↑B↑↓T
T
= u↑WG + u↓W
∗
G + s↑u↓D
out
G + s↓u↑D
in
G .
If we number the edges of Gl so that each edge of G is followed by its added reverse, then
E turns into a block-diagonal matrix with mG blocks of the form
(3)
(
1 −s↑w(e)
−s↓w(e)
−1 1
)
, showing that det(E) = (1− s↑s↓)
mG = zmG .
In order to show (2), we let s↑ = u↑(t↑↑ − 1) and z = 1− s
2
↑, as well as
E = I2mG − s↑B↑↑ and F = (1− s
2
↑)I2mG + s↑B↑↑ + s
2
↑B
2
↑↑.
Since B3↑↑ = B↑↑, we have EF = (1− s
2
↑)I2mG = zI2mG . Also, E−GT equals I2mG −M(t,u)
with t↓↓ = t↑↓ = t↓↑ = 1, and
TFG = (1− s2↑)(u↑TB↑↓T
T + u↓TB↓↑T
T ) + s↑u↑TB↑↑B↑↓T
T + s2↑u↑TB
2
↑↑B↑↓T
T
= (1− s2↑)(u↑WG + u↓W
∗
G) + s↑u↑D
sym
G + s
2
↑u↑W
sym
G .
Similarly to (3), each loop e and each pair of mutually reverse edges of G contributes a factor
of 1− s↑w(e) and 1− s
2
↑ to det(E), respectively. 
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3. Invasions
In this section, we consider unweighted digraphs that may have parallel edges.
Definition 8. An invader is a digraph S with nS ≥ 2 vertices, the first and last of which
are called native. The nS − 2 remaining vertices of S are called invasive. If G is a digraph,
then the invaded digraph S ≻ G is obtained by replacing each edge (v, v′) of G with a copy
of S, where v and v′ are identified with the first and last vertex of S, respectively.
Let S be an invader and let t and h denote its first and last vertex, respectively. Moreover,
let C denote the subdigraph of S induced by the nC = nS−2 invasive vertices. In particular,
AS takes the block form
AS =

 [AS]tt At→ [AS]thAt← AC Ah←
[AS]ht Ah→ [AS]hh

 ,
where At→, Ah→ ∈ Z
1×nC
≥0 and At←, Ah← ∈ Z
nC×1
≥0 . We identify the vertices of G with the
native ones of S ≻ G. In particular, we number the vertices of S ≻ G, starting with vertices
of G followed by one block of invasive ones per edge of G, so that AS≻G takes the block form
(4) AS≻G =


At↔h B1 B2 · · · BmG
B
′
1 AC 0 · · · 0
B
′
2 0 AC
. . . 0
...
...
. . .
. . .
...
B
′
mG
0 0 · · · AC

 ,
where
(5) At↔h = [AS]ttD
out
G + [AS]hhD
in
G + [AS]thAG + [AS]htA
T
G,
and each Bi has either one or two possibly nonzero rows, given by
At→ + Ah→ or At→ and Ah→,
respectively, and similarly for the B′i blocks. Let adj(xInC −AC) denote the adjugate matrix
of xInC − AC , in particular,
(xInC − AC)adj(xInC − AC) = det(xInC −AC)InC = χC(x)InC .
Proposition 9. The characteristic polynomial of S ≻ G is given by
χS≻G(x) = χ
mG−nG
C (x) det
(
xχC(x)InG
− ([AS]ttχC(x) + ptt(x))D
out
G − ([AS]hhχC(x) + phh(x))D
in
G
− ([AS]thχC(x) + pth(x))AG − ([AS]htχC(x) + pht(x))A
T
G
)
,
where
(6) pvv′(x) =
nC∑
j,k=1
[Av→]j [adj(xInC −AC)]jk[Av′←]k.
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Proof. The polynomial χS≻G(x)χ
nG
C (x) equals
(7)
det


xInG − At↔h −B1 · · · −BmG
−B
′
1 xInC − AC 0
...
. . .
...
−B
′
mG
0 · · ·xInC − AC

 det


χC(x)InG 0 · · · 0
adj(xI −AC)B
′
1 InC 0
...
. . .
...
adj(xI − AC)B
′
mG
0 · · · InC


= det


M(x) −B1 · · · −BmG
0 xInC − AC 0
...
. . .
...
0 0 · · ·xInC − AC

 = χmGC (x) det(M(x)),
where
(8) M(x) = χC(x)(xInG − At↔h)−
mG∑
i=1
Biadj(xInC − AC)B
′
i.
If the blocks Bi and B
′
i correspond to the edge (v, v
′) of G, then the only possibly nonzero
entries of Bi adj(xInC − AC)B
′
i have indices in {v, v
′}. If v = v′, we have
[Biadj(xInC − AC)B
′
i]vv =
nC∑
j,k=1
[At→ + Ah→]j [adj(xInC − AC)]jk[At← + Ah←]k,
whereas if v 6= v′ and w,w′ ∈ {v, v′}, we have
[Biadj(xInC − AC)B
′
i]ww′ =
nC∑
j,k=1
[Aq(w)→]j [adj(xInC −AC)]jk[Aq(w′)←]k,
where q(v) = t and q(v′) = h. In any case,
(9)
mG∑
i=1
Biadj(xInC −AC)B
′
i = ptt(x)D
out
G + phh(x)D
in
G + pth(x)AG + pht(x)A
T
G.
The claim now follows from (7), (8), (5), and (9). 
Corollary 10. If S is a directed path from t to h with nS vertices, then
χS≻G(x) = x
(nS−2)(mG−nG)χG(x
nS−1) = x(nS−2)(mG−nG) det(xnS−1InG −AG).
Proof. We may assume that
AS =


[AS]tt At→ [AS]th
At← AC Ah←
[AS]ht Ah→ [AS]hh

 =


0 1 0
0 1
. . .
. . .
0 1
0 0

 .
Thus, χC(x) = x
nC = xnS−2, and the polynomials in (6) are given by ptt(x) = 0, phh(x) = 0,
pht(x) = 0, and pth(x) = [adj(xInC −AC)]1nC = 1, which shows the claimed statement. 
Corollary 11. If S is an undirected path from t to h with nS vertices, then
χS≻G(x) =U
mG−nG
nS−2
(x/2) det
(
xUnS−2(x/2)InG
− UnS−3(x/2)
(
DoutG +D
in
G
)
−
(
AG + A
T
G
) )
,
where U−1 = 0 and Un≥0 is the nth Chebyshev polynomial of the second kind.
ZETA-EQUIVALENT DIGRAPHS: SIMULTANEOUS COSPECTRALITY 9
Proof. It is well-known that an undirected path P with n vertices has characteristic poly-
nomial χP (x) = Un(x/2). Hence, χC(x) = UnC(x/2) = UnS−2(x/2). The claimed statement
now follows from
ptt(x) = [adj(xInC − AC)]11 = UnC−1(x/2) = [adj(xInC −AC)]nCnC = phh(x),
pth(x) = [adj(xInC − AC)]1nC = 1 = [adj(xInC −AC)]nC1 = pht(x).

Corollary 12. If G and G′ are digraphs with nG = nG′, then the following are equivalent:
(1) ηG = ηG′,
(2) ηS≻G = ηS≻G′ for every invader S,
(3) χS≻G = χS≻G′ for every invader S,
(4) χS≻G = χS≻G′ for every invader S with AS ∈ Z
2×2
>0 .
Proof. Since ηG(x, t, 0, 0, 0) = det(xInG+tD
out
G ) determinesmG, Proposition 9 gives (1)⇒(3).
As (2)⇒(3)⇒(4), it thus suffices to show that (4)⇒(1) and (3)⇒(2). If AS ∈ Z
2×2
>0 , then
AS≻G = At↔h in (4) so that (5) gives
χS≻G(x) = det(xInG − [AS]ttD
out
G − [AS]hhD
in
G − [AS]thAG − [AS]htA
T
G).
As the polynomial ηG is determined by its values on C× Z
4
>0, it follows that (4)⇒(1). We
finish by showing that (3)⇒(2). If S are S ′ are invaders, and if the first and last vertex of
S ′ ≻ S are chosen to be the first and last one of S, then S ′ ≻ (S ≻ G) and (S ′ ≻ S) ≻ G
are isomorphic graphs. Thus, if (3) holds, then for any fixed S and all S ′ with AS′ ∈ Z
2×2
>0 ,
χS′≻(S≻G) = χ(S′≻S)≻G = χ(S′≻S)≻G′ = χS′≻(S≻G′),
which, by virtue of the implication (4)⇒(1), shows that (3)⇒(2). 
Definition 13. An invader S is called symmetric if it has an automorphism that interchanges
its native vertices. If G is a graph without loops and S is symmetric, then the symmetrically
invaded digraph S  G is obtained by replacing each undirected edge {(v, v′), (v′, v)} of G
with a copy of S, where v and v′ are identified with the first and last vertex of S, respectively.
Symmetric invasions are well-defined up to isomorphism. If S is a symmetric invader, then
[AS]tt = [AS]hh and [AS]th = [AS]ht so that ASG takes block form with [AS]ttDG+ [AS]thAG
as its first block. Proposition 9 and Corollary 11 simplify as follows for loop-free graphs G
with
⇋
mG = mG/2 undirected edges.
Proposition 14. The characteristic polynomial of S  G is given by
χSG(x) = χ
⇋
mG−nG
C (x) det
(
xχC(x)InG − ([AS]ttχC(x) + ptt(x))DG
− ([AS]thχC(x) + pth(x))AG
)
.
Corollary 15. If S is an undirected path from t to h with nS vertices, then
χSG(x) = U
⇋
mG−nG
nS−2
(x/2) det (xUnS−2(x/2)InG − UnS−3(x/2)DG − AG) .
The graph S  G in the previous corollary arises by introducing nC = nS − 2 additional
vertices on each edge of G, and is therefore known as the nCth subdivision graph of G. In
particular, [Mnu80] contains an independent proof of Corollary 15. Similarly to Corollary 12,
we obtain that the conditions (4) to (9) in Theorem 5 are equivalent to each other.
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4. Markov chains
Let G be an unweighted graph that may have parallel edges. Let DG denote its degree
sequence, i.e., the sequence of its vertex degrees arranged in non-increasing order. Recall
that
⇋
ηG(x, t, u) = det(xInG + tDG + uAG)
and
⇋
µG(x, a, b) = det(xInG + ((a+ b)InG +DG)
−1(AG + aInG)).
Proposition 16. Each of the polynomials
⇋
ηG and
⇋
µG determines DG. If G is simple, then
for any c ∈ C the two-variable polynomial
⇋
µG|b=c determines DG.
Proof. The diagonal entries of DG are the roots of
⇋
ηG(x,−1, 0). As for
⇋
µG, we note that
a−nG
⇋
µG(ax, a, 1−a) = det(xInG+(InG+DG)
−1(a−1AG+InG)), which converges to det(xInG+
(InG +DG)
−1) as a→∞. The latter polynomial determines the eigenvalues of (InG +DG)
−1,
which in turn determine DG. If G is a simple graph and c ∈ C, then the coefficient of x
nG−1
in
⇋
µG(x, a, c) is given by
f(a) = tr
(
((a+ c)InG +DG)
−1(AG + aInG)
)
=
nG∑
i=1
a
a+ c+ [DG]ii
.
In particular, G has n vertices of degree d if and only if the singular part of f as a→ −(c+d)
equals na(a + c+ d)−1, which implies the last statement. 
Corollary 17. If G and G′ are simple graphs with nG = nG′, then the following are equivalent:
(1)
⇋
ηG =
⇋
ηG′,
(2)
⇋
µG =
⇋
µG′,
(3)
⇋
µG|b=c =
⇋
µG′|b=c for some c ∈ C.
Proof. In any of the three cases, we haveDG = DG′ by virtue of Proposition 16. In particular,
f(a, b) = det((a+b)InG +DG) = det((a+b)InG′ +DG′). The claimed equivalences now follow
from the homogeneity of
⇋
ηG and
⇋
ηG′ as well as the identity
f(a, b)
⇋
µG(x, a, b) = det((a+ xa + xb)InG + xDG + AG) =
⇋
ηG(a+ xa + xb, x, 1).

5. Digraph switchings
Let G be a simple digraph. Its complement Gc is the digraph given by AGc = JnG−InG−AG,
where JnG = {1}
nG×nG denotes the all-ones matrix.
Proposition 18. The completely generalized characteristic polynomial
ηcG(x, y, t↑, t↓, u↑, u↓) = det(xInG + yJnG + t↑D
out
G + t↓D
in
G + u↑AG + u↓A
T
G)
has y-degree one. In particular, zeta-equivalent simple digraphs with zeta-equivalent comple-
ments have the same completely generalized characteristic polynomial.
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Proof. The main idea goes back to [JN80]. If U diagonalizes the rank-one matrix JnG, then
the conjugate U(xInG+yJnG+t↑D
out
G +t↓D
in
G+u↑AG+u↓A
T
G)U
−1 has exactly one y-dependent
entry. Moreover, ηcG(1, y, 0, 0, 0, 0) = 1 + nGy, which shows the first statement. In partic-
ular, if x, t↑, t↓, u↑, and u↓ are given, then the affine function y 7→ η
c
G(x, y, t↑, t↓, u↑, u↓) is
determined by its values at 0 and 1, which in turn are determined by ηG and ηGc . 
We present a method for constructing digraphs as in the second part of Proposition 18.
Let VG denote the vertex set of G. If v, v
′ ∈ VG and V, V
′ ⊆ VG, letmV→V ′ denote the number
of edges from V to V ′, and let mv→V ′ = m{v}→V ′, mV→v′ = mV→{v′}, and mv→v′ = m{v}→{v′}.
Following [Sch74], a partition VG = V1 ⊔ V2 ⊔ . . . ⊔ Vp is said to be equitable if for every
i, j ∈ {1, . . . , p} and every v, v′ ∈ Vi, we have mv→Vj = mv′→Vj as well as mVj→v = mVj→v′ .
An equitable partition corresponds to a numbering of VG with respect to which AG takes block
form with blocks that have constant row sums and constant column sums. If V, V ′ ⊆ VG,
we write V 6→ V ′, V →6→ V ′, or V →→ V
′ to indicate that V is unlinked, half-linked, or fully
linked to V ′, meaning that for every v ∈ V, we have mv→V ′ = 0,
1
2
|V ′|, or |V ′|, respectively.
Whenever V = {v} or V ′ = {v′}, we omit braces as above. Lastly, if v ∈ VG is half-linked
to V, i.e., if v →6→ V, then switching of (v, V) means replacing the 12 |V| existing edges from v
to V by the 1
2
|V| non-existing ones, and similarly for switching of (V, v).
Theorem 19. Let G be a simple digraph with VG = V⊔V
′⊔W⊔X such that the subdigraphs
induced by V and V ′ feature an isomorphism Φ: V
∼
→ V ′, the subdigraphs induced by V, V ′,
and W have equitable partitions, namely, V =
⊔p
i=1 Vi, V
′ =
⊔p
i=1 V
′
i with V
′
i = Φ(Vi), and
W =
⊔q
k=1Wk, and for every i, j ∈ {1, . . . , p}, k ∈ {1, . . . , q}, and x ∈ X,
(1) x 6→ Vi or x→→ Vi, and Vi 6→ x or Vi →→ x,
(2) x 6→ V ′i or x
→→ V
′
i , and V
′
i 6→ x or V
′
i
→→ x,
(3) there exists δVi ∈ Z such that whenever v ∈ Vi and v
′ ∈ V ′i , then
δVi = mv′→X −mv→X = mX→v′ −mX→v,
(4) x 6→Wk, x
→
6→Wk, or x→→Wk, and Wk 6→ x, Wk
→
6→ x, or Wk →→ x,
(5) whenever w,w′ ∈ Wk, then mw→X = mw′→X and mX→w = mX→w′,
(6) Vi ⊔ V
′
i 6→Wk or Vi ⊔ V
′
i
→→Wk, and Wk 6→ Vi ⊔ V
′
i or Wk
→→ Vi ⊔ V
′
i ,
(7) every v ∈ Vi satisfies v →→ Φ(v)→→ v and v 6→ V
′
i \{Φ(v)} 6→ v,
(8) if i 6= j and δVi 6= δVj , then Vi 6→ V
′
j and V
′
i 6→ Vj, or Vi
→→ V
′
j and V
′
i
→→ Vj, and
Vi 6→ Vj and V
′
i 6→ V
′
j , or Vi
→→ Vj and V
′
i
→→ V
′
j ;
if i 6= j and δVi = δVj , then Vi 6→ V
′
j and V
′
i 6→ Vj, or Vi
→→ V
′
j and V
′
i
→→ Vj, or
Vi
→
6→ V ′j , V
′
i
→
6→ Vj, mVi→v′ =
1
2
|Vi| for every v
′ ∈ V ′j , and there is an edge from v ∈ Vi
to v′ ∈ V ′j if and only if there is no edge from Φ(v) ∈ V
′
i to Φ
−1(v′) ∈ Vj.
Let G′ be the simple digraph obtained from G by performing all possible switchings of the
form (x, Vi ⊔ V
′
i ), (Vi ⊔ V
′
i , x), (x,Wk), and (Wk, x), where x ranges over X. Then, G and
G′ are zeta-equivalent and have zeta-equivalent complements.
If G is a graph and V = V ′ = ∅, then Theorem 19 reduces to GM*-switching as introduced
in [HS04], which is a special case of Godsil-McKay switching [GM82]. The latter method
uses that since W =
⊔q
k=1Wk is equitable, there exists an invertible matrix Q, given below,
such that the (x,Wk) and (Wk, x) switchings can be expressed as AG′ = QAGQ
−1. The GM*-
switching method adds the condition (5) to obtain DG′ = QDGQ
−1 for the same matrix Q,
which implies zeta-equivalence. In contrast, Theorem 19 applies to the graphs in Figure 1(B)
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with W = ∅ and
V1 = {1, 2}, V
′
1 = {3, 4}, V2 = {5, 6}, V
′
2 = {7, 8}, X = {9}, and Φ(v) = v + 2,
but there is no invertible matrix Q with AG′ = QAGQ
−1 and DG′ = QDGQ
−1. The exis-
tence of zeta-equivalent graphs with this property was questioned in [WLLX11]. Below, we
introduce a matrix R such that for all t ∈ R the affine combination Q + tR is invertible
and conjugates tDG + AG into tDG′ + AG′ , which gives zeta-equivalence. Similarly, Durfee
and Martin [DM14] used conjugators that are affine in t to obtain zeta-equivalent graphs,
including the ones in Figure 1(B). Incidentally, we even found zeta-equivalent graphs such
that any conjugator with polynomial entries in t is at least quadratic in t.
Proof of Theorem 19. For n, n′ ∈ Z>0, let Jnn′ = {1}
n×n′, Jn = Jnn , and
Qn =
2
n
Jn − In .
Following [GM82], we note that QnJnn′ = Jnn′Qn′ = Jnn′ and Qn = Q
T
n = Q
−1
n . Moreover,
if B ∈ Cn×n
′
has constant row sums and constant column sums, then QnB = BQn′ , and if
B ∈ {0, 1}2n×n
′
has n zeros and n ones in each of its columns, then Q2nB = J2n×n′ −B. Let
Rsymn = (R
sym
n )
T = Qn − In =
2
n
Jn − 2In
and
R2n =
(
0 Rsymn
−Rsymn 0
)
.
In particular, if B ∈ Cn×n
′
has constant row sums and constant column sums, then Rsymn B =
BRsymn′ . Moreover, we have R
sym
n Jnn′ = Jnn′R
sym
n′ = 0, and therefore Q2nR2n = (
1
n
J2n −
I2n)R2n = −R2n . Since R2n is skew-symmetric, its eigenvalues are purely imaginary. For
t ∈ R, it follows that Q2n(Q2n + tR2n) = I2n − tR2n is invertible, which implies the same
statement for Q2n + tR2n .
We number the vertices of G according to the partition
VG = (V1 ⊔ V
′
1) ⊔ . . . ⊔ (Vp ⊔ V
′
p) ⊔W1 ⊔ . . . ⊔Wq ⊔X
in such a way that Φ: V
∼
→ V ′ is an order isomorphism. Then, AG takes the block form
AG =


BV ∗
1
V ∗
1
· · · BV ∗
1
V ∗p BV ∗1 W1 · · · BV ∗1 Wq BV ∗1 X
...
...
...
...
...
BV ∗p V ∗1 · · · BV ∗p V ∗p BV ∗p W1 · · · BV ∗p Wq BV ∗p X
BW1V ∗1 · · · BW1V ∗p BW1W1 · · · BW1Wq BW1X
...
...
...
...
BWqV ∗1 · · · BWqV ∗p BWqW1 · · · BWqWq BWqX
BXV ∗
1
· · · BXV ∗p BXW1 · · · BXWq BXX


with subblocks of the form
BV ∗
i
V ∗
j
=
(
BViVj BViV ′j
BV ′i Vj BV ′i V ′j
)
, BV ∗
i
Y =
(
BViY
BV ′
i
Y
)
, and BY V ∗
i
=
(
BY Vi BY V ′i
)
.
Blocks involving X are constrained by conditions (1) to (5), blocks involving V and W are
constrained by (6), and blocks involving only V are constrained by (7) and (8). More precisely,
(1) and (2) say that any column of BViX or BV ′iX and any row of BXVi or BXV ′i is either the
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zero vector or the all-ones vector. Similarly, (4) says that any column of BWkX and any row
of BXWk contains 0,
1
2
|Wk|, or |Wk| ones, with zeros in the other entries. Also, (6) says that
BV ∗i Wk , B
T
WkV
∗
i
∈ {0, J2|Vi|×|Wk|}. With regard to BViVj and BWkWl, recall that
⊔p
i=1 Vi and⊔q
k=1Wk are equitable so that these matrices have constant row sums and constant column
sums. By virtue of Φ: V
∼
→ V ′, we moreover have BViVj = BV ′i V ′j . Condition (7) can be
rephrased as BViV ′i = BV ′i Vi = I|Vi|, and (8) says that if i 6= j, then BViV ′j and BV ′i Vj have
the same constant row sums and the same constant column sums, and BViV ′j + BV ′i Vj is a
multiple of J|Vi|×|Vj |, regardless of which case applies. Hence, BV ∗i V ∗j , BV ∗i Wk , and BWkV ∗j have
constant row sums and constant column sums. Thus, DoutG is block-diagonal with ViVi- and
V ′i V
′
i -blocks of the form [D
out
G ]ViVi = d
out
Vi
I|Vi| and [D
out
G ]V ′i V ′i = (d
out
Vi
+ δVi)I|Vi|, respectively,
and similarly for DinG . Equally, each [D
out
G ]WkWk or [D
in
G ]WkWk is a multiple of I|Wk| by virtue
of (5). We define block-diagonal matrices
Q = diag
(
Q2|V1|, . . . , Q2|Vp|, Q|W1|, . . . , Q|Wq|, I|X|
)
,
R =
1
4
diag
(
δV1R2|V1|, . . . , δVpR2|Vp|, 0, . . . , 0, 0
)
.
For t ∈ R, the diagonal blocks of Q + tR are invertible, which is why Q + tR is invertible.
Performing all switchings of the form (x, Vi ⊔ V
′
i ), where x ranges over X, corresponds to
replacing BXV ∗i by BXV ∗i Q2|Vi|, and similarly for (Vi ⊔ V
′
i , x), (x,Wk), and (Wk, x). Taken
all together, we have QAGQ = AG′ , which gives QA
T
GQ = A
T
G′ by virtue of Q = Q
T = Q−1.
Moreover, [DoutG ]ViVi = [D
out
G′ ]V ′i V ′i and [D
out
G ]V ′i V ′i = [D
out
G′ ]ViVi . We obtain that RD
out
G = D
out
G′ R
since their V ∗i V
∗
i -blocks are given by
δVi
4
(
0 Rsym|Vi|
−Rsym|Vi| 0
)(
doutVi I|Vi| 0
0 (doutVi + δVi)I|Vi|
)
=
δVi
4
(
(doutVi + δVi)I|Vi| 0
0 doutVi I|Vi|
)(
0 Rsym|Vi|
−Rsym|Vi| 0
)
.
Similarly, we obtain RDinG = D
in
G′R. Next, we consider the block-diagonal matrix QD
out
G −
DoutG′ Q. We note that [D
out
G ]WkWk = d
out
Wk
I|Wk| = [D
out
G′ ]WkWk as well as [D
out
G ]XX = [D
out
G′ ]XX .
In particular, the WkWk-blocks and the XX-block of QD
out
G −D
out
G′ Q are zero, whereas its
V ∗i V
∗
i -blocks are given by
1
|Vi|
(
J2|Vi|[D
out
G ]V ∗i V ∗i − [D
out
G′ ]V ∗i V ∗i J2|Vi|
)
− [DoutG ]V ∗i V ∗i + [D
out
G′ ]V ∗i V ∗i
=
1
|Vi|
(
−δViJ|Vi| 0
0 δViJ|Vi|
)
+
(
δViI|Vi| 0
0 −δViI|Vi|
)
=
δVi
2
(
−Rsym|Vi| 0
0 Rsym|Vi|
)
.
Similarly for QDinG − D
in
G′Q. Finally, we consider RAG − AG′R. Recall that the nonzero
subblocks of R, namely Rsym|Vi| , annihilate all-ones vectors when multiplied from left or right.
In combination with [R]WkWk = 0 and [R]XX = 0, we obtain that any block of RAG −AG′R
which involves a Wk or X is zero. It therefore suffices to consider its V
∗
i V
∗
j -blocks given by
1
4
(
Rsym|Vi| 0
0 Rsym|Vi|
)(
δViBV ′i Vj + δVjBViV ′j δViBV ′i V ′j − δVjBViVj
−δViBViVj + δVjBV ′i V ′j −δViBViV ′j − δVjBV ′i Vj
)
,
where we used that the blocks of BV ∗i V ∗j have constant row sums and constant column sums.
Since Rsym|Vi| annihilates multiples of J|Vi|×|Vj |, this matrix is zero whenever i 6= j, regardless
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of which case in (8) applies. For i = j, we use that BViVi = BV ′i V ′i and BViV ′i = BV ′i Vi = I|Vi|
to obtain that
[RAG − AG′R]V ∗i V ∗i =
δVi
2
(
Rsym|Vi| 0
0 −Rsym|Vi|
)
= −[QDoutG −D
out
G′ Q]V ∗i V ∗i = −[QD
in
G −D
in
G′Q]V ∗i V ∗i .
Similarly, RATG − A
T
G′R = RAG − AG′R = −(QD
out
G −D
out
G′ Q) = −(QD
in
G −D
in
G′Q).
For z = (x, y, t↑, t↓, u↑, u↓) ∈ C
6, define
LG(z) = xInG + yJnG + t↑D
out
G + t↓D
in
G + u↑AG + u↓A
T
G,
and likewise for LG′(z), so that η
c
G(z) = det(LG(z)) and η
c
G′(z) = det(LG′(z)), respectively.
We note that QJnG = JnG = JnGQ and RJnG = 0 = JnGR to obtain that for every t ∈ C
(Q+ tR)LG(z)− LG′(z)(Q + tR) = (t(u↑ + u↓)− (t↑ + t↓))(RAG − AG′R).
Hence, ηcG(z) = η
c
G′(z) whenever u↑ 6= −u↓ and t = (t↑ + t↓)/(u↑ + u↓) is different from the
finitely many roots of t 7→ det(Q + tR), which implies ηcG(z) = η
c
G′(z) for all z ∈ C
6. 
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