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Abstract
In this paper, we consider a test for the mean vector of independent and identically distributed multivariate
normal randomvectorswhere the dimension p is larger than or equal to the number of observationsN. This test
is invariant under scalar transformations of each component of the random vector. Theories and simulation
results show that the proposed test is superior to other two tests available in the literature. Interest in such
signiﬁcance test for high-dimensional data is motivated by DNA microarrays. However, the methodology is
valid for any application which involves high-dimensional data.
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1. Introduction
Let x1, x2, . . . , xN be independent and identically distributed (iid) p-dimensional random vec-
tors with mean vector μ and covariance matrix . We assume that both μ and  are unknown.
We also assume that  is positive deﬁnite (denoted as  > 0). We shall consider the hypothesis
testing problem:
H : μ = 0 vs. A : μ = 0, (1.1)
when the sample size N is smaller than and equal to the dimension p, that is, Np.
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Interest in the testing problem (1.1)whenNp arises fromDNAmicroarrays,where thousands
of gene expression levels are measured on relatively few subjects. However, when the number
N of available observations is smaller than the dimension p of the observed vectors, traditional
testing procedures for N > p are no longer valid. For example, the traditional Hotelling T 2-test
is based on the statistic
T 2 = N x¯′S−1x¯,
where the sample mean vector x¯ and the sample covariance matrix S are deﬁned, respectively, by
x¯ = N−1
N∑
i=1
xi , and S = n−1
N∑
i=1
(xi − x¯)(xi − x¯)′ = (sij ), (1.2)
where
n = N − 1. (1.3)
Since, when Np, the p × p matrix S is singular with rank n < p, S−1 does not exist. Thus,
Hotelling T 2-test is not valid when Np. We therefore look for tests which do not require the
nonsingularity of the sample covariance matrix S.
Deﬁne the diagonal matrix of sample variances by
DS = diag(s11, . . . , spp), (1.4)
where s11, . . . , spp are the diagonal elements of S deﬁned in (1.2). Recall that the sample corre-
lation matrix is deﬁned by
R = D−
1
2
S SD
− 12
S = (rij ), (1.5)
where rij is the sample correlation between the ith and jth components of the random vector based
on N observations and rii = 1, i = 1, . . . , p.
We propose a test for the testing problem (1.1), which is based on the test statistic
T1 =
N x¯′D−1S x¯ −
np
n − 2√
2
(
trR2 − p
2
n
)
cp,n
, (1.6)
where the adjustment coefﬁcient cp,n → 1 in probability as (n, p) → ∞ and is chosen in order
to improve the convergence of T1 to its asymptotic distributionN(0, 1) under the null hypothesis.
One particular choice of cp,n that we have found works is given by
cp,n = 1 + trR
2
p3/2
, (1.7)
where R is the sample correlation matrix deﬁned in (1.5).
It is noted that the T1 test is an invariant test under the group of scalar transformations x → Dx,
where D = diag(d1, d2, . . . , dp) and d1, d2, . . . , dp are nonzero constants. It may also be noted
that when Np, for the testing problem (1.1), there are no afﬁne invariant tests other than the
test (x1, . . . , xN) ≡ , where  is the level of the test, see Lehmann [10, p. 318]. That is,
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when Np there is no nontrivial test that is invariant under a nonsingular linear transformation
x → Ax, A ∈ Glp, where Glp is the group of p×p nonsingular matrices. It is therefore desired
to ﬁnd tests that are invariant under a smaller group of transformations. Other tests available in
the literature for Np include the tests proposed by Dempster [4,5] and Bai and Saranadasa [3],
respectively. These two tests are both invariant under an orthogonal transformation x → cx,
where c is a nonzero constant and  is a p × p orthogonal matrix, and they are therefore not
invariant under the group of scalar transformations.
The asymptotic distribution of the test statistic T1 under the hypothesis as well as under the
alternative is given in Section 2, where the multivariate normality is assumed for the distribution
of the iid random vectors x1, x2, . . . , xN . The proofs of the asymptotic properties of T1 is given
in Section 3. In Section 4, the tests proposed by Dempster [4,5] and Bai and Saranadasa [3] are
given, respectively. Two-sample versions of the three tests as well as their power functions are
given in Section 5. In Section 6, the power comparison of the proposed test with the other two
tests is carried out theoretically as well as through simulations. Theories and simulation results
show that the proposed test is superior to the other two tests under certain circumstances. Two
examples of DNA microarrays are analyzed in Section 7. We conclude in Section 8.
2. Asymptotic distributions of T1
From now on, we shall assume that the iid random vectors x1, x2, . . . , xN follow a multivariate
normal distribution with mean vector μ and covariance matrix , denoted as x1, x2, . . . , xN
iid∼
Np(μ,). In this section, we will give the asymptotic distribution of the test statistic T1 deﬁned
in (1.6) under the null hypothesis and under the alternative, respectively. The proofs are rather
technical and are separately given in Section 3.
Let  = (ij ). Deﬁne the diagonal matrix of variances by
D = diag(11, . . . , pp). (2.1)
Recall that the population correlation matrix is deﬁned by
R = D−
1
2
 D
− 12
 = (ij ), (2.2)
where ij is the correlation between the ith and jth components of the random vector and ii =
1, i = 1, . . . , p. Let ip, i = 1, . . . , p, be the eigenvalues of the correlation matrix R. When
there is no confusion, we shall drop the subscript p and write ip as i . We shall assume that
0 < lim
p→∞
trRi
p
< ∞, i = 1, 2, 3, 4, (2.3)
and
lim
p→∞ max1 ip
ip√
p
= 0. (2.4)
It is mentioned in Section 1 that the test T1 is invariant under scalar transformations. There-
fore, the distribution of T1 depends on  through R and will not be affected by the values of
11, . . . , pp. The following theorem gives the asymptotic distribution of T1 under the null hy-
pothesis.
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Theorem 2.1. Assume that the conditions (2.3) and (2.4) hold. Also assume that
n = O(p), 1
2
< 1. (2.5)
Then under the hypothesis that μ = 0,
lim
(n,p)→∞P0(T1z1−) = (z1−), (2.6)
where P0 denotes that the probability is being computed under the null hypothesis and (·) is the
standard normal cumulative distribution function.
It is noted that the condition (2.5) includes both the cases that np, n/p → c, 0c1 and
that n > p, but n/p → c, 1c < ∞.
When μ = 0, we consider the local alternative
μ =
(
1
nN
) 1
2
, (2.7)
where  is a vector of constants. We assume that
′D−1 
p
M ∀p, (2.8)
where the constant M does not depend on p. The following theorem gives the asymptotic distri-
bution of T1 under the local alternative (2.7).
Theorem 2.2. Assume that the conditions (2.3)–(2.5) hold. Under the local alternative (2.7) and
under the condition (2.8),
lim
(n,p)→∞
[
P1(T1 > z1−) − 
(
−z1− + Nμ
′D−1 μ√
2 trR2
)]
= 0, (2.9)
where P1 denotes that the probability is being computed under the alternative.
Therefore, under the local alternative (2.7) and the conditions (2.3)–(2.5) and (2.8), the asymp-
totic power of test T1 as (n, p) → ∞ is given by
(T1|μ)  
(
−z1− + Nμ
′D−1 μ√
2 trR2
)
. (2.10)
The proofs of Theorems 2.1 and 2.2 are given in the next section.
3. Proofs of Theorems 2.1 and 2.2
We start with stating two lemmas.
Lemma 3.1 (Srivastava [13,14, Lemma 2.1]). Let {aim}mi=1 be a sequence of constants such that
lim
m→∞ max1 im a
2
im = 0, and limm→∞
m∑
i=1
a2im = 1.
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Then for any iid random variables x1, . . . , xm with mean zero and variance one,
m∑
i=1
aimxi
d−→ N(0, 1), m → ∞,
where ‘ d−→’ denotes ‘converge in distribution’.
Lemma 3.2. If n = O(p), 0 < 1, under the condition (2.3), (trR2 − p2/n)/p converges
to limp→∞ trR2/p in probability as (n, p) → ∞ and thus can be considered as a consistent
estimator of trR2/p as (n, p) → ∞.
The proof of Lemma 3.2 is given in Appendix.
From Lemma 3.2, we have that, under the conditions (2.3) and (2.5),
trR2
p3/2
= 1
p3/2
(
trR2 − p
2
n
)
+
√
p
n
p−→ 0, (n, p) → ∞
where ‘ p−→’ denotes ‘converge in probability’. This justiﬁes that the adjustment coefﬁcient cp,n
deﬁned in (1.7) goes to one in probability as (n, p) → ∞ under the conditions (2.3) and (2.5).
And hence, under the conditions (2.3) and (2.5) and as (n, p) → ∞,
T1 =
N x¯′D−1S x¯ −
np
n − 2√
2
(
trR2 − p2
n
)
cp,n
p= N x¯
′D−1S x¯ − p√
2 trR2
, (3.1)
where ‘a p= b’ denotes ‘a − b p−→ 0’. Next we shall give the proof of Theorem 2.1.
Proof of Theorem 2.1. Let DS/ = diag(s11/11, . . . , spp/pp). Since for each i = 1, . . . , p,√
n/2 (sii/ii − 1) → N(0, 1) in distribution as n → ∞, let
DS

= Ip + n−
1
2Du, and D−1S

= [Ip + n−
1
2Du]−1 = Ip − n−
1
2Du + C, (3.2)
where Du = diag(u1, . . . , up) and C = diag(c1, . . . , cp) with
ui = √n
(
sii
ii
− 1
)
, and ci =
(
sii
ii
)−1
+ sii
ii
− 2, i = 1, . . . , p. (3.3)
Let z = √ND−
1
2
 x¯ and y = R−
1
2 z, respectively. Since x¯ is independently distributed
of S, z and y are also independent of S and thus independent of Du and C. When μ = 0,
we have
z ∼ Np(0,R) and y ∼ Np(0, Ip).
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Then from (3.2),
N x¯′D−1S x¯= z′D−1S/z
d= y′R 12D−1S

R 12 y
= y′Ry − n− 12 y′R 12DuR
1
2 y + y′R 12CR 12 y. (3.4)
Hence from (3.1) and (3.4), under the conditions (2.3) and (2.5)
lim
(n,p)→∞P0(T1 > z1−)
= lim
(n,p)→∞P0
⎛
⎝y′Ry − p√
2 trR2
− (np)
− 12 y′R
1
2DuR
1
2 y√
2 trR2/p
+ y
′R 12CR 12 y/√p√
2 trR2/p
> z1−
⎞
⎠ ,
= lim
(n,p)→∞P0(I − II + III > z1−). (3.5)
LetR = ′, where′ = Ip and = diag(1, . . . , p)with 1, . . . , p being the eigenvalues
of R. Then trR = ∑pi=1 i = p and trR2 = ∑pi=1 2i . And also let w = (w1, . . . , wp)′ = y ∼
Np(0, Ip). Thus w21, . . . , w2p
iid∼ 	21 with E[w2i ] = 1 and Var(w2i ) = 2. Then from Lemma 3.1,
under the conditions (2.3) and (2.4), we have
I = y
′Ry − p√
2 trR2
= w
′w − p√
2
∑p
i=1 
2
i
,
=
∑p
i=1 i (w2i − 1)√
2
∑p
i=1 
2
i
d−→ N(0, 1), p → ∞. (3.6)
To show that II p−→ 0, we ﬁrst note that limp→∞ trR2/p > 0 under the condition (2.3) and the
denominator
√
2 trR2/p of the term II is thus bounded below by a positive number. Therefore,
it sufﬁces to show that
(np)
− 12 y′R
1
2DuR
1
2 y
p−→ 0, (n, p) → ∞. (3.7)
From (3.3) we have
E[ui] = √n
(
E
[
sii
ii
]
− 1
)
= 0, Var(ui) = nVar
(
sii
ii
)
= 2. (3.8)
According to Anderson [2, p. 39], we also have
Cov(ui, uj ) = n(iijj )−1Cov(sii , sjj ) = 22ij . (3.9)
Since y is independent of Du, then from (3.8) and (3.9),
E[(np)− 12 y′R 12DuR
1
2 y] = E[E[(np)− 12 y′R 12DuR
1
2 y|y]] = 0, (3.10)
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and
Var[(np)− 12 y′R 12DuR
1
2 y] = (np)−1E[(y′R 12DuR
1
2 y)2]
= (np)−1E[2 tr(RDu)2 + (trRDu)2] = (np)−1E
⎡
⎣2 p∑
i,j=1
2ij uiuj +
(
p∑
i=1
ui
)2⎤⎦
= (np)−1E
⎡
⎣3 p∑
i=1
u2i +
∑
i =j
(1 + 22ij )uiuj
⎤
⎦ = (np)−1
⎡
⎣6p + 2∑
i =j
(1 + 22ij )2ij
⎤
⎦
= 4
n
+ 2
n
trR2
p
+ 4
np
∑
i =j
4ij , (3.11)
where the second equation follows from
E[(x′Ax)2] = E[2 trA2 + (trA)2], (3.12)
with x ∼ Np(0, Ip) and A a symmetric matrix independent of x, see for example, Schott [11, p.
394 Theorem 9.21]. Note that
p∑
i =j
4ij 
p∑
i=1
p∑
j=1
4ij 
p∑
i=1
⎛
⎝ p∑
j=1
2ij
⎞
⎠
2

p∑
k=1
p∑
i=1
⎛
⎝ p∑
j=1
ijkj
⎞
⎠
2
= trR4. (3.13)
And also note that limp→∞ trRi/p < ∞, i = 1, 2, 3, 4, under the condition (2.3). Then we
have under the condition (2.3),
Var[(np)− 12 y′R 12DuR
1
2 y] −→ 0 as (n, p) → ∞, (3.14)
which implies (3.7) and thus II p−→ 0, as (n, p) → ∞.
Similarly, we can show that III p−→ 0, as (n, p) → ∞. From Slutsky’s Theorem, this completes
the proof of Theorem 2.1. 
Proof of Theorem 2.2. It follows from the proof of Theorem 2.1 that, under the conditions
(2.3)–(2.5),
N(x¯ − μ)′D−1S (x¯ − μ) − p√
2 trR2
d−→ N(0, 1) (n, p) → ∞. (3.15)
Under the local alternative (2.7) that μ = ( 1
nN
) 1
2 , where  satisﬁes the condition (2.8), we have
1√
p
[N(x¯ − μ)′D−1S (x¯ − μ)]
= 1√
p
N x¯′D−1S x¯ − 2
√
N
np
′D−1S x¯ +
1
n
√
p
′D−1S . (3.16)
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Since x¯ p−→ μ = ( 1
nN
)1/2
 and DS
p−→ D, it follows that√
N
np
′D−1S x¯
p−→
√
p
n
′D−1 
p
, (n, p) → ∞, (3.17)
under the condition (2.8) when n = O(p), 12 < 1. Hence,
1√
p
[N(x¯ − μ)′D−1S (x¯ − μ)]
p= 1√
p
N x¯′D−1S x¯ −
1
n
√
p
′D−1 , (n, p) → ∞. (3.18)
Hence under the conditions (2.3)–(2.5) and (2.8),
N x¯′D−1S x¯ − 1n′D−1  − p√
2 trR2
p= N(x¯ − μ)
′D−1S (x¯ − μ) − p√
2 trR2
d−→N(0, 1), (n, p) → ∞. (3.19)
Thus, we have that under the local alternative (2.7) and under the conditions (2.3)–(2.5) and
(2.8),
lim
(n,p)→∞P1(T1 > z1−)
= lim
(n,p)→∞P1
(
N x¯′D−1S x¯ − p√
2 trR2
> z1−
)
= lim
(n,p)→∞P1
(
N x¯′D−1S x¯ − 1n′D−1  − p√
2 trR2
> z1− − 
′D−1 
n
√
2 trR2
)
= lim
(n,p)→∞
(
−z1− + 
′D−1 
n
√
2 trR2
)
. (3.20)
This completes the proof of Theorem 2.2. 
4. Other competing tests
For the hypothesis testing problem (1.1) whenNp, another test has been proposed by Demp-
ster [4,5]. This test is based on the statistic
T2 = N x¯
′x¯
tr S
, (4.1)
where x¯ is the sample mean vector and S is the sample covariance matrix deﬁned in (1.2). Using
an orthogonal transformation, it can be shown that under the hypothesis that μ = 0,
T2 = nQ1
Q2 + · · · + QN , (4.2)
whereQi, i = 1, . . . , N , are independent and identically distributed. Dempster [4] assumed that
Qi, i = 1, . . . , N, are approximately distributed as m	2r , where m > 0 and 	2r is the chi-square
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distribution with r degrees of freedom. By equating the ﬁrst two moments of Qi with those of
m	2r , it can be shown that
r = (tr)
2
tr2
= pa
2
1
a2
, where ai = tri/p, i = 1, 2. (4.3)
Let
aˆ1 = tr S
p
, aˆ2 = n
2
(n − 1)(n + 2)
1
p
[
tr S2 − (tr S)
2
n
]
and rˆ = p aˆ
2
1
aˆ2
. (4.4)
It can be noted that rˆ is a ratio consistent estimator of r under certain conditions, see Lemma
A.1. Then T2 has an approximate F-distribution with [rˆ] and [nrˆ] degrees of freedom, where [a]
denotes the largest integer less than or equal to a.
Bai and Saranadasa [3] proposed another test for testing the hypothesis (1.1), which is given
by
T3 = N x¯
′x¯ − tr S[
2n(n + 1)
(n − 1)(n + 2)
(
tr S2 − (tr S)
2
n
)] 12 . (4.5)
Bai and Saranadasa [3] showed that when μ = 0, T3 is asymptotically distributed as N(0, 1)
under the conditions stated in their paper. They have also shown that the asymptotic powers of
the test statistics T2 and T3 are the same and given by
(T2|μ)  (T3|μ)  
(
−z1− + Nμ
′μ√
2 tr2
)
. (4.6)
Itmay be noted that the same asymptotic powers ofT2 andT3 can also be obtained under conditions
similar to (2.3) and (2.4) and the local alternative (2.7).
It is also noted that both T2 and T3 tests are invariant under the transformations xi → cxi ,
c = 0, ′ = Ip, i = 1, . . . , N .
5. Two-sample case
Let xij , j = 1, . . . , Ni, i = 1, 2, be independent p-dimensional multivariate normal random
vectors with mean vectors μi = (
i1, . . . , 
ip)′, i = 1, 2, and unknown common covariance
matrix  = (ij ) > 0. We shall assume that limN1+N2→∞ N1/(N1 + N2) = c ∈ (0, 1). Let
the sample mean vectors x¯i and the pooled sample covariance matrix S = (sij ) be deﬁned,
respectively, by
x¯i = N−1i
Ni∑
j=1
xij , i = 1, 2, and S = n−1
2∑
i=1
Ni∑
j=1
(xij − x¯i )(xij − x¯i )′, (5.1)
where
n = N1 + N2 − 2. (5.2)
The two-sample versions of the test statistics T1, T2 and T3 for the hypothesis
H : μ1 = μ2 vs. A : μ1 = μ2 (5.3)
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are, respectively, given by
T1 =
N1N2
N1 + N2 (x¯1 − x¯2)
′D−1S (x¯1 − x¯2) −
np
n − 2[
2
(
trR2 − p
2
n
)
cp,n
] 12 , (5.4)
T2 =
N1N2
N1 + N2 (x¯1 − x¯2)
′(x¯1 − x¯2)
tr S
, (5.5)
and
T3 =
N1N2
N1 + N2 (x¯1 − x¯2)
′(x¯1 − x¯2) − tr S
[
2n(n + 1)
(n − 1)(n + 2)
(
tr S2 − (tr S)
2
n
)] 12 , (5.6)
where the quantities DS , R and cp,n are deﬁned as in (1.4), (1.5) and (1.7), respectively, with S
being replaced by the pooled sample covariance matrix as in (5.1).
Under the local alternative
μ2 − μ1 =
(
N1 + N2
nN1N2
) 1
2
, (5.7)
where  is a vector of constants and satisﬁes the condition (2.8), the power functions of the three
tests are given, respectively, by,
(T1|μ1,μ2)  
(
−z1− + N1N2
N1 + N2
(μ2 − μ1)′D−1 (μ2 − μ1)√
2 trR2
)
, (5.8)
and
(T2|μ1,μ2)  (T3|μ1,μ2)  
(
−z1− + N1N2
N1 + N2
(μ2 − μ1)′(μ2 − μ1)√
2 tr2
)
. (5.9)
Remark 5.1. It may be noted that Fujikoshi et al. [7] have generalized the T2 and T3 tests to
MANOVA case when p/n → c, c ∈ (0,∞). A generalization of T1 test to MANOVA case is
under investigation.
6. Power comparison
6.1. Theoretical power comparison for independence case
To compare the power of the proposed test T1 with those of other two tests T2 and T3, we
shall consider the case that all the components of the random vector are independent, that is,
 = diag(11, . . . , pp) and R = Ip. Assume that the local alternative deﬁned in (2.7) satisﬁes
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the condition that
0 < lim
p→∞
′
p
= lim
p→∞
′D−1 
trD−1
< ∞. (6.1)
It is noted that the condition (6.1) is satisﬁed if  = (, . . . , )′,  = 0, that is, all the components
of the random vector have the same mean values. From the Cauchy–Schwartz inequality, we have
p
p∑
i=1
2ii
(
p∑
i=1
ii
)2
, and
(
p∑
i=1
ii
)(
p∑
i=1
1
ii
)
p2, (6.2)
with strict inequalities unless 11 = · · · = pp. It then follows that
(
1
p
p∑
i=1
1
ii
)2

(
p∑p
i=1 ii
)2
 p∑p
i=1 2ii
(6.3)
with strict inequality unless 11 = · · · = pp. Then under the condition (6.1) and with  =
diag(11, . . . , pp) and R = Ip,
′D−1 √
trR2
= 
′D−1 
trD−1
∑p
i=1 
−1
ii√
p
 
′
p
∑p
i=1 
−1
ii√
p
, p → ∞
 
′
p
p√∑p
i=1 2ii
= 
′√
tr2
,
where ‘’ is strict unless 11 = · · · = pp. From (2.10) and (4.6), we have Theorem 6.1.
Theorem 6.1. Assume that = diag(11, . . . , pp) > 0 and the conditions (2.3)–(2.5) and (6.1)
hold. Under the local alternative (2.7),
(T1|μ)(T2|μ)  (T3|μ) (6.4)
with strict inequality unless 11 = · · · = pp.
Corollary 6.1. Assume that  = diag(11, . . . , pp) > 0 and the conditions (2.3)–(2.5) hold.
Under the local alternative (2.7) with  = (, . . . , )′,  = 0,
(T1|μ)(T2|μ)  (T3|μ) (6.5)
with strict inequality unless 11 = · · · = pp.
Thus when  = 2Ip > 0, the three tests have the same asymptotic powers under the local
alternative (2.7), although T2 test is the uniformly most powerful test among all the tests which
are invariant under the transformation x → cx, c = 0, ′ = Ip and whose powers de-
pend on μ′μ/2 alone, see Hsu [9] and Simaika [12]. When  = diag(11, . . . , pp) = 2Ip,
T1 test has higher asymptotic power than the other two tests under the conditions (2.3)–(2.5)
and (6.1).
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Because of the difﬁculty in analyzing the power functions of the three tests when  is not
diagonal, we shall compare their powers through simulations for both independence and non-
independence cases next.
6.2. Simulation study
6.2.1. Attained signiﬁcance level and empirical power
To compare the three tests, we need to deﬁne the attained signiﬁcance levels and the empirical
powers. Let z1− be the 100(1−)%quantile of the asymptotic null distribution of the test statistic
T. For example, if T = T1, z1− is the 100(1 − )% quantile of N(0, 1). With m replications
of the data set simulated under the null hypothesis, the attained signiﬁcance level is computed
as
ˆ = (# of tH z1−)
m
, (6.6)
where tH represents the values of the test statistic T based on the data sets simulated under the
null hypothesis. In our study, we choose m = 10, 000 as the number of replications and ﬁx the
nominal signiﬁcance level  = 0.05. And hence, under the null hypothesis, as (n, p) → ∞, ˆ is
approximately distributed as Binomial(10000, 0.05) and has the standard deviation estimated by
sˆe(ˆ) = √0.05 × 0.95/10, 000  0.0022.
To compute the empirical powers, we shall use the empirical critical points. Speciﬁcally, we
ﬁrst simulatem replications of the data set under the null hypothesis, then select the (m)th largest
value of the test statistic as the empirical critical point, denoted as zˆ1−, that is, the 100(1 − )%
quantile of the empirical null distribution of the test statistic obtained from the m replications.
Then another m replications of the data set are simulated under the alternative with the given
choice of μ = 0. The empirical power is calculated by
ˆ = (# of tA zˆ1−)
m
, (6.7)
where tA represents the values of the test statistic T based on the data sets simulated from the
alternative and m has been chosen as 10,000 in our simulations.
6.2.2. Parameter selection and simulation result
We consider both independent correlation structures R = Ip = diag(1, 1, . . . , 1) and equal
correlation structure R = R1 = (ij ) : ij = 0.25, i = j . We also consider different
scalar matrix D = diag(11, . . . , pp). We select D = Ip, D = D,1 : 1/211 , . . . , 1/2pp
iid∼
Unif (2, 3) and D = D,2 : 11, . . . , pp iid∼ 	23. For the alternative hypothesis, we choose
μ =  = (1, . . . , p)′ : 2k−1 = 0 and 2k iid∼ Unif (−1/2, 1/2), k = 1, . . . , p/2.
Since T2 and T3 tests have the same asymptotic powers as discussed previously, in this section
we only compare T1 and T2 tests. The attained signiﬁcance levels of T1 and T2 are given in Table 1.
It shows that the attained signiﬁcance levels of both tests approximate the nominal level  = 0.05
reasonably well in all cases. When R = Ip, the powers of the two tests are very close to each
other, as shown in Table 2. However, when R = R1 and D = D,1 and D,2, the powers of T1
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Table 1
Attained signiﬁcance levels of T1 and T2 under the null hypothesis, when R = Ip and R = R1, respectively
D = Ip D = D,1 D = D,2
p N T1 T2 T1 T2 T1 T2
R = Ip
60 30 0.056 0.051 0.056 0.049 0.056 0.052
100 40 0.048 0.054 0.048 0.054 0.048 0.052
60 0.050 0.053 0.050 0.053 0.050 0.051
80 0.050 0.054 0.050 0.054 0.050 0.054
150 40 0.050 0.054 0.050 0.053 0.050 0.051
60 0.048 0.049 0.048 0.048 0.048 0.053
80 0.049 0.050 0.049 0.051 0.049 0.053
200 40 0.045 0.052 0.045 0.052 0.045 0.051
60 0.048 0.052 0.048 0.051 0.048 0.051
80 0.045 0.047 0.045 0.050 0.045 0.051
400 40 0.037 0.046 0.037 0.046 0.037 0.054
60 0.035 0.050 0.035 0.051 0.035 0.053
80 0.044 0.050 0.044 0.049 0.044 0.046
R = R1
60 30 0.058 0.058 0.058 0.057 0.0582 0.059
100 40 0.053 0.062 0.053 0.063 0.0526 0.061
60 0.045 0.062 0.045 0.061 0.0450 0.057
80 0.046 0.057 0.046 0.057 0.0463 0.060
150 40 0.049 0.065 0.049 0.065 0.0493 0.063
60 0.050 0.064 0.050 0.063 0.0502 0.061
80 0.044 0.059 0.044 0.059 0.0441 0.062
200 40 0.049 0.067 0.049 0.068 0.0485 0.064
60 0.044 0.061 0.044 0.062 0.0441 0.060
80 0.047 0.062 0.047 0.063 0.0469 0.063
400 40 0.045 0.063 0.045 0.063 0.0448 0.066
60 0.041 0.064 0.041 0.063 0.0408 0.059
80 0.036 0.062 0.036 0.063 0.0362 0.058
Nominal signiﬁcance level  = 0.05.
are substantially better than those of T2, which can be explained by the invariance property of T1
under the scalar transformations.
7. Two examples
In this section, we apply the proposed test and the other two tests to two examples of DNA
microarrays. The data sets are described next.
• Colondata: 2000 (p) gene expression levels are available on22 (N1) normal colon tissues and40
(N2) tumor colon tissues. (N = 62 < p) (http://microarray.princeton.edu/oncology/affydata/
index.html; [1]).
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Table 2
Empirical powers of T1 and T2 under the alternative hypothesis, when R = Ip and R = R1, respectively
D = Ip D = D,1 D = D,2
p N T1 T2 T1 T2 T1 T2
R = Ip
60 30 0.999 1.000 0.287 0.291 0.976 0.542
100 40 1.000 1.000 0.622 0.593 1.000 0.939
60 1.000 1.000 0.880 0.861 1.000 0.998
80 1.000 1.000 0.973 0.962 1.000 1.000
150 40 1.000 1.000 0.698 0.661 1.000 0.962
60 1.000 1.000 0.932 0.913 1.000 1.000
80 1.000 1.000 0.991 0.983 1.000 1.000
200 40 1.000 1.000 0.831 0.789 1.000 0.992
60 1.000 1.000 0.979 0.967 1.000 1.000
80 1.000 1.000 0.999 0.998 1.000 1.000
400 40 1.000 1.000 0.926 0.903 1.000 1.000
60 1.000 1.000 0.998 0.995 1.000 1.000
80 1.000 1.000 1.000 1.000 1.000 1.000
R = R1
60 30 0.789 0.948 0.088 0.014 0.513 0.112
100 40 0.990 1.000 0.125 0.013 0.936 0.290
60 1.000 1.000 0.203 0.067 1.000 0.813
80 1.000 1.000 0.303 0.261 1.000 0.973
150 40 0.980 1.000 0.115 0.003 0.974 0.143
60 1.000 1.000 0.143 0.024 1.000 0.681
80 1.000 1.000 0.245 0.142 1.000 0.958
200 40 0.984 1.000 0.108 0.000 0.944 0.148
60 1.000 1.000 0.157 0.016 1.000 0.792
80 1.000 1.000 0.249 0.096 1.000 0.985
400 40 0.933 1.000 0.085 0.000 0.814 0.018
60 1.000 1.000 0.118 0.000 0.995 0.589
80 1.000 1.000 0.194 0.003 1.000 0.984
Nominal signiﬁcance level  = 0.05.
• Leukemia data: 3571 (p) genes expressions are available from 47 (N1) patients suffering
from acute lymphoblastic leukemia (ALL) and 25 (N2) patients suffering from acute myeloid
leukemia (AML) (N = 72 < p) (http://www.broad.mit.edu/cgi-bin/cancer/datasets.cgi; [6,8]).
We apply tests T1, T2 and T3 to these two data sets. The results are shown in Table 3. For the
colon data, the p-values of the three tests equal to 1.378268e− 06, 4.478795e− 11 and 0.00000,
respectively. Thus, all the three tests lead to the rejection of the hypothesis that the tumor group
have the same gene expression levels as the normal group. The p-values of the three tests for the
leukemia data are all zero and lead to the rejection of the hypothesis that the ALL group and the
AML group have identically expressed genes.
400 M.S. Srivastava, M. Du / Journal of Multivariate Analysis 99 (2008) 386–402
Table 3
Observed p-values for testing the equality of the gene expressions for colon data and leukemia data, respectively
T1 T2 T3
Colon data
Statistic 4.6882 4.5198 11.4231
p-value 1.3783e-06 4.4788e-11 0.0000
Leukemia data
Statistic 17.0758 8.3358 37.7236
p-value 0.0000 0.0000 0.0000
8. Conclusion
When the covariance matrix  = 2Ip, 2 > 0, it is known that Dempster’s test T2 is the
uniformly most powerful test among all the tests which are invariant under the transformation
x → cx, c = 0, ′ = Ip and whose powers depend on μ′μ/2 alone. Thus when  =
2Ip, 2 > 0, Dempster’s test is superior to the proposed test T1. However, from the theoretical
comparison of the asymptotic power functions, it follows that for large p and N, even when
 = 2Ip,  > 0, asymptotically the proposed test has the same power as Dempster’s test, which
has also been conﬁrmed from our simulation results that, except for small p and N, the two tests
have almost the same powers. For all the other cases in our simulation, the proposed test has better
powers than Dempster’s test. As the T3 test, proposed by Bai and Saranadasa [3], has the same
asymptotic power function as Dempster’s test, the proposed test is thus also superior to Bai and
Saranadasa’s test, which is conﬁrmed by additional simulation results available with the authors.
From all these considerations, the proposed test performs best among all the three tests under the
circumstances we have considered in this paper.
Appendix. Proof of Lemma 3.2
Let x1, . . . , xN
iid∼ Np(μ,), where  = (ij ) > 0. And assume that
0 < lim
p→∞
tri
p
< ∞, i = 1, 2, 3, 4. (A.1)
Let n = N − 1 and S = (sij ) be the sample covariance matrix of x1, . . . , xN deﬁned in (1.2).
Deﬁne the following statistics
aˆ1 = tr S
p
, and aˆ2 = n
2
(n − 1)(n + 2)
1
p
[
tr S2 − (tr S)
2
n
]
. (A.2)
Then we have the following lemma.
Lemma A.1 (Srivastava [15, Lemma 2.1]). Let aˆ1 and aˆ2 be deﬁned in (A.2). Under the condi-
tion (A.1), we have
1. E[aˆi] = tri/p, i = 1, 2.
2. aˆi
p−→ tri/p, i = 1, 2, as n → ∞. And therefore, when n = O(p), 0 < 1,
(aˆi − tri/p) p−→ 0, i = 1, 2, as (n, p) → ∞.
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Since (trR2 − p2/n)/p is invariant under the scalar transformations of each component of
xi , i = 1, . . . , N , we may as well assume that  = R. Then the condition (A.1) becomes
equivalent to the condition (2.3). Let
wi = 1 − 1/sii , i = 1, . . . , p.
Then
E(wi)=1 − n
n − 2= −
2
n − 2 , and Var(wi)=Var(s
−1
ii )=
2n2
(n − 2)2(n − 4)=O(n
−1).
Hence ∀ > 0, wi/n−1/2+ p−→ 0, n → ∞, uniformly for i = 1, . . . , p, that is,wi = Op(n−
1
2 ),
uniformly for i = 1, . . . , p, where the subscript ‘p’ denotes ‘in probability’. Let
D−1S = I − Dw,
where Dw = diag(w1, . . . , wp). Then
1
p
[
trR2 − p
2
n
]
= 1
p
[
tr(D−1S S)
2 − (trD
−1
S S)
2
n
]
= 1
p
[
tr S2 − (tr S)
2
n
]
− 2
p
[
trDwS2 − tr StrDwS
n
]
+ 1
p
[
tr(DwS)2 − (trDwS)
2
n
]
. (A.3)
Under the condition (A.1) and when n = O(p), 0 < 1, from LemmaA.1, we have
1
p
[
tr S2 − (tr S)
2
n
]
− trR
2
p
p−→ 0, (n, p) → ∞, (A.4)
and
lim
(n,p)→∞
1
p
[
trDwS2 − tr StrDwS
n
]
(A.5)
p= lim
(n,p)→∞
1
p
⎡
⎣ p∑
i=1
wi
p∑
j=1
(
s2ij −
siisjj
n
)
I (r2ij > 1/n)
⎤
⎦
p= lim
(n,p)→∞Op(n
− 12 ) 1
p
[
tr S2 − (tr S)
2
n
]
= 0, (A.6)
where the convergence holds, since [tr S2−(tr S)2/n]/p−trR2/p p−→ 0 and limp→∞ trR2/p <
∞ under the condition (A.1). Similarly, when n = O(p), 0 < 1 and under the condition
(A.1),
1
p
[
tr(DwS)2 − (trDwS)
2
n
]
= Op(n−1) 1
p
[
tr S2 − (tr S)
2
n
]
p−→ 0, (n, p) → ∞. (A.7)
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Thus, under the condition (A.1),
1
p
[
trR2 − p
2
n
]
− trR
2
p
p−→ 0, (n, p) → ∞, n = O(p), 0 < 1.
This completes the proof of Lemma 3.2. 
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