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Abstract
In this paper we introduce a novel multi-scale technique to study many-body quantum sys-
tems where the total number of particles is kept fixed. The method is based on Feshbach-Schur
map and the scales are represented by occupation numbers of particle states. Here, we con-
sider a three-modes (including the zero mode) Bogoliubov Hamiltonian for a sufficiently small
ratio between the kinetic energy and the Fourier component of the (positive type) potential
corresponding to the two nonzero modes. For any space dimension d ≥ 1 and in the mean
field limiting regime (i.e., at fixed box volume |Λ| and for a number of particles, N, sufficiently
large) this method provides the construction of the ground state and its expansion in terms of
the bare operators that in the limit N → ∞ is up to any desired precision. In space dimension
d ≥ 3 the method provides similar results for an arbitrarily large (finite) box and a large but
fixed particle density ρ, i.e., ρ is independent of the size of the box.
Summary of contents
• In Sections 1 and 2 a model of a gas of Bose particles in a box is defined along with the
notation used throughout the paper. After introducing the particle number preserving
Bogoliubov Hamiltonian (from now on Bogoliubov Hamiltonian), the main ideas of the
multi-scale technique are presented.
• In Section 3 the multi-scale analysis in the particle states occupation numbers is imple-
mented for the Bogoliubov Hamiltonian of a model where only three modes (including
the zero mode) interact. In fact, the treatment of the full Bogoliubov Hamiltonian can be
thought of as a repeated application of the multi-scale analysis to a collection of three-
modes systems (see [Pi2]). The Feshbach-Schur flow is described informally in Section
3.1 and the main results are stated in Section 3.1.3.
• In Section 4 the ground state of the "three-modes Bogoliubov Hamiltonian" is con-
structed as a byproduct of the Feshbach-Schur flow. In the mean field limit, this also
provides a convergent expansion of the vector in terms of the bare operators up to any
desired precision.
• Section 5 is an Appendix where some of the proofs are deferred.
∗email: pizzo@mat.uniroma2.it
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1 Introduction: interacting Bose gas in a box
We study the Hamiltonian describing a gas of (spinless) nonrelativistic Bose particles that, at
zero temperature, are constrained to a d − dimensional box of side L with d ≥ 1. The particles
interact through a pair potential with a coupling constant proportional to the inverse of the
particle density ρ. The rigorous description of this system has many intriguing mathematical
aspects not completely clarified yet. In spite of remarkable contributions also in recent years,
some important problems are still open to date, in particular in connection to the thermody-
namic limit and the exact structure of the ground state vector. We shall briefly mention the
results closer to our present work and give references to the reader for the details.
Some of the results have been concerned with the low energy spectrum of the Hamilto-
nian that in the mean field limit was predicted by Bogoliubov [Bo1], [Bo2]. The expression
predicted by Bogoliubov for the ground state energy has been rigorously proven for certain
systems in [LS1], [LS2], [ESY], [YY]. Concerning the excitation spectrum, in Bogoliubov
theory it consists of elementary excitations whose energy is linear in the momentum for small
momenta. After some important results restricted to one-dimensional models (see [G], [LL],
[L]), this conjecture was proven by Seiringer in [Se1] (see also [GS]) for the low-energy spec-
trum of an interacting Bose gas in a finite box and in the mean field limiting regime, where the
pair potential is of positive type. In [LNSS] it has been extended to a more general class of
potentials and the limiting behavior of the low energy eigenstates has been studied. Later, the
result of [Se1] has been proven to be valid in a sort of diagonal limit where the particle den-
sity and the box volume diverge according to a prescribed asymptotics; see [DN]. Recently,
Bogoliubov’s prediction of the energy spectrum in the mean field limit has been shown to be
valid also for the high energy eigenvalues (see [NS]).
These results are based on clever energy estimates starting from the spectrum of the corre-
sponding Bogoliubov Hamiltonian.
A different approach to studying a gas of Bose particles is based on renormalization group.
In this respect, we mention the paper by Benfatto, [Be], where he has provided an order by
order control of the Schwinger functions of this system in three dimensions and with an ultra-
violet cut-off. His analysis holds at zero temperature in the infinite volume limit and at finite
particle density. Thus, it contains a fully consistent treatment of the infrared divergences at a
perturbative level. This program has been later developed in [CDPS1], [CDPS2], and, more
recently, in [C] and [CG] by making use of Ward identities to deal also with two-dimensional
systems where some partial control of the renormalization flow has been provided; see [C] for
a detailed review of previous related results.
Within the renormalization group approach, we also mention some results towards a rigorous
construction of the functional integral for this system contained in [BFKT1], [BFKT2], and
[BFKT].
Both in the grand canonical and in the canonical ensemble approach (see [Se1]), starting
from the Hamiltonian of the system one can define an approximated one, the Bogoliubov
Hamiltonian. For a finite box and a large class of pair potentials, upon a unitary transformation
the Bogoliubov Hamiltonian describes1 a system of non-interacting bosons with a new energy
dispersion law, which in fact provides the correct description of the energy spectrum of the
Bose particles system in the mean field limit.
With regard to Bose-Einstein condensation, we recall the breakthrough results obtained
1In the canonical ensemble approach the spectrum of the (particle preserving) Bogoliubov Hamiltonian coincides
with the Bogoliubov spectrum only in the limit N → ∞ (see [Se1]).
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for a system of trapped Bose particles in the so called Gross-Pitaeveskii limiting regime: see
[LSY], [LS], [LSSY], and [NRS]. More recently, Bose-Einstein condensation has been proven
for particles interacting with a delta potential and in the mean field limit; see [LNR]. We
also mention the progress in the control of the dynamical properties of Bose gases. For refer-
ences and for an update of the state of the art, we refer the reader to the introduction of [DFPP].
In our paper, we consider the number of particles fixed but we use the formalism of second
quantization. The Hamiltonian corresponding to the pair potential φ(x− y) and to the coupling
constant λ > 0 is
H :=
∫
1
2m
(∇a∗)(∇a)(x)dx + λ
2
∫ ∫
a∗(x)a∗(y)φ(x − y)a(x)a(y)dxdy , (1.1)
where reference to the integration domain Λ := {x ∈ Rd | |xi| ≤ L2 , i = 1, 2, . . . , d} is omit-
ted, periodic boundary conditions are assumed, and dx is Lebesgue measure in d dimensions.
Concerning units, we have set ~ equal to 1. Here, the operators a∗(x) , a(x) are the usual
operator-valued distributions on the bosonic Fock space
F := Γ
(
L2 (Λ,C; dx)
)
that satisfy the canonical commutation relations (CCR)
[a#(x), a#(y)] = 0, [a(x), a∗(y)] = δ(x − y)1F ,
with a# := a or a∗. In terms of the field modes they read
a(x) =
∑
j∈Zd
ajeikj ·x
|Λ| 12
, a∗(x) =
∑
j∈Zd
a∗j e
−ikj ·x
|Λ| 12
,
where kj := 2πL j, j = ( j1, j2, . . . , jd), j1, j2, . . . , jd ∈ Z, and |Λ| = Ld, with CCR
[a#j , a#j′] = 0, [aj, a∗j′] = δj , j′ . (1.2)
The unique (up to a phase) vacuum vector of F is denoted by Ω (‖Ω‖ = 1). In F , aj / a∗j are
the annihilation / creation operators of a particle of momentum kj.
Given any function ϕ ∈ L2 (Λ,C; dz), we express it in terms of its Fourier components ϕj,
i.e.,
ϕ(z) = 1|Λ|
∑
j∈Zd
ϕjeikjz . (1.3)
Definition 1.1. The pair potential φ(x − y) is a bounded, real-valued function that is periodic,
i.e., φ(z) = φ(z + jL) for j ∈ Zd, and satisfies the following conditions:
1. φ(z) is an even function, in consequence φj = φ−j.
2. φ(z) is of positive type, i.e., the Fourier components φj are nonnegative.
3. The pair interaction has a fixed but arbitrarily large ultraviolet cutoff (i.e., the nonzero
Fourier components φj form a finite set) with the requirements below to be satisfied:
3.1) (Strong Interaction Potential Assumption) The ratio ǫj between the kinetic energy of
the modes ±j , 0 = (0, . . . , 0) and the corresponding Fourier component φj(, 0) of the
potential is sufficiently small.
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3.2) For all nonzero φj there exist some 1 > µ > 0 and θ > 0 such that
φj
∆0
Nµ
N(N − Nµ) <
1
2
,
1
Nµ
≤ O((√ǫj)1+θ) , (1.4)
where ∆0 = min
{
k2j | j ∈ Zd \ {0}
}
and N is the number of particles in the box.
Remark 1.2. Notice that ǫj small corresponds either to a low energy mode 2πjL or/and to a
large potential φj.
Remark 1.3. Different regimes for the ratio ǫj can be explored with the same method by suit-
able modifications of some estimates (see [CP]). In the present paper we are interested in
the behavior of the (three-modes) system in the thermodynamic limit, therefore the “Strong
Interaction Potential Assumption" is the right regime to study.
We restrict H to the Fock subspace F N of vectors with N particles
H ↾F N=
( ∫ 1
2m
(∇a∗)(∇a)(x)dx + λ
2
∫ ∫
a∗(x)a∗(y)φ(x − y)a(y)a(x)dxdy
)
↾F N . (1.5)
From now on, we study the Hamiltonian
H :=
∫
1
2m
(∇a∗)(∇a)(x)dx + λ
2
∫ ∫
a∗(x)a∗(y)φ(x − y)a(y)a(x)dxdy + cN1 (1.6)
where cN = λφ02|Λ|N −
λφ0
2|Λ|N
2 with 0 = {0, . . . , 0}. The operator H is meant to be restricted to
the subspace F N , and λ will be eventually chosen equal to |Λ|N . We subtract −cN as clarified in
(2.14)-(2.16). Notice that
H ↾F N= (H − cN1) ↾F N . (1.7)
The main technical features of the scheme introduced in this paper are highlighted in Sec-
tion 3.1.2 after the outline of the procedure in Section 3.1.1. In Section 3.1.3 we summarize
the obtained results. Here, we present some motivations that can help the reader understand
the scheme.
We know that, at fixed volume |Λ|, the expectation value of the number operator2 ∑j∈Zd\{0} a∗j aj
in the ground state of the Hamiltonian (1.6) remains bounded in the mean field limit (i.e.,
λ =
|Λ|
N and N → ∞); see [Se1] and [LNSS]. Starting from this fact, one might think of a
multi-scale procedure leading to an effective Hamiltonian for spectral values in a neighbor-
hood of the ground state energy. An obvious candidate for such an effective Hamiltonian is (a
multiple of) the orthogonal projection onto the state where all the particles are in the zero mode.
The Feshbach-Schur map is a very useful tool to construct effective Hamiltonians. We
recall that given the (separable) Hilbert space H , the projections P , P (P = P2, P = P2)
where P+P = 1H , and a closed operator K−z1 acting onH (z in a subset of C) the Feshbach-
Schur map associated with the couple P , P maps K − z1 to the operator F (K − z1) acting
on PH where (formally)
F (K − z1) := P(K − z1)P −PKP 1
P(K − z1)P
PKP . (1.8)
2The operator
∑
j∈Zd\{0} a∗j aj counts the number of particles in the nonzero modes states.
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The Feshbach-Schur map is “isospectral" (see [BFS]), i.e., assuming that F (K − z1) is a well
defined closed operator on PH then: 1) F (K − z1) is bounded invertible if and only if z is in
the resolvent set of K; 2) z is an eigenvalue of K if and only if 0 is an eigenvalue of F (K − z1).
Moreover, the map provides an algorithm to reconstruct the eigenspace corresponding to the
eigenvalue z from the kernel of the operator F (K − z1), and their dimensions coincide.
The use of the Feshbach-Schur map for the spectral analysis of quantum field theory sys-
tems started with the seminal work by V. Bach, J. Fröhlich, and I.M. Sigal, [BFS], followed by
refinements of the technique and variants (see [BCFS] and [GH]). In those papers, the use of
the Feshbach-Schur map is in the spirit of the functional renormalization group, and the projec-
tions (P , P) are directly related to energy subspaces of the free Hamiltonian. However, as a
mathematical tool the Feshbach-Schur map enjoys an enormous flexibility due to the freedom
in the choice of the couple of projections P , P . The effectiveness of the choice depends on
the features of the Hamiltonian.
In the system that we study the total number of particles is conserved under time evolution.
The effective Hamiltonian that we want to construct suggests to relate the Feshbach-Schur pro-
jections (P , P) to subspaces of states with definite number of particles in the modes labeled
by
{
2π
L j ; j ∈ Zd
}
. More precisely, consider the eigenspace of ∑j=±j∗ a∗j aj corresponding to the
eigenvalue i, i.e., the subspace of states containing i particles in the modes associated with
± 2πL j∗. Observe that the interaction part in the second quantized Hamiltonian in (1.6) can con-
nect two eigenspaces corresponding to distinct eigenvalues, i and i′, only if i− i′ = ±1,±2. The
selection rules of the interaction Hamiltonian with respect to the occupation numbers of the
particle states associated with the modes
{
2π
L j ; j ∈ Zd
}
suggest to construct a flow of Feshbach-
Schur maps associated with projections onto such eigenspaces with decreasing eigenvalue i.
The (formal) Rayleigh-Schrödinger series of the ground state of the Hamiltonian (1.6) of
the system calls for the use of the Feshbach-Schur map. Indeed, one can observe that the
series is not under control for interaction potentials that are strong with respect to the min-
imum (nonzero) kinetic energy. Then, one might wonder whether it is possible to organize
an expansion (up to any desired precision) of the ground state in terms of the ground state of
the free Hamiltonian and in terms of bare operators, around a reference energy close to the
expected value of the ground state energy of the (interacting) system. The expansion provided
in Section 4.4 (starting from the formula in (4.88)-(4.90)) answers this question into affirma-
tive for a three-modes Bogoliubov Hamiltonian. In this expansion the flow of Feshbach-Schur
maps plays a crucial role thanks to the choice of the perpendicular projections, P , entering
the Feshbach-Schur map at each step of the flow. These projections prevent small denominator
problems in the expansion, even for an arbitrarily small (positive) ratio between the kinetic en-
ergy k2j and the Fourier component φj, provided the number of particles N is sufficiently large.
Indeed, the method presented in the next sections and developed in [Pi2] and [Pi3] is ap-
plied to a potential φ with an ultraviolet cut-off and in the strong interaction potential regime:
by this we mean that the ratio between each nonzero Fourier component of the potential, φj,
and the corresponding kinetic energy, k2j , must be sufficiently large. For a (positive definite)
potential φ ∈ L1 such that
∫
φ(z)dz > 0, this is precisely the regime that is relevant in the
thermodynamic limit because at fixed j the ratio φj/(kj)2 diverges like L2, being kj := 2πL j and
L the side of the box.
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In this scheme we never implement a Bogoliubov transformation yielding a new Hamil-
tonian in terms of quasi-particles degrees of freedom. The occupation numbers are always
referred to the real particles. In this respect, the method might be robust enough to deal with
systems and regimes where the features of the Bogoliubov diagonalization is not clear a priori.
Furthermore, if the range of the spectral parameter z (see (1.8)) extends to the first q eigenval-
ues (with multiplicity) above the ground state energy the same method should also provide an
effective Hamiltonian acting on a q−dependent, finite-dimensional subspace. Some numerical
simulations for a three-modes system seem to confirm this scenario.
The three-modes system analyzed in this paper represents the main building block in the
construction of the ground state of the Bogoliubov Hamiltonian (see (2.28)) and of the com-
plete Hamiltonian (see (1.6)) in the mean field limiting regime, provided the potential fulfills
the requirements in Definition 1.1; see [Pi2] and [Pi3], respectively. Within this technique the
three-modes system is like a solvable model, in the sense that the interaction is so constrained
that the Feshbach-Schur flow can be closely followed.
The Bogoliubov Hamiltonian is analyzed as a collection of three-modes (i.e., {j,−j, 0})
systems. Consequently, the technical challenge consists in showing that in the mean field limit
they can be treated as independent couples of modes that interact only within each couple
through the zero-mode. In [Pi2], we show this result and control deviations from the mean
field limit.
In the third paper [Pi3], because of the interaction terms that are neglected in the Bogoli-
ubov Hamiltonian (the so called “cubic" and “quartic" terms in the nonzero modes) a refined
choice of the Feshbach-Schur projections is required.
2 The Hamiltonian H and the Hamiltonian HBog
For later convenience, we define
a+(x) :=
∑
j∈Zd\{0}
aj
|Λ| 12
eikj ·x , a0(x) := a0|Λ| 12
(2.1)
where 0 := (0, . . . , 0). Then, the Hamiltonian H reads
H =
∑
j∈Zd
k2j
2m
a∗j aj (2.2)
+
λ
2
∫ ∫
a∗+(x)a∗+(y)φ(x − y)a+(x)a+(y)dxdy (2.3)
+λ
∫ ∫
{a∗+(x)a∗+(y)φ(x − y)a+(x)a0(y) + h.c.}dxdy (2.4)
+
λ
2
∫ ∫
{a∗0(x)a∗0(y)φ(x − y)a+(x)a+(y) + h.c.}dxdy (2.5)
+λ
∫ ∫
a∗0(x)a∗+(y)φ(x − y)a0(x)a+(y)dxdy (2.6)
+λ
∫ ∫
a∗0(x)a∗+(y)φ(x − y)a0(y)a+(x)dxdy (2.7)
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+
λ
2
∫ ∫
a∗0(x)a∗0(y)φ(x − y)a0(x)a0(y)dxdy (2.8)
+cN1 . (2.9)
Given the (number) operators
N0 :=
∫
a∗0(x)a0(x)dx , N+ :=
∫
a∗+(x)a+(x)dx , (2.10)
we observe that
λ
∫ ∫
a∗0(x)a∗+(y)φ(x − y)a0(x)a+(y)dxdy =
λφ0
|Λ| N+N0 , (2.11)
λ
2
∫ ∫
a∗0(x)a∗0(y)φ(x − y)a0(x)a0(y)dxdy =
λφ0
2|Λ| (N0)
2 − λφ0
2|Λ|N0 , (2.12)
and
λ
2
∫ ∫
a∗+(x)a∗+(y)φ(0)(x − y)a+(x)a+(y)dxdy =
λφ0
2|Λ| (N+)
2 − λφ0
2|Λ|N+ (2.13)
where φ(0)(x − y) := φ0|Λ| . Hence, because of the implicit restriction to F N , we conclude that
λ
2
∫ ∫
a∗+(x)a∗+(y)φ(0)(x − y)a+(x)a+(y)dxdy (2.14)
+λ
∫ ∫
a∗0(x)a∗+(y)φ(x − y)a0(x)a+(y)dxdy (2.15)
+
λ
2
∫ ∫
a∗0(x)a∗0(y)φ(x − y)a0(x)a0(y)dxdy (2.16)
+cN1 (2.17)
= 0 . (2.18)
Therefore, we can write
H =
∑
j∈Zd
k2j
2m
a∗j aj (2.19)
+
λ
2
∫ ∫
a∗+(x)a∗+(y)φ(,0)(x − y)a+(x)a+(y)dxdy (2.20)
+λ
∫ ∫
{a∗+(x)a∗+(y)φ(,0)(x − y)a+(x)a0(y) + a∗+(x)a∗0(y)φ(,0)(x − y)a+(x)a+(y)}dxdy (2.21)
+
λ
2
∫ ∫
{a∗0(x)a∗0(y)φ(,0)(x − y)a+(x)a+(y) + a∗+(x)a∗+(y)φ(,0)(x − y)a0(x)a0(y)}dxdy (2.22)
+λ
∫ ∫
a∗0(x)a∗+(y)φ(,0)(x − y)a0(y)a+(x)dxdy (2.23)
where φ(,0)(x − y) := φ(x − y) − φ(0)(x − y).
Next, we define the particles number preserving Bogoliubov Hamiltonian
HBog :=
∑
j∈Zd
k2j
2m
a∗j aj (2.24)
+
λ
2
∫ ∫
a∗0(x)a∗0(y)φ(,0)(x − y)a+(x)a+(y)dxdy (2.25)
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+
λ
2
∫ ∫
a∗+(x)a∗+(y)φ(,0)(x − y)a0(x)a0(y)dxdy (2.26)
+λ
∫ ∫
a∗0(x)a∗+(y)φ(,0)(x − y)a0(y)a+(x)dxdy , (2.27)
that in terms of the field modes reads
HBog =
∑
j∈Zd\{0}
(
k2j
2m
+ λ
φj
|Λ|a
∗
0a0)a∗j aj +
λ
2
∑
j∈Zd\{0}
φj
|Λ|
{
a∗0a
∗
0aja−j + a
∗
j a
∗
−ja0a0
}
. (2.28)
We also define
V := λ
∫ ∫
a∗+(x)a∗0(y)φ(,0)(x − y)a+(x)a+(y)dxdy (2.29)
+λ
∫ ∫
a∗+(x)a∗+(y)φ(,0)(x − y)a+(x)a0(y)dxdy (2.30)
+
λ
2
∫ ∫
a∗+(x)a∗+(y)φ(,0)(x − y)a+(x)a+(y)dxdy (2.31)
so that
H = HBog + V . (2.32)
From now on, we set
λ =
1
ρ
with ρ > 0, m = 1
2
, N = ρ|Λ| and even. (2.33)
With obvious modifications the analysis can be done also for N ≫ 1 being an odd number.
Notation
1. The symbol 1 stands for the identity operator. If helpful we specify the Hilbert space
where it acts, e.g., 1F N . For c−number operators, e.g., z1, we may omit the symbol 1.
2. The symbol 〈 , 〉 stands for the scalar product in F N .
3. The symbol o(α) stands for a quantity such that o(α)/α → 0 as α→ 0. The symbol O(α)
stands for a quantity bounded in absolute value by a constant times α (α > 0). Through-
out the paper the related implicit multiplicative constants are always independent of ρ,
L, and d.
4. The symbol |ψ〉〈ψ|, with ‖ψ‖ = 1, stands for the one-dimensional projection onto the
state ψ.
5. The word mode is used for the wavelength 2πL j (or simply for j) when we refer to the
field mode associated with it.
3 Multi-scale analysis in the particle states occupation
numbers for the Hamiltonian HBogj∗
The terms in HBog that do not conserve the number of zero-mode particles are
φj
a∗0a
∗
0aja−j
N
=: Wj , φj
a0a0a
∗
j a
∗
−j
N
=: W∗j . (3.1)
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For later convenience, we define
ˆH0j := (k2j + φj
a∗0a0
N
)a∗j aj + (k2j + φj
a∗0a0
N
)a∗−ja−j , H0 :=
1
2
∑
j∈Zd\{0}
ˆH0j , (3.2)
and
ˆHBogj := ˆH
0
j + Wj + W
∗
j (3.3)
so that
HBog =
1
2
∑
j∈Zd\{0}
ˆHBogj . (3.4)
The Bogoliubov energy is, by definition,
EBog :=
1
2
∑
j∈Zd\{0}
EBogj (3.5)
where
EBogj := −
[
k2j + φj −
√
(k2j )2 + 2φjk2j
]
. (3.6)
Now, we focus on a three-modes system, i.e., φj , 0 only for j = ±j∗ , 0, and we construct
the ground state of the corresponding Bogoliubov Hamiltonian:
HBogj∗ :=
∑
j∈Zd\{±j∗}
k2j a
∗
j aj + ˆH
Bog
j∗ . (3.7)
Remark 3.1. Notice that HBogj∗ contains the kinetic energy corresponding to all the modes
whereas ˆHBogj∗ contains the kinetic energy associated with the interacting modes only.
3.1 Feshbach-Schur projections and Feshbach-Schur Hamiltoni-
ans for HBogj∗
In the following, we describe the construction of the Feshbach-Schur Hamiltonians starting
from the definition of the Feshbach-Schur projections. In Remark 3.1.2 we highlight some im-
portant features of the strategy. In Section 3.2 after Theorem 3.1 we explain why the Feshbach-
Schur maps defined below fulfill the isospectrality property.
We consider HBogj∗ applied
3 to vectors in F N , and we define
• Q(0,1)j∗ := the projection (in F N) onto the subspace generated by vectors with N−0 = N or
N −1 particles in the modes j∗ and −j∗, i.e., the operator a∗j∗aj∗ +a∗−j∗a−j∗ has eigenvalues
N and N − 1 when restricted to Q(0,1)j∗ F N .
• Q(>1)j∗ := the projection onto the orthogonal complement of Q
(0,1)
j∗ F
N in F N .
Hence, we can write
Q(0,1)j∗ + Q
(>1)
j∗ = 1F N .
Analogously, starting from i = 2 up to i = N − 2 with i even, we define:
3Notice that Wj∗ , W∗j∗ are bounded operators when restricted to F N . Then, H
Bog
j∗ is essentially selfadjoint on any
core of H0j∗ .
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• Q(i,i+1)j∗ the projection onto the subspace of Q
(>i−1)
j∗ F
N spanned by the vectors with N − i
or N − i − 1 particles in the modes j∗ and −j∗;
• Q(>i+1)j∗ the projection onto the orthogonal complement of Q
(i,i+1)
j∗ Q
(>i−1)
j∗ F
N in Q(>i−1)j∗ F N .
Hence, we can write
Q(>i+1)j∗ + Q
(i,i+1)
j∗ = Q
(>i−1)
j∗ . (3.8)
We recall that given the (separable) Hilbert space H and the projections P , P where
P +P = 1H , the Feshbach-Schur map associated with P and P maps the (closed) operator
K−z, z in a subset of C, acting onH to the operator F (K−z) acting on PH where (formally)
F (K − z) := P(K − z)P −PKP 1
P(K − z)P
PKP . (3.9)
In Section 3.1.1 we provide an informal derivation of the Feshbach-Schur Hamiltonians.
The rigorous control of the Feshbach-Schur flow up to i = N − 2 is the content of Section 3.2.
From now on, we consider z ∈ R.
3.1.1 Outline of the Feshbach-Schur flow
We shall iterate the Feshbach-Schur map starting from i = 0 up to i = N − 2 with i even, using
the projections P (i) and P (i) for the i-th step4 of the iteration where
P
(i) := Q(>i+1)j∗ , P (i) := Q
(i,i+1)
j∗ . (3.10)
We denote by F (i) the Feshbach-Schur map at the i-th step. We start applying F (0) to HBogj∗ − z
and compute
K
Bog (0)
j∗ (z) (3.11)
:= F (0)(HBogj∗ − z) (3.12)
= Q(>1)j∗ (H
Bog
j∗ − z)Q
(>1)
j∗ − Q
(>1)
j∗ H
Bog
j∗ Q
(0,1)
j∗
1
Q(0,1)j∗ (H
Bog
j∗ − z)Q
(0,1)
j∗
Q(0,1)j∗ H
Bog
j∗ Q
(>1)
j∗ (3.13)
= Q(>1)j∗ (H
Bog
j∗ − z)Q
(>1)
j∗ − Q
(>1)
j∗ Wj∗Q
(0,1)
j∗
1
Q(0,1)j∗ (H
Bog
j∗ − z)Q
(0,1)
j∗
Q(0,1)j∗ W
∗
j∗Q
(>1)
j∗ . (3.14)
Then, we iteratively define
K
Bog (i)
j∗ (z) := F
(i)(K Bog (i−2)j∗ (z)) , i = 0, . . . , N − 2 with i even, (3.15)
where K Bog (−2)j∗ (z) ≡ H
Bog
j∗ − z.
Notice that, for l and l′ even numbers, Q(l,l+1)j∗ Wj∗Q
(l′,l′+1)
j∗ , 0 only if l − l
′ = 2 and
Q(l,l+1)j∗ W∗j∗Q
(l′,l′+1)
j∗ , 0 only if l − l
′ = −2. This implies
Q(>3)j∗ K
Bog (0)
j∗ (z) Q
(2,3)
j∗ = Q
(>3)
j∗ Wj∗ Q
(2,3)
j∗ (3.16)
and
Q(>3)j∗ K
Bog (0)
j∗ (z) Q
(>3)
j∗ = Q
(>3)
j∗ H
Bog
j∗ Q
(>3)
j∗ . (3.17)
4We use this notation though the number of steps is in fact 1 + i/2 being i an even number.
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Hence, a straightforward calculation shows that
K
Bog (2)
j∗ (z) (3.18)
= Q(>3)j∗ (H
Bog
j∗ − z)Q
(>3)
j∗ (3.19)
−Q(>3)j∗ Wj∗ Q
(2,3)
j∗
1
Q(2,3)j∗ (H
Bog
j∗ − Wj∗Q
(0,1)
j∗
1
Q(0,1)j∗ (H
Bog
j∗ −z)Q
(0,1)
j∗
Q(0,1)j∗ W∗j∗ − z)Q
(2,3)
j∗
Q(2,3)j∗ W
∗
j∗Q
(>3)
j∗ . (3.20)
Assuming that the expansion
Q(2,3)j∗
1
Q(2,3)j∗ (H
Bog
j∗ − Wj∗ Q
(0,1)
j∗
1
Q(0,1)j∗ (H
Bog
j∗ −z)Q
(0,1)
j∗
Q(0,1)j∗ W∗j∗ − z)Q
(2,3)
j∗
Q(2,3)j∗ (3.21)
= Q(2,3)j∗
∞∑
l2=0
1
Q(2,3)j∗ (H
Bog
j∗ − z)Q
(2,3)
j∗
× (3.22)
×
[
Q(2,3)j∗ Wj∗ Q
(0,1)
j∗
1
Q(0,1)j∗ (H
Bog
j∗ − z)Q
(0,1)
j∗
Q(0,1)j∗ W
∗
j∗Q
(2,3)
j∗
1
Q(2,3)j∗ (H
Bog
j∗ − z)Q
(2,3)
j∗
]l2 Q(2,3)j∗
is well defined, and using the notation
Wj∗ ; i,i′ := Q(i,i+1)j∗ Wj∗Q
(i′,i′+1)
j∗ , W
∗
j∗ ; i,i′ := Q
(i,i+1)
j∗ W
∗
j∗Q
(i′,i′+1)
j∗ ,
we can write
K
Bog (2)
j∗ (z) (3.23)
= Q(>3)j∗ (H
Bog
j∗ − z)Q
(>3)
j∗ (3.24)
−
∞∑
l2=0
Q(>3)j∗ Wj∗Q
(2,3)
j∗
1
Q(2,3)j∗ (H
Bog
j∗ − z)Q
(2,3)
j∗
× (3.25)
×
[
Wj∗ ; 2,0
1
Q(0,1)j∗ (H
Bog
j∗ − z)Q
(0,1)
j∗
W∗j∗ ; 0,2
1
Q(2,3)j∗ (H
Bog
j∗ − z)Q
(2,3)
j∗
]l2 Q(2,3)j∗ W∗j∗Q(>3)j∗ .
With the definition
RBogj∗ ; i,i(z) := Q
(i,i+1)
j∗
1
Q(i,i+1)j∗ (H
Bog
j∗ − z)Q
(i,i+1)
j∗
Q(i,i+1)j∗ , (3.26)
for 4 ≤ i ≤ N − 2 we get
K
Bog (i)
j∗ (z) (3.27)
= Q(>i+1)j∗ (H
Bog
j∗ − z)Q
(>i+1)
j∗ (3.28)
−
∞∑
li=0
Q(>i+1)j∗ Wj∗R
Bog
j∗ ; i,i(z)
[
Wi,i−2 RBogj∗ ; i−2,i−2(z) × (3.29)
×
∞∑
li−2=0
[
Wj∗ ; i−2,i−4 . . .W
∗
j∗ ; i−4,i−2R
Bog
j∗ ; i−2,i−2(z)
]li−2W∗j∗ ; i−2,iRBogj∗ ; i,i(z)
]li W∗j∗Q(>i+1)j∗ (3.30)
where i is an even number and the expression corresponding to . . . in (3.30) is made precise in
Theorem 3.1.
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Definition 3.2. We define
k2j∗
φj∗
=: ǫj∗ , (3.31)
thus
EBogj∗
φj∗
= −
[
ǫj∗ + 1 −
√
ǫ2j∗ + 2ǫj∗
]
. (3.32)
3.1.2 Motivations and features of the strategy
After the heuristic implementation of the Feshbach-Schur flow, we can better explain the main
motivations and features of this strategy.
1. In the case of a finite box, as N → ∞ the ground state of HBogj∗ (restricted to F N)
converges in the sense of (rescaled) one-particle reduced density matrix to the state η
η :=
1√
N!
a∗0 . . . a
∗
0Ω
where all the N particles are in the zero-mode state, Ω being the vacuum vector. There-
fore, the contribution of the components with a macroscopic number of particles in the
nonzero modes states has to be irrelevant in the limit N → ∞.
2. In connection to the previous remark, we define (F N){0;±j∗} ⊂ F N the subspace spanned
by vectors containing particles only in the modes 0,±j∗. Consider for the moment the
Hamiltonian ˆHBogj∗ instead of H
Bog
j∗ . We observe that, if the Feshbach-Schur flow associ-
ated with the operator ( ˆHBogj∗ − z) ↾(F N ){0;±j∗} is well defined, the Feshbach-Schur Hamil-
tonian at the N − 2− th step is an operator proportional to the projection |η〉〈η|, where the
multiplicative factor is a function f (z).
3. Starting from the previous observation (see point 2.) we recall that if f (z∗) = 0 for some
z∗ then z∗ is an eigenvalue of the original Hamiltonian ˆHBogj∗ due to the isospectrality
that holds at each step of the Feshbach-Schur flow. Feshbach-Schur theory provides also
an algorithm to reconstruct the eigenvector of the original Hamiltonian ˆHBogj∗ associated
with the eigenvalue z∗ from the eigenvector (η) with eigenvalue zero of the Feshbach-
Schur Hamiltonian, f (z∗)|η〉〈η|, at the N − 2 − th step.
4. With regard to the estimates that are needed to control the series expansions in (3.29)-
(3.30), we explain the role of the projections in (3.10). Note that in the resolvent
RBogj∗ ; i,i(z) (3.33)
:= Q(i,i+1)j∗
1
Q(i,i+1)j∗ (H
Bog
j∗ − z)Q
(i,i+1)
j∗
Q(i,i+1)j∗ (3.34)
= Q(i,i+1)j∗
1
Q(i,i+1)j∗ ( ˆH0j∗ +
∑
j∈Zd\{±j∗} k2j a
∗
j aj − z)Q
(i,i+1)
j∗
Q(i,i+1)j∗ (3.35)
12
the interaction terms Wj∗ and W∗j∗ disappear due to the perpendicular projection Q
(i,i+1)
j∗ .
This mechanism yields an artificial gap because z will be chosen close to the Bogoliubov
energy. The expansion in (3.29)-(3.30) turns out to be well defined when the ratio ǫj∗
between the kinetic energy k2j∗ and the Fourier component φj∗ is sufficiently small. In
fact, it can be arbitrarily small (but positive) provided N is sufficiently large; see Section
3.1.3 below. However, it is important to stress that there is no small parameter in the
expansions that we use to define the Feshbach flow, in the sense that the operators are
not defined as ǫj∗ tends to zero.
3.1.3 Statement of the results and role of the assumptions
In the list of remarks below we specify the results that are obtained for the Hamiltonian HBogj∗
acting on F N , commenting on the role of the Strong interaction potential assumption and of
Condition 3.2 in Definition 1.1. We stress that j∗ is kept fixed in the sequel.
1. For the implementation of the Feshbach-Schur map up to the N − 2 − th step we shall
require 1N ≤ ǫνj∗ for some ν >
11
8 and ǫj∗ sufficiently small (that we always assume in the
sequel). The bound 1N ≤ ǫνj∗ holds in the mean field limiting regime where the box is
kept fixed and the number of particles, N, can be chosen sufficiently large irrespective of
the box size. For space dimension d ≥ 3, at fixed particle density, the bound 1N ≤ ǫνj∗ is
fulfilled (for ν < 32 ) if the box is sufficiently large. For d = 1, 2, if at fixed φj∗ (and j∗) the
box size tends to infinity the particle density ρ must be suitably divergent to ensure the
bound 1N ≤ ǫνj∗ .
2. For the last step of the Feshbach-Schur flow (see Section 4), Condition 3.2) in Definition
1.1 is also necessary to include values of the spectral parameter z belonging to a neigh-
borhood of the ground state energy of HBogj∗ . This condition is fulfilled for any dimension
d in the mean field limiting regime. At fixed particle density and for d ≥ 2, Condition
3.2) is fulfilled if L is sufficiently large. The final Feshbach-Schur Hamiltonian has the
form
K
Bog (N)
j∗ (z) = fj∗(z)|η〉〈η| . (3.36)
3. The existence of the point z∗ such that fj∗(z∗) = 0, i.e., the ground state energy of HBogj∗(due to the isospectrality property of Feshbach-Schur map), is established for any space
dimension d ≥ 1 in the mean field limiting regime.
With regard to a box of arbitrarily large side 1 < L < ∞, the existence of z∗ (see Remark
4.5) is established if ρ ≥ ρ0(L/L0)3−d where ρ0 is sufficiently large and L0 = 1. Hence,
for d ≥ 3 it is enough to require ρ be sufficiently large but independent of L(> 1) and the
result holds for a finite box of arbitrarily large (finite) volume |Λ|.
4. In all cases where the existence of z∗ is proven, we can construct the ground state of the
Hamiltonian HBogj∗ ; see (4.88)-(4.90) in Corollary 4.6, Section 4. Next, in Lemma 5.5
we show that in the mean field limiting regime the inequality |z∗ − EBogj∗ | ≤ O(
1
Nβ ) holds
for any 0 < β < 1. In addition, Lemma 5.5 shows that, for any scaling ρ = ρ0( LL0 )s
with s > 0, in space dimension d = 3 the ground state energy of HBogj∗ tends to E
Bog
j∗ as
L → ∞. This readily implies that in space dimension d ≥ 4 the ground state energy of
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HBogj∗ tends to E
Bog
j∗ in the thermodynamic limit, i.e., in the limit L → ∞ at fixed j∗, φj∗
and ρ. Concerning d = 3, in Remark 5.6 we outline the argument of the convergence
z∗ → EBogj∗ in the thermodynamic limit at large (but fixed) density ρ.
5. We provide an expansion (with controlled remainder ) of the ground state vector in terms
of the vector η and of a finite sum of products of the interaction terms W∗j∗ , Wj∗ , and of
the resolvent (see (3.2)) 1
ˆH0j∗−z∗
; see Section 4.4.3. In the mean field limit (i.e., for a fixed
box and N → ∞) the expansion in terms of the bare quantities, i.e., in terms of the vector
η and of a finite sum of products of the interaction terms W∗j∗ , Wj∗ , and of the resolvent
1
ˆH0j∗−E
Bog
j∗
, is up to any desired precision.
3.2 Control of the Feshbach-Schur flow
In Theorem 3.1 we prove that the flow of Feshbach-Schur Hamiltonians is well defined up to
step i = N − 2 for spectral values z up to EBogj∗ + (δ− 1)φj∗
√
ǫ2j∗ + 2ǫj∗ with δ > 1 but very close
to 1. We recall that in the mean field limit the first excited energy level of the Hamiltonian
HBogj∗ is expected to be located at
EBogj∗ + min
{
φj∗
√
ǫ2j∗ + 2ǫj∗ ; min{k
2
j : j ∈ Zd \ {0,±j∗}}
}
.
The proof of Theorem 3.1 requires a key estimate which is the content of the next lemma.
Lemma 3.3. Let
z ≤ EBogj∗ + (δ − 1)φj∗
√
ǫ2j∗ + 2ǫj∗(< 0) (3.37)
with5 δ < 2, 1N ≤ ǫνj∗ for some ν > 1, and ǫj∗ be sufficiently small. Then
‖
[
RBogj∗ ; i,i(z)
] 1
2 Wj∗ ; i,i−2
[
RBogj∗ ; i−2,i−2(z)
] 1
2 ‖ ‖
[
RBogj∗ ; i−2,i−2(z)
] 1
2 W∗j∗ ; i−2,i
[
RBogj∗ ; i,i(z)
] 1
2 ‖ (3.38)
≤ 1
4(1 + aǫj∗ −
2b(δ)ǫj∗
N−i+1 −
1−c(δ)ǫj∗
(N−i+1)2 )
(3.39)
holds for all 2 ≤ i ≤ N − 2 where i is even. Here,
aǫj∗ := 2ǫj∗ + O(ǫνj∗) , (3.40)
b(δ)ǫj∗ := (1 + ǫj∗)δ χ[0,2)(δ)
√
ǫ2j∗ + 2ǫj∗ (3.41)
and
c
(δ)
ǫj∗ := −(1 − δ2 χ[0,2)(δ))(ǫ2j∗ + 2ǫj∗ ) (3.42)
with χ[0,2) the characteristic function of the interval [0, 2).
Proof
5We set this upper bound for δ because the last step of the Feshbach-Schur flow (implemented in Section 4) is
defined for values of z strictly smaller than the first excited eigenvalue.
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We observe that
‖
[
RBogj∗ ; i,i(z)
] 1
2 Wj∗ ; i,i−2
[
RBogj∗ ; i−2,i−2(z)
] 1
2 ‖ ‖
[
RBogj∗ ; i−2,i−2(z)
] 1
2 W∗j∗ ; i−2,i
[
RBogj∗ ; i,i(z)
] 1
2 ‖ (3.43)
= ‖
[
RBogj∗ ; i,i(z)
] 1
2 Wj∗ ; i,i−2
[
RBogj∗ ; i−2,i−2(z)
] 1
2
[
RBogj∗ ; i−2,i−2(z)
] 1
2 W∗j∗ ; i−2,i
[
RBogj∗ ; i,i(z)
] 1
2 ‖ (3.44)
= sup
ψ∈Q(i,i+1)j∗ D , ‖ψ‖=1
〈ψ ,
[
RBogj∗ ; i,i(z)
] 1
2 Wj∗ ; i,i−2
[
RBogj∗ ; i−2,i−2(z)
]
W∗j∗ ; i−2,i
[
RBogj∗ ; i,i(z)
] 1
2
ψ〉 (3.45)
where D is the span of product state vectors of eigenstates of the one-particle momentum op-
erators. The operator in (3.45) preserves the number of particles for any mode. Therefore, we
can consider the two subspaces Q(i)j∗ F N and Q
(i+1)
j∗ F
N separately, where Q(r)j∗ is the projection
onto the subspace of vectors with exactly N − r particles in the modes ±j∗. It is enough to
discuss the subspace Q(i+1)j∗ F N because the estimate that we shall derive holds for vectors in
Q(i)j∗ F N as well. Next, we write the state ψ = Q
(i+1)
j∗ ψ as a linear superposition of product state
vectors, i.e., vectors with definite occupation numbers in the modes
{
2π
L j ; j ∈ Zd
}
.
For a chosen labeling of the modes, {jl ∈ Zd , l ∈ N0}, with each product state vector we can
associate a sequence
{nj0 , nj1 , nj2 , . . .} (3.46)
that encodes the occupation numbers, nj, of the modes j. As the vectors are in F N by hypothe-
sis, the sum of the occupation numbers ∑∞l=0 njl must equal N. Hence, for each sequence there
is a value ¯l such that njl ≡ 0 for l ≥ ¯l. Then, we can write
Q(i+1)j∗ ψ =
∑
{nj0 ,nj1 ,nj2 ,...}
C
Q(i+1)j∗ ψ
{nj0 ,nj1 ,nj2 ,...}
1√
nj0!nj1 !nj2 ! . . .
(a∗j0 )nj0 (a∗j1 )nj1 (a∗j2 )nj2 . . .Ω (3.47)
=:
∑
{nj0 ,nj1 ,nj2 ,...}
C
Q(i+1)j∗ ψ
{nj0 ,nj1 ,nj2 ,...}
ϕ{nj0 ,nj1 ,nj2 ,...} (3.48)
where the sum is over all possible sequences, and the coefficients C
Q(i+1)j∗ ψ
{nj0 ,nj1 ,nj2 ,...}
are complex
numbers such that ∑
{nj0 ,nj1 ,nj2 ,...}
|CQ
(i+1)
j∗ ψ
{nj0 ,nj1 ,nj2 ,...}
|2 = 1 . (3.49)
Moreover, if we set j0 ≡ 0, for any vector of the type Q(i+1)j∗ ψ we have the constraint nj0 ≤ i+1.
With the new definitions, in expression (3.45) we replace
〈ψ ,
[
RBogj∗ ; i,i(z)
] 1
2 Wj∗ ; i,i−2 R
Bog
j∗ ; i−2,i−2(z) W
∗
j∗ ; i−2,i
[
RBogj∗ ; i,i(z)
] 1
2
ψ〉 (3.50)
with
∑
{n′j0 ,n
′
j1 ,n
′
j2 ,...}
∑
{nj0 ,nj1 ,nj2 ,...}
C
Q(i+1)j∗ ψ
{n′j0 ,n
′
j1 ,n
′
j2 ,...}
C
Q(i+1)j∗ ψ
{nj0 ,nj1 ,nj2 ,...}
× (3.51)
×〈ϕ{n′j0 ,n′j1 ,n′j2 ,...} ,
[
RBogj∗ ; i,i(z)
] 1
2
φj∗
a∗0a
∗
0aj∗a−j∗
N
RBogj∗ ; i−2,i−2(z) × (3.52)
×φj∗
a0a0a
∗
j∗a
∗
−j∗
N
[
RBogj∗ ; i,i(z)
] 1
2
ϕ{nj0 ,nj1 ,nj2 ,...}〉 .
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The scalar product in (3.52) is nonzero only if njl = n′jl for all l. Therefore, we can write
(3.50) (3.53)
=
∑
{nj0 ,nj1 ,nj2 ,...}
C
Q(i+1)j∗ ψ
{nj0 ,nj1 ,nj2 ,...}
C
Q(i+1)j∗ ψ
{nj0 ,nj1 ,nj2 ,...}
× (3.54)
×〈ϕ{nj0 ,nj1 ,nj2 ,...} ,
[
RBogj∗ ; i,i(z)
] 1
2
φj∗
a∗0a
∗
0aj∗a−j∗
N
RBogj∗ ; i−2,i−2(z) × (3.55)
×φj∗
a0a0a
∗
j∗a
∗
−j∗
N
[
RBogj∗ ; i,i(z)
] 1
2
ϕ{nj0 ,nj1 ,nj2 ,...}〉 .
We observe that in expression (3.55) the operator
(RBogj∗ ; i,i(z))
1
2 Wj∗ ; i,i−2 (RBogj∗ ; i−2,i−2(z))
1
2 (RBogj∗ ; i−2,i−2(z))
1
2 W∗j∗ ; i−2,i(R
Bog
j∗ ; i,i(z))
1
2 (3.56)
= (RBogj∗ ; i,i(z))
1
2φj
a∗0a
∗
0aj∗a−j∗
N
RBogj∗ ; i−2,i−2(z)φj
a0a0a
∗
j∗a
∗
−j∗
N
(RBogj∗ ; i,i(z))
1
2 (3.57)
can be replaced with a function of the number operators a∗j aj. Indeed, it is enough to pull the
operator aj∗a−j∗ contained in Wj∗ through R
Bog
j∗ ; i−2,i−2(z) and observe that
aj∗a−j∗a
∗
j∗a
∗
−j∗ = (a∗j∗aj∗ + 1)(a∗−j∗a−j∗ + 1) . (3.58)
Analogously, we pull the operator a0a0 to the left next to a∗0a
∗
0 and observe that
a∗0a
∗
0a0a0 = a
∗
0a0a
∗
0a0 − a∗0a0 . (3.59)
Finally, we can write
〈ϕ{nj0 ,nj1 ,...} ,
[
RBogj∗ ; i,i(z)
] 1
2
φj∗
a∗0a
∗
0aj∗a−j∗
N
RBogj∗ ; i−2,i−2(z)φj∗
a0a0a
∗
j∗a
∗
−j∗
N
[
RBogj∗ ; i,i(z)
] 1
2
ϕ{nj0 ,nj1 ,...}〉 (3.60)
=
(nj0 − 1)nj0
N2
φ2j∗
(nj∗ + 1)(n−j∗ + 1)[∑
j<{±j∗}(nj + n−j)(kj)2 + (
nj0
N φj∗ + k2j∗ )(nj∗ + n−j∗) − z
] × (3.61)
× 1[ ∑
j<{±j∗}(nj + n−j)(kj)2 + (
(nj0−2)
N φj∗ + k2j∗)(nj∗ + n−j∗ ) + 2(
(nj0−2)
N φj∗ + k2j∗) − z
]
≤ (nj0 − 1)nj0
N2
φ2j∗
(nj∗ + n−j∗ + 2)2
4
[
(nj0N φj∗ + k2j∗)(nj∗ + n−j∗) − z
][
( (nj0−2)N φj∗ + k2j∗)(nj∗ + n−j∗ + 2) − z
]
where we have used ‖ϕ{nj0 ,nj1 ,...}‖ = 1.
We recall that nj∗ +n−j∗ = N− i−1 for a vector ϕ{nj0 ,nj1 ,...} ∈ Q
(i+1)
j∗ F
N
. Finally, we can estimate
(3.60) ≤
nj0−1
N φj∗(N − i + 1)
4
[
(N − i − 1)
( nj0
N φj∗ + k2j∗
)
− z
]
nj0
N φj∗(N − i + 1)[
(N − i + 1)
( nj0−2
N φj∗ + k2j∗
)
− z
] (3.62)
=
nj0−1
N φj∗
4
[(nj0
N φj∗ + k2j∗
)
(1 − 2N−i+1 ) − zN−i+1
]
nj0
N φj∗[(nj0−2
N φj∗ + k2j∗
)
− zN−i+1
] (3.63)
=
1
4
[
(1 + Nǫj∗
nj0
)(1 − 2N−i+1 ) − N(N−i+1)nj0
z
φj∗
] 1[
1 + Nǫj∗−1
nj0−1
− N(nj0−1)(N−i+1)
z
φj∗
] (3.64)
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where nj0 ≥ 2 otherwise (3.60) = 0. We observe that − zφj∗ and ǫj∗ ≡
k2j∗
φj∗
are both positive in
the considered ranges, i.e., for ǫj∗ sufficiently small. Furthermore, we notice that N − i + 1 ≥ 3
for i ≤ N − 2, and, by hypothesis, Nǫj∗ > 1. Hence, the maximum of (3.64) is attained at the
maximum allowed value of nj0 that is nj0 ≡ i + 1 ≤ N − 1.
Remark 3.4. The lower bound ǫj∗ ≥ 4π
2
φj∗L2
holds by construction. Therefore, at finite ρ and at
fixed j∗, in space dimension larger or equal to three the product Nǫj∗ = ρ|Λ|ǫj∗ is divergent as
L → ∞. In dimension two, at finite ρ the product Nǫj∗ can be less than 1 uniformly in Λ.
Therefore, we can estimate the scalar product in (3.60) from above by replacing nj0 with
N and nj0 − 1 with N in the left factor and in the right factor of the denominator in (3.64),
respectively. We recall that we have assumed
z ≤ EBogj∗ + (δ − 1)φj∗
√
ǫ2j∗ + 2ǫj∗ (3.65)
where
EBogj∗
φj∗
= −
[
ǫj∗ + 1 −
√
ǫ2j∗ + 2ǫj∗
]
(3.66)
by definition, hence
− z
φj∗
≥ 1 + ǫj∗ − δ
√
ǫ2j∗ + 2ǫj∗ .
We observe that the expression in (3.64) is increasing in z in the considered range. Since
1
N ≤ ǫνj∗ for some ν > 1, for ǫj∗ sufficiently small and δ in the interval [0, 2) we get
(3.60) (3.67)
≤ 1[
1 + ǫj∗ − 2(1+ǫj∗ )(N−i+1) +
[
ǫj∗+1−δ
√
ǫ2j∗+2ǫj∗
]
(N−i+1)
]
1
4
[
1 + ǫj∗ − 1N +
[
ǫj∗+1−δ
√
ǫ2j∗+2ǫj∗
]
(N−i+1)
] (3.68)
≤ 1
4
[
1 + aǫj∗ −
2b(δ)ǫj∗
N−i+1 −
1−c(δ)ǫj∗
(N−i+1)2
] (3.69)
for all 2 ≤ i ≤ N−2, using the definitions in (3.40), (3.41), and (3.42), and where the step from
(3.68) to (3.69) is explained in the Appendix, Lemma 5.1. Of course, if δ < 0 we can bound
(3.60) with the estimate provided for δ = 0.
This concludes the proof because ∑{nj0 ,nj1 ,nj2 ,...} |C
Q(i+1)j∗ ψ
{nj0 ,nj1 ,...}
|2 = 1. 
With the next lemma we prepare the ground for the result of Theorem 3.1. The key tool is
a sequence of real numbers constructed starting from the operator norm estimate established
in Lemma 3.3. For the use of this result in Theorem 3.1 we shall replace ǫ with ǫj∗ . Notice also
that δ is set equal to 1 +
√
ǫ and a larger lower bound for ν is considered in Lemma 3.5. This
will be however enough for our purposes.
Lemma 3.5. Assume ǫ > 0 sufficiently small. Consider for j ∈ N0 the sequence defined
iteratively according to
X2 j+2 := 1 − 1
4(1 + aǫ − 2bǫN−2 j−1 − 1−cǫ(N−2 j−1)2 )X2 j
(3.70)
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with initial condition X0 = 1 up to X2 j=N−2 where N(≥ 2) is even. Here,
aǫ := 2ǫ + O(ǫν) , ν > 118 , (3.71)
bǫ := (1 + ǫ)δ χ[0,2)(δ)
√
ǫ2 + 2ǫ
∣∣∣∣
δ=1+
√
ǫ
(3.72)
and
cǫ := −(1 − δ2 χ[0,2)(δ))(ǫ2 + 2ǫ)
∣∣∣∣
δ=1+
√
ǫ
(3.73)
with χ[0,2)(δ) the characteristic function of the interval [0, 2).
Then, the following estimate holds true for 2 ≤ N − 2 j ≤ N,
X2 j ≥ 12
[
1 + √ηaǫ −
bǫ/
√
ηaǫ
N − 2 j − ξ
]
(3.74)
with η = 1 − √ǫ, ξ = ǫΘ where Θ := min{2(ν − 118 ) ; 14 }.
Proof
See Lemma 5.2 in the Appendix. 
We are now ready for the rigorous construction of the Feshbach-Schur Hamiltonians up to
the value i = N − 2 of the flow.
Theorem 3.1. For
z ≤ EBogj∗ + (δ − 1)φj∗
√
ǫ2j∗ + 2ǫj∗(< 0) (3.75)
with δ = 1+ √ǫj∗ , 1N ≤ ǫνj∗ for some ν > 118 , and ǫj∗ sufficiently small, the operators K
Bog (i)
j∗ (z),
0 ≤ i ≤ N − 2 and even, are well defined 6. For i = 0, it is given in (3.14). For i =
2, 4, 6, . . . , N − 2 they correspond to
K
Bog (i)
j∗ (z) = Q
(>i+1)
j∗ (H
Bog
j∗ − z)Q
(>i+1)
j∗ (3.76)
−Q(>i+1)j∗ Wj∗ R
Bog
j∗ ; i,i(z)
∞∑
li=0
[
Γ
Bog
j∗ ; i,i(z)R
Bog
j∗ ; i,i(z)
]li W∗j∗Q(>i+1)j∗
where:
•
Γ
Bog
j∗ ; 2,2(z) := Wj∗ ; 2,0 R
Bog
j∗ ; 0,0(z)W
∗
j∗ ; 0,2 (3.77)
• for N − 2 ≥ i ≥ 4,
Γ
Bog
j∗ ; i,i(z) := Wj∗ ; i,i−2 R
Bog
j∗ ; i−2,i−2(z)
∞∑
li−2=0
[
Γ
Bog
j∗ ; i−2,i−2(z)R
Bog
j∗ ; i−2,i−2(z)
]li−2W∗j∗ ; i−2,i (3.78)
= Wj∗ ; i,i−2 (RBogj∗ ; i−2,i−2(z))
1
2
∞∑
li−2=0
[
(RBogj∗ ; i−2,i−2(z))
1
2Γ
Bog
j∗ ; i−2,i−2(z)(R
Bog
j∗ ; i−2,i−2(z))
1
2
]li−2 × (3.79)
×(RBogj∗ ; i−2,i−2(z))
1
2 W∗j∗ ; i−2,i .
6K
Bog (i)
j∗ (z) is self-adjoint on the domain of the Hamiltonian Q
(>i+1)
j∗ (H
Bog
j∗ − z)Q
(>i+1)
j∗ .
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Proof
The expression in (3.14) is trivially well defined because Q(0,1)j∗ H
Bog
j∗ Q
(0,1)
j∗ ≥ 0 and z < 0 for ǫj∗
sufficiently small. Thus, as it is also clear from the outline in Section 3.1.1, the main task is
showing that the Neumann expansion used at each successive step is well defined. Therefore,
we first show that the expression of K Bog (i)j∗ (z) for 2 ≤ i ≤ N − 2 is formally correct and later
we justify the Neumann expansions that have been used.
We assume the given expression of K Bog (i)j∗ (z) for 0 ≤ i ≤ N − 4 and derive K
Bog (i+2)
j∗ (z)
according to the formula
K
Bog (i+2)
j∗ (z) (3.80)
:= Q(>i+3)j∗ K
Bog (i)
j∗ (z)Q
(>i+3)
j∗ (3.81)
−Q(>i+3)j∗ K
Bog (i)
j∗ (z)Q
(i+2,i+3)
j∗
1
Q(i+2,i+3)j∗ K
Bog (i)
j∗ (z)Q
(i+2,i+3)
j∗
Q(i+2,i+3)j∗ K
Bog (i)
j∗ (z)Q
(>i+3)
j∗ .
Using Q(>i+3)j∗ Wj∗Q
(i,i+1)
j∗ = 0, we derive
Q(>i+3)j∗ K
Bog (i)
j∗ (z)Q
(>i+3)
j∗ (3.82)
= Q(>i+3)j∗ Q
(>i+1)
j∗ (H
Bog − z)Q(>i+1)j∗ Q
(>i+3)
j∗ (3.83)
−Q(>i+3)j∗ Q
(>i+1)
j∗ Wj∗ R
Bog
j∗ ; i,i(z)
∞∑
li=0
[
Γ
Bog
j∗ ; i,i(z)R
Bog
j∗ ; i,i(z)
]li W∗j∗Q(>i+1)j∗ Q(>i+3)j∗ (3.84)
= Q(>i+3)j∗ (H
Bog − z)Q(>i+3)j∗ (3.85)
where the term in (3.84) equals zero because
Q(>i+3)j∗ Wj∗R
Bog
j∗ ; i,i(z) = Q
(>i+3)
j∗ Wj∗Q
(i,i+1)
j∗ R
Bog
j∗ ; i,i(z) = 0. (3.86)
Likewise, we get
Q(>i+3)j∗ K
Bog (i)
j∗ (z)Q
(i+2,i+3)
j∗ (3.87)
= Q(>i+3)j∗ Q
(>i+1)
j∗ (H
Bog
j∗ − z)Q
(>i+1)
j∗ Q
(i+1,i+3)
j∗ (3.88)
−Q(>i+3)j∗ Q
(>i+1)
j∗ Wj∗ R
Bog
j∗ ; i,i(z)
∞∑
li=0
[
Γ
Bog
j∗ ; i,i(z)R
Bog
j∗ ; i,i(z)
]liW∗j∗Q(>i+1)j∗ Q(i+2,i+3)j∗
= Q(>i+3)j∗ Q
(>i+1)
j∗ (H
Bog
j∗ − z)Q
(>i+1)
j∗ Q
(i+2,i+3)
j∗ (3.89)
= Q(>i+3)j∗ Wj∗Q
(i+2,i+3)
j∗ . (3.90)
Combining these computations we obtain
K
Bog (i+2)
j∗ (z) (3.91)
= Q(>i+3)j∗ K
Bog (i)
j∗ (z)Q
(>i+3)
j∗ (3.92)
−Q(>i+3)j∗ K
Bog (i)
j∗ (z)Q
(i+2,i+3)
j∗
1
Q(i+2,i+3)j∗ K
Bog (i)
j∗ (z)Q
(i+2,i+3)
j∗
Q(i+1)j∗ K
Bog (i)
j∗ (z)Q
(>i+3)
j∗
= Q(>i+3)j∗ (H
Bog
j∗ − z)Q
(>i+3)
j∗ (3.93)
−Q(>i+3)j∗ Wj∗Q
(i+2,i+3)
j∗
1
Q(i+2,i+3)j∗ K
Bog (i)
j∗ (z)Q
(i+2,i+3)
j∗
Q(i+2,i+3)j∗ W
∗
j∗Q
(>i+3)
j∗ . (3.94)
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Now, we observe that
Q(i+2,i+3)j∗ K
Bog (i)
j∗ (z)Q
(i+2,i+3)
j∗ (3.95)
= Q(i+2,i+3)j∗ Q
(>i+1)
j∗ (H
Bog
j∗ − z)Q
(>i+1)
j∗ Q
(i+2,i+3)
j∗ (3.96)
−Q(i+2,i+3)j∗ Q
(>i+1)
j∗ Wj∗ R
Bog
j∗ ; i,i(z)
∞∑
li=0
[
Γ
Bog
j∗ ; i,iR
Bog
j∗ ; i,i(z)
]li W∗j∗Q(>i+1)j∗ Q(i+2,i+3)j∗ (3.97)
= Q(i+2,i+3)j∗ (H
Bog
j∗ − z)Q
(i+2,i+3)
j∗ (3.98)
−Q(i+2,i+3)j∗ Wj∗ R
Bog
j∗ ; i,i(z)
∞∑
li=0
[
Γ
Bog
j∗ ; i,iR
Bog
j∗ ; i,i(z)
]li W∗j∗Q(i+2,i+3)j∗ . (3.99)
If we insert the expression found for Q(i+2,i+3)j∗ K
Bog (i)
j∗ (z)Q
(i+2,i+3)
j∗ into (3.94), the (Neumann)
expansion in terms of the resolvent
Q(i+2,i+3)j∗
1
Q(i+2,i+3)j∗ (H
Bog
j∗ − z)Q
(i+2,i+3)
j∗
Q(i+2,i+3)j∗ =: R
Bog
j∗ ; i+2,i+2(z) (3.100)
and of the effective interaction
−Q(i+2,i+3)j∗ Q
(>i+1)
j∗ Wj∗R
Bog
j∗ ; i,i(z)
∞∑
li=0
[
Γ
Bog
j∗ ; i,iR
Bog
j∗ ; i,i(z)
]liW∗j∗Q(>i+1)j∗ Q(i+2,i+3)j∗ (3.101)
= −Wj∗ ; i+2,iRBogj∗ ; i,i(z)
∞∑
li=0
[
Γ
Bog
j∗ ; i,iR
Bog
j∗ ; i,i(z)
]liW∗j∗ ; i,i+2 (3.102)
=: −ΓBogj∗ ; i+2,i+2 (3.103)
yields the desired expression for K Bog (i+2)j∗ (z).
The formal steps used before become rigorous if for 2 ≤ i ≤ N − 2 the quantity
∞∑
li=0
[
(RBogj∗ ; i,i(z))
1
2Γ
Bog
j∗ ; i,i(z)(R
Bog
j∗ ; i,i(z))
1
2
]li
, z ≤ EBogj∗ +
√
ǫj∗φj∗
√
ǫ2j∗ + 2ǫj∗ , (3.104)
is seen to be a well defined operator. This is not difficult for i = 2 because, using the definition
in (3.77) and the result in Lemma 3.3, we can easily estimate
‖(RBogj∗ ; 2,2(z))
1
2Γ
Bog
j∗ ; 2,2(z)(R
Bog
j∗ ; 2,2(z))
1
2 ‖ < 1 . (3.105)
For N − 2 ≥ i ≥ 4, starting from the definition
Γ
Bog
j∗ ; i,i(z) := Wj∗ ; i,i−2 R
Bog
j∗ ; i−2,i−2(z)
∞∑
li−2=0
[
Γ
Bog
j∗ ; i−2,i−2(z)R
Bog
j∗ ; i−2,i−2(z)
]li−2W∗j∗ ; i−2,i (3.106)
we can write
(RBogj∗ ; i,i(z))
1
2Γ
Bog
j∗ ; i,i(R
Bog
i,i (z))
1
2 (3.107)
= (RBogj∗ ; i,i(z))
1
2 Wj∗ ; i,i−2 R
Bog
j∗ ; i−2,i−2(z)
∞∑
li−2=0
[
Γ
Bog
j∗ ; i−2,i−2(z)R
Bog
j∗ ; i−2,i−2(z)
]li−2 W∗j∗ ; i−2,i(RBogj∗ ; i,i(z)) 12 (3.108)
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= (RBogj∗ ; i,i(z))
1
2 Wj∗ ; i,i−2 (RBogj∗ ; i−2,i−2(z))
1
2 × (3.109)
×
∞∑
li−2=0
[
(RBogj∗ ; i−2,i−2(z))
1
2Γ
Bog
j∗ ; i−2,i−2(z)(R
Bog
j∗ ; i−2,i−2(z))
1
2
]li−2 × (3.110)
×(RBogj∗ ; i−2,i−2(z))
1
2 W∗j∗ ; i−2,i(R
Bog
j∗ ; i,i(z))
1
2 , (3.111)
and
∞∑
li=0
[(RBogj∗ ; i,i(z))
1
2Γ
Bog
j∗ ; i,i(R
Bog
j∗ ; i,i(z))
1
2 ]li (3.112)
=
∞∑
li=0
[
(RBogj∗ ; i,i(z))
1
2 Wj∗ ; i,i−2 (RBogj∗ ; i−2,i−2(z))
1
2 × (3.113)
×
∞∑
li−2=0
[
(RBogj∗ ; i−2,i−2(z))
1
2Γ
Bog
j∗ ; i−2,i−2(z)(R
Bog
j∗ ; i−2,i−2(z))
1
2
]li−2 × (3.114)
×(RBogj∗ ; i−2,i−2(z))
1
2 W∗j∗ ; i−2,i(R
Bog
j∗ ; i,i(z))
1
2
]li
.
Hence, it is enough to show that
‖(RBogj∗ ; i,i(z))
1
2 Wj∗ ; i,i−2(RBogj∗ ; i−2,i−2(z))
1
2 ‖2 ‖
∞∑
li−2=0
[
(RBogj∗ ; i−2,i−2(z))
1
2Γ
Bog
j∗ ; i−2,i−2(z)(R
Bog
j∗ ; i−2,i−2(z))
1
2
]li−2‖ < 1
(3.115)
so that we can estimate
‖
∞∑
li=0
[
(RBogj∗ ; i,i(z))
1
2Γ
Bog
j∗ ; i,i(R
Bog
j∗ ; i,i(z))
1
2
]li‖ (3.116)
≤ 1
1 − ‖(RBogj∗ ; i,i(z))
1
2 Wj∗ ; i,i−2(RBogi−2,i−2(z))
1
2 ‖2‖∑∞li−2=0
[
(RBogj∗ ; i−2,i−2(z))
1
2Γ
Bog
j∗ ; i−2,i−2(z)(R
Bog
j∗ ; i−2,i−2(z))
1
2
]li−2‖ .
To this purpose, we define
ˇΓ
Bog
j∗ ; i,i :=
∞∑
li=0
[(RBogj∗ ; i,i(z))
1
2Γ
Bog
j∗ ; i,i(R
Bog
j∗ ; i,i(z))
1
2 ]li for i ≥ 2 , (3.117)
and
ˇΓ
Bog
j∗ ; 0,0 := 1 . (3.118)
By induction, we shall prove that the R-H-S in (3.117) is a well defined bounded operator.
Notice that, using the definitions in (3.106) and (3.117), for i ≥ 4 we have the identity
ˇΓ
Bog
j∗ ; i,i(z) (3.119)
=
∞∑
li=0
[(RBogj∗ ; i,i(z))
1
2 Wj∗ ; i,i−2 (RBogj∗ ; i−2,i−2(z))
1
2 ˇΓ
Bog
j∗ ; i−2,i−2(z)(R
Bog
j∗ ; i−2,i−2(z))
1
2 W∗j∗ ; i−2,i(R
Bog
j∗ ; i,i(z))
1
2 ]li .
Due to the definitions in (3.77) and (3.118), and taking (3.117) into account, an analogous
identity holds for i = 2:
ˇΓ
Bog
j∗ ; 2,2 (3.120)
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=∞∑
l2=0
[
(RBogj∗ ; 2,2(z))
1
2 Wj∗ ; 2,0 (RBogj∗ ; 0,0(z))
1
2 (RBogj∗ ; 0,0(z))
1
2 W∗j∗ ; 0,2(R
Bog
j∗ ; 2,2(z))
1
2
]l2 (3.121)
=
∞∑
l2=0
[
(RBogj∗ ; 2,2(z))
1
2 Wj∗ ; 2,0 (RBogj∗ ; 0,0(z))
1
2 ˇΓ
Bog
j∗ ; 0,0(R
Bog
j∗ ; 0,0(z))
1
2 W∗j∗ ; 0,2(R
Bog
j∗ ; 2,2(z))
1
2
]l2
. (3.122)
Thus, for i ≥ 2, the inequality in (3.116) is equivalent to
1
‖ ˇΓBogj∗ ; i,i(z)‖
≥ 1 − ‖(RBogj∗ ; i,i(z))
1
2 Wj∗ ; i,i−2(RBogj∗ ; i−2,i−2(z))
1
2 ‖2‖ ˇΓBogj∗ ; i−2,i−2(z)‖ . (3.123)
Furthermore, an upper bound to ‖ ˇΓBogj∗ ; i,i(z)‖ implies that the Feshbach-Schur Hamiltonian K
Bog (i)
j∗ (z)
is well defined.
In order to show inequality (3.123) and the existence of an upper bound to ‖ ˇΓBogj∗ ; i,i(z)‖ we
consider the sequence, {Xi}, defined in Lemma 3.5 with ǫ ≡ ǫj∗ , starting from X0 ≡ 1. (We
recall that N is assumed to be even.)
We must verify that, for 0 ≤ i − 2 ≤ N − 4 with i even, and z ≤ EBogj∗ +
√
ǫj∗φj∗
√
ǫ2j∗ + 2ǫj∗ , if
1
‖ ˇΓBogj∗ ; i−2,i−2(z)‖
≥ Xi−2 (3.124)
then
1
‖ ˇΓBogj∗ ; i,i(z)‖
≥ Xi. (3.125)
From (3.74) in Lemma 3.5 we know that for N ≥ N − i + 2 ≥ 4 and ǫj∗ small enough
Xi−2 ≥
1
2
[
1 +
√
ηaǫj∗ −
bǫj∗ /
√
ηaǫj∗
N − i + 2 − ξ
]
≥ 38 + o(1) , (3.126)
where η = 1 − √ǫj∗ and ξ = ǫΘj∗ with Θ := min{2(ν −
11
8 ) ; 14 }. Hence, for (0 <)ǫj∗ sufficiently
small and 2 ≤ i ≤ N − 2 (⇒ N − i + 1 ≥ 3)
‖(RBogj∗ ; i,i(z))
1
2 Wj∗ ; i,i−2(RBogj∗ ; i−2,i−2(z))
1
2 ‖2‖ ˇΓBogj∗ ; i−2,i−2(z)‖ (3.127)
≤ 1
4(1 + aǫj∗ −
2bǫj∗
N−i+1 −
1−cj∗
(N−i+1)2 )Xi−2
(3.128)
≤ 3
4
+ o(1) , (3.129)
where we have used that7 for z ≤ EBogj∗ + (δ − 1)φj∗
√
ǫ2j∗ + 2ǫj∗ , δ ≤ 1 +
√
ǫj∗ , and ǫj∗ small
‖(RBogj∗ ; i,i(z))
1
2 Wj∗ ; i,i−2(RBogj∗ ; i−2,i−2(z))
1
2 ‖2 ≤ 1
4(1 + aǫj∗ −
2b(δ)ǫj∗
N−i+1 −
1−c(δ)j∗
(N−i+1)2 )
≤ 1
4(1 + aǫj∗ −
2bǫj∗
N−i+1 −
1−cj∗
(N−i+1)2 )
.
(3.130)
7The second inequality in (3.130) holds because − 2b
(δ)
ǫj∗
N−i+1 −
1−c(δ)j∗
(N−i+1)2 is nonincreasing as a function of δ in the con-
sidered range δ ≤ 1 + √ǫj∗ provided ǫj∗ is sufficiently small.
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Hence, we can conclude that (3.116) holds. Next, by means of (3.116) and Lemma 3.5 we
estimate
1
‖ ˇΓBogj∗ ; i,i(z)‖
≥ 1 − ‖(RBogj∗ ; i,i(z))
1
2 Wj∗ ; i,i−2(RBogj∗ ; i−2,i−2(z))
1
2 ‖2‖ ˇΓBogj∗ ; i−2,i−2(z)‖ (3.131)
≥ 1 − 1
4(1 + aǫj∗ −
2bǫj∗
N−i+1 − 1(N−i+1)2 )Xi−2
(3.132)
= Xi (3.133)
≥ 1
4
+ o(1) . (3.134)
We observe that the property holds at the first step because
1
‖ ˇΓBogj∗ ; 0,0(z)‖
= 1 = X0 . (3.135)
Thus, in the range considered for z, for ǫj∗ sufficiently small and fulfilling the assumptions
of Lemma 3.5, the Neumann expansions used on the R-H-S of (3.76) are well defined for
i ≤ N − 2. Moreover, ‖ ˇΓBogj∗ ; i,i(z)‖ (with i ≤ N − 2) does not diverge as ǫj∗ → 0. 
At each step the isospectrality property holds for the map F (i), 0 ≤ i ≤ N − 2, applied to
K
Bog (i−2)
j∗ (z) because (see [BFS]):
1. P (i)K Bog (i−2)j∗ (z)P (i) and P (i)K
Bog (i−2)
j∗ (z)P (i) are bounded operators on F N ;
2. the operator P (i)K Bog (i−2)j∗ (z)P (i) is bounded invertible on P (i)F N ;
3. P (i)(HBogj∗ −
∑
j∈Zd k2j a
∗
j aj)P (i) is a bounded operator on F N and P (i)
∑
j∈Zd k2j a
∗
j ajP
(i)
is a closed operator on P (i)F N .
4 Construction of the ground state of HBogj∗
We remind that, for i = N − 2, Q(>i+1)j∗ ≡ Q
(>N−1)
j∗ is the projection onto the subspace where
less than N − i = N − N + 1 = 1 particles in the modes j∗ and −j∗ are present, i.e., where no
particles in the modes j∗ and −j∗ are present.
4.1 Last step: fixed point and ground state energy
For the step from i = N − 2 to i = N we consider the projections P (N) := Pη := |η〉〈η| and
P (N) := Pη such that
P
(N) +P (N) = 1Q(>N−1)j∗ F N
. (4.1)
Formally, we get
K
Bog (N)
j∗ (z) (4.2)
:= F (N)(K Bog (N−2)j∗ (z)) (4.3)
= Pη(HBogj∗ − z)Pη (4.4)
23
−PηWj∗ RBogj∗ ; N−2,N−2(z)
∞∑
lN−2=0
[ΓBogj∗ ; N−2,N−2(z)R
Bog
j∗ ; N−2,N−2(z)]
lN−2 W∗j∗Pη
−PηWj∗ Pη
1
PηK
Bog (N−2)
j∗ (z)Pη
PηW∗j∗Pη (4.5)
because
PηWj∗ R
Bog
j∗ ; N−2,N−2(z)
∞∑
lN−2=0
[ΓBogj∗ ; N−2,N−2(z)R
Bog
j∗ ;,N−2,N−2(z)]
lN−2 W∗j∗Pη = 0 (4.6)
due to
[
a∗0a0 , Wj∗ R
Bog
j∗ ; N−2,N−2(z)
∞∑
lN−2=0
[ΓBogj∗ ; N−2,N−2(z)R
Bog
j∗ ;,N−2,N−2(z)]
lN−2 W∗j∗
]
= 0 (4.7)
combined with a∗0a0Pη = NPη and Pηa
∗
0a0Pη ≤ (N − 1)Pη.
The Hamiltonian K Bog (N)j∗ (z) is well defined if
Pη
1
PηK
Bog (N−2)
j∗ (z)Pη
Pη
in (4.5) is well defined. In this case, using PηW∗j∗Pη = 0 and Pη(H
Bog
j∗ − z)Pη = −zPη,
finally we would get
K
Bog (N)
j∗ (z) (4.8)
= −zPη (4.9)
−PηWj∗ RBogj∗ ; N−2,N−2(z)
∞∑
lN−2=0
[ΓBogj∗ ; N−2,N−2(z)R
Bog
j∗ ; N−2,N−2(z)]
lN−2 W∗j∗Pη .
Therefore, the operator K Bog (N)j∗ (z) would be a multiple of the projection |η〉〈η|, i.e.,
K
Bog (N)
j∗ (z) = fj∗(z)|η〉〈η| (4.10)
where
fj∗(z) := −z (4.11)
−〈η , Wj∗ RBogj∗ ; N−2,N−2(z)
∞∑
lN−2=0
[ΓBogj∗ ; N−2,N−2(z)R
Bog
j∗ ; N−2,N−2(z)]
lN−2 W∗j∗η〉. (4.12)
Notice that fj∗(z) > 0 for |z| sufficiently large (with z ≤ EBogj∗ +
√
ǫj∗φj∗
√
ǫ2j∗ + 2ǫj∗ ) because
lim
z→−∞〈η , Wj∗ R
Bog
j∗ ; N−2,N−2(z)
∞∑
lN−2=0
[ΓBogj∗ ; N−2,N−2(z)R
Bog
j∗ ; N−2,N−2(z)]
lN−2 W∗j∗η〉 = 0 . (4.13)
After determining the (fixed point) solution, z∗, to the equation
fj∗(z) = 0 (4.14)
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we shall show that the last step is implementable for
z < min
{
z∗ +
∆0
2
; EBogj∗ +
√
ǫj∗φj∗
√
ǫ2j∗ + 2ǫj∗
}
, (4.15)
where
∆0 := min
{
k2j | j ∈ Zd \ {0}
}
. (4.16)
4.1.1 Fixed point
We observe that in the scalar product
〈η , Wj∗ RBogj∗ ; N−2,N−2(z)
∞∑
lN−2=0
[ΓBogj∗ ; N−2,N−2(z)R
Bog
j∗ ; N−2,N−2(z)]
lN−2 W∗j∗η〉
= 〈η , Wj∗ (RBogj∗ ; N−2,N−2(z))
1
2 ˇΓ
Bog
j∗ ; N−2,N−2(z)(R
Bog
j∗ ; N−2,N−2(z))
1
2 W∗j∗η〉 (4.17)
the operators of the type
(RBogj∗ ; i,i(z))
1
2 Wj∗ ; i,i−2 (RBogj∗ ; i−2,i−2(z))
1
2 , (RBogj∗ ; i−2,i−2(z))
1
2 W∗j∗ ; i−2,i(R
Bog
j∗ ; i,i(z))
1
2 (4.18)
pop up when we expand ˇΓBogj∗ ; N−2,N−2(z) by iteration of the identity
ˇΓ
Bog
j∗ ; i,i(z) (4.19)
=
∞∑
li=0
[(RBogj∗ ; i,i(z))
1
2 Wj∗ ; i,i−2 (RBogj∗ ; i−2,i−2(z))
1
2 ˇΓ
Bog
j∗ ; i−2,i−2(z)(R
Bog
j∗ ; i−2,i−2(z))
1
2 W∗j∗ ; i−2,i(R
Bog
j∗ ; i,i(z))
1
2 ]li . (4.20)
Following the same arguments that have been used to re-express (3.57), in the scalar product
(4.17) the operator
Wj∗ R
Bog
j∗ ; N−2,N−2(z)
∞∑
lN−2=0
[ΓBogj∗ ; N−2,N−2(z)R
Bog
j∗ ; N−2,N−2(z)]
lN−2 W∗j∗ (4.21)
can be replaced with a function of the number operators a∗j∗aj∗ , a
∗
−j∗a−j∗ , and a
∗
0a0 only. Fur-
thermore, these (number) operators can be replaced by c-numbers because they act on vectors
with definite number of particles in the modes j∗, −j∗ and 0. This is due to the projections
contained in the definition of (RBogj∗ ; i,i(z))
1
2 and to the fact that η is a product state with all the
particles in the zero mode. It turns out that the couple of companion operators
(RBogj∗ ; i,i(z))
1
2φj∗
a∗0a
∗
0aj∗a−j∗
N
(RBogj∗ ; i−2,i−2(z))
1
2 , (RBogj∗ ; i−2,i−2(z))
1
2 φj∗
a0a0a
∗
j∗a
∗
−j∗
N
(RBogj∗ ; i,i(z))
1
2
(4.22)
can be replaced with the c-number
Wj∗ ; i,i−2(z)W∗j∗ ; i−2,i(z) (4.23)
:=
(nj0 − 1)nj0
N2
φ2j∗
(nj∗ + 1)(n−j∗ + 1)[
(nj0N φj∗ + k2j∗)(nj∗ + n−j∗) − z
] (4.24)
× 1[
( (nj0−2)N φj∗ + k2j∗)(nj∗ + n−j∗ ) + 2(
(nj0−2)
N φj∗ + k
2
j∗) − z
] (4.25)
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where
nj∗ + n−j∗ = N − i with i even ; nj∗ = n−j∗ ; nj0 = i . (4.26)
This argument is made rigorous in Proposition 5.7 where we show the identity
(4.17) = (1 − 1
N
) φj∗
2ǫj∗ + 2 − 4N − zφj∗
ˇGj∗ ; N−2,N−2(z) . (4.27)
Here (see Proposition 5.7), under the assumptions of Theorem 3.1, ˇGj∗ ; i,i(z), with 0 ≤ i ≤ N−2
and even, is defined recursively by the relation
ˇGj∗ ; i,i(z) :=
∞∑
li=0
[Wj∗ ;i,i−2(z)W∗j∗ ;i−2,i(z) ˇGj∗ ; i−2,i−2(z)]li (4.28)
with initial condition ˇGj∗ ; 0,0(z) ≡ 1. Thus, we have derived that the fixed point equation
fj∗(z) = 0 corresponds to
z = −(1 − 1
N
) φj∗
2ǫj∗ + 2 − 4N − zφj∗
ˇGj∗ ; N−2,N−2(z) (4.29)
= − φj∗
2ǫj∗ + 2 − zφj∗ + O(
1
N )
ˇGj∗ ; N−2,N−2(z) .
We observe that
∂ ˇGj∗ ; i,i(z)
∂z
= [ ˇGj∗ ; i,i(z)]2 × (4.30)
×
{∂[Wj∗ ;i,i−2(z)W∗j∗ ;i−2,i(z)]
∂z
ˇGj∗ ; i−2,i−2(z) (4.31)
+[Wj∗ ;i,i−2(z)W∗j∗ ;i−2,i(z)]
∂[ ˇGj∗ ; i−2,i−2(z)]
∂z
}
(4.32)
with
∂[Wj∗ ;i,i−2(z)W∗j∗ ;i−2,i(z)]
∂z
≥ 0 . (4.33)
Remark 4.1. Starting from (4.30)-(4.33), it is easy to show by induction that d ˇGj∗ ; i,i(z)dz ≥ 0
under the standing assumptions on ǫj∗ and N. Consequently, ˇGj∗ ; i,i(z) is nondecreasing and
f ′j∗(z) ≤ −1 (see (4.11)-(4.12)) in the considered domain.
4.2 Lower bound of ˇGj∗ ; N−2,N−2(z)
We recall that in Lemma 3.5 we have derived a lower bound to Xi. This has been used to show
that ‖ ˇΓBogj∗ ; i,i(z)‖ stays bounded (see Theorem 3.1) and the Feshbach-Schur flow is well defined.
Now, we must show that ˇGj∗ ; N−2,N−2(z) is large enough to conclude that there is a solution, z∗,
to the equation in (4.29).
To this purpose, for 0 < γ < 1 and z = EBogj∗ + (δ − 1)φj∗
√
ǫ2j∗ + 2ǫj∗ with
1 + (2
√
2 + 3
6 )
√
ǫj∗ ≤ δ ≤ 1 +
√
ǫj∗ ,
26
we consider the positive quantity
W (γ)j∗ ; i,i−2(z)W
∗ (γ)
j∗ ; i−2,i(z) :=
1
4
[
1 + a(γ)ǫj∗ −
2b(δ)ǫj∗
N−i+2 −
1−c(δ)ǫj∗
(N−i+2)2
] (4.34)
where a(γ)ǫj∗ := 2ǫj∗ + cγ[
ǫj∗
Nγ +
1
N + ǫ
2
j∗] with cγ > 0, and the coefficient b
(δ)
ǫj∗ , c
(δ)
ǫj∗ are given in
(3.41)-(3.42). For simplicity, we assume that γ is such that N1−γ is an even number. In Lemma
5.1, for z = EBogj∗ + (δ − 1)φj∗
√
ǫ2j∗ + 2ǫj∗ with 1 + (
2
√
2+3
6 )
√
ǫj∗ ≤ δ ≤ 1 +
√
ǫj∗ , we prove that
the inequality
W (γ)j∗ ; i,i−2(z)W
∗ (γ)
j∗ ; i−2,i(z) ≤ Wj∗ ; i,i−2(z)W
∗
j∗ ; i−2,i(z) (4.35)
holds for i ≥ N − N1−γ provided cγ is sufficiently large.
Next, we introduce a sequence of real numbers { ˜X(γ,δ)i } associated withW
(γ)
j∗ ; i,i−2(z)W
∗ (γ)
j∗ ; i−2,i(z)
that will be used to estimate ˇGj∗ ; N−2,N−2(z) from below: ˜X(γ,δ)i – with i even – is defined by
˜X(γ,δ)i+2 := 1 −
1
4(1 + a(γ)ǫ − 2b
(δ)
ǫ
N−i −
1−c(δ)ǫ
(N−i)2 ) ˜X
(γ,δ)
i
(4.36)
starting from ˜X(γ,δ)N−N1−γ = 1. Lemma 4.2 below provides an upper bound to ˜X
(γ,δ)
i .
Lemma 4.2. Let 0 < γ < 1 and, for simplicity, assume that N1−γ, N1−γ2 are both even. Let
i0 ≡ N − N1−γ and consider for j ∈ N and j ≥ i02 the sequence defined iteratively according to
the relation
˜X(γ,δ)2 j+2 := 1 −
1
4(1 + a(γ)ǫ − 2b
(δ)
ǫ
N−2 j −
1−c(δ)ǫ
(N−2 j)2 ) ˜X
(γ,δ)
2 j
(4.37)
with the initial condition ˜X(γ,δ)i0 = 1 up to ˜X
(γ,δ)
2 j=N−2. Here,
a
(γ)
ǫ := 2ǫ + cγ[
ǫ
Nγ
+
1
N
+ ǫ2] , cγ > 0, (4.38)
b(δ)ǫ := (1 + ǫ)δ
√
ǫ2 + 2ǫ , (4.39)
and
c
(δ)
ǫ := −(1 − δ2)(ǫ2 + 2ǫ) (4.40)
where:
• ǫ is sufficiently small and such that
ǫ2 +
ǫ
Nγ
+
1
N
≤ kγǫ
√
ǫ ,
1
N1−γ
≤ kγǫ , (4.41)
for some constant kγ sufficiently small;
• 1 + 2
√
2+3
6
√
ǫ ≤ δ ≤ 1 + √ǫ .
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Then, ˜X(γ,δ)2 j > 0 and for 2 ≤ N − 2 j ≤ N
1−γ
2 the following estimate holds true
(0 <) ˜X(γ,δ)2 j ≤
1
2
[
1 +
√
a
(γ)
ǫ −
1
N − 2 j + 1 − b(δ)ǫ
]
. (4.42)
Proof
See Lemma 5.4 in the Appendix. 
In the next corollary we relate ˇGj∗ ; i,i(z) to the element ˜X(γ,δ)i of the sequence defined in
Lemma 4.2.
Corollary 4.3. Let z = EBogj∗ + (δ − 1)φj∗
√
ǫ2j∗ + 2ǫj∗ with 1 + (
2
√
2+3
6 )
√
ǫj∗ ≤ δ ≤ 1 +
√
ǫj∗ . For
some 0 < γ < 1, consider a constant cγ sufficiently large to ensure the inequality in (4.35) for
i ≥ N − N1−γ. For the chosen cγ consider the sequence in (4.37) and assume the condition in
(4.41) with ǫj∗ sufficiently small. Then, , the inequality
ˇGj∗ ; i,i(z) ≥
1
˜X(γ,δ)i
, N − N1−γ =: i0 ≤ i ≤ N − 2 (with ǫ ≡ ǫj∗ ) , (4.43)
holds true.
Proof
We observe that the condition in (4.41) implies that 1N ≤ ǫνj∗ for some ν >
11
8 and, due to
Theorem 3.1, the functions ˇGj∗ ; i,i(z) are well defined (recall 0 ≤ ˇGj∗ ; i,i(z) ≤ ‖ ˇΓj∗ ; i,i(z)‖). From
(4.28) and ˇGj∗ ; 0,0(z) ≡ 1, one can deduce that
ˇGj∗ ; N−N1−γ,N−N1−γ(z) ≥ 1 =
1
˜X(γ,δ)N−N1−γ
. (4.44)
Then, by using (4.28) and (4.35), the result follows from an inductive argument. 
Next, we prove that there is a (unique) fixed point z∗ < EBogj∗ + (
2
√
2+3
6 )
√
ǫj∗φj∗
√
ǫ2j∗ + 2ǫj∗ .
Theorem 4.1. Let
z ≤ EBogj∗ +
√
ǫj∗φj∗
√
ǫ2j∗ + 2ǫj∗(< 0) . (4.45)
For some 0 < γ < 1, consider a constant cγ sufficiently large to ensure the inequality in (4.35)
for i ≥ N −N1−γ. For the chosen γ and cγ, consider the sequence defined in (4.37) and assume
the condition in (4.41) with ǫj∗ sufficiently small. Then fj∗(z) is well defined and there is only
one point z∗ such that fj∗(z∗) = 0, furthermore
z∗ < EBogj∗ + (
2
√
2 + 3
6 )
√
ǫj∗φj∗
√
ǫ2j∗ + 2ǫj∗ . (4.46)
Proof
We observe that the condition in (4.41) implies that 1N ≤ ǫνj∗ for some ν >
11
8 and, due to
Theorem 3.1, the functions ˇGj∗ ; i,i(z) are well defined. In Section 4.1.1 (see (4.29)), we have
observed that the fixed point equation fj∗(z) = 0 (see (4.11)-(4.12)) can be written
0 = − z
φj∗
− 1
2ǫj∗ + 2 − zφj∗ + O(
1
N )
ˇGj∗ ; N−2,N−2(z) . (4.47)
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In the mean field limit the solution z∗ to (4.47) is expected to be located at EBogj∗ (see [Se1]),
i.e., for N large
z∗
φj∗
≃
EBogj∗
φj∗
= −
[
ǫj∗ + 1 −
√
ǫ2j∗ + 2ǫj∗
]
. (4.48)
Under the assumptions of Lemma 4.2, for ǫ2j∗ +
ǫj∗
Nγ +
1
N ≤ kγǫj∗
√
ǫj∗ with ǫj∗ and kγ sufficiently
small, we deduce the bound in (4.42) at 2 j = N − 2:
˜X(γ,δ)N−2 ≤
1
2
(
1 +
√
d(γ)ǫj∗ + 2ǫj∗ −
1
3 − (1 + ǫj∗)δ
√
ǫ2j∗ + 2ǫj∗
)
(4.49)
≤
1 + 32
√
d(γ)ǫj∗ + 2ǫj∗ − δ2
√
ǫ2j∗ + 2ǫj∗
3 − (1 + ǫj∗ )δ
√
ǫ2j∗ + 2ǫj∗
(4.50)
where d(γ)ǫj∗ := cγ[ǫ2j∗ +
ǫ
Nγ +
1
N ]. Hence, using (4.43), we can estimate
ˇGj∗ ; N−2,N−2(z) ≥
1
˜X(γ,δ)N−2
≥
3 − (1 + ǫj∗ )δ
√
ǫ2j∗ + 2ǫj∗
1 + 32
√
d(γ)ǫj∗ + 2ǫj∗ − δ2
√
ǫ2j∗ + 2ǫj∗
(4.51)
for z = EBogj∗ + (δ − 1)φj∗
√
ǫ2j∗ + 2ǫj∗ where 1 + (
2
√
2+3
6 )
√
ǫj∗ ≤ δ ≤ 1 +
√
ǫj∗ .
Since EBogj := −
[
k2j +φj−
√
(k2j )2 + 2φjk2j
]
, using (4.51) for the considered values of z (i.e.,
z = EBogj∗ + (δ − 1)φj∗
√
ǫ2j∗ + 2ǫj∗ where 1 + (
2
√
2+3
6 )
√
ǫj∗ ≤ δ ≤ 1 +
√
ǫj∗) we can write
fj∗(z)
φj∗
≤
[
ǫj∗ + 1 − δ
√
ǫ2j∗ + 2ǫj∗
]
− 1
3ǫj∗ + 3 − δ
√
ǫ2j∗ + 2ǫj∗
1
X(γ,δ)N−2
+ O( 1
N
) (4.52)
≤
[
ǫj∗ + 1 − δ
√
ǫ2j∗ + 2ǫj∗
]
− 1
3ǫj∗ + 3 − δ
√
ǫ2j∗ + 2ǫj∗
{ 3 − (1 + ǫj∗)δ
√
ǫ2j∗ + 2ǫj∗
1 + 32
√
d(γ)ǫj∗ + 2ǫj∗ − δ2
√
ǫ2j∗ + 2ǫj∗
}
+ O( 1
N
)
=
[
ǫj∗ + 1 − δ
√
ǫ2j∗ + 2ǫj∗
]
−
3 − (1 + ǫj∗)δ
√
ǫ2j∗ + 2ǫj∗ + 3ǫj∗ − 3ǫj∗
3ǫj∗ + 3 − δ
√
ǫ2j∗ + 2ǫj∗
{ 1
1 + 32
√
d(γ)ǫj∗ + 2ǫj∗ − δ2
√
ǫ2j∗ + 2ǫj∗
}
+O( 1
N
)
=
[
ǫj∗ + 1 − δ
√
ǫ2j∗ + 2ǫj∗
]
−
{
1 −
ǫj∗δ
√
ǫ2j∗ + 2ǫj∗ + 3ǫj∗
3ǫj∗ + 3 − δ
√
ǫ2j∗ + 2ǫj∗
} 1
1 + 32
√
d(γ)ǫj∗ + 2ǫj∗ − δ2
√
ǫ2j∗ + 2ǫj∗
+ O( 1
N
)
≤
[
ǫj∗ + 1 − δ
√
2ǫj∗
]
−
{
1 − ǫj∗ + o(ǫj)
}{
1 − 3
2
√
d(γ)ǫj∗ + 2ǫj∗ +
δ
2
√
ǫ2j∗ + 2ǫj∗
}
+ O( 1
N
) (4.53)
= 2ǫj∗ +
3 − 3δ
2
√
2ǫj∗ +
3
2
√
2ǫj · O(
d(γ)ǫj∗
ǫj∗
) + o(ǫj) + O( 1N ) (4.54)
≤ 2ǫj∗ +
[3 − 3δ
2
√
2ǫj∗
∣∣∣∣
δ=1+( 2
√
2+3
6 )
√
ǫj∗
+
3
2
√
2ǫj · O(
d(γ)ǫj∗
ǫj∗
) + o(ǫj) + O( 1N ) (4.55)
29
≤ [2 − (2
√
2 + 3
2
√
2
) + O(
d(γ)ǫj∗
ǫj∗
√
ǫj∗
)]ǫj∗ + o(ǫj∗ ) + O(
1
N
) (4.56)
= [2
√
2 − 3
2
√
2
+ O(
d(γ)ǫj∗
ǫj∗
√
ǫj∗
)]ǫj∗ + o(ǫj∗ ) + O(
1
N
) (4.57)
Due to the assumption in (4.41), for kγ and ǫj∗ sufficiently small the R-H-S in (4.57) is strictly
negative. Since fj∗(z) is continuous and decreasing (see Remark 4.1) and fj∗(z) > 0 for |z|
sufficiently large, we conclude that for ǫj∗ and kγ sufficiently small there is a unique (fixed)
point z∗ in the range (4.45) such that fj∗(z∗) = 0 with
z∗ < E
Bog
j∗ + (
2
√
2 + 3
6 )
√
ǫj∗φj∗
√
ǫ2j∗ + 2ǫj∗ . (4.58)

We can now justify the last step of the iteration for z fulfilling the constraint in (4.61).
Lemma 4.4. Assume the condition in (4.41) (for some 0 < γ < 1) and Condition 3.2) in
Definition 1.1:
φj∗
∆0
Nµ
N(N − Nµ) <
1
2
,
1
Nµ
≤ O((√ǫj∗)1+θ) , (4.59)
for some 1 > µ > 0 , θ > 0. Consider the remainder (4.182) = O( 1√
ǫj∗
( 11+c√ǫj∗ )
Nµ) (where
c > 0) from Corollary 4.13. For ǫj∗ sufficiently small such that
∆0
2
+ (4.182) = ∆0
2
+ O( 1√
ǫj∗
( 1
1 + c√ǫj∗
)Nµ) > 0 (4.60)
and for
z < min
{
z∗ +
∆0
2
; EBogj∗ +
√
ǫj∗φj∗
√
ǫ2j∗ + 2ǫj∗
}
(4.61)
the Hamiltonian K Bog (N)j∗ (z) := F (N)(K
Bog (N−2)
j∗ (z)) is well defined and corresponds to fj∗(z)|η〉〈η|.
The point z∗ belongs to the interval (4.61).
Proof
We observe that z∗ belongs to the interval (4.61) due to the inequality in (4.58):
z∗ < E
Bog
j∗ + (
2
√
2 + 3
6 )
√
ǫj∗φj∗
√
ǫ2j∗ + 2ǫj∗z∗ < E
Bog
j∗ +
√
ǫj∗φj∗
√
ǫ2j∗ + 2ǫj∗ . (4.62)
In order to justify the last step8 of the Feshbach-Schur flow, it is enough to show that PηK Bog (N−2)j∗ (z)Pη
is bounded invertible on PηFN because as seen in the preliminary discussion (see (4.10)) this
implies K Bog (N)j∗ (z) = fj∗(z)|η〉〈η|. For ǫj∗ sufficiently small such that condition (4.60) holds,
we derive
PηK
Bog (N−2)
j∗ (z)Pη (4.63)
= Pη(HBogj∗ − z)Pη (4.64)
8With the given assumptions the previous steps are well defined due to Theorem 3.1.
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−PηWj∗ RBogj∗ ; N−2,N−2(z)
∞∑
lN−2=0
[ΓBogj∗ ; N−2,N−2(z)R
Bog
j∗ ; N−2,N−2(z)]
lN−2 W∗j∗Pη (4.65)
= Pη(HBogj∗ − z)Pη (4.66)
−PηWj∗ (RBogj∗ ; N−2,N−2(z))
1
2 ˇΓ
Bog
j∗ ; N−2,N−2(z) (R
Bog
j∗ ; N−2,N−2(z))
1
2 W∗j∗Pη (4.67)
≥ (∆0 − z)Pη (4.68)
−PηWj∗ (RBogj∗ ; N−2,N−2(z))
1
2 ˇΓ
Bog
j∗ ; N−2,N−2(z) (R
Bog
j∗ ; N−2,N−2(z))
1
2 W∗j∗Pη (4.69)
> (∆0
2
− z∗ + O( 1√
ǫj∗
( 1
1 + c√ǫj∗
)Nµ ))Pη (4.70)
−〈η|Wj∗ (RBogj∗ ; N−2,N−2(z∗))
1
2 ˇΓ
Bog
j∗ ; N−2,N−2(z∗) (R
Bog
j∗ ; N−2,N−2(z∗))
1
2 W∗j∗ |η〉Pη (4.71)
= (∆0
2
+ O( 1√
ǫj∗
( 1
1 + c√ǫj∗
)Nµ ))Pη (4.72)
> 0 (4.73)
for some c > 0. The step from (4.68)-(4.69) to (4.70)-(4.71) is legitimate because
• ∆0 − z > ∆02 − z∗ for z in the range given in (4.61);
• Pη projects onto a subspace of vectors with no particles in the modes ±j∗ and orthogonal
to η. Hence, as it is proven in Corollary 4.13,
‖PηWj∗ (RBogj∗ ; N−2,N−2(z))
1
2 ˇΓ
Bog
j∗ ; N−2,N−2(z) (R
Bog
j∗ ; N−2,N−2(z))
1
2 W∗j∗Pη‖ (4.74)
≤ ‖PηWj∗ (RBogj∗ ; N−2,N−2(z −
∆0
2
) 12 ˇΓBogj∗ ; N−2,N−2(z −
∆0
2
) × (4.75)
×(RBogj∗ ; N−2,N−2(z −
∆0
2
) 12 W∗j∗Pη‖
+O( 1√
ǫj∗
( 1
1 + c√ǫj∗
)Nµ ) (4.76)
holds true if the condition in (4.59) is satisfied. The argument in Corollary 4.13 makes
use of the re-expansion of ˇΓBogj∗ ; N−2,N−2(z) which is the content of Proposition 4.10;
• z − ∆02 < z∗ for z in the range given in (4.61) and
‖PηWj∗ (RBogj∗ ; N−2,N−2(w))
1
2 ˇΓ
Bog
j∗ ; N−2,N−2(w) (R
Bog
j∗ ; N−2,N−2(w))
1
2 W∗j∗Pη‖ (4.77)
= 〈η , Wj∗ (RBogj∗ ; N−2,N−2(w))
1
2 ˇΓ
Bog
j∗ ; N−2,N−2(w) (R
Bog
j∗ ; N−2,N−2(w))
1
2 W∗j∗η〉 (4.78)
is nondecreasing for w ≤ EBogj∗ +
√
ǫj∗φj∗
√
ǫ2j∗ + 2ǫj∗ (see Remark 4.1), therefore (recall
that z∗ belongs to the interval (4.61))
−‖PηWj∗ (RBogj∗ ; N−2,N−2(z −
∆0
2
)) 12 ˇΓBogj∗ ; N−2,N−2(z −
∆0
2
) (RBogj∗ ; N−2,N−2(z −
∆0
2
)) 12 W∗j∗Pη‖ (4.79)
≥ −〈η|Wj∗ (RBogj∗ ; N−2,N−2(z∗))
1
2 ˇΓ
Bog
j∗ ; N−2,N−2(z∗) (R
Bog
j∗ ; N−2,N−2(z∗))
1
2 W∗j∗ |η〉 . (4.80)
In the step from (4.70)-(4.71) to (4.72) we use the identity fj∗(z∗) = 0,
0 = −z∗ − 〈η|Wj∗ (RBogj∗ ; N−2,N−2(z∗))
1
2 ˇΓ
Bog
j∗ ; N−2,N−2(z∗) (R
Bog
j∗ ; N−2,N−2(z∗))
1
2 W∗j∗ |η〉 . (4.81)

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Remark 4.5. For any dimension d ≥ 1, condition (4.41) (for any 0 < γ < 1) and condition
(4.59) can be fulfilled in the mean field limiting regime.
At fixed particle density ρ and for d ≥ 2, condition (4.59) can be fulfilled if L is sufficiently
large.
Concerning the condition in (4.41) when the size of the box tends to infinity, it yields a relation
between the particle density and the size of the box. For example, choosing γ = 13 the density
ρ must scale like L3−d.
To conclude, we point out that by choosing γ = 13 , µ =
2
3 and ρ sufficiently large but indepen-
dent of L(> 1), the conditions in (4.41) and (4.59) are satisfied for d ≥ 3 and arbitrarily large
1 < L < ∞, i.e, in the thermodynamic limit.
4.3 Isospectrality and construction of the ground state vector
The isospectrality property (see the comment after Theorem 3.1) holds up to the last step.
Hence, if K Bog (N)j∗ (z∗)η = 0 then also the Hamiltonian K
Bog (N−2)
j∗ (z∗) has eigenvalue zero and
the corresponding eigenvector is
[
Pη −
1
PηK
Bog (N−2)
j∗ (z∗)Pη
PηK
Bog (N−2)
j∗ (z∗)Pη
]
η ≡ η . (4.82)
Furthermore, since K Bog (N)j∗ (z) is bounded invertible for z < z∗ so K
Bog (N−2)
j∗ (z) is.
Iterating this isospectrality argument, we get that HBogj∗ − z∗ has ground state energy zero,
i.e., HBogj∗ has ground state energy z∗, and the corresponding eigenvector is
ψ
Bog
j∗ (4.83)
:=
[
Q(>1)j∗ −
1
Q(0,1)j∗ (H
Bog
j∗ − z∗)Q
(0,1)
j∗
Q(0,1)j∗ (H
Bog
j∗ − z∗)Q
(>1)
j∗
]
× (4.84)
×
{ N−4∏
i=0 , i even
[
Q(>i+3)j∗ −
1
Q(i+2,i+3)j∗ K
Bog (i)
j∗ (z∗)Q
(i+2,i+3)
j∗
Q(i+2,i+3)j∗ K
Bog (i)
j∗ (z∗)Q
(>i+3)
j∗
]}
η .
In the next corollary we collect the results that hold for N and ǫj∗ > 0 fulfilling the assump-
tions of Theorem 4.1 and Lemma 4.4. In addition, we include the result proven in Lemma
5.5.
Corollary 4.6. Let ǫj∗ be sufficiently small. Then, the following properties hold true:
a) In the mean field limiting regime for any space dimension d ≥ 1, the (nondegenerate) ground
state energy (of HBogj∗ ) is z∗ and approaches E
Bog
j∗ as N = ρL
d → ∞. In this limit, the spectral
gap above z∗ is not smaller than
∆0
2
. (4.85)
b) In dimension d ≥ 3, at fixed (but large) ρ and arbitrarily large 1 < L < ∞, the nondegenerate
ground state energy (of HBogj∗ ) is z∗ and the spectral gap above it can be estimated not smaller
than
min
{∆0
2
; (−2
√
2 + 3
6 )
√
ǫj∗φj∗
√
ǫ2j∗ + 2ǫj∗
}
. (4.86)
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Lemma 5.5 implies that for d ≥ 4 and at fixed ρ the ground state energy z∗ tends to EBogj∗ as
N = ρLd → ∞. In the case d = 3, at fixed (large) ρ it follows from the argument outlined in
Remark 5.6.
c) Whenever the ground state energy z∗ exists, the corresponding eigenvector is
ψ
Bog
j∗ (4.87)
= η (4.88)
− 1
Q(N−2,N−1)j∗ K
Bog (N−4)
j∗ (z∗)Q
(N−2,N−1)
j∗
Q(N−2,N−1)j∗ W
∗
j∗η (4.89)
−
N/2∑
j=2
{ 2∏
r= j
[
− 1
Q(N−2r,N−2r+1)j∗ K
Bog (N−2r−2)
j∗ (z∗)Q
(N−2r,N−2r+1)
j∗
W∗j∗ ; N−2r,N−2r+2
]}
× (4.90)
× 1
Q(N−2,N−1)j∗ K
Bog (N−4)
j∗ (z∗)Q
(N−2,N−1)
j∗
Q(N−2,N−1)j∗ W
∗
j∗η
where K Bog (−2)j∗ (z∗) := H
Bog
j∗ − z∗.
Proof
As pointed out in Remark 4.5, in both cases a) and b) the assumptions of Theorem 4.1 and
Lemma 4.4 can be satisfied. The existence and uniqueness of the fixed point z∗ has been estab-
lished in Theorem 4.1. Lemma 4.4 implies that K Bog (N)j∗ (z) is well defined for z in the interval
(4.61) and K Bog (N)j∗ (z) = fj∗(z)|η〉〈η|. From the isospectrality property of the Feshbach-Schur
map and from fj∗(z) , 0 for z < z∗ we derive that the Hamiltonian HBogj∗ has nondegenerate
ground state energy z∗ with the corresponding eigenvector given by the formula in (4.88)-
(4.90). In Lemma 5.5 we prove that z∗ → EBogj∗ as N → ∞ in the mean field limit. The same
result holds at fixed ρ if d ≥ 4. For the convergence at fixed (large) ρ and d = 3 see Remark
5.6.
Concerning the estimate of the spectral gap above the ground state energy we recall that the
fixed point z∗ is the only fixed point in the interval given in (4.61). Indeed, z∗ belongs to (4.61)
and fj∗(z) is decreasing in this interval (see Remark 4.1). Hence, due to the isospectrality of
the Feshbach-Schur map we can estimate the spectral gap larger than
min
{
z∗ +
∆0
2
; EBogj∗ +
√
ǫj∗φj∗
√
ǫ2j∗ + 2ǫj∗
}
− z∗ . (4.91)
We recall that in the mean field limit the ground state energy z∗ tends to EBogj∗ as N = ρL
d →
∞. Therefore, in this limit the difference in (4.91) tends to ∆02 because ∆02 <
√
2k2j∗ <√
ǫj∗φj∗
√
ǫ2j∗ + 2ǫj∗ .
In dimension d ≥ 3 and at fixed (large) ρ we just exploit the upper bound in (4.58) and
estimate
min
{
z∗ +
∆0
2
; EBogj∗ +
√
ǫj∗φj∗
√
ǫ2j∗ + 2ǫj∗
}
− z∗ (4.92)
≥ min
{∆0
2
;
√
ǫj∗φj∗
√
ǫ2j∗ + 2ǫj∗ − (
2
√
2 + 3
6 )
√
ǫj∗φj∗
√
ǫ2j∗ + 2ǫj∗
}
(4.93)
= min
{∆0
2
; (−2
√
2 + 3
6 )
√
ǫj∗φj∗
√
ǫ2j∗ + 2ǫj∗
}
. (4.94)
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Using the selection rules of Wj∗ and W∗j∗ , it is straightforward to check that the expression
in (4.84) corresponds to the sum in (4.88)-(4.90). Now, we show how to control the expansion
of the ground state. It is not difficult to see that for any N
N/2∑
j=2
∥∥∥∥ {
2∏
r= j
[
− 1
Q(N−2r,N−2r+1)j∗ K
Bog (N−2r−2)
j∗ (z∗)Q
(N−2r,N−2r+1)
j∗
W∗N−2r,N−2r+2
]}
× (4.95)
× 1
Q(N−2,N−1)j∗ K
Bog (N−4)
j∗ (z∗)Q
(N−2,N−1)
j∗
Q(N−2,N−1)j∗ W
∗
j∗η
∥∥∥∥
is bounded by a series which is convergent for ǫj∗ > 0 sufficiently small. Indeed, using the
identity in (3.95)-(3.99) we have
1
Q(N−2r,N−2r+1)j∗ K
Bog (N−2r−2)
j∗ (z∗)Q
(N−2r,N−2r+1)
j∗
(4.96)
=
∞∑
lN−2r=0
RBogj∗ ; N−2r,N−2r(z∗)
[
Γ
Bog
j∗ ; N−2r,N−2r(z∗) R
Bog
j∗ ; N−2r,N−2r(z∗)
]lN−2r (4.97)
= [RBogj∗ ; N−2r,N−2r(z∗)]
1
2
∞∑
lN−2r=0
[
[RBogN−2r,N−2r(z∗)]
1
2Γ
Bog
j∗ ; N−2r,N−2r(z∗)[R
Bog
j∗ ; N−2r,N−2r(z∗)]
1
2
]lN−2r × (4.98)
×[RBogj∗ ; N−2r,N−2r(z∗)]
1
2
= [RBogj∗ ; N−2r,N−2r(z∗)]
1
2 ˇΓ
Bog
j∗ ; N−2r,N−2r(z∗)[R
Bog
j∗ ; N−2r,N−2r(z∗)]
1
2 (4.99)
where in the step from (4.98) to (4.99) we have used the definition in (3.117). Therefore, we
can write
{ 2∏
l= j
[
− 1
Q(N−2l,N−2l+1)j∗ K
Bog (N−2l−2)
j∗ (z∗)Q
(N−2l,N−2l+1)
j∗
W∗j∗ ; N−2l,N−2l+2
]}
× (4.100)
× 1
Q(N−2,N−1)j∗ K Bog (N−4)(z∗)Q
(N−2,N−1)
j∗
Q(N−2,N−1)j∗ W
∗
j∗η
=
{ 2∏
l= j
[
− [RBogj∗ ; N−2l,N−2l(z∗)]
1
2 ˇΓ
Bog
N−2l,N−2l(z∗)[R
Bog
j∗ ; N−2l,N−2l(z∗)]
1
2 W∗j∗ ; N−2l,N−2l+2
]}
× (4.101)
×[RBogj∗ ; N−2,N−2(z∗)]
1
2 ˇΓ
Bog
N−2,N−2(z∗)[R
Bog
j∗ ; N−2,N−2(z∗)]
1
2 W∗j∗η .
Hence, we estimate
∥∥∥∥{
2∏
l= j
[
− 1
Q(N−2l,N−2l+1)j∗ K
Bog (N−2l−2)
j∗ (z∗)Q
(N−2l,N−2l+1)
j∗
W∗j∗ ; N−2l,N−2l+2
]}
× (4.102)
× 1
Q(N−2,N−1)j∗ K
Bog (N−4)
j∗ (z∗)Q
(N−2,N−1)
j∗
Q(N−2,N−1)j∗ W
∗
j∗η
∥∥∥∥
≤
∥∥∥∥[RBogj∗ ; N−2 j,N−2 j(z∗)] 12
∥∥∥∥ ×
×
{ 2∏
l= j
∥∥∥∥ ˇΓBogj∗ ; N−2l,N−2l(z∗)
∥∥∥∥
∥∥∥∥[RBogj∗ ; N−2l,N−2l(z∗)] 12 W∗j∗ ; N−2l,N−2l+2[RBogj∗ ; N−2l+2,N−2l+2(z∗)] 12
∥∥∥∥} ×
×
∥∥∥∥ ˇΓBogj∗ ; N−2,N−2(z∗)
∥∥∥∥
∥∥∥∥[RBogj∗ ; N−2,N−2(z∗)] 12 Q(N−2,N−1)j∗ W∗j∗η
∥∥∥∥ .
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Next, we invoke the estimate∥∥∥∥[RBogj∗ ; N−2l,N−2l(z∗)] 12 W∗j∗ ; N−2l,N−2l+2[RBogj∗ ; N−2l+2,N−2l+2(z∗)] 12
∥∥∥∥ (4.103)
≤ 1
2
[
1 + aǫj∗ −
2bǫj∗
2l−1 −
1−cǫj∗
(2l−1)2 ]
1
2
(4.104)
from Lemma 3.3; recall (3.130) and the definition of bǫj∗ and cǫj∗ in (3.72) and (3.73), respec-
tively. In addition, from (3.125) and (3.126) we know that
‖ ˇΓBogj∗ ; N−2l,N−2l(z∗)‖ ≤
2[
1 + √ηaǫj∗ −
bǫj∗ /
√
ηaǫj∗
2l−ǫΘj∗
] , (4.105)
and, using arguments like in Lemma 3.3,
∥∥∥∥[RBogj∗ ; N−2 j,N−2 j(z∗)] 12
∥∥∥∥
∥∥∥∥[RBogj∗ ; N−2,N−2(z∗)] 12 Q(N−2,N−1)j∗ W∗j∗η
∥∥∥∥ ≤ O(1) . (4.106)
With the same ingredients we get ‖(4.89)‖ ≤ O(1).
Combining these estimates, we conclude that the sum
N/2∑
j=2
∥∥∥∥{
2∏
l= j
[
− 1
Q(N−2l,N−2l+1)j∗ K
Bog (N−2l−2)
j∗ (z∗)Q
(N−2l,N−2l+1)
j∗
W∗j∗ ; N−2l,N−2l+2
]}
× (4.107)
× 1
Q(N−2,N−1)j∗ K
Bog (N−4)
j∗ (z∗)Q
(N−2,N−1)
j∗
Q(N−2,N−1)j∗ W
∗
j∗η
∥∥∥∥ (4.108)
is bounded by a universal constant times the series
∞∑
j=2
c j :=
∞∑
j=2
{ 2∏
l= j
1[
1 + √ηaǫj∗ −
bǫj∗ /
√
ηaǫj∗
2l−ǫΘj∗
][
1 + aǫj∗ −
2bǫj∗
2l−1 −
1−cǫj∗
(2l−1)2
] 1
2
}
(4.109)
which is convergent because
c j
c j−1
=
1[
1 + √ηaǫj∗ −
bǫj∗ /
√
ηaǫj∗
2 j−ǫΘj∗
][
1 + aǫj∗ −
2bǫj∗
2 j−1 −
1−cǫj∗
(2 j−1)2
] 1
2
< 1 (4.110)
for j sufficiently large.
Remark 4.7. The sum of the series in (4.109) is clearly divergent in the limit ǫj∗ → 0. Nev-
ertheless, for any ǫj∗ > 0 the expansion (4.88)-(4.90) of ψBogj∗ is well defined and controlled
in terms of the parameter Σǫj∗ := 11+√ǫj∗+o(√ǫj∗ ) . On the contrary, the R-H-S of (4.47) is not
divergent as ǫj∗ tends to zero (and N →∞).
Remark 4.8. In the mean field limit (see [Se1], [LNSS]), and in the diagonal limit considered
in [DN], the control of the excitation spectrum that is derived in the quoted papers provides a
much more accurate estimate of the spectral gap.
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4.4 Re-expansion of the operators ΓBogj∗ ; i,i(z) and convergent expan-
sion of the ground state
This section is mostly devoted to the re-expansion of the operators ΓBogj∗ ; i,i(z), for z ≤ E
Bog
j∗ +
(δ − 1)φj∗
√
ǫ2j∗ + 2ǫj∗ with δ ≤ 1 +
√
ǫj∗ , which is stated in Proposition 4.10. From Proposition
4.10 we derive Corollary 4.13 that is a crucial ingredient for Lemma 4.4 and Lemma 5.5. In
this respect, we stress that Proposition 4.10 holds whenever the assumptions of Theorem 3.1
are satisfied.
In the sequel, at first we informally explain how to re-expand ΓBogj∗ ; 6,6(z). Next, in Propo-
sition 4.10 we show how to do it for any ΓBogj∗ ; i,i(z). For sake of brevity, in Sections 4.4.1 and
4.4.2 we drop the label j∗ in the notation used for ΓBogj∗ ; i,i(z), Wj∗ ; i,i−2, W∗j∗ ; i−2,i, and R
Bog
j∗ ; i,i(z).
We re-introduce the complete notation in Corollary 4.13.
In Section 4.4.3 we show how to expand the ground state vector in terms of the bare oper-
ators and, in general, how to provide a more explicit expression for it.
4.4.1 Informal description
Suppose that we want to approximate
Γ
Bog
6,6 (z) = W6,4 (R
Bog
4,4 (z))
1
2 × (4.111)
×
∞∑
l4=0
[
(RBog4,4 (z))
1
2 W4,2 (RBog2,2 (z))
1
2
∞∑
l2=0
[
(RBog2,2 (z))
1
2 W2,0 RBog0,0 (z)W∗0,2(R
Bog
2,2 (z))
1
2
]l2 ×
×(RBog2,2 (z))
1
2 W∗2,4(RBog4,4 (z))
1
2
]l4 (RBog4,4 (z)) 12 W∗4,6
up to a remainder the norm of which we estimate of order ch where 0 < c < 1, h ∈ N and
h ≥ 2. We start observing that if l4 = 0 then there is no summation in l2. Then, we proceed by
implementing the following steps:
• We isolate a first remainder
[ΓBog6,6 (z)](4,h+) (4.112)
:= W6,4 (RBog4,4 (z))
1
2 × (4.113)
×
∞∑
l4=h
[
(RBog4,4 (z))
1
2 W4,2 (RBog2,2 (z))
1
2
∞∑
l2=0
[
(RBog2,2 (z))
1
2 W2,0 RBog0,0 (z)W∗0,2(R
Bog
2,2 (z))
1
2
]l2 ×
×(RBog2,2 (z))
1
2 W∗2,4(RBog4,4 (z))
1
2
]l4(RBog4,4 (z)) 12 W∗4,6
and define [ΓBog6,6 (z)]
(0)
(4,h−) := W6,4 R
Bog
4,4 (z)W∗4,6.
• In the quantity that remains, i.e.,
[ΓBog6,6 (z)]
(0)
(4,h−) (4.114)
+W6,4 (RBog4,4 (z))
1
2 × (4.115)
×
h−1∑
l4=1
[
(RBog4,4 (z))
1
2 W4,2 (RBog2,2 (z))
1
2
∞∑
l2=0
[
(RBog2,2 (z))
1
2 W2,0 RBog0,0 (z)W∗0,2(R
Bog
2,2 (z))
1
2
]l2 ×
×(RBog2,2 (z))
1
2 W∗2,4(RBog4,4 (z))
1
2
]l4(RBog4,4 (z)) 12 W∗4,6 ,
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for each of the l4 factors in the product
[
(RBog4,4 (z))
1
2 W4,2 (RBog2,2 (z))
1
2
∞∑
l2=0
[
(RBog2,2 (z))
1
2 W2,0 RBog0,0 (z)W∗0,2(R
Bog
2,2 (z))
1
2
]l2 × (4.116)
×(RBog2,2 (z))
1
2 W∗2,4(RBog4,4 (z))
1
2
]l4
we split the summation ∑∞l2=0 into ∑h−1l2=0 +∑∞l2=h.
• We isolate a second remainder
[ΓBog6,6 (z)](2,h+;4,h−) (4.117)
:= W6,4 (RBog4,4 (z))
1
2 × (4.118)
×
∑ˆh−1
l4=1
[
(RBog4,4 (z))
1
2 W4,2 (RBog2,2 (z))
1
2
∞∑
l2=0
[
(RBog2,2 (z))
1
2 W2,0 RBog0,0 (z)W∗0,2(R
Bog
2,2 (z))
1
2
]l2 ×
×(RBog2,2 (z))
1
2 W∗2,4(RBog4,4 (z))
1
2
]l4(RBog4,4 (z)) 12 W∗4,6
where the symbol
∑ˆh−1
l4=1 stands for the sum of all the summands in
∑h−1
l4=1 where at least
in one of the l4 factors of the product in (4.116) the sum over l2 is replaced with the sum
starting from l2 = h.
• In the remaining quantity
(4.115) − [ΓBog6,6 (z)](2,h+;4,h−) (4.119)
we isolate the term
[ΓBog6,6 (z)](2,h−;4,h−) (4.120)
:= W6,4 (RBog4,4 (z))
1
2 × (4.121)
×
∑ˇh−1
l4=1
[
(RBog4,4 (z))
1
2 W4,2 (RBog2,2 (z))
1
2
h−1∑
l2=0
[
(RBog2,2 (z))
1
2 W2,0 RBog0,0 (z)W∗0,2(R
Bog
2,2 (z))
1
2
]l2 ×
×(RBog2,2 (z))
1
2 W∗2,4(RBog4,4 (z))
1
2
]l4(RBog4,4 (z)) 12 W∗4,6
where ∑ˇh−1l4=1 denotes the sum of all summands where at least in one factor of the product
[
(RBog4,4 (z))
1
2 W4,2 (RBog2,2 (z))
1
2
h−1∑
l2=0
[
(RBog2,2 (z))
1
2 W2,0 RBog0,0 (z)W∗0,2(R
Bog
2,2 (z))
1
2
]l2 × (4.122)
×(RBog2,2 (z))
1
2 W∗2,4(RBog4,4 (z))
1
2
]l4
the sum over l2 is replaced with
∑h−1
l2=1, so that we can write
(4.119) (4.123)
= W6,4 (RBog4,4 (z))
1
2
h−1∑
l4=1
[
(RBog4,4 (z))
1
2 W4,2 RBog2,2 (z)W∗2,4(R
Bog
4,4 (z))
1
2
]l4(RBog4,4 (z)) 12 W∗4,6 (4.124)
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+W6,4 (RBog4,4 (z))
1
2 × (4.125)
×
∑ˇh−1
l4=1
[
(RBog4,4 (z))
1
2 W4,2 (RBog2,2 (z))
1
2
h−1∑
l2=0
[
(RBog2,2 (z))
1
2 W2,0 RBog0,0 (z)W∗0,2(R
Bog
2,2 (z))
1
2
]l2 ×
×(RBog2,2 (z))
1
2 W∗2,4(RBog4,4 (z))
1
2
]l4 (RBog4,4 (z)) 12 W∗4,6 .
We define
[ΓBog6,6 (z)](>0)(4,h−) := (4.124) (4.126)
and
[ΓBog6,6 (z)](4,h−) := [Γ
Bog
6,6 (z)](0)(4,h−) + [Γ
Bog
6,6 (z)](>0)(4,h−) = (4.114) + (4.124) . (4.127)
Thus, we have split the original expression in (4.111) into the sum of two (leading) contribu-
tions each of them containing only finite sums
W6,4 (RBog4,4 (z))
1
2
h−1∑
l4=0
[
(RBog4,4 (z))
1
2 W4,2 RBog2,2 (z)W∗2,4(R
Bog
4,4 (z))
1
2
]l4 (RBog4,4 (z)) 12 W∗4,6 (4.128)
+W6,4 (RBog4,4 (z))
1
2 × (4.129)
×
∑ˇh−1
l4=1
[
(RBog4,4 (z))
1
2 W4,2 (RBog2,2 (z))
1
2
h−1∑
l2=0
[
(RBog2,2 (z))
1
2 W2,0 RBog0,0 (z)W∗0,2(R
Bog
2,2 (z))
1
2
]l2 ×
×(RBog2,2 (z))
1
2 W∗2,4(RBog4,4 (z))
1
2
]l4 (RBog4,4 (z)) 12 W∗4,6
plus the two remainders (4.117) and (4.113). Making use of the definitions, we have derived
the identity
Γ
Bog
6,6 (z) = [Γ
Bog
6,6 (z)](4,h−) + [Γ
Bog
6,6 (z)](4,h+) (4.130)
+[ΓBog6,6 (z)](2,h−;4,h−) + [Γ
Bog
6,6 (z)](2,h+;4,h−) . (4.131)
In the last part of this discussion we establish relations between the quantities in (4.130)-
(4.131) and the analogous quantities associated with ΓBog4,4 (z).
We observe that
Γ
Bog
4,4 (z) = [Γ
Bog
4,4 (z)](2,h−) + [Γ
Bog
4,4 (z)](2,h+) (4.132)
= [ΓBog4,4 (z)](0)(2,h−) + [Γ
Bog
4,4 (z)](>0)(2,h−) + [Γ
Bog
4,4 (z)](2,h+)
where
[ΓBog4,4 (z)](0)(2,h−) := W4,2R
Bog
2,2 (z)W∗2,4 , (4.133)
[ΓBog4,4 (z)](>0)(2,h−) := W4,2 (R
Bog
2,2 (z))
1
2
h−1∑
l2=1
[
(RBog2,2 (z))
1
2 W2,0 RBog0,0 (z)W∗0,2(R
Bog
2,2 (z))
1
2
]l2 (RBog2,2 (z)) 12 W∗2,4 ,
(4.134)
[ΓBog4,4 (z)](2,h+) := W4,2 (R
Bog
2,2 (z))
1
2
∞∑
l2=h
[
(RBog2,2 (z))
1
2 W2,0 RBog0,0 (z)W∗0,2(R
Bog
2,2 (z))
1
2
]l2 (RBog2,2 (z)) 12 W∗2,4 .
(4.135)
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Consequently,
h−1∑
l4=0
[
(RBog4,4 (z))
1
2Γ
Bog
4,4 (z)(R
Bog
4,4 (z))
1
2
]l4 (4.136)
=
h−1∑
l4=0
[
(RBog4,4 (z))
1
2 {[ΓBog4,4 (z)](0)(2,h−) + [Γ
Bog
4,4 (z)](>0)(2,h−) + [Γ
Bog
4,4 (z)](2,h+)}(R
Bog
4,4 (z))
1
2
]l4
. (4.137)
Furthermore, we can write
(4.137) (4.138)
=
h−1∑
l4=0
[
(RBog4,4 (z))
1
2 [ΓBog4,4 (z)](0)(2,h−)(R
Bog
4,4 (z))
1
2
]l4 (4.139)
+
∑ˇh−1
l4=1
[
(RBog4,4 (z))
1
2 [ΓBog4,4 (z)](2,h−)(R
Bog
4,4 (z))
1
2
]l4 (4.140)
+
∑ˆh−1
l4=1
[
(RBog4,4 (z))
1
2 [ΓBog4,4 (z)](2,h+)(R
Bog
4,4 (z))
1
2
]l4 (4.141)
provided:
• The symbol ∑ˇh−1l4=1 in (4.140) means summing from l4 = 1 up to h − 1 all the products
[
(RBog4,4 (z))
1
2X(RBog4,4 (z))
1
2
]l4 (4.142)
that are obtained by replacingX (for each factor) with the operators of the type [ΓBog4,4 (z)](0)(2,h−)
and [ΓBog4,4 (z)](>0)(2,h−), with the constraint that X is replaced with [Γ
Bog
4,4 (z)](>0)(2,h−) in at least
one factor.
• The symbol ∑ˆh−1l4=1 in (4.141) means summing from l4 = 1 up to h − 1 all the products
[
(RBog4,4 (z))
1
2X(RBog4,4 (z))
1
2
]l4 (4.143)
that are obtained by replacingX (for each factor) with the operators of the type [ΓBog4,4 (z)](2,h−)
and [ΓBog4,4 (z)](2,h+), with the constraint that X is replaced with [Γ
Bog
4,4 (z)](2,h+) in one factor
at least.
Thereby, we have derived the identities
[ΓBog6,6 (z)](4,h−) = W6,4 (R
Bog
4,4 (z))
1
2
h−1∑
l4=0
[
(RBog4,4 (z))
1
2 [ΓBog4,4 (z)](0)(2,h−)(R
Bog
4,4 (z))
1
2
]l4 (RBog4,4 (z)) 12 W∗4,6
[ΓBog6,6 (z)](2,h−;4,h−) = W6,4 (R
Bog
4,4 (z))
1
2
∑ˇh−1
l4=1
[
(RBog4,4 (z))
1
2 [ΓBog4,4 (z)](2,h−)(R
Bog
4,4 (z))
1
2
]l4 (RBog4,4 (z)) 12 W∗4,6
[ΓBog6,6 (z)](2,h+;4,h−) = W6,4 (R
Bog
4,4 (z))
1
2
∑ˆh−1
l4=1
[
(RBog4,4 (z))
1
2 [ΓBog4,4 (z)](2,h+)(R
Bog
4,4 (z))
1
2
]l4 (RBog4,4 (z)) 12 W∗4,6 .
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4.4.2 Re-expansion of the operators ΓBogj∗ ; i,i(z) in the general case
We adapt the strategy used to re-expand ΓBog6,6 (z) to the general case in Proposition 4.10, and
provide estimates both for the leading and for the remainder terms. To this purpose, first we
need some definitions.
Definition 4.9. Let h ∈ N, h ≥ 2, and z ≤ EBogj∗ + (δ − 1)φj∗
√
ǫ2j∗ + 2ǫj∗ with δ ≤ 1 +
√
ǫj∗ . Let
1
N ≤ ǫνj∗ for some ν > 118 and ǫj∗ ≡ ǫ be sufficiently small. We define:
1. For N − 2 ≥ j ≥ 4 with j even
[ΓBogj, j (z)]( j−2,h−) := [ΓBogj, j (z)](0)( j−2,h−) + [Γ
Bog
j, j (z)](>0)( j−2,h−) (4.144)
where
[ΓBogj, j (z)](0)( j−2,h−) := W j, j−2R
Bog
j−2, j−2(z)W∗j−2, j for j ≥ 2 (4.145)
and
[ΓBogj, j (z)](>0)( j−2,h−) (4.146)
:= W j, j−2 (RBogj−2, j−2(z))
1
2 × (4.147)
×
h−1∑
l j−2=1
[
(RBogj−2, j−2(z))
1
2 W j−2, j−4 RBogj−4, j−4(z)W∗j−4, j−2(R
Bog
j−2, j−2(z))
1
2
]l j−2(RBogj−2, j−2(z)) 12 W∗j−2, j
= W j, j−2 (RBogj−2, j−2(z))
1
2 × (4.148)
×
h−1∑
l j−2=1
[
(RBogj−2, j−2(z))
1
2 [ΓBogj−2, j−2(z)](0)( j−4,h−)(R
Bog
j−2, j−2(z))
1
2
]l j−2 (RBogj−2, j−2(z)) 12 W∗j−2, j .
For N − 2 ≥ j ≥ 4 with j even
[ΓBogj, j (z)]( j−2,h+) (4.149)
:= W j, j−2 (RBogj−2, j−2(z))
1
2
∞∑
l j−2=h
[
(RBogj−2, j−2(z))
1
2Γ
Bog
j−2, j−2(z)(R
Bog
j−2, j−2(z))
1
2
]l j−2 ×
×(RBogj−2, j−2(z))
1
2 W∗j−2, j .
2. For N − 2 ≥ j ≥ 6 and 2 ≤ r ≤ j − 4 with r and j even
[ΓBogj, j (z)](r,h−;r+2,h−;...; j−4,h−; j−2,h−) (4.150)
:= W j, j−2 (RBogj−2, j−2(z))
1
2
∑ˇh−1
l j−2=1
[
(RBogj−2, j−2(z))
1
2 [ΓBogj−2, j−2(z)](r,h−;r+2,h−;...; j−4,h−)(R
Bog
j−2, j−2(z))
1
2
]l j−2 ×
×(RBogj−2, j−2(z))
1
2 W∗j−2, j . (4.151)
Here, the symbol ∑ˇh−1l j−2=1 stands for a sum of terms resulting from operations A1 and A2
below:
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A1) At fixed 1 ≤ l j−2 ≤ h − 1 summing all the products
[
(RBogj−2, j−2(z))
1
2X(RBogj−2, j−2(z))
1
2
]l j−2 (4.152)
that are obtained by replacing X for each factor with the operators (iteratively de-
fined) of the type [ΓBogj−2, j−2(z)](m,h−;m+2,h−;...; j−4,h−) with r ≤ m ≤ j−4 where m is even,
and with the constraint that if r ≤ j−6 thenX is replaced with [ΓBogj−2, j−2(z)](r,h−;r+2,h−;...; j−4,h−)
in one factor at least, whereas if r = j−4 then X is replaced with [ΓBogj−2, j−2(z)](>0)( j−4,h−)
in one factor at least;
A2) Summing from l j−2 = 1 up to l j−2 = h − 1.
3. For N − 2 ≥ j ≥ 6 and 2 ≤ r ≤ j − 4 with r and j even
[ΓBogj, j (z)](r,h+;r+2,h−;...; j−4,h−; j−2,h−) (4.153)
:= W j, j−2 (RBogj−2, j−2(z))
1
2
∑ˇ+∞
l j−2=1
[
(RBogj−2, j−2(z))
1
2 [ΓBogj−2, j−2(z)](r,h+;r+2,h−;...; j−4,h−) ×
×(RBogj−2, j−2(z))
1
2
]l j−2(RBogj−2, j−2(z)) 12 W∗j−2, j . (4.154)
Here, the symbol ∑ˇh−1l j−2=1 stands for a sum of terms resulting from operations B1 and B2
below:
B1) At fixed 1 ≤ l j−2 ≤ h − 1, summing all the products
[
(RBogj−2, j−2(z))
1
2X(RBogj−2, j−2(z))
1
2
]l j−2 (4.155)
that are obtained by replacing X for each factor with the operators (iteratively de-
fined) of the type [ΓBogj−2, j−2(z)](m,h+;m+2,h−;...; j−4,h−) and [ΓBogj−2, j−2(z)](m′,h−;m′+2,h−;...; j−4,h−)
with r ≤ m ≤ j − 4 and 2 ≤ m′ ≤ j − 4 where m and m′ are even, and with the
constraint that X is replaced with [ΓBogj−2, j−2(z)](r,h+;r+2,h−;...; j−4,h−) in one factor at
least.
B2) Summing from l j−2 = 1 up to h − 1.
The definitions of above can be adapted in an obvious manner to the case h = ∞, in particular
the terms [ΓBogj, j (w)](l,h+;l+2,h−;...; j−4,h−; j−2,h−) are absent.
Proposition 4.10. Let 1N ≤ ǫνj∗ for some ν > 118 and ǫj∗ ≡ ǫ be sufficiently small. For any fixed
2 ≤ h ∈ N and for N − 2 ≥ i ≥ 4 and even, the splitting
Γ
Bog
i,i (z) =
i−2∑
r=2, r even
[ΓBogi,i (z)](r,h−;r+2,h−;...;i−2,h−) +
i−2∑
r=2 , r even
[ΓBogi,i (z)](r,h+;r+2,h−;...;i−2,h−) (4.156)
holds true for z ≤ EBogj∗ + (δ − 1)φjm
√
ǫ2j∗ + 2ǫj∗ with δ ≤ 1 +
√
ǫj∗ . Moreover, for 2 ≤ r ≤ i − 2
and even, the estimates ∥∥∥∥(RBogi,i (z)) 12 [ΓBogi,i (z)](r,h−;r+2,h−; ... ;i−2,h−)(RBogi,i (z)) 12
∥∥∥∥ (4.157)
≤
i∏
f=r+2 , f−r even
K f ,ǫ
(1 − Z f−2,ǫ)2
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and
‖(RBogi,i (z))
1
2 [ΓBogi,i (z)](r,h+;r+2,h−;...;i−2,h−)(R
Bog
i,i (z))
1
2 ‖ (4.158)
≤ (Zr,ǫ)h
i∏
f=r+2 , f−r even
K f ,ǫ
(1 − Z f−2,ǫ)2
hold true, where
Ki,ǫ :=
1
4(1 + aǫ − 2bǫN−i+1 − 1−cǫ(N−i+1)2 )
, Zi−2,ǫ :=
1
4(1 + aǫ − 2bǫN−i+3 − 1−cǫ(N−i+3)2 )
2[
1 + √ηaǫ − bǫ/
√
ηaǫ
N−i+4−ǫΘ
]
(4.159)
where aǫ , bǫ , and cǫ are defined in (3.71)-(3.72)-(3.73) and Θ := min{2(ν − 118 ) ; 14 }.
Proof
See Proposition 5.8 in the Appendix. 
Remark 4.11. From the definitions in (4.159) and the ǫ−dependence of aǫ , bǫ , and cǫ (see
(3.71)-(3.72)-(3.73)), it is evident that there exist constants C, c > 0 such that (assuming ǫ
sufficiently small)
K f ,ǫ
(1 − Z f−2,ǫ)2
≤ 1
1 + c
√
ǫ
(4.160)
for N − f > C√
ǫ
. With a similar computation, one can check that for N − 2 ≥ i > N − C√
ǫ
and
some c′ > 0
K f ,ǫ
(1 − Z f−2,ǫ)2
≤ (1 + c′
√
ǫ
N − f + O(
1
(N − f )2 )) (4.161)
In consequence, for N − 2 ≥ i > N − C√
ǫ
(and assuming for simplicity that N − C√
ǫ
is an even
number) the inequality
i∏
f=N− C√
ǫ
, f even
K f ,ǫ
(1 − Z f−2,ǫ)2
(4.162)
≤
i∏
f=N− C√
ǫ
, f even
(1 + c′
√
ǫ
N − f + O(
1
(N − f )2 )) (4.163)
=
i∏
f=N− C√
ǫ
, f even
exp[ln
(
1 + c′
√
ǫ
N − f + O(
1
(N − f )2 )
)
] ≤ O(1) (4.164)
holds true. Therefore, we can conclude that:
1) If N − C√
ǫ
≥ i ≥ r + 2
i∏
f=r+2 , f even
K f ,ǫ
(1 − Z f−2,ǫ)2
≤ O(( 1
1 + c
√
ǫ
)i−r−2) ; (4.165)
2) If N − 2 ≥ i > N − C√
ǫ
≥ r + 2, then
i∏
f=r+2 , f even
K f ,ǫ
(1 − Z f−2,ǫ)2
(4.166)
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=
[ N− C√ǫ∏
f=r+2 , f even
K f ,ǫ
(1 − Z f−2,ǫ)2
] [ i∏
f=N− C√
ǫ
+2 , f even
K f ,ǫ
(1 − Z f−2,ǫ)2
]
(4.167)
≤ O(( 1
1 + c
√
ǫ
)N− C√ǫ−r−2) . (4.168)
Remark 4.12. In this remark we explain how to provide an estimate of
‖(RBogi,i (z))
1
2
i−2∑
r=2, r even
[ΓBogi,i (w)](r,h−;r+2,h−;...;i−2,h−) (R
Bog
i,i (z))
1
2 ‖ (4.169)
without using (4.157) and the computations in Remark 4.11. Indeed, this would make the
estimate worse.
The operator in (4.169) can be expressed as a sum of products of operators of the type in
(3.38). We call “blocks" the operators of the type in (3.38) and define
E(‖(RBogi,i (z))
1
2
i−2∑
r=2, r even
[ΓBogi,i (w)](r,h−;r+2,h−;...;i−2,h−) (RBogi,i (z))
1
2 ‖) (4.170)
the upper bound obtained estimating the norm of the sum (of the operators) with the sum of the
norms of the summands, and the norm of each operator product with the product of the norms
of the blocks. The estimate of the norm of each block is provided by Lemma 3.3.
Next, we point out that
• by using the decomposition in (4.156) of Proposition 4.10 for h′ ≡ ∞, we get
(RBogi,i (w))
1
2Γ
Bog
i,i (w)(RBogi,i (w))
1
2 (4.171)
= (RBogi,i (w))
1
2
i−2∑
r=2, r even
[ΓBogi,i (w)](r,h′−;r+2,h′−;...;i−2,h′−)(RBogi,i (w))
1
2 , (4.172)
and
(RBogi,i (w))
1
2
i−2∑
r=2, r even
[ΓBogi,i (w)](r,h−;r+2,h−;...;i−2,h−)(R
Bog
i,i (w))
1
2 , h < ∞, (4.173)
is by construction a partial sum of the terms in (4.172);
• both for the estimate of the norm of (4.171) provided in Theorem 3.1 and for E(‖(4.173)‖)
we use the same procedure: by Lemma 3.3 we estimate the operator norm of the blocks
and of the products of blocks; then for each sum of products of blocks we sum up the
(estimates of the) operator norms of the products.
Hence, we can conclude that
E(‖(RBogi,i (z))
1
2
i−2∑
r=2, r even
[ΓBogi,i (w)](r,h−;r+2,h−;...;i−2,h−) (R
Bog
i,i (z))
1
2 ‖) (4.174)
≤ E(‖(RBogi,i (z))
1
2 Γ
Bog
i,i (w) (RBogi,i (z))
1
2 ‖) (4.175)
≤ 45 (4.176)
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where the last step follows for ǫ sufficiently small from the identity
(RBogi,i (w))
1
2Γ
Bog
i,i (R
Bog
i,i (w))
1
2 (4.177)
= (RBogi,i (w))
1
2 Wjm ; i,i−2 (RBogi−2,i−2(w))
1
2 × (4.178)
×
∞∑
li−2=0
[
(RBogi−2,i−2(w))
1
2Γ
Bog
i−2,i−2(w)(R
Bog
i−2,i−2(w))
1
2
]li−2 × (4.179)
×(RBogi−2,i−2(w))
1
2 W∗i−2,i(RBogi,i (w))
1
2 .
and from estimates (3.125), (3.39), and (3.130).
As a byproduct of the control of the decomposition in (4.156) and of the estimates in
(4.157)-(4.158), in the sequel we prove the estimate in (4.74)-(4.76) used in Lemma 4.4 for the
invertibility of PηK Bog (N−2)j∗ (z)Pη on PηF N .
Corollary 4.13. Let ǫj∗ be sufficiently small and z in the range defined in (4.61). Assume
1
N ≤ ǫνj∗ for some ν > 118 and µ as in Condition 3.2) of Definition 1.1. Then
‖PηWj∗ (RBogj∗ ; N−2,N−2(z))
1
2 ˇΓ
Bog
j∗ ; N−2,N−2(z) (R
Bog
j∗ ; N−2,N−2(z))
1
2 W∗j∗Pη‖ (4.180)
≤ ‖PηWj∗ (RBogj∗ ; N−2,N−2(z −
∆0
2
))) 12 ˇΓBogj∗ ; N−2,N−2(z −
∆0
2
)) × (4.181)
×(RBogj∗ ; N−2,N−2(z −
∆0
2
)) 12 W∗j∗Pη‖
+O( 1√
ǫj∗
( 1
1 + c√ǫj∗
)Nµ) (4.182)
where c > 0.
Proof
For any normalized vector ϕ ∈ PηF N with definite number of particles in the modes j ∈ Zd
we consider the scalar product
〈ϕ , Wj∗(RBogj∗ ; N−2,N−2(z))
1
2 ˇΓ
Bog
j∗ ; N−2,N−2(z) (R
Bog
j∗ ; N−2,N−2(z))
1
2 W∗j∗ϕ〉 . (4.183)
We make use of the decomposition in (4.156) along with the estimates in (4.157), (4.158), and
take Remark 4.11 and Remark 4.12 into account. Next, we invoke the result in Corollary 5.9
for N1−β ≡ Nµ, and we get
〈ϕ , Wj∗(RBogj∗ ; N−2,N−2(z))
1
2 ˇΓ
Bog
j∗ ; N−2,N−2(z) (R
Bog
j∗ ; N−2,N−2(z))
1
2 W∗j∗ϕ〉 (4.184)
=
∞∑
lN−2=0
〈ϕ , Wj∗RBogj∗ ; N−2,N−2(z)
{
Γ
Bog
j∗ ; N−2,N−2(z) R
Bog
j∗ ; N−2,N−2(z)
}lN−2 W∗j∗ϕ〉 (4.185)
=
∞∑
lN−2=0
〈ϕ , Wj∗RBogj∗ ; N−2,N−2(z)
{ N−4∑
r=N−Nµ, r even
[ΓBogj∗ ; N−2,N−2(z)](r,h−;r+2,h−;...;N−4,h−)|h≡∞ R
Bog
j∗ ; N−2,N−2(z)
}lN−2 W∗j∗ϕ〉
+O( 1√
ǫj∗
( 1
1 + c√ǫj∗
)Nµ) (4.186)
where: 1) The symbol |h≡∞ means that in the decomposition of ΓBogj∗ ; N−2,N−2(z) (see Proposition
4.10) we have chosen h ≡ ∞. We omit this symbol in the rest of the proof; 2) 1Nµ = o(
√
ǫj∗)
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(see Condition 3.2) in Definition 1.1), and for simplicity we have assumed that N −Nµ is even.
Similarly to the procedure used for the expression in (4.17), we observe that the scalar product
〈ϕ , Wj∗(RBogj∗ ; N−2,N−2(z))
1
2 ×
×
{
(RBogj∗ ; N−2,N−2(z))
1
2
N−2∑
r=N−Nµ, r even
[ΓBogj∗ ; N−2,N−2(z)](r,h−;r+2,h−;...;N−2,h−) (R
Bog
j∗ ; N−2,N−2(z))
1
2
}lN−2 ×
×(RBogj∗ ; N−2,N−2(z))
1
2 W∗j∗ϕ〉 (4.187)
corresponds to the same expression where:
1. The vector ϕ is replaced with η.
2. Each couple of companion operators
(RBogj∗ ; i,i(z))
1
2φj
a∗0a
∗
0aj∗a−j∗
N
(RBogj∗ ; i−2,i−2(z))
1
2 , (RBogj∗ ; i−2,i−2(z))
1
2 φj
a0a0a
∗
j∗a
∗
−j∗
N
(RBogj∗ ; i,i(z))
1
2
(4.188)
that pop up from the re-expansion of
(RBogj∗ ; N−2,N−2(z))
1
2 [ΓBogj∗ ; N−2,N−2(z)](r,h−;r+2,h−;...;N−2,h−)(R
Bog
j∗ ; N−2,N−2(z))
1
2
is replaced with the c-number
[Wj∗ ; i,i−2(z)W∗j∗ ; i−2,i(z)]ϕ (4.189)
:=
(nj0 − 1)nj0
N2
φ2j∗
(nj∗ + 1)(n−j∗ + 1)[
Eϕ + (nj0N φj∗ + k2j∗)(nj∗ + n−j∗ ) − z
] × (4.190)
× 1[
Eϕ + ( (nj0−2)N φj∗ + k2j∗ )(nj∗ + n−j∗) + 2(
(nj0−2)
N φj∗ + k
2
j∗) − z
](4.191)
=
1
N2
φ2j∗
(nj∗ + 1)(n−j∗ + 1)[ Eϕ
nj0
+ ( 1Nφj∗ +
k2j∗
nj0
)(nj∗ + n−j∗) − znj0
] × (4.192)
× 1[ Eϕ
nj0−1
+ ( 1Nφj∗ +
k2j∗
nj0−1
− φj∗N(nj0−1) )(nj∗ + n−j∗ + 2) −
z
nj0−1
] (4.193)
where nj0 > 1 (otherwise the expression vanishes) and
•
nj∗ + n−j∗ = N − i and nj∗ = n−j∗ , (4.194)
• 1 < nj0 < i equals i − s where s, i − 1 > s ≥ 1, is the number of particles in the
modes j < {0,±j∗} contained in the vector ϕ,
• Eϕ ≥ s∆0 is the kinetic energy of the state ϕ which is by assumption an eigenvector
of the kinetic energy operator.
We now show that (see (4.189))
[Wj∗ ;i,i−2(z)W∗j∗ ;i−2,i(z)]ϕ ≤ Wj∗ ;i,i−2
(
z − ∆0
2
)
W∗j∗ ;i−2,i
(
z − ∆0
2
)
(4.195)
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for z in the range defined in (4.61), where Wj∗ ;i,i−2(z)W∗j∗ ;i,i−2(z) is defined in (4.24)-(4.26). The only nontrivial inequality to be proven is
Eϕ
nj0 − 1
+ ( 1
N
φj∗ +
k2j∗
nj0 − 1
− φj∗
N(nj0 − 1)
)(nj∗ + n−j∗ + 2) −
z
nj0 − 1
(4.196)
≥ ∆0
2(i − 1) + (
1
N
φj∗ +
k2j∗
i − 1 −
φj∗
N(i − 1) )(nj∗ + n−j∗ + 2) −
z
i − 1 . (4.197)
Since Eϕ ≥ s∆0 and nj0 = i − s < i it is enough to show that
(s − 12 )∆0
(i − s − 1) −
φj∗
N(i − s − 1)(nj∗ + n−j∗ + 2) ≥ −
φj∗
N(i − 1) (nj∗ + n−j∗ + 2) (4.198)
which is equivalent to
∆0 ≥
sφj∗
N(s − 12 )(i − 1)
(nj∗ + n−j∗ + 2) . (4.199)
Since s ≥ 1, nj∗ + n−j∗ = N − i, and (recall i − 2 ≥ r ≥ N − Nµ)
i ≥ N − Nµ + 2 ⇒ nj∗ + n−j∗ + 2 ≤ Nµ
the inequality in (4.199) holds because we assume φj∗Nµ
∆0N(N−Nµ) <
1
2 (see Condition 3.2 in
Definition 1.1). Hence, the inequality in (4.198) holds too.
3. Due to an analogous argument, the operator
(RBogj∗ ; N−2,N−2(z))
1
2 W∗j∗ (4.200)
next to the vector ϕ is replaced with
√(N − s)(N − s − 1)
N
φj∗
[Eϕ + (k2j∗ +
N−2−s
N φj∗)2 − z]
1
2
(4.201)
which is less than √
1 − 1
N
φj∗
[(k2j∗ +
N−2
N φj∗)2 − z + ∆02 ]
1
2
(4.202)
due to the inequalities in (4.198) and (4.199) with nj∗ + n−j∗ = 0 and i = N.
Consequently, we can estimate
〈ϕ , Wj∗RBogj∗ ; N−2,N−2(z)
{ N−2∑
r=N−Nµ, r even
[ΓBogj∗ ; N−2,N−2(z)](r,h−;r+2,h−;...;N−2,h−) R
Bog
j∗ ; N−2,N−2(z)
}lN−2 W∗j∗ϕ〉 (4.203)
≤ 〈η , Wj∗RBogj∗ ; N−2,N−2(w)
{ N−2∑
r=N−Nµ, r even
[ΓBogj∗ ; N−2,N−2(w)](r,h−;r+2,h−;...;N−2,h−) R
Bog
j∗ ; N−2,N−2(w)
}lN−2 W∗j∗η〉 (4.204)
where w ≡ z − ∆02 . Next, we add the positive quantity – indeed we know that after the re-
expansion both quantities (4.205) and (4.206) below can be written as a sum of positive sum-
mands and the quantity in (4.206) is a partial sum of the terms in (4.205) – :
∞∑
lN−2=0
〈η , Wj∗RBogj∗ ; N−2,N−2(w)
{ N−2∑
r=2, r even
[ΓBogj∗ ; N−2,N−2(w)](r,h−;r+2,h−;...;N−2,h−) R
Bog
j∗ ; N−2,N−2(w)
}lN−2 W∗j∗η〉 (4.205)
−
∞∑
lN−2=0
〈η , Wj∗RBogj∗ ; N−2,N−2(w)
{ N−2∑
r=N−Nµ, r even
[ΓBogj∗ ; N−2,N−2(w)](r,h−;r+2,h−;...;N−2,h−) R
Bog
j∗ ; N−2,N−2(w)
}lN−2 W∗j∗η〉(4.206)
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to (4.204). Hence, we have shown that
〈ϕ , Wj∗(RBogj∗ ; N−2,N−2(z))
1
2 ˇΓ
Bog
j∗ ; N−2,N−2(z) (R
Bog
j∗ ; N−2,N−2(z))
1
2 W∗j∗ϕ〉 (4.207)
≤ 〈η , Wj∗(RBogj∗ ; N−2,N−2(w))
1
2 ˇΓ
Bog
j∗ ; N−2,N−2(w) (R
Bog
j∗ ; N−2,N−2(w))
1
2 W∗j∗η〉 (4.208)
+O( 1√
ǫj∗
( 1
1 + c√ǫj∗
)Nµ) (4.209)
with w ≡ z − ∆02 .
From (4.207)-(4.209), the inequality in (4.181) follows straightforwardly because the pos-
itive operator
Wj∗ (RBogj∗ ; N−2,N−2(z))
1
2 ˇΓ
Bog
j∗ ; N−2,N−2(z) (R
Bog
j∗ ; N−2,N−2(z))
1
2 W∗j∗
commutes with all number operators a∗j aj. 
4.4.3 Convergent expansion of the ground state
Starting from expression (4.88)-(4.90), for a given ζ > 0 we want to define a vector, (ψBogj∗ )ζ ,
in terms of the vector η and of a finite sum of products of the interaction terms W∗j∗ , Wj∗ , and
of the resolvent 1
ˆH0j∗−z∗
(see (3.2)), that approximates ψBogj∗ up to a quantity in norm less than
O(ζ) provided N is sufficiently large. Since we want to consider arbitrarily small ζ, we restrict
the analysis to the mean field limiting regime. The operations to be implemented are described
below for N sufficiently large:
• Using the convergence of the series in (4.109) we truncate the sum in (4.90) at some
ζ−dependent ¯j;
• In each summand obtained from the expression (4.90) after the truncation, for some
ζ−dependent h and j#, we replace the operators ΓBogj∗ ; i,i(z∗) (see (4.96)-(4.99)) with
i−2∑
r= j#, r even
[ΓBogj∗ ; i,i(z∗)](r,h−;r+2,h−;...;i−2,h−)
up to a remainder of sufficiently small operator norm depending on ζ. (Here, we make
use of Proposition 4.10 and Remark 4.11 in Section 4.4.2.) Thereby, we replace ΓBogj∗ ; i,i(z∗)
with a finite (ζ−dependent) sum of products of the operators Wj∗ ; j, j−2, W∗j∗ ; j−2, j (where
j# + 2 ≤ j < i) and RBogj∗ ; j, j(z∗) (where j# ≤ j < i).
Furthermore, for the (ζ-dependent) finite sum of terms that we have isolated we can invoke
the result of Lemma 5.5 to approximate z∗ with EBogj∗ up to an arbitrarily small error for N
sufficiently large. Therefore, in the mean field limit the approximation of ψBogj∗ in terms of the
vector η and of a finite sum of products of the interaction terms W∗j∗ , Wj∗ , and of the resolvent
1
ˆH0j∗−E
Bog
j∗
is up to any desired precision.
In order to get a more compact expression, after observing that the operators
Q(N−2l,N−2l+1)j∗
1
Q(N−2l,N−2l+1)j∗ K
Bog (N−2l−2)
j∗ (z∗)Q
(N−2l,N−2l+1)
j∗
Q(N−2l,N−2l+1)j∗ (4.210)
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commute with each number operator a∗j aj, we point out that the operators of the type in (4.210)
and contained in expression (4.88)-(4.90) can be replaced with c− numbers. Similarly to the
treatment of the quantity ˇGj∗ ; N−2,N−2(z∗) in Lemma 5.5, for 2l much smaller than N, these
c− numbers can be computed up to an arbitrarily small ζ-dependent remainder provided N is
sufficiently large. Indeed, Lemma 5.5 could be generalized to compute these quantities.
5 Appendix
In the first lemma we provide some lengthy computations needed in Lemma 3.3 and in the
proof of inequality (4.35) in Section 4.2.
Lemma 5.1. The step from (3.68) to (3.69) is justified under the assumptions of Lemma 3.3.
Furthermore, the inequality in (4.35) is verified for i ≥ N − N1−γ with 0 < γ < 1 provided the
(positive) constant cγ is sufficiently large.
Proof
The step from (3.68) to (3.69) is completed by the identities below where we assume 0 ≤ δ < 2
and 1N ≤ ǫν,
[
1 + ǫj∗ −
[
ǫj∗ + 1 + δ
√
ǫ2j∗ + 2ǫj∗
]
N − i + 1
][
1 + ǫj∗ −
1
N
+
[
ǫj∗ + 1 − δ
√
ǫ2j∗ + 2ǫj∗
]
N − i + 1
]
(5.1)
= (1 + ǫj∗)2 + O(ǫνj∗) +
[
ǫj∗ + 1 − δ
√
ǫ2j∗ + 2ǫj∗
]
N − i + 1 (1 + ǫj∗ ) −
[
ǫj∗ + 1 + δ
√
ǫ2j∗ + 2ǫj∗
]
N − i + 1 (1 + ǫj∗ )(5.2)
−
[
ǫj∗ + 1 − δ
√
ǫ2j∗ + 2ǫj∗
]
N − i + 1
[
ǫj∗ + 1 + δ
√
ǫ2j∗ + 2ǫj∗
]
N − i + 1 (5.3)
= (1 + ǫj∗)2 + O(ǫνj∗) −
[
2(ǫj∗ + 1)δ
√
ǫ2j∗ + 2ǫj∗
]
N − i + 1 −
[
(ǫj∗ + 1)2 − δ2(ǫ2j∗ + 2ǫj∗ )
]
(N − i + 1)2 (5.4)
= 1 + aǫj∗ −
2b(δ)ǫj∗
N − i + 1 −
1 − c(δ)ǫj∗
(N − i + 1)2 (5.5)
using the definitions in (3.40),(3.41), and (3.42).
With regard to the inequality in (4.35), by picking
z = EBogj∗ + (δ − 1)φj∗
√
ǫ2j∗ + 2ǫj∗ (5.6)
with 1 + 2
√
2+3
6
√
ǫ ≤ δ ≤ 1 + √ǫj∗ , we can write
− z
φj∗
=
[
ǫj∗ + 1 − δ
√
ǫ2j∗ + 2ǫj∗
]
and (for 2 ≤ i ≤ N − 2)
Wj∗ ; i,i−2(z)W∗j∗ ; i−2,i(z)|z=EBogj∗ +(δ−1)φj∗
√
ǫ2j∗+2ǫj∗
(5.7)
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=
(i − 1)i
N2
φ2j∗ × (5.8)
× (N − i + 2)
2
4
[
( iNφj∗ + (kj∗)2)(N − i) − z
][
( i−2N φj∗ + (kj∗)2)(N − i) + 2( i−2N φj∗ + (kj∗ )2) − z
] |
z=EBogj∗ +(δ−1)φj∗
√
ǫ2j∗+2ǫj∗
(5.9)
=
1
4
[
(1 + Ni ǫj∗)(1 − 2N−i+2 ) − Ni(N−i+2) zφj∗
] 1[
1 + Ni−1 ǫj∗ − 1i−1 − 1N−i+2 Ni−1 zφj∗
] |
z=EBogj∗ +(δ−1)φj∗
√
ǫ2j∗+2ǫj∗
(5.10)
=
1
4
{
(1 + Ni ǫj∗ )(1 − 2N−i+2 ) + Ni(N−i+2)
[
ǫj∗ + 1 − δ
√
ǫ2j∗ + 2ǫj∗
]} × (5.11)
× 1{
1 + Ni−1 ǫj∗ − 1i−1 + N(i−1)(N−i+2)
[
ǫj∗ + 1 − δ
√
ǫ2j∗ + 2ǫj∗
]}
=
1
4
{
1 + Ni ǫj∗ − 2N−i+2 + Ni(N−i+2)
[
− ǫj∗ + 1 − δ
√
ǫ2j∗ + 2ǫj∗
]} × (5.12)
× 1{
1 + Ni−1 ǫj∗ − 1i−1 + N(i−1)(N−i+2)
[
ǫj∗ + 1 − δ
√
ǫ2j∗ + 2ǫj∗
]} .
Then, it is enough to show that for a(γ)ǫj∗ := 2ǫj∗ + cγ[ǫ2j∗ +
ǫj∗
Nγ +
1
N ]
{
1 +
N
i
ǫj∗ −
2
N − i + 2 +
N
i(N − i + 2)
[
− ǫj∗ + 1 − δ
√
ǫ2j∗ + 2ǫj∗
]}
× (5.13)
×
{
1 +
N
i − 1ǫj∗ −
1
i − 1 +
N
(i − 1)(N − i + 2)
[
ǫj∗ + 1 − δ
√
ǫ2j∗ + 2ǫj∗
]}
(5.14)
≤ 1 + a(γ)ǫj∗ −
2b(δ)ǫj∗
N − i + 2 −
1 − c(δ)ǫj∗
(N − i + 2)2 (5.15)
provided i ≥ N − N1−γ and the (positive) constant cγ is sufficiently large. We observe that for
i ≥ N − N1−γ
{
1 + N
i
ǫj∗ −
2
N − i + 2 +
N
i(N − i + 2)
[
− ǫj∗ + 1 − δ
√
ǫ2j∗ + 2ǫj∗
]}
× (5.16)
×
{
1 + N
i − 1ǫj∗ −
1
i − 1 +
N
(i − 1)(N − i + 2)
[
ǫj∗ + 1 − δ
√
ǫ2j∗ + 2ǫj∗
]}
=
{
1 + N
i
ǫj∗ +
2N
i(N − i + 2) −
2
N − i + 2 −
2N
i(N − i + 2) +
N
i(N − i + 2)
[
− ǫj∗ + 1 − δ
√
ǫ2j∗ + 2ǫj∗
]}
× (5.17)
×
{
1 + N
i − 1ǫj∗ −
1
i − 1 +
N
(i − 1)(N − i + 2)
[
ǫj∗ + 1 − δ
√
ǫ2j∗ + 2ǫj∗
]}
=
{
1 + ǫj∗ + O(
ǫj∗
Nγ
) + O( 1
N
) − N
i(N − i + 2)
[
ǫj∗ + 1 + δ
√
ǫ2j∗ + 2ǫj∗
]}
× (5.18)
×
{
1 + ǫj∗ + O(
ǫj∗
Nγ
) + O( 1
N
) + N(i − 1)(N − i + 2)
[
ǫj∗ + 1 − δ
√
ǫ2j∗ + 2ǫj∗
]}
where in the step from (5.16) to (5.18) we have exploited Ni ǫj∗ = ǫj∗ + O(
ǫj∗
Nγ ) and 2Ni(N−i+2) −
2
N−i+2 = O( 1N ). Next, making use of N(i−1)(N−i+2) − Ni(N−i+2) = O( 1N ), we estimate
(5.18) (5.19)
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= (1 + ǫj∗)2 + O(
ǫj∗
Nγ
) + O( 1
N
) (5.20)
+(1 + ǫj∗)
N
(i − 1)(N − i + 2)
[
ǫj∗ + 1 − δ
√
ǫ2j∗ + 2ǫj∗
]}
(5.21)
−(1 + ǫj∗)
N
i(N − i + 2)
[
ǫj∗ + 1 + δ
√
ǫ2j∗ + 2ǫj∗
]
(5.22)
− N(i − 1)(N − i + 2)
N
i(N − i + 2)
[
ǫj∗ + 1 − δ
√
ǫ2j∗ + 2ǫj∗
][
ǫj∗ + 1 + δ
√
ǫ2j∗ + 2ǫj∗
]
(5.23)
= (1 + ǫj∗)2 + O(
ǫj∗
Nγ
) + O( 1
N
) (5.24)
−(1 + ǫj∗)
N
(i − 1)(N − i + 2)
[
2δ
√
ǫ2j∗ + 2ǫj∗
]
(5.25)
− N(i − 1)(N − i + 2)
N
i(N − i + 2)
[
ǫj∗ + 1 − δ
√
ǫ2j∗ + 2ǫj∗
][
ǫj∗ + 1 + δ
√
ǫ2j∗ + 2ǫj∗
]
(5.26)
< 1 + 2ǫj∗ + ǫ
2
j∗ + O(
ǫj∗
Nγ
) + O( 1
N
) (5.27)
− 1(N − i + 2)
[
2δ(1 + ǫj∗)
√
ǫ2j∗ + 2ǫj∗
]
(5.28)
− 1(N − i + 2)
1
(N − i + 2)
[
ǫj∗ + 1 − δ
√
ǫ2j∗ + 2ǫj∗
][
ǫj∗ + 1 + δ
√
ǫ2j∗ + 2ǫj∗
]
(5.29)
= 1 + 2ǫj∗ + ǫ
2
j∗ + O(
ǫj∗
Nγ
) + O( 1
N
) −
2b(δ)ǫj∗
(N − i + 2) −
1 − c(δ)ǫj∗
(N − i + 2)2 . (5.30)
Hence, the inequality in (4.35) holds for a sufficiently large constant cγ. 
Lemma 5.2. Assume ǫ > 0 sufficiently small. Consider for j ∈ N0 the sequence defined
iteratively according to the relation
X2 j+2 := 1 − 1
4(1 + aǫ − 2bǫN−2 j−1 − 1−cǫ(N−2 j−1)2 )X2 j
(5.31)
with the initial condition X0 = 1 up to XN−2. (We recall that N is assumed to be even.) Here,
aǫ := 2ǫ + O(ǫν) , ν > 118 , (5.32)
bǫ := (1 + ǫ)δ χ[0,2)(δ)
√
ǫ2 + 2ǫ
∣∣∣∣
δ=1+
√
ǫ
(5.33)
and
cǫ := −(1 − δ2 χ[0,2)(δ))(ǫ2 + 2ǫ)
∣∣∣∣
δ=1+
√
ǫ
(5.34)
with χ[0,2) the characteristic function of the interval [0, 2). Then, the following estimate holds
true for 2 ≤ N − 2 j ≤ N,
X2 j ≥
1
2
[
1 + √ηaǫ −
bǫ/
√
ηaǫ
N − 2 j − ξ
]
. (5.35)
with η = 1 − √ǫ, ξ = ǫΘ where Θ := min{2(ν − 118 ) ; 14 }.
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Proof
By setting 2l := N − 2 j and Y2l := X2 j, the statement of the lemma can be re-phrased in
terms of the sequence defined by the relation
Y2l−2 := 1 −
1
4(1 + aǫ − 2bǫ2l−1 − 1−cǫ(2l−1)2 )Y2l
(5.36)
and starting from YN ≡ 1 down to Y2.
Remark 5.3. We observe that for ǫ = 0 and initial value YN = 12 (1 − 1N ), the sequence Y2l can
be explicitly computed. Indeed, for Y2l = 12 (1 − 12l ) we have
Y2l−2 =
1
2
(1 − 1
2l − 2) = 1 −
1
4(1 − 1(2l−1)2 )12 (1 − 12l )
= 1 − 1
4(1 − 1(2l−1)2 )Y2l
. (5.37)
For ǫ small enough we consider the following inductive hypothesis
Y2l ≥
1
2
[
1 + √ηaǫ −
bǫ/
√
ηaǫ
2l − ξ
]
, (5.38)
with η = 1 − √ǫ and 0 < ξ < 1.
We observe that (5.38) is fulfilled for 2l = N and ǫ sufficiently small by the initial condition
YN ≡ 1. The inductive proof amounts to check the inequality
1 − 1
4(1 + aǫ − 2bǫ2l−1 − 1−cǫ(2l−1)2 )12
[
1 + √ηaǫ − bǫ/
√
ηaǫ
2l−ξ
] ≥ 12
[
1 + √ηaǫ −
bǫ/
√
ηaǫ
2l − 2 − ξ
]
that is equivalent to
f (l) := (1 − √ηaǫ +
bǫ/
√
ηaǫ
2l − 2 − ξ )(1 +
√
ηaǫ −
bǫ/
√
ηaǫ
2l − ξ )(1 + aǫ −
2bǫ
2l − 1 −
1 − cǫ
(2l − 1)2 ) ≥ 1 (5.39)
for any 2 ≤ l ≤ N2 . A lenghty calculation shows that
f (l) = (1 − √ηaǫ + bǫ2l − 2 − ξ +
√
ηaǫ − ηaǫ +
bǫ/
√
ηaǫ
2l − 2 − ξ −
bǫ/
√
ηaǫ
2l − ξ +
bǫ
2l − ξ −
b2ǫ /(ηaǫ )
(2l − 2 − ξ)(2l − ξ) ) (5.40)
×(1 + aǫ − 2bǫ2l − 1 −
1 − cǫ
(2l − 1)2 ) (5.41)
= 1 + aǫ(1 − η) − ηa2ǫ +
2ηbǫaǫ
2l − 1 +
ηaǫ (1 − cǫ )
(2l − 1)2 (5.42)
+
bǫ
2l − ξ +
aǫbǫ
2l − ξ −
2b2ǫ
(2l − ξ)(2l − 1) −
bǫ(1 − cǫ )
(2l − ξ)(2l − 1)2 +
bǫ
2l − 2 − ξ −
2bǫ
2l − 1 +
aǫbǫ
2l − 2 − ξ (5.43)
− 2b
2
ǫ
(2l − 2 − ξ)(2l − 1) −
bǫ (1 − cǫ)
(2l − 2 − ξ)(2l − 1)2 +
2(bǫ/√ηaǫ) − (bǫ/√ηaǫ)2
(2l − 2 − ξ)(2l − ξ) −
1 − cǫ
(2l − 1)2 (5.44)
+
aǫ[2(bǫ/√ηaǫ) − (bǫ/√ηaǫ)2]
(2l − 2 − ξ)(2l − ξ) −
2bǫ [2(bǫ/√ηaǫ) − (bǫ/√ηaǫ)2]
(2l − 1)(2l − 2 − ξ)(2l − ξ) (5.45)
− (1 − cǫ)[2(bǫ/
√
ηaǫ) − (bǫ/√ηaǫ)2]
(2l − 1)2(2l − 2 − ξ)(2l − ξ) (5.46)
= 1 (5.47)
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+aǫ(1 − η) − ηa2ǫ (5.48)
+
2(bǫ/√ηaǫ) − (bǫ/√ηaǫ)2
(2l − 2 − ξ)(2l − ξ) −
1
(2l − 1)2 (5.49)
+
bǫ
2l − ξ +
bǫ
2l − 2 − ξ −
2bǫ
2l − 1 (5.50)
+
2ηbǫaǫ
2l − 1 +
ηaǫ (1 − cǫ)
(2l − 1)2 +
aǫbǫ
2l − ξ +
aǫbǫ
2l − 2 − ξ +
aǫ [2(bǫ/√ηaǫ ) − (bǫ/√ηaǫ )2]
(2l − 2 − ξ)(2l − ξ) +
cǫ
(2l − 1)2 (5.51)
−2(bǫ/
√
ηaǫ) − (bǫ/√ηaǫ)2
(2l − 2 − ξ)(2l − ξ)
(1 − cǫ)
(2l − 1)2 (5.52)
− 2b
2
ǫ
(2l − ξ)(2l − 1) −
2b2ǫ
(2l − 2 − ξ)(2l − 1) (5.53)
− bǫ(1 − cǫ )(2l − ξ)(2l − 1)2 −
bǫ (1 − cǫ )
(2l − 2 − ξ)(2l − 1)2 −
2bǫ [2(bǫ/√ηaǫ) − (bǫ/√ηaǫ)2]
(2l − 1)(2l − 2 − ξ)(2l − ξ) (5.54)
Using the definitions of aǫ , bǫ , and cǫ , we observe that:
• For η = 1 − √ǫ and ǫ small enough
aǫ(1 − η) − ηa2ǫ > c1ǫ
3
2 ; (5.55)
for some c1 > 0 independent of ǫ;
• In the considered ranges for ξ and l, and for ǫ small,
2(bǫ/√ηaǫ ) − (bǫ/√ηaǫ )2 = 1 + O(ǫ2(ν−1)) + O(ǫ) (5.56)
so that
(5.49) = 4lξ − 2ξ − ξ
2 + 1
(2l − 2 − ξ)(2l − 1)2(2l − ξ) + O(
1
l2
ǫ2(ν−1)) + O( 1
l2
ǫ) (5.57)
> c2
ξ
l3
+
1
(2l − 2 − ξ)(2l − 1)2(2l − ξ) + O(
1
l2
ǫ2(ν−1)) + O( 1
l2
ǫ) (5.58)
for some c2 > 0 independent of ǫ, ξ, and l;
• In the considered ranges for l and ξ
(5.50) = bǫ
2l − ξ +
bǫ
2l − 2 − ξ −
2bǫ
2l − 1 =
bǫ (2 + 4lξ − 2ξ − 2ξ2)
(2l − ξ)(2l − 2 − ξ)(2l − 1) > 0 ; (5.59)
• In the considered ranges for ξ and l, and for ǫ small, the terms in (5.51) are all positive.
• In the considered ranges for ξ and l, and for ǫ small,
(5.52) = − 1(2l − 2 − ξ)(2l − 1)2(2l − ξ) + O(
1
l4
ǫ2(ν−1)) + O( 1
l4
ǫ) (5.60)
• The terms in (5.53) and (5.54) are O( 1l2 ǫ) and O( 1l3
√
ǫ), respectively.
In conclusion, we have to require that
c1ǫ
3
2 + c2
ξ
l3
+ O( 1
l2
ǫ2(ν−1)) + O( 1
l3
√
ǫ) + O( 1
l2
ǫ) > 0 . (5.61)
This is verified for
2(ν − 1) − 3
4
= Θ′ > 0 and ξ = ǫΘ (5.62)
with Θ := min{Θ′ ; 14 } and ǫ sufficiently small because:
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• c2 ξl3 − O( 1l3
√
ǫ) ≥ c3 ξl3 for some c3 > 0;
•
1
l2
ǫ = ǫ
1
8
1
l2
ǫ
3
4 ǫ
1
8 ≤ ǫ 18 [1
2
ǫ
3
2 +
ǫ
1
4
2l4
];
•
1
l2
ǫ2(ν−1) =
1
l2
ǫ2(ν−1)−
3
4 ǫ
3
4 =
1
l2
ǫΘ
′
ǫ
3
4 =
1
l2
ǫ
Θ′
2 ǫ
Θ′
2 ǫ
3
4 ≤ ǫ Θ
′
2 [ 1
2l4
ǫΘ
′
+
ǫ
3
2
2
] .
Therefore, for ǫ small enough (5.61) is fulfilled if
c1ǫ
3
2 + c3
ξ
l3
+ O(ǫ Θ2 [ 1
2l4
ǫΘ +
ǫ
3
2
2
]) + O(ǫ 18 1
2
ǫ
3
2 + ǫ
1
8
ǫ
1
4
2l4
) > 0 . (5.63)
In fact, for ǫ small enough and ξ = ǫΘ, the sum c1ǫ
3
2 + c2
ξ
l3 dominates the remaining terms and
the inequality in (5.61) holds true.
For an analogous sequence X(δ)2 j+2 defined by the initial condition X
(δ)
i0 ≡ 1 for some (even)
0 ≤ i0 < N − 2 and by the relation (5.31) but with b(δ)ǫ , c(δ)ǫ (see (3.41)-(3.42)) replacing bǫ and
cǫ , respectively, we can show that if δ ≤ 1 +
√
ǫ then X(δ)2 j ≥ X2 j for i0 ≤ 2 j ≤ N − 2. This
holds because 1 = X(δ)i0 ≥ Xi0 (> 0) and assuming that the property holds for 2 j we derive
X(δ)2 j+2 = 1 −
1
4(1 + aǫ − 2b
(δ)
ǫ
N−2 j−1 −
1−c(δ)ǫ
(N−2 j−1)2 )X
(δ)
2 j
(5.64)
≥ 1 − 1
4(1 + aǫ − 2bǫN−2 j−1 − 1−cǫ(N−2 j−1)2 )X
(δ)
2 j
(5.65)
≥ 1 − 1
4(1 + aǫ − 2bǫN−2 j−1 − 1−cǫ(N−2 j−1)2 )X2 j
= X2 j+2 (5.66)
≥ 1
2
[
1 + √ηaǫ −
bǫ/
√
ηaǫ
N − 2 j − ξ
]
(5.67)
where in the step from (5.64) to (5.65) we have use that − 2b(δ)ǫN−2 j−1 − 1−c
(δ)
ǫ
(N−2 j−1)2 is nonincreasing
in δ, for ǫ and δ in the assumed ranges.

Lemma 5.4. Let 0 < γ < 1 and, for notational simplicity, assume that N1−γ, N1−γ2 are both
even. Let i0 ≡ N − N1−γ and consider for j ∈ N and j ≥ i02 the sequence defined iteratively
according to the relation
˜X(γ,δ)2 j+2 := 1 −
1
4(1 + a(γ)ǫ − 2b
(δ)
ǫ
N−2 j −
1−c(δ)ǫ
(N−2 j)2 ) ˜X
(γ,δ)
2 j
(5.68)
with the initial condition ˜X(γ,δ)i0 = 1 up to ˜X
(γ,δ)
2 j=N−2. Here,
a
(γ)
ǫ := 2ǫ + cγ[
ǫ
Nγ
+
1
N
+ ǫ2] , cγ > 0, (5.69)
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b(δ)ǫ := (1 + ǫ)δ
√
ǫ2 + 2ǫ , (5.70)
and
c
(δ)
ǫ := −(1 − δ2)(ǫ2 + 2ǫ) (5.71)
where:
• ǫ is sufficiently small and such that
ǫ2 +
ǫ
Nγ
+
1
N
≤ kγǫ
√
ǫ ,
1
N1−γ
≤ kγǫ , (5.72)
for some constant kγ sufficiently small;
• 1 + 2
√
2+3
6
√
ǫ ≤ δ ≤ 1 + √ǫ .
Then, ˜X(γ,δ)2 j > 0 and for 2 ≤ N − 2 j ≤ N
1−γ
2 the following estimate holds true
(0 <) ˜X(γ,δ)2 j ≤
1
2
[
1 +
√
a
(γ)
ǫ −
1
N − 2 j + 1 − b(δ)ǫ
]
.
Proof
By setting 2l := N − 2 j and Y (γ,δ)2l := ˜X
(γ,δ)
2 j , the statement of the lemma can be re-phrased in
terms of the sequence defined by the relation
Y (γ,δ)2l−2 := 1 −
1
4(1 + a(γ)ǫ − 2b
(δ)
ǫ
2l −
1−c(δ)ǫ
4l2 )Y
(γ,δ)
2l
, (5.73)
starting from Y (γ,δ)2l=N1−γ = 1 down to Y
(γ,δ)
2l−2≡2. Since 1 +
2
√
2+3
6
√
ǫ ≤ δ ≤ 1 + √ǫ, the same
arguments of Lemma 5.2 ensure that 1 ≥ Y (γ,δ)2l > 0 if ǫ is small enough, so that the sequence
is well defined in the considered range for 2l.
Provided ǫ is small enough, and provided the inequalities in (5.72) are satisfied, we shall
prove that
Y (γ,δ)2l ≤
1
2
[
1 +
√
a
(γ)
ǫ −
1
2l + 1 − b(δ)ǫ
]
for 2 ≤ 2l < N1−γ2 assuming that it is true for 2l = N
1−γ
2 . The latter assumption will be shown to
be satisfied in the final part of the lemma.
Similarly to (5.39) in Lemma 5.2, it is enough to check that, for 4 ≤ 2l ≤ N1−γ2 , the
maximum of
f (l) := (1 −
√
a
(γ)
ǫ +
1
2l − 1 − b(δ)ǫ
)(1 +
√
a
(γ)
ǫ −
1
2l + 1 − b(δ)ǫ
)(1 + a(γ)ǫ −
b(δ)ǫ
l −
1 − c(δ)ǫ
(2l)2 ) (5.74)
is smaller than or equal to 1. In the computation below is helpful to recall that a(γ)ǫ = O(ǫ), b(δ)ǫ =
O(ǫ 12 ), and c(δ)ǫ = O(ǫ 12 ǫ) in the considered range of δ. We get
f (l) = 1 + (4lb
(δ)
ǫ − b2ǫ )(1 − c(δ)ǫ ) + 4l2c(δ)ǫ
(2l)2(4l2 − 1 − 4lb(δ)ǫ + (b(δ)ǫ )2)
(5.75)
+
√
a
(γ)
ǫ
2l + 1 − b(δ)ǫ
+
√
a
(γ)
ǫ
2l − 1 − b(δ)ǫ
− b
(δ)
ǫ
l (5.76)
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−(a(γ)ǫ )2 +
a
(γ)
ǫ b(δ)ǫ
l +
a
(γ)
ǫ (1 − c(δ)ǫ )
(2l)2 +
a
(γ)
ǫ
√
a
(γ)
ǫ
2l + 1 − b(δ)ǫ
−
b(δ)ǫ
√
a
(γ)
ǫ
(2l − 1 − b(δ)ǫ )l
−
√
a
(γ)
ǫ (1 − c(δ)ǫ )
(2l − 1 − b(δ)ǫ )(2l)2
+
a
(γ)
ǫ
√
a
(γ)
ǫ
2l − 1 − b(δ)ǫ
−
b(δ)ǫ
√
a
(γ)
ǫ
(2l + 1 − b(δ)ǫ )l
−
√
a
(γ)
ǫ (1 − c(δ)ǫ )
(2l + 1 − b(δ)ǫ )(2l)2
+
a
(γ)
ǫ
4l2 − 1 − 4lb(δ)ǫ + (b(δ)ǫ )2
− b
(δ)
ǫ
l(4l2 − 1 − 4lb(δ)ǫ + (b(δ)ǫ )2)
= 1 − (b
(δ)
ǫ )2
(2l)2(4l2 − 1) − (a
(γ)
ǫ )2 (5.77)
+
a
(γ)
ǫ
(2l)2 +
a
(γ)
ǫ
4l2 − 1 −
b(δ)ǫ
√
a
(γ)
ǫ
(2l − 1)l −
b(δ)ǫ
√
a
(γ)
ǫ
(2l + 1)l (5.78)
+
√
a
(γ)
ǫ
2l + 1 − b(δ)ǫ
+
√
a
(γ)
ǫ
2l − 1 − b(δ)ǫ
− b
(δ)
ǫ
l (5.79)
−
√
a
(γ)
ǫ
(2l + 1 − b(δ)ǫ )(2l)2
−
√
a
(γ)
ǫ
(2l − 1 − b(δ)ǫ )(2l)2
(5.80)
− b
(δ)
ǫ
l(4l2 − 1 − 4lb(δ)ǫ )
+
4lb(δ)ǫ
(2l)2(4l2 − 1 − 4lb(δ)ǫ )
(5.81)
+
1
l o(ǫ) (5.82)
First we observe that due to the assumption in (5.72) we can write
b(δ)ǫ ≥
√
a
(γ)
ǫ + [
2
√
2 + 3
6 + k
′
γ]ǫ (5.83)
where |k′γ | > 0 can be made arbitrarily small provided kγ > 0 is sufficiently small, in particular
we consider |k′γ | < 2
√
2+3
6 . We point out that:
• Because of (5.83) the sum of the terms in (5.78) is negative;
• The term in (5.81) is identically zero;
• As far as (5.79) and (5.80) are concerned, due to (5.83) we can write
(5.79) ≤
√
a
(γ)
ǫ
2l + 1 − bǫ
+
√
a
(γ)
ǫ
2l − 1 − bǫ
−
√
a
(γ)
ǫ
l −
[(2
√
2+3
6 ) + k′γ]ǫ
l (5.84)
=
√
a
(γ)
ǫ (2lb(δ)ǫ − (b(δ)ǫ )2 + 1)
(2l + 1 − b(δ)ǫ )(2l − 1 − b(δ)ǫ )l
−
[(2
√
2+3
6 ) + k′γ]ǫ
l (5.85)
and
(5.80) = −
√
a
(γ)
ǫ
(2l + 1 − b(δ)ǫ )(2l)2
−
√
a
(γ)
ǫ
(2l − 1 − b(δ)ǫ )(2l)2
(5.86)
= −
√
a
(γ)
ǫ (4l − 2b(δ)ǫ )
(2l + 1 − b(δ)ǫ )(2l − 1 − b(δ)ǫ )(2l)2
, (5.87)
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hence
(5.79) + (5.80) ≤
√
a
(γ)
ǫ (4l2b(δ)ǫ − 2l(b(δ)ǫ )2 + b(δ)ǫ )
(2l + 1 − b(δ)ǫ )(2l − 1 − b(δ)ǫ )2l2
−
[2
√
2+3
6 + k
′
γ]ǫ
l ; (5.88)
• Concerning (5.88), we notice that
√
a
(γ)
ǫ (4l2b(δ)ǫ + b(δ)ǫ )
(2l + 1 − b(δ)ǫ )(2l − 1 − b(δ)ǫ )2l2
(5.89)
=
4ǫ
(2l + 1 − b(δ)ǫ )(2l − 1 − b(δ)ǫ )
+
ǫ
(2l + 1 − b(δ)ǫ )(2l − 1 − b(δ)ǫ )l2
(5.90)
+
1
l2
o(ǫ) . (5.91)
Furthermore, since l ≥ 2, for ǫ and |k′γ | sufficiently small
4ǫ
(2l + 1 − b(δ)ǫ )(2l − 1 − b(δ)ǫ )
+
ǫ
(2l + 1 − b(δ)ǫ )(2l − 1 − b(δ)ǫ )l2
−
[2
√
2+3
6 + k
′
γ]ǫ
l < −c
ǫ
l
(5.92)
for some c > 0.
These observations show that f (l) < 1 for ǫ sufficiently small.
Now we prove that in fact Y (γ,δ)2l ≤ 12
[
1 +
√
a
(γ)
ǫ − 12l+1−b(δ)ǫ
]
for 2l = N1−γ2 and ǫ sufficiently
small. Starting from the definition
Y (γ,δ)2l−2 := 1 −
1
4(1 + a(γ)ǫ − 2b
(δ)
ǫ
2l −
1−c(δ)ǫ
4l2 )Y
(γ,δ)
2l
, Y (γ,δ)2l=N1−γ = 1 , (5.93)
we observe that for N1−γ2 ≤ 2l ≤ N1−γ the inequality Y
(γ,δ)
2l ≤ ˇY2l holds where ˇY2l is defined by
ˇY2l−2 := 1 −
1
4(1 + a(γ)ǫ ) ˇY2l
(5.94)
with ˇYN1−γ ≡ 1. Furthermore, the bound
ˇY2l ≥ ˇY := 12 +
1
2
√
a
(γ)
ǫ
1 + a(γ)ǫ
, (5.95)
holds true, where ˇY solves the equation
y = 1 − 1
4(1 + a(γ)ǫ )y
. (5.96)
Hence, using (5.94), (5.96) and the bound in (5.95) we can estimate
| ˇY − ˇY2l−2| = 1
4(1 + a(γ)ǫ )
| ˇY − ˇY2l|
ˇY · ˇY2l
≤ 1
(1 + cǫ 12 )
| ˇY − ˇY2l| ≤ [ 1
1 + cǫ 12
](N1−γ−2l+2)/2 | ˇY − ˇYN1−γ |
(5.97)
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for some c > 0. Finally, due to the second inequality in (5.72), we can conclude that if κγ is
sufficiently small then
Y (γ,δ)
N1−γ
2
≤ ˇY N1−γ
2
= ˇY N1−γ
2
− ˇY+ ˇY ≤ O([ 1
1 + cǫ 12
] N
1−γ
4 )+1
2
+
1
2
√
a
(γ)
ǫ
1 + a(γ)ǫ
≤ 1
2
[
1+
√
a
(γ)
ǫ −
1
N1−γ
2 + 1 − b(δ)ǫ
]
for ǫ sufficiently small. 
In the next lemma we estimate the difference between the ground state energy, z∗, of HBogj∗
and EBogj∗ .
Lemma 5.5. Let ǫj∗ be sufficiently small and N be sufficiently large to fulfill the assumptions of
Theorem 4.1 (therefore we implicitly assume Proposition 4.10, Lemma 4.4, and Lemma 5.2).
Then, for some c > 0 the estimate
|z∗ − EBogj∗ | ≤ O(
1
ǫj∗Nβ
) + O( 1√
ǫj∗
[ 1
1 + c√ǫj∗
]N1−β) + O( 1
N
) , 0 < β < 1 , (5.98)
holds true provided 1Nβ = o(ǫj∗ ) , 1N1−β = o(
√
ǫj∗).
Proof
From Remark 4.1 we know that
fj∗(z) := −z − (1 −
1
N
)
φ2j∗
φj∗(2ǫj∗ + 2 − 4N ) − z
ˇGj∗ ; N−2,N−2(z)
has derivative not larger than −1 for z in the interval (4.61). Hence, for z in this interval we can
estimate
|z − EBogj∗ | (5.99)
≤ | fj∗(z) − fj∗(EBogj∗ )|
= |z + (1 − 1
N
)
φ2j∗
φj∗(2ǫj∗ + 2 − 4N ) − z
ˇGj∗ ; N−2,N−2(z) (5.100)
−[EBogj∗ + (1 −
1
N
)
φ2j∗
φj∗(2ǫj∗ + 2 − 4N ) − EBogj∗
ˇGj∗ ; N−2,N−2(EBogj∗ )]| .
We recall that fj∗(z∗) = 0 by definition of z∗. Thus, we deduce that
|z∗ − EBogj∗ | ≤ | − E
Bog
j∗ − (1 −
1
N
) φj∗
(2ǫj∗ + 2 − 4N ) −
EBogj∗
φj∗
ˇGj∗ ; N−2,N−2(EBogj∗ )| . (5.101)
In the remaining part of the proof, we provide an approximated expression, 1[Y2l]B , to ˇGj∗ ; N−2,N−2(E
Bog
j∗ )
through successive steps. Finally, using this approximation we show that
|(5.101)| ≤ O( 1
ǫj∗Nβ
) + O( 1√
ǫj∗
[ 1
1 + c
√
ǫj∗
]N1−β) + O( 1
N
) . (5.102)
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The approximation of ˇGj∗ ; N−2,N−2(EBogj∗ ) consists of three steps:
ˇGj∗ ; N−2,N−2(z) → [ ˇGj∗ ; N−2,N−2]T (z) (5.103)
[ ˇGj∗ ; N−2,N−2]T (z)|z=EBogj∗ →
1
[Y2]∗
(5.104)
1
[Y2]∗
→ 1[Y2]B
(5.105)
where the quantities [ ˇGj∗ ; N−2,N−2]T (z), 1[Y2]∗ , and 1[Y2]B are defined at points 1), 2), and 3) below
where we outline each step.
For expository convenience, in the following we assume that N1−β is an even number and avoid
to introduce ⌊N1−β⌋ or ⌊N1−β⌋ − 1.
1) For z ≤ EBogj∗ +
√
ǫj∗φj∗
√
ǫ2j∗ + 2ǫj∗ , we estimate the difference between
ˇGj∗ ; N−2,N−2(z)
and [ ˇGj∗ ; N−2,N−2]T (z) where ˇGj∗ ; N−2,N−2(z) is the element corresponding to i = N − 2 of
the sequence defined by
ˇGj∗ ; i,i(z) :=
∞∑
li=0
[Wj∗ ;i,i−2(z)W∗j∗ ;i−2,i(z) ˇGj∗ ; i−2,i−2(z)]li (5.106)
for i ≥ 2 with ˇGj∗ ; 0,0(z) ≡ 1, whereas [ ˇGj∗ ; N−2,N−2]T (z) is obtained from the same
sequence defined in (5.106) but starting from i = N − N1−β and with initial condition
ˇGj∗ ; N−N1−β−2,N−N1−β−2(z) ≡ 1.
2) We consider the sequence [Y2l]∗ that is defined by the relation
Y2l−2 := 1 −
1
4(1 + a′ǫ − 2b
(δ)
ǫ
2l −
1−c(δ)ǫ
4l2 )Y2l
, a′ǫ := ǫ
2 + 2ǫ , (5.107)
where b(δ)ǫ , c(δ)ǫ are calculated at δ ≡ 1 and ǫ ≡ ǫj∗ , and with initial condition [YN1−β+2]∗ ≡
1.
Warning: We recall the reader that the index i is increasing, the index l is decreasing,
and their relation is 2l = N − i.
In this step, from the inequality
∣∣∣∣(Wj∗ ;i,i−2(z)W∗j∗ ;i−2,i(z)|z≡EBogj∗ − (
1
4(1 + a′ǫ − 2b
(δ)
ǫ
N−i −
1−c(δ)ǫ
(N−i)2 )
|ǫ≡ǫj∗ ,δ=1
∣∣∣∣ ≤ O( 1Nβ ),
that holds for i ≥ N − N1−β we infer
∣∣∣∣ 1[ ˇGj∗ ; N−2,N−2]T (z)|z=EBogj∗
− [Y2]∗
∣∣∣∣ ≤ O( 1
ǫj∗Nβ
) .
3) We construct an explicit solution, [Y2l]B, of
Y2l−2 := 1 −
1
4(1 + a′ǫj∗ −
2b(δ)ǫj∗
2l −
1−c(δ)ǫj∗
4l2 )Y2l
(5.108)
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where b(δ)ǫj∗ , c
(δ)
ǫj∗ are calculated at δ ≡ 1. The solution [Y2l]B of (5.108) has initial condition
[YN1−β+2]B ≡
1
2
(1 +
√
a′ǫ√
1 + a′ǫ
− 1
(N1−β + 3)(1 + a′ǫ) −
√
a′ǫ
√
1 + a′ǫ
)|ǫ≡ǫj∗
whereas the solution [Y2l]∗ at point 2) has initial condition [YN1−β+2]∗ ≡ 1. Firstly, we
compare them at the step 2l ≡ 2lǫj∗ (defined later), secondly we estimate |[Y2l]B − [Y2l]∗|
at 2l ≡ 2.
Now, we implement the three steps outlined above.
1) Assume z ≤ EBogj∗ +
√
ǫj∗φj∗
√
ǫ2j∗ + 2ǫj∗ . We define ψN−2;1,1 the normalized vector with
N − 2 particles in the mode 0 and one particle in each mode j∗ and −j∗. We recall: a)
the proof of Proposition 5.7 used in Section 4.1.1 to replace operators with c-numbers;
b) Definition 4.9 and the identity in (4.156). Hence, we observe (and explain later) that,
by construction,
ˇGj∗ ; N−2,N−2(z) = 〈ψN−2;1,1 ,
∞∑
lN−2=0
[(RBogj∗ ; N−2,N−2(z))
1
2Γ
Bog
j∗ ; N−2,N−2(R
Bog
j∗ ; N−2,N−2(z))
1
2 ]lN−2 ψN−2;1,1〉
(5.109)
and
[ ˇGj∗ ; N−2,N−2]T (z) (5.110)
= 〈ψN−2;1,1 ,
∞∑
lN−2=0
{
(RBogj∗ ; N−2,N−2(z))
1
2 × (5.111)
×
N−4∑
r=N−N1−β, r even
[ΓBogj∗ ; N−2,N−2(z)](r,h−;r+2,h−;...;N−4,h−)|h≡∞ (R
Bog
j∗ ; N−2,N−2(z))
1
2
}lN−2
ψN−2;1,1〉 ,
where the symbol |h≡∞ means that h ≡ ∞ in the re-expansion of ΓBogj∗ ; N−2,N−2(z) (see
Definition 4.9).
Regarding the R-H-S of (5.109), this is evident using a). Concerning (5.111), notice that,
by construction (see Definition 4.9),
N−4∑
r=N−N1−β, r even
[ΓBogj∗ ; N−2,N−2(z)](r,h−;r+2,h−;...;N−4,h−)|h≡∞
corresponds to the subset of terms obtained from the re-expansion of ΓBogj∗ ; N−2,N−2(z) that
do not contain the operators Wj∗ ; i,i−2 and W∗j∗ ; i−2,i with i < N − N
1−β
. After the replace-
ment with c-numbers in the R-H-S of (5.111), those terms must coincide with the R-H-S
of (5.106) with initial condition ˇGj∗ ; N−N1−β−2,N−N1−β−2(z) ≡ 1.
Finally, Corollary 5.9 implies
| ˇGj∗ ; N−2,N−2(z) − [ ˇGj∗ ; N−2,N−2]T (z)| ≤ O(
1√
ǫj∗
( 1
1 + c√ǫj∗
)N1−β) . (5.112)
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2) For i ≥ N − N1−β, and for δ ≡ 1, we consider the computation in Lemma 5.1 (see (5.7))
with γ ≡ β and deduce
Wj∗ ;i,i−2(z)W∗j∗ ;i−2,i(z)|z≡EBogj∗ =
1
4[(5.24) + (5.25) + (5.26)] (5.113)
=
1
4(1 + a′ǫj∗ + O( 1Nβ ) −
2b(1)ǫj∗
2l −
1−c(1)ǫj∗
4l2 )
(5.114)
where 2l = N − i and a′ǫ is defined in (5.108). For 2l even and decreasing from N1−β + 2
down to 2, we make use of (5.106) and (5.108) to study the difference
∣∣∣∣[ ˇGj∗ ; N−2l+2,N−2l+2]T (EBogj∗ )]−1 − [Y2l−2]∗
∣∣∣∣ (5.115)
=
∣∣∣∣1 −Wj∗ ;N−2l+2,N−2l(z)W∗j∗ ;N−2l+2,N−2l(z)|z≡EBogj∗ [ ˇGj∗ ; N−2l,N−2l]T (E
Bog
j∗ )] (5.116)
−1 + 1
4(1 + a′ǫj∗ −
2b(1)ǫj∗
2l −
1−c(1)ǫj∗
(2l)2 )[Y2l]∗
∣∣∣∣ (5.117)
=
∣∣∣∣{ 1
4(1 + a′ǫj∗ −
2b(1)ǫj∗
2l −
1−c(1)ǫj∗
(2l)2 )
−Wj∗ ;N−2l+2,N−2l(z)W∗j∗ ;N−2l+2,N−2l(z)|z≡EBogj∗
}
[ ˇGj∗ ; N−2l,N−2l]T (EBogj∗ )]
− 1
4(1 + a′ǫj∗ −
2b(1)ǫj∗
2l −
1−c(1)ǫj∗
(2l)2 )
{ 1
[ ˇGj∗ ; N−2l,N−2l]T (EBogj∗ )]−1
− 1[Y2l]∗
}∣∣∣∣ (5.118)
=
∣∣∣∣{ 1
4(1 + a′ǫj∗ −
2b(1)ǫj∗
2l −
1−c(1)ǫj∗
(2l)2 )
− 1
4(1 + a′ǫj∗ + O( 1Nβ ) −
2b(1)ǫj∗
2l −
1−c(1)ǫj∗
4l2 )
}
[ ˇGj∗ ; N−2l,N−2l]T (EBogj∗ )]
− 1
4(1 + a′ǫj∗ −
2b(1)ǫj∗
2l −
1−c(1)ǫj∗
(2l)2 )
{ [Y2l]∗ − [ ˇGj∗ ; N−2l,N−2l]T (EBogj∗ )]−1
[ ˇGj∗ ; N−2l,N−2l]T (EBogj∗ )]−1 [Y2l]∗
}∣∣∣∣ . (5.119)
Notice that
1
4(1 + a′ǫj∗ −
2b(1)ǫj∗
2l −
1−c(1)ǫj∗
(2l)2 )
− 1
4(1 + a′ǫj∗ + O( 1Nβ ) −
2b(1)ǫj∗
2l −
1−c(1)ǫj∗
4l2 )
= O( 1
Nβ
) . (5.120)
Next, we split the range 2 ≤ 2l ≤ N1−β + 2 into two intervals:
2lǫj∗ < 2l ≤ N1−β + 2 and 2 ≤ 2l ≤ 2lǫj∗ , (5.121)
where lǫj∗ = O( 1√ǫj∗ ) is chosen so that, in the range 2lǫj∗ < 2l ≤ N
1−β + 2, both
a′ǫj∗ −
2b(1)ǫj∗
2lǫj∗
−
1 − c(1)ǫj∗
4l2ǫj∗
≥
a′ǫj∗
2
and
a′ǫj∗ −
2b(1)ǫj∗
2lǫj∗
+ O( 1
Nβ
) −
1 − c(1)ǫj∗
4l2ǫj∗
≥
a′ǫj∗
2
.
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This is possible because by assumption 1Nβ = o(ǫj∗ ). Then, in the range
2lǫj∗ < 2l ≤ N1−β + 2
we can make use of the lower bound of the type in (5.95) both for [ ˇGj∗ ; N−2l,N−2l]T (EBogj∗ )]−1
and [Y2l]∗ and estimate
[ ˇGj∗ ; N−2l,N−2l]T (EBogj∗ )]
−1 [Y2l]∗ ≥ 14(1 + c
√
ǫj∗) (5.122)
for some c > 0. Using this input in (5.119) one can check by induction that the following
bound holds as long as 2lǫj∗ < 2l ≤ N1−β + 2
∣∣∣∣ 1[ ˇGj∗ ; N−2l,N−2l]T (z)|z=EBogj∗
− [Y2l]∗
∣∣∣∣ ≤ CNβ
N1−β+2−2l∑
i=0 , i even
( 1
1 + c√ǫj∗
) i2 ≤ C
′
√
ǫj∗Nβ
(5.123)
for some positive constants c,C,C′.
In the range 2 ≤ 2l ≤ 2lǫj∗ , we invoke9 and use the (worse) lower bound of the type in
(5.35) and (5.38) to estimate
[ ˇGj∗ ; N−2l,N−2l]T (EBogj∗ )]
−1 [Y2l]∗ ≥ 14(1 −
2 + O(ǫΘj∗ )
2l ) , 2l ≥ 4 , (5.124)
in expression (5.119). This also implies
4(1+a′ǫj∗−
2b(1)ǫj∗
2l −
1 − c(1)ǫj∗
(2l)2 )[
ˇGj∗ ; N−2l,N−2l]T (EBogj∗ )]
−1 [Y2l]∗ ≥ 1−
2 + O(ǫΘj∗ )
2l +O(
1
(2l)2 ) > 0 , 2l ≥ 4 ,
(5.125)
due to the assumptions on ǫj∗ and 2l. Starting from the result in (5.123), one can check
by induction that the following bound holds for some C′′′ > 0 (with 2 ≤ 2l ≤ 2lǫj∗ )∣∣∣∣[ ˇGj∗ ; N−2l,N−2l]T (EBogj∗ )]−1 − [Y2l]∗
∣∣∣∣ (5.126)
≤ C
′′′
Nβ
N1−β−2l−2∑
j=N1−β−2lǫj∗ −2
j∏
r=N1−β−2lǫj∗ −2
( 1
1 − 2+O(ǫ
Θ
j∗ )
N1−β−r + O( 1(N1−β−r)2 )
)
(5.127)
+
C′′′√
ǫj∗Nβ
N1−β−2l−2∏
r=N1−β−2lǫj∗−2
( 1
1 − 2+O(ǫ
Θ
j∗ )
N1−β−r + O( 1(N1−β−r)2 )
)
(5.128)
where both r and j are even numbers. Since 2 ≤ 2l ≤ 2lǫj∗ and lǫj∗ = O( 1√ǫj∗ ), we derive
that for N1−β − 2lǫj∗ − 2 ≤ j ≤ N1−β − 2l − 2
j∏
r=N1−β−2lǫj∗ −2 , r even
( 1
1 − 2+O(ǫ
Θ
j∗ )
N1−β−r + O( 1(N1−β−r)2 )
) (5.129)
9See the observation in the last paragraph of Lemma 5.2 and consider that, by construction, [Y2l]∗ ≥ ˇX(1)N−2l where
ˇX(δ)N−2l is defined like X
(δ)
N−2l except for the coefficient aǫj∗ replaced with a
′
ǫj∗ , and with initial condition ˇX
(δ)
N1−β+2 ≡ 1.
ˇX(1)N−2l has the same type of lower bound of X
(1)
N−2l, that means ˇX
(1)
N−2l ≥ ˇX
(1+√ǫj∗ )
N−2l ≥ 12
[
1 +
√
ηa′ǫj∗ −
bǫj∗ /
√
ηa′ǫj∗
N−2l−ξ
]
with
ξ = ǫΘj∗ and η = 1 −
√
ǫj∗ . Concerning [ ˇGj∗ ; N−2l,N−2l]T (EBogj∗ )]−1 consider the inequalities [ ˇGj∗ ; N−2l,N−2l]T (E
Bog
j∗ )]−1 ≥
[ ˇGj∗ ; N−2l,N−2l(EBogj∗ )]−1 ≥
1
‖ˇΓj∗ ; N−2l,N−2l(EBogj∗ )‖
≥ XN−2l where in the last step we have exploited (3.125).
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=j∏
r=N1−β−2lǫj∗ −2 , r even
exp[ln
( 1
1 − 2+O(ǫ
Θ
j∗ )
N1−β−r + O( 1(N1−β−r)2 )
)
] (5.130)
= exp[
j∑
r=N1−β−2lǫj∗ −2 , r even
ln
( 1
1 − 2+O(ǫ
Θ
j∗ )
N1−β−r + O( 1(N1−β−r)2 )
)
] ≤ O( 1√
ǫj∗
) (5.131)
where we have used that r is even and 2l + 2 ≤ N1−β − r ≤ 2lǫj∗ + 2 ≤ O( 1√ǫj∗ ) so that∑ j
r=N1−β−2lǫj∗−2 , r even
2
N1−β−r ≤ ln(c 1√ǫj∗ ) for some c > 0. Finally, we can estimate
∣∣∣∣ 1[ ˇGj∗ ; N−2,N−2]T (z)|z=EBogj∗
− [Y2]∗
∣∣∣∣ ≤ C′′′′
ǫj∗Nβ
for some C′′′′ > 0.
3) A direct computation shows that (see the supporting file "note-about-exact-solution-
relation (5.108).pdf")
[Y2l]B =
1
2
(1 +
√
a′ǫ√
1 + a′ǫ
− 1
(2l + 1)(1 + a′ǫ ) −
√
a′ǫ
√
1 + a′ǫ
)|ǫ≡ǫj∗ (5.132)
fulfills the relation in (5.108).
Using the same argumentation exploited in (5.97) and a lower bound of the type in (5.95),
for some c > 0 we can estimate
|[Y2lǫj∗ −2]∗ − [Y2lǫj∗−2]B| (5.133)
=
1
4(1 + a′ǫj∗ −
2b(1)ǫj∗
2lǫj∗
− 1−c
(1)
ǫj∗
(2lǫj∗ )2
)[Y2lǫj∗ ]∗[Y2lǫj∗ ]B
|[Y2lǫj∗ ]∗ − [Y2lǫj∗ ]B| (5.134)
≤ 1
1 + c√ǫj∗
|[Y2lǫj∗ ]∗ − [Y2lǫj∗ ]B| (5.135)
≤ [ 1
1 + c√ǫj∗
]
(N1−β+4−2lǫj∗ )
2 |[YN1−β+2]∗ − [YN1−β+2]B| . (5.136)
Next, we implement an argument analogous to point 2) (see (5.124)-(5.129)) for the
range 2 ≤ 2l < 2lǫj∗ − 2. Finally, we can estimate
|[Y2]∗ − [Y2]B| ≤ O( 1√
ǫj∗
[ 1
1 + c√ǫj∗
]
(N1−β+4−2lǫj∗ )
2 ) .
.
Conclusion
The quantity 1[Y2]B that we use to approximate ˇGj∗ ; N−2,N−2(E
Bog
j∗ ) in (5.101) has the follow-
ing property
−
EBogj∗
φj∗
− 1
2ǫj∗ + 2 −
EBogj∗
φj∗
1
[Y2]B
= 0 , (5.137)
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that can be verified using
EBogj∗
φj∗
= −
[
ǫj∗ + 1 −
√
ǫ2j∗ + 2ǫj∗
]
and
[Y2]B =
1
2
( [√a′ǫ + √1 + a′ǫ]√
1 + a′ǫ
− 1
[3
√
1 + a′ǫ −
√
a′ǫ ]
√
1 + a′ǫ
)
|ǫ≡ǫj∗ (5.138)
= (
√
a′ǫ +
√
1 + a′ǫ
3
√
1 + a′ǫ −
√
a′ǫ
)|ǫ≡ǫj∗ (5.139)
=
( 1
3(1 + ǫ) −
√
ǫ2 + 2ǫ
)( 1
ǫ + 1 −
√
ǫ2 + 2ǫ
)
|ǫ≡ǫj∗ . (5.140)
Thus, using the successive approximations of ˇGj∗ ; N−2,N−2(EBogj∗ ) obtained at points 1), 2) and
3), we have proven that
(5.101) = | − EBogj∗ − (1 −
1
N
) φj∗
(2ǫj∗ + 2 − 4N ) −
EBogj∗
φj∗
ˇGj∗ ; N−2,N−2(EBogj∗ )| (5.141)
= | − EBogj∗ −
φj∗
(2ǫj∗ + 2) −
EBogj∗
φj∗
[ ˇGj∗ ; N−2,N−2]T (EBogj∗ )| + O(
1√
ǫj∗
( 1
1 + c√ǫj∗
)N1−β) + O( 1
N
) (5.142)
= | − EBogj∗ −
φj∗
(2ǫj∗ + 2) −
EBogj∗
φj∗
1
[Y2]∗
| + O( 1
ǫj∗Nβ
) + O( 1√
ǫj∗
( 1
1 + c√ǫj∗
)N1−β) + O( 1
N
) (5.143)
= | − EBogj∗ −
φj∗
(2ǫj∗ + 2) −
EBogj∗
φj∗
1
[Y2]B
| + O( 1
ǫj∗Nβ
) + O( 1√
ǫj∗
[ 1
1 + c
√
ǫj∗
]
(N1−β+4−2lǫj∗ )
2 ) + O( 1
N
) (5.144)
= O( 1
ǫj∗Nβ
) + O( 1√
ǫj∗
[ 1
1 + c′
√
ǫj∗
]N1−β)) + O( 1
N
) . (5.145)
where in the last step from (5.144) to (5.145) we have used (5.137), lǫj∗ ≤ O( 1√ǫj∗ ), and
1
N1−β =
o(√ǫj∗). 
Remark 5.6. Lemma 5.5 shows that, for any dimension d ≥ 1, in the mean field limiting regime
the difference between the ground state energy, z∗, of HBogj∗ and E
Bog
j∗ is bounded by O(
1
Nβ ) for
any 0 < β < 1. Notice that, by setting β = 23 , at fixed ρ, the R-H-S in (5.98) goes to zero as
L → ∞ in space dimension d ≥ 4. In space dimension d = 3, by setting β = 23 , Lemma 5.5
ensures the same result provided ρ = ρ0( LL0 )s with s > 0 where ρ0 > 0 and L0 = 1.
However, starting from the definition and the monotonicity of ˇGj∗ ; i,i(z)(≥ 1) (see (4.28) and
Remark 4.1, respectively), making use of the inequality10
Wj∗ ;i,i−2(z)W∗j∗ ;i−2,i(z) ≤
1
4(1 + aǫ − 2bǫN−i+2 − 1−cǫ(N−i+2)2 )
,
10This inequality can be derived from the definition of Wj∗ ;i,i−2(z)W∗j∗ ;i−2,i(z) (see (4.24)) and computations like in
Lemma 5.1.
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and exploting the same type of procedure of Lemma 5.2, it is possible to show the inequality
(for 0 ≤ i ≤ N − 2 and even)
1
ˇGj∗ ; i,i(z)
≥ 1
ˇGj∗ ; i,i(zδ=1+√ǫ)
≥ 1
2
[
1 − 1
N − i + 1
]
+ oL→∞(1)
for z ≤ zδ=1+√ǫ ≡ EBogj∗ +
√
ǫj∗φj∗
√
ǫ2j∗ + 2ǫj∗ . This inequality and the fixed point equation (see
(4.29)) imply
− z∗
φj∗
[2ǫj∗ + 2 −
z∗
φj∗
+ O( 1
ρL3
)] = ˇGj∗ ; N−2,N−2(z∗) ≤ 3 + oL→∞(1)
and, consequently, z∗
φj∗
≥ −1 + oL→∞(1). Combining the latter inequality with the bound
(4.46) in Theorem 4.1 that holds if ρ is sufficiently large (but fixed), we derive that z∗ =
−φj∗ + oL→∞(1). Hence, as expected (see [LSSY]), also in space dimension d = 3 the ground
state energy tends to the Bogoliubov energy in the thermodynamic limit if the assumptions of
Corollary 4.6 are satisfied.
Proposition 5.7. Under the assumptions of Theorem 3.1, the following identity holds true
(4.17) = (1 − 1
N
) φj∗
2ǫj∗ + 2 − 4N − zφj∗
ˇGj∗ ; N−2,N−2(z) (5.146)
where ˇGj∗ ; i,i(z), with 0 ≤ i ≤ N − 2 and even, is defined recursively starting from ˇGj∗ ; 0,0(z) ≡ 1
and
ˇGj∗ ; i,i(z) :=
∞∑
li=0
[Wj∗ ;i,i−2(z)W∗j∗ ;i−2,i(z) ˇGj∗ ; i−2,i−2(z)]li , (5.147)
with Wj∗ ;i,i−2(z)W∗j∗ ;i−2,i(z) defined in (4.24).
Proof
First, we use the identity in (4.19) and show by induction that
ˇΓ
Bog
j∗ ; i,i(z) ˜Q
(i)
j∗ Q
(N−i)
0 =
ˇGj∗ ; i,i(z) ˜Q(i)j∗ Q
(N−i)
0 (5.148)
where ˜Q(i)j∗ projects onto the subspace of vectors with exactly N−i2 particles in the modes j∗ and
−j∗, respectively, and Q(N−i)0 onto the subspace of vectors with i particles in the mode 0. Due
to (3.118), the property holds for i = 0. Recall the form of Wj∗ ; i−2,i, W∗j∗ ; i−2,i and the fact that
(RBogj∗ ; i,i(z))
1
2 commutes with each number operator a∗j aj. Then, assuming that the property is
true for i − 2 ≥ 0, we derive
ˇΓ
Bog
j∗ ; i,i(z) ˜Q
(i)
j∗ Q
(N−i)
0 (5.149)
=
∞∑
li=0
[(RBogj∗ ; i,i(z))
1
2 Wj∗ ; i,i−2 (RBogj∗ ; i−2,i−2(z))
1
2 ×
× ˇΓBogj∗ ; i−2,i−2(z) ˜Q
(i−2)
j∗ Q
(N−i+2)
0 (R
Bog
j∗ ; i−2,i−2(z))
1
2 W∗j∗ ; i−2,i(R
Bog
j∗ ; i,i(z))
1
2 ˜Q(i)j∗ Q
(N−i)
0 ]li
=
∞∑
li=0
[(RBogj∗ ; i,i(z))
1
2 Wj∗ ; i,i−2 (RBogj∗ ; i−2,i−2(z))
1
2 ˇGj∗ ; i−2,i−2(z) ˜Q(i−2)j∗ (R
Bog
j∗ ; i−2,i−2(z))
1
2 W∗j∗ ; i−2,i(R
Bog
j∗ ; i,i(z))
1
2 ˜Q(i)j∗ Q
(N−i)
0 ]li
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=∞∑
li=0
[Wj∗ ; i,i−2(z)W∗j∗ ; i−2,i(z) ˇGj∗ ; i−2,i−2(z) ˜Q
(i)
j∗ Q
(N−i)
0 ]li (5.150)
=
∞∑
li=0
[Wj∗ ; i,i−2(z)W∗j∗ ; i−2,i(z) ˇGj∗ ; i−2,i−2(z)]li ˜Q
(i)
j∗ Q
(N−i)
0 (5.151)
where we have made use of the identity (see the definition ofWj∗ ; i,i−2(z)W∗j∗ ; i−2,i(z) in (4.24))
(RBogj∗ ; i,i(z))
1
2 Wj∗ ; i,i−2 (RBogj∗ ; i−2,i−2(z))
1
2 (RBogj∗ ; i−2,i−2(z))
1
2 W∗j∗ ; i−2,i(R
Bog
j∗ ; i,i(z))
1
2 ˜Q(i)j∗ Q
(N−i)
0 (5.152)
= Wj∗ ; i,i−2(z)W∗j∗ ; i−2,i(z) ˜Q
(i)
j∗ Q
(N−i)
0 . (5.153)
Since
ˇGj∗ ; i,i(z) ≤ ‖ ˇΓBogj∗ ; i,i(z)‖ and Wj∗ ;i,i−2(z)W
∗
j∗ ;i−2,i(z) ≤ ‖(R
Bog
j∗ ; i,i(z))
1
2 Wj∗ ; i,i−2(RBogj∗ ; i−2,i−2(z))
1
2 ‖2 ,
the series on the R-H-S of (5.151) is convergent under the assumptions of Theorem 3.1, and
we can readily deduce
(5.151) = 1
1 −Wj∗ ;i,i−2(z)W∗j∗ ;i−2,i(z) ˇGj∗ ; i−2,i−2(z)
˜Q(i)j∗ Q
(N−i)
0 =
ˇGj∗ ; i,i(z) ˜Q(i)j∗ Q
(N−i)
0 . (5.154)
Then, a straightforward computation yields
〈η , Wj∗ (RBogj∗ ; N−2,N−2(z))
1
2 ˇΓ
Bog
j∗ ; N−2,N−2(z)(R
Bog
j∗ ; N−2,N−2(z))
1
2 W∗j∗η〉 (5.155)
= 〈η , Wj∗ (RBogj∗ ; N−2,N−2(z))
1
2 ˇGj∗ ; N−2,N−2(z) ˜Q(N−2)j∗ (R
Bog
j∗ ; N−2,N−2(z))
1
2 W∗j∗η〉 (5.156)
= (1 − 1
N
) φj∗
2ǫj∗ + 2 − 4N − zφj∗
ˇGj∗ ; N−2,N−2(z) (5.157)
that concludes the proof. 
We recall that in Sections 4.4.1 and 4.4.2 we have dropped the index j∗ in the notation used
for ΓBogj∗ ; i,i(z), Wj∗ ; i+2,i, and R
Bog
j∗ ; i,i(z). The notation in the next proposition is consistent with this
choice.
Proposition 5.8. Let 1N ≤ ǫνj∗ for some ν > 118 and ǫj∗ ≡ ǫ be sufficiently small. For any
2 ≤ h ∈ N and for N − 2 ≥ i ≥ 4 and even, the splitting
Γ
Bog
i,i (z) =
i−2∑
r=2, l even
[ΓBogi,i (z)](r,h−;r+2,h−;...;i−2,h−) +
i−2∑
r=2 , l even
[ΓBogi,i (z)](r,h+;r+2,h−;...;i−2,h−) (5.158)
holds true for z ≤ EBogj∗ + (δ − 1)φj∗
√
ǫ2j∗ + 2ǫj∗ with δ ≤ 1 +
√
ǫj∗ . Moreover, for 2 ≤ r ≤ i − 2
and even, the estimates ∥∥∥∥(RBogi,i (z)) 12 [ΓBogi,i (z)](r,h−;r+2,h−; ... ;i−2,h−)(RBogi,i (z)) 12
∥∥∥∥ (5.159)
≤
i∏
f=r+2 , f−r even
K f ,ǫ
(1 − Z f−2,ǫ)2
(5.160)
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and
‖(RBogi,i (z))
1
2 [ΓBogi,i (z)](r,h+;r+2,h−;...;i−2,h−)(R
Bog
i,i (z))
1
2 ‖ (5.161)
≤ (Zr,ǫ)h
i∏
f=r+2 , f−r even
K f ,ǫ
(1 − Z f−2,ǫ)2
×
hold true, where
Ki,ǫ :=
1
4(1 + aǫ − 2bǫN−i+1 − 1−cǫ(N−i+1)2 )
, Zi−2,ǫ :=
1
4(1 + aǫ − 2bǫN−i+3 − 1−cǫ(N−i+3)2 )
2[
1 + √ηaǫ − bǫ/
√
ηaǫ
N−i+4−ǫΘ
] .
(5.162)
where aǫ , bǫ , and cǫ are defined in (3.71)-(3.72)-(3.73) and Θ := min{2(ν − 118 ) ; 14 }.
Proof
In Section 4.4.1 we have proven that the decomposition in (5.158) holds for i = 4 (see (4.132)).
We assume that it holds for all the even numbers k with 4 ≤ k ≤ i − 2 ≤ N − 4 and we show
that it is verified for i. Starting from the identity
Γ
Bog
i,i (z) (5.163)
= Wi,i−2 (RBogi−2,i−2(z))
1
2
∞∑
li−2=0
[
(RBogi−2,i−2(z))
1
2Γ
Bog
i−2,i−2(z)(R
Bog
i−2,i−2(z))
1
2
]li−2(RBogi−2,i−2(z)) 12 W∗i−2,i (5.164)
we repeat some steps of the informal discussion of Section 4.4.1. First, we isolate
[ΓBogi,i (z)](i−2,h+) (5.165)
:= Wi,i−2 (RBogi−2,i−2(z))
1
2
∞∑
li−2=h
[
(RBogi−2,i−2(z))
1
2Γ
Bog
i−2,i−2(z)(R
Bog
i−2,i−2(z))
1
2
]li−2(RBogi−2,i−2(z)) 12 W∗i−2,i
and
[ΓBogi,i (z)](0)(i−2,h−) := Wi,i−2 R
Bog
i−2,i−2(z)W∗i−2,i . (5.166)
Concerning the remaining quantity
Wi,i−2 (RBogi−2,i−2(z))
1
2
h−1∑
li−2=1
[
(RBogi−2,i−2(z))
1
2Γ
Bog
i−2,i−2(z)(R
Bog
i−2,i−2(z))
1
2
]li−2(RBogi−2,i−2(z)) 12 W∗i−2,i (5.167)
we invoke the inductive hypothesis for ΓBogi−2,i−2(z), i.e.,
Γ
Bog
i−2,i−2(z) :=
i−4∑
r=2, r even
[ΓBogi−2,i−2(z)](r,h−;r+2,h−;...;i−4,h−) +
i−4∑
r=2 , r even
[ΓBogi−2,i−2(z)](r,h+;r+2,h−;...;i−4,h−) .
(5.168)
Making use of of the symbols ∑ˆ and ∑ˇ introduced in Definition 4.9, we can write
h−1∑
li−2=1
[
(RBogi−2,i−2(z))
1
2
{ i−4∑
r=2, r even
[
[ΓBogi−2,i−2(z)](r,h−;r+2,h−;...;i−4,h−) + [Γ
Bog
i−2,i−2(z)](r,h+;r+2,h−;...;i−4,h−)
]}
(RBogi−2,i−2(z))
1
2
]li−2
=
h−1∑
li−2=1
[
(RBogi−2,i−2(z))
1
2 [ΓBogi−2,i−2(z)](0)(i−4,h−)(R
Bog
i−2,i−2(z))
1
2
]li−2 (5.169)
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+
∑ˇh−1
li−2=1
[
(RBogi−2,i−2(z))
1
2 [ΓBogi−2,i−2(z)](i−4,h−)(R
Bog
2,2 (z))
1
2
]li−2 (5.170)
+
∑ˆh−1
li−2=1
[
(RBogi−2,i−2(z))
1
2 [ΓBogi−2,i−2(z)](i−4,h+)(R
Bog
i−2,i−2(z))
1
2
]li−2 (5.171)
+
∑ˇh−1
li−2=1
[
(RBogi−2,i−2(z))
1
2 [ΓBogi−2,i−2(z)](i−6,h−;i−4,h−)(R
Bog
i−2,i−2(z))
1
2
]li−2 (5.172)
+
∑ˆh−1
li−2=1
[
(RBogi−2,i−2(z))
1
2 [ΓBogi−2,i−2(z)](i−6,h+;i−4,h−)(R
Bog
i−2,i−2(z))
1
2
]li−2 (5.173)
+ . . . (5.174)
+
∑ˇh−1
li−2=1
[
(RBogi−2,i−2(z))
1
2 [ΓBogi−2,i−2(z)](2,h−;...;i−4,h−)(R
Bog
i−2,i−2(z))
1
2
]li−2 (5.175)
+
∑ˆh−1
li−2=1
[
(RBogi−2,i−2(z))
1
2 [ΓBogi−2,i−2(z)](2,h+;...;i−4,h−)(R
Bog
i−2,i−2(z))
1
2
]li−2
. (5.176)
Next, we plug (5.169)-(5.176) into (5.167) and due to Definition 4.9 we derive that
Wi,i−2 (RBogi−2,i−2(z))
1
2
h−1∑
li−2=1
[
(RBogi−2,i−2(z))
1
2 [ΓBogi−2,i−2(z)](0)(i−4,h−)(R
Bog
i−2,i−2(z))
1
2
]li−2(RBogi−2,i−2(z)) 12 W∗i−2,i
= [ΓBogi,i (z)](>0)(i−2,h−) = [Γ
Bog
i,i (z)](i−2,h−) − [Γ
Bog
i,i (z)](0)(i−2,h−) , (5.177)
Wi,i−2 (RBogi−2,i−2(z))
1
2
∑ˇh−1
li−2=1
[
(RBogi−2,i−2(z))
1
2 [ΓBogi−2,i−2(z)](i−4,h−)(R
Bog
i−2,i−2(z))
1
2
]li−2(RBogi−2,i−2(z)) 12 W∗i−2,i
= [ΓBogi,i (z)](i−4,h− ;i−2,h−) , (5.178)
Wi,i−2 (RBogi−2,i−2(z))
1
2
∑ˆh−1
li−2=1
[
(RBogi−2,i−2(z))
1
2 [ΓBogi−2,i−2(z)](i−4,h+)(R
Bog
i−2,i−2(z))
1
2
]li−2(RBogi−2,i−2(z)) 12 W∗i−2,i
= [ΓBogi,i (z)](i−4,h+ ;i−2,h−) . (5.179)
In general, we get
Wi,i−2 (RBogi−2,i−2(z))
1
2
∑ˇh−1
li−2=1
[
(RBogi−2,i−2(z))
1
2 [ΓBogi−2,i−2(z)]( f ,h− ;...;i−4,h−)(R
Bog
i−2,i−2(z))
1
2
]l2 (RBogi−2,i−2(z)) 12 W∗i−2,i
= [ΓBogi,i (z)]( f ,h− ; f−2,h−;...;i−2,h−) (5.180)
for 2 ≤ f ≤ i − 4 and even, and
Wi,i−2 (RBogi−2,i−2(z))
1
2
∑ˆh−1
li−2=1
[
(RBogi−2,i−2(z))
1
2 [ΓBogi−2,i−2(z)](r,h+;...;i−4,h−)(R
Bog
i−2,i−2(z))
1
2
]l2 (RBogi−2,i−2(z)) 12 W∗i−2,i
= [ΓBogi,i (z)](r,h+;r−2,h+;...;i−2,h−) (5.181)
for 2 ≤ r ≤ i − 4 and even. We conclude that
(5.167) = −[ΓBogi,i (z)](0)(i−2,h−)+
i−2∑
r=2, r even
[ΓBogi,i (z)](r,h−;r+2,h−;...;i−2,h−)+
i−4∑
r=2 , r even
[ΓBogi,i (z)](r,h+;r+2,h−;...;i−2,h−)
(5.182)
By adding the terms in (5.165), (5.166) that have been previously isolated the identity in
(5.158) is proven.
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Now, we prove the operator norm estimates in (5.159) and (5.161). To this purpose, we
recall Lemma 3.3 and (3.130), and observe that for ǫ sufficiently small and i ≤ N − 2
‖(RBogi,i (z))
1
2 [ΓBogi,i (z)](>0)(i−2,h−)(R
Bog
i,i (z))
1
2 ‖ (5.183)
= ‖(RBogi,i (z))
1
2 Wi,i−2 (RBogi−2,i−2(z))
1
2
h−1∑
li−2=1
[
(RBogi−2,i−2(z))
1
2 Wi−2,i−4 RBogi−4,i−4(z)W∗i−4,i−2(R
Bog
i−2,i−2(z))
1
2
]li−2 ×
×(RBogi−2,i−2(z))
1
2 W∗i−2,i(RBogi,i (z))
1
2 ‖
≤ ‖(RBogi,i (z))
1
2 Wi,i−2 (RBogi−2,i−2(z))
1
2 ‖
∞∑
li−2=0
[
‖(RBogi−2,i−2(z))
1
2 Wi−2,i−4 RBogi−4,i−4(z)W∗i−4,i−2(R
Bog
i−2,i−2(z))
1
2 ‖
]li−2 ×
×‖(RBogi−2,i−2(z))
1
2 W∗i−2,i(RBogi,i (z))
1
2 ‖
≤ 1
4(1 + aǫ − 2bǫN−i+1 − 1−cǫ(N−i+1)2 )
∞∑
li−2=0
[
‖(RBogi−2,i−2(z))
1
2 Wi−2,i−4 RBogi−4,i−4(z)W∗i−4,i−2(R
Bog
i−2,i−2(z))
1
2 ‖
]li−2
≤ 1
4(1 + aǫ − 2bǫN−i+1 − 1−cǫ(N−i+1)2 )
[ 1
1 − 1
4(1+aǫ− 2bǫN−i+3− 1−cǫ(N−i+3)2 )
]
<
Ki,ǫ
(1 − Zi−2,ǫ)2
. (5.184)
For r < i − 4, using (4.151) we estimate
‖(RBogi,i (z))
1
2 [ΓBogi,i (z)](r,h−;r+2,h−;...;i−4,h−;i−2,h−)(R
Bog
i,i (z))
1
2 ‖ (5.185)
= ‖(RBogi,i (z))
1
2 Wi,i−2 (RBogi−2,i−2(z))
1
2 × (5.186)
×
∑ˇh−1
li−2=1
[
(RBogi−2,i−2(z))
1
2 [ΓBogi−2,i−2(z)](r,h−;r+2,h−;...;i−4,h−)(R
Bog
i−2,i−2(z))
1
2
]li−2 (RBogi−2,i−2(z)) 12 W∗i−2,i(RBogi,i (z)) 12 ‖
≤ ‖(RBogi,i (z))
1
2 Wi,i−2 (RBogi−2,i−2(z))
1
2 ‖2 1(1 − Zi−2,ǫ)2
‖(RBogi−2,i−2(z))
1
2 [ΓBogi−2,i−2(z)](r,h−;r+2,h−;...;i−4,h−)(R
Bog
i−2,i−2(z))
1
2 ‖(5.187)
=
Ki,ǫ
(1 − Zi−2,ǫ)2
‖(RBogi−2,i−2(z))
1
2 [ΓBogi−2,i−2(z)](r,h−;r+2,h−;...;i−4,h−)(R
Bog
i−2,i−2(z))
1
2 ‖ (5.188)
where the step from (5.186) to (5.187) follows from the definitions in (5.162) and the two
observations below:
• By definition of ∑ˇh−1li−2=1,∑ˇh−1
li−2=1
[
(RBogi−2,i−2(z))
1
2 [ΓBogi−2,i−2(z)](r,h−;r+2,h−;...;i−4,h−)(R
Bog
i−2,i−2(z))
1
2
]li−2 (5.189)
stands for a sum of products where at least one of the factors must contain [ΓBogi−2,i−2(z)](r,h−;r+2,h−;...;i−4,h−)
that, consequently, can be factorized;
• After the factorization, using the argument of Remark 4.12, the norm of the sum in
(5.189) can be bounded with
E
( h−2∑
li−2=0
(li−2 + 1)‖(RBogi−2,i−2(z))
1
2 [ΓBogi−2,i−2(z)](R
Bog
i−2,i−2(z))
1
2 ‖li−2
)
(5.190)
=
h−2∑
li−2=0
(li−2 + 1)E
(
‖(RBogi−2,i−2(z))
1
2 [ΓBogi−2,i−2(z)](R
Bog
i−2,i−2(z))
1
2 ‖
)li−2 (5.191)
68
where the symbol E(. . .) has been defined in Remark 4.12. We know that (see (3.106),
(3.125), and (3.130))
E
(
‖(RBogi−2,i−2(z))
1
2 [ΓBogi−2,i−2(z)](R
Bog
i−2,i−2(z))
1
2 ‖
)
(5.192)
= E
(
‖(RBogi−2,i−2(z))
1
2 Wj∗ ; i−2,i−4(RBogi−4,i−4(z))
1
2 ‖2
)
E
(
‖ ˇΓBogi−4,i−4(z)‖
)
(5.193)
≤ 1
4(1 + aǫ − 2bǫN−i+3 − 1−cǫ(N−i+3)2 )
2[
1 + √ηaǫ − bǫ/
√
ηaǫ
N−i+4−ǫΘ
] (5.194)
=: Zi−2,ǫ . (5.195)
The R-H-S of (5.191) is therefore bounded by
1
(1 − Zi−2,ǫ)2
. (5.196)
For r = i − 4 the R-H-S in (5.187) is replaced with
Ki,ǫ
(1 − Zi−2,ǫ)2
‖(RBogi−2,i−2(z))
1
2 [ΓBogi−2,i−2(z)](>0)(i−4,h−)(R
Bog
i−2,i−2(z))
1
2 ‖ . (5.197)
By iteration we get
‖(RBogi,i (z))
1
2 [ΓBogi,i (z)](r,h−;r+2,h−;...;i−4,h−;i−2,h−)(RBogi,i (z))
1
2 ‖ (5.198)
≤ Ki,ǫ(1 − Zi−2,ǫ)2
‖(RBogi−2,i−2(z))
1
2 [ΓBogi−2,i−2(z)](r,h−;r+2,h−;...;i−4,h−)(R
Bog
i−2,i−2(z))
1
2 ‖ (5.199)
≤ Ki,ǫ(1 − Zi−2,ǫ)2
Ki−2,ǫ
(1 − Zi−4,ǫ )2
‖(RBogi−4,i−4(z))
1
2 [ΓBogi−4,i−4(z)](r,h−;r+2,h−;...;i−6,h−)(R
Bog
i−4,i−4(z))
1
2 ‖ (5.200)
≤ Ki,ǫ(1 − Zi−2,ǫ)2
. . .
Kr+4,ǫ
(1 − Zr+2,ǫ)2
‖(RBog
r+2,r+2(z))
1
2 [ΓBog
r+2,r+2(z)](>0)(r,h−)(R
Bog
r+2,r+2(z))
1
2 ‖ (5.201)
≤
i∏
f=r+2 , f−r even
K f ,ǫ
(1 − Z f−2,ǫ)2
(5.202)
where in the last step we have used the estimate in (5.184).
As for the estimate in (5.161), the argument is very similar. First, we observe that for ǫ
sufficiently small
‖(RBogi,i (z))
1
2 [ΓBogi,i (z)](i−2,h+)(RBogi,i (z))
1
2 ‖ (5.203)
= ‖(RBogi,i (z))
1
2 Wi,i−2 (RBogi−2,i−2(z))
1
2
∞∑
li−2=h
[
(RBogi−2,i−2(z))
1
2 [ΓBogi−2,i−2(z)](R
Bog
i−2,i−2(z))
1
2
]li−2 ×
×(RBogi−2,i−2(z))
1
2 W∗i−2,i(RBogi,i (z))
1
2 ‖
≤ ‖(RBogi,i (z))
1
2 Wi,i−2 (RBogi−2,i−2(z))
1
2 ‖2
∞∑
li−2=h
∥∥∥∥(RBogi−2,i−2(z)) 12 [ΓBogi−2,i−2(z)](RBogi−2,i−2(z)) 12
∥∥∥∥li−2
≤ 1
4(1 + aǫ − 2bǫN−i+1 − 1−cǫ(N−i+1)2 )
∞∑
li−2=h
[
‖(RBogi−2,i−2(z))
1
2 Wi−2,i−4 RBogi−4,i−4(z)W∗i−4,i−2(R
Bog
i−2,i−2(z))
1
2 ‖ ‖ ˇΓBogi−4,i−4(z)‖
]li−2
≤ (Zi−2,ǫ)h
Ki,ǫ
1 − Zi−2,ǫ
(5.204)
69
Then, we estimate
‖(RBogi,i (z))
1
2 [ΓBogi,i (z)](r,h+;r+2,h−;...;i−4,h−;i−2,h−)(RBogi,i (z))
1
2 ‖ (5.205)
= ‖(RBogi,i (z))
1
2 Wi,i−2 (RBogi−2,i−2(z))
1
2
∑ˆh−1
li−2=1
[
(RBogi−2,i−2(z))
1
2 [ΓBogi−2,i−2(z)](r,h+;r+2,h−;...;i−4,h−)(R
Bog
i−2,i−2(z))
1
2
]li−2 ×
×(RBogi−2,i−2(z))
1
2 W∗i−2,i(RBogi,i (z))
1
2 ‖
≤ ‖(RBogi,i (z))
1
2 Wi,i−2 (RBogi−2,i−2(z))
1
2 ‖
∥∥∥∥∑ˆh−1li−2=1
[
(RBogi−2,i−2(z))
1
2 [ΓBogi−2,i−2(z)](r,h+;r+2,h−;...;i−4,h−)(R
Bog
i−2,i−2(z))
1
2
]li−2∥∥∥∥ ×
×‖(RBogi−2,i−2(z))
1
2 W∗i−2,i(RBogi,i (z))
1
2 ‖
With the same iterative procedure exploited in the previous case, we can conclude that
‖(RBogi,i (z))
1
2 [ΓBogi,i (z)](r,h+;r+2,h−;...;i−4,h−;i−2,h−)(R
Bog
i,i (z))
1
2 ‖ (5.206)
≤ (Zr,ǫ)h
i∏
f=r+2 , f−r even
K f ,ǫ
(1 − Z f−2,ǫ)2
(5.207)

Corollary 5.9. Under the assumptions of Proposition 4.10, the following estimate (where for
simplicity of the notation N1−β is assumed to be an even number)
∥∥∥∥
∞∑
lN−2=0
[(RBogj∗ ; N−2,N−2(z))
1
2Γ
Bog
j∗ ; N−2,N−2(R
Bog
j∗ ; N−2,N−2(z))
1
2 ]lN−2 (5.208)
−
∞∑
lN−2=0
{
(RBogj∗ ; N−2,N−2(z))
1
2
[ N−4∑
r=N−N1−β, r even
[ΓBogj∗ ; N−2,N−2(z)](r,h−;r+2,h−;...;N−4,h−)|h≡∞
]
(RBogj∗ ; N−2,N−2(z))
1
2
}lN−2∥∥∥∥
≤ O( 1√
ǫj∗
( 1
1 + c√ǫj∗
)N1−β) (5.209)
holds true for 0 < β < 1 and 1N1−β = o(
√
ǫj∗), where c is a positive constant and the symbol
|h≡∞ means that h ≡ ∞ in the expansion of ΓBogj∗ ; N−2,N−2(z).
Proof
Using the estimates in (4.157)-(4.158) in Proposition 4.10, with the help of Remark 4.11 we
estimate
‖(RBogj∗ ; N−2,N−2(z))
1
2 {ΓBogj∗ ; N−2,N−2 −
N−4∑
r=N−N1−β, r even
[ΓBogj∗ ; N−2,N−2(z)](r,h−;r+2,h−;...;N−4,h−)|h≡∞}(R
Bog
j∗ ; N−2,N−2(z))
1
2 ‖
= ‖(RBogj∗ ; N−2,N−2(z))
1
2
N−N1−β−2∑
r=2, r even
[ΓBogj∗ ; N−2,N−2(z)](r,h−;r+2,h−;...;N−4,h−)|h≡∞(R
Bog
j∗ ; N−2,N−2(z))
1
2 ‖ (5.210)
≤
N−N1−β−2∑
r=2, r even
N−2∏
f=r+4 , f−r even
K f ,ǫj∗
(1 − Z f−2,ǫj∗ )2
(5.211)
≤ C′
N−N1−β−2∑
r=2, r even
( 1
1 + c√ǫj∗
)N−
C√
ǫj∗
−r (5.212)
= O( 1√
ǫj∗
( 1
1 + c√ǫj∗
)N1−β) (5.213)
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for some positive constants c,C,C′, and where we have assumed 1N1−β = o(ǫ
1
2
j∗ ) and ǫj∗ suffi-
ciently small. Now, we define
T := (RBogj∗ ; N−2,N−2(z))
1
2Γ
Bog
j∗ ; N−2,N−2(R
Bog
j∗ ; N−2,N−2(z))
1
2 (5.214)
and
S := (RBogj∗ ; N−2,N−2(z))
1
2
N−4∑
r=N−N1−β, r even
[ΓBogj∗ ; N−2,N−2(z)](r,h−;r+2,h−;...;N−4,h−)|h≡∞(R
Bog
j∗ ; N−2,N−2(z))
1
2
(5.215)
Using Remark 4.12 we can estimate ‖T ‖ , ‖S‖ ≤ 45 . Then, we can write
∥∥∥∥
∞∑
lN−2=0
[(RBogj∗ ; N−2,N−2(z))
1
2Γ
Bog
j∗ ; N−2,N−2(R
Bog
j∗ ; N−2,N−2(z))
1
2 ]lN−2 (5.216)
−
∞∑
lN−2=0
{
(RBogj∗ ; N−2,N−2(z))
1
2
[ N−4∑
r=N−N1−β, r even
[ΓBogj∗ ; N−2,N−2(z)](r,h−;r+2,h−;...;N−4,h−)|h≡∞
]
(RBogj∗ ; N−2,N−2(z))
1
2
}lN−2∥∥∥∥
= ‖
∞∑
lN−2=1
lN−2−1∑
j=0
T j(T − S)SlN−2− j−1‖ (5.217)
≤ ‖T − S‖
∞∑
lN−2=1
lN−2(45)
lN−2−1 (5.218)
≤ O( 1√
ǫj∗
( 1
1 + c√ǫj∗
)N1−β) . (5.219)
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Note about the solution of the recursive relation in Eq. (5.108) of Lemma 5.5.
We claim that
[y2l]B =
1
2
(1 +
√
a′ǫ√
1 + a′ǫ
− 1
(2l + 1)(1 + a′ǫ) −
√
a′ǫ
√
1 + a′ǫ
) (0.1)
solves
y2l−2 = 1 − 1
4(1 + a′ǫ − 2b
(δ)
ǫ
2l − 1−c
(δ)
ǫ
4l2 )y2l
, 2l − 2 ≥ 2 , (0.2)
where a′ǫ ≡ ǫ2 + 2ǫ, and b(δ)ǫ e c(δ)ǫ are calculated at δ = 1, hence they correspond to
b(δ)ǫ |δ=1 =
[
(1 + ǫ)δ
√
ǫ2 + 2ǫ
]
δ=1
= (1 + ǫ)√a′ǫ (0.3)
c(δ)ǫ |δ=1 =
[
− (1 − δ2)(ǫ2 + 2ǫ)
]
δ=1
= 0 . (0.4)
Using (0.3)-(0.4), the equation in (0.2) can be written
y2l−2 = 1 −
1
4(1 + a′ǫ −
(1+ǫ)
√
a′ǫ
l − 14l2 )y2l
, (0.5)
that is equivalent to
1
4(1 + a′ǫ −
(1+ǫ)
√
a′ǫ
l − 14l2 )
= y2l(1 − y2l−2) . (0.6)
We substitute [y2l]B e [y2l−2]B (see (0.1)) to the R-H-S of (0.6) and check the equality
1
4(1 + a′ǫ −
(1+ǫ)
√
a′ǫ
l − 14l2 )
(0.7)
=
1
4
(1 +
√
a′ǫ√
1 + a′ǫ
− 1
(2l + 1)(1 + a′ǫ) −
√
a′ǫ
√
1 + a′ǫ
)(1 −
√
a′ǫ√
1 + a′ǫ
+
1
(2l − 1)(1 + a′ǫ) −
√
a′ǫ
√
1 + a′ǫ
)
that is equivalent to
1
(1 + a′ǫ −
(1+ǫ)
√
a′ǫ
l − 14l2 )
(0.8)
= (1 +
√
a′ǫ√
1 + a′ǫ
− 1
(2l + 1)(1 + a′ǫ) −
√
a′ǫ
√
1 + a′ǫ
)(1 −
√
a′ǫ√
1 + a′ǫ
+
1
(2l − 1)(1 + a′ǫ) −
√
a′ǫ
√
1 + a′ǫ
) .
The L-H-S of (0.8) can be re-written as follows
1
(1 + a′ǫ −
(1+ǫ)
√
a′ǫ
l − 14l2 )
=
4l2
[4l2(1 + a′ǫ) − 4l(1 + ǫ)
√
a′ǫ − 1]
(0.9)
1
The first factor of the R-H-S in (0.8) can be written as follows
(1 +
√
a′ǫ√
1 + a′ǫ
− 1
(2l + 1)(1 + a′ǫ) −
√
a′ǫ
√
1 + a′ǫ
) (0.10)
=
(2l + 1)(1 + a′ǫ)
√
1 + a′ǫ − (1 + a′ǫ)
√
a′ǫ + (2l + 1)(1 + a′ǫ)
√
a′ǫ − a′ǫ
√
1 + a′ǫ −
√
1 + a′ǫ√
1 + a′ǫ[(2l + 1)(1 + a′ǫ) −
√
a′ǫ
√
1 + a′ǫ]
(0.11)
=
(2l + 1)(1 + a′ǫ) −
√
1 + a′ǫ
√
a′ǫ + (2l + 1)
√
1 + a′ǫ
√
a′ǫ − a′ǫ − 1
[(2l + 1)(1 + a′ǫ) −
√
a′ǫ
√
1 + a′ǫ]
(0.12)
=
(2l + 1)(1 + a′ǫ) + 2l
√
1 + a′ǫ
√
a′ǫ − a′ǫ − 1
[(2l + 1)(1 + a′ǫ) −
√
a′ǫ
√
1 + a′ǫ]
(0.13)
=
2l(1 + a′ǫ) + 2l
√
1 + a′ǫ
√
a′ǫ
[(2l + 1)(1 + a′ǫ) −
√
a′ǫ
√
1 + a′ǫ]
(0.14)
where in the step from (0.11) to (0.12) we have divided by √1 + a′ǫ both the numerator and the
denominator.
The second factor of the R-H-S in (0.8) can be written as follows
(1 −
√
a′ǫ√
1 + a′ǫ
+
1
(2l − 1)(1 + a′ǫ) −
√
a′ǫ
√
1 + a′ǫ
) (0.15)
=
(2l − 1)(1 + a′ǫ)
√
1 + a′ǫ − (1 + a′ǫ)
√
a′ǫ − (2l − 1)(1 + a′ǫ)
√
a′ǫ + a
′
ǫ
√
1 + a′ǫ +
√
1 + a′ǫ√
1 + a′ǫ[(2l − 1)(1 + a′ǫ) −
√
a′ǫ
√
1 + a′ǫ]
(0.16)
=
(2l − 1)(1 + a′ǫ) −
√
1 + a′ǫ
√
a′ǫ − (2l − 1)
√
1 + a′ǫ
√
a′ǫ + a
′
ǫ + 1
[(2l − 1)(1 + a′ǫ) −
√
a′ǫ
√
1 + a′ǫ]
(0.17)
=
(2l − 1)(1 + a′ǫ) − 2l
√
1 + a′ǫ
√
a′ǫ + a
′
ǫ + 1
[(2l − 1)(1 + a′ǫ) −
√
a′ǫ
√
1 + a′ǫ]
(0.18)
=
2l(1 + a′ǫ) − 2l
√
1 + a′ǫ
√
a′ǫ
[(2l − 1)(1 + a′ǫ) −
√
a′ǫ
√
1 + a′ǫ]
(0.19)
where in the step from (0.16) to (0.17) we have divided by √1 + a′ǫ both the numerator and the
denominator.
Multiplying (0.14) and (0.19) we get
{ 2l(1 + a′ǫ) + 2l√1 + a′ǫ √a′ǫ
[(2l + 1)(1 + a′ǫ) −
√
a′ǫ
√
1 + a′ǫ]
}{ 2l(1 + a′ǫ) − 2l√1 + a′ǫ √a′ǫ
[(2l − 1)(1 + a′ǫ) −
√
a′ǫ
√
1 + a′ǫ]
}
(0.20)
=
4l2(1 + a′ǫ)[
√
1 + a′ǫ +
√
a′ǫ][
√
1 + a′ǫ −
√
a′ǫ]
(1 + a′ǫ)[(2l + 1)
√
1 + a′ǫ −
√
a′ǫ][(2l − 1)
√
1 + a′ǫ −
√
a′ǫ]
(0.21)
=
4l2[√1 + a′ǫ + √a′ǫ][√1 + a′ǫ − √a′ǫ]
[(2l + 1)√1 + a′ǫ − √a′ǫ][(2l − 1)√1 + a′ǫ − √a′ǫ] (0.22)
2
=
4l2
[2l√1 + a′ǫ + √1 + a′ǫ − √a′ǫ][2l√1 + a′ǫ − √1 + a′ǫ − √a′ǫ] (0.23)
=
4l2
[4l2(1 + a′ǫ) − 4l
√
a′ǫ
√
1 + a′ǫ − 1]
(0.24)
that coincides with (0.9) because √1 + a′ǫ = √(1 + ǫ2 + 2ǫ) = 1 + ǫ.
3
