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Abstract: We prove estimates for the variation of the eigenvalues of uniformly
elliptic operators with homogeneous Dirichlet or Neumann boundary conditions
upon variation of the open set on which an operator is defined. We consider
operators of arbitrary even order and open sets admitting arbitrary strong de-
generation. The main estimate is expressed via a natural and easily computable
distance between open sets with continuous boundaries. Another estimate is ob-
tained via the lower Hausdorff-Pompeiu deviation of the boundaries, which in
general may be much smaller than the usual Hausdorff-Pompeiu distance. Fi-
nally, in the case of diffeomorphic open sets we obtain an estimate even without
the assumption of continuity of the boundaries.
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1 Introduction
In this paper we consider the eigenvalue problem for the operator
Hu = (−1)m
∑
|α|=|β|=m
Dα
(
Aαβ(x)D
βu
)
, x ∈ Ω, (1.1)
subject to homogeneous Dirichlet or Neumann boundary conditions, where m ∈
N, Ω is a bounded open set in RN and the coefficients Aαβ are Lipschitz continuous
functions satisfying the uniform ellipticity condition (2.5) on Ω. For a precise
statement of the eigenvalue problem, see Definition 2.12 and Theorem 2.8.
We consider open sets Ω for which the spectrum is discrete and can be repre-
sented by means of a non-decreasing sequence of non-negative eigenvalues
λ1[Ω] ≤ λ2[Ω] ≤ · · · ≤ λn[Ω] ≤ . . .
where each eigenvalue is repeated as many times as its multiplicity.
∗This paper has been published in: Sobolev spaces in mathematics. II, Int. Math. Ser. (N.
Y.), 9, 69-102, Springer, New York, 2009
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In this paper we prove estimates for the variation
|λn[Ω1]− λn[Ω2]|
of the eigenvalues corresponding to two open sets Ω1, Ω2.
There is vast literature on spectral stability problems for elliptic operators
(see e.g., Hale [11], Henry [12] for references). However, little attention has been
devoted to the problem of spectral stability for higher order operators and in
particular to the problem of finding explicit qualified estimates for the variation
of the eigenvalues. Moreover, most of the existing qualified estimates for sec-
ond order operators were obtained under certain regularity assumptions on the
boundaries.
Our analysis comprehends operators of arbitrary even order, with homoge-
neous Dirichlet or Neumann boundary conditions, and open sets admitting ar-
bitrarily strong degeneration. In fact, we consider bounded open sets whose
boundaries are just locally the subgraphs of continuous functions. We only re-
quire that the ‘atlas’ A, with the help of which such open sets are described, is
fixed: we denote by C(A) the family of all such open sets (see Definition 3.1).
In C(A) we introduce a natural metric dA (the ‘atlas distance’) which can be
easily computed. Given two open sets Ω1,Ω2 ∈ C(A), the distance dA(Ω1,Ω2) is
just the maximum of the sup-norms of the differences of the functions describing
locally the boundaries of Ω1 and Ω2 (see Definition 5.1).
The first main result of the paper is that for both Dirichlet and Neumann
boundary conditions the eigenvalues of (1.1) are locally Lipschitz continuous func-
tions of the open set Ω ∈ C(A) with respect to the atlas distance dA. Namely, in
Theorems 5.12 and 6.25 we prove that for each n ∈ N there exist cn, ǫn > 0 such
that for both Dirichlet and Neumann boundary conditions the estimate
|λn[Ω1]− λn[Ω2]| ≤ cndA(Ω1,Ω2) (1.2)
holds for all open sets Ω1,Ω2 ∈ C(A) satisfying dA(Ω1,Ω2) < ǫn.
By estimate (1.2) we deduce an estimate expressed in terms of the lower
Hausdorff-Pompeiu deviation of the boundaries
dHP(∂Ω1, ∂Ω2) = min
{
sup
x∈∂Ω1
d(x, ∂Ω2), sup
x∈∂Ω2
d(x, ∂Ω1)
}
.
To do so, we restrict our attention to smaller families of open sets in C(A).
Namely, for a fixed M > 0 and ω : [0,∞[→ [0,∞[ satisfying very weak natural
conditions, we consider those open sets Ω in C(A) for which any of the functions
x¯ 7→ g(x¯), describing locally the boundary of Ω, satisfies the condition
|g(x¯)− g(y¯)| ≤Mω(|x¯− y¯|),
for all appropriate x¯, y¯: we denote by C
ω(·)
M (A) the family of all such open sets
(see Definition 7.3). For instance, if 0 < α ≤ 1 and ω(t) = tα for all t ≥ 0
then we obtain open sets with Ho¨lder continuous boundaries of exponent α: this
class is denoted below by C0,αM (A). It is possible to choose a function ω going to
zero arbitrarily slowly which allows dealing with open sets with arbitrarily sharp
cusps.
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The second main result of the paper is for open sets Ω1,Ω2 ∈ Cω(·)M (A).
Namely, in Theorem 7.16 we prove that for each n ∈ N there exist cn, ǫn > 0
such that
|λn[Ω1]− λn[Ω2]| ≤ cnω(dHP(∂Ω1, ∂Ω2)), (1.3)
for all open sets Ω1,Ω2 ∈ Cω(·)M (A) satisfying dHP(∂Ω1, ∂Ω2) < ǫn.
In particular in Corollary 7.23 we deduce that if Ω1,Ω2 ∈ Cω(·)M (A) satisfy
(Ω1)ǫ ⊂ Ω2 ⊂ (Ω1)ǫ or (Ω2)ǫ ⊂ Ω1 ⊂ (Ω2)ǫ,
where ǫ > 0 is sufficiently small then
|λn[Ω1]− λn[Ω2]| ≤ cnω(ǫ). (1.4)
Here Ωǫ = {x ∈ Ω : d(x, ∂Ω) > ǫ}, Ωǫ =
{
x ∈ RN : d(x,Ω) < ǫ}, for any set Ω
in RN .
In the case Ω1,Ω2 ∈ C0,αM (A) estimate (1.4) takes the form
|λn[Ω1]− λn[Ω2]| ≤ cnǫα. (1.5)
In the case of Dirichlet boundary conditions and m = 1 some estimates of the
form (1.5) were obtained in Davies [8] under the assumption that a certain Hardy-
type inequality is satisfied on Ω1 (see also Pang [15]). In the case of Dirichlet
boundary conditions and m = 1, estimate (1.5) was proved in [5]. In the case
of Dirichlet boundary conditions, m = 2 and open sets with sufficiently smooth
boundaries an estimate of the form (1.5) was obtained in Barbatis [1].
In the case of Neumann boundary conditions and m = 1, estimate (1.5) was
proved in Burenkov and Davies [4] for open sets Ω1,Ω2 ∈ C0,αM (A) satisfying
(Ω1)ǫ ⊂ Ω2 ⊂ Ω1. We remark that the result in [4] concerns only inner deforma-
tions of an open set and second order elliptic operators. Moreover, the proof in [4]
is based on the ultracontractivity which holds for second order elliptic operators
in open sets with Ho¨lder continuous boundaries. Since ultracontractivity is not
guaranteed for more general open sets, we had to develop a different method.
The third main result of the paper concerns the case Ω1 = Ω and Ω2 = φ(Ω),
where φ is a suitable diffeomorphism of class Cm. In this case we make very
weak assumptions on Ω: if m = 1 it is just the requirement that H has discrete
spectrum. Under such general assumptions we prove that for both Dirichlet and
Neumann boundary conditions there exists a constant c > 0 independent of n
such that
|λn[Ω]− λn[φ(Ω)]| ≤ c(1 + λn[Ω]) max
0≤|α|≤m
‖Dα(φ− Id)‖L∞(Ω),
if max0≤|α|≤m ‖Dα(φ− Id)‖L∞(Ω) < c−1 (see Theorem 4.8 and Corollary 4.15).
The paper is organized as follows: in Section 2 we introduce some notation
and we formulate the eigenvalue problem for operator (1.1); in Section 3 we
define the class of open sets under consideration; in Section 4 we consider the
case of diffeormorphic open sets; in Section 5 we prove estimate (1.2) for Dirichlet
boundary conditions; in Section 6 we prove estimate (1.2) for Neumann boundary
conditions; in Section 7 we prove estimates (1.3), (1.4) for both Dirichlet and
Neumann boundary conditions; in Appendix we discuss some properties of the
atlas distance dA, the Hausdorff-Pompeiu lower deviation dHP and the Hausdorff-
Pompeiu distance dHP .
3
2 Preliminaries and notation
Let N,m ∈ N and Ω be an open set in RN . We denote by Wm,2(Ω) the Sobolev
space of complex-valued functions in L2(Ω), which have all distributional deriva-
tives up to order m in L2(Ω), endowed with the norm
‖u‖Wm,2(Ω) =
∑
|α|≤m
‖Dαu‖L2(Ω). (2.1)
We denote by Wm,20 (Ω) the closure in W
m,2(Ω) of the space of the C∞-functions
with compact support in Ω.
Lemma 2.2 Let Ω be an open set in RN . Let V (Ω) be a subspace of Wm,2(Ω)
such that the embedding V (Ω) ⊂ Wm−1,2(Ω) is compact. Then there exists c > 0
such that
‖u‖Wm,2(Ω) ≤ c
(
‖u‖L2(Ω) +
∑
|α|=m
‖Dαu‖L2(Ω)
)
, (2.3)
for all u ∈ V (Ω).
Proof. Since (V (Ω), ‖ · ‖m,2) is compactly embedded in Wm−1,2(Ω) and
Wm−1,2(Ω) is continuously embedded in L2(Ω), by Lions’ Lemma (cf. e.g.,
Berger [2, p. 35]) it follows that for all ǫ ∈]0, 1[ there exists c(ǫ) > 0 such that
‖u‖Wm−1,2(Ω) ≤ ǫ‖u‖Wm,2(Ω) + c(ǫ)‖u‖L2(Ω)
hence
‖u‖Wm−1,2(Ω) ≤ ǫ
(1− ǫ)
∑
|α|=m
‖Dαu‖L2(Ω) + c(ǫ)
(1− ǫ)‖u‖L2(Ω), (2.4)
for all u ∈ V (Ω). Inequality (2.3) immediately follows. ✷
Let mˆ be the number of the multi-indices α = (α1, . . . , αN) ∈ NN0 with length
|α| = α1 + · · ·+ αN equal to m. Here N0 = N ∪ {0}. For all α, β ∈ NN0 such that
|α| = |β| = m, let Aαβ be bounded measurable real-valued functions defined on
Ω satisfying Aαβ = Aβα and the uniform ellipticity condition∑
|α|=|β|=m
Aαβ(x)ξαξβ ≥ θ|ξ|2 (2.5)
for all x ∈ Ω, ξ = (ξα)|α|=m ∈ Rmˆ, where θ > 0 is the ellipticity constant.
Let V (Ω) be a closed subspace of Wm,2(Ω) containing Wm,20 (Ω). We consider
the following eigenvalue problem∫
Ω
∑
|α|=|β|=m
AαβD
αuDβv¯dx = λ
∫
Ω
uv¯dx, (2.6)
for all test functions v ∈ V (Ω), in the unknowns u ∈ V (Ω) (the eigenfunctions)
and λ ∈ R (the eigenvalues).
Clearly problem (2.6) is the weak formulation of an eigenvalue problem for
the operator H in (1.1) subject to suitable homogeneous boundary conditions
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and the choice of V (Ω) corresponds to the choice of the boundary conditions (see
e.g., Necˇas [14]).
We set
QΩ(u, v) =
∫
Ω
∑
|α|=|β|=m
AαβD
αuDβv¯dx, QΩ(u) = QΩ(u, u), (2.7)
for all u, v ∈ Wm,2(Ω).
If the embedding V (Ω) ⊂Wm−1,2(Ω) is compact, then the eigenvalues of equa-
tion (2.6) coincide with the eigenvalues of a suitable operator HV (Ω) canonically
associated with the restriction of the quadratic form QΩ to V (Ω). In fact, we
have the following theorem.
Theorem 2.8 Let Ω be an open set in RN . Let m ∈ N, θ > 0 and, for all
α, β ∈ NN0 such that |α| = |β| = m, let Aαβ be bounded measurable real-valued
functions defined on Ω, satisfying Aαβ = Aβα and condition (2.5).
Let V (Ω) be a closed subspace of Wm,2(Ω) containing Wm,20 (Ω) and such that
the embedding V (Ω) ⊂Wm−1,2(Ω) is compact.
Then there exists a non-negative self-adjoint linear operator HV (Ω) on L
2(Ω)
with compact resolvent, such that Dom(H
1/2
V (Ω)) = V (Ω) and
< H
1/2
V (Ω)u,H
1/2
V (Ω)v >L2(Ω)= QΩ(u, v), (2.9)
for all u, v ∈ V (Ω). Moreover, the eigenvalues of equation (2.6) coincide with the
eigenvalues λn[HV (Ω)] of HV (Ω) and
λn[HV (Ω)] = inf
L≤V (Ω)
dimL=n
sup
u∈L
u 6=0
QΩ(u)
‖u‖2L2(Ω)
. (2.10)
Proof. By Lemma 2.2, inequality (2.5) and by the boundedness of the co-
efficients Aαβ , it follows that the space V (Ω) endowed with the norm defined
by
(‖u‖2L2(Ω) +QΩ(u))1/2, (2.11)
for all u ∈ V (Ω), is complete. Indeed, this norm is equivalent on V (Ω) to the
norm defined by (2.1). Thus, the restriction of the quadratic form QΩ to V (Ω)
is a closed quadratic form on V (Ω) (cf. Davies [7, pp. 81-83]) and there exists a
non-negative self-adjoint operatorHV (Ω) on L
2(Ω) satisfying Dom(H
1/2
V (Ω)) = V (Ω)
and condition (2.9) (cf. [7, Theorem 4.4.2]). Since the embedding V (Ω) ⊂ L2(Ω)
is compact then HV (Ω) has compact resolvent (cf. [7, Ex. 4.2]). The fact that the
eigenvalues of equation (2.6) coincide with the eigenvalues of the operator HV (Ω)
is well known. Finally, the variational representation in (2.10) is given by the
well-known Min-Max Principle (cf. [7, Theorem 4.5.3]). ✷
Definition 2.12 Let Ω be an open set in RN . Let m ∈ N, θ > 0 and, for all
α, β ∈ NN0 such that |α| = |β| = m, let Aαβ be bounded measurable real-valued
functions defined on Ω, satisfying Aαβ = Aβα and condition (2.5).
If the embedding Wm,20 (Ω) ⊂ Wm−1,2(Ω) is compact, we set
λn,D[Ω] = λn[HWm,20 (Ω)
].
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If the embedding Wm,2(Ω) ⊂ Wm−1,2(Ω) is compact, we set
λn,N [Ω] = λn[HWm,2(Ω)].
The numbers λn,D[Ω], λn,N [Ω] are called the Dirichlet eigenvalues, Neumann
eigenvalues respectively, of the operator (1.1).
When we refer to both Dirichlet and Neumann boundary conditions we write
just λn[Ω] instead of λn,D[Ω] and λn,N [Ω].
Remark 2.13 If Ω is such that the embedding W 1,20 (Ω) ⊂ L2(Ω) is compact (for
instance, if Ω is an arbitrary open set with finite Lebesgue measure) then also the
embedding Wm,20 (Ω) ⊂ Wm−1,2(Ω) is compact and the Dirichlet eigenvalues are
well-defined.
If Ω is such that the embedding W 1,2(Ω) ⊂ L2(Ω) is compact (for instance, if
Ω has a continuous boundary, see Definition 3.1) then the embedding Wm,2(Ω) ⊂
Wm−1,2(Ω) is compact and the Neumann eigenvalues are well-defined.
Example 2.14 Let Ω be an open set in R2. We consider the bi-harmonic oper-
ator ∆2 in R2 and the sesquilinear form
QΩ(u, v) =
∫
Ω
(
∂2u
∂x21
∂2v¯
∂x21
+ 2
∂2u
∂x1∂x2
∂2v¯
∂x1∂x2
+
∂2u
∂x22
∂2v¯
∂x22
)
dx, u, v ∈ V (Ω),
where V (Ω) is either W 2,20 (Ω) (Dirichlet boundary conditions) or W
2,2(Ω) (Neu-
mann boundary conditions). Recall that the Euler-Lagrange equation for the min-
imization of the quadratic form QΩ(u, u) is ∆
2u = 0. Observe that condition
(2.5) is satisfied with θ = 1.
Let HV (Ω) be the operator associated with the quadratic form QΩ as in Theo-
rem 2.8. Consider the eigenvalue problem
HV (Ω)u = λu. (2.15)
In the case V (Ω) = W 2,20 (Ω) equation (2.15) is the weak formulation of the
classical eigenvalue problem for the bi-harmonic operator subject to Dirichlet
boundary conditions 

∆2u = λu, in Ω,
u = 0, on ∂Ω,
∂u
∂n
= 0, on ∂Ω,
(2.16)
for bounded domains Ω of class C2. Here n = (n1, n2) is the unit outer normal
to ∂Ω.
In the case V (Ω) = W 2,2(Ω) equation (2.15) is the weak formulation of the
classical eigenvalue problem for the bi-harmonic operator subject to Neumann
boundary conditions 

∆2u = λu, in Ω,
∂2u
∂n2
= 0, on ∂Ω,
d
ds
∂2u
∂n∂t
+ ∂∆u
∂n
= 0, on ∂Ω,
(2.17)
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for bounded domains Ω of class C2. Here
∂2u
∂n2
=
2∑
i,j=1
∂2u
∂xi∂xj
ninj ,
∂2u
∂n∂t
=
2∑
i,j=1
∂2u
∂xi∂xj
nitj ,
s denotes the arclengh of ∂Ω (with positive orientation), t = (t1, t2) denotes the
unit tangent vector to ∂Ω (oriented in the sense of increasing s). This follows by
a standard argument and by observing that if u, v ∈ C4(Ω¯) then by the Divergence
Theorem
QΩ(u, v) =
∫
Ω
∆2uv¯dx−
∫
∂Ω
∂∆u
∂n
v¯dσ +
∫
∂Ω
(
n1∇ ∂u
∂x1
+ n2∇ ∂u
∂x2
)
· ∇v¯dσ
=
∫
Ω
∆2uv¯dx+
∫
∂Ω
(
∂2u
∂n2
∂v¯
∂n
+
∂2u
∂n∂t
∂v¯
∂t
− ∂∆u
∂n
v¯
)
dσ.
One may also consider the sesquilinear form
Q
(ν)
Ω (u, v) = ν
∫
Ω
∆u∆v¯ + (1− ν)QΩ(u, v), u, v ∈ V (Ω).
If 0 ≤ ν < 1 then condition (2.5) is satisfied with θ = 1 − ν. Observe that the
Euler-Lagrange equation for the minimization of the quadratic form Q
(ν)
Ω (u, u) is
again ∆2u = 0.
Let H
(ν)
V (Ω) be the operator associated with the quadratic form Q
(ν)
Ω as in The-
orem 2.8. Consider the eigenvalue problem
H
(ν)
V (Ω)u = λu. (2.18)
In the case V (Ω) = W 2,20 (Ω) equation (2.18) is another weak formulation of
the classical eigenvalue problem (2.16).
In the case V (Ω) = W 2,2(Ω) equation (2.18) is the weak formulation of the
classical eigenvalue problem for the bi-harmonic operator subject to Neumann
boundary conditions depending on ν

∆2u = λu, in Ω,
ν∆u+ (1− ν) ∂2u
∂n2
= 0, on ∂Ω,
(1− ν) d
ds
∂2u
∂n∂t
+ ∂∆u
∂n
= 0, on ∂Ω.
(2.19)
The bi-harmonic operator subject to these boundary conditions with 0 < ν <
1/2 arises in the study of small deformations of a thin plate under Kirchhoff
hypothesis in which case ν is the Poisson ratio of the plate (see e.g., Nazaret [13]
and the references therein).
3 Open sets with continuous boundaries
We recall that for any set V in RN and δ > 0 we denote by Vδ the set {x ∈
V : d(x, ∂Ω) > δ}. Moreover, by a rotation in RN we mean a N ×N -orthogonal
matrix with real entries which we identify with the corresponding linear operator
acting in RN .
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Definition 3.1 Let ρ > 0, s, s′ ∈ N, s′ ≤ s and {Vj}sj=1 be a family of bounded
open cuboids and {rj}sj=1 be a family of rotations in RN .
We say that that A = (ρ, s, s′, {Vj}sj=1, {rj}sj=1) is an atlas in RN with the
parameters ρ, s, s′, {Vj}sj=1, {rj}sj=1, briefly an atlas in RN .
We denote by C(A) the family of all open sets Ω in RN satisfying the following
properties:
(i) Ω ⊂
s⋃
j=1
(Vj)ρ and (Vj)ρ ∩ Ω 6= ∅;
(ii) Vj ∩ ∂Ω 6= ∅ for j = 1, . . . s′, Vj ∩ ∂Ω = ∅ for s′ < j ≤ s;
(iii) for j = 1, ..., s
rj(Vj) = { x ∈ RN : aij < xi < bij , i = 1, ...., N},
and
rj(Ω ∩ Vj) = {x ∈ RN : aNj < xN < gj(x¯), x¯ ∈ Wj},
where x¯ = (x1, ..., xN−1), Wj = {x¯ ∈ RN−1 : aij < xi < bij , i = 1, ..., N − 1} and
gj is a continuous function defined on W j (it is meant that if s
′ < j ≤ s then
gj(x¯) = bNj for all x¯ ∈ W j);
moreover for j = 1, . . . , s′
aNj + ρ ≤ gj(x¯) ≤ bNj − ρ,
for all x¯ ∈ W j.
We say that an open set Ω in RN is an open set with a continuous boundary
if Ω is of class C(A) for some atlas A.
We note that, for an open set Ω of class C(A), inequality (2.3) holds for all
u ∈ Wm,2(Ω) with a constant c depending only onA. More precisely, we denote by
DΩ the best constant for which inequality (2.3) is satisfied for V (Ω) = Wm,20 (Ω).
We denote by NΩ the best constant for which inequality (2.3) is satisfied for
V (Ω) = Wm,2(Ω). Then we have the following (for a proof we refer to Burenkov [3,
Thm. 6, p. 160]).
Lemma 3.2 Let A be an atlas in RN , m ∈ N. There exists c > 0 depending only
on N,A and m such that
1 ≤ DΩ ≤ NΩ ≤ c, (3.3)
for all open sets Ω ∈ C(A).
Lemma 3.4 Let A be an atlas in RN . Let m ∈ N, L, θ > 0 and, for all α, β ∈ NN0
with |α| = |β| = m, let Aαβ ∈ L∞(∪sj=1Vj) satisfy Aαβ = Aβα, ‖Aαβ‖L∞(∪sj=1Vj) ≤
L and condition (2.5).
Then for each n ∈ N there exists Λn > 0 depending only on n,N,A, m and L
such that
λn,N [Ω] ≤ λn,D[Ω] ≤ Λn, (3.5)
for all open sets Ω ∈ C(A).
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Proof. The inequality λn,N [Ω] ≤ λn,D[Ω] is well known. Now we prove the
second inequality. Clearly, there exists a ball B of radius ρ/2 such that B ⊂ Ω
for all open sets Ω ∈ C(A). By the well-known monotonicity of the Dirichlet
eigenvalues with respect to inclusion it follows that
λn,D[Ω] ≤ λn,D[B].
Thus it suffices to estimate λn,D[B]. Clearly there exists c > 0 depending only on
N and m such that
QB(u) ≤ cL
∫
B
|∇mu|2dx, (3.6)
for all u ∈ Wm,20 (B), where ∇mu = (Dαu)|α|=m. By (2.10) and (3.6) it follows
that
λn,D[B] ≤ Λn ≡ cL inf
L≤Wm,20 (B)
dimL=n
sup
u∈L
u 6=0
∫
B
|∇mu|2dx∫
B
|u|2dx <∞.
Clearly Λn depends only on n,N, ρ,m and L. ✷
4 The case of diffeomorphic open sets
Lemma 4.1 Let Ω be an open set in RN . Let m ∈ N, B1, B2 > 0 and φ be a
diffeomorphism of Ω onto φ(Ω) of class Cm such that
max
1≤|α|≤m
|Dαφ(x)| ≤ B1, |det∇φ(x)| ≥ B2, (4.2)
for all x ∈ Ω. Let B3 > 0 and, for all α, β ∈ NN0 such that |α| = |β| = m, let Aαβ
be measurable real-valued functions defined on Ω ∪ φ(Ω) satisfying
max
|α|=|β|=m
|Aαβ(x)| ≤ B3, (4.3)
for almost all x ∈ Ω ∪ φ(Ω). Then there exists c > 0 depending only on
N,m,B1, B2, B3 such that
∣∣Qφ(Ω)(u ◦ φ(−1))−QΩ(u)∣∣ ≤ cL(φ)
∫
Ω
∑
1≤|α|≤m
|Dαu|2dx, (4.4)
for all u ∈ Wm,2(Ω), where
L(φ) = max
1≤|α|≤m
‖Dα(φ− Id)‖L∞(Ω) + max
|α|=|β|=m
‖Aαβ ◦ φ− Aαβ‖L∞(Ω). (4.5)
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Proof. By changing variables and using a known formula for high derivatives
of composite functions (cf. e.g. Fraenkel [10, Formula B]), we have that
Qφ(Ω)(u ◦ φ(−1)) =
∫
φ(Ω)
∑
|α|=|β|=m
AαβD
α(u ◦ φ(−1))Dβ(u ◦ φ(−1))dy
=
∫
Ω
∑
|α|=|β|=m
(
AαβD
α(u ◦ φ(−1))Dβ(u ◦ φ(−1))
)
◦ φ|det∇φ|dx
=
∫
Ω
∑
|α|=|β|=m
Aαβ ◦ φ
∑
1≤|η|≤|α|
1≤|ξ|≤|β|
DηuDξu (pαη(φ
(−1))pβξ(φ
(−1))) ◦ φ|det∇φ|dx
=
∑
|α|=|β|=m
1≤|η|≤|α|
1≤|ξ|≤|β|
∫
Ω
(Aαβpαη(φ
(−1))pβξ(φ
(−1))) ◦ φDηuDξu |det∇φ|dx, (4.6)
for all u ∈ Wm,2(Ω), where for all α, η with 1 ≤ |η| ≤ |α| = m, pαη(φ(−1)) denotes
a polynomial of degree |η| in derivatives of φ(−1) of order between 1 and |α|, with
coefficients depending only on N,α, η.
We recall that for each α with 1 ≤ |α| ≤ m there exists a polynomial pα(φ)
in derivatives of φ of order between 1 and |α|, with coefficients depending only
on N,α, such that
(Dαφ(−1)) ◦ φ = pα(φ)
(det∇φ)2|α|−1 . (4.7)
In order to estimate Qφ(Ω)(u ◦ φ(−1)) − QΩ(u) it is enough to estimate the
expressions
(Aαβpαη(φ
(−1))pβξ(φ
(−1))) ◦ φ |det∇φ| − (Aαβpαη(φ˜(−1))pβξ(φ˜(−1))) ◦ φ˜ |det∇φ˜|,
where φ˜ = Id. This can be done by using the triangle inequality and by observing
that (4.7) implies that
|(Dαφ(−1)) ◦ φ− (Dαφ˜(−1)) ◦ φ˜| ≤ c max
1≤|β|≤|α|
‖Dβ(φ− φ˜)‖L∞(Ω),
where c depends only on N,α,B1, B2. ✷
Theorem 4.8 Let U be an open set in RN . Let m ∈ N, B1, B2, B3, θ > 0. For all
α, β ∈ NN0 with |α| = |β| = m, let Aαβ be measurable real-valued functions defined
on U , satisfying Aαβ = Aβα and conditions (2.5), (4.3) in U . The following
statements hold.
(i) There exists c1 > 0 depending only on N,m,B1, B2, B3, θ such that for
all n ∈ N, for all open sets Ω ⊂ U such that the embedding Wm,20 (Ω) ⊂
Wm−1,2(Ω) is compact, and for all diffeomorphisms of Ω onto φ(Ω) of class
Cm satisfying (4.2) and such that φ(Ω) ⊂ U , the inequality
|λn,D[Ω]− λn,D[φ(Ω)]| ≤ c1D2Ω(1 + λn,D[Ω])L(φ) (4.9)
holds if L(φ) < (c1D2Ω)−1.
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(ii) There exists c2 > 0 depending only on N,m,B1, B2, B3, θ such that for
all n ∈ N, for all open sets Ω ⊂ U such that the embedding Wm,2(Ω) ⊂
Wm−1,2(Ω) is compact, and for all diffeomorphisms of Ω onto φ(Ω) of class
Cm satisfying (4.2) and such that φ(Ω) ⊂ U , inequality
|λn,N [Ω]− λn,N [φ(Ω)]| ≤ c2N 2Ω(1 + λn,N [Ω])L(φ), (4.10)
holds if L(φ) < (c2N 2Ω)−1.
Proof. We prove statement (i). Let Ω ⊂ U be an open set such that the em-
bedding Wm,20 (Ω) ⊂Wm−1,2(Ω) is compact and φ be a diffeomorphisms of Ω onto
φ(Ω) of class Cm satisfying (4.2) and such that φ(Ω) ⊂ U . By inequalities (2.3),
(2.5), (4.4) it follows that there exists c3 > 0 depending only onN,m,B1, B2, B3, θ
such that∣∣Qφ(Ω)(u ◦ φ(−1))−QΩ(u)∣∣ ≤ c3D2Ω(‖u‖2L2(Ω) +QΩ(u))L(φ). (4.11)
Clearly we have
∣∣∣∣∣ Qφ(Ω)(u ◦ φ
(−1))
‖u ◦ φ(−1)‖2L2(φ(Ω))
− QΩ(u)‖u‖2L2(Ω)
∣∣∣∣∣
≤ |Qφ(Ω)(u ◦ φ
(−1))−QΩ(u)|∫
Ω
|u|2|det∇φ|dx +
QΩ(u)
∫
Ω
|u|2||det∇φ| − 1|dx∫
Ω
|u|2|det∇φ|dx ∫
Ω
|u|2dx . (4.12)
By observing that DΩ ≥ 1 and by combining inequalities (4.11) and (4.12) it
follows that there exists c4 > 0 depending only on N,m,B1, B2, B3, θ such that
for all u ∈ Wm,20 (Ω)∣∣∣∣∣ Qφ(Ω)(u ◦ φ
(−1))
‖u ◦ φ(−1)‖2L2(φ(Ω))
− QΩ(u)‖u‖2L2(Ω)
∣∣∣∣∣ ≤ c4D2Ω
(
1 +
QΩ(u)
‖u‖2L2(Ω)
)
L(φ), (4.13)
which can be written as
(1− c4D2ΩL(φ))
QΩ(u)
‖u‖2L2(Ω)
− c4D2ΩL(φ) (4.14)
≤ Qφ(Ω)(u ◦ φ
(−1))
‖u ◦ φ(−1)‖2L2(φ(Ω))
≤ (1 + c4D2ΩL(φ))
QΩ(u)
‖u‖2L2(Ω)
+ c4D2ΩL(φ).
Assume now that 1 − c4D2ΩL(φ) > 0. Observe that the map Cφ of L2(Ω) to
L2(φ(Ω)) which takes u ∈ L2(Ω) to Cφu = u ◦ φ−1 is a linear homeomorphism
which restricts to a linear homeomorphism of Wm,20 (Ω) onto W
m,2
0 (φ(Ω)), and
that the embedding Wm,20 (φ(Ω)) ⊂Wm−1,2(φ(Ω)) is compact. Then by applying
the Min-Max Principle (2.10) and using inequality (4.14), it easy to deduce the
validity of inequality (4.9).
The proof of statement (ii) is very similar. In this case one should observe
that the map Cφ defined above restricts to a linear homeomorphism of W
m,2(Ω)
onto Wm,2(φ(Ω)) and that if the embedding Wm,2(Ω) ⊂ Wm−1,2(Ω) is compact
then also the embedding Wm,2(φ(Ω)) ⊂Wm−1,2(φ(Ω)) is compact. ✷
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Corollary 4.15 Let A be an atlas in RN . Let m ∈ N, B1, B2, L, θ > 0 and, for
all α, β ∈ NN0 with |α| = |β| = m, let Aαβ ∈ C0,1(∪sj=1Vj) satisfy Aαβ = Aβα,
‖Aαβ‖C0,1(∪sj=1Vj) ≤ L and condition (2.5).
Then there exists c > 0 depending only on N,A, m,B1, B2, L, θ such that for
all n ∈ N, for all open sets Ω ∈ C(A), and for all diffeomorphisms of Ω onto
φ(Ω) of class Cm satisfying (4.2) and such that φ(Ω) ⊂ ∪sj=1Vj, the inequality
|λn[Ω]− λn[φ(Ω)]| ≤ c(1 + λn[Ω]) max
0≤|α|≤m
‖Dα(φ− Id)‖L∞(Ω) (4.16)
holds for both Dirichlet and Neumann boundary conditions, if
max
0≤|α|≤m
‖Dα(φ− Id)‖L∞(Ω) < c−1.
Proof. It suffices to apply Lemma 3.2 and Theorem 4.8. ✷
5 Estimates for Dirichlet eigenvalues via the at-
las distance
Definition 5.1 Let A = (ρ, s, s′, {Vj}sj=1, {rj}sj=1) be an atlas in RN . For all
Ω1,Ω2 ∈ C(A) we define the ‘atlas distance’ dA by
dA(Ω1,Ω2) = max
j=1,...,s
sup
(x¯,xN )∈rj(Vj)
|g1j(x¯)− g2j(x¯)| , (5.2)
where g1j, g2j respectively, are the functions describing the boundaries of Ω1,Ω2
respectively, as in Definition 3.1 (iii).
We observe that the function dA(·, ·) is in fact a distance in C(A) (for further
properties of dA see also Appendix).
If Ω ∈ C(A) it will be useful to set
dj(x, ∂Ω) = |gj( (rj(x)) )− (rj(x))N |, (5.3)
for all j = 1, . . . , s and x ∈ Vj, where gj and rj are as in Definition 3.1.
Let A = (ρ, s, s′, {Vj}sj=1 , {rj}sj=1) be an atlas in RN . We consider a partition
of unity {ψj}sj=1 such that ψj ∈ C∞c (RN), suppψj ⊂ (Vj) 3
4
ρ, 0 ≤ ψj(x) ≤ 1,
|∇ψj(x)| ≤ G for all x ∈ RN and j = 1, . . . , s, where G > 0 depends only on A,
and such that
∑s
j=1 ψj(x) = 1 for all x ∈ ∪sj=1(Vj)ρ.
For ǫ ≥ 0 we consider the following transformation
Tǫ(x) = x− ǫ
s∑
j=1
ξjψj(x) , x ∈ RN , (5.4)
where ξj = r
(−1)
j ((0, . . . , 1)), which was introduced in Burenkov and Davies [4].
Then we have the following variant of Lemma 18 in [4].
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Lemma 5.5 Let A = (ρ, s, s′, {Vj}sj=1 , {rj}sj=1) be an atlas in RN .
Then there exist A1, A2, E1 > 0 depending only on N and A such that
max
0≤|α|≤m
∥∥Dα(Tǫ − Id)∥∥L∞(RN ) ≤ A1ǫ, (5.6)
and such that
1
2
≤ 1− A2ǫ ≤ det∇Tǫ ≤ 1 + A2ǫ, (5.7)
for all 0 ≤ ǫ < E1. Furthermore,
Tǫ(Ω1) ⊂ Ω2 (5.8)
for all 0 < ǫ < E1, for all Ω1,Ω2 ∈ C(A) such that Ω2 ⊂ Ω1 and
dA(Ω1,Ω2) <
ǫ
s
. (5.9)
Proof. Inequalities (5.6), (5.7) are obvious. We now prove inclusion (5.8).
Let Ω1,Ω2 ∈ C(A) satisfy Ω2 ⊂ Ω1 and (5.9). For all j = 1, . . . , swe denote by g1j ,
g2j respectively, the functions describing the boundaries of Ω1, Ω2 respectively,
as in Definition 3.1 (iii). For all x ∈ ∪sj=1Vj we set J(x) = {j ∈ {1, . . . , s} :
x ∈ (Vj) 3
4
ρ}. Let x ∈ Ω1. By the proof of [4, Lemma 18] it follows that if
0 < ǫ < ρ
4
then Tǫ(x) ∈ Ω1 ∩ (Vj) ρ
2
and dj(Tǫ(x), ∂Ω1) ≥ ǫψj(x) for all j ∈ J(x),
where {ψj}sj=1 is the appropriate partition of unity satisfying suppψj ⊂ (Vj) 3
4
ρ.
Therefore
∑
j∈J(x)
dj(Tǫ(x), ∂Ω1) ≥ ǫ
∑
j∈J(x)
ψj(x) = ǫ
s∑
j=1
ψj(x) = ǫ.
Hence there exists ˜ ∈ J(x) such that d˜(Tǫ(x), ∂Ω1) ≥ ǫs , which implies
(r˜(Tǫ(x)))N < g2˜(r˜(Tǫ(x))). (5.10)
Indeed, assume to the contrary that (r˜(Tǫ(x)))N ≥ g2˜(r˜(Tǫ(x))). Then we would
have
dA(Ω1,Ω2) ≥ g1˜(r˜(Tǫ(x)))− g2˜(r˜(Tǫ(x)))
= g1˜(r˜(Tǫ(x)))− (r˜(Tǫ(x)))N + (r˜(Tǫ(x)))N − g2˜(r˜(Tǫ(x)))
≥ g1˜(r˜(Tǫ(x)))− (r˜(Tǫ(x)))N = d˜(Tǫ(x), ∂Ω1) ≥ ǫ
s
(5.11)
which contradicts (5.9). Thus, (5.10) holds hence Tǫ(x) ∈ Ω2. ✷
Theorem 5.12 Let A be an atlas in RN . Let m ∈ N, L, θ > 0 and, for all
α, β ∈ NN0 with |α| = |β| = m, let Aαβ ∈ C0,1(∪sj=1Vj) satisfy Aαβ = Aβα,
‖Aαβ‖C0,1(∪sj=1Vj) ≤ L and condition (2.5).
Then for each n ∈ N there exist cn, ǫn > 0 depending only on n,N,A, m, L, θ
such that
|λn,D[Ω1]− λn,D[Ω2]| ≤ cndA(Ω1,Ω2), (5.13)
for all Ω1,Ω2 ∈ C(A) satisfying dA(Ω1,Ω2) < ǫn.
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Proof. Let 0 < ǫ < E1 where E1 > 0 is as in Lemma 5.5, and let Ω1,Ω2 ∈
C(A) satisfy (5.9). We set Ω3 = Ω1 ∩ Ω2. Clearly, Ω3 ∈ C(A) and dA(Ω3,Ω1),
dA(Ω3,Ω2) < ǫ/s. By Lemma 5.5 applied to the couples of open sets Ωi,Ω3 it
follows that Tǫ(Ωi) ⊂ Ω3, i = 1, 2. By the monotonicity of the eigenvalues with
respect to inclusion it follows that
λn,D[Ωi] ≤ λn,D[Ω3] ≤ λn,D[Tǫ(Ωi)], i = 1, 2. (5.14)
Since in Lemma 3.4 Λn depends only on n,N,A, m and L, in Corollary 4.15 c
depends only on N,A, m,B1, B2, L and θ, and in Lemma 5.5 E1 and A1 depend
only on N and A, by (4.16), (3.5) and (5.6) it follows that there exist c˜n, ǫ˜n > 0
such that
λn,D[Ω3]− λn,D[Ωi] ≤ λn,D[Tǫ(Ωi)]− λn,D[Ωi] ≤ c˜nǫ, i = 1, 2,
if 0 < ǫ < ǫ˜n. Hence
|λn,D[Ω1]− λn,D[Ω2]| ≤ max
i=1,2
{λn,D[Ω3]− λn,D[Ωi]} ≤ c˜nǫ.
Take here ǫ = 2sdA(Ω1,Ω2), then inequality (5.13) holds with cn = 2sc˜n if
dA(Ω1,Ω2) < ǫn = ǫ˜n/(2s). ✷
Let A = (ρ, s, s′, {Vj}sj=1, {rj}sj=1) be an atlas in RN . For all x ∈ V ′ = ∪s′j=1Vj
we set J ′(x) = {j ∈ {1, . . . , s′} : x ∈ Vj}. Let Ω ∈ C(A). Then we set
dA(x, ∂Ω) = max
j∈J ′(x)
dj(x, ∂Ω),
for all x ∈ V ′, where dj(x, ∂Ω) is defined in (5.3). Observe that if Ω ∈ C(A) then
∂Ω ⊂ V ′. Therefore if Ω1,Ω2 ∈ C(A) then
dA(Ω1,Ω2) = sup
x∈∂Ω1
dA(x, ∂Ω2) = sup
x∈∂Ω2
dA(x, ∂Ω1). (5.15)
For all ǫ > 0 we set
Ωǫ,A = Ω \ {x ∈ V ′ : dA(x, ∂Ω) ≤ ǫ},
Ωǫ,A = Ω ∪ {x ∈ V ′ : dA(x, ∂Ω) < ǫ}.
Lemma 5.16 Let A be an atlas in RN and ǫ > 0. If Ω1 and Ω2 are two open
sets in C(A) satisfying the inclusions
(Ω1)ǫ,A ⊂ Ω2 ⊂ (Ω1)ǫ,A (5.17)
or
(Ω2)ǫ,A ⊂ Ω1 ⊂ (Ω2)ǫ,A, (5.18)
then
dA(Ω1,Ω2) ≤ ǫ. (5.19)
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Proof. Assume that inclusion (5.17) holds. Let x ∈ ∂Ω2. We consider three
cases. Case x ∈ Ω1. Since x /∈ Ω2 then x /∈ (Ω1)ǫ,A hence by definition of (Ω1)ǫ,A it
follows that x ∈ V ′ and dA(x, ∂Ω1) ≤ ǫ. Case x ∈ ∂Ω1. Obviously dA(x, ∂Ω1) = 0.
Case x /∈ Ω1. In this case there exists a sequence xn ∈ Ω2 \Ω1, n ∈ N converging
to x. Since xn /∈ Ω1 then dA(xn, ∂Ω1) < ǫ because xn ∈ (Ω1)ǫ,A. By observing
that J ′(xn) = J
′(x) for all n sufficiently large, one can pass to the limit and
obtain dA(x, ∂Ω1) ≤ ǫ. Thus, in any case we have that dA(x, ∂Ω1) ≤ ǫ for all
x ∈ ∂Ω2 and (5.19) follows by (5.15). The same argument applies when inclusion
(5.18) holds. ✷
Corollary 5.20 Let A be an atlas in RN . Let m ∈ N, L, θ > 0 and, for all
α, β ∈ NN0 with |α| = |β| = m, let Aαβ ∈ C0,1(∪sj=1Vj) satisfy Aαβ = Aβα,
‖Aαβ‖C0,1(∪sj=1Vj) ≤ L and condition (2.5).
Then for each n ∈ N there exist cn, ǫn > 0 depending only on n,N,A, m, L, θ
such that
|λn,D[Ω1]− λn,D[Ω2]| ≤ cnǫ, (5.21)
for all 0 < ǫ < ǫn and for all Ω1,Ω2 ∈ C(A) satisfying (5.17) or (5.18).
Proof. Inequality (5.21) follows by inequality (5.13) and inequality (5.19). ✷
6 Estimates for Neumann eigenvalues via the
atlas distance
In this section we prove Theorem 6.25. The proof is based on Lemmas 6.2 and
6.13.
Definition 6.1 Let U be an open set in RN and ρ a rotation. We say that U is
a ‘ρ-patch’ if there exist an open set GU ⊂ RN−1 and functions ϕU , ψU : GU → R
such that
ρ(U) =
{
(x¯, xN ) ∈ RN : ψU(x¯) < xN < ϕU(x¯), x¯ ∈ GU
}
.
The ‘thickness’ of the ρ-patch is defined by
RU = inf
x¯∈GU
(ϕU(x¯)− ψU (x¯));
the ‘thinness’ of the ρ-patch is defined by
SU = sup
x¯∈GU
(ϕU(x¯)− ψU (x¯)).
If Ω2 ⊂ Ω1 and Ω1 \ Ω2 is covered by a finite number of ρ-patches contained
in Ω1, then we can estimate λn,N [Ω2]− λn,N [Ω1] via the thinness of the patches.
Lemma 6.2 Let m ∈ N and Ω1 be an open set in RN such that the embedding
Wm,2(Ω1) ⊂ Wm−1,2(Ω1) is compact. For all α, β ∈ NN0 with |α| = |β| = m,
let Aαβ be bounded measurable real-valued functions defined on Ω1, satisfying
Aαβ = Aβα and condition (2.5) in Ω1. Let σ ∈ N, R > 0.
Assume that Ω2 ⊂ Ω1 is such that the embedding Wm,2(Ω2) ⊂ Wm−1,2(Ω2)
is compact and there exist rotations {ρj}σj=1 and two sets {Uj}σj=1, {U˜j}σj=1 of
ρj-patches Uj and U˜j satisfying the following properties
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(a) Uj ⊂ U˜j ⊂ Ω1, for all j = 1, . . . , σ;
(b) GUj = GU˜j , ϕUj = ϕU˜j , for all j = 1, . . . , σ;
(c) RU˜j > R, for all j = 1, . . . , σ;
(d) Ω1 \ Ω2 ⊂ ∪σj=1Uj.
Then there exists d > 0 depending only on N,m,R such that for all n ∈ N
λn,N [Ω2] ≤ λn,N [Ω1](1 + dn max
j=1,...,σ
SUj), (6.3)
if maxj=1,...,σ SUj < d
−1
n , where
dn = 2σd(1 + θ
−1λn,N [Ω1]). (6.4)
Proof. By (a) and (b) it follows that ψU˜j ≤ ψUj for all j = 1, . . . , σ. Let
u ∈ Wm,2(Ω1). By (d)∫
Ω1\Ω2
|u|2dy ≤
σ∑
j=1
∫
Uj
|u|2dy =
σ∑
j=1
∫
ρj(Uj)
|u ◦ ρ(−1)j |2dx. (6.5)
Let, for brevity, vj = u ◦ ρ(−1)j . Clearly,∫
ρj(Uj)
|u ◦ ρ−1j |2 =
∫
GUj
∫ ϕUj (x¯)
ψUj (x¯)
|vj(x¯, xN )|2dx¯dxN . (6.6)
Since vj ∈ Wm,2(ρj(U˜j)) it follows that for almost all x¯ ∈ GU˜j the function
vj(x¯, ·) belongs to the space Wm,2(ψU˜j (x¯), ϕU˜j(x¯)). Moreover, by (c) it follows
that ϕU˜j(x¯) − ψU˜j (x¯) ≥ R. Thus by Burenkov [3, Thm. 2, p.127] there exists
d˜ > 0 depending only on m,R such that
‖vj(x¯, ·)‖2L∞(ψ
U˜j
(x¯),ϕ
U˜j
(x¯)) ≤ d˜
(
‖vj(x¯, ·)‖2L2(ψ
U˜j
(x¯),ϕ
U˜j
(x¯))
+
∥∥∥∥∂mvj∂xmN (x¯, ·)
∥∥∥∥
2
L2(ψ
U˜j
(x¯),ϕ
U˜j
(x¯))
)
. (6.7)
By inequality (6.7) and property (b)
∫
GUj
∫ ϕUj (x¯)
ψUj (x¯)
|vj(x¯, xN )|2dx¯dxN
≤
∫
GUj
(ϕUj(x¯)− ψUj (x¯))‖vj(x¯, ·)‖2L∞(ψ
U˜i
(x¯),ϕUi(x¯))
dx¯
≤ d˜SUj
(
‖vj‖2L2(ρj(U˜j)) +
∥∥∥∥∂mvj∂xmN
∥∥∥∥
2
L2(ρj(U˜j))
)
≤ dSUj
(
‖u‖2L2(Ω1) +
∑
|α|=m
‖Dαu‖2L2(Ω1)
)
, (6.8)
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where d > 0 depends only on N,m,R.
Let ψn[Ω1], n ∈ N, be an orthonormal sequence of eigenfunctions correspond-
ing to the eigenvalues λn,N [Ω1]. We denote by Ln[Ω1] the linear subspace of
Wm,2(Ω1) generated by the ψ1[Ω1], . . . , ψn[Ω1]. If u ∈ Ln[Ω1] and ‖u‖L2(Ω1) = 1
then by (6.5), (6.6 ), (6.8)∫
Ω1\Ω2
|u|2 ≤ σd max
j=1,...,σ
SUj(1 + θ
−1QΩ1(u))
≤ σd max
j=1,...,σ
SUj(1 + θ
−1λn[Ω1]). (6.9)
Let T12 be the restriction operator from Ω1 to Ω2. Clearly, T12 mapsWm,2(Ω1)
to Wm,2(Ω2). For all n ∈ N and for all u ∈ Ln[Ω1], ‖u‖L2(Ω1) = 1 we have
‖T12u‖2L2(Ω2) =
∫
Ω1
|u|2 −
∫
Ω1\Ω2
|u|2 ≥ 1− σd max
j=1,...,σ
SUj(1 + θ
−1λn[Ω1]) (6.10)
and
QΩ2(T12u) ≤ QΩ1(u) ≤ λn[Ω1]
because
∑
|α|=|β|=mAαβξαξ¯β ≥ 0 for all ξα, ξβ ∈ C. Thus, in the terminology of
[6], T12 is a transition operator from HWm,2(Ω1) to HWm,2(Ω2) with the measure
of vicinity δ(HWm,2(Ω1), HWm,2(Ω2)) = maxj=1,...,σ SUj and the parameters an =
σd(1 + θ−1λn[Ω1]), bn = 0. Thus, by the general spectral stability theorem [6,
Theorem 3.2] it follows that
λn,N [Ω2] ≤ λn,N [Ω1] + 2(anλn,N [Ω1] + bn)δ(HWm,2(Ω1), HWm,2(Ω2))
if δ(HWm,2(Ω1), HWm,2(Ω2)) < (2an)
−1 which immediately gives (6.3). ✷
Lemma 6.11 Let A be an atlas in RN . Let m ∈ N, L, θ > 0 and, for all
α, β ∈ NN0 with |α| = |β| = m, let Aαβ ∈ L∞(∪sj=1Vj) satisfy Aαβ = Aβα,
‖Aαβ‖L∞(∪sj=1Vj) ≤ L and condition (2.5). Then for each n ∈ N there exist
cn, ǫn > 0 depending only on n,N,A, m, L, θ, such that
λn,N [Ω2] ≤ λn,N [Ω1] + cndA(Ω1,Ω2), (6.12)
for all Ω1,Ω2 ∈ C(A) satisfying Ω2 ⊂ Ω1 and dA(Ω1,Ω2) < ǫn.
Proof. Let A = (ρ, s, s′, {Vj}sj=1, {rj}sj=1), Ω1,Ω2 ∈ C(A) and Ω2 ⊂ Ω1. For
all j = 1, . . . , s we denote by g1j, g2j respectively, the functions describing the
boundaries of Ω1, Ω2 respectively, as in Definition 3.1 (iii). We consider two sets
of {Uj}sj=1 {U˜j}sj=1 of rj-patches Uj , U˜j defined as follows:
U˜j = r
(−1)
j ({(x¯, xN) : x¯ ∈ Wj , aNj < xN < g1j(x¯)}),
Uj = r
(−1)
j ({(x¯, xN ) : x¯ ∈ Wj, g2j(x¯) < xN < g1j(x¯)},
whereWj and aNj are as in Definition 3.1. Observe that conditions (a), (b), (c), (d)
of Lemma 6.2 are satisfied with σ = s and R = ρ. Moreover, maxj=1,...,σ SUj =
dA(Ω1,Ω2). Thus by applying Lemma 6.2 to the open sets Ω1, Ω2 and the sets of
patches defined above, and by Lemma 3.4 we immediately deduce the validity of
(6.12). ✷
Our next aim is to consider the case Ω2 = Tǫ(Ω1) where Tǫ is the map defined
in (5.4).
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Lemma 6.13 Let A be an atlas in RN . Then there exist ǫ0, A, R > 0 and σ ∈ N
depending only on N,A, and for each open set Ω ∈ C(A) and for each 0 < ǫ <
ǫ0 there exist rotations {ρj}σj=1 and sets {Uj}σj=1, {U˜j}σj=1 of ρj-patches Uj, U˜j
satisfying conditions (a), (b), (c), (d) in Lemma 6.2 with Ω1 = Ω and Ω2 = Tǫ(Ω)
and such that maxj=1,...,σ SUj < Aǫ.
Proof. In fact, we shall prove that there exist a family of rotations {ρj}σj=1, a
family {Gj}σj=1 of bounded open sets in RN−1, and a family {ϕj}σj=1 of functions
ϕj continuous on Gj such that for all 0 < ǫ < ǫ0
Ω \ Tǫ(Ω) ⊂
σ⋃
j=1
U
[ǫ]
j (6.14)
and
U
[ǫ]
j ⊂ U˜j ⊂ Ω, (6.15)
where the ρj-patches U
[ǫ]
j , U˜j are defined by
ρj(U
[ǫ]
j ) =
{
(x¯, xN) ∈ RN−1 : ϕj(x¯)−Aǫ < xN < ϕj(x¯), x¯ ∈ Gj
}
, (6.16)
and
ρj(U˜j) =
{
(x¯, xN ) ∈ RN−1 : ϕj(x¯)−R < xN < ϕj(x¯), x¯ ∈ Gj
}
. (6.17)
Let A = (ρ, s, s′, {Vj}sj=1 , {rj}sj=1) and Ω ∈ C(A). We split the proof into
four steps.
Step 1. Let for each non-empty set J ⊂ {1, . . . , s′}, VJ = ∩j∈J(Vj) ρ
2
and
d = dimSpan{ξj}j∈J . Recall that ξj = r(−1)j (0, . . . , 1). By the proof of Lemma
19 in [4] it follows that there exist vectors ξJ ≡ ξJ1, ξJ2, . . . , ξJd and a rotation rJ
such that:
1) ξJ , ξJ2, . . . , ξJd is an orthonormal basis for Span{ξj}j∈J and rJ(ξJ) = eN ,
rJ(ξJ2) = eN−1, . . . , rJ(ξJd) = eN−d+1,
2) there exist continuous functions ϕJ , ψJ defined on GJ where GJ = PrxN=0
rJ(VJ ∩ Ω) (PrxN=0 denotes the orthogonal projector onto the hyperplane with
the equation xN = 0) such that
rJ(VJ ∩ Ω) =
{
(x¯, xN) ∈ RN−1 : ψJ(x¯) < xN < ϕJ(x¯)
}
(6.18)
and such that{
(x¯, y) ∈ RN−1 : y < ϕJ(x¯), x¯ ∈ GJ , (x¯, y) ∈ rJ(Vj), ∀ j ∈ J
} ⊂ rJ(Ω),
(6.19)
3) the function ϕJ satisfies the Lipschitz condition with respect to the variables
v = (xN−d+1, . . . , xN−1) uniformly with respect to the variables u = (x1, . . . , xN−d)
on GJ , i.e.,
|ϕJ(u, v)− ϕJ(u, w)| ≤ LJ |v − w|, for all (u, v), (u, w) ∈ GJ ,
where LJ > 0 depends only on {Vj}sj=1 and {rj}sj=1.
Observe that by (6.18) and (6.19) it follows that{
(x¯, xN ) ∈ RN−1 : x¯ ∈ GJ , ψJ(x¯)− ρ
4
< xN < ϕJ(x¯)
}
⊂ rJ(Ω) (6.20)
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because the distance of (x¯, ψJ(x¯)) to the boundary of rJ(Vj) is greater than
ρ
2
for
all j ∈ J and x¯ ∈ GJ .
Step 2. For x ∈ RN let as in [4]
J(x) = {j ∈ {1, . . . , s} : x ∈ (Vj) 3
4
ρ}.
Observe that J(x) ⊂ {1, . . . , s′} if x ∈ ∂Ω. The inclusion suppψj ⊂ (Vj) 3
4
ρ implies
that ψj(x) = 0 for j /∈ J(x) and
Tǫ(x) = x− ǫ
∑
j∈J(x)
ξjψj(x), x ∈ RN .
For any subset J ⊂ {1, . . . , s} we set
V˜J =
{
x ∈ RN : J(x) = J}
so that RN = ∪˚J⊂{1,...,s′}V˜J and
Tǫ(x) = x− ǫ
∑
j∈J
ξjψj(x), x ∈ V˜J .
Step 3. Let x ∈ V˜J ∩ ∂Ω. Since ‖Tǫ − Id‖∞ ≤ ǫ and Tǫ(Ω) ⊂ Ω we have
that Tǫ(x) ∈ VJ ∩ Ω for all 0 < ǫ ≤ ρ4 . Let rJ(x) = (β(1), β(2), βN) where
β(1) = (β1, . . . , βN−d), β
(2) = (βN−d+1, . . . , βN−1) and βN = ϕJ(β
(1), β(2)). Since
Tǫ(x) − x ∈ Span{ξj}j∈J , it follows that rJ(Tǫ(x)) = (β(1), γ(2), γN) for some
γ(2) = (γN−d+1, . . . , γN−1) and γN . Since Tǫ(x) ∈ VJ∩Ω, for the distance dJ(Tǫ(x))
of Tǫ(x) from ∂Ω in the direction of the vector ξJ we have
dJ(Tǫ(x)) = ϕJ(β
(1), γ(2))− γN
= ϕJ(β
(1), γ(2))− βN + βN − γN
= ϕJ(β
(1), γ(2))− ϕJ(β(1), β(2)) + βN − γN
≤ LJ |γ(2) − β(2)|+ |γN − βN |
≤ (LJ + 1)|rJ(Tǫ(x))− rJ(x)|
= (LJ + 1)|Tǫ(x)− x|. (6.21)
Let
A = max
J⊂{1,...,s′}
J 6=∅
(LJ + 1) (6.22)
and U
[ǫ]
J be defined by
ρJ(U
[ǫ]
J ) =
{
(x¯, xN) ∈ RN−1 : ϕJ(x¯)−Aǫ < xN < ϕJ(x¯), x¯ ∈ GJ
}
. (6.23)
Then by (6.21) it follows that Tǫ(V˜J ∩ ∂Ω) ⊂ U [ǫ]J and
Tǫ(∂Ω) =
⋃
J⊂{1,...,s′}
J 6=∅
Tǫ(V˜J ∩ ∂Ω) ⊂
⋃
J⊂{1,...,s′}
J 6=∅
U
[ǫ]
J . (6.24)
Step 4. Let y ∈ Ω \ ⋃J⊂{1,...,s′}
J 6=∅
U
[ǫ]
J . By the definition of U
[ǫ]
J it follows that
y /∈ U [ǫ′]J for all 0 < ǫ′ ≤ ǫ. Thus by (6.24) it follows that y /∈ Tǫ′(∂Ω). This
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implies that the topological degree deg(Ω, Tǫ′ , y) of the triple (Ω, Tǫ′, y) is well
defined (see e.g., Deimling [9, §1]) and by homotopy invariance deg(Ω, Tǫ′, y) =
deg(Ω, T0, y) = 1 for all 0 < ǫ
′ ≤ ǫ. Thus the equation Tǫ(x) = y has a solution
x ∈ Ω hence y ∈ Tǫ(Ω) (see e.g., Deimling [9, Thm. 3.1]). This shows that
Ω \ Tǫ(Ω) ⊂
⋃
J⊂{1,...,s′}
J 6=∅
U
[ǫ]
J .
To complete the proof of the lemma it suffices to choose σ to be the number
of nonempty subsets of {1, . . . , s′}, ǫ0 = ρ4 , R = ρ4 (see (6.20)), and A as in (6.22).
✷
Theorem 6.25 Let A be an atlas in RN . Let m ∈ N, L, θ > 0 and, for all
α, β ∈ NN0 with |α| = |β| = m, let Aαβ ∈ C0,1(∪sj=1Vj) satisfy Aαβ = Aβα,
‖Aαβ‖C0,1(∪sj=1Vj) ≤ L and condition (2.5).
Then for each n ∈ N there exist cn, ǫn > 0 depending only on n,N,A, m, L, θ
such that
|λn,N [Ω1]− λn,N [Ω2]| ≤ cndA(Ω1,Ω2), (6.26)
for all Ω1,Ω2 ∈ C(A) satisfying dA(Ω1,Ω2) < ǫn.
Proof. In this proof cn, ǫn denote positive constants depending only on some
of the parameters n,N,A, m, L, θ and their value is not necessarily the same for
all the inequalities below.
Let E1 > 0 be as in Lemma 5.5. Let 0 < ǫ < E1 and Ω1,Ω2 ∈ C(A) satisfy
(5.9). We set Ω3 = Ω1 ∩Ω2. Clearly, Ω3 ∈ C(A) and dA(Ω3,Ω1), dA(Ω3,Ω2) < ǫs .
By Lemma 5.5 applied to the couple of open sets Ω1,Ω3 it follows that Tǫ(Ω1) ⊂ Ω3
hence
Tǫ(Ω3) ⊂ Tǫ(Ω1) ⊂ Ω3. (6.27)
We now apply Lemma 6.13 to the set Ω = Ω3. It follows that if 0 < ǫ < ǫ0
there exist rotations {ρj}σj=1 and two sets {Uj}σj=1, {U˜j}σj=1 of ρj-patches Uj , U˜j
satisfying conditions (a), (b), (c), (d) in Lemma 6.2 with Ω1 replaced by Ω3 and
Ω2 replaced by Tǫ(Ω3), and such that maxj=1,...,σ SUj < Aǫ. In particular,
Ω3 \ Tǫ(Ω3) ⊂ ∪σj=1Uj , (6.28)
hence by (6.27), (6.28) it follows
Ω3 \ Tǫ(Ω1) ⊂ ∪σj=1Uj . (6.29)
Now we apply Lemma 6.2 to the couple of open sets Ω3, Tǫ(Ω1) by using the sets
of patches defined above. Since maxj=1,...,σ SUj < Aǫ, by Lemma 6.2 it follows
that if Aǫ < d−1n then
λn,N [Tǫ(Ω1)] ≤ λn,N [Ω3](1 + dnAǫ), (6.30)
where dn is defined by (6.4). By inequality (6.30) and Lemma 3.4, it follows that
there exist cn, ǫn > 0 such that
λn,N [Tǫ(Ω1)] ≤ λn,N [Ω3] + cnǫ (6.31)
if 0 < ǫ < ǫn. On the other hand, by Lemma 3.4, Corollary 4.15, and by
inequalities (5.6), (5.7) it follows that there exist cn, ǫn > 0 such that
|λn,N [Tǫ[Ω1]]− λn,N [Ω1]| ≤ cnǫ (6.32)
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if 0 < ǫ < ǫn. Thus by (6.31), (6.32) it follows that there exist cn, ǫn > 0 such
that
λn,N [Ω1] ≤ λn[Ω3] + cnǫ (6.33)
if 0 < ǫ < ǫn. By Lemma 6.11 applied to the couple of open sets Ω1,Ω3 it follows
that there exist cn, ǫn > 0 such that
λn,N [Ω3] ≤ λn,N [Ω1] + cnǫ (6.34)
if 0 < ǫ < ǫn. Thus, by (6.33), (6.34) it follows that
|λn,N [Ω1]− λn,N [Ω3]| ≤ cnǫ (6.35)
if 0 < ǫ < ǫn. Clearly inequality (6.35) holds also with Ω2 replacing Ω1: it
is simply enough to interchange the role of Ω1 and Ω2 from the beginning this
proof. Thus
|λn,N [Ω2]− λn,N [Ω3]| ≤ cnǫ (6.36)
if 0 < ǫ < ǫn. By (6.35), (6.36) we finally deduce that for each n ∈ N there exist
cn, ǫn > 0 such that
|λn,N [Ω1]− λn,N [Ω2]| ≤ cnǫ, (6.37)
for all 0 < ǫ < ǫn and for all Ω1,Ω2 ∈ C(A) satisfying dA(Ω1,Ω2) < ǫ. Finally, by
arguing as in the last lines of the proof of Theorem 5.12 we deduce the validity
of (6.26). ✷
As for Dirichlet boundary conditions we have a version of Theorem 6.25 in
terms of ǫ-neighborhoods with respect to the atlas distance.
Corollary 6.38 Let A be an atlas in RN . Let m ∈ N, L, θ > 0 and, for all
α, β ∈ NN0 , with |α| = |β| = m let Aαβ ∈ C0,1(∪sj=1Vj) satisfy Aαβ = Aβα,
‖Aαβ‖C0,1(∪sj=1Vj) ≤ L and condition (2.5).
Then for each n ∈ N there exist cn, ǫn > 0 depending only on n,N,A, m, L, θ
such that
|λn,N [Ω1]− λn,N [Ω2]| ≤ cnǫ, (6.39)
for all 0 < ǫ < ǫn and for all Ω1,Ω2 ∈ C(A) satisfying (5.17) or (5.18).
Proof. Inequality (6.39) follows by inequality (6.26) and inequality (5.19). ✷
7 Estimates via the lower Hausdorff-Pompeiu
deviation
If C ⊂ RN and x ∈ RN we denote by d(x, C) the euclidean distance of x to C.
Definition 7.1 Let A,B ⊂ RN . We define the lower Hausdorff-Pompeiu devia-
tion of A from B by
dHP(A,B) = min
{
sup
x∈A
d(x,B), sup
x∈B
d(x,A)
}
. (7.2)
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If the minimum in (7.2) is replaced by the maximum, then the right-hand side
becomes the usual Hausdorff-Pompeiu distance dHP(A,B) of A and B. Note that
in contrast to the Hausdorff-Pompeiu distance dHP which satisfies the triangle
inequality and defines a distance on the family of closed sets, the lower Hausdorff-
Pompeiu deviation dHP is not a distance or a quasi-distance. Indeed, it suffices
to notice that dHP(A,B) = 0 if and only if A ⊂ B¯ or B ⊂ A¯: thus if A 6⊂ B¯ and
B 6⊂ A¯ then dHP(A,B) > 0 but dHP(A,A ∪B) + dHP(A ∪B,A) = 0.
In this section we aim at proving an estimate for the variation of the eigen-
values via the lower Hausdorff-Pompeiu deviation of the boundaries of the open
sets.
We now introduce a class of open sets for which we can estimate the atlas
distance dA via the lower Hausdorff-Pompeiu deviation of the boundaries.
Definition 7.3 Let A be an atlas in RN . Let ω : [0,∞[→ [0,∞[ be a continuous
non-decreasing function such that ω(0) = 0 and, for some k > 0, ω(t) ≥ kt for
all 0 ≤ t ≤ 1.
Let M > 0. We denote by C
ω(·)
M (A) the family of all open sets Ω in RN
belonging to C(A) and such that all the functions gj in Definition 3.1 (iii) satisfy
the condition
|gj(x¯)− gj(y¯)| ≤ Mω(|x¯− y¯|), (7.4)
for all x¯, y¯ ∈ W j.
We also say that an open set is of class Cω(·) if there exists an atlas A and
M > 0 such that Ω ∈ Cω(·)M (A).
Lemma 7.5 Let ω : [0,∞[→ [0,∞[ be a continuous non-decreasing function such
that ω(0) = 0 and, for some k > 0, ω(t) ≥ kt for all t ≥ 0.
Let W be an open set in RN−1. Let M > 0 and g be a function of W to R
such that
|g(x¯)− g(y¯)| ≤Mω(|x¯− y¯|),
for all x¯, y¯ ∈ W . Then
|g(x¯)− xN | ≤ (M + k−1)ω (d ((x¯, xN),Graph(g))) , (7.6)
for all x¯ ∈ W and xN ∈ R.
Proof. For all x¯, y¯ ∈ W
|g(x¯)− xN | ≤ |g(x¯)− g(y¯)|+ |g(y¯)− xN |
≤Mω(|x¯− y¯|) + k−1ω(|g(y¯)− xN |)
≤ (m+ k−1)ω(|(x¯, xN)− (y¯, g(y¯))|), (7.7)
hence by the continuity of ω
|g(x¯)− xN | ≤ (m+ k−1) inf
y¯∈W
ω(|(x¯, xN)− (y¯, g(y¯))|
≤ (m+ k−1)ω( inf
y¯∈W
|(x¯, xN)− (y¯, g(y¯))|
≤ (M + k−1)ω (d ((x¯, xN),Graph(g))) . (7.8)
✷
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Lemma 7.9 Let A be an atlas in RN . Let ω : [0,∞[→ [0,∞[ be a continuous
increasing function satisfying ω(0) = 0 and, for some k > 0, ω(t) ≥ kt for all
0 ≤ t ≤ 1. Let M > 0.
Then there exists c > 0 depending only on N,A, ω,M such that
dj(x, ∂Ω) ≤ c ω(d(x, ∂Ω)), (7.10)
for all open sets Ω ∈ Cω(·)M (A), for all j = 1, . . . , s and for all x ∈ (Vj) ρ2 .
Proof. Let ω˜ be the function of [0,∞[ to itself defined by ω˜(t) = ω(t) for all
0 ≤ t ≤ 1 and ω˜(t) = t + ω(1) − 1 for all t > 1. Clearly ω˜ is continuous and
non-decreasing, and ω˜(t) ≥ k˜t for all t ≥ 0 where k˜ = min{k, 1, ω(1)}; moreover
min
{
1,
ω(1)
ω(A)
}
ω(a) ≤ ω˜(a) ≤ max
{
1,
ω˜(A)
ω˜(1)
}
ω(a), (7.11)
for all A > 0 and for all 0 ≤ a ≤ A. By the first inequality in (7.11) it follows
that Ω ∈ Cω˜(·)
M˜
(A) where M˜ = max
{
1, ω(D)
ω(1)
}
M and D is the diameter of ∪sj=1Vj .
Then by Lemma 7.5 applied to each function gj describing the boundary of Ω as
in Definition 3.1 (iii) and by the second inequality in (7.11) it follows that for
each j = 1, . . . s and for all (y¯, yN) ∈ rj(Vj)
|gj(y¯)− yN | ≤ (M˜ + k˜−1) ω˜ (d ((y¯, yN),Graph(gj)))
≤ max
{
1,
ω˜(D)
ω˜(1)
}
(M˜ + k˜−1)ω (d ((y¯, yN),Graph(gj))) . (7.12)
Observe that if y ∈ rj((Vj) ρ
2
) and d ((y¯, yN),Graph(gj)) <
ρ
2
then d(r
(−1)
j (y), ∂Ω)
equals d ((y¯, yN),Graph(gj)); if y ∈ rj((Vj) ρ
2
) and d ((y¯, yN),Graph(gj)) ≥ ρ2 then
d
(
r
(−1)
j ((y¯, yN)), ∂Ω
)
≥ ρ
2
. Hence
ω (d ((y¯, yN),Graph(gj))) ≤ ω (D)
ω(ρ
2
)
ω
(
d
(
r
(−1)
j ((y¯, yN)), ∂Ω
))
. (7.13)
So by (7.12) and (7.13) it follows that if y ∈ rj((Vj) ρ
2
) then
|gj(y¯)− yN | ≤ cω
(
d(r
(−1)
j (y), ∂Ω)
)
,
where c = max {1, ω˜(D)/ω˜(1)} (M˜ + k˜−1)ω (D) /ω(ρ/2). Hence, for x ∈ (Vj) ρ
2
,
by (5.3)
dj(x, ∂Ω) = |gj(rj(x))− (rj(x))N | ≤ cω(d(x, ∂Ω)).
✷
Lemma 7.14 Let A = (ρ, s, s′, {(Vj)sj=1, {rj}sj=1) be an atlas in RN . Let A˜ =
(ρ/2, s, s′, {(Vj)ρ/2}sj=1, {rj}sj=1). Let ω : [0,∞[→ [0,∞[ be a continuous non-
decreasing function satisfying ω(0) = 0 and, for some k > 0, ω(t) ≥ kt for all
0 ≤ t ≤ 1. Let M > 0.
Then there exists c > 0 depending only on N,A, ω,M such that
dHP(∂Ω1, ∂Ω2) ≤ dA˜(Ω1,Ω2) ≤ c ω(dHP(∂Ω1, ∂Ω2)), (7.15)
for all opens sets Ω1,Ω2 ∈ Cω(·)M (A).
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Proof. For each x ∈ ∂Ω1 there exists y ∈ ∂Ω2 such that |x−y| ≤ dA˜(Ω1,Ω2):
indeed, if rj(x) = (x¯, xN) for some j = 1, . . . , s
′ it is sufficient to consider y ∈ ∂Ω2
such that rj(y) = x¯. It follows that d(x, ∂Ω2) ≤ dA˜(Ω1,Ω2) for all x ∈ ∂Ω1. In
the same way, d(x, ∂Ω1) ≤ dA˜(Ω1,Ω2) for all x ∈ ∂Ω2. Thus, the first inequality
in (7.15) follows. The second inequality in (7.15) immediately follows by (7.10),
by the continuity of ω, by property (5.15) and by Definition 7.1. ✷
Theorem 7.16 Let A be an atlas in RN . Let m ∈ N, L,M, θ > 0 and, for
all α, β ∈ NN0 with |α| = |β| = m, let Aαβ ∈ C0,1(∪sj=1Vj) satisfy Aαβ = Aβα,
‖Aαβ‖C0,1(∪sj=1Vj) ≤ L and condition (2.5). Let ω : [0,∞[→ [0,∞[ be a continuous
non-decreasing function satisfying ω(0) = 0 and, for some k > 0, ω(t) ≥ kt for
all 0 ≤ t ≤ 1.
Then for each n ∈ N there exist cn, ǫn > 0 depending only on n,N,A, m, L,M,
θ, ω such that for both Dirichlet and Neumann boundary conditions
|λn[Ω1]− λn[Ω2]| ≤ cnω(dHP(∂Ω1, ∂Ω2)), (7.17)
for all Ω1,Ω2 ∈ Cω(·)M (A) satisfying dHP(∂Ω1, ∂Ω2) < ǫn.
Proof. Observe that if Ω1,Ω2 ∈ C(A) then also Ω1,Ω2 ∈ C(A˜) where
A˜ = (ρ/2, s, s′, {(Vj)ρ/2}sj=1, {rj}sj=1). Thus by inequalities (5.13), (6.26) applied
to Ω1,Ω2 as open sets in C(A˜) and by inequality (7.15) we deduce the validity of
(7.17). ✷
Recall that for any Ω we set
Ωǫ = {x ∈ RN : d(x,Ω) < ǫ},
and
Ωǫ = {x ∈ Ω : d(x, ∂Ω) > ǫ}.
Lemma 7.18 If Ω1 and Ω2 are two open sets satisfying the inclusions
(Ω1)ǫ ⊂ Ω2 ⊂ (Ω1)ǫ (7.19)
or
(Ω2)ǫ ⊂ Ω1 ⊂ (Ω2)ǫ, (7.20)
then
dHP(∂Ω2, ∂Ω1) ≤ ǫ. (7.21)
Proof. Similarly to the proof of Lemma 5.16 inclusions (7.19) and (7.20)
imply that supx∈∂Ω2 d(x, ∂Ω1) ≤ ǫ, supx∈∂Ω1 d(x, ∂Ω2) ≤ ǫ respectively. Hence if
(7.19) or (7.20) is satisfied then at least one of these inequalities is satisfied which
implies (7.21). ✷
Observe that if Ω1 and Ω2 are two open sets satisfying inclusion (7.19) then
it may happen that they do not satisfy inclusion (7.20), and
sup
x∈∂Ω1
d(x, ∂Ω2) > ǫ, (7.22)
see Examples 8.4, 8.5, in Appendix.
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Corollary 7.23 Under the same assumptions of Theorem 7.16, for each n ∈ N
there exist cn, ǫn > 0 depending only on n,N,A, m, L,M, θ, ω such that for both
Dirichlet and Neumann boundary conditions
|λn[Ω1]− λn[Ω2]| ≤ cnω(ǫ), (7.24)
for all 0 < ǫ < ǫn and for all Ω1,Ω2 ∈ Cω(·)M (A) satisfying (7.19) or (7.20).
Proof. Inequality (7.24) follows by inequalities (7.17) and (7.21). ✷
8 Appendix
8.1 On the atlas distance
Given an atlas A in RN , it is immediate to prove that the function dA of C(A)×
C(A) to R which takes (Ω1,Ω2) to dA(Ω1,Ω2) for all (Ω1,Ω2) ∈ C(A)×C(A), is
a metric on the set C(A).
Lemma 8.1 Let A be an atlas in RN . Let Ωn, n ∈ N, be a sequence in C(A).
For each n ∈ N let gjn, j = 1, . . . , s, be the functions describing the boundary
of Ωn as in Definition 3.1 (iii). Then the sequence Ωn, n ∈ N, is convergent
in (C(A), dA) if and only if for all j = 1, . . . , s the sequences gjn, n ∈ N, are
uniformly convergent on W j. Moreover, if gjn converge uniformly to gj on W j
for all j = 1, . . . , s then Ωn converges in (C(A), dA) to the open set Ω ∈ C(A)
whose boundary is described by the functions gj as in Definition 3.1 (iii).
Proof. It is enough to prove that if the sequences gjn, n ∈ N, converge to
gj uniformly on W j for all j = 1, . . . , s then the sequence Ωn, n ∈ N, converges
in (C(A), dA) to the open set Ω ∈ C(A) whose boundary is described by the
functions gj as in Definition 3.1 (iii) (the rest is obvious). We divide the proof
into two steps.
Step 1. We prove that if x ∈ Vh ∩ Vk for h 6= k and rh(x) = (x¯, gh(x¯)) for
some x¯ ∈ Wh then there exists y¯ ∈ Wk such that rk(x) = (y¯, gk(y¯)). Observe that
x = limn→∞ r
(−1)
h (x¯, ghn(x¯)) and there exists n˜ ∈ N such that r(−1)h (x¯, ghn(x¯)) ∈
Vh ∩ Vk for all n ≥ n˜. For each n ≥ n˜ there exists y¯n ∈ Wk such that
rk(r
(−1)
h (x¯, ghn(x¯))) = (y¯n, gkn(y¯n)). Clearly limn→∞ rk(r
(−1)
h (x¯, ghn(x¯))) = rk(x)
hence limn→∞(y¯n, gkn(y¯n)) = rk(x). By the uniform convergence of gkn to gk on
Wk it follows that there exists y¯ ∈ Wk such that limn→∞(y¯n, gkn(y¯)) = (y¯, gk(y¯)).
Thus limn→∞ rk(r
(−1)
h (x¯, ghn(x¯))) = (y¯, gk(y¯)) and x = r
(−1)
k (y¯, gk(y¯)) as required.
Step 2. We prove that if x ∈ Vh ∩ Vk for h 6= k, rh(x) = (x¯, xN ) for some
x¯ ∈ Wh and xN < gh(x¯) then there exists y¯ ∈ Wk such that rk(x) = (y¯, yN) and
yN < gk(y¯). Indeed there exists nˆ ∈ N such that xN < ghn(x¯) for all n ≥ nˆ. Thus
x ∈ Vh ∩ Vk ∩ Ωn, hence
(rk(x))N < gkn(rk(x)),
and by passing to the limit it follows that
(rk(x))N ≤ gk(rk(x)).
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If (rk(x))N = gk(rk(x)), then by Step 1 there exists z¯ ∈ Wh such that rh(x) =
(z¯, gh(z¯)) which implies z¯ = x¯ and gh(z¯) = xN which contradicts the assumption
that xN < gh(x¯). Thus we have proved that
(rk(x))N < gk(rk(x)).
In other words, rk(x) = (y¯, yN) where y¯ = rk(x), yN = (rk(x))N , and yN < gk(y¯)
as required.
By Steps 1,2 it follows that the set
Ω =
s⋃
j=1
r
(−1)
j ({(x¯, xN) : x¯ ∈ Wj , aNj < xN < gj(x¯)})
is such that
rj(Ω ∩ Vj) = {(x¯, xN ) : x¯ ∈ Wj, aNj < xN < gj(x¯)} .
Thus Ω ∈ C(A). Obviously limn→∞ dA(Ωn,Ω) = 0. ✷
Theorem 8.2 Let A be an atlas in RN . Then (C(A), dA) is a complete metric
space. Moreover, for each function ω satisfying the assumptions of Definition 7.3
and for each M > 0, C
ω(·)
M (A) is a compact set in (C(A), dA).
Proof. The completeness of (C(A), dA) and the closedness of the set Cω(·)M (A)
follows directly by Lemma 8.1 (in the second case one should take into account
that condition (7.4) with fixed ω and M allows passing to the limit).
By the definition of C
ω(·)
M (A) it follows that for all j = 1, . . . , s the sets Gj =
{gj[Ω]}Ω∈Cω(·)
M
(A)
of functions gj [Ω] entering Definition 3.1, which are defined on
the bounded cuboids W j , are bounded in the sup-norm and equicontinuous due
to condition (7.4) where ω and M are the same for all Ω ∈ Cω(·)M (A). By the
Ascoli-Arzela` Theorem the sets Gj , being closed, are compact with respect to the
sup-norm.
Let {Ωn}n∈N be a sequence in Cω(·)M (A). Since the sets Gj are compact it
follows that, possibly considering a subsequence, {gjn}n∈N, where gjn = gj[Ωn],
converges uniformly on W j to some continuous functions gj , j = 1, . . . , s. By
Lemma 8.1 the sequence {Ωn}n∈N converges in (C(A), dA) to the open set Ω de-
fined by the functions gj, j = 1, . . . , s. Therefore the set C
ω(·)
M (A) is relatively
compact in (C(A), dA) and, being closed, is compact. ✷
8.2 Comparison of atlas distance, Hausdorff-Pompeiu dis-
tance, and lower Hausdorff-Pompeiu deviation
Observe that
dHP(∂Ω1, ∂Ω2) ≤ dHP(∂Ω1, ∂Ω2) ≤ dA(Ω1,Ω2), (8.3)
for all Ω1,Ω2 ∈ C(A). (The first inequality is trivial, the second can be proved
by using the same argument used in the proof of Lemma 7.14.)
The following examples show that dHP(∂Ω1, ∂Ω2) can be much smaller than
dHP(∂Ω1, ∂Ω2), and d
HP(∂Ω1, ∂Ω2) can be much smaller than dA(Ω1,Ω2).
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Example 8.4 Let N = 2, c >
√
3 and 0 < ǫ < 1/
√
3. Let
Ω1 =
{
(x1, x2) ∈ R2 : c|x2| < x1 < c
}
and Ω2 = (Ω1)ǫ. Then Ω1,Ω2 satisfy inclusion (7.19) but not (7.20).
Moreover, the lower Hausdorff-Pompeiu deviation of the boundaries can be
much smaller than their usual Hausdorff-Pompeiu distance, because
dHP(∂Ω1, ∂Ω2) = ǫ and d
HP(∂Ω1, ∂Ω2) = ǫ
√
c2 + 1.
Example 8.5 Let a function ψ : [0,∞[→ [0,∞[ be such that ψ(0) = ψ′(0) = 0
and ψ′(t) > 0 for all t > 0. Let ω : [0,∞[→ [0,∞[ be the inverse function of ψ.
Let N = 2 and
Ω1 = {(x1, x2) ∈ R2 : ω(|x2|) < x1 < ω(1)}.
Let P = (x1, 0) be a point with x1 > 0 sufficiently small so that d(P, ∂Ω1) =
d(P, {(t, ψ(t)) : 0 ≤ t ≤ ω(1)}) = |P − Q| for some point Q = (ξ, ψ(ξ)) with
0 < ξ < ω(1). We set d(P, ∂Ω1) = ǫ. By elementary considerations it follows
that
x1 = ξ + ψ(ξ)ψ
′(ξ) and ǫ = ψ(ξ)
√
1 + ψ′(ξ)2.
This implies that x1 ∼ ξ and ǫ ∼ ψ(ξ) as ξ → 0+, hence x1 ∼ ω(ǫ) as ǫ→ 0+.
Now let Ω2 = (Ω1)ǫ. Clearly Ω1,Ω2 satisfy inclusion (7.19) and
sup
x∈∂Ω2
d(x, ∂Ω1) = ǫ.
However, since P ∈ ∂Ω2, we have
sup
x∈∂Ω1
d(x, ∂Ω2) ≥ x1 ∼ ω(ǫ)
as ǫ → 0+, hence Ω1,Ω2 cannot satisfy (7.20) for small values of ǫ because
limǫ→0+ ω(ǫ)/ǫ =∞. Moreover, there exist c1, c2 > 0 such that for all sufficiently
small ǫ > 0
c1ω(dHP(∂Ω1, ∂Ω2)) ≤ dHP(∂Ω1, ∂Ω2) ≤ c2ω(dHP(∂Ω1, ∂Ω2)).
(The second inequality follows by (7.15).) This means in particular that the usual
Hausdorff-Pompeiu distance dHP between the boundaries may tend to zero arbi-
trarily slower than their lower Hausdorff-Pompeiu deviation dHP .
Example 8.6 Let N = 2. Let A = (ρ, s, s′, {Vj}sj=1, {rj}sj=1) be an atlas in R2
with V1 =] − 2, 2[×] − 2, 2[. Let ω : [0,∞[→ [0,∞[ be a continuous increasing
function such that ω(0) = 0 and, for some k > 0, ω(t) ≥ kt for all 0 ≤ t ≤ 1.
Assume also that ω(1) = 1 and that, for someM > 0, |ω(x)−ω(y)| ≤Mω(|x−y|)
for all 0 ≤ x, y ≤ 1. Let 0 < ǫ < 1/2. Let Ω1,Ω2 ∈ Cω(·)M (A) with
r1(Ω1 ∩ V1) = {(x1, x2) : −2 < x1 < 2, −2 < x2 < g11(x1)}
r1(Ω2 ∩ V1) = {(x1, x2) : −2 < x1 < 2, −2 < x2 < g12(x1)}
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where
g11(x1) =
{
1− ω(|x1|) if |x1| ≤ 1,
0 if 1 < |x1| < 2, (8.7)
g12(x1) =
{
g11(x1 − ǫ) if − 2 + ǫ ≤ x1 < 2,
0 if − 2 < x1 < −2 + ǫ , (8.8)
and Ω1 ∩ Vj = Ω2 ∩ Vj for all 2 ≤ j ≤ s. It is clear that dHP(∂Ω1, ∂Ω2) ≤ ǫ, and
dA(Ω1,Ω2) ≥ g11(0)− g12(0) = ω(ǫ). Thus
ω(dHP(∂Ω1, ∂Ω2)) ≤ dA(Ω1,Ω2). (8.9)
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