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a b s t r a c t
Based upon the streamline diffusion method, parallel Galerkin domain decomposition
procedures for convection–diffusion problems are given. These procedures use implicit
method in the sub-domains and simple explicit flux calculations on the inter-boundaries
of sub-domains by integral mean method or extrapolation method to predict the inner-
boundary conditions. Thus, the parallelism can be achieved by these procedures. The
explicit nature of the flux calculations induces a time step limitation that is necessary to
preserve stability. Artificial diffusion parameters δ are given. By analysis, optimal order
error estimate is derived in a norm which is stronger than L2-norm for these procedures.
This error estimate not only includes the optimalH1-norm error estimate, but also includes
the error estimate along the streamline direction ‖β · ∇(u − U)‖, which cannot be
achieved by standard finite elementmethod. Experimental results are presented to confirm
theoretical results.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The time-dependent convection–diffusion problems with a dominating convection term are parabolic problems.
However, the dominating convection feature has a hyperbolic nature. It was observed early that in contrast to the case for
general parabolic problems, standard applications of the finite element method to convection-dominated problems lead
to numerical schemes which frequently did not give reasonable results. To overcome these difficulties, some modified
nonstandard finite element methods can be used such as streamline diffusion method. The research of the streamline
diffusion method for linear problems, together with extensions to time-dependent problems using space–time elements,
was started in [1] and continued in [2–5]. These works demonstrated that the streamline diffusion method (SD method) had
both stability properties and high accuracy, a combination of desirable features not shared by previous known finite element
methods.
Finite difference streamline diffusion method (FDSD method) was proposed and developed in [6–9], by using SD finite
element discrete only in space variables and using finite difference discrete in time t . For time-dependent problems in
space domain Ω¯ ⊂ Rd, from time level t = tn to tn+1, the SD method has to solve the discretization problem in
(d + 1)-dimensional space–time domain Ω¯ × [tn, tn+1], whereas the FDSD method only needs to solve the discretization
problem in d-dimensional space domain Ω¯ . Hence, the FDSD method keeps the essential aspect of the original SD method,
simplifies the algorithm structure and reduces the computationalwork. In general, the computing scale for the FDSDmethod
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is corresponding to that of full discrete Galerkin finite element method. The authors had considered the SD and FDSD
methods for Sobolev equationswith convection-dominated term in [10–12] and forNavier–Stokes equation in [13]. Park [14]
considered a primal mixed domain decomposition procedure based on the nonconforming streamline diffusion method for
stationary convection–diffusion problems.
On the other hand, it is well known that parallel algorithms, based upon overlapping or non-overlapping domain
decompositions, are effective ways to solve a large scale of PDE systems, for example, see [15–20]. In [17], Dawson and
Dupont applied an explicit/implicit conservative Galerkin domain decomposition procedures for parabolic equations. They
used implicit Galerkin procedures in the sub-domains and explicit flux calculations on the inter-domain boundary Γ . The
explicit nature of the flux calculations induced a time step limitation that was necessary to preserve stability, but less severe
than that of a fully explicitmethod. They derived a priori error bounds in terms of the errors of certain elliptic approximations
rather than powers of some asymptotic parameter. But, in fact, there was a loss ofH−1/2 factor for space variable, which was
noted that it can be avoided in certain special cases using some techniques [21] but was not improved in [17]. For details,
the readers please see [17].
We have presented parallel Galerkin domain decomposition procedures for a parabolic equation of general form on a
general domain [22,23] and on a rectangular domain [24], respectively. These procedures use implicit Galerkin methods in
the sub-domains and explicit flux calculations on the inter-domain boundary Γ by integral mean method or extrapolation-
integral mean method. Some constraints for time step are still needed for these procedures to preserve stability, but less
severe than that for fully explicit methods. With respect to the accuracy order of h, L2-norm error estimates are optimal
for higher order finite element spaces and almost optimal for a linear finite element space in two-dimensional domain.
Compared with Dawson–Dupont’s schemes [17], these L2-norm error estimates avoid the loss of H−1/2 factor.
We also have considered using the procedures in [22] for wave equation [25]. This paper is one of our sequent
research papers. Its main purpose is to combine the procedures in [22] with the FDSD method for time-dependent
convection–diffusion problem on a general domain. Two approximation schemes are established in Section 2. They use
implicit FDSD method in the sub-domains and explicit flux calculations as the way in [22] on the inter-domain boundary
Γ . We call these two schemes as integral mean parallel FDSD scheme (IM-PFDSD scheme) and extrapolation-integral mean
parallel FDSD scheme (EIM-PFDSD scheme), respectively. In Sections 3 and 4, artificial diffusion parameters δ are given and
time step constraints 1t ≤ CH2 are derived also. By analysis, optimal order error estimate is derived in a norm which is
stronger than L2-norm for IM-PFDSD scheme and EIM-PFDSD scheme, respectively. This error estimate not only includes
the optimal H1-norm error estimate, but also includes the error estimate along the streamline direction ‖β · ∇(u − U)‖,
which cannot be achieved by standard finite element method. For these purposes, new nonstandard elliptic projections are
defined and analyzed, which include some terms onΓ . EIM-PFDSD scheme has higher order accuracywith respect toH than
IM-PFDSD scheme, which means that EIM-PFDSD scheme can use larger H than the IM-PFDSD scheme so that the time step
constraint is more weaker than that of the IM-PFDSD scheme and larger time step size can be used. In Section 5, we present
results of some numerical experiments, which confirm our theoretical results.
It is worth while to specially emphasize that the research of this paper has never been discussed by former researchers.
The procedures of this paper not only hold the advantages of that of [22], but also hold the advantages of the FDSDmethod:
good stability properties, higher accuracy and the error estimates along the streamline direction. These advantages are not
shared by previous known finite element methods.
Throughout the analysis, the symbols C, C1, C˜1, . . . , etc. will denote generic constants, which are independent of mesh
parameters1t and h. The constant C is not necessarily the same at different occurrences.
2. Domain decomposition procedures
We will adopt the notations and norms for usual Sobolev spaces. Let Ω be a spatial domain in Rd (1 ≤ d ≤ 3), with
a piecewise uniformly smooth Lipschitz boundary ∂Ω . We consider the following time-dependent convection–diffusion
problem:
∂u(x, t)
∂t
− ε1u(x, t)+ β(x, t) · ∇u(x, t)+ c(x, t)u(x, t) = f (x, t), ∀(x, t) ∈ Ω × (0, T ],
(ε∇u(x, t)) · ν = 0, ∀(x, t) ∈ ∂Ω × (0, T ],
u(x, t) = u0(x), ∀x ∈ Ω, t = 0,
(2.1)
where ε is a small positive constant, ν is the unit vector outward normal to ∂Ω , point x = (x1, . . . , xd), T > 0 is a constant,
coefficients c(x, t), β(x, t) = (β1(x, t), . . . , βd(x, t))T , u0(x) and f (x, t) are given functions.
We assume {βi(x, t)}di=1 ∈ L∞(0, T ;W 1,∞(Ω)), c(x, t) ∈ L∞(0, T ; L∞(Ω)), u0(x) ∈ L2(Ω), f (x, t) ∈ L∞(0, T ; L2(Ω)),
ε ≪ |β| =

β21 + · · · + β2d and there exist constants c0, c∗, γ0 such that ∀(x, t) ∈ Ω¯ × [0, T ]
0 < c0 ≤ c(x, t) ≤ c∗, 0 < γ0 ≤ c(x, t)− 12divβ(x, t), (2.2)
where divβ =∑di=1 ∂βi(x,t)∂xi . And also, we always assume that the solution u(x, t) of problem (2.1) exists uniquely.
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Fig. 1. The domainΩ with the inter-domain boundary Γ .
For simplicity, we consider the homogeneous Neumann boundary condition here. Similarly like the treatments in [24],
the methods discussed below can be easily extended to the cases of Dirichlet or non-homogeneous Neumann boundary
condition and similar analytical results can be derived.
We recall the domain decomposition procedures in [22] here. For simplicity and without losing generality, we only
discuss the case of two sub-domains. But the algorithms and theories can be extended to the case of many sub-domains.
Divide Ω into two sub-domains Ωj (j = 1, 2) by an inter-domain boundary Γ , which is a surface of dimension d − 1; see
Fig. 1. We denote by Γj = ∂Ωj ∂Ω the part of the boundary of the sub-domains which coincides with ∂Ω . Denote the
unit vector normal to Γ as νΓ , which points fromΩ1 towardΩ2.
Let T hj be quasi-uniform partitions ofΩj (j = 1, 2) and T h = T h1

T h2 . Here, h denotes the maximal element diameter
of T h. We construct the finite element spaceMh on T h which satisfies the following condition (I):
(1) For j = 1, 2, letMhj be a finite element subspace of H1(Ωj), and letMh ⊂ L2(Ω) such that if v ∈Mh, then v|Ωj ∈Mhj .
(2) For j = 1, 2, Pr(Ωj) ⊂Mhj , where Pr(Ωj) is a polynomial space of degree at most r .
(3) For j = 1, 2, h ∈ (0, 1], some integers k ≥ 1 and u ∈ Hk(Ωj), there exists a positive constant C independent of h such
that
inf
v∈Mhj
‖u− v‖Hs(Ωj) ≤ Chσ‖u‖Hk(Ωj), 0 ≤ s ≤ 1, (2.3)
where σ = min(r + 1− s, k− s).
From the definition above, we note that functions v inMh have a well-defined jump [v] on Γ :
[v](x) = v(x+)− v(x−), ∀x on Γ , (2.4)
where v(x±) := limλ→0± v(x+ λνΓ ).
To construct parallel algorithm, for a small constant 0 < H < min{diam(Ω1), diam(Ω2)}, we introduce an integralmean
value of a given function V ∈ L2(Ω) on the inter-domain boundary Γ as
VH(x) = 12H
∫ H
−H
V (x+ λνΓ )dλ, ∀x on Γ . (2.5)
Furthermore, we define the extrapolation of VH(x) on Γ as
VH(x) = 4VH/2(x)− VH(x)3 , ∀x on Γ . (2.6)
Generally, near the intersection of boundary ∂Ω and inner boundary Γ , the value of V outside Ω is needed for VH andVH . If x ∉ Ω , let x˜ ∈ Ω denote the symmetric point of xwith respect to ∂Ω . For a given function u ∈ L2(Ω), we define
Eu(x) =

u(x), if x ∈ Ω,
u(x˜), if x ∉ Ω. (2.7)
By (2.7), we know that VH andVH have the values on a strip domain G = {y|y = x + λνΓ , λ ∈ [−H,H], ∀x on Γ }; see
Fig. 2.
Let1t be a time step size, N = T/1t, tn = n1t, n = 1, . . . ,N . For a given function g , denote
∂tgn = (gn − gn−1)/1t, gnβ = βn · ∇gn.
We define two parallel FDSD schemes.
Integral mean parallel FDSD scheme: (IM-PFDSD scheme)
Given an initial function U0 ∈Mh, seek {Un}Nn=1 ∈Mh such that
(∂tUn, v + δvnβ)+ ε(∇Un,∇v)+ (Unβ + cnUn, v + δvnβ)−
−
τ∈T h
(ε1Un, δvnβ)τ
+ (Un−1ν,H , [v])Γ + (vν,H , [Un−1])Γ + εKH−1([Un−1], [v])Γ = (f n, v + δvnβ), ∀v ∈Mh, (2.8)
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Fig. 2. The strip domain Gwith width 2H .
where δ ≥ 0 is an appropriate artificial diffusion parameter,
Un−1ν = (ε∇EUn−1) · νΓ , K =

1, if G ⊂ Ω,
2, if G ⊄ Ω, (2.9)
and E is defined by (2.7). The choice of K will be explained in Lemma 3.2.
Denote Q = Ω × [0, T ], b = supQ |β(x, t)|. For δ in (2.8), we propose the following choice in [7]: restricting 1t ≤ µh
and taking
δ =

δ1 = α11t, if ε/b ≤ h ≤ h0,
δ2 = α2(1t)2, if h < ε/b, (2.10)
hereµ is an arbitrarily taken positive constant, α1 and α2 are two positive constants. The choices for α1, α2 will be specified
in Theorem 3.1.
Since ε/b ≪ 1, in order to save the calculation work, we usually take h ≥ ε/b, hence the choice δ = δ1 is useful in
application. Noticing that h < ε/b involves the asymptotic process h → 0(1t → 0), therefore the choice δ = δ2 has
theoretical significance. The IM-PFDSD scheme (2.8) with δ = 0 will degenerate to the scheme similar to that in [22].
To get higher order accuracy with respect to H , we define another scheme.
Extrapolation-integral mean parallel FDSD scheme: (EIM-PFDSD scheme)
Given an initial function U0 ∈Mh, seek {Un}Nn=1 ∈Mh such that
(∂tUn, v + δvnβ)+ ε(∇Un,∇v)+ (Unβ + cnUn, v + δvnβ)−
−
τ∈T h
(ε1Un, δvnβ)τ
+ (Un−1ν,H , [v])Γ + (vν,H , [Un−1]Γ + 4εKH−1([Un−1], [v])Γ = (f n, v + δvnβ), ∀v ∈Mh, (2.11)
where Un−1ν , K are defined as same as (2.9). The choice of δ follows (2.10).
The schemes (2.8) and (2.11) use the implicit backward Euler scheme for the temporal direction, the implicit Galerkin
procedures in the spatial sub-domains and explicit flux calculations on the inter-domain boundary Γ . The flux on Γ is
computed explicitly from Un−1, so that Un can be computed onΩ1 andΩ2 fully parallel once Un−1 has been obtained. Thus,
the parallelism can be achieved by these schemes.
3. Convergence analysis of the IM-PFDSD scheme
In this section, we will analyze the convergency of the scheme (2.8). We need the following auxiliary lemmas.
Lemma 3.1 ([22]). For smooth enough function V , there hold estimates
‖VH − V‖L2(Γ ) ≤
√
2H‖∇V‖L2(Ω), (3.1)
‖VH − V‖L∞(Γ ) ≤ CH2‖V‖W2,∞(Ω) (3.2)
and
V (x)− VH(x) = −16H
2Vν2Γ (x)−
1
120
H4Vν4Γ (x)+ o(H
6), ∀x on Γ , (3.3)
where Vν2Γ and Vν4Γ are the second and fourth order normal derivatives of V on Γ , respectively.
Lemma 3.2 ([22]). Let G = {y|y = x+ λνΓ , λ ∈ [−H,H], ∀x on Γ }. If ψ ∈ H1(Ω) and H > 0 is small, we have
‖Eψ‖L2(G) ≤
√
K‖ψ‖L2(Ω), ‖∇(Eψ) · νΓ ‖L2(G) ≤
√
K‖∇ψ‖L2(Ω), (3.4)
4468 K. Ma, T. Sun / Journal of Computational and Applied Mathematics 235 (2011) 4464–4479
where
K =

1, if G ⊂ Ω,
2, if G ⊄ Ω, (3.5)
and E is defined by (2.7).
To obtain error estimates, we introduce an elliptic projectionW ∈Mh of the solution u as follows:
ε∇(u(·, t)−W (·, t)),∇v+ c(u(·, t)−W (·, t)), v = 0, ∀v ∈Mh. (3.6)
It is clear that the auxiliary problem (3.6) is equivalent to
(ε∇W ,∇v)+ (cW , v) =

f − ∂u
∂t
, v

+ (−1)j+1(g, v)Γ , ∀v ∈Mhj , j = 1, 2, (3.7)
where g = (ε∇u) · νΓ . These are two standard finite element equations.
Let η = u−W . From [26–29], we see the following.
Lemma 3.3. For η defined by (3.6), there hold
L2-norm error estimate
max
0≤t≤T
‖η‖L2(Ω) + ‖ηt‖L2(0,T ;L2(Ω)) ≤ Chr+1
‖u‖L∞(0,T ;Hr+1(Ω)) + ‖ut‖L2(0,T ;Hr+1(Ω)); (3.8)
L∞-norm error estimate
‖η‖L∞(Ω) + ‖ηt‖L∞(Ω) ≤ Ch2| ln h|
‖u‖W2,∞(Ω) + ‖ut‖W2,∞(Ω), if r = 1, d = 2, (3.9)
and
‖η‖L∞(Ω) + ‖ηt‖L∞(Ω) ≤ Chr+1
‖u‖W r+1,∞(Ω) + ‖ut‖W r+1,∞(Ω), if r > 1. (3.10)
For functions ψ with restrictions in H1(Ω1) ∪ H1(Ω2), we define a norm
|||ψ |||2 = (ε∇ψ,∇ψ)+ εKH−1([ψ], [ψ])Γ . (3.11)
For later use, we copy the proof of the following lemma from [22].
Lemma 3.4. There exists a positive constant C0 = 1−
√
2
2 such that for small H > 0,
C0|||ψ |||2 ≤ (ε∇ψ,∇ψ)+ 2(ψν,H , [ψ])Γ + εKH−1([ψ], [ψ])Γ , ∀ψ ∈Mh. (3.12)
Proof. By (3.4), we have
H‖ψν,H‖2L2(Γ ) =
1
4H
∫
Γ
∫ H
−H
|ε∇Eψ(x+ λνΓ ) · νΓ |dλ
2
dΓ
= 1
4H
∫
Γ
∫ H
−H
|(νTΓ ε1/2νΓ )(νTΓ ε1/2∇Eψ)(x+ λνΓ )|dλ
2
dΓ
≤ 1
4H
∫
Γ
∫ H
−H
|(∇Eψ⊤ε∇Eψ)(x+ λνΓ )|1/2|ν⊤Γ ενΓ |1/2dλ
2
dΓ
≤ ε
2
(ε∇Eψ,∇Eψ)G
≤ εK
2
(ε∇ψ,∇ψ). (3.13)
Then, we can derive
(ε∇ψ,∇ψ)+ 2(ψν,H , [ψ])Γ + εKH−1([ψ], [ψ])Γ
≥ (ε∇ψ,∇ψ)+ εKH−1‖[ψ]‖2L2(Γ ) −

χ(ε∇ψ,∇ψ)+ εK
2χ
H−1‖[ψ]‖2L2(Γ )

≥ (1− χ)(ε∇ψ,∇ψ)+

1− 1
2χ

εKH−1‖[ψ]‖2L2(Γ ). (3.14)
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Here, we used the inequality
αβ ≤ χα2 + 1
4χ
β2, ∀α, β > 0
and χ is a smaller arbitrary positive constant. This inequality will be applied frequently in the following analysis. Taking
χ =
√
2
2 in (3.14) leads to (3.12). The proof of Lemma 3.4 ends. 
As we have shown, the IM-PFDSD scheme (2.8) includes two terms on the inter-domain boundary Γ by integral mean
method to present explicit flux calculation. These terms are distinct ones different from Dawson–Dupont’s schemes and the
standard elliptic projection (3.6) is insufficient for optimal error estimates. To get optimal error estimates, we need a new
elliptic projection which should include the terms on the inter-domain boundary. This new elliptic projection W ∈ Mh of
the solution u is defined as follows:
(ε∇(u− W ),∇v)+ (u− W )ν,H , [v]Γ + vν,H , [u− W ]Γ + εKH−1([u− W ], [v])Γ = 0, ∀v ∈Mh. (3.15)
It follows from Lemma 3.4 that the project problem (3.15) has a unique solution for small H . The initial W 0 is just the
projection of u0. Then, we take the initial condition
U0 = W 0. (3.16)
Let ξ n = un − W n, θn = Un − W n. The following lemma gives the bounds of ξ n.
Lemma 3.5 ([22]). There hold the a priori estimates:
‖ξ‖L2(Ω) ≤ C

hr+1 + H1/2‖η‖L∞(Ω)

, (3.17)
‖ξt‖L2(Ω) ≤ C

hr+1 + H1/2‖ηt‖L∞(Ω)

(3.18)
and
|||ξ ||| + |||ξt ||| ≤ Chr{‖u‖r+1 + ‖ut‖r+1}. (3.19)
Now, we turn to derive an L2(Ω)-norm error estimate for θn. It follows from trace theorem in [30] that
‖ψ‖2L2(Γ ) ≤ C2‖ψ‖ ‖ψ‖1, ∀ψ ∈ H1(Ω), (3.20)
which will be used in the following proof.
From (2.1), we get the weak formulation:
(∂tun, v + δvnβ)+ ε(∇un,∇v)+ (unβ + cnun, v + δvnβ)−
−
τ∈T h
(ε1un, δvnβ)τ + (unν, [v])Γ
= (f n + ρn, v + δvnβ), ∀v ∈Mh, (3.21)
where un(x) = u(x, tn) and unν = (ε∇un) · νΓ . The time truncation term ρn satisfies
N−
n=1
‖ρn‖21tn ≤ (1t)2
∫ T
0
‖utt(·, t)‖2dt ≤ C(1t)2.
Combining (3.15) and (3.21) together, ∀v ∈Mh, we have
(∂tW n, v + δvnβ)+ ε(∇W n,∇v)+ (W nβ + cnW n, v + δvnβ)− −
τ∈T h
(ε1W n, δvnβ)τ
+ (W n−1ν,H , [v])Γ + (vν,H , [W n−1])Γ + εKH−1([W n−1], [v])Γ
= (W n−1ν − W nν, [v])Γ + (vν,H , [W n−1 − W n])Γ + εKH−1([W n−1 − W n], [v])Γ
+ (f n + ρn − ∂tξ n − ξ nβ − cnξ n, v + δvnβ)+ (unν,H − unν, [v])Γ +
−
τ∈T h
(ε1ξ n, δvnβ)τ . (3.22)
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Subtracting (3.22) from (2.8) and taking v = θn, we obtain
(∂tθ
n, θn + δθnβ)+ ε(∇θn,∇θn)+ 2(θnν,H , [θn])Γ + εKH−1([θn], [θn])Γ
+ (θnβ + cnθn, θn + δθnβ)−
−
τ∈T h
(ε1θn, δθnβ)τ
= (θnν,H − θn−1ν,H , [θn])Γ + (θnν,H , [θn − θn−1])Γ + εKH−1([θn − θn−1], [θn])Γ
+ (ε∇(ξ n − ξ n−1),∇θn)+ (∂tξ n + ξ nβ + cnξ n − ρn, θn + δθnβ)
+ (unν,H − un−1ν,H , [θn])Γ + (unν − unν,H , [θn])Γ −
−
τ∈T h
(ε1ξ n, δθnβ)τ . (3.23)
Noticing that for the second term on the right-hand side of (3.23), we have
(θ
n
ν,H , [θn − θn−1])Γ = (θnν,H , [θn])Γ − (θn−1ν,H , [θn−1])Γ − (θnν,H − θn−1ν,H , [θn−1])Γ .
Hence, by summing (3.23) over n, we have
n−
k=1
(∂tθ
k, θ k + δθ kβ)+

ε(∇θn,∇θn)+ (θnν,H , [θn])Γ + εKH−1([θn], [θn])Γ

+
n−1
k=1

ε(∇θ k,∇θ k)+ 2(θ kν,H , [θ k])Γ + εKH−1([θ k], [θ k])Γ

+
n−
k=1

(θ kβ + ckθ k, θ k + δθ kβ)−
−
τ∈T h
(ε1θ k, δθ kβ)τ

= −(θ0ν,H , [θ0])Γ +
n−
k=1

(θ
k
ν,H − θ k−1ν,H , [θ k − θ k−1])Γ + εKH−1([θ k − θ k−1], [θ k])Γ
+ (ε∇(ξ k − ξ k−1),∇θ k)+ (∂tξ k + ξ kβ + ckξ k − ρk, θ k + δθ kβ)
+ (ukν,H − uk−1ν,H , [θ k])Γ + (ukν − ukν,H , [θ k])Γ −
−
τ∈T h
(ε1ξ k, δθ kβ)τ

. (3.24)
Now, we turn to analyze the terms of (3.24) on both sides. Suppose that the upper bound µ for ratio 1th has been taken.
First, we consider the left-hand side of (3.24):
(I)
(∂tθ
k, θ k) = 1
21t

‖θ k‖2 − ‖θ k−1‖2

+ 1t
2
‖∂tθ k‖2. (3.25)
(II)
|(∂tθ k, δθ kβ)| ≤
θ k − θ k−11t
 ‖θ kβ‖ ≤ 1t8 ‖∂tθ k‖2 + 2δ21t ‖θ kβ‖2.
For case δ = δ1, that is δ1t = α1, choose α1 > 0 such that
α1 ≤ 116 . (A1)
If δ = δ2, then δ1t = α21t and h < εb ,1t ≤ µh < µεb , we can choose α2 > 0 such that
α2µε
b
≤ 1
16
. (B1)
Then in the above cases, we have
|(∂tθ k, δθ kβ)| ≤
1t
8
‖∂tθ k‖2 + δ8‖θ
k
β‖2. (3.26)
(III) By the proof of Lemma 3.4 and taking 0 < χ =
√
2
2 < 1, we see
(θ
n
ν,H , [θn]

Γ
≤ χ
2
ε‖∇θn‖2 + εK
4χ
H−1‖[θn]‖2L2(Γ )
=
√
2
4
ε‖∇θn‖2 +
√
2
4
εKH−1‖[θn]‖2L2(Γ ).
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From the above inequality, it follows that
ε(∇θn,∇θn)+ (θnν,H , [θn])Γ + εKH−1([θn], [θn])Γ ≥

1−
√
2
4

{ε‖∇θn‖2 + εKH−1‖[θn]‖2L2(Γ )}
= 1+ C0
2
{ε‖∇θn‖2 + εKH−1‖[θn]‖2L2(Γ )}. (3.27)
(IV) In addition, it is easy to see that
|(θ kβ + ckθ k, θ k + δθ kβ)| = δ‖θ kβ‖2 +

ck − 1
2
divβk

‖θ k‖2 + δ(ckθ k, θ kβ)
≥ δ‖θ kβ‖2 + γ0‖θ k‖2 −
δ
2

‖θ kβ‖2 + (c∗)2‖θ k‖2

≥ δ
2
‖θ kβ‖2 +
γ0
2
‖θ k‖2, (3.28)
provided that
δ1(c∗)2 = α11t(c∗)2 ≤ α1µh0(c∗)2 ≤ γ0, (A2)
or
δ2(c∗)2 = α2(1t)2(c∗)2 ≤ α2µ2
ε
b
2
(c∗)2 ≤ γ0. (B2)
(V) By the quasi-uniformity of T h and the inverse estimation ofMh on element τ : ‖1Un‖τ ≤ C3h−1‖∇Un‖τ , we obtain−
τ∈T h
|(ε1θ k, δθ kβ)τ | ≤
−
τ∈T h
εδC3h−1‖∇θ k‖τ‖θ kβ‖τ
≤ 2ε2C23h−2δ‖∇θ k‖2 +
δ
8
‖θ kβ‖2
≤ C0
4
ε‖∇θ k‖2 + δ
8
‖θ kβ‖2, (3.29)
provided that
2ε2C23h
−2δ1 = 2ε2C23h−2α1µh ≤ 2ε2C23
b2
ε2
α1µh0 = 2C23b2α1µh0 ≤
C0
4
ε, (A3)
or
2ε2C23h
−2δ2 = 2ε2C23h−2α2µ2h2 = 2ε2C23α2µ2 ≤
C0
4
ε. (B3)
Taking the above inequalities (3.25)–(3.29) into (3.24), we can see that for given µ, if α1, α2 satisfy the conditions
(A1)–(A3) or (B1)–(B3) respectively, then in both cases δ = δ1 and δ = δ2
the left-hand side of (3.24) ≥
n−
k=1

1
21t
(‖θ k‖2 − ‖θ k−1‖2)

+ 1− C0
2
{ε‖∇θn‖2 + εKH−1‖[θn]‖2L2(Γ )}
+
n−
k=1

31t
8
‖∂tθ k‖2 + δ4‖θ
k
β‖2 +
γ0
2
‖θ k‖2 + 3C0
4
ε‖∇θ k‖2 + C0εKH−1‖[θ k]‖2L2(Γ )

. (3.30)
By (3.24) and (3.30), we derive
1
2
‖θn‖2 + 1− C0
2
1t{(ε∇θn,∇θn)+ εKH−1‖[θn]‖2L2(Γ )}
+1t
n−
k=1

31t
8
‖∂tθ k‖2 + δ4‖θ
k
β‖2 +
γ0
2
‖θ k‖2 + 3C0
4
ε‖∇θ k‖2 + C0εKH−1‖[θ k]‖2L2(Γ )

≤ 1
2
‖θ0‖2 +1t|(θ0ν,H , [θ0])Γ | +1t
n−
k=1

(θ
k
ν,H − θ k−1ν,H , [θ k − θ k−1])Γ +
εK
H
([θ k − θ k−1], [θ k])Γ
+ (ε∇(ξ k − ξ k−1),∇θ k)+ (∂tξ k + ξ kβ + ckξ k − ρk, θ k + δθ kβ)
+ (ukν,H − uk−1ν,H , [θ k])Γ + (ukν − ukν,H , [θ k])Γ −
−
τ∈T h
(ε1ξ k, δθ kβ)τ

. (3.31)
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We estimate the right-hand side of (3.31). From (3.20), we see that
1t
n−
k=1
(θ
k
ν,H − θ k−1ν,H , [θ k − θ k−1])Γ ≤ 1t
n−
k=1
‖[θ k − θ k−1]‖L2(Γ )‖θ kν,H − θ k−1ν,H ‖L2(Γ )
≤ 2C1/22 1t
n−
k=1
‖θ k − θ k−1‖1/21 ‖θ k − θ k−1‖1/2‖θ kν,H − θ k−1ν,H ‖L2(Γ )
≤ 1
4
(εC01t)1/2
n−
k=1
(‖θ k‖1 + ‖θ k−1‖1)‖θ k − θ k−1‖ + 4C2(1t)
3/2
√
εC0
n−
k=1
εK
2H
ε‖∇(θ k − θ k−1)‖2
≤ (1t)
2
4
n−
k=1
‖∂tθ k‖2 + εC01t8
n−
k=1
‖θ k‖21 +
4εKC2(1t)3/2√
εC0H
n−
k=1
ε‖∇θ k‖2
≤ (1t)
2
4
n−
k=1
‖∂tθ k‖2 +1t
n−
k=1
C0
8
ε{‖∇θ k‖2 + ‖θ k‖2} +1t
n−
k=1
C0
4
ε‖∇θ k‖2 (3.32)
provided that
1t ≤ C
3
0H
2
256εK 2C22
. (3.33)
Similarly, we have
εK1t
H
n−
k=1
([θ k − θ k−1], [θ k])Γ ≤ εK1tH
n−
k=1
‖[θ k − θ k−1]‖L2(Γ )‖[θ k]‖L2(Γ )
≤ 2εKC
1/2
2 1t
H
n−
k=1
‖θ k − θ k−1‖1/21 ‖θ k − θ k−1‖1/2‖[θ k]‖L2(Γ )
≤ 1
4
(εC01t)1/2
n−
k=1
(‖θ k‖1 + ‖θ k−1‖1)‖θ k − θ k−1‖ + 4ε
2K 2C2(1t)3/2√
εC0H2
n−
k=1
‖[θ k]‖2L2(Γ )
≤ (1t)
2
8
n−
k=1
‖∂tθ k‖2 + εC01t4
n−
k=1
‖θ k‖21 +
4ε2K 2C2(1t)3/2√
εC0H2
n−
k=1
‖[θ k]‖2L2(Γ )
≤ (1t)
2
8
n−
k=1
‖∂tθ k‖2 + C01t4
n−
k=1
ε{‖∇θ k‖2 + ‖θ k‖2} +1t
n−
k=1
C0
4
εKH−1‖[θ k]‖2L2(Γ ). (3.34)
It is easy to know that
|(ε∇(ξ k − ξ k−1),∇θ k)| ≤ 1t
2

ε‖∇θ k‖2 + ε‖∇∂tξ k‖2

. (3.35)
For the rest of the terms, we have
|(∂tξ k − ρk, θ k + δθ kβ)| ≤ C{‖∂tξ k‖2 + ‖ρk‖2} + γ0‖θ k‖2 +
δ
32
‖θ kβ‖2, (3.36)
|(ξ kβ + ckξ k, θ k)| = | − (ξ k, θ kβ)+ ((ck − divβk)ξ k, θ k)|
≤ C{‖ξ k‖2 + ε−1‖ξ k‖2} + γ0‖θ k‖2 + C016ε‖∇θ
k‖2, (3.37)
|(ξ kβ + ckξ k, δθ kβ)| ≤ Cδ{‖ξ k‖2 + ‖ξ kβ‖2} +
δ
32
‖θ kβ‖2, (3.38)(ukν,H − uk−1ν,H , [θ k])Γ  ≤ HδC0εK ‖ukν,H − uk−1ν,H ‖2L2(Γ ) + C04 εKH−1‖[θ k]‖2L2(Γ )
≤ Cε‖∇(uk − uk−1)‖2 + C0
4
εKH−1‖[θ k]‖2L2(Γ ), (3.39)(ukν − ukν,H , [θ k])Γ  ≤ H2δC0εK ‖ukν − ukν,H‖2L∞(Γ ) + C04 εKH−1‖[θ k]‖2L2(Γ )
≤ CH5‖uk‖2W2,∞(Ω) +
C0
4
εKH−1‖[θ k]‖2L2(Γ ) (3.40)
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by Lemma 3.2, and−
τ∈T h
(ε1ξ k, δθ kβ)τ
 ≤ −
τ∈T h
δε‖1ξ k‖τ‖θ kβ‖2τ ≤
δ
16
‖θ kβ‖2 + 4δε2‖1ξ k‖2. (3.41)
Collecting from (3.31)–(3.41), we obtain
1
2
‖θn‖2 + 1− C0
2
1t{ε‖∇θn‖2 + εKH−1‖[θn]‖2L2(Γ )} +1t
n−
k=1

δ
8
‖θ kβ‖2 +
C0
16
ε‖∇θ k‖2 + C0
4
εKH−1‖[θ k]‖2L2(Γ )

≤ 1
2
‖θ0‖2 +1t
(θ0ν,H , [θ0])Γ + C1t n−
k=1

1t(ε‖∇θ k‖2 + ε‖∇∂tξ k‖2)+ ‖θ k‖2 + ‖∂tξ k‖2
+ δ‖ξ k‖2 + ε−1‖ξ k‖2 + δ‖ξ kβ‖2 + δε2‖1ξ k‖2 + ‖ρk‖2 + (1t)2‖∇ukt ‖2 + H5‖uk‖2W2,∞(Ω)

. (3.42)
For the case δ = δ1, we have ε ≤ bh, δ ≤ α1µh. Set P = h0/ε, then ε−1 ≤ Ph−1. Thus, we see that
C1t
n−
k=1

ε−1‖ξ k‖2 + δ‖ξ kβ‖2 + δε2‖1ξ k‖2

≤ C{h2r+1 + Hh−1‖η‖2L∞(0,T ;L∞(Ω))}. (3.43)
For the case δ = δ2, we have ε−1 ≤ b−1h−1, δ2 = α2(1t)2 ≤ α2µ2h2. Thus, we see that
C1t
n−
k=1

ε−1‖ξ k‖2 + δ‖ξ kβ‖2 + δε2‖1ξ k‖2

≤ C{h2r + Hh−1‖η‖2L∞(0,T ;L∞(Ω))}. (3.44)
Taking (3.43) or (3.44) into (3.42), and using (3.16), the discrete Gronwall lemma and Lemma 3.5, we can drive
max
0≤n≤N
‖θn‖2L2(Ω) + ε
N−
n=1
‖∇θn‖21t + δ
N−
n=1
‖θnβ‖21t
≤
C

H

h−1‖η‖2L∞(0,T ;L∞(Ω)) + ‖ηt‖2L2(0,T ;L2(Ω))

+ (1t)2 + H5 + h2r+1

, for δ = δ1,
C

H

h−1‖η‖2L∞(0,T ;L∞(Ω)) + ‖ηt‖2L2(0,T ;L2(Ω))

+ (1t)2 + H5 + h2r

, for δ = δ2.
(3.45)
Applying Lemma 3.3 and the triangle inequality, we have
max
0≤n≤N
‖un − Un‖ +√ε

N−
n=1
‖∇(un − Un)‖21t
 1
2
+√δ

N−
n=1
‖unβ − Unβ‖21t
 1
2
≤
C

hr+1/2 + H1/2

h−1/2‖η‖L∞(0,T ;L∞(Ω)) + ‖ηt‖L2(0,T ;L2(Ω))

+1t + H5/2, for δ = δ1,
C

hr + H1/2

h−1/2‖η‖L∞(0,T ;L∞(Ω)) + ‖ηt‖L2(0,T ;L2(Ω))

+1t + H5/2, for δ = δ2. (3.46)
From (3.46), using (3.9) and (3.10) respectively, we obtain the following theorem.
Theorem 3.1. Let u and {Un}Nn=1 be the solutions of the time-dependent convection–diffusion problem (2.1) and the IM-PFDSD
scheme (2.8), respectively. Suppose that u is sufficiently smooth and that U0 is given by (3.16). For a given µ, if the artificial
diffusion parameter δ given by (2.10), α1 satisfies restrictions (A1)–(A3) or α2 satisfies restrictions (B1)–(B3), then for both
cases δ = δ1 and δ = δ2, there exists a positive constant C independent of mesh sizes h,H and1t, such that
max
0≤n≤N
‖un − Un‖ +√ε

N−
n=1
‖∇(un − Un)‖21t
 1
2
+√δ

N−
n=1
‖unβ − Unβ‖21t
 1
2
≤

C

hr+1/2 +1t + H5/2, for δ = δ1,
C

hr +1t + H5/2, for δ = δ2, (3.47)
provided that
1t ≤ C1H2, where C1 = C
3
0
256εK 2C22
. (3.48)
Remark 1. Since ‖∇(u − U)‖ is included in the left-hand side of (3.47), the accuracy order O(hr) in the space variables is
optimal for H1-norm in the case δ = δ2; for the case δ = δ1, the accuracy order is O

hr+
1
2

in the space variables in (3.47),
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which does not show that the IM-PFDSD scheme (2.8) has super-accuracy estimation because
√
ε,
√
δ = O(h1/2) in this
case.
Remark 2. Since only restrict 1t ≤ µh and constant µ can be arbitrarily taken, thus in order to keep the time accuracy
consistent with the space accuracy in (3.47), one can take 1t = O(hr+1/2) or 1t = O(hr) in (2.10), Theorem 3.1 is also
correct in these cases.
Remark 3. From the derivation of Theorem 3.1, we can see that for δ = 0, that is, parallel Galerkin domain decomposition
procedures similar as that in [22], the relative results are also true but the estimate for ‖βn ·∇(u−U)n‖ cannot be established,
which shows the error estimate along the streamline direction.
4. Convergence analysis of the EIM-PFDSD scheme
Since the differences between two schemes (2.8) and (2.11) are the second and third terms to calculate the flux on the
inner-domain boundary Γ , the convergence analysis of the EIM-PFDSD scheme (2.11) is similar to that of the IM-PFDSD
scheme (2.8). For the sake of brevity, we describe the processes of analysis for (2.11) simply.
The proof of Theorem 4.1 is based on the following basic lemmas, whose proofs are similar to that of lemmas in Section 3
accordingly.
Lemma 4.1 ([22]). For sufficiently smooth function V , there hold estimates
‖VH − V‖L2(Γ ) ≤ 2√2+ 13 √2H‖∇V‖L2(Ω), (4.1)
‖VH − V‖L∞(Γ ) ≤ CH4‖V‖W4,∞(Ω) (4.2)
and
V (x)−VH(x) = 1480H4Vν4Γ (x)+ o(H6), ∀x on Γ , (4.3)
where Vν4Γ is the fourth order normal derivative of V on Γ .
Lemma 4.2 ([22]). G = {y|y = x+ λνΓ , λ ∈ [−H,H],∀x on Γ }. If ψ ∈ H1(Ω) and H > 0 is small, we have
‖Eψ‖L2(G) ≤
√
K‖ψ‖L2(Ω), ‖∇(Eψ) · νΓ ‖L2(G) ≤
√
K‖∇ψ‖L2(Ω), (4.4)
where E is defined by (2.7) and K is defined as same as (3.5).
For functions ψ with restrictions in H1(Ω1) ∪ H1(Ω2), we use the definition of the norm
|||ψ |||2 = (ε∇ψ,∇ψ)+ 4εKH−1([ψ], [ψ])Γ . (4.5)
Lemma 4.3. There exists a positive constant C˜0 = 1−

11
12 such that for small H > 0
C˜0|||ψ |||2 ≤ (ε∇ψ,∇ψ)+ 2(ψν,H , [ψ])Γ + 4εKH−1([ψ], [ψ])Γ , ∀v ∈Mh. (4.6)
Proof. Similarly to (3.13), by (4.4) we can get
H‖ψµ,H‖2L2(Γ ) ≤ 2H

4
3
2
‖ψµ,H/2‖2L2(Γ ) +

1
3
2
‖ψµ,H‖2L2(Γ )

≤ 2

32
9
H
2
‖ψµ,H/2‖2L2(Γ ) +
1
9
H‖ψµ,H‖2L2(Γ )

≤ 11
3
εK(ε∇ψ,∇ψ). (4.7)
Then, we have
(ε∇ψ,∇ψ)+ 2(ψν,H , [ψ])Γ + 4εKH−1([ψ], [ψ])Γ
≥ (1− χ)(ε∇ψ,∇ψ)+

1− 11
12χ

4εKH−1‖[ψ]‖2L2(Γ ). (4.8)
Taking χ =

11
12 in this estimate leads to (4.6). The proof of Lemma 4.3 ends. 
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Similarly to the elliptic projection (3.15), to get optimal error estimates, we introduce an elliptic projection W ∈ Mh of
the solution u as follows:
(ε∇(u− W ),∇v)+  (u− W )ν,H , [v]Γ + vν,H , [u− W ]Γ + 4εKH−1([u− W ], [v])Γ = 0, ∀v ∈Mh. (4.9)
It follows fromLemma4.3 that the project problem (4.9) has a unique solution for smallH . The initial W 0 is just the projection
of u0. Then, we take the initial condition
U0 = W 0. (4.10)
Let ξ n = un − W n, θn = Un − W n. The following lemma gives the bounds of ξ n.
Lemma 4.4 ([22]). There hold the a priori estimates:
‖ξ‖L2(Ω) ≤ C{hr+1 + H1/2‖η‖L∞(Ω)}, (4.11)
‖ξt‖L2(Ω) ≤ C{hr+1 + H1/2‖ηt‖L∞(Ω)} (4.12)
and
|||ξ ||| + |||ξt ||| ≤ Chr{‖u‖r+1 + ‖ut‖r+1}. (4.13)
Now, we turn to derive an L2(Ω)-norm error estimate for θn. Here, the main error equation for θ is
(∂tθ
n, v + δvnβ)+ ε(∇θn,∇v)+ (θnν,H , [v])Γ + (vν,H , [θn])Γ + 4εKH−1([θn], [v])Γ
+ (θnβ + cnθn, v + δvnβ)−
−
τ∈T h
(ε1θn, δvnβ)τ
= (θnν,H −θn−1ν,H , [v])Γ + (vν,H , [θn − θn−1])Γ + 4εKH−1([θn − θn−1], [v])Γ
+ (ε∇(ξ n − ξ n−1),∇v)+ (∂tξ n + ξ nβ + cnξ n − ρn, v + δvnβ)
+ (unν,H −un−1ν,H , [v])Γ + (unν −unν,H , [v])Γ − −
τ∈T h
(ε1ξ n, δvnβ)τ . (4.14)
We still need restrictions (A1)–(A3) for δ1 or (B1)–(B3) for δ2, in which C0 must be replaced by C˜0. Similarly to the proofs
of (3.47), we can derive the following theorem.
Theorem 4.1. Let u and {Un}Nn=1 be the solutions of the time-dependent convection–diffusion problem (2.1) and the EIM-PFDSD
scheme (2.11), respectively. Suppose that u is sufficiently smooth and that U0 is given by (4.10). For a given µ, if the artificial
diffusion parameter δ given by (2.10), α1 satisfies restrictions (A1)–(A3) or α2 satisfies restrictions (B1)–(B3), then for both
cases δ = δ1 and δ = δ2, there exists a positive constant C independent of mesh sizes h,H and1t, such that
max
0≤n≤N
‖un − Un‖ +√ε

N−
n=1
‖∇(un − Un)‖21t
 1
2
+√δ

N−
n=1
‖unβ − Unβ‖21t
 1
2
≤

C

hr+1/2 +1t + H9/2, for δ = δ1,
C

hr +1t + H9/2, for δ = δ2, (4.15)
provided that
1t ≤ C˜1H2, where C˜1 = C˜
3
0
256εK 2C22
. (4.16)
Remark 4. From (4.15), we know that Remarks 1 and 2 hold for the EIM-PFDSD scheme (2.11). Also, we can see that the
EIM-PFDSD scheme has an accuracy of higher order for H better than that of the IM-PFDSD scheme. This shows that the
extrapolation method can use larger width H of the middle strip domain than that of the IM-PFDSD scheme so that the time
step constraint is more weaker than that of the IM-PFDSD scheme and a larger time step size can be used.
5. Numerical experiments
In this section, we present some numerical experiments for the procedures described above. All computer programs
below are written by Fortran 90 code and run on a Lenovo PC with Intel(R) Pentium(R) IV 3.00 GHz CPU and 1 GB memory.
The resulting linear systems of algebraic equations are solved by banded Gaussian elimination. Double precision is used for
all calculations.
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Fig. 3. The solution u(x, y, t) = 100t(x− x2)2(y− y2)2 at t = 0.5060.
Table 5.1
Errors at t = 0.5060.
Grids FDSD IM-PFDSD FDSD IM-PFDSD
e1 Rate e1 Rate e2 Rate e2 Rate
40× 40 0.5087e−02 0.2741e−02 0.8947e−02 0.5736e−02
80× 80 0.1799e−02 1.4996 0.9693e−03 1.4997 0.3164e−02 1.4995 0.2028e−02 1.4997
160× 160 0.6362e−03 1.4996 0.3427e−03 1.4998 0.1119e−02 1.4996 0.7171e−03 1.4998
320× 320 0.2250e−03 1.4997 0.1212e−03 1.4999 0.3957e−03 1.4997 0.2536e−03 1.4999
640× 640 0.7957e−04 1.4997 0.4285e−04 1.5000 0.1399e−03 1.4998 0.8966e−04 1.5000
Table 5.2
The CPU time cost for the time interval [0, 0.5060].
Grids h FDSD (s) IM-PFDSD (s)
40× 40 0.2500e−01 4.12 3.07
80× 80 0.1250e−01 34.42 20.31
160× 160 0.6250e−02 77.15 41.24
320× 320 0.3125e−02 122.27 63.85
640× 640 0.15625e−02 174.36 89.72
Example 5.1 (IM-PFDSD Scheme Case). Let Ω = [0, 1] × [0, 1]. The problem considered here is just model (2.1) with the
following coefficients:
ε = 10−3, β = (10,−12)T , c = 7,
and f (x, y, t) is chosen so that the exact solution is u(x, y, t) = 100t(x− x2)2(y− y2)2. See Fig. 3.
We approximate (2.1) by using 4-node quadrilateralmesh on 40×40, 80×80, 160×160, 320×320 and 640×640 grids,
respectively. We consider two scenarios: (1) the FDSD scheme on uniform mesh, i.e. no domain decomposition; (2) the IM-
PFDSD scheme on a global uniformmesh with two equal sub-domainsΩ1 =

0, 12
× (0, 1),Ω2 =  12 , 1× (0, 1), with the
inter-domain boundaryΓ =  12×(0, 1). In these runs, the solution u is approximated in the space of continuous piecewise
bilinear function. Since ε/b ≪ h holds for each domain decomposition case, we take mesh ratio1t = h3/2,H5/2 = h3/2 to
balance error accuracy with respect to h and H , artificial diffusion parameter δ = 1t .
In Table 5.1, we give the errors for e1 = √ε(∑Nn=1 ‖∇(un − Un)‖21t) 12 and e2 = √δ(∑Nn=1 ‖unβ − Unβ‖21t) 12 at time
t = 0.5060.
Remark 5. From Table 5.1, we can know that the IM-PFDSD scheme approximates the exact solution better than the FDSD
scheme, still having 1-order convergence in h and1t for ‖∇(u− U)‖.
Next, we compare the CPU time cost of the FDSD scheme and the IM-PFDSD scheme for the time interval [0, 0.5060]. See
Table 5.2.
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Table 5.3
Errors at t = 0.5060.
Grids FDSD EIM-PFDSD FDSD EIM-PFDSD
e1 Rate e1 Rate e2 Rate e2 Rate
40× 40 0.5087e−02 0.1189e−02 0.8947e−02 0.3286e−02
80× 80 0.1799e−02 1.4996 0.4205e−03 1.4997 0.3164e−02 1.4995 0.1162e−02 1.4997
160× 160 0.6362e−03 1.4996 0.1486e−03 1.4999 0.1119e−02 1.4996 0.4109e−03 1.4999
320× 320 0.2250e−03 1.4997 0.5254e−04 1.5000 0.3957e−03 1.4997 0.1453e−03 1.5000
640× 640 0.7957e−04 1.4997 0.1858e−04 1.5000 0.1399e−03 1.4998 0.5137e−04 1.5000
Table 5.4
The CPU time cost for the time interval [0, 0.5060].
Grids h FDSD (s) EIM-PFDSD (s)
40× 40 0.2500e−01 4.12 3.34
80× 80 0.1250e−01 34.42 22.19
160× 160 0.6250e−02 77.15 45.27
320× 320 0.3125e−02 122.27 70.68
640× 640 0.15625e−02 174.36 95.39
Table 5.5
Errors at t = 0.5060.
Grids FDSD IM-PFDSD FDSD IM-PFDSD
e1 Rate e1 Rate e2 Rate e2 Rate
40× 40 0.4987e−02 0.3535e−02 0.7848e−02 0.5276e−02
80× 80 0.1764e−02 1.4994 0.1250e−02 1.4997 0.2776e−02 1.4995 0.1866e−02 1.4997
160× 160 0.6238e−03 1.4996 0.4220e−03 1.4998 0.9816e−03 1.4996 0.6598e−03 1.4998
320× 320 0.2206e−03 1.4997 0.1492e−03 1.4999 0.3471e−03 1.4997 0.2333e−03 1.4999
640× 640 0.7800e−04 1.4998 0.5275e−04 1.5000 0.1227e−03 1.4998 0.8248e−04 1.5000
Remark 6. From Table 5.2, we can see that the CPU time cost of the IM-PFDSD scheme is smaller than that of the FDSD
scheme for each case and when the mesh is finer, because the system becomes larger, the IM-PFDSD scheme exhibits its
superiority.
Example 5.2 (EIM-PFDSD Scheme Case). We approximate the model of Example 5.1 on the same grids by using the EIM-
PFDSD scheme. For each domain decomposition case, we take mesh ratio1t = h3/2,H9/2 = h3/2 to balance error accuracy
with respect to h and H , artificial diffusion parameter δ = 1t . Table 5.3 shows the errors for e1 and e2 at time t = 0.5060.
Table 5.4 shows the comparison of the CPU time cost for the time interval [0, 0.5060].
Remark 7. From Tables 5.1 and 5.3, we can see that the EIM-PFDSD scheme approximates the exact solution better than
the IM-PFDSD scheme.
From Tables 5.2 and 5.4, we also can see that the CPU time cost of the EIM-PFDSD scheme is smaller than that of the FDSD
scheme for each case and a little more than that of the IM-PFDSD scheme. This shows that the costs of the extrapolation
procedures are little. When the mesh is finer, because the system becomes larger, the EIM-PFDSD scheme exhibits its
superiority.
Example 5.3 (IM-PFDSD Scheme Case for Four Sub-Domains). To show that the methods of this paper are valid for more sub-
domains, for simplicity, we consider the IM-PFDSD scheme for four sub-domains. LetΩ = [0, 1]× [0, 1] be divided equally
into four sub-domains by Ωi, i = 1, . . . , 4 with four inter-domain boundaries Γi, i = 1, . . . , 4; see Fig. 4. We consider
the model (2.1) with the same coefficients as that of Example 5.1 by choosing f (x, y, t) properly so that the exact solution
u(x, y, t) = 100tx3(1− x)2 cos(2πy).
We approximate u(x, y, t) on the same grids as that of Example 5.1. For each domain decomposition case, we still take
mesh ratio1t = h3/2,H5/2 = h3/2 to balance error accuracy with respect to h and H , artificial diffusion parameter δ = 1t .
To see clearly the effect of the IM-PFDSD scheme for these four sub-domains, we compare figures of exact solution and
approximate solution. See Fig. 5.
Table 5.5 shows the errors for e1 and e2 at time t = 0.5060.
Table 5.6 compares the CPU time cost of the FDSD scheme and the IM-PFDSD scheme for the time interval [0, 0.5060].
Remark 8. From Tables 5.5 and 5.6, we can get the same conclusion as that of Tables 5.1 and 5.2. These show that IM-PFDSD
scheme works well for four sub-domains.
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Fig. 4. The domainΩ with four sub-domains.
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(a) Exact solution. (b) Approximate solution for h = 1320 case.
Fig. 5. Compare figures of the IM-PFDSD scheme for 4 sub-domains at time t = 0.5060.
Table 5.6
The CPU time cost for the time interval [0, 0.5060].
Grids h FDSD (s) IM-PFDSD (s)
40× 40 0.2500e−01 5.36 2.15
80× 80 0.1250e−01 38.16 11.25
160× 160 0.6250e−02 81.24 22.41
320× 320 0.3125e−02 135.42 36.29
640× 640 0.15625e−02 190.45 52.47
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