INTRODUCTION
Let Ω ⊂ R 
here σ denotes the one-dimensional Hausdorff measure on Σ. The operator H β is semibounded from below. If Ω is bounded, then H β has a compact resolvent, and we denote by E j (β), j ∈ N, its eigenvalues taken according to their multiplicities and enumerated in the non-decreasing order. If Ω is unbounded, then the essential spectrum of H β coincides with [0, +∞), and the discrete spectrum consists of finitely many eigenvalues which we denote again by E j (β), j ∈ {1, . . ., N β }, and enumerate them in the non-decreasing order taking into account the multiplicities. In the both cases the principal eigenvalue E(β) := E 1 (β) may be defined through the Rayleigh quotients
.
Written for the proceedings of the conference "Mathematical Challenge of Quantum Transport in Nanosystems" (Pierre Duclos Workshop), Saint-Petersburg, Russia, March 13-15, 2013. 1 It is easy to check that E(β) < 0: for bounded Ω one can test on f = 1, and for unbounded Ω one may use f (x) = exp − |x| α /2 with small α > 0.
The study of the principal eigenvalue arises in several applications: the work [1] discusses the stochastic meaning of the Robin eigenvalues, the paper [2] shows the role of the eigenvalue problem appears in the study of a long-time dynamics related to some reaction-diffusion process, and a discussion of an interplay between the eigenvalues and the estimate of the critical temperature in a problem of superconductivity may be found in [3] .
In the present note we are interested in the asymptotic behavior of E(β) for large values of β. For bounded Ω, this question was already addressed in numerous papers. It was conjectured and partially proved in [2] that one has the asymptotics
for some constant C Ω > 0. It seems that the paper [4] contains the first rigorous proof of the above equality for the case of a C 1 smooth Σ, and in that case one has
C Ω = 1, as predicted in [2] . Under the same assumption, it was shown in [5] that the same asymptotics
, β → +∞, holds for any fixed j ∈ N. The paper [6] proved the asymptotics (2) for domains whose boundary is C ∞ smooth with a possible exception of finitely many corners. If the corner opening angles are
C Ω = 1. We remark that the paper [6] formally deals with bounded domains, but the proofs can be easily adapted to unbounded domains with compact boundaries.
It should pointed out that domains with cusps need a specific consideration, and the results are different [6, 7] . Various generalizations of the above results and some related questions concerning the spectral theory of the Robin Laplacians were discussed e.g. in the papers [7] [8] [9] [10] [11] [12] . The aim of the present note is to refine the asymptotics (2) for a class of two-dimensional domains. More precisely, we calculate the next term in the asymptotic expansion for piecewise C 4 smooth domains whose boundary has no convex corners, i.e. we assume that either the boundary is smooth or that all corner opening angles are larger than π; due to the above cited result of [6] we have C Ω = 1 in the both cases.
Let us formulate the assumptions and the result more carefully. Let Σ k , k = 1, . . ., n, be non-intersecting C 
, and we assume that the orientation of each Γ k is chosen in such a way that ν k (s) :
(s) is the inward unit normal vector at the point Γ k (s) of the boundary. If two components
smooth near P or the corner opening angle at P measured inside Ω belongs to (π, 2π).
Denote by γ k (s) the signed curvature of the boundary at the point Γ k (s) and let γ max denote its global maximum:
note that the decomposition of the boundary Σ into the pieces Σ k is non-unique, but the value γ max is uniquely determined. Our result is as follows: Theorem 1. Under the preceding assumptions there holds
We believe that it is hard to improve the asymptotics without any additional information on the set at which the curvature attains its maximal value. For example, one may expect that the case of a curvature having isolated maxima and the case of a piecewise constant curvature should give different resolutions of the remainder, and we hope to progress in this direction in subsequent works.
At the first sight, the Robin eigenvalue problem may look rather similar to the eigenvalue problem for δ-potentials supported by curves, see e.g. [13] [14] [15] . This first impression is wrong, and the result of Theorem 1 concerning the secondary asymptotic term is very different from the one obtained in the papers [13, 14] for strong δ-potentials; nevertheless, a part of the machinery of [13] plays an important role in our considerations. On the other hand, the asymptotic behavior of the principal Robin eigenvalue shows some analogy with the lowest eigenvalue of the Neumann magnetic laplacian studied in the theory of superconductivity [16] [17] [18] .
DIRICHLET-NEUMANN BRACKETING ON THIN STRIPS
In this section we introduce and study an auxiliary eigenvalue problem, and the result obtained will be used in the next section to prove theorem 1.
For a > 0 consider the map
As shown in [13, Lemma 2.1], for any a ∈ (0, a 0 ), a 0 := (2K ) −1 , the map Φ a defines a diffeomorphism between the domains a := (0, ℓ) × (0, a) and Ω a := Φ a ( a ). In what follows we always assume that a ∈ (0, a 0 ) and we will work with the usual Sobolev 
We are going to show the following result:
There exists a 1 > 0 such that for any a ∈ (0, a 1 ) one has the estimate
The rest of this section is devoted to the proof of lemma 2. We first introduce a suitable decomposition of Ω a and then use an asymptotic separation of variables. 
where the restrictions should be again understood as the traces. Using the integration by parts one may easily check that for any f ,
Similarly, for any f , 
We would like to reduce the estimation of these quantities to the study of the eigenvalues of certain one-dimensional operators.
Using the one-dimensional Sobolev inequality on (0, ℓ) we see that one can find a constant C > 0 independent of a such that for all
One can also find a constant v > 0 such that V (s, u) ≤ v for all (s, u) ∈ a and all a ∈ (0, a 0 ). Furthermore, again for (s, u) ∈ a and any a ∈ (0, a 0 ), we have
For any M ∈ N we denote . Now introduce two new sesquilinear forms which will be used to obtain a two-side esti-
The second one, t
, is defined on the domain dom t
),
One has clearly the inclusions dom t
which justify the estimates
where we denote
Now we are going to estimate E 
It is a routine to check that T
, where Q 
The spectra of Q ± M can be calculated explicitly; in particular, one has
, we arrive at
To study the lowest eigenvalues of L ±, j β,a we prove two auxiliary estimates. 
and let E(a, β, γ) be its lowest eigenvalue. Let β > 2γ and
belongs to the domain of Λ a,β,γ . The boundary conditions give
and one has a non-zero solution iff the determinant of this system vanishes, i.e. iff k satisfies the equation (k +β)(k +γ)e −ka = (k −β)(k −γ)e ka . Let us look for solutions k ∈ (β, +∞). One may rewrite the preceding equation as (8) and that E(a, β, γ) = −k(a, β, γ)
To obtain the required estimate we use again the monotonicity of h on (β, +∞) and the inequality β > 2γ. We have
which gives (1−3e
)β. The assumption βa > 1 gives the inequality 3e −2βa < 1/2, and we arrive at
Together with the inclusion k ∈ (β, +∞)
this gives the result. Moreover, g(β−) = +∞. Therefore, the equation g(k) = 0 has a unique solution in (k 0 , β). It follows from the assumption βa > 4/3 that k 0 > β/2, and we can represent k = β − s with some s ∈ (0, β/2). Using again the condition g(k) = 0 we arrive at the inequality log s = log(2β − s) − 2βa + 2sa < log(2β) − βa, which gives s < 2βe
Together with the first inequality k < β this gives the estimate desired. we arrive at the estimates
To simplify the form of the remainders we choose β a > 0 sufficiently large such that for β > β a we have
then for β > β a + 3K + 1 + 4/(3a) and all j = 1, . . ., M we have
Using the inequality κ 
and define
Due to the inclusions dom
we have the inequalities
Furthermore, due to the fact that the parts Ω k,a are disjoint and that the set Σ ∩∂Ω 0,a is finite (this is exactly the set of the corners), we have the equality
, k = 1, . . ., n, 
, k = 1, . . ., n.
We have clearly E 0,N/D (β, a) ≥ 0. Furthermore, in virtue of lemma 2 we can find a > 0 such that for each k ∈ {1, . . ., n} for β → +∞ we have , and the assertion of theorem 1 follows from the two-side estimate (12).
Remark 5.
A more detailed asymptotic analysis is beyond the scope of the present note, but we mention one case in which the remainder estimate can be slightly improved with minimal efforts. Namely, assume that one of the following conditions is satisfied:
• the boundary Σ is of class C 4 (i.e. there are no corners),
• the curvature does not attain its maximal value γ max at the corners, 
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