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We study the partition function for the three-colour model with
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obtain some combinatorial results on three-colourings. We also
conjecture an explicit formula for the free energy of the model.
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1. Introduction
An alternating sign matrix is a square matrix with entries 1, −1 and 0, such that the non-zero
entries in each row and column alternate in sign and add up to 1. Mills, Robbins and Rumsey [24]
conjectured that the number of n × n alternating sign matrices is
An = 1!4!7! · · · (3n− 2)!
n!(n + 1)! · · · (2n− 1)! . (1.1)
✩ Research supported by the Swedish Science Research Council (Vetenskapsrådet).
* Address for correspondence: Department of Mathematical Sciences, Chalmers University of Technology, SE-412 96 Göteborg,
Sweden.
E-mail address: hjalmar@chalmers.se.
URL: http://www.math.chalmers.se/~hjalmar.0196-8858/$ – see front matter © 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.aam.2010.10.007
482 H. Rosengren / Advances in Applied Mathematics 46 (2011) 481–535This conjecture was proved by Zeilberger [34]. Soon afterwards, a much simpler proof was found by
Kuperberg [19], using the six-vertex model of statistical mechanics.
The six-vertex model is an example of an ice model, whose states can be identiﬁed with what
we call ice graphs; see (2.3) below. Alternating sign matrices can be identiﬁed with ice graphs sat-
isfying domain wall boundary conditions. For the six-vertex model, there is a closed formula for the
corresponding partition function, the Izergin–Korepin determinant [16,17]. Kuperberg observed that in
a special case, when all parameters of the model are cubic roots of unity, the partition function simply
counts the number of states. He could then prove (1.1) by computing the corresponding limit of the
determinant.
There is a natural two-parameter extension of the six-vertex model known as the eight-vertex-
solid-on-solid (8VSOS) model. This model was introduced by Baxter [3] as a tool for solving the eight-
vertex model. It is elliptic, that is, the Boltzmann weights are elliptic functions of the parameters. We
stress that, in contrast to the eight-vertex model, the 8VSOS model is an ice model. In particular, for
domain wall boundary conditions, its states can be identiﬁed with alternating sign matrices.
It is natural to ask what happens to the 8VSOS model under Kuperberg’s specialization of the
parameters. The answer turns out to be very satisfactory: it degenerates to the three-colour model. It
is an observation of Lenard that ice graphs are in bijection with three-colourings of a square lattice,
such that adjacent squares have distinct colour [21]. The three-colour model is deﬁned by assigning
independent weights to the three colours; the partition function is simply the corresponding gener-
ating function [2]. Thus, one may hope that extending Kuperberg’s work to the 8VSOS model would
lead to new applications of statistical mechanics to combinatorics. That is precisely the object of the
present study.
Apparently, the ﬁrst step in this program is to generalize the Izergin–Korepin formula to the 8VSOS
model. In a recent paper [29] we found such a generalization. In the trigonometric limit (which is
intermediate between the six-vertex model and the general elliptic 8VSOS model), we used it to
obtain a closed formula for a special case of the three-colour partition function, see (2.6). In the
present paper, we consider the general case. Although there seems to be no very simple formula
for the general three-colour partition function, we can express it in terms of certain special polyno-
mials, which have remarkable properties and deserve further study. To obtain these results has not
been straightforward; in particular, we have not been able to work directly with the explicit for-
mulas from [29]. Rather, we combine a simple consequence of those formulas with several further
ideas.
The plan of the paper is as follows. In Section 2, we describe the three-colour model with domain
wall boundary conditions, and its relation to ice graphs and alternating sign matrices. We refer to the
states of the model as three-coloured chessboards. In Section 3, we state our main results in elementary
form. Section 4 contains preliminaries on theta functions and the 8VSOS model. In Section 5, we prove
our ﬁrst main result, Theorem 3.1, which expresses the three-colour partition function Z3Cn in terms
of special polynomials qn and rn . This is a rather easy consequence of results in [29].
We then turn towards an alternative way of expressing Z3Cn . In Section 6, we introduce a func-
tion Φn , which provides a one-parameter extension of Z3Cn . For the six-vertex model, a similar
function appears in Zeilberger’s proof of the reﬁned alternating sign matrix conjecture [35]. In Sec-
tion 7, Φn is generalized to a multivariable theta function Ψn . These functions play a similar role
as Schur polynomials do in Stroganov’s proof of the alternating sign matrix theorem [32] (see
also [26]). However, while the Schur polynomials are instances of the six-vertex partition function
(with the crossing parameter a cubic root of unity), the function Ψn is not directly related to the
8VSOS partition function. The function Ψn has two important properties, the ﬁrst being a determi-
nant formula reminiscent of the Izergin–Korepin determinant. The second property is a symmetry
with respect to inversion of each variable, meaning that it naturally lives on the Riemann sphere
rather than the torus. As a consequence, Ψn can be identiﬁed with a symmetric polynomial Sn .
In Section 8, we specialize the variables in Sn , obtaining certain two-variable polynomials Pn and
one-variable polynomials pn . Using minor relations for the determinant deﬁning Ψn , we obtain
recursions for these polynomials, which can be used to derive many further properties. In Sec-
tion 9, we return to the three-colour model, expressing Z3Cn in terms of the polynomials pn . This
result has combinatorial consequences. For instance, for three-coloured chessboards of ﬁxed size,
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lary 3.3.
Finally, in Section 10 we study the thermodynamic limit n → ∞. Using non-rigorous arguments,
we are led to an explicit formula for the free energy of the three-colour model with domain wall
boundary conditions (Conjecture 3.14). From the viewpoint of physics, this is the main result of the
paper. To prove Conjecture 3.14 rigorously is an interesting problem, which we expect to be rather
diﬃcult. For the six-vertex model with domain wall boundary conditions, a rigorous analysis has been
done only recently [9–12].
2. Three-coloured chessboards
We will refer to a state of the three-colour model with domain wall boundary conditions as a
three-coloured chessboard. Fixing n, consider a chessboard of size (n + 1) × (n + 1). The squares will
be labelled with three colours, which we identify with the three residue classes 0,1,2 mod 3. We
impose the following two rules. First, vertically or horizontally adjacent squares have distinct colours.
Second, the north–west and south–east squares are labelled 0 and, as one proceeds away from these
squares along the boundary, the colours increase with respect to the cyclic order
0< 1< 2< 0. (2.1)
In particular, the north–east and south–west square are labelled n mod 3. As an example, when n = 3
there are seven three-coloured chessboards:
0 1 2 0
1 0 1 2
2 1 0 1
0 2 1 0
0 1 2 0
1 2 0 2
2 0 2 1
0 2 1 0
0 1 2 0
1 0 1 2
2 1 2 1
0 2 1 0
0 1 2 0
1 2 0 2
2 1 2 1
0 2 1 0
0 1 2 0
1 2 1 2
2 0 2 1
0 2 1 0
0 1 2 0
1 2 1 2
2 1 0 1
0 2 1 0
0 1 2 0
1 2 1 2
2 1 2 1
0 2 1 0
. (2.2)
We will brieﬂy explain the bijections to alternating sign matrices and ice graphs mentioned in the
Introduction, see e.g. [27]. Let
( a b
c d
)
be a 2× 2-block of adjacent squares from a three-coloured chess-
board, and choose representatives of the residue classes so that adjacent labels differ by exactly 1. For
instance, if the original block is
( 0 2
2 1
)
, we may choose the representatives
( 3 2
2 1
)
. Having made such
a choice, we contract each block to the number (b + c − a − d)/2, obtaining an n × n-matrix with
entries −1, 0, 1. For instance, from the last chessboard in (2.2) we obtain
(0 1 0
1 −1 1
0 1 0
)
.
This gives a bijection from three-coloured chessboards to alternating sign matrices.
To obtain the bijection to ice graphs, we draw an arrow between any two adjacent squares in
such a way that the larger label, with respect to the order (2.1), is to the right. For instance, the last
chessboard in (2.2) corresponds to the arrow conﬁguration
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The result is a directed graph, where each internal vertex has two incoming and two outgoing edges.
Considering vertices as oxygen atoms and incoming edges as hydrogen bonds, this can be viewed as
a model for a two-dimensional sheet of ice.
We are interested in the generating function
Z3Cn (t0, t1, t2) =
∑
chessboards
∏
squares
tcolour
=
∑
k0+k1+k2=(n+1)2
N(k0,k1,k2)t
k0
0 t
k1
1 t
k2
2 , (2.4)
where N(k0,k1,k2) denotes the number of three-coloured chessboards with exactly ki squares of
colour i. In physics terminology, Z3Cn is the partition function of the three-colour model with domain
wall boundary conditions.
It is diﬃcult to study Z3Cn by direct methods. Indeed, to compute Z
3C
n (1,1,1) = An was an unsolved
problem for more than a decade. In [29], we generalized that enumeration using the trigonometric
8VSOS model. Namely, we found a closed expression for Z3Cn (t0, t1, t2) when
(t0t1 + t0t2 + t1t2)3
(t0t1t2)2
= 27. (2.5)
This surface can be parametrized by ti(λ,μ) = μ/(1− λωi)3, where, as throughout the paper,
ω = e2π i/3.
By homogeneity, we may take μ = 1. Then [29, Corollary 8.4],
Z3Cn
(
1
(1− λ)3 ,
1
(1− λω)3 ,
1
(1− λω2)3
)
= (1− λω
2)2(1− λωn+1)2
(1− λ3)n2+2n+3
(
An
(
1+ ωnλ2)+ (−1)nCnω2nλ), (2.6)
where An is as in (1.1) and
Cn = 2 · 5 · · · (3n − 1)
1 · 4 · · · (3n − 2) An (2.7)
is the number of cyclically symmetric plane partitions in a cube of size n [1]. Although (2.5) is a
strong restriction, it is suﬃcient for computing the moments∑
k0+k1+k2=(n+1)2
N(k0,k1,k2)ki, i = 0,1,2,
see [29, Corollary 8.5].
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The polynomials qn and rn .
n qn(x) rn(x)
0 0 1
1 1 0
2 1 1
3 1 1
4 x+ 3 x− 3
5 x2 − 4x+ 6 x+ 6
6 x2 − 2x+ 40 x3 − 8x2 + 20
7 x4 − 10x3 + 15x2 + 100x+ 50 x3 + 75x− 50
3. Statement of results
3.1. Polynomials qn and rn
In this section, we state our main results. We begin with the following fact. As we will see in
Section 5, it is a rather straightforward consequence of results in [29].
Theorem 3.1. Let
T = T (t0, t1, t2) = (t0t1 + t0t2 + t1t2)
3
(t0t1t2)2
. (3.1)
Then, there exist polynomials qn and rn such that, for n ≡ 0 mod 3, Z3Cn (t0, t1, t2) equals
(−1)n+1(t0t1t2) n(n+2)3
(
(t0t1 + t0t2 + t1t2)2
t0t1t2
qn(T ) − 2χ(n odd)t0rn(T )
)
,
while for n ≡ 1 mod 3 it equals
(−1)n+1(t0t1t2) n(n+2)3
(
t0t1
t2
qn(T ) − 2χ(n odd) t0t1 + t0t2 + t1t2
t2
rn(T )
)
and for n ≡ 2 mod 3 it equals
(−1)n+1(t0t1t2) (n+1)
2
3
(
qn(T ) − 2χ(n odd) t0t1 + t0t2 + t1t2
t0t2
rn(T )
)
.
Here, χ(true) = 1, χ(false) = 0.
The ﬁrst few instances of the polynomials qn and rn are given in Table 1.
Note that, in each case, Z3Cn is symmetric in the two variables t−n±1 mod 3. This is explained by
the fact that reﬂection in the vertical (say) axis, followed by interchanging the colours −n± 1 mod 3,
deﬁnes an involution on three-coloured chessboards. Theorem 3.1 shows that Z3Cn is very nearly sym-
metric in all three variables, being a linear combination of two symmetric polynomials, where the
coeﬃcients are polynomials in t−n mod 3 of low order. Moreover, the symmetric polynomials depend
only on the second and third elementary symmetric polynomials, being independent of t0 + t1 + t2.
The following result seems much deeper than Theorem 3.1. We need considerable preparation for
its proof, which is given in Section 9.2.
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deg(qn) + 1= deg(rn) = n
2
12
, n ≡ 0 mod 6,
deg(qn) = deg(rn) + 1= n
2 − 1
12
, n ≡ ±1 mod 6,
deg(qn) = deg(rn) = n
2 − 4
12
, n ≡ ±2 mod 6,
deg(qn) = deg(rn) = n
2 − 9
12
, n ≡ 3 mod 6.
As an application, we can determine the maximal and minimal number of squares of each colour.
These bounds restrict the counting function N introduced in (2.4) to an equilateral triangle. We can
also explicitly evaluate the restriction of N to the boundary. To formulate the result, we introduce
some notation. Fixing n, let
N¯(x, y, z) =
{N(x, y, z), n ≡ 0 mod 3,
N(y, z, x), n ≡ 1 mod 3,
N(z, x, y), n ≡ 2 mod 3,
so that N¯(x, y, z) = N¯(x, z, y). Moreover, let
M =
[
5n2 + 8n + 11
12
]
=
⎧⎪⎪⎨
⎪⎪⎩
(5n2 + 8n)/12, n ≡ 0,2 mod 6,
(5n2 + 8n + 11)/12, n ≡ 1 mod 6,
(5n2 + 8n + 3)/12, n ≡ 3,5 mod 6,
(5n2 + 8n + 8)/12, n ≡ 4 mod 6,
m =
⎧⎪⎪⎨
⎪⎪⎩
(n2 + 4n)/6, n ≡ 0,2 mod 6,
(n2 + 4n + 7)/6, n ≡ 1 mod 6,
(n2 + 4n + 3)/6, n ≡ 3,5 mod 6,
(n2 + 4n + 4)/6, n ≡ 4 mod 6,
ε =
⎧⎪⎨
⎪⎩
1, n ≡ 0,2 mod 6,
−2, n ≡ 1 mod 6,
0, n ≡ 3,5 mod 6,
−1, n ≡ 4 mod 6,
δ =
[
n2
4
]
=
{
(n2 − 1)/4, n odd,
n2/4, n even.
(3.2)
Note that 2M +m+ ε = (n + 1)2. Let

 = {(x, y, z) ∈ Z3; x+ y + z = (n + 1)2, x M + ε, y, z M}.
Then, 
 is an equilateral triangle, with δ lattice points on each side. We denote its corners by
P = (m + ε,M,M), Q = (M + ε,m,M), R = (M + ε,M,m).
Corollary 3.3. The convex hull of the support of N¯ is equal to 
 when n is odd and 
 \ {P } when n is even. In
particular, the maximal number of squares of each of the colours −n±1 mod 3 is equal to M, and the minimal
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number is m+ ε if n is odd and m+ ε + 1 if n is even. Moreover, the restriction of N¯ to ∂
 is given by
N¯
(
kP + (δ − k)Q
δ
)
= N¯
(
kP + (δ − k)R
δ
)
=
{(
δ−1
k
)
, n even,(
δ
k
)
, n odd,
N¯
(
kQ + (δ − k)R
δ
)
=
{(
δ
k
)
, n even,(
δ−2
k
)+ (δ−2k−2), n odd,
where 0 k δ.
It is straightforward to derive Corollary 3.3 from Theorem 3.2; some details are given in Section 9.2.
As we explain at the end of Section 5, it follows easily from Theorem 3.1 that the polynomials qn ,
r2n and 2r2n+1 have integer coeﬃcients. However, the following fact is not obvious, see Section 9.3.
Proposition 3.4. The polynomial r2n+1 has integer coeﬃcients.
This result has a simple combinatorial meaning. If n ≡ 3 or 5 mod 6, Theorem 3.1 expresses Z3Cn
as a sum of a symmetric polynomial and a polynomial with even coeﬃcients. Thus, the function
(k0,k1,k2) → N(k0,k1,k2) mod 2
is symmetric. Similarly, when n ≡ 1 mod 6,
(k0,k1,k2) → N(k0,k1,k2 − 2) mod 2
is symmetric. In the notation of Corollary 3.3, these facts can be stated as follows.
Corollary 3.5.When n is odd, N¯ mod 2 is invariant under the action of S3 as the symmetry group of 
.
To illustrate Corollaries 3.3 and 3.5, we give two examples. When n = 4, the non-zero values of N
are
(
N(6+ i,6+ j,13− i − j))4i, j=0 =
⎛
⎜⎜⎜⎝
1
4 3
6 6 3
4 6 1
1 3 3 1
⎞
⎟⎟⎟⎠ .
Since n is even, the lower right corner is missing from the support of N , and all boundary entries are
binomial coeﬃcients. When n = 5, the non-zero values are
(
N(8+ i,20− i − j,8+ j))6i, j=0 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1
4 6
7 18 15
8 12 36 20
7 12 36 40 15
4 18 36 40 24 6
1 6 15 20 15 6 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
In this case, the diagonal entries are numbers of the form
(4
k
)+ ( 4k−2). Note the symmetric distribution
of the odd entries, which is peculiar to the case of odd n.
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The polynomials pn .
n pn(ζ )
−1 1
0 1
1 3ζ + 1
2 5ζ 3 + 15ζ 2 + 7ζ + 1
3 12 (35ζ
6 + 231ζ 5 + 504ζ 4 + 398ζ 3 + 147ζ 2 + 27ζ + 2)
4 12 (63ζ
10 + 798ζ 9 + 4122ζ 8 + 11052ζ 7 + 16310ζ 6 + 13464ζ 5 + 6636ζ 4
+ 2036ζ 3 + 387ζ 2 + 42ζ + 2)
5 12 (231ζ
15 + 4554ζ 14 + 39468ζ 13 + 196922ζ 12 + 622677ζ 11 + 1298446ζ 10
+ 1816006ζ 9 + 1726302ζ 8 + 1140593ζ 7 + 535478ζ 6 + 181104ζ 5
+ 44134ζ 4 + 7603ζ 3 + 882ζ 2 + 62ζ + 2)
6 18 (1716ζ
21 + 50193ζ 20 + 673530ζ 19 + 5484050ζ 18 + 30199260ζ 17
+ 118703208ζ 16 + 342834244ζ 15 + 738954900ζ 14 + 1198556100ζ 13
+ 1470762970ζ 12 + 1373623128ζ 11 + 984509064ζ 10 + 546520100ζ 9
+ 236837400ζ 8 + 80476380ζ 7 + 21422188ζ 6 + 4430904ζ 5 + 699405ζ 4
+ 81550ζ 3 + 6630ζ 2 + 336ζ + 8)
3.2. Polynomials pn and Pn
The polynomials qn and rn are closely related to a third class of polynomials, which we denote pn .
In the following result, which is proved in Section 9.2, we use the notation
p˜(x) = xdeg p p(1/x); (3.3)
that is, p˜ denotes the polynomial obtained from p by reversing the coeﬃcients.
Theorem 3.6. There exist polynomials pn of degree n(n + 1)/2 such that, for n odd,
pn−1(ζ ) − ζ n+12 p˜n−1(ζ ) = (1− ζ )
(
ζ 2 + 4ζ + 1) n2−14 q˜n( ζ(ζ + 1)4
2(ζ 2 + 4ζ + 1)3
)
,
pn−1(ζ ) − ζ n−12 p˜n−1(ζ ) = (1− ζ )(1+ ζ )3
(
ζ 2 + 4ζ + 1) n2−94 r˜n( ζ(ζ + 1)4
2(ζ 2 + 4ζ + 1)3
)
,
whereas for n even,
pn−1(ζ ) − ζ n+22 p˜n−1(ζ ) = (1− ζ )
(
ζ 2 + 4ζ + 1) n24 r˜n( ζ(ζ + 1)4
2(ζ 2 + 4ζ + 1)3
)
,
pn−1(ζ ) − ζ n2 p˜n−1(ζ ) =
(
1− ζ 2)(ζ 2 + 4ζ + 1) n2−44 q˜n( ζ(ζ + 1)4
2(ζ 2 + 4ζ + 1)3
)
.
The shift in n is introduced for convenience. See Table 2 for the ﬁrst few instances of the polyno-
mials pn .
To indicate the meaning of Theorem 3.6, we solve for pn , obtaining for n even
pn(ζ ) =
((
ζ 2 + 4ζ + 1) n(n+2)4 q˜n+1( ζ(ζ + 1)4
2(ζ 2 + 4ζ + 1)3
)
− ζ(1+ ζ )3(ζ 2 + 4ζ + 1) (n−2)(n+4)4 r˜n+1( ζ(ζ + 1)4
2(ζ 2 + 4ζ + 1)3
))
(3.4)
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pn(ζ ) =
((
ζ 2 + 4ζ + 1) (n+1)24 r˜n+1( ζ(ζ + 1)4
2(ζ 2 + 4ζ + 1)3
)
− ζ(1+ ζ )(ζ 2 + 4ζ + 1) (n−1)(n+3)4 q˜n+1( ζ(ζ + 1)4
2(ζ 2 + 4ζ + 1)3
))
.
A priori, the right-hand sides are polynomials of degree n(n+2)/2, (n+1)2/2, respectively. The degree
bound n(n + 1)/2 imposes relations between high coeﬃcients of the polynomials qn and rn . In the
notation of Corollary 3.3, this implies relations between values of N¯ close to the boundary ∂
; the
details will not be worked out here.
An important property of the polynomials pn is that they appear as solutions to certain linear
equations.
Theorem 3.7. Consider the polynomial equation
AX − BY = C, (3.5)
where
A = (ζ + 1)2pn−1(ζ ), B = ζn+1 p˜n(ζ ),
C = (1+ 2ζ )1+χ(n even)
(
1+ ζ
2
)1+χ(n odd)
pn(ζ )
2.
Then, this equation has a solution (X, Y ) such that X = pn+1 and deg Y = deg A.
Theorem 3.7 follows from Proposition 8.3 and Corollary 8.10. Although we have not been able to
prove it, we believe that the polynomials A and B are always relatively prime. In fact, we believe that
pn is irreducible over Q for n 2. Assuming that this is the case, (3.5) has a unique solution (X0, Y0)
with deg Y0 < deg A. The solutions with deg Y  deg A then have the form (X, Y ) = (X0 + λB, Y0 +
λA), λ ∈ C. We can specify the solution X = pn+1 in this space by declaring that the leading term
is
2−[
n+2
2 ]
(
2n + 2
n + 1
)
ζn(n+1)/2,
see Proposition 8.9. Then, Theorem 3.7 gives a recursive procedure for constructing the polynomi-
als pn . This gives a comparatively fast method for computing the partition function Z3Cn . (A much
faster method has been suggested by Bazhanov and Mangazeev [7], see Section 11.)
The polynomials pn have coeﬃcients in Z/2Z; see Corollary 9.8 for a more precise statement.
Moreover, the following facts seem to be true.
Conjecture 3.8. The polynomials pn have positive coeﬃcients.
Conjecture 3.9. The polynomials pn are unimodal in the sense that, if
pn(ζ ) =
n(n+1)/2∑
akζ
k,k=0
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then, for some N,
a0 < a1 < · · · < aN−1 < aN > aN+1 > · · · > an(n+1)/2.
Using Theorem 3.7, we have veriﬁed Conjectures 3.8 and 3.9 up to n = 16. For these values, the
maximal coeﬃcient aN occurs at
N =
⎧⎨
⎩
n(n + 2)/4, n even, n 16,
(n + 1)2/4, n odd, n 7,
(n − 1)(n + 3)/4, n odd, 9 n 15.
Numerical experiments suggest that the zeroes of pn form quite remarkable patterns, see Fig. 1.
We have some partial results on the real zeroes, see Section 8.4 for proofs.
Conjecture 3.10. The polynomial pn has exactly [(n + 1)/2] real zeroes.
Conjecture 3.11. The polynomial pn does not vanish in the interval −2 < ζ < −1/2.
Proposition 3.12. Assume Conjecture 3.10. Then, all real zeroes of pn(ζ ) are simple, and contained in the
interval −1/2 < ζ < 0 if n is odd and in ζ < −2 if n is even. Moreover, the real zeroes of p2n interlace the real
zeroes of p˜2n+1 , which in turn alternate left of the real zeroes of p2n+2 . In particular, Conjecture 3.10 implies
Conjecture 3.11.
The polynomials pn can be embedded in a more general family of polynomials Pn(x, ζ ), which are
of degree n in x and degree [n(n + 2)/2] in ζ . To be precise,
Pn(1+ 2ζ, ζ ) = (1+ 2ζ )[ n2 ]pn(ζ ).
We give the ﬁrst few instances of Pn in Table 3.
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The polynomials Pn .
n Pn(x, ζ )
0 1
1 x+ ζ
2 12 ((ζ + 2)(3ζ + 1)x2 + ζ(ζ + 3)(3ζ + 1)x+ ζ 2(ζ + 3)(2ζ + 1))
3 12 ((ζ + 2)(5ζ 3 + 15ζ 2 + 7ζ + 1)x3 + ζ(ζ + 4)(5ζ 3 + 15ζ 2 + 7ζ + 1)x2+ ζ 2(4ζ + 1)(ζ 3 + 7ζ 2 + 15ζ + 5)x+ ζ 3(2ζ + 1)(ζ 3 + 7ζ 2 + 15ζ + 5))
4 18 ((ζ + 2)2(35ζ 6 + 231ζ 5 + 504ζ 4 + 398ζ 3 + 147ζ 2 + 27ζ + 2)x4+ ζ(ζ + 5)(ζ + 2)(35ζ 6 + 231ζ 5 + 504ζ 4 + 398ζ 3 + 147ζ 2 + 27ζ + 2)x3
+ 3ζ 2(10ζ 8 + 139ζ 7 + 790ζ 6 + 2245ζ 5 + 3232ζ 4 + 2245ζ 3 + 790ζ 2 + 139ζ + 10)x2
+ ζ 3(2ζ + 1)(5ζ + 1)(2ζ 6 + 27ζ 5 + 147ζ 4 + 398ζ 3 + 504ζ 2 + 231ζ + 35)x
+ ζ 4(2ζ + 1)2(2ζ 6 + 27ζ 5 + 147ζ 4 + 398ζ 3 + 504ζ 2 + 231ζ + 35))
The polynomials Pn satisfy a three-term recursion of the form
AnPn+1 = Bn Pn + Cn Pn−1,
where An = An(x, ζ ) and Cn = Cn(x, ζ ) are quadratic polynomials in x, while Bn = Bn(x, ζ ) is cubic
in x, see Proposition 8.6. This is reminiscent of the recursion satisﬁed by orthogonal polynomials
(where An and Cn are constants and Bn is linear). It also seems that Pn resemble orthogonal polyno-
mials with respect to their zeroes. Indeed, the following fact is proved in Section 8.4.
Proposition 3.13. Assume Conjecture 3.11 (or, in view of Proposition 3.12, Conjecture 3.10). Then, if −2 <
ζ < −1/2 and ζ = −1, all zeroes of Pn(x, ζ ) are simple and positive. Moreover, the zeroes of Pn+1 interlace
those of Pn.
Computer calculations suggest that, if −2 < ζ < −1, the zeroes are in fact contained in the interval
x > 1, while if −1 < ζ < −1/2, they are contained in 0< x < 1.
3.3. Symmetric polynomials Sn
The key to the proof of most our results is that the polynomials Pn and pn can be obtained as
specializations of certain symmetric polynomials Sn of 2n+ 1 variables. To deﬁne them, we introduce
the elementary polynomials
f (x) = (ζ + 2)x− ζ, g(x) = (x− 1)(x− ζ ), h(x) = x2(x− (2ζ + 1)), (3.6)
and then let
F (x, y, z) = 1
(y − x)(z − x)(z − y) det
( f (x) f (y) f (z)
g(x) g(y) g(z)
h(x) h(y) h(z)
)
= (ζ + 2)xyz − ζ(xy + yz + xz + x+ y + z) + ζ(2ζ + 1), (3.7)
G(x, y) = 1
y − x det
(
f (x) f (y)
h(x) h(y)
)
= (ζ + 2)xy(x+ y) − ζ (x2 + y2)− 2(ζ 2 + 3ζ + 1)xy + ζ(2ζ + 1)(x+ y). (3.8)
In this notation,
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∏n
i, j=1 G(xi, y j)∏
1i< jn(x j − xi)(y j − yi)
det
1i, jn
(
F (xi, y j, z)
G(xi, y j)
)
, (3.9)
the dependence on ζ being suppressed from the notation. Though it is not apparent from this deﬁni-
tion, Sn is a symmetric polynomial of all 2n + 1 variables, see Section 7.2. Moreover,
Sn
(
x,2ζ + 1, . . . ,2ζ + 1︸ ︷︷ ︸
n
,
ζ
ζ + 2 , . . . ,
ζ
ζ + 2︸ ︷︷ ︸
n
)
= (−1)(n+12 )ζn2(1+ ζ )n2(1+ 2ζ )[ (n−1)
2
4 ]
(
1+ ζ
2
)[ (n−1)24 ]−n2
Pn(x, ζ ),
see Proposition 8.1.
We mention that the special case ζ = −2 of Sn is an orthogonal character:
Sn(x1, . . . , x2n+1)|ζ=−2 = 2n2χso(4n+3)(n,n,n−1,n−1,...,1,1,0)(t1, . . . , t2n+1),
where xi = −(1+ ti + t−1i ); see Theorem 7.17 for a more general result. For general ζ , Sn can probably
be interpreted as an aﬃne Lie algebra character; see Remark 7.4.
3.4. Thermodynamic limit
All results mentioned so far concern properties of the partition function for ﬁxed n. However, from
the viewpoint of statistical mechanics, the main problem is to investigate the asymptotics as n → ∞.
A particularly important quantity is the free energy per volume, which we identify with the limit
f (t0, t1, t2) = lim
n→∞
log Z3Cn (t0, t1, t2)
n2
. (3.10)
We propose the following explicit expression for f . In Section 10 we present a formal derivation of
this result; to give a rigorous proof is presumably quite diﬃcult.
Conjecture 3.14. Assume that the parameters ti are all positive, and let ζ be any positive solution of
T = (t0t1 + t0t2 + t1t2)
3
(t0t1t2)2
= 2(ζ
2 + 4ζ + 1)3
ζ(ζ + 1)4 . (3.11)
Then, the free energy per volume is given by
f (t0, t1, t2) = 1
3
log(t0t1t2) + log
(
(ζ + 2) 34 (2ζ + 1) 34
2
2
3 ζ
1
12 (ζ + 1) 43
)
. (3.12)
Note that, by the arithmetic–geometric inequality, T  27. Using that
2(ζ 2 + 4ζ + 1)3
ζ(ζ + 1)4 − 27=
(ζ − 1)4(ζ + 2)(2ζ + 1)
ζ(ζ + 1)4 , (3.13)
it is easy to check that (3.11) always has two positive solutions, except in the case T = 27, when
ζ = 1. Moreover, the two solutions are related by ζ → ζ−1, which does not change the right-hand
side of (3.12).
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f (1,1,1) = log
(
3
√
3
4
)
,
which agrees with the known asymptotics [9]
Z3Cn (1,1,1) = An ∼ Cn−
5
36
(
3
√
3
4
)n2
, n → ∞. (3.14)
One should compare Conjecture 3.14 with Baxter’s result for periodic boundary conditions [2]. In
that case, one still has
f (t0, t1, t2) = 1
3
log(t0t1t2) + logW ,
with W a function only of T . Baxter gives the formula
W 2 = 64(1− 9t
2)
2
3
27(1+ t)3(1− 3t) ,
where t is the unique solution of
T
27
= (1− 3t
2)3
1− 9t2
such that 0 t < 1/3. It is straightforward to check that t = (ζ − 1)/3(ζ + 1), where ζ is the unique
solution of (3.11) such that ζ  1. This gives
W = Wper = 2
5
3 ζ
1
3 (ζ + 1) 43
(2ζ + 1) 32
,
which is manifestly different from our conjectured formula
WDWBC = (ζ + 2)
3
4 (2ζ + 1) 34
2
2
3 ζ
1
12 (ζ + 1) 43
for domain wall boundary conditions. Note the intriguing relation
WDWBC(ζ ) = 2√
Wper(ζ )Wper(1/ζ )
.
4. Preliminaries
4.1. Theta functions
We will work on the multiplicative torus C∗/{z = pz}, where C∗ = C \ {0} and 0 < |p| < 1. We
introduce the theta function
θ(x; p) =
∞∏
j=0
(
1− p jx)(1− p j+1/x).
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θ(a1, . . . ,an; p) = θ(a1; p) · · · θ(an; p),
θ
(
xy±; p)= θ(xy; p)θ(xy−1; p).
The most fundamental relations for the theta function are
θ(px; p) = θ(x−1; p)= −x−1θ(x; p),
together with the addition formula
θ
(
xz±, yw±; p)− θ(xw±, yz±; p)= y
z
θ
(
xy±, zw±; p). (4.1)
Other elementary identities that we will use include
θ
(
x2; p2)= θ(±x; p) = θ(±x,±px; p2),
from which one can derive
θ
(−1,±p; p2)= 2, (4.2a)
θ
(−ω,±pω; p2)= −ω2, (4.2b)
where ω = e2π i/3.
We will use the following terminology from [30].
Deﬁnition 4.1. A holomorphic function on C∗ is called an An−1 theta function of nome p and norm t
if it satisﬁes
f (px) = (−1)
n
txn
f (x).
It is called a BCn theta function of nome p if
f (px) = 1
pnx2n+1
f (x), f
(
x−1
)= −x−1 f (x).
Finally, it is called a Dn theta function of nome p if
f (px) = 1
pn−1x2n−2
, f
(
x−1
)= f (x).
Lemma 4.2. (See [30, Lemma 3.2].) A function f is an An−1 theta function of nome p and norm t if and only
if it can be factored as
f (x) = Cθ(a1x, . . . ,anx; p),
where C ∈ C and ai ∈ C∗ with a1 · · ·an = t. It is a BCn theta function of nome p if and only if
f (x) = Cθ(x,±√px; p)θ(a1x±, . . . ,an−1x±; p),
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f (x) = Cθ(a1x±, . . . ,an−1x±; p),
where C ∈ C and ai ∈ C∗ .
The terminology is motivated by Macdonald’s theory of aﬃne root systems [22]. In each case, the
Macdonald identity for the aﬃne root system R is equivalent to evaluating a determinant det( f i(x j)),
where f i runs through a basis in the space of R theta functions, see [30, Proposition 6.1]. We will
need two special cases, which are both classical theta function identities. For R = A1, the Macdonald
identity can be written
θ(ax,bx; p) = 1
θ(p; p2)
(
θ
(−pa/b,−abx2; p2)− bxθ(−a/b,−pabx2; p2)); (4.3)
this can also be obtained from (4.1). The Macdonald identity for BC1 is Watson’s quintuple prod-
uct [33]
θ(x,±√px; p) = (p
3; p3)∞
(p; p)∞
(
θ
(−px3; p3)− xθ(−px−3; p3)), (4.4)
where
(p; p)∞ =
∞∏
j=1
(
1− p j). (4.5)
Finally, we recall some classical facts on uniformization. The Riemann surface S = C∗/{z =
pz = z−1} is a sphere, the analytic automorphisms ξ : S → C ∪ {∞} being given by
ξ(z) = C θ(az
±; p)
θ(bz±; p) ,
where C ∈ C∗ and a, b are distinct in C∗/{z = pz = z−1}. Accordingly, any Dn+1 theta function f can
be written
f (z) = θ(bz±; p)n P(ξ(z)),
where P is a polynomial of degree at most n. We will refer to the passage from f to P as uniformiza-
tion. When f is factored as in Lemma 4.2, the explicit uniformization is
θ
(
a1z
±, . . . ,anz±; p
)= a1 · · ·anθ(ba±1 , . . . ,ba±n ; p)
Cnanθ(ba±; p)n
× θ(bz±; p)n(ξ(z) − ξ(a1)) · · · (ξ(z) − ξ(an)). (4.6)
This follows immediately from the case n = 1, which is equivalent to (4.1).
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The 8VSOS model is an ice model, so for domain wall boundary conditions states can be identiﬁed
with three-coloured chessboards. Fixing the size of the chessboards to (n + 1) × (n + 1), the model
depends on parameters
x1, . . . , xn, y1, . . . , yn, λ, p ∈ C∗, |p| < 1.
In general, there is also a crossing parameter q, but for our purposes it can be ﬁxed to a cubic root of
unity.
We will assign a weight to each 2 × 2-block of adjacent squares. These blocks can be viewed as
entries of an n × n-matrix, and are given coordinates 1  i, j  n in a standard way. A block ( a b
c d
)
with coordinates (i, j) is then given the weight Rb−a,d−bd−c,c−a (λω
a, xi/y j), where
R++++(λ,u) = R−−−−(λ,u) =
θ(ωu; p)
θ(u; p) ,
R+−+−(λ,u) =
θ(u,ωλ; p)
θ(ω,λ; p) , R
−+−+(λ,u) = ω
θ(u,ω2λ; p)
θ(ω,λ; p) ,
R−++−(λ,u) =
θ(λu; p)
θ(λ; p) , R
+−−+(λ,u) = u
θ(λ/u; p)
θ(λ; p) .
Here, ± is a short-hand for ±1 mod 3.
The partition function is now deﬁned as
Z8VSOSn (x1, . . . , xn; y1, . . . , yn;λ, p) =
∑
chessboards
∏
blocks
weight(block).
This differs slightly from the normalization used in [29]. We have
Z8VSOSn (x; y;λ, p) = (y1 · · · yn)−n Z˜n(x; y;λ),
where Z˜n is as in [29, §7].
In the specialization xi ≡ ω, yi ≡ 1, the 8VSOS model reduces to the three-colour model with
parameters
ti = 1
θ(λωi; p)3 . (4.7)
More precisely, in the case of domain wall boundary conditions,
Z3Cn
(
1
θ(λ; p)3 ,
1
θ(λω; p)3 ,
1
θ(λω2; p)3
)
= ωn(n+1) θ(λω
2, λωn+1; p)2
θ(λωn; p)θ(λ3; p3)n2+2n+2 Z
8VSOS
n (ω, . . . ,ω;1, . . . ,1;λ, p). (4.8)
See [29, §8] for the trigonometric case p = 0; the discussion there carries over verbatim to gen-
eral p.
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Z8VSOSn (x1, . . . , xn; y1, . . . , yn;λ, p)|ωx1=y1
= ωn+1 θ(λω
n; p)∏nk=2 θ(y1ω2/yk, xk/y1; p)
θ(λωn−1; p)θ(ω; p)2n−2 Z
8VSOS
n−1 (x2, . . . , xn; y2, . . . , yn;λ, p), (4.9)
see e.g. [29, Lemma 3.3], and the crossing symmetry
Z8VSOSn
(
ω2/x1, . . . ,ω
2/xn;1/y1, . . . ,1/yn;ω2n/λ, p
)
= ω
n(n−1)θ(λ; p)Yn
θ(λωn; p)Xn Z
8VSOS
n (x; y;λ, p), (4.10)
where
X = x1 · · · xn, Y = y1 · · · yn.
Eq. (4.10) can be derived from a corresponding symmetry of the Boltzmann weights, and is also
apparent from the explicit formulas for the partition function given in [29].
The main result of [29] is the explicit expression
Z8VSOSn (x; y;λ, p) =
(−1)(n2)θ(λωn; p)
θ(ω; p)n2θ(γ ; p)nYn+1θ(Xλγωn/Y ; p)
×
∏n
i, j=1 y2jθ(xi/y j,ωxi/y j; p)∏
1i< jn x j y jθ(xi/x j, yi/y j; p)
×
∑
S⊆{1,...,n}
(−1)|S| θ(λγω
n−|S|; p)
θ(λωn−|S|; p) det1i, jn
(
θ(γ xSi /y j; p)
θ(xSi /y j; p)
)
, (4.11)
where
xSi =
{
xiω, i ∈ S,
xi, i /∈ S
and γ is arbitrary. This can be viewed as an analogue of the Izergin–Korepin formula for the six-
vertex model. We will not work with this formula directly, though we need the following immediate
consequence.
Proposition 4.3. (See [29, Corollary 5.4].) As a function of λ,
θ
(
λωn+1, λωn+2; p)Z8VSOSn (x; y;λ, p)
is analytic on C∗ . More precisely, it is an A1 theta function of nome p and norm ω2nY /X.
By (4.8), it follows that
θ(λ3; p3)n2+2n+3
θ(λω2, λωn+1; p)2 Z
3C
n
(
1
θ(λ; p)3 ,
1
θ(λω; p)3 ,
1
θ(λω2; p)3
)
(4.12)
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to prove it except as a consequence of (4.11).
We also need the following functional equation, which was recently obtained by Razumov and
Stroganov.
Proposition 4.4. (See [28].) Let
Fn(x; y;λ, p) = θ
(
λωn+1, λωn+2; p)
(x, y; p)Z8VSOSn (ωx; y;λ; p),
where

(x1, . . . , xN ; p) =
∏
1i< jN
x jθ(xi/x j; p). (4.13)
Then,
2∑
k=0
Fn
(
ωkx1, x2, . . . , xn; y;ω−kλ, p
)= 0.
Consider Fn as a function of λ. By Proposition 4.3, it is an A1 theta function of nome p and norm
ωnY /X . By (4.3), it can be decomposed as
Fn(x; y;λ, p) = F (0)n (x; y; p)θ
(−ωnλ2Y /X; p2)+ F (1)n (x; y; p)λθ(−pωnλ2Y /X; p2).
The following result is then immediate from Proposition 4.4.
Corollary 4.5. For i = 0,1,
2∑
k=0
F (i)n
(
ωkx1, x2, . . . , xn; y
)= 0.
5. Proof of Theorem 3.1
Consider (4.12) as a function of λ. By Proposition 4.3, it is an A1 theta function of nome p and
norm ωn . Since the space of such functions is spanned by θ(λω2n; p)2 and θ(λω2n+1, λω2n+2; p),
there exist functions Xn and Yn such that
θ(λ3; p3)n2+2n+3
θ(λω2, λωn+1; p)2 Z
3C
n (t0, t1, t2) = Xn(p)θ
(
λω2n; p)2 + Yn(p)θ(λω2n+1, λω2n+2; p), (5.1)
where ti are as in (4.7). We will see that this decomposition corresponds to Theorem 3.1, the
p-dependence being encoded in the polynomials qn and rn .
We ﬁrst give some preliminary results.
Lemma 5.1. There exists a function p → τ (p) such that, under the parametrization (4.7),
1
t0
+ 1
t1
+ 1
t2
= τ (p)θ(λ3; p3). (5.2)
Moreover, the quantity T (t0, t1, t2), deﬁned in (3.1), equals τ (p)3 .
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and norm 1. Thus, the ﬁrst statement can be reduced to the trivial veriﬁcation that
∑
i 1/ti vanishes
at the points λ = 1,ω,ω2. The second statement follows using
t0t1t2 = 1
θ(λ3; p3)3 .  (5.3)
It was pointed out to us by Don Zagier that
τ (p) = 3
(
1+ 9p (p
9; p9)3∞
(p; p)3∞
)
, (5.4)
where we use the notation (4.5). We also have (see the remark after Lemma 9.1)
τ (p)3 = 27
(
1+ 27p (p
3; p3)12∞
(p; p)12∞
)
. (5.5)
This is consistent with (5.4) in view of the identity
(
1+ 9p (p
9; p9)3∞
(p; p)3∞
)3
= 1+ 27p (p
3; p3)12∞
(p; p)12∞
,
which can be found in Ramanujan’s notebooks [8, p. 345]. We mention that the function
p
(p3; p3)12∞
(p; p)12∞
is well known in the theory of modular forms. It is automorphic under the group
Γ0(3) =
{(
a b
c d
)
∈ SL(2,Z); c ≡ 0 mod 3
}
(acting by τ → (aτ + b)/(cτ + d), where p = e2π iτ ) and in fact generates the ﬁeld of all such func-
tions [31, Theorem 21].
Lemma 5.2. Let f be a homogeneous rational function in three variables. Suppose that, under the parametriza-
tion (4.7), f (t0, t1, t2) ≡ 0. Then, f ≡ 0.
Proof. It is enough to show that the Jacobian of the map (λ,μ, p) → (μt0,μt1,μt2) does not vanish
identically. Clearing denominators, the Jacobian is proportional to
det
⎛
⎝ θ(λ; p) θ
′
λ(λ; p) θ ′p(λ; p)
θ(λω; p) ωθ ′λ(λω; p) θ ′p(λω; p)
θ(λω2; p) ω2θ ′λ(λω2; p) θ ′p(λω2; p)
⎞
⎠ .
Using that
θ(x; p) = (1− x)(1− (x+ x−1)p + (1− x− x−1)p2)+O(p3),
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3
√
3i(1+ 2λ3)(1− λ3)
λ2
p +O(p2). 
Lemma 5.3. Let f be a Laurent polynomial in three variables, homogeneous of degree 0. Suppose that, under
the parametrization (4.7), f (t0, t1, t2) is independent of λ. Then, f is a polynomial in T .
Proof. By the change of variables λ → ωλ, it is seen that f (t0, t1, t2) = f (t1, t2, t0). A priori, this holds
when ti are as in (4.7), but by Lemma 5.2 it is valid in general. Similarly, λ → λ−1 gives f (t0, t1, t2) =
f (t0, t2, t1). Since these two transformations generate S3, f is symmetric, and can thus be expressed
as
f (t0, t1, t2) =
∑
k+2l+3m=0,k,l0
Cklm(t0 + t1 + t2)k(t0t1 + t0t2 + t1t2)l(t0t1t2)m.
Introducing the function
φ(λ, p) = (t0 + t1 + t2)θ
(
λ3; p3)3
and using (5.2) and (5.3) gives
f (t0, t1, t2) =
∑
k0
φ(λ, p)k
θ(λ3; p3)k
∑
2l+3m=−k, l0
Cklmτ (p)
l.
We observe that, since
φ(1, p) = θ(ω,ω2; p)3 = 0,
the kth term has a pole at λ = 1 of order exactly k. In particular, if f is independent of λ, then all
terms with k = 0 vanish. Thus,
f (t0, t1, t2) =
∑
2l+3m=0, l0
C0lm(t0t1 + t0t2 + t1t2)l(t0t1t2)m,
which is indeed a polynomial in T . 
We are now ready to prove Theorem 3.1. Assume that n ≡ 0 mod 3. Then, (5.1) can be written
Z3Cn (t0, t1, t2) =
1
θ(λ3; p3)n(n+2)
(
Xn(p)
θ(λ3; p3) +
Yn(p)
θ(λ; p)3
)
= (t0t1t2) n(n+2)3
(
Xn(p)τ (p)t0t1t2
t0t1 + t0t2 + t1t2 + Yn(p)t0
)
,
where τ (p) is as in Lemma 5.1. This implies
Xn(p)τ (p) = t0t1 + t0t2 + t1t2n(n+2)
3 +1
· t1 Zn(t0, t1, t2) − t0Zn(t1, t0, t2)
t1 − t0 . (5.6)(t0t1t2)
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nomial in T divisible by T . Similarly,
Yn(p) = 1
(t0t1t2)
n(n+2)
3
· Zn(t0, t1, t2) − Zn(t1, t0, t2)
t1 − t0 ,
so Yn(p) is a polynomial in T . Writing
Xn(p)τ (p) = (−1)n+1Tqn(T ), (5.7a)
Yn(p) = (−1)n2χ(n odd)rn(T ), (5.7b)
we obtain Theorem 3.1 for n ≡ 0 mod 3. The cases n ≡ ±1 mod 3 are similar and we do not give the
details. For later use we note that in both cases
Xn(p) = (−1)n+1qn(T ), (5.7c)
Yn(p)τ (p)
2 = (−1)n2χ(n odd)T rn(T ). (5.7d)
Finally, we comment on the claim made before stating Proposition 3.4, that qn , rn and 2r2n+1
have integer coeﬃcients. Consider the case of qn when n ≡ 0 mod 3; all other cases follow similarly.
By (5.6) and (5.7a),
t1Zn(t0, t1, t2) − t0Zn(t1, t0, t2)
t1 − t0
= (−1)n+1(t0t1t2) n(n+2)3 −1(t0t1 + t0t2 + t1t2)2qn
(
(t0t1 + t0t2 + t1t2)3
(t0t1t2)2
)
.
The left-hand side is a symmetric polynomial in ti with integer coeﬃcients. By [23, I.2.4], it can be
expanded as an integer linear combination of elementary symmetric polynomials. By the identity
above, the non-zero coeﬃcients in that expansion are coeﬃcients of the polynomial qn .
6. The function Φn
In Section 5, we expressed the function (4.12) in terms of the basis
(
θ
(
λω2n; p)2, θ(λω2n+1, λω2n+2; p)).
The ﬁrst main idea for analyzing the partition function further is suggested by the trigonometric case
p = 0. The relevant space is then the polynomials A + Bλ + Cλ2 such that C = ωn A. From (2.6), it
appears that the most natural basis to use is not ((1− λω2n)2, (1− λω2n+1)(1− λω2n+2)) but rather
(1 + ωnλ2, λ). An elliptic analogue of the latter basis is (θ(−ωnλ2; p2), λθ(−pωnλ2; p2)). As we will
eventually see, this change of basis corresponds to expressing Z3Cn in terms of the polynomials pn
and p˜n rather than qn and rn .
The next main idea is to consider a one-parameter extension of Z3Cn , which is given by Z
8VSOS
n
with λ, p and x1 free but all other parameters ﬁxed. This corresponds to incorporating pn(ζ ) in the
two-variable polynomial Pn(x, ζ ).
Combining these two ideas, we consider the function
θ
(
λωn+1, λωn+2; p)Z8VSOSn (ωt,ω, . . . ,ω;1, . . . ,1;λ, p). (6.1)
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coeﬃcients independent of λ. It will be convenient to write the corresponding decomposition as
Z8VSOSn (ωt,ω, . . . ,ω;1, . . . ,1;λ, p)
= 1
θ(λωn+1, λωn+2; p)θ(t; p)2n−1
× (p 3n−42 t 9n−42 θ(−ωnλ2/t; p2)Φ˜n(t) − p−1t 3n−22 ω2nλθ(−pωnλ2/t; p2)Φn(t))
for n even, while for odd n we write
Z8VSOSn (ωt,ω, . . . ,ω;1, . . . ,1;λ, p)
= 1
θ(λωn+1, λωn+2; p)θ(t; p)2n−1
× (t 3n−12 θ(−ωnλ2/t; p2)Φn(t) + p 3n−32 t 9n−52 ω2nλθ(−pωnλ2/t; p2)Φ˜n(t)).
The functions Φn and Φ˜n depend implicitly on p but are independent of λ.
Lemma 6.1. The functions Φn and Φ˜n are related by Φ˜n(t) = Φn(pt). Moreover,
Φn
(
p2t
)= 1
p6n−4t6n−3
Φn(t). (6.2)
Proof. This follows easily from the fact that, as a function of t , (6.1) is an An−1 theta function of
nome p and norm ωn/λ, see [29, Lemma 3.2]. 
As we will see, Φn is uniquely determined by the following properties.
Proposition 6.2. The function Φn has the following properties:
(i) Φn is a BC3n−2 theta function of nome p2;
(ii)
∑2
k=0 ωkΦn(ωkt) = 0, that is, Φn(t) = f (t3) + tg(t3), with f and g analytic on C∗;
(iii) t = 1 and t = p are zeroes of Φn(t) of multiplicity at least 2n − 1;
(iv) Φn(ω) = −p1+3[ n−22 ]ωθ(ω; p)2n−1 limt→p Φn−1(t)θ(t;p)2n−3 ;
(v) Φ1(t) = ωθ(t,±pt;p2)θ(p;p2) .
Proof. We have already noted the quasi-periodicity (6.2). For (i), it remains to show that Φn(t−1) =
−t−1Φn(t). This is a special case of (4.10).
Property (ii) is a special case of Corollary 4.5, where we should note that
Φn(t) =
⎧⎪⎨
⎪⎩
t(3n−2)/2 F
(0)
n (x;y)

(xˆ,y;p) |x1=pt, x2=···=xn=y1=···=yn=1, n even,
t(1−3n)/2 F
(0)
n (x;y)

(xˆ,y;p) |x1=t, x2=···=xn=y1=···=yn=1, n odd,
where 
 is as in (4.13) and the hats indicate omission of x1.
Property (iii) is obvious, and property (iv) is a special case of (4.9).
Finally, to check (v), we note that
F1(x; y;λ) = yθ
(
ω2λ, x/y; p)R+−−+(λ,ωx/y) = ωxθ(x/y,ω2λ,ω2λy/x; p).
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F (0)1 (x; y) = ωxθ(x/y; p)
θ(−px/y; p2)
θ(p; p2) ,
Φ1(t) = 1
t
F (0)1 (t;1) =
ωθ(t; p)θ(−pt; p2)
θ(p; p2) =
ωθ(t,±pt; p2)
θ(p; p2) . 
Finally, we use (4.8) to express Z3Cn in terms of Φn .
Corollary 6.3.When ti are as in (4.7) and n is even, then
Z3Cn (t0, t1, t2)
= −ωn(n+1) θ(λω
2, λωn+1; p)2
θ(λ3; p3)n2+2n+3
×
(
p
3n−4
2 θ
(−ωnλ2; p2) lim
t→p
Φn(t)
θ(t; p)2n−1 + p
−1ω2nλθ
(−pωnλ2; p2) lim
t→1
Φn(t)
θ(t; p)2n−1
)
,
while if n is odd
Z3Cn (t0, t1, t2)
= ωn(n+1) θ(λω
2, λωn+1; p)2
θ(λ3; p3)n2+2n+3
×
(
θ
(−ωnλ2; p2) lim
t→1
Φn(t)
θ(t; p)2n−1 − p
3n−3
2 ω2nλθ
(−pωnλ2; p2) lim
t→p
Φn(t)
θ(t; p)2n−1
)
.
7. Symmetric functions
We are now faced with two problems: to construct a function satisfying all properties of Propo-
sition 6.2, and to show that this function is unique. The key for solving both problems is to replace
property (iii) by a generic vanishing condition. This leads to certain symmetric multivariable theta
functions, which after uniformization become the symmetric polynomials (3.9).
7.1. Symmetric theta functions
We denote by Vn the space of BC3n+1 theta functions of nome p2 satisfying property (ii) of Propo-
sition 6.2. For ti ∈ C∗/{t = p2t = t−1}, we denote by Vn(t1, . . . , tk) the subspace of Vn consisting of
functions ψ such that, apart from the trivial zeroes at 1 and ±p, ψ vanishes at t1, . . . , tk (counted
with multiplicity). Then, properties (i)–(iii) of Proposition 6.2 can be summarized as
Φn ∈ Vn−1(1, . . . ,1︸ ︷︷ ︸
n−1
, p, . . . , p︸ ︷︷ ︸
n−1
). (7.1)
Lemma 7.1. The space Vn has dimension 2n + 1. The space Vn(t1, . . . , tk) has dimension at least 2n + 1− k,
with equality for k n.
Proof. A basis for the BC3n+1 theta functions of nome p2 is given by
t j−3n−1θ
(−p2 jt6n+3; p12n+6)− t3n+2− jθ(−p2 jt−6n−3; p12n+6), 1 j  3n + 1,
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j ≡ 0 mod 3.
Since Vn(t1, . . . , tk) is obtained by imposing k linear conditions on Vn , it has dimension at least
2n + 1 − k. For the ﬁnal statement, note that by the quintuple product identity (4.4), Vn contains all
functions of the form
θ
(
t,±pt; p2)θ(b1t±3, . . . ,bnt±3; p6).
When bi = ti for 1  i  k and the remaining bi are generic, this function is in Vn(t1, . . . , tk) \
Vn(t1, . . . , tk+1). Thus, as long as we impose at most n vanishing conditions, each additional condition
decreases the dimension by one. 
Although we do not need it in full generality, the reader may ﬁnd the following characterization
of the space Vn helpful.
Lemma 7.2. Fix α ∈ C∗/{t = p2t = t−1} with α = −ω. Then, Vn is the space of all functions ψ that can be
written
ψ(t) = θ(t,±pt; p2)(Aθ(−t±,−ωt±,αt±; p2)θ(a1t±3, . . . ,an−1t±3; p6)
+ Bθ(b1t±3, . . . ,bnt±3; p6)),
with A, B ∈ C and a1, . . . ,an−1,b1, . . . ,bn ∈ C∗ .
Proof. It is easy to check that any BC3n+1 theta function ψ of nome p2 can be written
ψ(t) = θ(t,±pt; p2)( f (t3)+ tg(t3)+ t−1g(t−3)),
where f is a Dn+1 theta function of nome p6, and g satisﬁes
g
(
p6t
)= 1
p6n+2t2n
g(t). (7.2)
Since the term involving f has the desired form, we restrict to the case f ≡ 0. By the quintuple
product identity (4.4), ψ ∈ Vn if and only if
θ
(−p2t; p6)g(t−1)= tθ(−p2t−1; p6)g(t).
Together with (7.2), this implies that g vanishes on all zeroes of θ(−t,−p2t; p6). Factoring g(t) =
t−1θ(−t,−p2t; p6)h(t) gives
ψ(t) = t−2θ(t,±pt; p2)θ(−t3; p6)(θ(−p2t3; p6)+ tθ(−p2t−3; p6))h(t3),
where h is a Dn theta function of nome p6.
Next, we observe that θ(−p2t3; p6) + tθ(−p2t−3; p6) vanishes on the zeroes of θ(−t; p2). Thus
θ
(−p2t3; p6)+ θ(−p2t−3; p6)= tθ(−t; p2)k(t),
where k is a D2 theta function of nome p2, that is, k(t) = Cθ(βt±; p2) for some C and β (depending
on p). After simpliﬁcation, we conclude that
ψ(t) = Cθ(t,±pt; p2)θ(−t±,−ωt±, βt±; p2)h(t3).
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θ
(
βt±; p2)= Aθ(αt±; p2)+ Bθ(−ω2t±; p2),
we arrive at an expression of the desired form. This shows that any ψ ∈ Vn can be expressed as
indicated. The converse follows by similar arguments. 
In view of (7.1), we are mainly interested in the space Vn(t1, . . . , t2n). Generically, one expects it
to be one-dimensional and spanned by the alternant
ψ(t) = det
1i, j2n+1
(
ψ j(ti)
)
,
with (ψ j)
2n+1
j=1 a basis of Vn and t2n+1 = t . However, we have not found such expressions useful for
our purposes. Instead, we will work with the following less symmetric determinants.
Theorem 7.3. Fixing a basis ψ1 , ψ2 , ψ3 of V1 , deﬁne
Ψ1(t1, t2, t3) = det
1i, j3
(
ψ j(ti)
)
and, more generally,
Ψn(t1, . . . , tn,u1, . . . ,un, v) =
∏n
i, j=1 u
−3
j θ(u
3
j t
±3
i ; p6)
θ(v,±pv; p2)n−1 det1i, jn
(
Ψ1(ti,u j, v)
u−3j θ(u
3
j t
±3
i ; p6)
)
.
Let (ψ(n)j )
2n+1
j=1 be a basis of Vn. Then,
Ψn(t1, . . . , t2n+1) = C det
1i, j2n+1
(
ψ
(n)
j (ti)
)
,
with C independent of each ti . In particular, Ψn is anti-symmetric in all 2n + 1 variables.
Note that Ψn is only deﬁned up to a multiplicative constant, which we do not specify.
Remark 7.4. If we choose the basis ψ(n)j as in the proof of Lemma 7.1, then the alternant is a minor
of the determinant corresponding to the BC3n+1 Macdonald identity. This should mean that Ψn can
be interpreted as an aﬃne Lie algebra character. Although this observation may have interesting con-
sequences, we will not explore it here. In Section 7.4, we will see that the trigonometric limit case
p = 0 corresponds to characters of the orthogonal and symplectic groups. The corresponding limit of
Theorem 7.3 is closely related to some determinant identities of Okada [26], see (7.11).
We divide the proof of Theorem 7.3 into a few lemmas.
Lemma 7.5. For any i = 1, . . . ,2n, the map ti → Ψn(t1, . . . , t2n+1) is an element of Vn(t1, . . . , tˆi, . . . , t2n+1).
The proof of Lemma 7.5 is straightforward. It will follow from Theorem 7.3 that the statement
holds also for i = 2n + 1.
Lemma 7.6. If the map t → Ψn(t, t1, . . . , t2n) is not identically zero, then
dim Vn(t1, . . . , t2n) = 1.
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ψk(t) = Ψn(t0, t1, . . . , tk−1, t, tk+1, . . . , t2n), k = 0,1, . . . ,2n − 1.
By Lemma 7.5, these functions all belong to the space Vn(t2n). Moreover, they are linearly independent
since
ψk(t j) = 0 ⇐⇒ j = k, j,k = 0, . . . ,2n − 1.
Since, by Lemma 7.1, dim Vn(t2n) = 2n, we conclude that ψ0, . . . ,ψ2n−1 span Vn(t2n).
Suppose now that f ∈ Vn(t1, . . . , t2n). In particular, f ∈ Vn(t2n), so we can expand
f (t) =
2n−1∑
k=0
Akψk(t).
The remaining vanishing conditions for f give A1 = · · · = A2n−1 = 0. Thus, f is proportional to ψ0, so
dim Vn(t1, . . . , t2n) = 1. 
Proof of Theorem 7.3. Let
C(t1, . . . , t2n+1) = Ψn(t1, . . . , t2n+1)
det1i, j2n+1(ψ(n)j (ti))
.
We ﬁrst prove that C is independent of t1. By Lemma 7.5, the denominator and numerator are both
in Vn(t2, . . . , t2n+1). If that space is one-dimensional, C is independent of t1. Otherwise, Lemma 7.6
gives C ≡ 0. The same argument applies to the variables t2, . . . , t2n . Thus,
Ψn(t1, . . . , t2n+1) = C(t2n+1) det
1i, j2n+1
(
ψ
(n)
j (ti)
)
,
where it remains to show that C is independent of t2n+1.
To complete the proof, we write
C(v)
C(t1)
= − Ψn(t1, . . . , tn,u1, . . . ,un, v)
Ψn(v, t2, . . . , tn,u1, . . . ,un, t1)
(7.3)
and specialize un = ωtn . It follows from the deﬁnition of Ψn that
Ψn(t1, . . . , tn,u1, . . . ,un−1,ωtn, v) =
∏n
j=1 t−3n u
−3
j θ(t
3
nt
±3
j ,u
3
j t
±3
n ; p6)
θ(v,±pv; p2)
× Ψ1(tn,ωtn, v)Ψn−1(t1, . . . , tn−1,u1, . . . ,un−1, v).
Using this in (7.3) gives
C(v)
C(t1)
= − θ(t1,±pt1; p
2)θ(t3nt
±3
1 ; p6)Ψ1(tn,ωtn, v)
θ(v,±pv; p2)θ(t3n v±3; p6)Ψ1(tn,ωtn, t1)
× Ψn−1(t1, . . . , tn−1,u1, . . . ,un−1, v)
Ψ (v, t , . . . , t ,u , . . . ,u , t )
.n−1 2 n−1 1 n−1 1
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θ(t1,±pt1; p2)θ(t3nt±31 ; p6)Ψ1(tn,ωtn, v)
θ(v,±pv; p2)θ(t3n v±3; p6)Ψ1(tn,ωtn, t1)
= 1.
To see this, consider the denominator and numerator as functions of v . They both belong to the space
V1(tn,ωtn), which is one-dimensional for generic tn . Thus, the quotient is independent of v and can
be computed by letting v = t1.
We have now reduced (7.3) to
C(v)
C(t1)
= − Ψn−1(t1, . . . , tn−1,u1, . . . ,un−1, v)
Ψn−1(v, t2, . . . , tn−1,u1, . . . ,un−1, t1)
.
By iteration, we conclude that
C(v)
C(t1)
= −Ψ1(t1,u1, v)
Ψ1(v,u1, t1)
= 1.
This completes the proof of Theorem 7.3. 
7.2. Uniformization
The next step is uniformization, see Section 4.1. We will work with the uniformizing map
ξ(t) = θ(−pω; p
2)2θ(ωt±; p2)
θ(−ω; p2)2θ(pωt±; p2) (7.4)
and write
ζ = ω
2θ(−1,−pω; p2)
θ(−p,−ω; p2) . (7.5)
Lemma 7.7.We have
ξ(−1) = 1, ξ(−ω) = ζ,
ξ(1) = 2ζ + 1, ξ(p) = ζ
ζ + 2 .
Proof. The ﬁrst two identities are obvious. By (4.6),
ξ(s) − ξ(t) = −ωθ(p, pω; p
2)θ(−pω; p2)2θ(st±; p2)
sθ(−ω; p2)2θ(pωs±, pωt±; p2) . (7.6)
Plugging in s = 1 and t = −1, and using (4.2), we obtain ξ(1) − 1 = 2ζ . The case s = p and t = −1
similarly gives ξ(p) − 1= −2ξ(p)/ζ . 
We denote by Wn the space of polynomials q of degree at most 3n such that
ψ(t) = θ(t,±pt; p2)θ(pωt±; p2)3nq(ξ(t)),
is an element of Vn . Then, the correspondence between ψ and q is a bijection. We denote by
Wn(x1, . . . , xk) the subspace of Wn such that ψ ∈ Vn(t1, . . . , tk), where xi = ξ(ti).
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Proof. By Lemma 7.2, V1 is spanned by the functions
θ
(
p3t±3; p6), θ(−t±,−ωt±, pωt±; p2), θ(t±3; p6).
By Lemma 7.7, the uniformization of these functions is indeed, up to multiplicative constants, respec-
tively
(ζ + 2)x− ζ, (x− 1)(x− ζ ), x2(x− (2ζ + 1)). 
Taking determinants of the basis elements (3.6), we get the following results.
Corollary 7.9. For any elements q1 , q2 , q3 of W1 ,
det
1i, j3
(
q j(xi)
)= C(x2 − x1)(x3 − x1)(x3 − x2)F (x1, x2, x3),
where C is a constant and F is as in (3.7).
Moreover, writing x = ξ(t) and y = ξ(u),
u−3θ
(
u3t±3; p6)θ(pωt±, pωu±; p2)= C(y − x)G(x, y),
where C is a constant and G is as in (3.8).
It follows that the function Ψn from Theorem 7.3 is given by
Ψn(t1, . . . , t2n+1) = C
2n+1∏
i=1
θ
(
ti,±pti; p2
)
θ
(
pωt±i ; p2
)n ∏
1i< j2n+1
t−1j θ
(
t jt
±
i ; p2
)
× Sn(x1, . . . , x2n+1), (7.7)
where C is a constant, xi = ξ(ti), and Sn is the polynomial introduced in (3.9). In particular, Sn is
symmetric in all variables.
Finally, we note the following symmetry of Sn .
Lemma 7.10. Indicating also the dependence on ζ , the polynomial Sn satisﬁes
Sn
(
x−11 , . . . , x
−1
2n+1; ζ−1
)= 1
ζ 2n
2xn1 · · · xn2n+1
Sn(x1, . . . , x2n+1; ζ ).
Proof. This follows from an elementary computation, using
F
(
x−1, y−1, z−1; ζ−1)= 1
ζ 2xyz
F (x, y, z; ζ ),
G
(
x−1, y−1; ζ−1)= 1
ζ 2x2 y2
G(x, y; ζ ). 
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Note that any minor of the determinant in (3.9) is a determinant of the same type. Thus, any
algebraic relation between minors (see e.g. [25, Chapter 6]) implies a relation involving the polyno-
mials Sn . It is not our purpose to give an exhaustive list of such identities; we only mention a few
examples that will be used below or otherwise seem of particular interest.
First, we apply Jacobi’s identity (sometimes called the Lewis Carroll formula after one of its pro-
ponents)
Xn−1,nn−1,n X = Xnn Xn−1n−1 − Xnn−1Xn−1n ,
where X = det1i, jn(xij) and the other quantities are minors, upper and lower indices signifying
omitted rows and columns. Choosing
xij = F (xi, y j, z)
G(xi, y j)
,
one obtains after relabelling the following recursion for the polynomials Sn .
Lemma 7.11. For x= (x1, . . . , x2n−1),
(a − b)(c − d)Sn−1(x)Sn+1(a,b, c,d,x)
= G(a,d)G(b, c)Sn(a, c,x)Sn(b,d,x) − G(a, c)G(b,d)Sn(a,d,x)Sn(b, c,x).
One of the Plücker relations is
Xnn,n+1Xn−1 − Xnn−1,n+1Xn + Xnn−1,n Xn+1 = 0,
valid for minors of an n× (n+1)-matrix. Specializing the matrix entries as above yields the following
result.
Lemma 7.12. For x= (x1, . . . , x2n−2),
(c − d)G(a,b)Sn−1(b,x)Sn(a, c,d,x) + (d − b)G(a, c)Sn−1(c,x)Sn(a,b,d,x)
+ (b − c)G(a,d)Sn−1(d,x)Sn(a,b, c,x) = 0.
Combining Lemmas 7.11 and 7.12, we obtain the following recursion.
Corollary 7.13. For x= (x1, . . . , x2n−2),
(b − d)(y − a)(y − c)Sn−1(a,x)Sn−1(c,x)Sn+1(y,a,b, c,d,x)
+ (a − y)G(b, c)G(y,d)Sn−1(c,x)Sn(a, c,d,x)Sn(y,a,b,x)
+ (y − c)G(a,d)G(y,b)Sn−1(a,x)Sn(a,b, c,x)Sn(y, c,d,x)
+ (c − a)G(y,b)G(y,d)Sn(a,b, c,x)Sn(a, c,d,x)Sn−1(y,x) = 0.
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(y − a)Sn−1(c,x)
{
(b − d)(y − c)Sn−1(a,x)Sn+1(y,a,b, c,d,x)
− G(b, c)G(y,d)Sn(a, c,d,x)Sn(y,a,b,x)
}
.
By Lemma 7.11, with (x,a,b, c,d) → ((x,a),d,b, c, y), the factor in brackets equals
−G(c,d)G(y,b)Sn(a,b, c,x)Sn(y,a,d,x).
The sum of the last two terms is
G(y,b)Sn(a,b, c,x)
{
(y − c)G(a,d)Sn−1(a,x)Sn(y, c,d,x)
+ (c − a)G(y,d)Sn(a, c,d,x)Sn−1(y,x)
}
.
By Lemma 7.12, with (x,a,b, c,d) → (x,d,a, y, c), the factor in brackets is
(y − a)G(c,d)Sn−1(c,x)Sn(y,a,d,x).
It is now clear that the sum of all four terms vanishes. 
Corollary 7.13 is particularly interesting in the case when
x= (a, . . . ,a︸ ︷︷ ︸
n−1
,b, . . . ,b︸ ︷︷ ︸
n−1
),
c = b and d = a. As we will see, one special case is the three-term recursion for the polynomials Pn .
Corollary 7.14. For ﬁxed a and b, the polynomials
Sn(y) = Sn(y,a, . . . ,a︸ ︷︷ ︸
n
,b, . . . ,b︸ ︷︷ ︸
n
)
satisfy
(b − a)(y − a)(y − b)Sn−1(a)Sn−1(b)Sn+1(y)
+ ((a − y)G(b,b)G(y,a)Sn−1(b)Sn(a)
+ (y − b)G(a,a)G(y,b)Sn−1(a)Sn(b)
)
Sn(y)
+ (b − a)G(y,a)G(y,b)Sn(a)Sn(b)Sn−1(y) = 0.
We also consider a similar specialization of Lemma 7.11.
Corollary 7.15. For ﬁxed a, b, and z, the polynomials
Sn(x, y) = Sn(x, y, z,a, . . . ,a︸ ︷︷ ︸,b, . . . ,b︸ ︷︷ ︸ )
n−1 n−1
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(x− a)(y − b)Sn−1(a,b)Sn+1(x, y)
= G(a, y)G(b, x)Sn(a,b)Sn(x, y) − G(a,b)G(x, y)Sn(x,b)Sn(a, y).
Two cases of Corollary 7.15 are of special interest. The ﬁrst one is x= b and y = a, when it reads
(a − b)2Sn−1(a,b)Sn+1(a,b) = G(a,b)2Sn(a,a)Sn(b,b) − G(a,a)G(b,b)Sn(a,b)2. (7.8)
This will yield Theorem 3.7. The second one is the limit case x → a, y → b, where we ﬁrst divide
through with (x− a)(y − b) and then use l’Hôpital’s rule on the right-hand side. Let
Tn(x, y) = Sn( x, . . . , x︸ ︷︷ ︸
n
, y, . . . , y︸ ︷︷ ︸
n
, z).
Since
∂Tn
∂x
∣∣∣∣
x=a, y=b
= n ∂ Sn
∂x
∣∣∣∣
x=a, y=b
and similarly for y, the result can be expressed in terms of Tn and its derivatives.
Corollary 7.16. The polynomials Tn = Tn(x, y) satisfy
Tn−1Tn+1 =
(
∂G
∂x
∂G
∂ y
− G ∂
2G
∂x∂ y
)
T 2n +
1
n2
G2
(
Tn
∂2Tn
∂x∂ y
− ∂Tn
∂x
∂Tn
∂ y
)
.
Equivalently, if we let
τn =
n−1∏
k=0
(k!)2 Tn
Gn2
,
then τn satisﬁes the two-dimensional Toda molecule equation
∂2
∂x∂ y
logτn = τn−1τn+1
τ 2n
.
We have recovered an instance of the well-known fact that this equation can be solved by determi-
nants, which can be found already in Darboux’s classic treatise [13, §378] (we owe this reference to
Jacques Perk), see [15,20] for more recent accounts.
The one-dimensional Toda equation
∂2
∂x2
logτn = τn−1τn+1
τ 2n
plays an important role in the analysis of the six-vertex model with domain wall boundary condi-
tions [9–12,18,36]. This suggests that Corollary 7.16 might be useful for proving Conjecture 3.14.
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In the trigonometric limit p → 0, (7.5) reduces to ζ = −2. We will show that the corresponding
limit of the function Sn is related to symplectic and odd orthogonal characters.
Let λ = (λ1, . . . , λn) be a partition. Recall [14, §24.2] that the characters of the Lie algebras sp(2n)
and so(2n + 1) are given by
χ
sp(2n)
λ (t1, . . . , tn) =
det1i, jn(t
−(λi+n−i+1)
j − tλi+n−i+1j )∏n
i=1 t
−n
i (1− t2i )
∏
1i< jn(t j − ti)(1− tit j)
,
χ
so(2n+1)
λ (t1, . . . , tn) =
det1i, jn(t
−(λi+n−i+ 12 )
j − t
λi+n−i+ 12
j )∏n
i=1 t
1
2−n
i (1− ti)
∏
1i< jn(t j − ti)(1− tit j)
.
In this notation, we have the following result.
Theorem 7.17. Let the variables ti , ui , xi and yi be related by
xi = −
(
1+ ti + t−1i
)
, yi = 3
1+ ui + u−1i
.
Then,
lim
ζ→−2(ζ + 2)
2mn−m(m−1)Sn
(
x1, . . . , x2n+1−2m,
ζ y1
ζ + 2 , . . . ,
ζ y2m
ζ + 2
)
= 2(2m+n)n−m(m−1)32mn−m(m−1)
2m∏
i=1
1
(1+ ui + u−1i )n
×χso(4n−4m+3)(n−m,n−m,n−m−1,n−m−1,...,1,1,0)(t1, . . . , t2n−2m+1)
×χsp(4m)(m−1,m−1,...,1,1,0,0)(u1, . . . ,u2m), (7.9)
lim
ζ→−2(ζ + 2)
(2m+1)n−m2 Sn
(
x1, . . . , x2n−2m,
ζ y1
ζ + 2 , . . . ,
ζ y2m+1
ζ + 2
)
= 2(2m+n+1)n−m23(2m+1)n−m2
2m+1∏
i=1
1
(1+ ui + u−1i )n
× χso(4n−4m+1)(n−m,n−m−1,n−m−1,...,1,1,0)(t1, . . . , t2n−2m)
× χsp(4m+2)(m,m−1,m−1,...,1,1,0,0)(u1, . . . ,u2m+1). (7.10)
Note that the correspondence between xi and ti is the trigonometric limit of the uniformiza-
tion (7.4):
lim
p→0 ξ(ti) = −
(
1+ ti + t−1i
)= xi .
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(
ζ ξ(ui)
ζ + 2
)−1∣∣∣∣
ζ →ζ−1
= 1+ 2ζ
ξ(ui)
→ 3
1+ ui + u−1i
= yi, p → 0,
which is a natural limit in view of Lemma 7.10.
We will use some determinant identities due to Okada [26]. Let
Wn(x1, . . . , xn;a1, . . . ,an) = det
1i, jn
(
x j−1i + aixn− ji
)
.
(In [26], Wn denotes the matrix rather than its determinant.) Then,
det
1i, jn
(
W 2(xi, y j;ai,b j)
(1− xi y j)(y j − xi)
)
= 1∏n
i, j=1(1− xi y j)(y j − xi)
W 2n(x1, . . . , xn, y1, . . . , yn;a1, . . . ,an,b1, . . . ,bn), (7.11a)
det
1i, jn
(
W 3(xi, y j, z;ai,b j, c)
(1− xi y j)(y j − xi)
)
= (1+ c)
n−1∏n
i, j=1(1− xi y j)(y j − xi)
W 2n+1(x1, . . . , xn, y1, . . . , yn, z;a1, . . . ,an,b1, . . . ,bn, c).
(7.11b)
Okada used these identities to enumerate certain symmetry classes of alternating sign matrices.
The characters appearing in Theorem 7.17 can be obtained as special cases of Okada’s determinants.
Lemma 7.18. The following identities hold:
W 2n+1(t31, . . . , t
3
2n+1;−t1, . . . ,−t2n+1)∏2n+1
i=1 tni (1− ti)
∏
1i< j2n+1(t j − ti)(1− tit j)
= χso(4n+3)(n,n,n−1,n−1,...,1,1,0)(t1, . . . , t2n+1),
(−1)nW 2n(t31, . . . , t32n;−t1, . . . ,−t2n)∏2n
i=1 t
n−1
i (1− t2i )
∏
1i< j2n(t j − ti)(1− tit j)
= χsp(4n)
(n−1,n−1,...,1,1,0,0)(t1, . . . , t2n),
W 2n+1(t31, . . . , t
3
2n+1;−t21, . . . ,−t22n+1)∏2n+1
i=1 tni (1− t2i )
∏
1i< j2n+1(t j − ti)(1− tit j)
= χsp(4n+2)
(n,n−1,n−1,...,1,1,0,0)(t1, . . . , t2n+1),
(−1)nW 2n(t31, . . . , t32n;−t21, . . . ,−t22n)∏2n
i=1 tni (1− ti)
∏
1i< j2n(t j − ti)(1− tit j)
= χso(4n+1)(n,n−1,n−1,...,1,1,0)(t1, . . . , t2n).
Proof. This is straightforward, and we only provide some details for the ﬁrst identity. By deﬁnition,
W 2n+1
(
t31, . . . , t
3
2n+1;−t1, . . . ,−t2n+1
)= det
1i, j2n+1
(
t3( j−1)i − t3(2n+1− j)+1i
)
=
2n+1∏
t
6n+1
2
i det1i, j2n+1
(
t
μ j
i − t
−μ j
i
)
,i=1
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To sort the μ j in descending order, each of those rows must be moved an odd number of positions
upwards. Taken together, these two operations do not change the determinant, and we arrive at the
desired result. 
We will need the following elementary identities.
Lemma 7.19. In the notation above, the following identities hold:
x2 − x1 = (1− t1t2)(t2 − t1)
t1t2
,
y2 − y1 = 3(1− u1)(1− u2)(1− u1u2)(u2 − u1)
(1− u31)(1− u32)
.
lim
ζ→−2G(x1, x2) =
2(t32 − t31)(1− t31t32)
t21t
2
2(t2 − t1)(1− t1t2)
,
lim
ζ→−2(ζ + 2)
2G
(
x1,
ζ y1
ζ + 2
)
= 72u
2
1(1− u1)2
(1− u31)2
,
lim
ζ→−2(ζ + 2)
2G
(
ζ y1
ζ + 2 ,
ζ y2
ζ + 2
)
= 72(1− u1)
2(1− u2)2(u32 − u31)(1− u31u32)
(1− u31)2(1− u32)2(u2 − u1)(1− u1u2)
,
lim
ζ→−2 F (x1, x2, x3) =
2W 3(t31, t
3
2, t
3
3;−t1,−t2,−t3)∏3
i=1 ti(1− ti)
∏
1i< j3(t j − ti)(1− tit j)
,
lim
ζ→−2(ζ + 2)F
(
x1, x2,
ζ y1
ζ + 2
)
= − 12u1(1− u1)W
2(t31, t
3
2;−t21,−t22)
(1− u31)t1(1− t1)t2(1− t2)(t2 − t1)(1− t1t2)
,
lim
ζ→−2(ζ + 2)
2F
(
x1,
ζ y1
ζ + 2 ,
ζ y2
ζ + 2
)
= − 72u1u2W
2(u31,u
3
2;−u1,−u2)
(1+ u1)(1− u31)(1+ u2)(1− u32)(u2 − u1)(1− u1u2)
,
lim
ζ→−2(ζ + 2)
2F
(
ζ y1
ζ + 2 ,
ζ y2
ζ + 2 ,
ζ y3
ζ + 2
)
= 72W
3(u31,u
3
2,u
3
3;−u21,−u22,−u23)∏3
i=1(1+ ui)(1− u3i )
∏
1i< j3(u j − ui)(1− uiu j)
.
Proof of Theorem 7.17. To prove (7.9), we relabel the variables, considering instead
lim
ζ→−2(ζ + 2)
2mn−m(m−1)
× Sn
(
ζ x1
ζ + 2 , . . . ,
ζ xm
ζ + 2 , xm+1, . . . , xn,
ζ y1
ζ + 2 , . . . ,
ζ ym
ζ + 2 , ym+1, . . . , yn, z
)
. (7.12)
Applying (3.9) leads to the block determinant
det
⎛
⎜⎜⎜⎝
F (
ζ xi
ζ+2 ,
ζ y j
ζ+2 ,z)
G(
ζ xi
ζ+2 ,
ζ y j
ζ+2 )
F (
ζ xi
ζ+2 ,y j ,z)
G(
ζ xi
ζ+2 ,y j)
F (xi ,
ζ y j
ζ+2 ,z)
ζ y j
F (xi ,y j ,z)
G(xi ,y j)
⎞
⎟⎟⎟⎠ .G(xi , ζ+2 )
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product of the diagonal blocks. It follows that (7.12) can be written
lim
ζ→−2
∏
1im,
m+1 jn
(ζ + 2)4G(xi, ζ y jζ+2 )G( ζ xiζ+2 , y j)
(ζ + 2)2(x j − ζ xiζ+2 )(y j − ζ yiζ+2 )
× (ζ + 2)m(m+1)Sm
(
ζ x1
ζ + 2 , . . . ,
ζ xm
ζ + 2 ,
ζ y1
ζ + 2 , . . . ,
ζ ym
ζ + 2 , z
)
× Sn−m(xm+1, . . . , xn, ym+1, . . . , yn, z).
Computing the prefactor using Lemma 7.19, we are reduced to proving the two cases m = 0 and m = n
of (7.9), that is,
lim
ζ→−2 Sn(x1, . . . , x2n+1) = 2
n2χ
so(4n+3)
(n,n,n−1,n−1,...,1,1,0)(t1, . . . , t2n+1),
lim
ζ→−2(ζ + 2)
n(n+1)Sn
(
ζ y1
ζ + 2 , . . . ,
ζ y2n
ζ + 2 , z
)
= 2n(2n+1)3n(n+1)
2n∏
i=1
1
(1+ ui + u−1i )n
χ
sp(4n)
(n−1,n−1,...,1,1,0,0)(u1, . . . ,u2n).
This is now straightforward, using Lemma 7.19, Okada’s identities (7.11) and ﬁnally Lemma 7.18.
The proof of (7.10) is similar. We consider the limit
lim
ζ→−2(ζ + 2)
(2m+1)n−m2
× Sn
(
ζ x1
ζ + 2 , . . . ,
ζ xm
ζ + 2 , xm+1, . . . , xn,
ζ y1
ζ + 2 , . . . ,
ζ ym
ζ + 2 , ym+1, . . . , yn,
ζ z
ζ + 2
)
.
Incorporating a factor (ζ + 2)m into the determinant, we consider
lim
ζ→−2det
⎛
⎜⎜⎜⎝
(ζ+2)F ( ζ xi
ζ+2 ,
ζ y j
ζ+2 ,
ζ z
ζ+2 )
G(
ζ xi
ζ+2 ,
ζ y j
ζ+2 )
(ζ+2)F ( ζ xi
ζ+2 ,y j,
ζ z
ζ+2 )
G(
ζ xi
ζ+2 ,y j)
F (xi ,
ζ y j
ζ+2 ,
ζ z
ζ+2 )
G(xi ,
ζ y j
ζ+2 )
F (xi ,y j ,
ζ z
ζ+2 )
G(xi ,y j)
⎞
⎟⎟⎟⎠ .
In the limit, the upper right block vanishes. Similarly as before, this reduces the proof of (7.10) to a
straightforward veriﬁcation of the special cases
lim
ζ→−2(ζ + 2)
n Sn
(
x1, . . . , x2n,
ζ y1
ζ + 2
)
= 2
n(n+1)3n
(1+ u1 + u−11 )n
χ
so(4n+1)
(n,n−1,n−1,...,1,1,0)(t1, . . . , t2n),
lim
ζ→−2(ζ + 2)
n(n+1)Sn
(
ζ y1
ζ + 2 , . . . ,
ζ y2n+1
ζ + 2
)
= 2n(2n+1)3n(n+1)
2n+1∏ 1
(1+ ui + u−1)n
χ
sp(4n+2)
(n,n−1,n−1,...,1,1,0,0)(u1, . . . ,u2n+1). i=1 i
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Corollary 7.20. One has
lim
ζ→−2
(
1+ ζ
2
)n2−[ (n−1)24 ]
Sn
(
2ζ + 1, . . . ,2ζ + 1︸ ︷︷ ︸
n+1
,
ζ
ζ + 2 , . . . ,
ζ
ζ + 2︸ ︷︷ ︸
n
)
=
{
2n
2
3
n2
4 An+1, n even,
2n
2
3
n2−1
4 Cn+1, n odd,
lim
ζ→−2
(
1+ ζ
2
)n(n+1)−[ (n−1)24 ]
Sn
(
2ζ + 1, . . . ,2ζ + 1︸ ︷︷ ︸
n
,
ζ
ζ + 2 , . . . ,
ζ
ζ + 2︸ ︷︷ ︸
n+1
)
=
{
2n
2−13
n(n−2)
4 Cn+1, n even,
2n
2−13
(n−1)2
4 An+1, n odd,
where An and Cn are as in (1.1) and (2.7).
To verify these identities, we note that the limits correspond to special cases of Theorem 7.17
where ti = ui = 1 for all i. Recall that, if μi = λi + n − i, then [14]
χ
sp(2n)
λ (1, . . . ,1) =
∏
1i< jn(μi − μ j)
∏
1i jn(μi + μ j + 2)
2n1!3! · · · (2n − 1)! ,
χ
so(2n+1)
λ (1, . . . ,1) =
∏
1i< jn(μi − μ j)
∏
1i jn(μi + μ j + 1)
1!3! · · · (2n − 1)! .
The relevant special cases can be simpliﬁed as
χ
so(4n+3)
(n,n,n−1,n−1,...,1,1,0)(1, . . . ,1) = 3n
2
n∏
k=0
(6k + 1)!
(2n + 2k + 1)! ,
χ
sp(4n)
(n−1,n−1,...,1,1,0,0)(1, . . . ,1) = 3n(n−1)
n−1∏
k=0
(6k + 4)!
(2n + 2k + 2)! ,
χ
sp(4n+2)
(n,n−1,n−1,...,1,1,0,0)(1, . . . ,1) =
3n
2
22n+1
n∏
k=0
(6k + 2)(6k)!
(2n + 2k + 1)! ,
χ
so(4n+1)
(n,n−1,n−1,...,1,1,0)(1, . . . ,1) = 22n3n(n−1)
n−1∏
k=0
(6k + 5)(6k + 3)!
(2n + 2k + 2)! .
Using these identities, it is straightforward to derive Corollary 7.20 from Theorem 7.17.
8. The polynomials Pn and pn
In this section, we show how specialization of the variables in Sn leads to the polynomials Pn
and pn , and deduce a number of properties of the latter two systems.
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Our ﬁrst task is to identify some elementary factors that appear when specializing the polynomi-
als Sn . We will use the notation
δn =
[
n2
4
]
;
cf. (3.2). For later reference, we mention the identities
δn+1 + δn−1 − 2δn = χ(n odd), (8.1)[
n(n + 2)
2
]
= n2 − 2δn−1 = 2δn + n. (8.2)
Proposition 8.1. There exist polynomials Pn(x, ζ ), pn(ζ ) and yn(ζ ) such that
(
1+ ζ
2
)n2
Sn
(
x,2ζ + 1, . . . ,2ζ + 1︸ ︷︷ ︸
n
,
ζ
ζ + 2 , . . . ,
ζ
ζ + 2︸ ︷︷ ︸
n
)
= (−1)(n+12 )ζn2(1+ ζ )n2(1+ 2ζ )δn−1
(
1+ ζ
2
)δn−1
Pn(x, ζ ), (8.3a)
(
1+ ζ
2
)n2
Sn
(
2ζ + 1, . . . ,2ζ + 1︸ ︷︷ ︸
n+1
,
ζ
ζ + 2 , . . . ,
ζ
ζ + 2︸ ︷︷ ︸
n
)
= (−1)(n+12 )ζn2(1+ ζ )n2(1+ 2ζ )δn
(
1+ ζ
2
)δn−1
pn(ζ ), (8.3b)
and, for n 1,
(
1+ ζ
2
)n(n−1)
Sn
(
2ζ + 1, . . . ,2ζ + 1︸ ︷︷ ︸
n+2
,
ζ
ζ + 2 , . . . ,
ζ
ζ + 2︸ ︷︷ ︸
n−1
)
= (−1)(n−12 )2[ n+52 ]ζn2−1(1+ ζ )n2(1+ 2ζ )δn+1
(
1+ ζ
2
)δn−2
yn(ζ ). (8.3c)
Applying Lemma 7.10 to (8.3a) gives, using also (8.2),
Pn(x, ζ ) = xnζ [ n(n+2)2 ]Pn(1/x,1/ζ ). (8.4)
Similarly, applying Lemma 7.10 to (8.3b) gives
(
1+ ζ
2
)n(n+1)
Sn
(
2ζ + 1, . . . ,2ζ + 1︸ ︷︷ ︸
n
,
ζ
ζ + 2 , . . . ,
ζ
ζ + 2︸ ︷︷ ︸
n+1
)
= (−1)(n+12 )2−[ n+12 ]ζn(n+1)(1+ ζ )n2(1+ 2ζ )δn−1
(
1+ ζ
2
)δn
p˜n(ζ ),
518 H. Rosengren / Advances in Applied Mathematics 46 (2011) 481–535where
p˜n(ζ ) = ζn(n+1)/2pn(1/ζ ).
We will see in Proposition 8.9 that deg pn = n(n + 1)/2, so the notation agrees with (3.3). Moreover,
we clearly have
Pn(2ζ + 1, ζ ) = (1+ 2ζ )[ n2 ]pn(ζ ), (8.5a)
Pn
(
ζ
ζ + 2 , ζ
)
= ζn(ζ + 2)−[ n+12 ] p˜n(ζ ). (8.5b)
To prove Proposition 8.1, we ﬁrst observe that Sn(x1, . . . , x2n+1) is a polynomial of degree at most n
in each xi . This is obvious for the variable z in (3.9), and thus holds in general by symmetry. It follows
that the left-hand sides in (8.3) are polynomials in x and ζ . We need to show that they vanish of
appropriate degree at the points ζ = 0,−1,−1/2 and −2.
We ﬁrst consider the function
Sn(1+ ζ x1, . . . ,1+ ζ xn, ζ y1, . . . , ζ yn, z). (8.6)
Expressing it as in (3.9), we observe that since ζ 2 | G(1+ ζ x, ζ y), the prefactor ∏ni, j=1 G(1+ ζ xi, y j)
is divisible by ζ 2n
2
. The product∏
1i< jn
(
(1+ ζ x j) − (1+ ζ xi)
)
(ζ y j − ζ yi)
contributes a factor ζn(n−1) to the denominator. Finally, since ζ | F (1 + ζ x, ζ y, z), each matrix entry
has a single pole at ζ = 0, so the determinant has a pole of degree at most n. In total, we conclude
that (8.6) is divisible by ζ 2n
2−n(n−1)−n = ζn2 . This implies the same statement for the left-hand sides
of (8.3a) and (8.3b).
In the case of (8.3c), we consider instead
Sn
(
1+ ζ x1, . . . ,1+ ζ xn−2, xn−1, xn, ζ y1, . . . , ζ yn−2, yn−1, ζ
ζ + 2 , z
)
. (8.7)
Using that ζ | G(x, ζ y) and that
G
(
x,
ζ
ζ + 2
)
= 2ζ
2(ζ + 1)2
(ζ + 2)2 (8.8)
for all x, obvious modiﬁcations of the previous argument show that (8.7), and hence also the left-hand
side of (8.3c), is divisible by ζn
2−1.
The case ζ = −1 is simple. Considering
Sn
(−1+ (ζ + 1)x1, . . . ,−1+ (ζ + 1)xn,−1+ (ζ + 1)y1, . . . ,−1+ (ζ + 1)yn, z), (8.9)
and observing that
(ζ + 1) | F (−1+ (ζ + 1)x,−1+ (ζ + 1)y, z),
(ζ + 1)2 | G(−1+ (ζ + 1)x,−1+ (ζ + 1)y),
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left-hand sides of (8.3).
The vanishing conditions at ζ = −1/2 and ζ = −2 follow from the following lemma.
Lemma 8.2. As a polynomial in ζ ,
Sn
(
(2ζ + 1)x1, . . . , (2ζ + 1)xk, xk+1, . . . , x2n+1
)
is divisible by (2ζ + 1)δk−1 , and
(ζ + 2)kn Sn
(
ζ x1
ζ + 2 , . . . ,
ζ xk
ζ + 2 , xk+1, . . . , x2n+1
)
is divisible by (ζ + 2)δk−1 .
Proof. The second statement follows from Theorem 7.17 (note that we only need the very ﬁrst step
in the proof, not the formulas involving Lie algebra characters). The ﬁrst statement then follows using
Lemma 7.10. 
8.2. Recursions
We will now specialize the recursions for Sn given in Section 7.3 to obtain recursions for Pn
and pn .
If we let a = 2ζ + 1 and b = ζ/(ζ + 2) in (7.8), using (8.8) and the identities
G(2ζ + 1, x) = 2(ζ + 1)2x2,
2ζ + 1− ζ
ζ + 2 =
2(ζ + 1)2
ζ + 2 ,
we obtain the following result after simpliﬁcation.
Proposition 8.3. The polynomials pn and yn satisfy
(ζ + 1)2pn+1(ζ )pn−1(ζ ) = ζn+1 p˜n(ζ )yn(ζ )
+ (1+ 2ζ )1+χ(n even)
(
1+ ζ
2
)1+χ(n odd)
pn(ζ )
2. (8.10)
Equivalently, (3.5) holds, where Y = yn.
By induction, we obtain the following consequence, which is a key result in our approach.
Corollary 8.4. The polynomial pn satisﬁes pn(0) = 1; in particular, it does not vanish identically.
From this, another key result follows.
Corollary 8.5. The space Vn(1, . . . ,1︸ ︷︷ ︸, p, . . . , p︸ ︷︷ ︸ ) deﬁned in Section 7.1 has dimension 1.
n n
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Sn
(
x,2ζ + 1, . . . ,2ζ + 1︸ ︷︷ ︸
n
,
ζ
ζ + 2 , . . . ,
ζ
ζ + 2︸ ︷︷ ︸
n
)
does not vanish identically. By (8.3b), this follows from Corollary 8.4. 
We remark that Corollary 8.5 can alternatively be deduced from Theorem 7.17.
Proposition 8.6. The polynomials Pn(x, ζ ) are determined from the starting values P0 = 1 and P1 = x + ζ
by the recursion
An(x, ζ )Pn+1(x, ζ ) = Bn(x, ζ )Pn(x, ζ ) + Cn(x, ζ )Pn−1(x, ζ ), (8.11)
where
An(x, ζ ) = (1+ 2ζ )χ(n even)
(
1+ ζ
2
)χ(n even)
(x− 2ζ − 1)
(
x− ζ
ζ + 2
)
× Pn−1(2ζ + 1, ζ )Pn−1
(
ζ
ζ + 2 , ζ
)
,
Bn(x, ζ ) =
(
1+ ζ
2
)(
x2(x− 2ζ − 1)Pn−1
(
ζ
ζ + 2 , ζ
)
Pn(2ζ + 1, ζ )
− (2ζ + 1)2
(
x− ζ
ζ + 2
)
Pn−1(2ζ + 1, ζ )Pn
(
ζ
ζ + 2 , ζ
))
,
Cn(x, ζ ) = (ζ + 1)2x2Pn(2ζ + 1, ζ )Pn
(
ζ
ζ + 2 , ζ
)
.
Proof. Letting a = 2ζ +1 and b = ζ/(ζ +2) in Corollary 7.14 gives (8.11) after simpliﬁcation. The poly-
nomials are determined by this recursion, provided that An(x, ζ ) does not vanish identically. By (8.5),
this follows from Corollary 8.4. 
At this point, a remark on our approach is in order. It is easy to see that if a system of polyno-
mials satisﬁes (8.11), then it can be used to construct (via uniformization) functions Φn satisfying the
properties of Proposition 6.2. The reader may ask why we do not take (8.11) as our starting point,
thus avoiding introducing the multivariable polynomials Sn . The problem is that, to use (8.11) as a
deﬁnition, we must know that An(x, ζ ) does not vanish identically. Moreover, we need to know that
Φn is uniquely determined by the properties of Proposition 6.2. Both these facts have been deduced
from Corollary 8.4. If one could ﬁnd a way to deduce inductively from (8.11) that Pn(2ζ + 1, ζ ) and
Pn(ζ/(ζ + 2), ζ ) never vanish identically, then the proofs of our main results could be signiﬁcantly
shortened.
8.3. Further properties
Using Proposition 8.6, we can obtain quite detailed information on the polynomials Pn .
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Pn(x, ζ ) =
n∑
k=0
f nk (ζ )ζ
n−kxk, (8.12)
where f nk is a polynomial of degree 2δn, with leading coeﬃcient
1
2k
(
n + k
n
)
. (8.13)
In the notation (3.3), these polynomials satisfy
f nk (ζ ) = f˜ nn−k(ζ ). (8.14)
For k > [(n + 1)/2], f nk (ζ ) is divisible by (ζ + 2)k−[
n+1
2 ] . Moreover,
f nn (ζ ) =
(
1+ ζ
2
)[ n2 ]
pn−1(ζ ), (8.15a)
f nn−1(ζ ) =
1
2
(
1+ ζ
2
)[ n2 ]−1
(ζ + n + 1)pn−1(ζ ). (8.15b)
Further results follow by applying (8.14) to the other statements. In particular, from (8.15a) we
obtain
Pn(0, ζ ) = ζn
(
2ζ + 1
2
)[ n2 ]
p˜n−1(ζ ). (8.16)
Proof. From the proof of Proposition 8.1, and also from Proposition 8.6, it is clear that Pn(x, ζ ) is of
degree at most n in x, so we can write it as in (8.12), where a priori f nk (ζ )ζ
n−k is a polynomial.
To show that f nk is a polynomial, we consider the function
Fn(x) = lim
ζ→0
Pn(ζ x, ζ )
ζn
=
n∑
k=0
lim
ζ→0 f
n
k (ζ )x
k.
We will prove by induction that the limit exists and equals
Fn(x) =
n∑
k=0
(
n + k
k
)
xn−k
2k
= xn2F1
(−n, n + 1
−n ;
1
2x
)
, (8.17)
in standard hypergeometric notation. To this end, we divide (8.11) by ζ 2n and then let ζ → 0. We
need that, by (8.5a) and Corollary 8.4,
Pn(1,0) = pn(0) = 1,
and we also write
lim
ζ→0
Pn(ζ/(ζ + 2), ζ )
ζn
= Fn(1/2).
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x− 1
2
)
Fn−1(1/2)Fn+1(x) =
(
x2Fn−1(1/2) +
(
x− 1
2
)
Fn(1/2)
)
Fn(x) − x2Fn(1/2)Fn−1(x).
We must show that this recursion is solved by (8.17). Equivalently, since
Fn(1/2) = 1
2n
2F1
(−n, n + 1
−n ;1
)
= 1
2n+1
(
2n + 2
n+ 1
)
,
we need to check that(
x− 1
2
)
Fn+1(x) =
(
x2 + 2n + 1
n + 1
(
x− 1
2
))
Fn(x) − 2n + 1
n + 1 x
2Fn−1(x),
which can be done by a straightforward computation.
Eq. (8.17) shows that f nk is a polynomial, with
f nn−k(0) =
1
2k
(
n + k
n
)
. (8.18)
It follows from (8.4), using also (8.2), that
f nk (ζ ) = ζ 2δn f nn−k(1/ζ ).
Together with (8.18), this proves that f nk has degree 2δn , as well as (8.13) and (8.14).
The statement on divisibility by powers of ζ + 2 is equivalent to saying that
lim
ζ→−2(ζ + 2)
[ n+12 ]Pn
(
ζ x
ζ + 2 , ζ
)
exists ﬁnitely. This is a consequence of (8.3a) and Theorem 7.17.
To prove (8.15), we pick out the coeﬃcients of xn+3 and xn+2 on both sides of (8.11). On the right,
neither Cn nor the second of the two terms in Bn contribute. Using (8.5) and simplifying, we ﬁnd that
pn−1(ζ )
(
x2 −
(
ζ
ζ + 2 + 2ζ + 1
)
x
)(
f n+1n+1 (ζ )x
n+1 + ζ f n+1n (ζ )xn
)
=
(
1+ ζ
2
)χ(n odd)
pn(ζ )x
2(x− 2ζ − 1)( f nn (ζ )xn + ζ f nn−1(ζ )xn−1)+ · · · ,
where the ellipsis denotes terms of order at most n + 1 in x. Picking out the top coeﬃcient gives the
recursion
pn−1(ζ ) f n+1n+1 (ζ ) =
(
1+ ζ
2
)χ(n odd)
pn(ζ ) f
n
n (ζ ),
which is solved by (8.15a). Picking out the next coeﬃcient then yields
pn−1(ζ ) f n+1n (ζ ) =
(
1+ ζ
2
)χ(n odd)
pn(ζ ) f
n
n−1(ζ ) +
1
2
(
1+ ζ
2
)[ n−12 ]
pn−1(ζ )pn(ζ ),
which is solved by (8.15b). 
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φn(x) = 2F1
(−n/2, −(n − 1)/2
n + 3/2 ; x
)
,
ψn(x) = 3F2
(−n/2, −(n + 1)/2, (n + 5)/4
n + 3/2, (n + 1)/4 ; x
)
of degree [n/2], [(n + 1)/2], respectively.
We will need the identities
(3x+ 1)ψn(x) = 3(3n + 1)(3n + 4)
(2n + 1)(2n + 3) xφn+1(x) + (x− 1)
2φn−1(x), (8.19)
(3x+ 1)2φn(x) = 3(3n + 2)(3n + 5)
(2n + 1)(2n + 3) xψn+1(x) + (x− 1)
2ψn−1(x), (8.20)
3(3n + 2)(3n + 4)
(2n + 1)(2n + 3) xφn+1(x) = (9x− 1)φn(x) + (x− 1)
2φn−1(x), (8.21)
which are straightforward to verify.
Proposition 8.8. For special values of ζ , Pn(x, ζ ) may be expressed as
Pn(x,0) = xn, (8.22)
Pn(x,−1) = (−1)χ(n≡2 mod 4)2δn−1(x− 1)n, (8.23)
Pn(x,1) = 2δn−1−n3[ n2 ]An+1(1+ x)nφn
(
(3x− 1)(x− 3)
3(1+ x)2
)
, (8.24)
Pn(x,−2) =
⎧⎨
⎩
(−3/4) n2 An+1(1− x) n2 φn( x+33(1−x) ), n even,
−2−n−13 n−12 Cn+1(1− x) n+12 ψn( x+33(1−x) ), n odd.
(8.25)
Applying (8.4) to (8.25) one may also evaluate Pn(x,−1/2).
Proof. The identity (8.22) follows from (8.12) and (8.18).
If we let ζ = −1 in (8.11), we obtain after simpliﬁcation
(−1)χ(n even)2χ(n odd)Pn−1(−1,−1)Pn+1(x,−1) = (x− 1)Pn(−1,−1)Pn(x,−1).
It is easy to check that this is solved by (8.23), using (8.1) to simplify the exponent of 2.
Similarly, if we let ζ = −1 in (8.11) and substitute (8.24), we are reduced to the recursion (8.21).
For this computation, it is useful to note that
An An+2
A2n+1
= 3(3n + 2)(3n + 4)
4(2n + 1)(2n + 3)
and that
y = (3x− 1)(x− 3)
2
⇒ y − 1 = − 16x
2
, 9y − 1= 8(x
2 − 4x+ 1)
2
.
3(1+ x) 3(x+ 1) (x+ 1)
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(−3)χ(n even)(x+ 3)Xn−1Pn−1(−3,−2)Pn+1(x,−2)
= Xn
(−9Pn−1(−3,−2)Pn(x,−2) + x2Pn(−3,−2)Pn−1(x,−2)), (8.26)
where
Xn = lim
ζ→−2
(
1+ ζ
2
)[ n+12 ]
Pn
(
ζ
ζ + 2 , ζ
)
.
It follows from (8.3a) and Corollary 7.20 that
Xn =
{
(−1) n2 2−1Cn+1, n even,
−2−1An+1, n odd.
(8.27)
It is now straightforward to check that substituting (8.25) in (8.26) yields (8.19) when n is odd and
(8.20) when n is even. For this computation, one needs the identities
An+2Cn
An+1Cn+1
= 3(3n + 1)(3n + 4)
4(2n + 1)(2n + 3) ,
AnCn+2
An+1Cn+1
= 3(3n + 2)(3n + 5)
4(2n + 1)(2n + 3) ,
and also that,
z = x+ 3
3(1− x) ⇒ z − 1=
4x
3(1− x) , 3z + 1=
4
1− x . 
Proposition 8.9. The polynomial pn has degree n(n + 1)/2 and leading coeﬃcient 2−[ n+22 ]
(2n+2
n+1
)
. Moreover,
pn assumes the special values
pn(−1) = (−1)χ(n≡1 mod 4)2δn+1 (8.28)
pn(1) = 2δn+1 An+1 (8.29)
pn(−2) =
{
An+1, n even,
(−1) n+12 Cn+1, n odd,
(8.30)
pn(−1/2) =
{
2− 12 (n2+2n+2)Cn+1, n even,
(−1) n+12 2− 12 (n+1)2 An+1, n odd.
(8.31)
Proof. The ﬁrst statement follows (8.13) and (8.15a). The evaluations (8.28), (8.29) and (8.30) follow
from Proposition 8.8, using (8.5a). Finally, by (8.5b), (8.31) is equivalent to (8.27). 
Writing pn(ζ ) =∑n(n+1)/2k=0 akζ k , we have simple formulas for a0 (Corollary 8.4) and an(n+1)/2. It is
easy to deduce from Proposition 8.3 that
a1 =
{ 7n(n+2)
8 , n even,
7(n2+2n+3)
, n odd.8
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a n(n+1)
2 −1 =
⎧⎨
⎩
n2(7n+10)
2(n+8)/2(n+2)
(2n+2
n+1
)
, n even,
(n+1)(7n2+3n−6)
2(n+7)/2(n+2)
(2n+2
n+1
)
, n odd.
One can probably prove this using Proposition 8.6, though we have not worked out the details. It does
not seem that the other coeﬃcients admit such simple expressions.
Finally, we use the ﬁrst part of Proposition 8.9 to pick out the leading term on both sides of (8.10).
This allows us to compute the leading term in the polynomials yn . In particular, we may conclude
that deg Y = deg A in (3.5).
Corollary 8.10. The polynomial yn has degree
n(n−1)
2 + 2 and leading coeﬃcient
(2n + 2)!(2n)!
2n+χ(n odd)(n + 2)!(n + 1)!2n! .
8.4. Zeroes
In this section we prove Propositions 3.12 and 3.13.
Proof of Proposition 3.12. We proceed by induction on n, treating the cases of odd and even n sep-
arately. Assume that the statement holds for the zeroes of p2n and p2n+1. Let a1, . . . ,an denote the
real zeroes of p2n , b1, . . . ,bn+1 the real zeroes of p˜2n+1, and c1, . . . , cn+1 the real zeroes of p2n+2. We
assume that
b1 < a1 < b2 < a2 < · · · < an < bn+1 < −2, (8.32)
and need to prove
b1 < c1 < b2 < c2 < · · · < bn+1 < cn+1 < −2.
Since, by Proposition 8.9, p2n has positive leading coeﬃcient, it follows from (8.32) that
(−1)n+i+1p2n(bi) > 0. Moreover, by Proposition 8.3, if p˜2n+1(ζ ) = 0, then
(ζ + 1)2p2n(ζ )p2n+2(ζ ) = (1+ 2ζ )
(
1+ ζ
2
)2
p2n+1(ζ )2.
We conclude that (−1)n+i p2n+2(bi) > 0. Thus, p2n+2 has one zero between each consecutive pair of
points bi , bi+1. Since, by (8.30), p2n+2(−2) > 0, the remaining zero lies between bn+1 and −2. The
induction step for odd n is similar, and we do not give the details. 
Lemma 8.11. Fix ζ in the interval −2 < ζ < −1/2 and assume Conjecture 3.11. Then, pn(ζ ) is negative if
n ≡ 1mod 4 and positive else. Further, p˜n(ζ ) is negative if n ≡ 2mod 4 and positive else. Moreover, Pn(0, ζ ) is
positive if n ≡ 0 mod 4 and negative else. Finally, the leading coeﬃcient of Pn(x, ζ ) is negative if n ≡ 2 mod 4
and positive else.
Proof. Since we assume that pn does not vanish in the interval −2 < ζ < −1/2, pn(ζ ) has the same
sign as pn(−1), so the ﬁrst statement is obtained from (8.28). The sign of p˜n(ζ ) is determined as a
consequence. The remaining statements follow using (8.15a) and (8.16). 
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zeroes of Pn−1, b1, . . . ,bn the zeroes of Pn , and c1, . . . , cn+1 the zeroes of Pn+1. By induction, we
assume
0< b1 < a1 < b2 < a2 < · · · < an−1 < bn, (8.33)
and prove
0< c1 < b1 < c2 < · · · < bn < cn+1.
Using Lemma 8.11, we deduce from (8.33) that
(−1)i+χ(n≡1 mod 4)Pn−1(bi, ζ ) > 0.
It follows from (8.11) that, if Pn(x, ζ ) = 0, then
Pn+1(x, ζ ) = 2
χ(n even)ζ(ζ + 1)2x2 p˜n(ζ )pn(ζ )
(x− 2ζ − 1)((ζ + 2)x− ζ )p˜n−1(ζ )pn−1(ζ ) Pn−1(x, ζ ).
Again using Lemma 8.11,
(−1)n p˜n(ζ )pn(ζ )
p˜n−1(ζ )pn−1(ζ )
> 0.
Combining these facts we ﬁnd that
(−1)χ(n ≡3 mod 4)+i Pn+1(bi, ζ ) > 0.
Thus, Pn+1 has a zero between any two consecutive bi . Moreover, yet again using Lemma 8.11,
Pn+1(0, ζ )Pn+1(b1, ζ ) < 0, so there is an additional zero between 0 and b1. Finally, Pn+1(bn, ζ ) and
the leading coeﬃcient of Pn+1(x, ζ ) have opposite signs, so the ﬁnal zero is to the right of bn . 
9. Return to three-colour model
9.1. Uniformization of Φn
After the long detour in Sections 7 and 8, we are now ready to apply our results to the three-colour
model. First, we express the function Φn , introduced in Section 6, in terms of the polynomials Pn−1.
The following identities will be useful.
Lemma 9.1.With ζ as in (7.5),
2ζ + 1= θ(−pω,ω; p
2)2
θ(−ω, pω; p2)2 ,
ζ + 2= p θ(−1,−ω; p
2)θ(ω; p2)2
θ(−p,−pω; p2)θ(pω; p2)2 ,
ζ + 1= −θ(p,−pω; p
2)
θ(−p, pω; p2) , (9.1)
ζ − 1= θ(p, pω; p
2)θ(ω; p2)2
θ(−p,−pω; p2)θ(−ω; p2)2 . (9.2)
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ξ(−ω), ζ − 1 = ξ(−ω) − ξ(−1) and using (7.6). 
We note in passing that Lemma 9.1 can be used to prove (5.5). It is enough to check that, after
elementary simpliﬁcation,
(2ζ + 1)(ζ + 2)(ζ − 1)4
ζ(ζ + 1)4 = pω
θ(ω; p2)12θ(pω; p2)4
θ(−ω,−pω; p2)8 = 3
6p
(p3; p3)12∞
(p; p)12∞
;
this implies (5.5) in view of (3.13).
Lemma 9.2. One has
ζ(ζ + 1)4 = 2η3,
where
η = −θ(p; p
2)θ(−pω; p2)2
θ(pω; p2)θ(−p; p2)2 .
Proof. This follows easily from (9.1), using (4.2). 
Proposition 9.3. In the notation above,
Φn(t) = Bnθ
(
t,±pt; p2)θ(t±, pt±, pωt±; p2)n−1Pn−1(ξ(t), ζ ), (9.3)
where
Bn =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
− pω1−n
2−nθ(−ω;p2)
θ(p,−p;p2)θ(pω;p2)2n−2η n
2
4 (2ζ+1) n−22
, n even,
ω−n2−n
θ(p;p2)θ(pω;p2)2n−2η n
2−1
4 (2ζ+1) n−12
, n odd.
Proof. Both sides of (9.3) belong to the space
Vn−1(1, . . . ,1︸ ︷︷ ︸
n−1
, p, . . . , p︸ ︷︷ ︸
n−1
),
which is one-dimensional by Corollary 8.5. Thus, (9.3) holds for some constant Bn , which we compute
using part (iv) of Proposition 6.2. We have
Φn(ω) = (−1)n+1Bnω1−nθ
(−pω; p2)θ(p; p2)n−1θ(ω; p2)2n−1θ(pω; p2)3n−2Pn−1(0, ζ ),
Φn−1(t)
θ(t; p)2n−3
∣∣∣∣
t=p
= Bn−1p2−nω−n−1θ
(−1; p2)θ(ω; p2)2n−4Pn−2( ζ
ζ + 2 , ζ
)
.
By (8.5b) and (8.16),
Pn−1(0, ζ )
P (ζ/(ζ + 2), ζ ) = ζ
(
(ζ + 2)(2ζ + 1)
2
)[ n−12 ]
.n−2
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Bn
Bn−1
= (−1)np3[ n−22 ]+3−nω2 θ(−1; p
2)θ(ω; p2)2n−4
θ(−pω; p2)θ(p, pω; p2)n−1
1
ζ
(
2
(ζ + 2)(2ζ + 1)
)[ n−12 ]
=
⎧⎪⎨
⎪⎩
− pωn+1θ(−ω;p2)
θ(−p;p2)θ(pω;p2)2η n2
, n even,
− p−1ωn−1θ(−p;p2)
θ(−ω;p2)θ(pω;p2)2η n−12 (2ζ+1)
, n odd,
where we used Lemma 9.1 to simplify the expression. It is clear that this recursion can be solved as
indicated; the starting value B1 = ω/θ(p; p2) follows from part (v) of Proposition 6.2. 
Corollary 9.4.When ti are as in (4.7),
Z3Cn (t0, t1, t2) =
θ(λω2, λωn+1; p)2
θ(p; p2)η n24 θ(λ3; p3)n2+2n+3
× (ζ n2 p˜n−1(ζ )θ(−pω,−ωnλ2; p2)− ω1−nλpn−1(ζ )θ(−ω,−pωnλ2; p2))
for n even, while for odd n
Z3Cn (t0, t1, t2) =
θ(λω2, λωn+1; p)2
θ(p; p2)η n2−14 θ(λ3; p3)n2+2n+3
× (pn−1(ζ )θ(−p,−ωnλ2; p2)− ω−nλζ n−12 p˜n−1(ζ )θ(−1,−pωnλ2; p2)).
Proof. In Corollary 6.3, express Φn as in (9.3). Using (8.5), we see that
lim
t→1
Φn(t)
θ(t; p)2n−1 = Dnpn−1(ζ ),
lim
t→p
Φn(t)
θ(t; p)2n−1 = En p˜n−1(ζ ),
where
Dn = (−1)n+1θ
(−p; p2)θ(pω; p2)2n−2(2ζ + 1)[ n−12 ]Bn,
En = p1−nω1−nθ
(−1; p2)θ(ω; p2)2n−2ζn−1(ζ + 2)−[ n2 ]Bn.
To complete the proof, we use Lemma 9.1 to write these expressions as
Dn =
⎧⎪⎪⎨
⎪⎪⎩
pω1−n−n2 θ(−ω;p
2)
θ(p;p2)η n
2
4
, n even,
ω−n−n2 θ(−p;p
2)
θ(p;p2)η n
2−1
4
, n odd,
En =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−p2− 3n2 ω−n(n+1) θ(−pω;p2)ζ
n
2
θ(p;p2)η n
2
4
, n even,
p
3
2 (1−n)ω−n(n+1) θ(−1;p
2)ζ
n−1
2
2
n2−1
4
, n odd.
θ(p;p )η
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and ζ = −2), Corollary 9.4 reduces to (2.6).
When n = 2, we obtain the following important consequence.
Corollary 9.5. In the notation of Lemma 5.1,
τ (p) = ζ
2 + 4ζ + 1
η
.
By Lemma 9.2, it follows that, when ti are given by (4.7),
T (t0, t1, t2) = 2(ζ
2 + 4ζ + 1)3
ζ(ζ + 1)4 . (9.4)
Proof. Noting that
Z3C2 (t0, t1, t2) =
θ(λ; p)3 + θ(λω2; p)3
θ(λ; p)9θ(λω; p)12θ(λω2; p)9
and that
τ (p) = θ(λ; p)
3 + θ(λω; p)3 + θ(λω2; p)3
θ(λ3; p3) = limλ→ω2
θ(λ; p)3 + θ(λω2; p)3
θ(λ3; p3) ,
we express τ (p) using the case n = 2 of Corollary 9.4. After simpliﬁcation, we obtain
τ (p) = − ω
2θ(−p,−ω; p2)
θ(ω; p)2θ(p; p2)η
(
ζ 2(ζ + 3) − (3ζ + 1)).
Factoring
ζ 2(ζ + 3) − (3ζ + 1) = (ζ − 1)(ζ 2 + 4ζ + 1),
applying (9.2) and using (4.2b), we arrive at the stated result. 
9.2. Return to the polynomials qn and rn
Combining Theorem 3.1 and Corollary 9.4, one easily recovers two of our main results: Theo-
rems 3.2 and 3.6.
As a starting point, we note the theta function identities
θ
(−ωnλ2; p2)= ω2θ(−ω; p2)2θ(λω2n; p)2 − ωθ(−1; p2)θ(λω2n+1, λω2n+2; p)
θ(ω; p)2 , (9.5a)
λθ
(−pωnλ2; p2)= ωn+1 θ(−pω; p2)2θ(λω2n; p)2 − θ(−p; p2)θ(λω2n+1, λω2n+2; p)
θ(ω; p)2 . (9.5b)
These can be obtained as special cases of (4.1), or simply by noting that since they relate three
functions in a two-dimensional space, it is enough to verify them at the points λ = ωn and λ = ωn+2.
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Xn(p) = − ω
2θ(−ω; p)
θ(p; p2)θ(ω; p)2η n24
(
pn−1(ζ ) − ζ n2 p˜n−1(ζ )
)
= − pn−1(ζ ) − ζ
n
2 p˜n−1(ζ )
η
n2−4
4 (1− ζ 2)
,
Yn(p) = ω
2θ(−ω,−p; p2)
θ(p; p2)θ(ω; p)2η n24
(
pn−1(ζ ) − ζ n+22 p˜n−1(ζ )
)
= pn−1(ζ ) − ζ
n+2
2 p˜n−1(ζ )
η
n2
4 (1− ζ )
,
where we used Lemma 9.1 and (4.2). Similarly, when n is odd,
Xn(p) = pn−1(ζ ) − ζ
n+1
2 p˜n−1(ζ )
η
n2−1
4 (1− ζ )
,
Yn(p) = −2 pn−1(ζ ) − ζ
n−1
2 p˜n−1(ζ )
η
n2−9
4 (1− ζ )(1+ ζ )3
.
We now compare these expressions with (5.7). For instance, when n ≡ 0 mod 6,
−Xn = pn−1(ζ ) − ζ
n
2 p˜n−1(ζ )
η
n2−4
4 (1− ζ 2)
= Tqn(T )
τ (p)
.
By Corollary 9.5 and (9.4), this can be written as
pn−1(ζ ) − ζ n2 p˜n−1(ζ ) = (1− ζ )2
(
ζ 2 + 4ζ + 1) n2−44
×
(
ζ(ζ + 1)4
2(ζ 2 + 4ζ + 1)3
) n2
12 −1
qn
(
2(ζ 2 + 4ζ + 1)3
ζ(ζ + 1)4
)
.
Since, by Corollary 8.4, pn−1(0) = 1, it follows that qn is monic of degree n2/12−1, and that the ﬁnal
equation of Theorem 3.6 holds. Repeating the same argument for all cases, one obtains Theorems 3.2
and 3.6.
Finally, we comment on the deduction of Corollary 3.3 from Theorem 3.2. This is a tedious exercise,
and we will only explain the case when n ≡ 1 mod 6 and we consider squares of colour 2. In this
case,
Z3Cn (t0, t1, t2) = (t0t1t2)
n(n+2)
3
(
t0t1
t2
qn(T ) − 2 t0t1 + t0t2 + t1t2
t2
rn(T )
)
= (t0t1t2) n(n+2)3
(
t0t1
t
T
n2−1
12 − 2 t0t1 + t0t2 + t1t2
t
T
n2−13
12
)
+ · · · ,2 2
H. Rosengren / Advances in Applied Mathematics 46 (2011) 481–535 531the ellipsis denoting lower terms in T , hence also in t2. Writing
T = t2 (t0 + t1)
3
(t0t1)2
+ · · · ,
this can be simpliﬁed to
(t0t1)
n2+4n+7
6 t
5n2+8n−13
12
2 (t0 + t1)
n2−9
4
(
t20 + t21
)+ · · · .
Thus, the leading power of t2 is (5n2 + 8n − 13)/12, and the coeﬃcient of
t
n2+4n+7
6 +k
0 t
5n2+8n+11
12 −k
1 t
5n2+8n−13
12
2
is
(
(n2 − 9)/4
k
)
+
(
(n2 − 9)/4
k − 2
)
.
Repeating the same argument for each colour and each residue class of n mod 6, one obtains Corol-
lary 3.3.
9.3. Proof of Proposition 3.4
In this section, we prove that r2n+1 has integer coeﬃcients. We need the following fact, which is
generalized in Corollary 9.8.
Lemma 9.6. The polynomial 2[
n(n+2)
2 ]pn(ζ/2) has integer coeﬃcients.
For the proof, we will use a determinant formula for pn .
Lemma 9.7. The polynomials pn are given by
pn(ζ ) = (−1)
(n+12 )ζn
2
(ζ + 1)n2
2n2
∏n
j=1( j − 1)!2(1+ 2ζ )[
n2
4 ](1+ ζ2 )n
2+[ (n−1)24 ]
× det
1i, jn
(
∂ i+ j−2
∂xi−1∂ y j−1
∣∣∣∣
x=2ζ+1, y= ζ
ζ+2
F (x, y,2ζ + 1)
G(x, y)
)
.
Proof. Let xi → 2ζ + 1, yi → ζ/(ζ + 2) and z = 2ζ + 1 in (3.9). The left-hand side can be expressed
in terms of the polynomials pn using (8.3b). We now apply the well-known identity
lim
x1,...,xn→a,
y1,...,yn→b
det1i, jn( f (xi, y j))∏
1i< jn(xi − x j)(yi − y j)
= 1∏n
j=1( j − 1)!2
det
1i, jn
(
∂ i+ j−2 f (a,b)
∂xi−1∂ y j−1
)
.
Simplifying the prefactor using (8.8), we obtain the desired result. 
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determinant, and then replace ζ by ζ/2. Note that
F (x+ ζ + 1, y + ζ/(ζ + 4), ζ + 1; ζ/2)
G(x+ ζ + 1, y + ζ/(ζ + 4); ζ/2) =
(ζ + 2)(ζ + 4)A(x, y, ζ )
B(x, y, ζ )
, (9.6)
where A, B ∈ Z[x, y, ζ ] and B(0,0, ζ ) = ζ 2(ζ + 2)2. It follows that the Taylor expansion of (9.6) at
x = y = 0 has the form
(ζ + 4)
ζ 2(ζ + 2)
∞∑
k,l=0
Ckl(ζ )
(ζ 2(ζ + 2)2)k+l x
k yl,
where Ckl ∈ Z[ζ ]. Using (8.2), Lemma 9.7 can then be written
2[
n(n+2)
2 ]pn(ζ/2) = (−1)
(n+12 ) det1i, jn(Ci−1, j−1(ζ ))
ζn
2
(ζ + 2)n(n−1)(ζ + 1)[ n24 ](ζ + 4)n(n−1)+[ (n−1)24 ]
.
The right-hand side is a quotient of two polynomials with integer coeﬃcients. Since the denominator
is monic, the left-hand side has integer coeﬃcients. 
Proof of Proposition 3.4. Let n be even, and write (3.4) in the form
n(n+1)/2∑
k=0
2k−
n(n+2)
2 bkζ
k =
[n(n+2)/12]∑
k=0
ck
2k
ζ k(ζ + 1)4k(ζ 2 + 4ζ + 1) n(n+2)4 −3k
−
[(n−2)(n+4)/12]∑
k=0
dk
2k
ζ k+1(ζ + 1)4k+3(ζ 2 + 4ζ + 1) (n−2)(n+4)4 −3k. (9.7)
Here, bk are coeﬃcients of the polynomial 2
n(n+2)
2 pn(ζ/2), which are integer by Lemma 9.6. The num-
bers ck are coeﬃcients of q˜n+1, which are also integers, see Section 5. We need to show that dk are
integers. To this end, let 0 m  [(n − 2)(n + 4)/12], pick out the coeﬃcient of ζ n(n+2)2 −m on both
sides of (9.7), and multiply the result by 2m . This leads to a triangular system of the form
cm − dm +
∑
j<m
(Zc j + Zd j) =
{
0, 0m < n2 ,
b n(n+2)
2 −m,
n
2 m [ (n−2)(n+4)12 ].
By induction on m, it follows that each dm is an integer. 
Proposition 3.4 implies an integrality result for the coeﬃcients of pn . Although it seems to be far
from sharp, it may still have some interest.
Corollary 9.8. Let pn(ζ ) =∑n(n+1)/2k=0 akζ k. Then, 2μkak ∈ Z, where
μk =
{
min([n(n+2)12 ],k, n(n+2)2 − k), n even,
min([ (n+1)212 ],k, (n+1)
2
2 − k), n odd.
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n(n+2)
2 bk = ak and that ck and dk
are integers. For odd n, the proof is similar. 
10. Thermodynamic limit
In this section, we give a formal derivation of our conjectured expression (3.12) for the free energy.
Essentially, we assume that the free energy can be expressed in terms of a formal power series in the
variable ζ , and then deduce (3.12) by formally taking n → ∞ in Proposition 8.3. To turn this into
a rigorous proof would require strong analyticity assumptions that seem diﬃcult to verify a priori.
However, one can observe that (3.12) gives the correct result not only as ζ → 0, but also at ζ = 1
(because of (2.6) and (3.14)) and as ζ → ∞ (since it has the correct behaviour under ζ → ζ−1). It
also seems to agree with numerical experiment.
We will assume that
lim
n→∞
log(pn(ζ ))
n2
= log g(ζ ) (10.1)
exists in the algebra of formal power series in ζ . We also assume that the convergence is regular in
the sense that if we factor
pn(ζ ) = g(ζ )n2φn(ζ ), (10.2)
then
lim
n→∞
φn(ζ )
2
φn+2(ζ )φn−2(ζ )
= 1, (10.3)
still in the sense of formal power series. As a weak motivation for this assumption, we note that, by
Proposition 8.9 and (3.14), φn(1) ∼ Cnαβn , where C is different for even and odd n. Thus, (10.3) holds
pointwise at ζ = 1, whereas the limit
lim
n→∞
φn(ζ )
2
φn+1(ζ )φn−1(ζ )
∣∣∣∣
ζ=1
does not exist.
Let us now apply Proposition 8.3, which we write in the form
(1+ ζ )2pn+1(ζ )pn−1(ζ ) = (1+ 2ζ )1+χ(n even)
(
1+ ζ
2
)1+χ(n odd)
pn(ζ )
2 +O(ζn+1),
where O(ζn+1) is a polynomial divisible by ζn+1. Iterating this gives
(1+ ζ )8pn+2(ζ )pn−2(ζ ) = (1+ 2ζ )6
(
1+ ζ
2
)6
pn(ζ )
2 +O(ζn).
Applying the factorization (10.2) we obtain
g(ζ )8 = (1+ 2ζ )
6(1+ ζ2 )6
(1+ ζ )8 ·
φn(ζ )
2
φ (ζ )φ (ζ )
+ O(ζ
n)
(1+ ζ )8g(ζ )2n2φ (ζ )φ (ζ ) .n+2 n−2 n+2 n−2
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g(ζ ) = (1+ 2ζ )
3
4 (1+ ζ2 )
3
4
1+ ζ .
Replacing ζ by ζ−1 in (10.1) then gives
lim
n→∞
log(p˜n(ζ ))
n2
= log g(ζ ). (10.4)
Finally, using (10.1) and (10.4) in Corollary 9.4 gives
lim
n→∞
log Z3Cn (t0, t1, t2)
n2
= log
(
g(ζ )
η1/4θ(λ3; p3)
)
= 1
3
log(t0t1t2) + log
(
g(ζ )
η1/4
)
.
By Lemma 9.2, this may be written as in (3.12).
11. Note added in proof
Immediately after seeing an earlier version of the present paper, Vladimir Bazhanov and Vladimir
Mangazeev sent me an interesting conjectured recursion for the polynomials pn . This recursion gives a
much faster way of computing the three-colour partition function than those obtained in the present
paper. The conjecture can be found in [7], where the authors stress the resemblance to polynomials
occurring in their analysis of the eight-vertex model [4–6]. It would be interesting to investigate if
that relation can be made precise; for instance, that may give a link between the present work and
the Painlevé VI equation.
Acknowledgments
This work was partly carried out while participating in the programme Discrete Integrable Systems
at the Isaac Newton Institute for Mathematical Sciences, and I thank the institute and the programme
organizers for their support. I would also like to thank Vladimir Bazhanov, Vladimir Mangazeev,
Jacques Perk and, in particular, Don Zagier for their interest and for valuable comments and sug-
gestions. Finally, I thank the anonymous referees for useful comments.
References
[1] G.E. Andrews, Plane partitions. III. The weak Macdonald conjecture, Invent. Math. 53 (1979) 193–225.
[2] R.J. Baxter, Three-colorings of the square lattice: A hard squares model, J. Math. Phys. 11 (1970) 3116–3124.
[3] R.J. Baxter, Eight-vertex model in lattice statistics and one-dimensional anisotropic Heisenberg chain II. Equivalence to a
generalized ice-type model, Ann. Physics 76 (1973) 25–47.
[4] V.V. Bazhanov, V.V. Mangazeev, Eight-vertex model and non-stationary Lamé equation, J. Phys. A 38 (2005) L145–L153.
[5] V.V. Bazhanov, V.V. Mangazeev, The eight-vertex model and Painlevé VI, J. Phys. A 39 (2006) 12235–12243.
[6] V.V. Bazhanov, V.V. Mangazeev, Analytic theory of the eight-vertex model, Nuclear Phys. B 775 (2007) 225–282.
[7] V.V. Bazhanov, V.V. Mangazeev, Eight-vertex model and Painlevé VI equation. II. Eigenvector results, J. Phys. A 43 (2010)
085206.
[8] B.C. Berndt, Ramanujan’s Notebooks, Part III, Springer-Verlag, New York, 1991.
[9] P.M. Bleher, V.V. Fokin, Exact solution of the six-vertex model with domain wall boundary conditions. Disordered phase,
Comm. Math. Phys. 268 (2006) 223–284.
[10] P. Bleher, K. Liechty, Exact solution of the six-vertex model with domain wall boundary conditions. Ferroelectric phase,
Comm. Math. Phys. 286 (2009) 777–801.
[11] P. Bleher, K. Liechty, Exact solution of the six-vertex model with domain wall boundary condition. Critical line between
ferroelectric and disordered phases, J. Stat. Phys. 134 (2009) 463–485.
[12] P. Bleher, K. Liechty, Exact solution of the six-vertex model with domain wall boundary conditions. Antiferroelectric phase,
Comm. Pure Appl. Math. 63 (2010) 779–829.
[13] G. Darboux, Leçons sur la théorie générale des surfaces et les applications géométriques du calcul inﬁnitésimal, Deuxième
partie, Gauthier–Villars, Paris, 1889.
H. Rosengren / Advances in Applied Mathematics 46 (2011) 481–535 535[14] W. Fulton, J. Harris, Representation Theory, Springer-Verlag, New York, 1991.
[15] R. Hirota, Y. Ohta, J. Satsuma, Wronskian structure of solutions for soliton equations, Progr. Theoret. Phys. Suppl. 94 (1988)
59–72.
[16] A.G. Izergin, Partition function of a six-vertex model in a ﬁnite volume, Soviet Phys. Dokl. 32 (1987) 878–879.
[17] A.G. Izergin, D.A. Coker, V.E. Korepin, Determinant formula for the six-vertex model, J. Phys. A 25 (1992) 4315–4334.
[18] V. Korepin, P. Zinn-Justin, Thermodynamic limit of the six-vertex model with domain wall boundary conditions, J. Phys. A
33 (2000) 7053–7066.
[19] G. Kuperberg, Another proof of the alternating-sign matrix conjecture, Int. Math. Res. Not. IMRN 1996 (1996) 139–150.
[20] A.N. Leznov, M.V. Saveliev, Theory of group representations and integration of nonlinear systems xa,zz¯ = exp(kx)a , Phys. D
3 (1981) 62–72.
[21] E.H. Lieb, The residual entropy of square ice, Phys. Rev. 162 (1967) 162–172.
[22] I.G. Macdonald, Aﬃne root systems and Dedekind’s η-function, Invent. Math. 15 (1972) 91–143.
[23] I.G. Macdonald, Symmetric Functions and Hall Polynomials, Clarendon Press, Oxford, 1979.
[24] W.H. Mills, D.P. Robbins, H. Rumsey, Alternating sign matrices and descending plane partitions, J. Combin. Theory Ser. A 34
(1983) 340–359.
[25] M. Noumi, Painlevé Equations Through Symmetry, Amer. Math. Soc., Providence, 2004.
[26] S. Okada, Enumeration of symmetry classes of alternating sign matrices and characters of classical groups, J. Algebraic
Combin. 23 (2006) 43–69.
[27] J. Propp, The many faces of alternating sign matrices, in: Discrete Models: Combinatorics, Computation, and Geometry,
MIMD, Paris, 2001, pp. 43–58.
[28] A.V. Razumov, Yu.G. Stroganov, Three-coloring statistical model with domain wall boundary conditions. I. Functional equa-
tions, Theoret. and Math. Phys. 161 (2009) 1325–1339.
[29] H. Rosengren, An Izergin–Korepin-type identity for the 8VSOS model, with applications to alternating sign matrices, Adv.
in Appl. Math. 43 (2009) 137–155.
[30] H. Rosengren, M. Schlosser, Elliptic determinant evaluations and the Macdonald identities for aﬃne root systems, Compos.
Math. 142 (2006) 937–961.
[31] B. Schoeneberg, Elliptic Modular Functions, Springer-Verlag, New York, Heidelberg, 1974.
[32] Yu.G. Stroganov, The Izergin–Korepin determinant at a cube root of unity, Theoret. Math. Phys. 146 (2006) 53–62.
[33] G.N. Watson, Theorems stated by Ramanujan. VII: Theorems on continued fractions, J. Lond. Math. Soc. 4 (1929) 39–48.
[34] D. Zeilberger, Proof of the alternating sign matrix conjecture, Electron. J. Combin. 3 (1996), Research Paper 13.
[35] D. Zeilberger, Proof of the reﬁned alternating sign matrix conjecture, New York J. Math. 2 (1996) 59–68.
[36] P. Zinn-Justin, Six-vertex model with domain wall boundary conditions and one-matrix model, Phys. Rev. E 62 (2000)
3411–3418.
