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Preface
The area of unmanned robotic systems is one of the fastest growing industries and 
has a number of evolving applications. Autonomous robots are ideal candidates for 
applications such as rescue missions, especially in areas that are difficult to access. 
Swarm robotics (multiple robots working together) is another exciting application 
of the unmanned robotics systems, for example, coordinated search by an inter-
connected group of moving robots to find a source of hazardous emissions. These 
robots can behave like individuals working in a group without a centralized control. 
Researchers have developed intelligent control algorithms for the swarms after deep 
study of animal behavior in herds, bird flocks, and fish schools. 
In the field of robotics, the use of Unmanned Aerial Vehicles (UAVs), more 
commonly known as drones, has drastically increased over the recent years. In 
particular, there is a special surge of interest in quadrotor drones because of their 
advantages over fixed-wing drones in terms of their maneuverability and versatil-
ity. Moreover, quadrotor drones have a straightforward mechanical design, are 
relatively cheap to purchase, and are small in size. Quadrotors are widely used 
in military and civilian applications involving search and rescue, area mapping, 
surveillance, wildlife protection, and infrastructure inspection. All these applica-
tions involve visual mapping of large areas. The popularity of UAVs to perform 
these tasks is supported by increased technological possibilities in the area of image 
recognition. UAVs are strongly coupled, inherently nonlinear systems that require 
advanced nonlinear control techniques.
Strategies employed for the control of UAVs include linearization-based control 
techniques such as PID and LQR, and nonlinear control methods. The search for 
increased performance has always been the main goal for control engineers. As mul-
tirotor UAVs are highly nonlinear systems, simple control strategies may not suffice 
for the performance demand. Due to the high degree of nonlinearity, parameter 
identification can be difficult, which raises uncertainties in the system model. To 
cope with these model uncertainties, robustness of the control law becomes a neces-
sity. Sliding mode control is a nonlinear control tool and is known to be a robust 
control technique. To achieve reliable quadcopter control over a wider operational 
envelope, several nonlinear control methods have recently been developed. Popular 
nonlinear control methods for quadrotor systems include backstepping, feedback 
linearization, dynamic inversion, adaptive control, Lyapunov-based robust control, 
passivity-based control, fuzzy-model approach, and sliding mode control.
This book presents recent studies of unmanned robotic systems and their applica-
tions. With its five chapters, the book brings together important contributions 
from renowned international researchers. Chapter 1 emphasizes robotic search and 
rescue via in-pipe inspection robots. It gives an overview of a screw-drive in-pipe 
mobile robot, a three-module parallel arrangement type in-pipe mobile robot, and 
several types of multi-link articulated wheeled-type in-pipe robots. Chapter 2 is 
devoted to the problem of autonomous coordinated search by an interconnected 
group of moving robots for the purpose of find a source of hazardous emissions 
such as hazardous gas and particles. The chapter introduces a search strategy that 
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operates in a completely decentralized manner, as long as the communication 
network of the moving robots forms a connected graph. Chapter 3 proposes a 
vision-based sliding mode control algorithm for autonomous landing of a quadrotor 
UAV. The effectiveness of the control algorithm is illustrated through experimental 
results obtained using a DJI Matrice M100 drone. Chapter 4 presents a custom-built 
3D laser range platform SWAP and compares it against an architectural laser scan-
ner. The main advantage of the platform is its ability to scan in a continuous mode. 
The chapter introduces a new mapping tool (mapit) that can support and automate 
the registration of large sets of point clouds. Finally, Chapter 5 summarizes differ-
ent advanced control techniques for UAV control. These techniques include back-
stepping, feedback linearization, and sliding mode control. A commonly known 
UAV nonlinear model is presented and the proposed control strategies have been 
implemented using MATLAB. Simulation results are included to demonstrate the 
effectiveness of these control techniques.
Mahmut Reyhanoglu, Ph.D.
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So far, we have been engaged in the research and development of various kinds
of robots that could be applied to in-pipe inspections that existing methods (screw-
drive type, parallel multi-modular type, and articulated wheeled type) cannot
perform. In this chapter, we categorized each in-pipe inspection robot depending 
on its configuration and structure, which includes the design of the propulsive
mechanism, steering mechanism, stretching mechanism, and the locations of the
wheel and joint axes. On the basis of this classification and from a developer’s point
of view, we also discussed the various kinds of robots that we have developed, along 
with their advantages and disadvantages.
Keywords: robotic inspection, mechanical design, robots used in limited space,
mobile robots, image processing
1. Background
The progressive deterioration of aging social infrastructures in urban areas
around the world has led to the occurrences of serious accidents one after another. 
Risks of accidents are mainly hidden, especially in aging bridges, pipelines, ports, 
and airports, to name a few, all over the country. In particular, water and gas pipe
bursts and leaks, explosion, and fire accidents at complexes are growing into a
serious problem. A piping accident, for instance, not only cuts the lifeline but also
is associated with potential ignition of leaked gas, which necessitates urgent repair
and replacement of deteriorated parts. In the process of repairing and replacing 
pipelines, the most important issues include how to prioritize the repairing place, 
how to efficiently identify the deteriorated parts in advance, and how to perform
the work with minimum necessary cost and personnel.
The common method of inspection practiced up to the present is manual wall 
thickness measurement from outside of pipes using ultrasonic and magnetic
equipment. Practical-wise, such approach consumes time and could be difficult to
employ when reaching pipes installed at high places or underground. In addition, 
some pipelines contain toxic/explosive carbon monoxide (CO) and silane and com-
bustible/flammable gases, which may cause a health hazard to inspection workers. 
These setbacks suggest the need for cost and effort reduction in maintaining and 
managing pipelines and in securing safety. Under these circumstances, the recent
development of mechanical and electronic technologies, robotic nondestructive
inspection technology (NDT) with cameras, and thickness measurement sensors
(ultrasonic and magnetic methods) are receiving attention.
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So far, a number of methods called smart pipe inspection gage (PIG) have 
been reported to utilize fluid force in the pipe to push out and move the camera or 
inspection device. Owing to this passive movement, a route cannot be selected at 
the branch sections and cannot propel unless the internal pressure of the pipeline 
is sufficient. In the pipeline business, PIG is not suited to “unpiggable pipelines.” 
Instead, industrial endoscopes with a camera attached to the tip are widely 
employed. Nevertheless, as the endoscopes require being pressed in with hands, 
they are not suitable for inspection in long winding pipelines.
To solve this problem, companies, universities, and research institutions have 
been working on a large number of self-mobile in-pipe inspection robots. The 
robot’s movement can be roughly classified into legged type [1], peristaltic type [2], 
serpentine type [3], and infinite rotation type [4–10]. The legged-type robot walks 
in pipes while extending its legs against the inner wall. However, multiple degrees 
of freedom cause complicated control systems and an increase in the entire robot 
size. The peristaltic-type robot produces propagating contractive waves found in 
earthworms and leeches to move as it pushes out its multiple segments in order. Any 
of the segments always comes in contact with the inner wall of the pipe to support 
the body; thus, it can move upward at vertical sections. The serpentine type moves 
in pipes by sending a waveform to an elongated structure consisting of multiple seg-
ments as seen in snakes. Unlike conventional planar snake-like robots with passive 
rollers at their bottom, the directions of the wave and the travel are the same.
Those types are very interesting and important in the sense of scientific 
investigation on how animal locomotion adapts to tubelike narrow environments. 
However, the infinite rotation type, such as in drive wheels and crawler mechanisms 
(belt-driven), was the one substantially studied as it provides a significantly faster 
and more efficient motion than the abovementioned animal locomotion schemes 
despite its simple structure and low cost. Thus, this is expected to contribute in 
checking buildings or infrastructures before and after disasters, especially in enter-
ing into a collapsed building through pipes to search for human casualties.
2. Essential mechanisms for in-pipe inspection robots
For each of the in-pipe robots described above, the body structure consists of 
three essential components: (1) a propulsive mechanism for moving forward and 
backward, (2) a steering mechanism for turning at bent and branch sections, and 
(3) an extending mechanism for avoiding slipping and falling at vertical sections. 
The propulsive and steering mechanisms are very common in the mobile robot 
field, whereas the extending mechanism is specific to in-pipe mobile robotic appli-
cations. A general in-pipe mobile mechanism is shown in Figure 1.
We believe that a key point in designing a small and highly adaptable in-pipe 
robot is its functional complex. If three components (propulsive, steering, and 
extending) are installed separately, then an increase in size is inevitable. In a sense, 
the legged-type, peristaltic-type, and serpentine-type locomotion can be regarded 
as the common principle because the propulsive mechanism works simultaneously 
as an extension and as a steering component. Moreover, the radial size of the snake 
and peristaltic robots may be reduced because the robot body itself generates a 
propulsive force by shifting its body shape, which suggests the nonnecessity of 
additional motion mechanisms. As mentioned above, animallike locomotion in 
pipes is slower than wheel-driven locomotion. Therefore, it is important to develop 
a scheme that combines the advantage of the wheeled mechanism (faster move-
ment) and the snake and peristaltic mechanism (small size).
3
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Structures with several components generally conflict with downsizing. 
Nonetheless, this issue is solved to some extent by combining multiple func-
tions in one part of the robot (a functional complex). In this study, we tackle two 
approaches for the functional complex, namely, a differential mechanism and 
arranging multiple degrees of freedom (DoFs) on a common axis. Conceptually, 
the differential mechanism approach is applied to a steering mechanism of a 
screw-drive robot [11] and a step adaptation mechanism of a three-modular robot, 
whereas the idea of arranging multiple DoFs on a common axis is applied to an 
articulated wheeled robot.
3. Functional complex by a differential mechanism
An overview of the screw-drive-type in-pipe robot that we first introduced [12] 
is illustrated in Figure 2. This in-pipe robot consists of a front rotator that generates 
thrust and a rear stator that supports the reaction of the rotator. The rotator has 
several tilted passive wheels arranged on its circumference and can move forward 
and backward while tracing a spiral curve.
By arranging a motor and a gear reduction along the pipe axis, the output 
drive axis can be connected directly to the rotator without changing the direction 
of rotation through a transmission mechanism, such as a miter. This implies that 
the screw-drive type can be miniaturized easily, although it would face difficulty 
passing through T-branches with only a drive mechanism. To solve this challenge, an 
Figure 1. 
General in-pipe mobile mechanism.
Figure 2. 
Screw-drive in-pipe mobile robot for 5-in pipelines [12].
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active steering joint with a simple miter-geared differential mechanism is installed 
between the rotator and the stator. The rotator can be swung by only a single 
actuator in both the longitudinal and lateral directions depending on the in-pipe 
constraint condition.
Accordingly, the robot can be steered by only a single actuator in both the longitu-
dinal and lateral directions depending on the constraint condition in pipes. Owing to 
friction, the passive wheels of the middle unit maintain their position during rotation 
of the steering motor, and the front unit can be swung. Nonetheless, the robot can 
change its direction of navigation in pipes where steering movement is constrained 
by the inner wall, e.g., in straight sections. Driven by the orbiting miter gear, the 
entire middle unit rotates around the central axis; simultaneously, the wheels of the 
middle unit rotate in the circumferential direction as casters (Figures 3 and 4).
Meanwhile, we also developed an in-pipe robot called multi-module parallel 
arrangement type [13], which has a structure in which multiple belt-driven crawler 
mechanisms are arranged parallel to the pipe axis and on the circumference. 
Although it tends to increase in size, a large traction force can be generated by cou-
pling each propulsion force, and the orientation can be changed omnidirectionally 
by adjusting the speed balance among each module. In this study, we propose a new 
mechanism called an underactuated parallelogram crawler. We confirm its ability to 
cope with changes in internal pipe diameter without necessarily an increase in the 
number of motors (Figure 5).
Figure 4. 
Steering mode and rolling mode using a miter-geared differential mechanism.
Figure 3. 
Schematic of the screw-drive in-pipe mobile robot.
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To achieve differential motion, a pair of spur gears is mounted on the front 
flipper of each parallelogram crawler module. With the motion of the front flipper 
constrained by gravity and the pantograph-spring combining expansion mecha-
nism in a normal driving mode, the motor torque is transmitted to the front driving 
pulley (Figure 6a). The front flipper is lifted up once the motion of the robot is 
stopped (Figure 6b). An additional timing belt in these modes enables the simul-
taneous rotation of the front and rear flippers. To avoid an endless rotation of the 
flippers, stopper pins are attached to stop at 30°.
4. Functional complex by arranging multiple DoFs on a common axis
On one hand, the screw-drive type can be easily downsized but with an associ-
ated limit of travel to pipelines without any junction. On the other hand, the multi-
module parallel arrangement type can generate large propulsion by coupling each 
force but tends to increase in diameter. We thought that the differential mechanism 
could be one solution for downsizing; however, it leads to the complexity of the 
whole robot mechanism and eventually causes an increase in size and weight.
Figure 5. 
Three-module parallel arrangement type in-pipe mobile robot for 8-in pipelines [13].
Figure 6. 
Driving mode and parallelogram mode using a spur-geared differential mechanism. (a) Driving mode and, 
(b) Parallelogram mode (arm-lifting).
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change its direction of navigation in pipes where steering movement is constrained 
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middle unit rotate in the circumferential direction as casters (Figures 3 and 4).
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mechanisms are arranged parallel to the pipe axis and on the circumference. 
Although it tends to increase in size, a large traction force can be generated by cou-
pling each propulsion force, and the orientation can be changed omnidirectionally 
by adjusting the speed balance among each module. In this study, we propose a new 
mechanism called an underactuated parallelogram crawler. We confirm its ability to 
cope with changes in internal pipe diameter without necessarily an increase in the 
number of motors (Figure 5).
Figure 4. 
Steering mode and rolling mode using a miter-geared differential mechanism.
Figure 3. 
Schematic of the screw-drive in-pipe mobile robot.
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To achieve differential motion, a pair of spur gears is mounted on the front 
flipper of each parallelogram crawler module. With the motion of the front flipper 
constrained by gravity and the pantograph-spring combining expansion mecha-
nism in a normal driving mode, the motor torque is transmitted to the front driving 
pulley (Figure 6a). The front flipper is lifted up once the motion of the robot is 
stopped (Figure 6b). An additional timing belt in these modes enables the simul-
taneous rotation of the front and rear flippers. To avoid an endless rotation of the 
flippers, stopper pins are attached to stop at 30°.
4. Functional complex by arranging multiple DoFs on a common axis
On one hand, the screw-drive type can be easily downsized but with an associ-
ated limit of travel to pipelines without any junction. On the other hand, the multi-
module parallel arrangement type can generate large propulsion by coupling each 
force but tends to increase in diameter. We thought that the differential mechanism 
could be one solution for downsizing; however, it leads to the complexity of the 
whole robot mechanism and eventually causes an increase in size and weight.
Figure 5. 
Three-module parallel arrangement type in-pipe mobile robot for 8-in pipelines [13].
Figure 6. 
Driving mode and parallelogram mode using a spur-geared differential mechanism. (a) Driving mode and, 
(b) Parallelogram mode (arm-lifting).
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As introduced in the earlier sections, the key point for downsizing is combin-
ing the three components (propulsive, steering, and extending) in a common 
component. To achieve this compact design, we have been working on a multi-link-
articulated wheeled-type in-pipe robot whose wheel shaft (as propulsive) and joint 
(as steering and extending) are all arranged on the same axis. This configuration 
leads to a drastic miniaturization to 3–4 in. in the inner diameter of pipes and is 
even adaptable to winding pipelines and T-branch [14–19].
An overview of the multi-link-articulated wheeled-type in-pipe robot [20] is 
shown in Figure 7. This robot consists of four links and joints connecting them and 
moves back and forth using actively rotatable omni wheels installed on each joint 
axis. A torsional coil spring mounted in each joint allows the robot to form a zigzag 
shape, making the robot move up in vertical pipes by pressing the omni wheels to 
the inner wall of pipes. When the robot enters into a bent pipe, the joints can be 
opened and closed passively according to the shape of the curved section, thus 
making the robot easily pass through winding pipelines.
Another major feature of this robot is that the rotational axes of all joints are 
parallel to each other (Figure 8). As the positions of all joints move only on the 
same single plane, the robot cannot pass through bent pipes if the bending direc-
tion of the joints does not match the pathway direction of the pipes. However, this 
is not a disadvantage to the robot. For example, in a situation where the inner wall 
of pipelines has obstacles, such as holes and dents, the robot can avoid them by 
displacing the trajectory of the wheels and the obstacle.
To align the bending direction of the robot joints and the pathway direction of 
the pipe, we proposed a method of changing the robot’s orientation around the pipe 
axis by rolling spherical wheels [21–23] installed at its head and tail ends (Figure 9). 
The spherical wheel rotates freely in the direction of the robot movement; thus, it 
Figure 8. 
Two robot orientations depending on the passability to the bent pipe.
Figure 7. 
A multi-link-articulated wheeled-type in-pipe robot named AIRo-2.2 [20].
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does not disturb the movement of the omni wheels. Similarly, the omni wheel has 
several small free rollers arranged on its circumference; thus, they do not interfere 
with the rolling motion of the robot by the spherical wheels.
We confirmed the robot’s ability to pass through a 15-m-length and 4-in-diam-
eter vinyl chloride pipeline, including vertical sections with 12 bent and 1 T-branch 
pipes, as shown in Figure 10. Here, the operator operates the robot using a gamepad 
while only watching the camera images. It took approximately 6 min for the robot to 
reach the end of the pipeline and back to the entrance.
We have been in pursuit of a year-by-year improvement of the robot. The 
multi-link articulated wheeled-type in-pipe robots that we have been developing so 
far and their extended versions with some modifications (called AIRo-series) are 
displayed in Figure 11.
AIRo-2.2 mini is specially designed for cleaning inside flexible ducts. As it does 
not have to generate a large traction force, the robot is only composed of two links. 
By rotating the head brush, the inner surface of the duct can be cleaned. AIRo-3.0 
[24, 25] has the same multi-link structure as the AIRo-2.0 series. However, each joint 
has a differential mechanism to generate two movements: moving back and forth 
and twisting the body. AIRo-2.4 is a downsized version; from a 4-in diameter, its size 
was shrunk to 3 in. AIRo-2.3s is the latest version of the in-pipe robot and is equipped 
with an active joint with both angle and torque control systems (Figure 11).
Figure 9. 
Experiment in a 15-m pipeline with 12 bent and 1 T-branch pipes.
Figure 10. 
Active and passive degrees of freedom of the AIRo-2.2 [20].
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5. Functional complex of camera and operation assistant systems
The robots that we developed do not only assume a straight motion but also 
roll around the pipe axis through the spherical wheels mounted on the head and 
tail. However, operators need to select the direction in which the robot orientation 
should be rotated from only camera images, which normally requires a practiced 
skill. In addition, this reduces difficulty in operating the robot as it can detect the 
orientation relative to the pathway direction of the bent pipe by itself.
Regardless of the design, in-pipe inspection robots need at least one illumina-
tor and one camera to view its environment. For this matter, we proposed an 
anisotropic shadow-based operation assistant method using only a single LED and 
a camera (Figure 12) [26]. By displacing the position of the LED relative to that of 
the camera, a crescent-shaped shadow appears in the images captured in a bent pipe 
as illustrated in Figure 13 [27, 28]. The size, position, and orientation of the shadow 
depend on the robot’s orientation around the pipe axis, and it disappears in a certain 
robot’s orientation (anisotropic shadow). Generally, as for shadow-based navigation 
systems, shadow disappearance should be avoided to prevent the robot from losing 
its way. As exclusion, AIRo-2.2 is designed so that it could adapt to a bent pipe with-
out any control when the robot’s orientation and the pathway direction of the bent 
pipe are aligned. By aligning those two specific orientations, the robot can select the 
optimal orientation to adapt to the bent sections.
Even though the shadow that appears in the bent pipe can be clearly extracted 
by binarization alone after the threshold is tuned, the shadow that appears in 
the straight pipe is also detected in straight sections. Therefore, the robot may 
mistakenly recognize that it is in a bent pipe even if it is in a straight pipe. If the 
straight pipe and the bent pipe can be distinguished beforehand, then the opera-
tion assistant system used to adjust the robot roll orientation can be executed only 
in bent sections.
Figure 11. 
Multi-link-articulated wheeled-type in-pipe robots in the AIRo-series developed by the authors.
9
Robotic Search and Rescue through In-Pipe Movement
DOI: http://dx.doi.org/10.5772/intechopen.88414
In our research, a monochrome image histogram (the relationship between the 
number of pixels and the brightness value of a camera image) is used to automati-
cally distinguish a bending part and a straight pipe part (Figure 14). In straight 
pipes, the LED brightens the inner pipe wall around the robot. However, the light 
does not reach the far-off portion of the pipe (the center of the camera image), 
consequently leading to an even distribution in the luminance values from low to 
high on the image histogram (Figure 14a).
In bent sections, as the LED light is brightly reflected in many areas 
(Figure 14b) in the camera images (the distance between the LED and the wall 
of the pipe is close), the luminance value is concentrated at the high brightness 
on the image histogram (Figure 15). This difference can be distinguished by the 
Figure 12. 
AIRo-2.2 with a shadow-based operation assistant system [26].
Figure 13. 
Principle of crescent shadow appearance in camera images.
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calculation of the variance of the image histogram. Apparently, the value of vari-
ance increases in bent pipes, and it decreases in straight pipes.
We set the threshold of variance to 1.4 million and found that the robot recog-
nizes the bent pipe when it exceeded about D = 0.4 m. There is a portion where the 
variance value increases rapidly near D = 1.0 m in the graph mainly because of the 
influence of reflected light from the step part of the connecting pipe. Although 
the robot incorrectly recognizes it as a bent pipe in a straight section, traveling is not 
inhibited even if roll rotation is performed. At D = 0 m, the variance value decreases 
because the shadow image of the bent pipe is detected.
Figure 14. 
Image histograms captured in a straight section (a) and a bent section (b).
Figure 15. 
Variance value depending on the distance between the robot and the entrance of the bent pipe.
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We confirmed from the experiments that the robot with the shadow-based 
operation assistant system could travel by approximately 7.5 m in length, including 
three vertical pipes and seven bent pipes. At this time, the operator used only one 
button to make the robot move forward or stop (Figure 16).
6. Conclusions
Herein, we introduced our researched and developed in-pipe inspection robots 
and their shadow-based operation assistant system (orientation adjustment). The 
key point to designing such robot for various pipelines available is downsizing and 
simplification by the functional complex. Our approach for this functional complex 
included a differential mechanism, arrangement of multiple DoFs on a common 
axis, and usage of a camera not only for inspection but also for the operation 
assistant system. At the present stage, we are testing such approach in simulated 
pipelines installed in our laboratory. Nonetheless, we will continue to improve the 
development while collaborating with the user company and are planning to carry 
out experiments on the actual site.
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for a Hazardous Source in
Turbulent Conditions
Branko Ristic and Christopher Gilliam
Abstract
The problem is autonomous coordinated search by an interconnected group of
moving robots for the purpose of finding and localising a source of hazardous
emissions (e.g., gas and particles). Dispersion of the emitted substance is assumed
to be affected by turbulence, resulting in the absence of concentration gradients.
The chapter proposes a search strategy that operates in a completely decentralised
manner, as long as the communication network of the moving robots forms a
connected graph. By decentralised operation, we mean that each moving robot is
reasoning (i.e., estimating the source location and making decisions on robot
motion) locally. Coordination of the group is achieved by consensus via
communication with the neighbours only, in a manner which does not require
global knowledge of the communication network topology.
Keywords: autonomous search, machine intelligence,
sequential Monte Carlo estimation, infotaxis
1. Introduction
Searching strategies for finding targets using appropriate sensing modalities are
of great importance in many aspects of life. In the context of national security, there
could be a need to find a source of hazardous emissions [1–3]. Similarly, rescue and
recovery missions may be tasked with localising a lost piece of equipment that is
emitting weak signals [4]. Biological applications include, for example, protein
searching for its specific target site on DNA [5], or foraging behaviour of animals in
their search for food or a mate [6, 7]. The objective of search research [8] is to
develop optimal strategies for localising a target in the shortest time (on average),
for a given search volume and sensing characteristics.
The use of autonomous vehicles in dangerous missions, such as finding a source
of hazardous emissions, has become widespread [9–11]. Existing approaches to the
search and localisation in the context of atmospheric releases can be loosely divided
into three categories: up-flow motion methods, concentration gradient-based
methods and information gain-based methods, also known as infotaxis. Both the
up-flow motion methods and the concentration gradient methods are simple, in
the sense that they require only a limited level of spatial perception [12]. Their
limitations manifest in the presence of turbulent flows, due to the absence of
concentration gradients, when the plume typically consists of time-varying
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The problem is autonomous coordinated search by an interconnected group of
moving robots for the purpose of finding and localising a source of hazardous
emissions (e.g., gas and particles). Dispersion of the emitted substance is assumed
to be affected by turbulence, resulting in the absence of concentration gradients.
The chapter proposes a search strategy that operates in a completely decentralised
manner, as long as the communication network of the moving robots forms a
connected graph. By decentralised operation, we mean that each moving robot is
reasoning (i.e., estimating the source location and making decisions on robot
motion) locally. Coordination of the group is achieved by consensus via
communication with the neighbours only, in a manner which does not require
global knowledge of the communication network topology.
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1. Introduction
Searching strategies for finding targets using appropriate sensing modalities are
of great importance in many aspects of life. In the context of national security, there
could be a need to find a source of hazardous emissions [1–3]. Similarly, rescue and
recovery missions may be tasked with localising a lost piece of equipment that is
emitting weak signals [4]. Biological applications include, for example, protein
searching for its specific target site on DNA [5], or foraging behaviour of animals in
their search for food or a mate [6, 7]. The objective of search research [8] is to
develop optimal strategies for localising a target in the shortest time (on average),
for a given search volume and sensing characteristics.
The use of autonomous vehicles in dangerous missions, such as finding a source
of hazardous emissions, has become widespread [9–11]. Existing approaches to the
search and localisation in the context of atmospheric releases can be loosely divided
into three categories: up-flow motion methods, concentration gradient-based
methods and information gain-based methods, also known as infotaxis. Both the
up-flow motion methods and the concentration gradient methods are simple, in
the sense that they require only a limited level of spatial perception [12]. Their
limitations manifest in the presence of turbulent flows, due to the absence of
concentration gradients, when the plume typically consists of time-varying
15
disconnected patches. The information gain-based methods [13] have been
developed specifically for searching in turbulent flows. In the absence of a smooth
distribution of concentration (e.g., due to turbulence), this strategy directs the
searching robot(s) towards the highest information gain. As a theoretically
principled approach, where the source-parameter estimation is carried out in the
Bayesian framework and the searching platform motion control is based on the
information-theoretic principles, the infotaxic (or cognitive) search strategies have
attracted a great deal of interest [3, 14–23].
This chapter summarizes our recent results in development of an autonomous
infotaxic coordinated search strategy for a group of robots, searching for an emit-
ting hazardous source in open terrain under turbulent conditions. The assumption is
that the search platforms can move and sense. Two types of sensor measurements
are collected sequentially: (a) the concentration of the hazardous substance; (b) the
platform location within the search domain. Due to the turbulent transport of the
emitted substance, the concentration measurements are typically sporadic and
fluctuating. The searching platforms form a moving sensor network, thus enabling
the exchange of data and a cooperative behaviour. The multi-robot infotaxis have
already been studied in [16, 17, 20, 24]. However, all mentioned references assumed
all-to-all (i.e., fully connected) communication network with centralised fusion and
control of the searching group.
We develop an approach where the group of searching robots operate in a fully
decentralised coordinated manner. Decentralised operation means that each
searching robot performs the computations (i.e., source estimation and path
planning) locally and independently of other platforms. Having a common task,
however the robotic platforms must perform in a coordinated manner. This
coordination is achieved by exchanging the data with immediate neighbours only,
in a manner which does not require the global knowledge of the communication
network topology. For this reason, the proposed approach is scalable in the sense
that the complexities for sensing, communication, and computing per sensor
platform are independent of the sensor network size. In addition, because all sensor
platforms are treated equally (no leader-follower hierarchy), this approach is robust
to the failure of any of the searching agents. The only requirement for avoiding the
break-up of the searching formation is that the communication graph of the sensor
network remains connected at all times. Source-parameter estimation is carried out
sequentially, and on each platform independently, using a Rao-Blackwellised
particle filter. Platform path planning, in the spirit of infotaxis, is based on entropy-
reduction and is also carried out independently on every platform.
2. Mathematical models
First, we describe the measurement model. The concentration measurements are
modelled using a Lagrange encounters model developed in [13], based on an open
field assumption and a two-dimensional geometry. Let ith robotic vehicle position
(i ¼ 1, 2,…, N) at time tk be denoted by rik ∈R2. Suppose that the emitting source is
located at coordinates specified by the vector r0 ¼ X0;Y0½ �⊺ and its release rate, or
strength, is Q0. The goal of the search is to detect and estimate the source-
parameter vector η0 ¼ r⊺0 Q0
 ⊺ in the shortest possible time. The particles released
from the source propagate with combined molecular and turbulent isotropic diffu-
sivity D, but can also be advected by wind. The released particles have an average
lifetime τ before being absorbed. Let the averagewind characteristics be the speed U
and direction, which by convention, coincides with the direction of the x axis.
Suppose a spherical concentration measuring sensor of small radius a is mounted on
16
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the ith robot, whose position at time k is1 rik ¼ xik;  yik
� �⊺. This sensor will experience
a series of encounters with the particles released from the emitting source. The
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depends on environmental parameters only.
The probability that a sensor at location rik is hit by z∈Z
þ∪ 0f g dispersed
particles (where z is a non-negative integer) during a time interval t0 is Poisson
distributed, i.e.,
P z; μik








Parameter μik ¼ t0 � R η0; rik
� �
in (2) is the mean number of particles expected to
reach the sensor at location rik during interval t0. Eq. (2) expressed the likelihood
function of a concentration measurement zik collected by ith sensor, i.e.,
ℓ zikjη0
� � ¼ P zik; μik
� �
.
The motion model of a coordinated group of robots is described next. Let the
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� �⊺ has already been introduced and ϕik is the vehicle heading. The group
of searching vehicles moves in a formation. The centroid of the formation at time tk
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predefined and known to it (i.e., xik ¼ xck þ Δxi, yik ¼ yck þ Δyi).
The measurements of concentration are taken at time instants tk, k ¼ 1, 2,⋯.
Between two consecutive sensing instants, each platform is moving. Let the dura-
tion of this interval (referred to as the travel time) for the ith platform be Tik ≥0.
The assumption is that sensing is suppressed during the travel time.
Motion of the ith platform during interval Tik is controlled by linear velocity V
i
k
and angular velocity Ωik. Given that the motion control vector uik ¼ Vik;Ωik;Tik
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is
applied to the ith platform, its dynamics during a short integration time interval
δ≪Tik can be modelled by a Markov process whose transitional density is
π θitjθit�δ;uik




. The process noise covariance matrix Q cap-
tures the uncertainty in motion due to the unforeseen disturbances. The vehicle





1 Robot locations are assumed to be non-coincidental with the source location r0.
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disconnected patches. The information gain-based methods [13] have been
developed specifically for searching in turbulent flows. In the absence of a smooth
distribution of concentration (e.g., due to turbulence), this strategy directs the
searching robot(s) towards the highest information gain. As a theoretically
principled approach, where the source-parameter estimation is carried out in the
Bayesian framework and the searching platform motion control is based on the
information-theoretic principles, the infotaxic (or cognitive) search strategies have
attracted a great deal of interest [3, 14–23].
This chapter summarizes our recent results in development of an autonomous
infotaxic coordinated search strategy for a group of robots, searching for an emit-
ting hazardous source in open terrain under turbulent conditions. The assumption is
that the search platforms can move and sense. Two types of sensor measurements
are collected sequentially: (a) the concentration of the hazardous substance; (b) the
platform location within the search domain. Due to the turbulent transport of the
emitted substance, the concentration measurements are typically sporadic and
fluctuating. The searching platforms form a moving sensor network, thus enabling
the exchange of data and a cooperative behaviour. The multi-robot infotaxis have
already been studied in [16, 17, 20, 24]. However, all mentioned references assumed
all-to-all (i.e., fully connected) communication network with centralised fusion and
control of the searching group.
We develop an approach where the group of searching robots operate in a fully
decentralised coordinated manner. Decentralised operation means that each
searching robot performs the computations (i.e., source estimation and path
planning) locally and independently of other platforms. Having a common task,
however the robotic platforms must perform in a coordinated manner. This
coordination is achieved by exchanging the data with immediate neighbours only,
in a manner which does not require the global knowledge of the communication
network topology. For this reason, the proposed approach is scalable in the sense
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field assumption and a two-dimensional geometry. Let ith robotic vehicle position
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the ith robot, whose position at time k is1 rik ¼ xik;  yik
� �⊺. This sensor will experience
a series of encounters with the particles released from the emitting source. The




� � ¼ Q0
ln λa






















� �2 þ yik � Y0
� �2q is the distance between the source and the
ith sensor platform, K0 is the modified Bessel function of the second kind of order




depends on environmental parameters only.
The probability that a sensor at location rik is hit by z∈Z
þ∪ 0f g dispersed
particles (where z is a non-negative integer) during a time interval t0 is Poisson
distributed, i.e.,
P z; μik








Parameter μik ¼ t0 � R η0; rik
� �
in (2) is the mean number of particles expected to
reach the sensor at location rik during interval t0. Eq. (2) expressed the likelihood
function of a concentration measurement zik collected by ith sensor, i.e.,
ℓ zikjη0
� � ¼ P zik; μik
� �
.
The motion model of a coordinated group of robots is described next. Let the





rik ¼ xik; yik
� �⊺ has already been introduced and ϕik is the vehicle heading. The group
of searching vehicles moves in a formation. The centroid of the formation at time tk
















For each platform i ¼ 1,…, N, the offset Δxi;Δyi
� �





predefined and known to it (i.e., xik ¼ xck þ Δxi, yik ¼ yck þ Δyi).
The measurements of concentration are taken at time instants tk, k ¼ 1, 2,⋯.
Between two consecutive sensing instants, each platform is moving. Let the dura-
tion of this interval (referred to as the travel time) for the ith platform be Tik ≥0.
The assumption is that sensing is suppressed during the travel time.
Motion of the ith platform during interval Tik is controlled by linear velocity V
i
k
and angular velocity Ωik. Given that the motion control vector uik ¼ Vik;Ωik;Tik
� �⊺
is
applied to the ith platform, its dynamics during a short integration time interval
δ≪Tik can be modelled by a Markov process whose transitional density is
π θitjθit�δ;uik




. The process noise covariance matrix Q cap-
tures the uncertainty in motion due to the unforeseen disturbances. The vehicle





1 Robot locations are assumed to be non-coincidental with the source location r0.
17


























is introduced to compensate for a distor-
tion of the formation due to process noise with parameters:
εix ¼ xik�1 � xik�1 � Δxi
� �
4að Þ
εiy ¼ yik�1 � yik�1 � Δxi
� �
: 4bð Þ
Here, xik�1 and y
i
k�1 are the estimates of the coordinates of the formation centroid
at k� 1 (that is of xck�1 and yck�1, respectively) available to the ith platform. Coordi-
nates xik�1 and y
i
k�1 refer to the known ith vehicle position at k� 1. Figure 1 illus-
trates the trajectories of N ¼ 7 autonomous vehicles in a formation using the
described transitional density π θitjθit�δ;uik
� �
. In the absence of process noise (i.e.,
Q ¼ 0), the vehicles would move in a perfect formation if (a) all control vectors are
identical (i.e., u1k ¼ u2k ¼ ⋯ ¼ uNk ), and (b) all headings are identical (i.e.,
ϕ1k�1 ¼ ϕ2k�1 ¼ ⋯ ¼ ϕik�1). In this case, each platform would know the true coordi-
nates of the formation centroid (i.e., xik ¼ xck, yik ¼ yck, for i ¼ 1,…, N), and hence the
correction vectors Bik�1 would be zero.
A robotic platform can communicate with another platform of the formation, if
their mutual distance is smaller than a certain range Rmax. Because of process noise
in motion, the distance between the vehicles in the formation will vary and conse-
quently the topology of the communication network graph may also vary. For
simplicity, we will assume that communication links (when established) are error
free. Figure 1 illustrates the communication graphs of a formation consisting of
N ¼ 7 searching platforms at two consecutive time instants.
Figure 1.
An example of a formation of N ¼ 7 searching platforms at k ¼ 1, 2. The communication graphs (based on
established links between the platforms) are indicated with green lines. Note that communication network
topology is time-varying. The red line, starting from the centroid of the formation, indicates the instantaneous
velocity vector.
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3. Decentralised sequential estimation
Estimation and robot motion control are carried out using the measurement
dissemination-based decentralised fusion architecture [25]. Measurement locations2







exchanged via the communication network. The protocol is iterative. In the first
iteration, platform i broadcasts its triple to its neighbours and receives from them
their measurement triples. In the second, third and all subsequent iterations, plat-
form i broadcasts its newly acquired triples to the neighbours, and accepts from
them only the triples that this platform has not seen before (newly acquired).
Providing that the communication graph is connected, after a sufficient number of
iterations (which depends on the topology of the graph), a complete list of measure-
ment triples from all platforms in the formation, denoted dk ¼ xik; yik; zik
� �� �
1≤ i≤N,
will be available at each platform.
Suppose the posterior density function of the source at discrete-time k� 1 and
platform i be denoted pi η0jd1:k�1ð Þ, where d1:k�1 � d1, d2,⋯, dk�1. Given
pi η0jd1:k�1ð Þ and dk, the problem of sequential estimation is to compute the poste-
rior at time k, i.e., pi η0jd1:kð Þ. Using the Bayes rule, the posterior is
pi η0jd1:kð Þ ¼
g dkjη0ð Þpi η0jd1:k�1ð ÞÐ
g dkjη0ð Þpi η0jd1:k�1ð Þdη0
(5)
where g dkjη0ð Þ is the likelihood function. Assuming that individual platform
measurements are conditionally independent, g dkjη0ð Þ can be expressed as


































is independent of Q0. The posterior density pi η0jd1:kð Þ is computed using the
Rao-Blackwell dimension reduction scheme [26]. Using the chain rule, the posterior
can be expressed as:
pi η0jd1:kð Þ ¼ pi Q0jr0; d1:kð Þ � pi r0jd1:kð Þ (8)
where the posterior of source strength pi Q0jr0; d1:kð Þ will be worked out
analytically, while the posterior of source position pi r0jd1:kð Þ will be computed
using a particle filter. Following [27], we express the posterior pi Q0jr0; d1:k�1ð Þ
with the Gamma distribution whose shape and scale parameters are κk�1 and ϑk�1,
respectively. That is





ϑκk�1k�1 Γ κk�1ð Þ
:
(9)
2 Because the measurement locations are assumed to be known exactly, they will not be treated as
random variables.
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pi η0jd1:kð Þ ¼
g dkjη0ð Þpi η0jd1:k�1ð ÞÐ
g dkjη0ð Þpi η0jd1:k�1ð Þdη0
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where g dkjη0ð Þ is the likelihood function. Assuming that individual platform
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is independent of Q0. The posterior density pi η0jd1:kð Þ is computed using the
Rao-Blackwell dimension reduction scheme [26]. Using the chain rule, the posterior
can be expressed as:
pi η0jd1:kð Þ ¼ pi Q0jr0; d1:kð Þ � pi r0jd1:kð Þ (8)
where the posterior of source strength pi Q0jr0; d1:kð Þ will be worked out
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with the Gamma distribution whose shape and scale parameters are κk�1 and ϑk�1,
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ϑκk�1k�1 Γ κk�1ð Þ
:
(9)
2 Because the measurement locations are assumed to be known exactly, they will not be treated as
random variables.
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Since the conjugate prior of the Poisson distribution is the Gamma distribution
[28], the posterior p Q0jr0; d1:kð Þ is also a Gamma distribution with updated param-
eters κk and ϑk, i.e., p Q0jr0; d1:kð Þ ¼ G Q0; κk; ϑkð Þ. The computation of κk and ϑk can
be carried out analytically as a function of r0 and the measurement set
dk ¼ rik; zik
� �� �
1≤ i≤N [27]:





1þ ϑk�1∑Ni¼1ρ r0; rik
� � : (10)
The parameters of the prior for source strength, p Q0ð Þ ¼ G κ0;ϑ0ð Þ are chosen so
that this density covers a large span of possible values of Q0.
Next, we turn our attention to the posterior of source position pi r0jd1:kð Þ in the
factorised form (8). Given p r0jd1:k�1ð Þ, the update step of the particle filter using dk
applies the Bayes rule:
p r0jd1:kð Þ ¼ g dkjr0; d1:k�1ð Þp r0jd1:k�1ð Þf dkjd1:k�1ð Þ (11)
where f dkjd1:k�1ð Þ ¼
Ð
g dkjr0; d1:k�1ð Þp r0jd1:k�1ð Þdr0 is a normalisation constant.
The problem in using (11) is that the likelihood function g dkjr0; d1:k�1ð Þ is unknown;
only g dkjη0ð Þ of (6) is known. Fortunately, it is possible to derive an analytic
expression for g dkjr0; d1:k�1ð Þ:
g dkjr0; d1:k�1ð Þ ¼
ϑκkk Γ κkð Þ







The Rao-Blackwellised particle filter (RBPF) fully describes the posterior
pi η0jd1:kð Þ by a particle system




Here,M is the number of particles, wm,ik is a (normalised) weight associated with




k are the parameters of the
corresponding Gamma distribution for the source strength. Initially, at time k ¼ 0,
the weights are uniform (and equal to 1=M), rm, ik,0
n o
are the points on a regular grid
covering a specified search area, while κi0 ¼ κ0 and ϑm, i0 ¼ ϑ0. The sequential com-
putation of the posterior pi η0jd1:kð Þ using the RBPF is carried out by a recursive
update of the particle system Sik over time.
4. Decentralised formation control
In decentralised multi-robot search, each platform autonomously makes a
decision at time tk�1 about its next control vector uik, as described in Section 4.1.
However, in order to maintain the geometric shape of the formation and thus avoid
its break-up, there is a need to impose a form of coordination between the
platforms. This will be explained in Section 4.2.
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4.1 Selection of individual control vectors
A robot platform i autonomously decides on the control vector uik using the
infotaxis strategy [13], which can be formulated as a partially observed Markov deci-
sion process (POMDP) [29]. The elements of POMDP are (i) the information state,
(ii) the set of admissible actions and (iii) the reward function. The information state at
time tk�1 is the posterior density pi η0jd1:k�1ð Þ; it accurately specifies the ith platform
current knowledge about the source position and its release rate. Admissible actions
can be formed with one or multiple steps ahead. A decision in the context of search is
the selection of a motion control vector uik ∈U which will maximise the reward
function. According to Section 2, the space of admissible actions U is continuous with
dimensions: linear velocity V, angular velocityΩ and duration of motion T. In order to
reduce the computational complexity of numerical optimisation, U is adopted as a
discrete set with only myopic (one step ahead) controls. In addition, U is time-
invariant and identical for all platforms. If V, O and T denote the sets of possible
discrete-values ofV,Ω and T, respectively, then U is the Cartesian productV�O� T .
The myopic selection of the control vector at time tk on platform i is expressed as:





where D is the reward function and zik is the future concentration measurement





. In reality, this future measurement is not available (the decision
has to be made at time tk�1), and therefore the expectation operator E with respect
to the prior measurement PDF features in (13).
Previous studies of search strategies [3, 20] found that the reward function
defined as the reduction of entropy, results in the most efficient search. Hence, we
adopt the expected reward defined as
Ri ¼ E D pi η0jd1:k�1ð Þ; zik vð Þ
� �� � ¼ Hik�1 � E Hik zik vð Þ
� �� �
(14)
where Hk�1 is the current differential entropy, defined as
Hik�1 ¼ �
ð





≤Hk�1 is the future differential entropy (after a hypothetical




� � ¼ �
ð
pi η0jd1:k�1; dik vð Þ
� �
ln pi η0jd1:k�1; dik vð Þ
� �
dη0, (16)
where dik ¼ xik; yik; zik
� �
. The expectation operator E in (14) is with respect to the
probability mass function P zikjd1:k�1
� � ¼ Ð ℓ zikjη0
� �




� �� � ¼ ∑
zik
P zikjd1:k�1
� � �Hk zik vð Þ
� �
: (17)
Given that pi η0jd1:k�1ð Þ is approximated by a particle system Sik�1, one can
approximately compute Hik�1, which features in (14), as
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can be formed with one or multiple steps ahead. A decision in the context of search is
the selection of a motion control vector uik ∈U which will maximise the reward
function. According to Section 2, the space of admissible actions U is continuous with
dimensions: linear velocity V, angular velocityΩ and duration of motion T. In order to
reduce the computational complexity of numerical optimisation, U is adopted as a
discrete set with only myopic (one step ahead) controls. In addition, U is time-
invariant and identical for all platforms. If V, O and T denote the sets of possible
discrete-values ofV,Ω and T, respectively, then U is the Cartesian productV�O� T .
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In order to compute E Hik zik vð Þ
� �� �
of (17), first note that
P zikjd1:k�1
� � ¼ P zik; μ̂ik�1
� �
, where μ̂ik�1 is the predicted mean rate of chemical par-
ticle encounters at location rik (where the platform i would move after applying a















where the product κik�1ϑ
m,i
k�1 approximates the source release rate as the mean of




. Next, we find the value of







is greater than a certain threshold 1� ε, where ε≪ 1. The summa-
tion (17) is then computed only for zik ¼ 0, 1,⋯, zmax. Computation of Hk zik vð Þ
� �
is
carried out according to (18), except that wm,ik�1 is replaced with
wm,ik ¼ wm,ik�1 � P zik; μm, ik�1
� �
, where
μm, ik�1 ¼ κik�1ϑm, ik�1 ρ rm, i0, k�1; rik
� �
:

















Pseudo-code of the routine for the computation of control vector on platform i is
given by Algorithm 1.
Algorithm 1 Computation of uik




2: Compute Hk�1 using (18)
3: Create admissible set U ¼ V�O� T
4: for every v∈U do
5: Compute the future platform location rik vð Þ
6: Compute μ̂ik�1 using (19)





8: Compute E Hik zik vð Þ
� �� �
using (20)
9: Calculate the expected reward ℛi using (14)
10: end for
11: Find uik using (13)
12: Output: uik
4.2 Cooperative control through consensus
So far, we have explained how platform i would independent of the other
platforms in the formation determine the best action for itself, i.e., uik. In general,
individual platforms will disagree on the best action, and in the extreme
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u1 6¼ u2 6¼ ⋯, 6¼ uN. In order to maintain the shape of the formation during the
motion period (from time tk�1 to tk), the platforms need to reach an agreement on
the common action uk, to be applied to all platforms at the same time. But this is not
sufficient; according to the motion model in Section 2, the platforms also need to
agree on the formation centroid coordinates and the common heading angle ϕk�1 to
be applied in (4).
We apply decentralised cooperative control based on the average consensus
[30, 31]. In a network of collaborating agents, consensus is an iterative protocol
designed to reach an agreement regarding a certain quantity of interest. Suppose
that every platform, as a node in the communication network, initially has an
individual scalar value. The goal of average consensus is for every node in the
network to compute the average of initial scalar values, in a completely
decentralised manner: by communicating only with the neighbours in the commu-
nication graph (without knowing the topology of the communication graph).
In the problem we consider, there is not only a single individual scalar value, but
six of them. They include three motion control parameters, i.e., for platform i, Vik,
Ωik and T
i




k�1 and the heading angle
of each platform ϕik�1.














Ideally, we want every platform in the formation to compute the mean value
b ¼ 1N∑Ni¼1bi. If all platforms in the formation were to use identical average values
for motion control, centroid coordinates and heading, then their motion would be
coordinated (except for process noise, which will be taken care of through vector
Bik�1 in (4)) and the shape of the formation would be maintained (provided Rmax is
adequate).
Average consensus is an iterative algorithm. At iteration s ¼ 0, the node in the
communication graph (the robot platform) will initialise its state bi 0ð Þ using either
a component of vector uik (if bi is a motion control parameter) or the platform pose
θik�1 (if bi is a formation centroid coordinate or heading angle). This value is locally
available. The initial values of centroid coordinates are the actual ith platform
coordinates, i.e., xik�1 0ð Þ ¼ xik�1 and yik�1 0ð Þ ¼ yik�1. At each following iteration
s ¼ 1, 2,⋯, each platform updates its state with a linear combination of its own state
and the states of its current neighbours. Let us denote the set of current neighbours
of platform i by J i. Then [30]:
bi sð Þ ¼ 1� ∣J i∣N
� �
bi s� 1ð Þ þ 1N ∑j∈J i
bj s� 1ð Þ (21)
where ∣J i∣ is the number of neighbours of platform i. This particular linear
combination is based on the so-called maximum degree weights [32]. Other weights
can be also used. It can be shown that if the communication graph is connected, the
values bi sð Þ after many iterations converge to the mean b [32].
The search continues until the global stopping criterion is satisfied. The local
stopping criterion is calculated on each platform independently based on the spread
of the local positional particles rm, i0,k
n o
, measured by the square-root of the trace of
its sample covariance matrix Ck. For example, if the spread of particles on platform
i is smaller than a certain threshold ϖ, then the local stopping criterion is satisfied
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and is given a value of one, otherwise it is zero. This local stopping criterion value
(zero or one) becomes the initial state of the global stopping criterion on platform i,
denoted σi 0ð Þ:








The global stopping criterion is computed on each platform using the average
consensus algorithm, using (21), but with bi replaced by σi. After a sufficient
number of iterations, S, platform i decides to stop the search if at least one of the
platforms in the formation has reached the local stopping criterion, that is, if
σi Sð Þ>0.
We point out that both estimation and control are based on the consensus
algorithm. While the cooperative control is using the average consensus (21), the
decentralised measurement dissemination of Section 3 achieves the consensus on
the set of measurements at time k. The consensus algorithm is iterative, and hence
its convergence properties are very important. First note that, although the network
topology changes with time (as the robots move while searching for the source),
during the short interval of time when the exchange of information takes place, the
topology can be considered as time-invariant. Furthermore, assuming bidirectional
communication between the robots in formation, the network topology can be
represented by an undirected graph. The convergence of the consensus algorithm
for a time-invariant undirected communication topology is guaranteed if the graph
is connected [31–33]. Note that this theoretical result is valid for an infinite number
of iterations. In practice, if the communication graph at some point of time is not
connected, or if an insufficient number of consensus iterations are performed, it
may happen that one or more robots are lost (they could re-join the formation only
by coincidence). This event, however, does not mean that the search mission has
failed: the emitting source will be found eventually, albeit by a smaller formation in
possibly longer interval of time.
5. Numerical results
The proposed search algorithm has been applied to an experimental dataset,
collected by COANDA Research & Development Corporation using their large
recirculating water channel. The emitting source was releasing fluorescent dye at a
constant rate from a narrow tube. The dataset comprises a sequence of 340 frames
of instantaneous concentration field measurements in the vertical plane and is
sampled at every 10/23 s. The size of a frame is 49� 49 pixels, where a pixel
corresponds to a square area of 2:935� 2:935mm2. As the size of the data is
relatively small, we follow the approach used in [24]: upscale each frame by a factor
of 3 using bicubic interpolation and place the result in the top left corner of a
500� 500 search area. A measurement obtained by a platform is, thus, the integer
value of the concentration of the dye taken from the closest spatial and temporal
sample from the experimental data.
An example of the search algorithm running on the experimental data is shown
in Figure 2. All physical quantities are in arbitrary units (a.u.). The following
environmental/sensing parameters were used: D ¼ 1, τ ¼ 250, U ¼ 0, a ¼ 1 and
t0 ¼ 1. Algorithm parameters are selected as follows: κ0 ¼ 3, ϑ0 ¼ 5:2, number of
particles M ¼ 252, V ¼ 1f g, O ¼ �3;�2;�1;0; 1; 2; 3f g degrees per unit of time and
T ¼ 0:5; 1; 2;4; 8; 16; 32; 64f g. The number of iterations, both for the exchange of
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measurement triples and in the consensus algorithm, was fixed to 30. The local
search stopping threshold was ϖ ¼ 3.
Figure 2 displays the top-down view of the search progress at step indices
k ¼ 0; 12; 22; 32. The formation consists of N ¼ 7 platforms, whose trajectories are
shown in different colours. The search algorithm terminated at K ¼ 33. Note that
the plume size is much smaller than the search area. Panels (a)–(c) of Figure 2
show the particles before resampling: the particles are placed on a regular grid, thus
mimicking a grid-based approach, with the value of particle weights indicated by
the grey-scale intensity plot (white means a zero weight). This provides a good
visual representation of the posterior p r0jd1:kð Þ. Panel (d) shows the situation after a
non-zero concentration measurement was collected by the search team. The posi-
tional particles have been resampled at this point of time and moved closer to the
true source location.
Using 200 Monte Carlo simulations, the mean search time for the algorithm was
2525 a.u., with a 5th and 95th quantile of 1840 and 3445 a.u., respectively. Note that
in all simulations the formation started from the bottom right hand corner indicated
in Figure 2(a).
Figure 2.
Experimental dataset: an illustrative run of the decentralised multi-robot search using N ¼ 7 platforms.
Graphs (a)–(d) show the positions and trajectories of the platforms at step indices k ¼ 0,12,22 and 32,
respectively. The concentration of the plume is represented in grey-scale (darker colours represent higher
concentration).
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denoted σi 0ð Þ:
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topology changes with time (as the robots move while searching for the source),
during the short interval of time when the exchange of information takes place, the
topology can be considered as time-invariant. Furthermore, assuming bidirectional
communication between the robots in formation, the network topology can be
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for a time-invariant undirected communication topology is guaranteed if the graph
is connected [31–33]. Note that this theoretical result is valid for an infinite number
of iterations. In practice, if the communication graph at some point of time is not
connected, or if an insufficient number of consensus iterations are performed, it
may happen that one or more robots are lost (they could re-join the formation only
by coincidence). This event, however, does not mean that the search mission has
failed: the emitting source will be found eventually, albeit by a smaller formation in
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of instantaneous concentration field measurements in the vertical plane and is
sampled at every 10/23 s. The size of a frame is 49� 49 pixels, where a pixel
corresponds to a square area of 2:935� 2:935mm2. As the size of the data is
relatively small, we follow the approach used in [24]: upscale each frame by a factor
of 3 using bicubic interpolation and place the result in the top left corner of a
500� 500 search area. A measurement obtained by a platform is, thus, the integer
value of the concentration of the dye taken from the closest spatial and temporal
sample from the experimental data.
An example of the search algorithm running on the experimental data is shown
in Figure 2. All physical quantities are in arbitrary units (a.u.). The following
environmental/sensing parameters were used: D ¼ 1, τ ¼ 250, U ¼ 0, a ¼ 1 and
t0 ¼ 1. Algorithm parameters are selected as follows: κ0 ¼ 3, ϑ0 ¼ 5:2, number of
particles M ¼ 252, V ¼ 1f g, O ¼ �3;�2;�1;0; 1; 2; 3f g degrees per unit of time and
T ¼ 0:5; 1; 2;4; 8; 16; 32; 64f g. The number of iterations, both for the exchange of
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measurement triples and in the consensus algorithm, was fixed to 30. The local
search stopping threshold was ϖ ¼ 3.
Figure 2 displays the top-down view of the search progress at step indices
k ¼ 0; 12; 22; 32. The formation consists of N ¼ 7 platforms, whose trajectories are
shown in different colours. The search algorithm terminated at K ¼ 33. Note that
the plume size is much smaller than the search area. Panels (a)–(c) of Figure 2
show the particles before resampling: the particles are placed on a regular grid, thus
mimicking a grid-based approach, with the value of particle weights indicated by
the grey-scale intensity plot (white means a zero weight). This provides a good
visual representation of the posterior p r0jd1:kð Þ. Panel (d) shows the situation after a
non-zero concentration measurement was collected by the search team. The posi-
tional particles have been resampled at this point of time and moved closer to the
true source location.
Using 200 Monte Carlo simulations, the mean search time for the algorithm was
2525 a.u., with a 5th and 95th quantile of 1840 and 3445 a.u., respectively. Note that
in all simulations the formation started from the bottom right hand corner indicated
in Figure 2(a).
Figure 2.
Experimental dataset: an illustrative run of the decentralised multi-robot search using N ¼ 7 platforms.
Graphs (a)–(d) show the positions and trajectories of the platforms at step indices k ¼ 0,12,22 and 32,
respectively. The concentration of the plume is represented in grey-scale (darker colours represent higher
concentration).
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6. Conclusions
The chapter presented a decentralised infotaxic search algorithm for a group of
autonomous robotic platforms. The algorithm allows the platforms to search and
locate a source of hazardous emissions in a coordinated manner without the need
for a centralised fusion and control system. More precisely, this distributed coordi-
nation is achieved only by local exchange of measurement data between
neighbouring platforms. Similarly, the movement decisions taken by the platforms
were reached using a distributed average consensus algorithm over the whole for-
mation. The key aspect is that individual platforms only require knowledge of their
neighbours; the global knowledge of the communication network topology is
unnecessary. An advantage of adopted distributed framework is that all platforms
are treated equally, making the proposed search algorithm scalable and robust to the
failure of a single platform. Numerical results using experimental data confirmed
the robust performance of the algorithm. The main limitation of the algorithm is
that the environmental parameters (such as diffusivity, the average direction and
speed of the wind, particle lifetime), must be known. Future work will explore
sensitivity to parametrisation and will aim to develop a team of “search and rescue”
robots for further experimentation in realistic environments.
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Abstract
This chapter deals with the development of vision-based sliding mode control
strategies for a quadrotor system that would enable it to perform autonomous tasks
such as take-off, landing and visual inspection of structures. The aim of this work is
to provide a basic understanding of the quadrotor dynamical model, key concepts in
image processing and a detailed description of the sliding mode control, a widely
used robust non-linear control scheme. Extensive MATLAB simulations are
presented to enhance the understanding of the controller on the quadrotor system
subjected to bounded disturbances and uncertainties. The vision algorithms devel-
oped in this chapter would provide the necessary reference trajectory to the con-
troller enabling it to exercise control over the system. This work also describes, in
brief, the implementation of the developed control and vision algorithms on the DJI
Matrice 100 to present real-time experimental data to the readers of this chapter.
Keywords: quadrotor dynamical control, unmanned aerial vehicle, vision-based
control, sliding mode control
1. Introduction
In the past few years, the interest in unmanned aerial vehicle (UAV) has been
growing strongly. The possibility of removing human pilots from danger as well as
the size and cost of UAVs are indeed very attractive but have to be compared to the
performances attained by human-piloted vehicles in terms of mission capabilities,
efficiency and flexibility. The design of flight controllers able to offer to UAVs an
accurate and robust control is an important step in the design of fully autonomous
vehicles. In practical operations, fixed-wing UAVs have been used for years in
routine surveillance missions but their lack of stationary flight capability has shifted
the focus to vertical take-off and landing (VTOL) vehicles offering the possibility of
being launched from virtually anywhere along with the ability to hover above a
target. Several designs are available when it comes to VTOL vehicles; however, the
quadrotor configuration presented in this chapter offers all the advantages of VTOL
vehicles along with an increased payload capacity, a stability in hover inherent to its
design (while it is the hardest flight condition to maintain for conventional
helicopter) as well as an increased maneuverability [1].
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being launched from virtually anywhere along with the ability to hover above a
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vehicles along with an increased payload capacity, a stability in hover inherent to its
design (while it is the hardest flight condition to maintain for conventional
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In this work, the vision-based position and altitude tracking control of a
quadrotor UAV is considered. This would be then on used to align the drone to the
center of a pre-defined landing pad marker on which the quadrotor would autono-
mously land. In practical missions, the stability of the quadrotor is easily affected by
abrupt changes in the input commands. The flight controller that is designed must
be capable in offering an accurate and robust control to the quadrotor. The control-
ler demonstrated in this chapter is the sliding mode controller (SMC). The sliding
mode control (SMC) technique, being a non-linear control technique, has found
great applications in offering robust control solutions for handling quadrotors [2–7].
This chapter will briefly describe the process of implementing a vision algorithm
alongside a classical SMC for autonomous landing of the quadrotor on a stationary
platform.
2. Quadrotor configuration
The quadrotor UAV is a highly non-linear, 6 DoF, Multi-Input-Multi-Output
(MIMO) and under-actuated system [8]. One can describe the vehicle as having
four propellers in cross configuration as shown in Figure 1. Quadrotor motion is
controlled by varying the speed of the four rotors. A quadrotor has two sets of
clockwise and two sets of counter-clockwise rotating propellers to neutralize the
effective aerodynamic drag. Vertical movement of the quadrotor system is con-
trolled by simultaneously increasing or decreasing the thrust of all rotors. Yawing
motion is created by proportionally varying the speeds of counter-clockwise rotat-
ing propellers and the rolling and pitching motions are created by applying differ-
ential thrust forces on opposite rotors of the quadrotor [9].
3. Quadrotor mathematical model
The quadrotor dynamics, also called the equations of motion, are a set of 6 s
order differential equations. The quadrotor being a 6 DoF plant, a total of 12 states
are required to describe its motion completely. These 12 states are described using
the 6 equations of motion. These play a vital role in controller design and would be
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The kinematic and dynamic models of a quadrotor will be derived based on a
Newton-Euler formalism with the following assumptions [10]:
• The quadrotor structure is assumed to be rigid and symmetrical.
• The center of gravity of the quadrotor coincides with the body fixed frame origin.
• The propellers are rigid.
• Thrust and drag are proportional to the square of propeller’s speed.
The first step in developing the quadrotor kinematic model is to describe the
different frames of references associated with the system. It is necessary to use
these coordinate systems for the following reasons:
1. Newton’s equations of motion are given the coordinate frame attached to the
quadrotor.
2. Aerodynamics forces and torques are applied in the body frame.
3.On-board sensors like accelerometers and rate gyros measure information with
respect to the body frame. Alternatively, GPS measures position, ground
speed, and course angle with respect to the inertial frame.
4.Most mission requirements like loiter points and flying trajectories are
specified in the inertial frame. In addition, map information is also given in an
inertial frame.
In this case, we describe a total of frames, namely: inertial frame (Fi), the vehicle
frame (Fv), the vehicle frame-1 (Fv1), the vehicle frame-2 (Fv2), and the body frame
(Fb). The inertial frame is fixed at a point at ground level and uses the N-E-D notation,
where N points towards north direction, E points towards east direction and D points
towards earth. On the other hand, the body frame is at the center of quadrotor body,
with its x axis pointing towards the front of the quadrotor, y axis pointing towards the
left of the quadrotor and the z axis pointing towards the ground. The vehicle frame has
an axis parallel to the inertial frame but has the origin shifted to the quadrotor’s center
of gravity. Vehicle frame’s yaw is adjusted to match the quadrotor’s yaw to get the
vehicle frame-1 frame which is then pitch adjusted to get the vehicle frame-2. Finally
the body frame is obtained by adjusting the roll of the vehicle frame-2.
The transformation from inertial to vehicle frame is just a simple translation. On
the other hand, the transformation from vehicle to body frame is given by a rotation
matrix Rbv ϕ; θ;ψð Þ , given by:
Rbv ϕ; θ;ψð Þ ¼ Rbv2 ϕð ÞRv2v1 θð ÞRv1v ψð Þ ¼
1 0 0
0 cos ϕð Þ sin ϕð Þ





cos θð Þ 0 � sin θð Þ
0 1 0





cos ψð Þ sin ψð Þ 0
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In this work, the vision-based position and altitude tracking control of a
quadrotor UAV is considered. This would be then on used to align the drone to the
center of a pre-defined landing pad marker on which the quadrotor would autono-
mously land. In practical missions, the stability of the quadrotor is easily affected by
abrupt changes in the input commands. The flight controller that is designed must
be capable in offering an accurate and robust control to the quadrotor. The control-
ler demonstrated in this chapter is the sliding mode controller (SMC). The sliding
mode control (SMC) technique, being a non-linear control technique, has found
great applications in offering robust control solutions for handling quadrotors [2–7].
This chapter will briefly describe the process of implementing a vision algorithm
alongside a classical SMC for autonomous landing of the quadrotor on a stationary
platform.
2. Quadrotor configuration
The quadrotor UAV is a highly non-linear, 6 DoF, Multi-Input-Multi-Output
(MIMO) and under-actuated system [8]. One can describe the vehicle as having
four propellers in cross configuration as shown in Figure 1. Quadrotor motion is
controlled by varying the speed of the four rotors. A quadrotor has two sets of
clockwise and two sets of counter-clockwise rotating propellers to neutralize the
effective aerodynamic drag. Vertical movement of the quadrotor system is con-
trolled by simultaneously increasing or decreasing the thrust of all rotors. Yawing
motion is created by proportionally varying the speeds of counter-clockwise rotat-
ing propellers and the rolling and pitching motions are created by applying differ-
ential thrust forces on opposite rotors of the quadrotor [9].
3. Quadrotor mathematical model
The quadrotor dynamics, also called the equations of motion, are a set of 6 s
order differential equations. The quadrotor being a 6 DoF plant, a total of 12 states
are required to describe its motion completely. These 12 states are described using
the 6 equations of motion. These play a vital role in controller design and would be
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The kinematic and dynamic models of a quadrotor will be derived based on a
Newton-Euler formalism with the following assumptions [10]:
• The quadrotor structure is assumed to be rigid and symmetrical.
• The center of gravity of the quadrotor coincides with the body fixed frame origin.
• The propellers are rigid.
• Thrust and drag are proportional to the square of propeller’s speed.
The first step in developing the quadrotor kinematic model is to describe the
different frames of references associated with the system. It is necessary to use
these coordinate systems for the following reasons:
1. Newton’s equations of motion are given the coordinate frame attached to the
quadrotor.
2. Aerodynamics forces and torques are applied in the body frame.
3.On-board sensors like accelerometers and rate gyros measure information with
respect to the body frame. Alternatively, GPS measures position, ground
speed, and course angle with respect to the inertial frame.
4.Most mission requirements like loiter points and flying trajectories are
specified in the inertial frame. In addition, map information is also given in an
inertial frame.
In this case, we describe a total of frames, namely: inertial frame (Fi), the vehicle
frame (Fv), the vehicle frame-1 (Fv1), the vehicle frame-2 (Fv2), and the body frame
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where, ϕ, θ and ψ represent the roll, pitch and yaw angles of the quadrotor
measured in the vehicle frame-2, vehicle frame-1 and vehicle frame respectively. In
addition to these Euler angles, the quadrotor is associated with several other state
variables that describe its position, linear velocity and angular velocities. These are
described as:
1. x—The inertial (north) position of the quadrotor.
2. y—The inertial (east) position of the quadrotor.
3. z—The altitude of the aircraft.
4.u—The body frame velocity in x direction in body frame.
5. v—The body frame velocity in y direction in body frame.
6.w—The body frame velocity in z direction in body frame.
7. p—The roll rate measured in body frame.
8.q—The pitch rate measured in body frame.
9. r—The yaw rate measured in body frame.
Hence a total of 12 states are used to describe the motion of the quadrotor in the
3D space.
3.1 Kinematic model
The position derivatives _x; _y; _zð Þ are inertial frame quantities and velocities
u; v;wð Þ are in the body frame. They can be related through the transformation
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The relationship between absolute angles ϕ, θ, and ψ , and the angular rates p, q,
and r is also complicated by the fact that these quantities are defined in different
coordinate frames. The angular rates are defined in the body frame Fb, whereas the
roll angle ϕ is defined in Fv2, the pitch angle θ is defined in Fv1, and the yaw angle ψ
is defined in the vehicle frame Fv.
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We need to relate p, q, and r to _ϕ, _θ, and _ψ . Since _ϕ, _θ and _ψ are small and
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Let v be the velocity vector of the quadrotor. Newton’s laws of motion hold good
for inertial frames of references only. On applying these to a transnational frame,





wherem is the mass of the quadrotor, f is the total applied to the quadrotor, and ddti






þ ωb=i � v
� �
¼ f (6)
where ωb=i is the angular velocity of the air-frame with respect to the inertial
frame. Since the control force is computed and applied in the body coordinate
system, and since ω is measured in body coordinates, we will express the above
equation in body coordinates, where v b ¼ u; v;wð ÞT, and ωbb=i ¼ p; q; rð ÞT. There-
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where h is the angular momentum and m is the applied torque. Using the
equation of Coriolis we have:
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We need to relate p, q, and r to _ϕ, _θ, and _ψ . Since _ϕ, _θ and _ψ are small and
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Again, the above equation is most easily resolved in body coordinates where









As we use a quadrotor with a symmetric frame about all three axes,









Defining mb ¼ τϕτθτψ









































































To summarize, from Eqs. (2)–(13), we obtain the 6 DoF equation of a quadrotor








cθcψ sϕsθcψ � cϕcψ cϕsθcψ þ sϕsψ




















1 sin ϕð Þ tan θð Þ cos ϕð Þ tan θð Þ
0 cos ϕð Þ � sin ϕð Þ








































































Unmanned Robotic Systems and Applications
3.3 Forces and moments
The objective of this section is to describe the forces and torques that act on the
quadrotor. Since there are no aerodynamic lifting surfaces, we will assume that the
aerodynamic forces and moments are negligible. The forces and moments are
primarily due to gravity and the four propellers.
As seen in Figure 1, each motor produces a force F and a torque τ. The total force
acting on the quadrotor is given by:
F ¼ F1 þ F2 þ F3 þ F4 (15)
The rolling torque is produced by the force difference between the motor pair
1–4 and 2–3 and is given as:
τϕ ¼ L F1 þ F4ð Þ � L F2 þ F3ð Þ (16)
Similarly, the pitching torque is produced by the force difference between the
motor pair 1–3 and 2–4 and is given as:
τθ ¼ L F1 þ F3ð Þ � L F2 þ F4ð Þ (17)
Due to Newton’s third law, the drag of the propellers produces a yawing torque on
the body of the quadrotor. The direction of the torque will be in the opposite direction
of the motion of the propeller. Therefore the total yawing torque is given by:
τψ ¼ τ1 þ τ2 � τ3 � τ4 (18)
The lift and drag produced by the propellers is proportional to the square of the
angular velocity. We will assume that the angular velocity is directly proportional to
the pulse width modulation command sent to the motor. Therefore, the force and
torque of each motor can be expressed as:
F ∗ ¼ K1δ ∗
τ ∗ ¼ K2δ ∗
�
(19)
where K1 and K2 are constants that are determined experimentally, δ ∗ is the
motor command signal, and *—represents 1, 2, 3, and 4. Therefore, the forces and
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The control strategies derived in subsequent sections will specify forces and

















Note that the pulse width modulation commands are required to be between
zero and one.
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In addition to the force exerted by the motor, gravity also exerts a force on the
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Eqs. (24)–(27) represent the complete non-linear model of the quadrotor. How-
ever, they are not appropriate for control design for several reasons. The first reason
is that they are too complicated to gain significant insight into the motion of the
quadrotor. The second reason is that the position and orientation are relative to the
inertial world fixed frame, whereas camera measurements will measure position
and orientation of the target with respect to the camera frame. Hence, the above set
of equations are further simplified using small angle approximation. We obtain:
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€x ¼ cos ϕð Þ sin θð Þ cos ψð Þ þ sin ϕð Þ sin ψð Þð Þ F
m
€y ¼ cos ϕð Þ sin θð Þ sin ψð Þ � sin ϕð Þ cos ψð Þð Þ F
m
€z ¼ cos ϕð Þ cos θð Þð Þ F
m
� g
€ϕ ¼ Jy � Jz
Jx
_θ _ψ þ τϕ
Jx
€θ ¼ Jz � Jx
Jy
_ϕ _ψ þ τθ
Jy
€ψ ¼ Jx � Jy
Jz





Equation set (28) would be used henceforth for developing control strategies.
4. Vision algorithm development
In order to control a system like the quadrotor, very reliable sensors are needed
that can provide a good estimate of the system states. Sensors like the IMU and GPS
are subjected to noise which can make them quite undesirable for control applica-
tions. Hence, an efficient method of developing control strategies for autonomous
quadrotor operations is to utilize the concept of computer-vision.
Using computer vision algorithms, the on-board camera of the quadrotor can be
used to confer full autonomy on the system, thereby allowing it to operate in almost
any environment. This also eradicates the necessity of setting up an additional set of
cameras or to calibrate the environment lighting. As long as the on-board camera is
previously calibrated (just needed once) and the target to be tracked is perfectly
known (marker size and ID), this system is ready to operate. The usage of ArUco
markers as targets allows an easy and fast computation enabling its use in real time
applications like autonomous take-off and landing.
In this chapter, let us consider the application of autonomous landing of the
quadrotor on a stationary platform like a car roof-top. To enable the quadrotor to
identify the landing pad, an ArUco markers board must be attached to the roof of a
car. The vision algorithmmust be designed to detect a specific ArUco marker ID, and
provide the quadrotor’s pose relative to the marker. The algorithms used for detection
and identification of the marker board are reviewed in the succeeding sub-section.
4.1 The ArUco library
To detect the marker with a regular camera (RGB camera) a library called ArUco
is used that was developed by Aplicaciones de la Visión Artificial (AVA) from
the Universidad de Córdoba (UCO) [12]. This library is “a minimal library for
Augmented Reality applications based on open source computer vision (OpenCV)”
[13] and has an API for developing markers in C++ which is very useful in this
work. A 100 mm Code 7 ArUco marker is shown in Figure 2.
A generic ArUco marker is a 2D bar-code that can be considered as a 7 � 7
Boolean matrix, with the outer cells filled with black (which makes a perfect square,
easy to find with image processing). The remaining 5� 5 matrix is a 10-bits coded
ID (up to 1024 different IDs), where each line represents a couple of bits. Each line
has only 2 bits of information out of the 5 bits, with the other 3 being used for error
detection.
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These extra 3 bits add asymmetry to the markers, i.e., only a few valid markers
are symmetric (e.g., Figure 3), which allows a unique orientation detection for the
markers. The codification used is a slight modification of the Hamming Code (the
first bit is inverted to avoid a valid black square).
So, any ArUco marker can be created by converting a number to binary, splitting
into five groups of two bits and by putting each couple in one line of the marker,
from the top to the bottom. For example the marker ID of Figure 2 is the number 7,
which is (00 00 00 01 11) in binary. Using the information in Table 1, it can be
verified that the generated marker is the same as that in Figure 2.
The ArUco library processes the image supplied and detects the marker ID as
well as its position and orientation in the 3D world, relative to the camera. The open
source code of ArUco is based in OpenCV, which is a library highly optimized for
Figure 2.
ArUco marker (ID: 7, size: 100 mm).
Figure 3.
ArUco marker (ID: 1023, size: 100 mm).
Table 1.
Codification of an ArUco marker.
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image processing. Therefore, all the calculations are performed in a matter of
seconds so it can be used in real time applications.
The main code is not very complex and the markers detection is performed as
follows:
1. Converting color image to gray image.




• Detect linked corners.
• Consider figures with only four connected corners.
5. For detected markers:
• Calculate homography (from corners).
• Threshold the area using OTSU, which assumes a bi-modal distribution
and finds the threshold that maximizes the extra-class variance while
keeping a low intra-class variance.
• Detect and identify a valid marker, which respects Table 1, and if not
detected tries the four rotations.
6.Detect extrinsic parameters (by supplying the calibration matrix, distortion
matrix and physical markers dimensions).
The extrinsic parameters are calculated with the help of an OpenCV function:
solvePnPðÞ [14, 15]. For the marker considered, the four corners of its image and
their respective 3D coordinates are provided to the algorithm, which will be:
X1�4 ¼
�d=2 d=2 d=2 �d=2
d=2 d=2 �d=2 �d=2





where d[m] is the dimension of the side of the printed squared marker. As it can
be observed, all the four points have their coordinate Z = 0 and their (X, Y)
coordinates are disposed as a square, which means that the marker is considered to
be horizontal, in the origin of the world reference, as suggested in Figure 4 and so
the extrinsic parameters will be the rotation and translation of the camera relative to
the marker.
Figure 5 gives the real time implementation of the algorithm for marker detec-
tion. The vision algorithm gives the position and orientation offset of the marker
center with respect to the camera center. This acts as a reference error to the
controller which will use it to position the drone to the center of the ArUco marker
and land it. Hence, the succeeding section of this chapter describes the control
strategy development.
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5. Control strategy
5.1 Introduction to sliding mode control
The sliding mode control (SMC) strategy deals with the design of a sliding
manifold also called as a sliding surface which basically describe the desired behav-
ior of the system. The designed control law works to bring the system states onto
the user defined sliding surface and then slide them towards the equilibrium point
along this surface. The general form of the sliding surface was proposed by Slotine





e ¼ 0 (30)
where e is the tracking error defined as e ¼ x� xd. ci is a positive constant and r
is the relative degree of the SMC. In the presence of external disturbances and
Figure 4.
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uncertainties, the system trajectories may deviate from the sliding surface. This can
be overcome by making the sliding surface attractive. To ensure sliding surface
attractiveness, Lyapunov’s theory is utilized as shown below:




To make the sliding surface attractive and to guarantee asymptotic stability, _V
must be negative definite. In order to make _V negative definite following condition
must be satisfied.
S _S <0 (32)
In order to achieve finite-time convergence (global finite-time stability), the
above condition is modified as:
S _S ≤ � ηV1=2 (33)
To satisfy the above inequality condition, a reaching law is selected as:
_S ¼ �K sign Sð Þ (34)
where K is the gain and is always positive.
The signum function, sign Sð Þ, may be defined as:
sign Sð Þ ¼
þ1 S>0




The control law generated using SMC has two components defined as [17]:
u tð Þ ¼ ueq tð Þ þ uh tð Þ (35)
where ueq tð Þ is the equivalent control, which can be derived by the invariance
condition of the sliding surface, i.e., S ¼ 0 and _S ¼ 0, and uh tð Þ is a hitting control
law also called reaching law based control, which can be obtained by testing the
attractiveness condition. This hitting law is basically used to overcome the effect of
uncertainties and unpredictable disturbances. Chattering appears in SMC due to
signum function and can be overcome by using boundary layer method, in which
the signum function is replaced by a continuous approximation function like a
saturation or hyperbolic function [18].
To understand the basic steps of control law design using sliding mode, Let us
consider a second order uncertain nonlinear system [19]
_x1 ¼ x2
_x2 ¼ f xð Þ þ g xð Þu tð Þ þ d
�
(36)
where x ¼ x1 x2½ �T is the system state vector, f xð Þ and g xð Þ 6¼ 0 are smooth
nonlinear functions, and bounded uncertain term d satisfies ∣d∣ ≤ ds >0, and u tð Þ is
the scalar control input.
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The sliding mode control (SMC) strategy deals with the design of a sliding
manifold also called as a sliding surface which basically describe the desired behav-
ior of the system. The designed control law works to bring the system states onto
the user defined sliding surface and then slide them towards the equilibrium point
along this surface. The general form of the sliding surface was proposed by Slotine





e ¼ 0 (30)
where e is the tracking error defined as e ¼ x� xd. ci is a positive constant and r
is the relative degree of the SMC. In the presence of external disturbances and
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uncertainties, the system trajectories may deviate from the sliding surface. This can
be overcome by making the sliding surface attractive. To ensure sliding surface
attractiveness, Lyapunov’s theory is utilized as shown below:




To make the sliding surface attractive and to guarantee asymptotic stability, _V
must be negative definite. In order to make _V negative definite following condition
must be satisfied.
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In order to achieve finite-time convergence (global finite-time stability), the
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sign Sð Þ ¼
þ1 S>0
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the signum function is replaced by a continuous approximation function like a
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�
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where x ¼ x1 x2½ �T is the system state vector, f xð Þ and g xð Þ 6¼ 0 are smooth
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Let us define the tracking error as:
e ¼ x1 � xd (37)
where xd is the desired value of the controlled variable x1.
The sliding variable is selected as:
S ¼ _e þ λe (38)
where λ>0.
Taking the time derivative of S we get:
_S ¼ €e þ λ _e
¼ _x2 � €xdð Þ þ λ _x1 � _xdð Þ
¼ f xð Þ þ g xð Þu tð Þ þ d� €xdð Þ þ λ _x1 � _xdð Þ
(39)
The equivalent control effort which is designed to guarantee desired perfor-
mance under nominal model is derived as the solution of _S ¼ 0 without considering
modeling errors and un-modeled dynamics d ¼ 0ð Þ. It is represented by ueq and
given by:
ueq ¼ 1g xð Þ €xd � f xð Þ � λ x2 � _xdð Þ½ � (40)
The hitting control law uh, to eliminate the effect of perturbations in conven-
tional SMC, is chosen as:
uh ¼ � Kg xð Þ sign Sð Þ (41)
Hence the control law u will be the summation of ueq and uh and is written as:
u ¼ 1
g xð Þ €xd � f xð Þ � λ x2 � _xdð Þ � K sign Sð Þ½ � (42)
Now we wish to prove that, for the system Eq. (36), with the sliding variable
Eq. (38), if the control law is designed as:
u ¼ 1
g xð Þ €xd � f xð Þ � λ x2 � _xdð Þ � K sign Sð Þ½ � (43)
with λ>0 then the S ¼ 0 will be reached in finite time. Also, the states x1 and x2
will converge to zero asymptotically. We use the Lyapunov’s stability criteria: Let us




Taking the time derivative of V we get:
_V ¼ S _S
¼ S f xð Þ þ g xð Þuþ d� €xd þ λ x2 � _xdð Þ½ �
(45)
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From Eq. (42), Substitute u in Eq. (45) then
_V ¼ S �K sign Sð Þ þ dð Þ
≤ � K∣S∣þ ds∣S∣




Since _V is negative semi definite for K ≥ ds þ ηffiffi2p . This ensure the finite time
convergence of the sliding manifold. As a result, states are converging to desired
value asymptotically. There are two phases associated with sliding mode control
namely reaching phase and sliding phase. The reaching phase, is the part where the
state trajectory starts from its initial condition and moves toward the sliding sur-
face. In sliding phase, trajectories moves only on the desired sliding surface. The
time taken by the states to reach sliding surface is called reaching time, denoted as
tr. To derive an expression for tr: From Eq. (33), we can write
_V ¼ �ηV1=2 (47)
Indeed, separating variables and integrating Eq. (47) over the time interval
0≤ t≤ tr, we obtain
tr ¼ 2
η
V 0ð Þ1=2 (48)
Therefore, a control u that is computed to satisfy Eq. (47) will drive the variable
S to zero in finite time tr and will keep it at zero thereafter. Now we extend this idea
to the quadrotor by using the model represented by the equation set (28).
5.2 SMC design for quadrotor
Let us represent the non-linear model of the quadrotor as:
_x ¼ f xð Þ þ g xð Þuþ d (49)
where:
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From Eq. (42), Substitute u in Eq. (45) then
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and
g xð Þ ¼
0 0 0 0
0 1=Jx 0 0
0 0 0 0
0 0 1=Jy 0
0 0 0 0
0 0 0 1=Jz
0 0 0 0
cosϕ cos θð Þ=m 0 0 0
0 0 0 0
ux=m 0 0 0
0 0 0 0






Here, the terms ux and uy are termed as virtual inputs and are evaluated as:
ux ¼ cosϕ sin θ cosψ þ sinϕ sinψ
uy ¼ cosϕ sin θ sinψ � sinϕ cosψ (52)
From Eq. (49), the state vector can be expressed as
x ¼ ϕ; _ϕ; θ; _θ;ψ ; _ψ ; z; _z; x; _x; y; _y� �T and the control input vector as
u ¼ u1; u2; u3; u4ð ÞT which corresponds to F; τϕ; τθ; τψ
� �
. d represents bounded
lumped disturbance which is a sum of modeling uncertainties and external wind
gust disturbance associated with the quadrotor dynamics. For convenience, let the
states of the system be renamed as: x ¼ x1; x2; x3; x4; x5; x6; x7; x8; x9; x10; x11; x12ð ÞT.
The quadrotor dynamical model can be split into 6 second-order sub-systems,
namely the altitude, x-position, y-position, roll, pitch and yaw sub-systems. The
altitude and yaw sub-systems are controlled directly by u! and u4. However, the
position sub-systems are coupled with the roll and pitch sub-systems. Hence, the
concept of virtual control is utilized to develop the control scheme. Hence, ux and uy
will control the x and y positions and u2 and u3 will control the roll and pitch
sub-systems.
In order to design u2, let us consider the roll subsystem which can be obtained










As mentioned previously, dϕ is the bounded lumped uncertainty in the roll
dynamics with an upper bound of ds. Let us consider the tracking error in roll
angle as:
eϕ ¼ x1 � ϕd (54)
where ϕd is computed from Eq. (52) as:
ϕd ¼ sin �1 ux sinψd � uy cosψd
� �
(55)
The sliding variable is defined as:
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Sϕ ¼ _eϕ þ λ1eϕ (56)
Taking the time derivative of Sϕ:
_Sϕ ¼ €eϕ þ λ1 _eϕ
¼ €ϕ � €ϕd
� �þ λ1 x2 � _ϕd
� � (57)
In order to eliminate the disturbance effects, the reaching law is selected as:
_Sϕ ¼ �K1 sign Sϕ
� �
(58)
From Eqs. (57) and (58) the control law can be chosen as:
u2 ¼ Jx €ϕd �
Jy � Jz
Jx
x4x6 � λ1 x2 � _ϕd
� �� K1sign Sϕ
� �� �
(59)
On similar lines, u1, ux, uy, u3 and u4 are designed as:
u3 ¼ Jy €θd �
Jz � Jx
Jy
x2x6 � λ2 x4 � _θd
� �� K2sign Sθð Þ
" #
(60)
where θd is computed from 52 and is given as:
θd ¼ sin �1
ux cosψd þ uy sinψdffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi






u4 ¼ Jz €ψ d �
Jx � Jy
Jz
x2x4 � λ3 x6 � _ψ dð Þ � K3sign Sψ
� �� �
(62)
u1 ¼ mcos x1cosx3 €zd þ g � λ4 x8 � _zdð Þ � K4sign Szð Þ½ � (63)
The sliding variables are expressed as:
Sθ ¼ _eθ þ λ2eθ
Sψ ¼ _eψ þ λ3eψ




With the tracking errors as:
eθ ¼ x3 � θd;
eψ ¼ x5 � ψd;
ez ¼ x7 � zd;
9=
; (65)
To achieve x and y motion control, the virtual inputs ux and uy are designed as:
ux ¼ mu1 €xd � λ5 x10 � _xdð Þ � K5sign Sxð Þ½ �
uy ¼ mu1 €yd � λ6 x12 � _yd
� �� K6sign Sy
� �� � (66)
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Jy
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" #
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where
Sx ¼ _ex þ λ5ex




ex ¼ x9 � xd;
ey ¼ x11 � yd;
)
(68)
As previously done, the task now is to prove that the system Eq. (49), with the
sliding variables given by Eqs. (56), (64) and (67). If the control laws are designed
as Eqs. (59), (60), (62), (63), and (66) then the sliding manifolds are reached in
finite time tr and the tracking error eϕ, eθ, eψ , ez, ex, ey will stay on the sliding
manifolds thereafter. Consequently the controlled states x1, x3, x5, x7, x9, x11
will converge to the desired values in finite time tf in the presence of bounded
disturbance and uncertainties.




where S ¼ Sϕ; Sθ; Sψ ; Sz; Sx; Sy
� �T. By taking the time derivative of the Lyapunov
energy function Eq. (69), one can get:
_V ¼ ST _S (70)
where _S ¼ _Sϕ; _Sθ; _Sψ ; _Sz; _Sx; _Sy
� �T
. After substitution of S, _V can be expressed as:
_V ¼ ST €e þ A _eð Þ (71)
where _e ¼ _eϕ; _eθ; _eψ ; _ez; _ex; _ey
� �T and A is the diagonal matrices where
A ¼ diag λ1; λ2; λ3; λ4; λ5; λ6f g with λi >0. Substituting the value of designed control
laws in Eq. (71):
_V ¼ ST �Ksign Sð Þ þ d� � (72)
where K ¼ diag K1;K2;K3;K4;K5;K6f gwith Ki >0 and d ¼ dϕ; dθ; dψ ; dz; dx; dy
� �T
and sign Sð Þ ¼ sign Sϕ
� �
; sign Sθð Þ; sign Sψ
� �
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where ∣di∣< dsi. Hence, the convergence of S is proven by the Lyapunov stability
theory. The sliding variables are converging to zero in finite time, i.e., S ! 0.
Therefore, tracking error will converge to zero asymptotically, i.e., e ! 0.
6. Simulation results
This section presents the simulation results of the SMC described in the previous
section. The tracking performance of the quadrotor is evaluated by making it track a
circle of radius 1 m at an altitude of 3 m with a desired yaw angle of π=6. The
tracking performance is shown in Figures 6–9.
The control inputs are shown in Figures 10–13. One can observe that there exists
a presence of chattering in the control inputs when using the signum function and
cannot be directly implemented in real-time hardware. To overcome this, the
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where ∣di∣< dsi. Hence, the convergence of S is proven by the Lyapunov stability
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7. Vision-integrated control
Figure 14 presents an overview of the vision-integrated control. The camera
captures the image and based on the vision algorithm, the position and orientation
offset between the quadrotor and the marker is obtained. This offset is fed to the
sliding mode controller which reduces this error and aids in landing the quadrotor at
the center of the marker.
8. Hardware results
This section presents the results obtained from real-time implementation of the
vision-integrated sliding mode control for the autonomous landing of the quadrotor
in indoor and outdoor environments.
8.1 Hardware description
As mentioned in earlier parts of this chapter, the quadrotor used for the imple-
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100 is a fully customize-able and programmable flight platform that lets its users
perform operations such as pipeline health monitoring, surveillance, search and
rescue and in applications requiring external sensor interface. Accompanied with
the M100, a series of add-ons help in making its handling user-friendly. Similar to
any other development drone in the market, the Matrice M100 comes with a
programmed flight controller.
To aid in implementation of user defined controllers and task maneuvers, a
separate on-board computer, named the DJI Manifold, is provided in Figure 16. The
Manifold is an embedded Linux computer which incorporates a NVIDIA Tegra K1
SOC (CPU + GPU + ISP in a single chip) with both standard and extended connec-
tions and interfaces. The single GPU (Graphical Processing Unit) unit helps us run
CUDA to aid in performing complex image processing operations. The Linux envi-
ronment acts as a support to run ROS (Robot Operating System), which is the key
element for any sorts of development on the Matrice M100. This would be men-
tioned in detail in the upcoming sub-section.
To gather visual data, the DJI Matrice M100 is provided with a completely
controllable Zenmuse X3 Gimbal. This could be easily interfaces with the DJI Man-
ifold for image processing. However, in this case, a separate downward facing
camera is used to perform the task of vision based landing. This is done so as to keep
the gimbal free to perform other tasks such as image capturing, video capturing and
likewise. The downward facing camera chosen is the LogiTech C310 camera
(Figure 17) which can be interfaced with the manifold using an USB connection.
The landing pad is a wooden platform of dimension 4 feet  4 feet. At the
center, an AruCo marker is placed of dimension 12.5 cm  12.5 cm. The AruCo
Marker chosen is a 4  4 matrix of marker ID 7. The dimension of the marker is
chosen such that it is clearly detected from an altitude as high as 10 m as well as
from an altitude as low as 0.4 m. The landing pad setup as shown in Figure 18
would be mounted on the roof of a car for experimental purposes.
8.2 Software description
This section briefly describes the software abstraction layer and its paradigm to
control and the associated hardware flow of Matrice M100 quadrotor. As discussed in
the hardware setup the DJI M100 uses DJI Manifold as its on-board computer to
control and communicate with Flight controller and on-board sensors interfaced with
it. DJI On-board SDK (OSDK) is an open source software library which enables the
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on-board control unit and sensor units. To establish the reliable network among the on-
board sensor units and OBC, several serial communication protocols such asUART1,
UART2, CAN1, CAN2, USB and VBUS1 to VBUS5 are used. In this Paper, the main
focus is on estimating the pose of the quadrotor using an on-board monocular camera
connected to one of the USB ports. Other sensors, such as theDJI Guidance, which is
connected to theVBUS, can be sued for fusion at different frame rates if necessary. The
multi-layer hardware communication block diagram is as shown in Figure 19.
The multi-layer hardware connection is described in the Figure 19.
The on-board SDK includes:
• C++ library to access arm processor based linux(OS).
• Robot Operating System (ROS): Interface and associated packages to handle
multiple sensor nodes.
• DJI Assistant2: Real time flight simulator to verify the developed algorithms.
• DJI OSDK API: Used to asynchronously to send the control commands to flight
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The software components of OSDK consist of APIs provided by DJI SDK library.
The OSDK supports two varieties of asynchronous Programming and sends infor-
mation to the OSDK workflow. The asynchronous programming mechanism works
on executing the code receiving from the acknowledgement which is independent
of main flow execution. The components also include:
• Serial device drivers: It communicates with flight controller and OBC via
UART. The serial device drivers also takes care of input-output handling,
memory management like locking and unlocking and interrupts.
• Thread communication: Allows inter thread communication to handle
different level of signals.
• Application layer API calls: The core of on-board API is a communication
between the flight control commands send from the processor to the control
unit and in turn receives the acknowledgement independent of program flow.
It provides callback functions. The synchronous programming API blocking
calls will return only when the CMD-ACK round trip is done. This gives the
assurance that the command is executed.
This process flow is depicted as shown in Figure 20.
8.3 Test environment description
Two test environments were used to validate the developed control algorithm.
To assess the quadrotor’s capability of performing vision based landing in the indoor
environment, an empty plot of dimension 12 feet  21 feet was used enclosed by
nets. The plot was surrounded with obstacles on all four sides making it absolutely
necessary for the drone not to move away too far away from the landing pad. The
test environment is as shown in Figure 21. The first set of experiments were
conducted using this setup. This also gave an opportunity to validate the shadow
elimination that was incorporated in the drone. Note that the indoor experiment
had the landing pad setup placed on the ground.
The second setup included the landing pad placed on the roof of a car as shown
in Figure 22. It is assumed that the car is stationary when the quadrotor is
performing the task of vision based landing.
Figure 19.
OSDK architecture and software framework.
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The first environment was the indoor environment with the marker placed on
the ground in an enclosed space of 12 feet  12 feet. The drone was made to
autonomously lift-off and then the vision based landing node was initiated. The
node simultaneously also recorded the position, velocity, acceleration and offset as
the drone performed the corrections needed to align with the marker.
These results were plotted and are shown in Figures 23–26. Note that 1 s pro-
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vision based landing took 30 s in this case. Over 10 trials an average error of 3.2 cm
was observed with the maximum error as 6 cm from the marker center.
8.4.2 Outdoor environment
The second test environment was the outdoor environment with the landing pad
mounted on the roof of a car. A 4 4 feet wooden board was mounted on the roof
top of a car with the ArUco marker affixed to the center of this board. It was tested
in an open ground with winds blowing at 10 km/hr. NW. This helped us understand
the robustness of the controller designed. A slight swaying of the drone was
observed, however, the designed controller managed to land the quadrotor on the
marker with an average error of 4 cm with a maximum error of 7 cm over 20 trials.




Acceleration profile (Indoor Testing).
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Figure 26.
Camera parameters (Indoor Testing).
Figure 24.
Velocity profile (Indoor Testing).
Figure 25.
Position profile (Indoor Testing).
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Figure 27.
Acceleration profile (Outdoor Testing).
Figure 28.
Velocity profile (Outdoor Testing).
Figure 29.
Position profile (Outdoor Testing).
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are shown in the Figures 27–30. The time for completion of the task from the point
of initialization was found to be 43 s.
9. Conclusion
In this work, a vision-based sliding mode control for autonomous landing of a
quadrotor UAV is proposed. The vision algorithm is developed to detect the cen-
troid, position and orientation of the camera with respect to a landing pad marker
(ArUco marker) placed on the roof of a car. The designed sliding mode controller
proves to be effective when working alongside the developed vision algorithm and
is simulated using MATLAB environment. This is then on extended to the actual
experimental tests on the DJI Matrice M100, in indoor and outdoor environments.
The main conclusions are summarized as follows:
1. The designed controller ensures that all the state variables converge to their
reference values, even if their reference values are subjected to sudden
changes.
2. The alignment of the drone over the landing pad marker is obtained by using
the position and yaw offset values as inputs to the sliding mode controller.
3. The robustness of the designed controller is demonstrated among the various
experimental trials in outdoor environments (subjected to winds), and the
effectiveness of the proposed control scheme is also justified.
All of the results presented above are quiet promising and can be reproduced in
any quadrotor system. Reference [20] demonstrates the results of the proposed
work. As a future addition to this work, readers can consider using EKF to infuse
IMU data with vision to enhance the tracking data. In addition, the users can also
improve the proposed SMC to incorporate power rate reaching laws or super twist-
ing laws to attenuate chattering further.
Figure 30.
Camera parameters (Outdoor Testing).
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Chapter 4
A System for Continuous
Underground Site Mapping and
Exploration
Alexander Ferrein, Ingrid Scholl,Tobias Neumann,
Kai Krückel and Stefan Schiffer
Abstract
3D mapping becomes ever more important not only in industrial mobile robotic
applications for AGV and production vehicles but also for search and rescue
scenarios. In this chapter we report on our work of mapping and exploring under-
ground mines. Our contribution is two-fold: First, we present our custom-built 3D
laser range platform SWAP and compare it against an architectural laser scanner.
The advantages are that the mapping vehicle can scan in a continuous mode and
does not have to do stop-and-go scanning. The second contribution is the mapping
tool mapit which supports and automates the registration of large sets of point
clouds. The idea behind mapit is to keep the raw point cloud data as a basis for any
map generation and only store all operations executed on the point clouds. This way
the initial data do not get lost, and improvements on low-level date (e.g. improved
transforms through loop closure) will automatically improve the final maps.
Finally, we also present methods for visualization and interactive exploration of
such maps.
Keywords: 3D mapping, continuous mapping, large underground site mapping,
mapping tools, point cloud registration, map exploration, map visualization
1. Introduction
An important environment information in urban search and rescue applications
is 3D map data of the site. First responders usually have 2D map material of
buildings, tunnels and street sites, while a concise overview in 3D would possibly
give them further and new important information about the situation at hand.
Kruijff et al. [1, 2], for instance, report from mapping an earthquake site in
Mirandola, Italy, in July 2012. There, an unmanned guided vehicle (UGV) together
with unmanned aerial vehicle (UAV) acquired 3D environment information to help
judge if partly destroyed structures are safe for first responders to move in. Also,
robotic technology may help reveal information that is inaccessible otherwise. For
example, [3] present an approach for UAV-based mapping of underground tunnels
in darkness. While more works focus on disaster management with UAVs (e.g. [4]),
many others build upon ground-based USAR robots with the capability to map the
disaster site in 3D (see, for instance [5, 6]). Many other related research works
including our own previous research [7–9] focus on investigating SLAM algorithms
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best suited for mapping disaster sites. How large outdoor environments can be
mapped in a fast manner is investigated in [10]. A general overview on robotics in
disaster scenarios can be found, for example, in [11]. Again other work looks at
sensor systems [12] that are appropriate for generating feasible maps. As shown in
[13], for first responders it is important to get a reliable overview of the disaster site
and the damages and hazards in order to react correctly. This motivates the work
presented in this paper. It is very important to get a map quite quickly in order to
judge the operation on-site. The operation may be inspecting a disaster site,
mapping a building site or, as in our case, mapping an underground mining opera-
tion: in each of these examples, the operator needs to quickly get an overview of the
site. The operator then either learns where further sensor information needs to be
acquired or what measures need to be taken for the operation. In this paper, we
report on our 3D mapping system which offers exactly this. In a slightly different
but comparable setting in underground mines, we developed a mapping system in
hardware and software which allows to quickly integrate new laser scans into a 3Dmap.
1.1 The project UPNS4D+
The results presented in this paper are part of the project “Underground 4D+
Positioning, Navigation and Mapping System for Highly Selective, Efficient and
Highly-secure Exploitation of Important Resources” (UPNS4D+) which was funded
by the German Federal Ministry of Education and Research within the programme
of “R4–Innovative Technologies for Resource Efficiency – Research for the Provi-
sion of Raw Materials of Strategic Economic Importance”.
The overall project aimed at exploiting mineral resources of rare earths in a
highly selective, efficient and highly secure way from local deposits as well as
detecting new ones. This required innovative mining technologies which integrate
dynamic change of the mine. The interdisciplinary research project UPNS4D+
aimed at developing an underground deposit positioning, navigation and mapping
system for a mobile robot platform. For more details on the overall project, we refer
to [14, 15].
The consortium consisted of the following partners: (1) indurad GmbH,
Aachen; (2) Fachhochschule Aachen, MASCOR Institute; (3) MILAN Geoservice
GmbH, Spremberg; (4) RWTH Aachen University, Institute for Advanced Mining
Technology; (5) XGraphic Ingenieurgesellschaft mbH, Aachen; (6) Technische
Universität Bergakademie Freiberg; (7) Fritz Rensmann, Maschinenfabrik,
Diesellokomotiven, Getriebe GmbH& Co. KG, Dortmund; and (8) GHH Fahrzeuge
GmbH, Gelsenkirchen. The project started in April 2015 and ended in December
2018.
The goal of our subproject “6D mapping” was to develop a prototype robot
system that is able to map underground mining sites. To this end, a suitable robot
platform had to be equipped with the right sensor equipment (radar, cameras,
LiDARs, IMU). The data coming from the sensors needed to be integrated into
consistent high-dimensional maps deploying known SLAM approaches. High-
dimensional means that besides the 3D point clouds, also key frames from the vision
or radar data were stored in the map. New approaches had to be developed to grant
easy access to the data in order to process and visualize them.
1.2 Contribution
In the following, we present results from that research project that are highly
relevant also for urban search and rescue robotics and will find useful applications
there. In particular, we present:
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1. A novel sensor platform [16] which allows for continuous high-resolution
scans
2.A novel registration tool for checking point clouds on-site
3. The sensor data registration tool mapit which facilitates the processing of
large-scale point cloud data.
1.3 Outline
The paper is organized as follows. In the next section (Section 2), we present the
exploration vehicle that was developed during the project and used in our experi-
ments. We introduce the overall platform design and the sensor setup which was
used for exploration runs at underground mining site. Our exploration robot is
equipped with a revolving 3D LiDAR for acquiring map data, several further 3D and
2D laser range finders used for navigation and terrain classification, a thermal
imaging camera for detecting mine workers even in unilluminated areas and a high-
resolution wide-angle camera for teleoperation. Additionally, we mounted a FARO
3D LiDAR as a reference system.
Section 3 is devoted to our novel 3D LiDAR platform SWAP. SWAP allows to
continuously acquire 3D point cloud data of the environment while the robot is slowly
moving forwards. This highly reduces the time needed to acquire a section of the
underground mine, compared with the FARO scanner also mounted on the explora-
tion vehicle. Such architectural scanners are usually meant to acquire the scene from a
fixed position taking up to 10 minutes for scanning a single (but very dense) point
cloud. An important development of this project is the mapping and registration tool
mapit, which facilitates the registration and manipulation of point cloud and map
data. We will outline the idea of mapit in Section 4. In Section 5 we present a number
of visualization tools that were developed with mapit. In Section 6 we conclude.
2. Exploring and mapping underground mines
The underlying idea in the UPNS4D+ project is to deploy two kinds of vehicles
in an underground mining facility. There is an exploration vehicle that periodically
drives around in the underground mine when no regular work is taking place to
initially record and then update a map. The second vehicle is a regular processing
vehicle that is performing the daily work in the mine. It used the map that is
periodically updated by the exploration vehicle. While the exploration vehicle needs
to have more sophisticated sensory equipment for recording the map, for the
processing vehicle, a stripped-down equipment suffices, since it only needs to
localize within a given map.
With our project partners, we developed the exploration robot shown in
Figure 1a. It is a skid-steered tracked robot based on a mini excavator platform. It
carries the modular sensor platform shown in Figure 1b. The robot can drive up to
3 ms1 and is controlled via the ROS [17] Movebase. For navigation, collision
avoidance and terrain classification, two Velodyne VLP-16 Puck LiDARs are
mounted at the front. They acquire environment information with 16 scan lines
with an opening angle of 30° and with 20 Hz. They are mounted on a 20° slope to be
able to get information in the close vicinity of the robot. With a horizontal opening
angle of 360°, they can acquire 3D data from the front and the sides of the robot.
For safety reasons, additional 2D laser range finders have been mounted at two
corners of the sensor platform which are also used for collision avoidance.
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best suited for mapping disaster sites. How large outdoor environments can be
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GmbH, Gelsenkirchen. The project started in April 2015 and ended in December
2018.
The goal of our subproject “6D mapping” was to develop a prototype robot
system that is able to map underground mining sites. To this end, a suitable robot
platform had to be equipped with the right sensor equipment (radar, cameras,
LiDARs, IMU). The data coming from the sensors needed to be integrated into
consistent high-dimensional maps deploying known SLAM approaches. High-
dimensional means that besides the 3D point clouds, also key frames from the vision
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easy access to the data in order to process and visualize them.
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with an opening angle of 30° and with 20 Hz. They are mounted on a 20° slope to be
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corners of the sensor platform which are also used for collision avoidance.
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The mapping operation is not run autonomously in the mine environment for
now. At the front of the robot, an Allied Vision GT6600C high-resolution camera
with a wide-angle lens is mounted. The camera can be used for teleoperation.
As an additional safety feature, we mounted a FLIR A315 thermal camera at the
front of the robot in order to be able to detect persons even when not sufficient light
is available.
For mapping the mine, the platform is equipped with a rotating 3D LiDAR
system, the SWAP platform, which we will describe in detail in the next section. For
reference, we mounted a FARO Focus3D X 130 LiDAR, which can be used in a stop-
and-go fashion. Scanning times of the Focus LiDAR lie between 1 and 30 min. To
remotely operate the LiDAR, we developed a ROS driver based on the FARO SDK.
As part of our project contribution, we developed a rotating sensor platform for
the swift acquisition of dense point clouds as reported in [16]. The main goal was to
find a compromise between acquiring accurate and dense point clouds which usu-
ally takes much time and having available data for online use in a robotic system for
tasks such as localization which has to be updated more frequently. For instance,
taking the FARO LiDAR with an angular resolution of 0.0035°, very dense and
accurate point clouds can be recorded. However, the robot needs to stand still, and
the scanning time of a single scan can take up to 30 min. Table 1 shows a compar-
ison of the two scanners.
3. The 3D LiDAR system SWAP
In this section, following previous work in [16], we present the 3D LiDAR
platform SWAP which was developed during the mine mapping project. The SWAP
Figure 1.
Exploration robot developed for mapping underground mining sites. (a) Exploration vehicle and (b) Sensor
setup of the exploration robot.
SWAP platform FARO Focus3D X 130
Measuring range 0.1–100 m 0.6–130
Horizontal resolution 2° 0.035°
Vertical resolution 0.4° 0.07°
Sphere coverage 80.27% 83.33%
Scan time 0.3–30 s 1–30 min
Table 1.
Comparison between SWAP and FARO Focus3D X 130.
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platform consists of a Velodyne VLP-16 PUCK LiDAR and a Hokuyo UTM-30LX-EW
range scanner which are both mounted opposite to each other on a disk which rotates
both scanning devices around the centre of the disk. The disk and the upper part of
the scanner are driven by a motor which is equipped with absolute encoders. Both
scanners transfer their data via Ethernet which is connected by a slip ring which
connects the revolving part to the rest of the scanning device. The combination of
motor and gear head provides us with 3 Nm of torque and allows for a maximum
rotation speed of 2.6 Hz. However, a reasonable azimuth resolution can only be
achieved with a scanning speed of up to 1.67 Hz, while the full-sphere point clouds are
then captured with a half revolution which equals 3.34 Hz for this. We deploy a 14 bit
industrial grade absolute SSI encoder which is mounted on the drive shaft. The
resolution provides a maximum error of 1.320 or 0.022°. In a distance of 10, this
corresponds to 3.8. The second part of the platform is the rotating sensor mount. It
houses a gigabit Ethernet switch, the interface box of the Velodyne VLP-16 PUCK and
the Hokuyo UTM-30LX-EW, the power distribution for the sensors and several
mounting rails for different sensors. The raw data of the deployed Velodyne VLP-16
PUCK and the attached Hokuyo UTM-30LX-EW are registered making use of the SSI
absolute encoder. Besides the absolute encoders, there is another incremental encoder
attached to the motor shaft. Then, based on the readings of the absolute encoder, the
raw data is collected and integrated into a point cloud for the device. This is done with
a best-effort time-stamping on the data and where one UDP package of the Velodyne
VLP-16 PUCK is transformed altogether. The time difference between the laser read-
ings within one UDP package is about 1.33 ms. For the rectification of the Hokuyo
UTM-30LX-EWmeasurements, the recording time for one sweep is taken into
account. As a final ingredient, our SWAP platform is equipped with an IMU (μIMU
from NG1) for providing the orientation of the platform w.r.t. the ground. Figure 2




The components and a photo of our rotating sensor platform. (a) Components of the platform and (b) Photo of
the platform
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platform consists of a Velodyne VLP-16 PUCK LiDAR and a Hokuyo UTM-30LX-EW
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both scanning devices around the centre of the disk. The disk and the upper part of
the scanner are driven by a motor which is equipped with absolute encoders. Both
scanners transfer their data via Ethernet which is connected by a slip ring which
connects the revolving part to the rest of the scanning device. The combination of
motor and gear head provides us with 3 Nm of torque and allows for a maximum
rotation speed of 2.6 Hz. However, a reasonable azimuth resolution can only be
achieved with a scanning speed of up to 1.67 Hz, while the full-sphere point clouds are
then captured with a half revolution which equals 3.34 Hz for this. We deploy a 14 bit
industrial grade absolute SSI encoder which is mounted on the drive shaft. The
resolution provides a maximum error of 1.320 or 0.022°. In a distance of 10, this
corresponds to 3.8. The second part of the platform is the rotating sensor mount. It
houses a gigabit Ethernet switch, the interface box of the Velodyne VLP-16 PUCK and
the Hokuyo UTM-30LX-EW, the power distribution for the sensors and several
mounting rails for different sensors. The raw data of the deployed Velodyne VLP-16
PUCK and the attached Hokuyo UTM-30LX-EW are registered making use of the SSI
absolute encoder. Besides the absolute encoders, there is another incremental encoder
attached to the motor shaft. Then, based on the readings of the absolute encoder, the
raw data is collected and integrated into a point cloud for the device. This is done with
a best-effort time-stamping on the data and where one UDP package of the Velodyne
VLP-16 PUCK is transformed altogether. The time difference between the laser read-
ings within one UDP package is about 1.33 ms. For the rectification of the Hokuyo
UTM-30LX-EWmeasurements, the recording time for one sweep is taken into
account. As a final ingredient, our SWAP platform is equipped with an IMU (μIMU
from NG1) for providing the orientation of the platform w.r.t. the ground. Figure 2
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The current design was chosen keeping in mind the lessons learnt from its
predecessor device which was based on a Velodyne HDL-64. That device was tilted
along its vertical axis. It was presented in [18]. While the device is very suitable for
acquiring 3D dense point clouds (in [7] we used this device for mapping large-scale
motorway tunnels), it has some drawbacks when it comes to the distribution of the
range measurement in the point cloud. With a tilting scanner, the point clouds are
particularly dense at the turning points of the device and less dense in between.
For the SWAP design, we therefore changed the setup from a tilting 3D LiDAR
to a rotating device. With the additional tilt angle in the mounting position of the
VLP-16, we achieve an even distribution of points in the scanning range of the
device. The additional Hokuyo rangefinder was mounted in order to acquire sensor
data in a close range around the robot, as the measurement range of the VLP-16
starts at about 0.9 m.
Analyzing and optimizing the homogeneity of a scan are investigated in [19].
For our target scenarios, the sensor platform yields an optimized compromise
between the scan acquisition speed and the point cloud density. By adjusting the
rotation frequency, the map resolution and the time needed to record the map can
also be balanced.
4. The map registration system mapit
There exist a number of toolkits that help with registering point clouds and
process 3D data. Many of them are professional software products, often also
provided from the manufacturer of a 3D LiDAR system. Also a number of Open
Source projects exist, for instance, the 3D Toolkit (3DTK) [20, 21]. The 3DTK
provides a number of state-of-the-art 6D SLAM algorithm for registering point
cloud data as well as a large number of additional shape detection and visualization
tools.
In contrast to this, mapit focuses more strongly on the registration workflow and
the post-processing of map data, but it is not restricted only to point cloud data. In
mapit, additional sensor cues could be associated with the 3D data. The key idea of
mapit is to store the raw data and keep track of all algorithm steps over time.
4.1 Overview
With mapit, we developed a 3D mapping framework2 for managing and
post-processing a wide range of sensor data, especially the point clouds from the
exploration vehicle. The software is divided into components and is designed for
extensibility. We describe the different fields below:
Management/administration
The sensor data are loaded and stored persistently in a database. The access is via
defined interfaces. All changes to the data are stored individually. As a result, work
steps and results are stored together consistently.
Algorithm processing
The algorithms for filtering the sensor data, the registration tree of the 3D point
clouds, the creation of the 3D map and the further processing of the map are
defined and developed with mapit.
2 https://github.com/MASKOR/mapit.
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Connection
A network interface has been developed that allows transparent access between
local and remote mapit instances. A connection to external software (e.g.
CloudCompare3) has been implemented to work efficiently through plugins.
While ROS is used to programme mobile robots and can save all sensor data
from a robot test drive, the framework mapit was developed to manage and save the
post-processing of all sensor data. There are three basic principles similar to a
version control system that have been implemented in mapit:
1. Data and the executed algorithms are stored together: At any time, the origin
of a map can be traced—the basic sensor data, the used algorithms and
parameter for the post-processing.
2. Every access to the data must be done by mapit: This concept is like a version
control system. The development and history of the post-processing are
logged.
3.Algorithms are deterministic (if possible): Data can be deleted and restored at a
later point.
All map data and algorithms can be stored like in a directory system. Figure 3a
shows the structure of a management process, i.e. to develop a map. The
repository corresponds to a project. Each project arranges its data in trees and
entities, i.e. the point clouds. Each workspace consists of the post-processing
algorithm workflow, i.e. to develop a map from registered point clouds.
3 https://github.com/MASKOR/cc_qMapit_IO_plugin.
Figure 3.
mapit concept and workflow. (a) Visualization of the mapit concept and (b) Workflow in mapit with the
exploration vehicle and the processing vehicle involved.
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4.2 Workflow with mapit
This subsection describes the workflow with mapit to develop a 3D map from a
test drive of the exploration vehicle. Mapit includes various requirements to sup-
port the work of 3D map creation. Firstly, it must have open and flexible interfaces
to import and export sensor data and maps, as well as being easily adaptable to new
requirements. Secondly, the data processing must be simple, reproducible and,
in particular, traceable. Thirdly, it must have open and flexible interfaces to
import and export sensor data and maps, as well as being easily adaptable to new
requirements.
Figure 3b represents a mapit workflow from the exploration vehicle and the
process vehicle. The figure has the following steps:
Exploratory trip
During the exploratory trip, every 10 full-sphere point clouds is recorded. These
point clouds are stored together with the odometry data via the Robot Operating
System (ROS) software with rosbag. After the exploratory trip, this data will be
integrated into the mapit system.
Registration and mapping
In mapit, these point clouds are aligned to a consistent map using various
registration algorithms (operators) and multiple passes. These aligned point clouds
are then converted to a 3D occupancy map.
3D to 2D map conversion/transformation
The exploration vehicle and the production vehicle are located via 2D scanners,
which measure the surface of the mine in one section. For these two vehicles, cuts
are made in the mine’s 3D map, and a 2D occupancy map is created.
Subsequent exploration
During the subsequent exploration, the exploration vehicle locates itself in this
created 2D map or drives outside of it. New full-sphere point clouds of known and
unknown areas are recorded and integrated into the mapit system after the trip to
the previous one.
Map extension
Then, similar to the point registration and mapping, new point clouds are regis-
tered to the already aligned point clouds and the new extended map is then created
with all data from previous reconnaissance trips and the new data from the
additional reconnaissance.
4.3 3D mine mapping with mapit
To compute a consistent map based on the data collected by the mobile plat-
form, we use spherical point clouds and minimize the error in merging them by
integrating the robot’s movements.
In order to integrate all sensor data to one global map, the algorithms in mapit do
not operate on the data but only on the transformations on this data. This is why
registration algorithms, for example, can be run on different resolutions or on
different data without the data being modified: the results just change according to
the modified transformations.
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4.3.1 Pairwise registration
The point clouds recorded during the exploratory trip are first registered in
pairs. For this, the iterative closest point (ICP) method [22] is used, which is an
iterative minimum method. There are always two consecutive point clouds
compared. It searches, from each point of the one point cloud, the next point in the
other point cloud and minimizes this between all pairs of points minimized. The
initials of the algorithm are the odometry provided by the AMT. Therefore, a
general implementation has been created so that different algorithms, for example,
can be easily integrated from the Point Cloud Library (PCL) [23]. To create the
maps, the algorithm iterative closest point (ICP) has been used, which forms pairs
of points between two point clouds and minimizes the distance between these pairs.
The initial values for these algorithms are primarily the odometry provided by the
RWTH Aachen University Institute for Advanced Mining Technologies (AMT).
This results in a good orientation of the point clouds but typically remains a small
Figure 4.
Parts of the anhydride mine in Krölpa, Germany. (a) Occupancy grid, (b) Octree and (c) Point Cloud.
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test drive of the exploration vehicle. Mapit includes various requirements to sup-
port the work of 3D map creation. Firstly, it must have open and flexible interfaces
to import and export sensor data and maps, as well as being easily adaptable to new
requirements. Secondly, the data processing must be simple, reproducible and,
in particular, traceable. Thirdly, it must have open and flexible interfaces to
import and export sensor data and maps, as well as being easily adaptable to new
requirements.
Figure 3b represents a mapit workflow from the exploration vehicle and the
process vehicle. The figure has the following steps:
Exploratory trip
During the exploratory trip, every 10 full-sphere point clouds is recorded. These
point clouds are stored together with the odometry data via the Robot Operating
System (ROS) software with rosbag. After the exploratory trip, this data will be
integrated into the mapit system.
Registration and mapping
In mapit, these point clouds are aligned to a consistent map using various
registration algorithms (operators) and multiple passes. These aligned point clouds
are then converted to a 3D occupancy map.
3D to 2D map conversion/transformation
The exploration vehicle and the production vehicle are located via 2D scanners,
which measure the surface of the mine in one section. For these two vehicles, cuts
are made in the mine’s 3D map, and a 2D occupancy map is created.
Subsequent exploration
During the subsequent exploration, the exploration vehicle locates itself in this
created 2D map or drives outside of it. New full-sphere point clouds of known and
unknown areas are recorded and integrated into the mapit system after the trip to
the previous one.
Map extension
Then, similar to the point registration and mapping, new point clouds are regis-
tered to the already aligned point clouds and the new extended map is then created
with all data from previous reconnaissance trips and the new data from the
additional reconnaissance.
4.3 3D mine mapping with mapit
To compute a consistent map based on the data collected by the mobile plat-
form, we use spherical point clouds and minimize the error in merging them by
integrating the robot’s movements.
In order to integrate all sensor data to one global map, the algorithms in mapit do
not operate on the data but only on the transformations on this data. This is why
registration algorithms, for example, can be run on different resolutions or on
different data without the data being modified: the results just change according to
the modified transformations.
70
Unmanned Robotic Systems and Applications
4.3.1 Pairwise registration
The point clouds recorded during the exploratory trip are first registered in
pairs. For this, the iterative closest point (ICP) method [22] is used, which is an
iterative minimum method. There are always two consecutive point clouds
compared. It searches, from each point of the one point cloud, the next point in the
other point cloud and minimizes this between all pairs of points minimized. The
initials of the algorithm are the odometry provided by the AMT. Therefore, a
general implementation has been created so that different algorithms, for example,
can be easily integrated from the Point Cloud Library (PCL) [23]. To create the
maps, the algorithm iterative closest point (ICP) has been used, which forms pairs
of points between two point clouds and minimizes the distance between these pairs.
The initial values for these algorithms are primarily the odometry provided by the
RWTH Aachen University Institute for Advanced Mining Technologies (AMT).
This results in a good orientation of the point clouds but typically remains a small
Figure 4.
Parts of the anhydride mine in Krölpa, Germany. (a) Occupancy grid, (b) Octree and (c) Point Cloud.
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error. This becomes visible after long scan series (e.g. in the map of maxit, Krölpa,
of approximately 800 m range).
4.3.2 Global registration
To minimize the errors of pairwise registration of many point clouds, all point
clouds are registered globally. Again, the algorithms are easily interchangeable.
Mostly currently the GraphSLAM [24] algorithm is used after Lu and Milios [25].
It creates a graph of the connections between all point clouds with overlaps and
minimizes the alignment errors of all connections simultaneously.
4.3.3 Conversion to 3D map
As a representation of the 3D map, an OctoMap [26] is used. This offers the
advantage of being able to query the information in various resolutions and to map
the distinctions that are important for navigation between free, occupied and
unknown cells.
Figure 4 represents the result from the 3D mapping process from an exploratory
trip in the underground mine from maxit in Krölpa, Germany. The mobile robot
scans every 10 m a full-sphere point cloud. The point cloud data and the odometry
data are saved into a rosbag file and are processed with the mapit workflow.
Figure 4a shows a 2D occupancy grid of the mapped part of the mine. Figure 4c
visualizes the point clouds themselves and Figure 4b a 3D OctoMap from the point
clouds.
5. Visualization
ROS includes a 3D visualization environment package RViz that fuse sensor
data, robot model and other 3D data like point clouds into a combined view. RViz
uses several external libraries like the Ogre3D graphics library for the 3D visualiza-
tion. The 3D points from the point clouds can be visualized as small surface ele-
ments (surfel) or boxes. A surface mesh can be developed with surface
reconstruction algorithms. This very expensive step is mostly avoided and is
approximated by choosing the size of the surfels or boxes.
For the post-processing of the robot data, a graphical user interface (GUI) for
mapit has been developed. The user can define a new project and can select all
considered data over the client-server connection. Mapit has implemented algo-
rithms to register point clouds, space decomposition algorithm for efficient compu-
tation and rendering algorithm for the visualization. All user-selected algorithms
can be arranged and saved in a workflow and can be visualized and edited in the
GUI as a node graph. Figure 5 shows the mapit GUI and the node graph to calculate
and render 13 point clouds from the ground floor of the main building of the
Aachen University of Applied Sciences.
5.1 Visualization from sensor and mapping data
For almost all sensors attached to the exploration vehicle, ROS connections are
provided for visualization. The calibration software of the SWAP platform allows a
visualization of the point clouds recorded over time in near real-time. The raw data
of the FARO laser scanner are also automatically processed on-board on-site and
made available within ROS. This process takes a few seconds to a few minutes,
depending on the volume of data. Figure 6a represents a combined visualization
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from the stop-and-go FARO scan point cloud data in gray values and the live sensor
data over 2 seconds from the SWAP platform in color values. Figure 6b shows in a
top-down view the real-time data from one Velodyne Puck scanner with 20 Hz in
blue and red color values.
The exploration vehicle can scan automatically with the automation adapter of the
FARO Focus laser scanner. A main disadvantage of this automation adapter is that all
drivers for the FARO scanner support only the Windows operating system. To over-
come this problem, several Windows applications are developed and can be selected
via ROS. Firstly, the scanning application sends user-selected scan parameter over
ROS to the scanner and starts the scanning process. The scanned data are stored in the
customer format on the hard disk. The second application converts the customer
format of a point cloud into the free PCD format of the Point Cloud Library (PCL)
and stores the new format again. Last but not least, the PCD data files are loaded and
are visualized with RViz in ROS. As an option, the PCD data can be filtered.
The huge amount of point cloud data can be decomposed with an octree space
partitioning algorithm (see Figure 7). This data structure is suitable for local colli-
sion detection, downsampling the huge data amount and representing the data in
different resolutions. Especially, the normal estimation uses a neighboring search to
every point of the point cloud. This step and the viewer-dependent resolution can
be calculated more efficiently using the octree data structure.
Figure 5.
Visualization from the mapit GUI to render 13 registered point clouds.
Figure 6.
Live sensor data from the SWAP platform of the exploration vehicle at the maxit mine, Krölpa, Germany. (a)
Grey values: Stop-and-go data from FARO Focus3D X 130. Color values: Live data from SWAP platform over
2s and (b) Top down perspective from Velodyne VLP-16 puck data, 20Hz in blue and reds.
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error. This becomes visible after long scan series (e.g. in the map of maxit, Krölpa,
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4.3.2 Global registration
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It creates a graph of the connections between all point clouds with overlaps and
minimizes the alignment errors of all connections simultaneously.
4.3.3 Conversion to 3D map
As a representation of the 3D map, an OctoMap [26] is used. This offers the
advantage of being able to query the information in various resolutions and to map
the distinctions that are important for navigation between free, occupied and
unknown cells.
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scans every 10 m a full-sphere point cloud. The point cloud data and the odometry
data are saved into a rosbag file and are processed with the mapit workflow.
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considered data over the client-server connection. Mapit has implemented algo-
rithms to register point clouds, space decomposition algorithm for efficient compu-
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can be arranged and saved in a workflow and can be visualized and edited in the
GUI as a node graph. Figure 5 shows the mapit GUI and the node graph to calculate
and render 13 point clouds from the ground floor of the main building of the
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5.1 Visualization from sensor and mapping data
For almost all sensors attached to the exploration vehicle, ROS connections are
provided for visualization. The calibration software of the SWAP platform allows a
visualization of the point clouds recorded over time in near real-time. The raw data
of the FARO laser scanner are also automatically processed on-board on-site and
made available within ROS. This process takes a few seconds to a few minutes,
depending on the volume of data. Figure 6a represents a combined visualization
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from the stop-and-go FARO scan point cloud data in gray values and the live sensor
data over 2 seconds from the SWAP platform in color values. Figure 6b shows in a
top-down view the real-time data from one Velodyne Puck scanner with 20 Hz in
blue and red color values.
The exploration vehicle can scan automatically with the automation adapter of the
FARO Focus laser scanner. A main disadvantage of this automation adapter is that all
drivers for the FARO scanner support only the Windows operating system. To over-
come this problem, several Windows applications are developed and can be selected
via ROS. Firstly, the scanning application sends user-selected scan parameter over
ROS to the scanner and starts the scanning process. The scanned data are stored in the
customer format on the hard disk. The second application converts the customer
format of a point cloud into the free PCD format of the Point Cloud Library (PCL)
and stores the new format again. Last but not least, the PCD data files are loaded and
are visualized with RViz in ROS. As an option, the PCD data can be filtered.
The huge amount of point cloud data can be decomposed with an octree space
partitioning algorithm (see Figure 7). This data structure is suitable for local colli-
sion detection, downsampling the huge data amount and representing the data in
different resolutions. Especially, the normal estimation uses a neighboring search to
every point of the point cloud. This step and the viewer-dependent resolution can
be calculated more efficiently using the octree data structure.
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Visualization from the mapit GUI to render 13 registered point clouds.
Figure 6.
Live sensor data from the SWAP platform of the exploration vehicle at the maxit mine, Krölpa, Germany. (a)
Grey values: Stop-and-go data from FARO Focus3D X 130. Color values: Live data from SWAP platform over
2s and (b) Top down perspective from Velodyne VLP-16 puck data, 20Hz in blue and reds.
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An interface from mapit to ROS allows a generated map to be returned to the
context of the exploration vehicle. This allows current sensor data to be visualized
in a corresponding map section with appropriate resolution during a re-exploration.
5.2 Virtual reality integration with CuteVR
The CuteVR library was developed as a bridge between the virtual reality hard-
ware drivers and the end-user software with the aim of a consistent interface.
CuteVR is highly modular based on the cross-platform application framework Qt
and can be extended due to its class structures with relatively little effort. An event
system and differentiated error handling also make it easier to handle highly
dynamic VR scenes.
It forms the basis for a VR plugin for RViz, which allows the viewing of all
sensor data in VR. This allows the user to navigate in the virtual reality world next
to the exploration vehicle (see Figure 8). CuteVR unifies the interfaces to VR
devices and can be expanded for future VR hardware.
Based on CuteVR, the ROS package vr_tools was developed, which integrates
VR hardware and VR concepts in ROS. The core component is the head-mounted
display (HMD) plugin for RViz, with which one or more users can look around and
move around in a RViz scene. This allows intuitive and true-to-scale viewing of 3D
sensor data in the virtual space.
Since RViz itself does not provide structures for the spatial distribution of large
amounts of data such as octrees, it was decided instead to filter the data stream to
RViz and adapt it on the fly.
Furthermore, the states of VR input devices are made available in ROS and thus
can interact with other programme components. With additional VR setups,
Figure 7.
Spatial decomposition of the point cloud with an octree data structure. The points are organized in a
hierarchical fashion where the resolution of space is increased only when the space actually contains data points.
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multiple users can view the same scenes simultaneously from different perspectives
via Multi-View.
6. Discussion
In this chapter, we presented a system for continuous mapping and exploration
of underground sites. Most of this work has been developed as part of the project
“Underground 4D+ Positioning, Navigation and Mapping System for Highly Selec-
tive, Efficient and Highly-secure Exploitation of Important Resources” (UPNS4D+)
which was funded by the German Federal Ministry of Education and Research
within the programme of “R4–Innovative Technologies for Resource Efficiency –
Research for the Provision of Raw Materials of Strategic Economic Importance”.
We first reported on the hardware platform that was built to acquire comparably
densely populated 3D point clouds of the (underground) environment using a
rotating LiDAR device. Afterwards, we reported on the framework mapit which is
used to track and execute post-processing operations on the data acquired by the
robot. Namely, it allows for registering a (large) set of individual maps to one global
map. The important aspect is that mapit does not store the resulting map and
discards the original data, but instead it keeps track of the operations that were
performed on the data and logs these operations. This allows for reapplying all post-
processing in case an algorithm has been improved or a misalignment in the cali-
bration of the sensor setup has been detected. Finally, we presented the options for
visualizing the resulting maps in different contexts.
The system described in this chapter provides diverse support for (first)
responders in search and rescue applications. For one, the resulting maps can be
used to conduct further missions with rescue robots. Also, analysis tools can be run
on the maps. For example, the mapit framework supports running algorithms to
compare maps from different points in time to see which changes have occurred.
The versatile visualization capabilities allow for planning rescue missions and
training first responders before sending them into the field.
Acknowledgements
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Figure 8.
Virtual reality visualization with CuteVR using the HTC Vive VR headset.
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CuteVR is highly modular based on the cross-platform application framework Qt
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Abstract
Recent development of different control systems for UAVs has caught the
attention of academic and industry, due to the wide range of their applications such
as in surveillance, delivery, work assistant, and photography. In addition, arms,
grippers, or tethers could be installed to UAVs so that they can assist in construc-
ting, transporting, and carrying payloads. In this book chapter, the control laws of
the attitude and position of a quadcopter UAV have been derived basically utilizing
three methods including backstepping, sliding mode control, and feedback lineari-
zation incorporated with LQI optimal controller. The main contribution of this book
chapter would be concluded in the strategy of deriving the control laws of the
translational positions of a quadcopter UAV. The control laws for trajectory
tracking using the proposed strategies have been validated by simulation using
MATLAB®/Simulink and experimental results obtained from a quadcopter test
bench. Simulation results show a comparison between the performances of each of
the proposed techniques depending on the nonlinear model of the quadcopter
system under investigation; the trajectory tracking has been achieved properly for
different types of trajectories, i.e., spiral trajectory, in the presence of unknown
disturbances. Moreover, the practical results coincided with the results of the
simulation results.
Keywords: UAVs, nonlinear control, quadcopter, gesture-based vision control,
spherical blimp UAV
1. Introduction
Unmanned aerial vehicle (UAV) research has attracted tremendous attention
during the last decade. This interest is mainly given due to the low cost of this type
of vehicles and its large application range in diverse areas such as surveillance,
delivery, maintenance, inspection, transportation, work assistant, and aerial pho-
tography. For instance, UAVs could be provided with cameras so as to observe
nature and wildlife. In addition, arms, grippers, or tethers might be installed to
UAVs, for which UAVs can assist in construction, transportation, and carrying
payloads. Different types of UAVs are considered as complex systems since their
dynamic models are nonlinear, dynamically coupled, and the difficulty to establish
a very accurate mathematical model. The design of UAV control systems has
attracted many researchers worldwide, and many control techniques have been
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as in surveillance, delivery, work assistant, and photography. In addition, arms,
grippers, or tethers could be installed to UAVs so that they can assist in construc-
ting, transporting, and carrying payloads. In this book chapter, the control laws of
the attitude and position of a quadcopter UAV have been derived basically utilizing
three methods including backstepping, sliding mode control, and feedback lineari-
zation incorporated with LQI optimal controller. The main contribution of this book
chapter would be concluded in the strategy of deriving the control laws of the
translational positions of a quadcopter UAV. The control laws for trajectory
tracking using the proposed strategies have been validated by simulation using
MATLAB®/Simulink and experimental results obtained from a quadcopter test
bench. Simulation results show a comparison between the performances of each of
the proposed techniques depending on the nonlinear model of the quadcopter
system under investigation; the trajectory tracking has been achieved properly for
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1. Introduction
Unmanned aerial vehicle (UAV) research has attracted tremendous attention
during the last decade. This interest is mainly given due to the low cost of this type
of vehicles and its large application range in diverse areas such as surveillance,
delivery, maintenance, inspection, transportation, work assistant, and aerial pho-
tography. For instance, UAVs could be provided with cameras so as to observe
nature and wildlife. In addition, arms, grippers, or tethers might be installed to
UAVs, for which UAVs can assist in construction, transportation, and carrying
payloads. Different types of UAVs are considered as complex systems since their
dynamic models are nonlinear, dynamically coupled, and the difficulty to establish
a very accurate mathematical model. The design of UAV control systems has
attracted many researchers worldwide, and many control techniques have been
proposed for the aim of accomplishing a 6-DoFs dynamic and trajectory tracking
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control of UAVs. This chapter focuses on advanced nonlinear control approaches in
order to enhance the dynamic performance of both dynamic and trajectory tracking
control of UAVs. Nonlinear control theories have been developed among other
control strategies due to their capacity to deal with the nonlinearity and the cou-
pling components of the UAV state variables.
Quadcopters are one of the very common UAV platforms; in fact, the literature
related to control design of quadcopters is extensive, and this type of UAVs is
underactuated, nonlinear, and strongly coupled, which is hard to cope properly
with conventional control methods. On the other hand, they have many advantages
over conventional helicopters, which may be concluded as follows: capability of
vertical take-off and landing (VTOL), hovering and maneuverability, and low
power consumption, since it has four small-scale propellers for thrust and
orientation.
In the area of quadcopter literature, there is a variety of applications as aerial
manipulation [1, 2], quadcopter pendulum [3], navigation and localization [4, 5],
obstacle avoidance [6], altitude control [7], and cooperative and formation control
[8, 9]. Moreover, several control schemes have been proposed including adaptive
control [10–13], fuzzy control [14], neural network control [15], linear parameter
varying (LPV) control [16], predictive control [17, 18], nonlinear control methods
[19–23], and sliding mode control [24, 25]. In [4], researchers propose localization,
navigation, and mapping methods based on the characteristic map; feature map is
selected to localize and navigate the UAV under investigation, while drawing up
navigation strategy and avoidance strategy. In [5], PID controllers for the attitude,
altitude, and position of a quadrotor are designed, and an outdoor experiment is
conducted based on GPS to verify the performance, and desired trajectory’s
waypoints are determined using Mission Planar software. The application of ultra-
sonic sensor is used to detect barriers during the flight, so that the position of the
quadrotor is adjusted depending on the signal of the ultrasonic sensor in order to
avoid collision [6]. Cascaded PID controller with the usage of laser range finder
combined with accelerometer in order to determine the height of the vehicle has
been presented in [7]; the proposed system is compared with the performance of
the system using GPS combined with pressure gauge. However, the results of the
proposed system exhibit better performance especially in the range of low altitude.
Centralized formation flight control of a leader/follower structure of three
quadcopters is proposed in [8] using LQR-PI, the trajectory of the leader defines the
desired trajectory for the followers, and a pole placement controller is used for the
leader and LQR-PI controllers for the followers. In case of communication loss
between leader and any of the followers, the other follower quadcopter provides the
leader’s states to the affected follower quadcopter in order to keep the formation
intact. Whereas a multiagent consensus control incorporated with collision avoid-
ance using model predictive control is presented in [9], the term of achieving
formation and the term of repulsive potential are set in the index function to realize
the formation control considering collision avoidance. The experiment is carried out
using three quadrotor UAVs.
By looking to the quadcopter control systems, dynamic inversion and linear
neural-network-based adaptive attitude control of a quadrotor UAV is introduced
in [10]. Based on the time-scale separation principle, an attitude dynamic inverse
controller and a trajectory dynamic inverse controller are deduced, respectively; the
inverse error dynamics is regulated using PD controller, and a sigma-pi neural
network is introduced to eliminate the inverse error adaptively to improve the
robustness of the controller. Authors of [11] propose a compound adaptive
backstepping and sliding mode control subject to unknown external disturbances
and parametric uncertainties. A comparison study for the proposed method with
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and without adaptive control is investigated. An adaptive controller based on
backstepping technique is employed for the trajectory tracking of quadrotor incor-
porating a fuzzy monitoring strategy to compensate the undesired dynamic error
caused by lumped disturbances and total thrust input saturation [12]. Reference
[13] introduces adaptive sliding mode controller for distributed control systems
with mismatched uncertainty that exists in communication channels. A linear slid-
ing surface is adopted to guarantee asymptotic stability of each subsystem, and an
adaptive scheme that can update the unknown upper bound of uncertainty is
applied. The distributed controller is constructed based on the information from the
adaptive scheme and neighboring subsystems, such that each subsystem can keep
stable and have good performance.
On the other hand, a tracking control system for the quadrotor UAV based on
Takagi-Sugeno (T-S) fuzzy control has been presented in [14]. At first, T-S fuzzy
error model has been presented as three independent subsystems for altitude, atti-
tude, and position. Then, T-S fuzzy feedback controller design procedure is applied
for altitude, attitude, and position subsystems of the quadcopter. LMI algorithm has
been utilized in order to calculate the controller’s gains. In [15], a sliding mode
underactuated control (SMUC) is designed for the quadrotor UAVmodel with small
uncertainty. In order to enhance the tracking response of the quadrotor UAV,
recurrent-neural-network-based sliding-mode underactuated control (RNN-
SMUC) with online recurrent neural network modeling and compensation of
dynamical uncertainty is designed, and the RNN performs as an approximator.
Finally, the combination of SMUC and RNN-SMUC with a transition as so-called
hybrid neural-network-based sliding-mode underactuated control (HNN-SMUC) is
developed. This development has the advantages of SMUC and RNN-SMUC; e.g., a
better transient response of SMUC and an improved tracking performance of RNN-
SMUC are accomplished. Furthermore, researchers of [16] compare between LPV
controllers and LTI H∞ controllers with S/KS loop shaping to test the performance
of a quadrotor while tracking fast trajectories and aggressive maneuvers. Reference
[17] combines nonlinear model predictive control (NMPC) and PID controller for
better stabilizing of quadrotor UAV under different noises and disturbance condi-
tions; the proposed controller has been applied for the altitude and attitude control
loops, whereas switching model predictive controllers for attitude, altitude, and
translational motion are derived based on piecewise affine linearized dynamic
model in [18], where the effects induced by wind gusts disturbances are considered
as affine outputs. The experimental platform utilizes inertial measurement unit
IMU, sonar and an optic-flow sensor to produce feedback to the system for indoor
applications. Various flight cases including position hold and altitude set-point,
trajectory tracking, hovering, and aggressive attitude control have been performed
in order to justify the efficiency of the proposed control system.
Nonlinear control methods cover the majority of the applied approaches in the
literature. For instance, [19] proposes nonlinear hybrid controller that utilizes the
time response characteristics of the PID and the stability characteristics of the LQR;
differential-flatness-based feedforward control is incorporated with the LQR to
enhance the performance of the position system, whereas PID controllers are
designed to control the attitude of the quadcopter. Authors of [20] utilize LQR, PID,
and feedback linearization in order to design position-tracking model. The LQR
controller is added to the feedback linearization model to optimize the control
algorithm by determining a suitable cost function; the attitude of dynamic control
was modeled so as to maintain desired quadcopter’s position despite the presence of
disturbances. The performance of tracking position is optimized by adding PID loop
control for pitch, roll, and yaw movement, and a comparison between the perfor-
mance of the two nonlinear control techniques, including backstepping and
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control of UAVs. This chapter focuses on advanced nonlinear control approaches in
order to enhance the dynamic performance of both dynamic and trajectory tracking
control of UAVs. Nonlinear control theories have been developed among other
control strategies due to their capacity to deal with the nonlinearity and the cou-
pling components of the UAV state variables.
Quadcopters are one of the very common UAV platforms; in fact, the literature
related to control design of quadcopters is extensive, and this type of UAVs is
underactuated, nonlinear, and strongly coupled, which is hard to cope properly
with conventional control methods. On the other hand, they have many advantages
over conventional helicopters, which may be concluded as follows: capability of
vertical take-off and landing (VTOL), hovering and maneuverability, and low
power consumption, since it has four small-scale propellers for thrust and
orientation.
In the area of quadcopter literature, there is a variety of applications as aerial
manipulation [1, 2], quadcopter pendulum [3], navigation and localization [4, 5],
obstacle avoidance [6], altitude control [7], and cooperative and formation control
[8, 9]. Moreover, several control schemes have been proposed including adaptive
control [10–13], fuzzy control [14], neural network control [15], linear parameter
varying (LPV) control [16], predictive control [17, 18], nonlinear control methods
[19–23], and sliding mode control [24, 25]. In [4], researchers propose localization,
navigation, and mapping methods based on the characteristic map; feature map is
selected to localize and navigate the UAV under investigation, while drawing up
navigation strategy and avoidance strategy. In [5], PID controllers for the attitude,
altitude, and position of a quadrotor are designed, and an outdoor experiment is
conducted based on GPS to verify the performance, and desired trajectory’s
waypoints are determined using Mission Planar software. The application of ultra-
sonic sensor is used to detect barriers during the flight, so that the position of the
quadrotor is adjusted depending on the signal of the ultrasonic sensor in order to
avoid collision [6]. Cascaded PID controller with the usage of laser range finder
combined with accelerometer in order to determine the height of the vehicle has
been presented in [7]; the proposed system is compared with the performance of
the system using GPS combined with pressure gauge. However, the results of the
proposed system exhibit better performance especially in the range of low altitude.
Centralized formation flight control of a leader/follower structure of three
quadcopters is proposed in [8] using LQR-PI, the trajectory of the leader defines the
desired trajectory for the followers, and a pole placement controller is used for the
leader and LQR-PI controllers for the followers. In case of communication loss
between leader and any of the followers, the other follower quadcopter provides the
leader’s states to the affected follower quadcopter in order to keep the formation
intact. Whereas a multiagent consensus control incorporated with collision avoid-
ance using model predictive control is presented in [9], the term of achieving
formation and the term of repulsive potential are set in the index function to realize
the formation control considering collision avoidance. The experiment is carried out
using three quadrotor UAVs.
By looking to the quadcopter control systems, dynamic inversion and linear
neural-network-based adaptive attitude control of a quadrotor UAV is introduced
in [10]. Based on the time-scale separation principle, an attitude dynamic inverse
controller and a trajectory dynamic inverse controller are deduced, respectively; the
inverse error dynamics is regulated using PD controller, and a sigma-pi neural
network is introduced to eliminate the inverse error adaptively to improve the
robustness of the controller. Authors of [11] propose a compound adaptive
backstepping and sliding mode control subject to unknown external disturbances
and parametric uncertainties. A comparison study for the proposed method with
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and without adaptive control is investigated. An adaptive controller based on
backstepping technique is employed for the trajectory tracking of quadrotor incor-
porating a fuzzy monitoring strategy to compensate the undesired dynamic error
caused by lumped disturbances and total thrust input saturation [12]. Reference
[13] introduces adaptive sliding mode controller for distributed control systems
with mismatched uncertainty that exists in communication channels. A linear slid-
ing surface is adopted to guarantee asymptotic stability of each subsystem, and an
adaptive scheme that can update the unknown upper bound of uncertainty is
applied. The distributed controller is constructed based on the information from the
adaptive scheme and neighboring subsystems, such that each subsystem can keep
stable and have good performance.
On the other hand, a tracking control system for the quadrotor UAV based on
Takagi-Sugeno (T-S) fuzzy control has been presented in [14]. At first, T-S fuzzy
error model has been presented as three independent subsystems for altitude, atti-
tude, and position. Then, T-S fuzzy feedback controller design procedure is applied
for altitude, attitude, and position subsystems of the quadcopter. LMI algorithm has
been utilized in order to calculate the controller’s gains. In [15], a sliding mode
underactuated control (SMUC) is designed for the quadrotor UAVmodel with small
uncertainty. In order to enhance the tracking response of the quadrotor UAV,
recurrent-neural-network-based sliding-mode underactuated control (RNN-
SMUC) with online recurrent neural network modeling and compensation of
dynamical uncertainty is designed, and the RNN performs as an approximator.
Finally, the combination of SMUC and RNN-SMUC with a transition as so-called
hybrid neural-network-based sliding-mode underactuated control (HNN-SMUC) is
developed. This development has the advantages of SMUC and RNN-SMUC; e.g., a
better transient response of SMUC and an improved tracking performance of RNN-
SMUC are accomplished. Furthermore, researchers of [16] compare between LPV
controllers and LTI H∞ controllers with S/KS loop shaping to test the performance
of a quadrotor while tracking fast trajectories and aggressive maneuvers. Reference
[17] combines nonlinear model predictive control (NMPC) and PID controller for
better stabilizing of quadrotor UAV under different noises and disturbance condi-
tions; the proposed controller has been applied for the altitude and attitude control
loops, whereas switching model predictive controllers for attitude, altitude, and
translational motion are derived based on piecewise affine linearized dynamic
model in [18], where the effects induced by wind gusts disturbances are considered
as affine outputs. The experimental platform utilizes inertial measurement unit
IMU, sonar and an optic-flow sensor to produce feedback to the system for indoor
applications. Various flight cases including position hold and altitude set-point,
trajectory tracking, hovering, and aggressive attitude control have been performed
in order to justify the efficiency of the proposed control system.
Nonlinear control methods cover the majority of the applied approaches in the
literature. For instance, [19] proposes nonlinear hybrid controller that utilizes the
time response characteristics of the PID and the stability characteristics of the LQR;
differential-flatness-based feedforward control is incorporated with the LQR to
enhance the performance of the position system, whereas PID controllers are
designed to control the attitude of the quadcopter. Authors of [20] utilize LQR, PID,
and feedback linearization in order to design position-tracking model. The LQR
controller is added to the feedback linearization model to optimize the control
algorithm by determining a suitable cost function; the attitude of dynamic control
was modeled so as to maintain desired quadcopter’s position despite the presence of
disturbances. The performance of tracking position is optimized by adding PID loop
control for pitch, roll, and yaw movement, and a comparison between the perfor-
mance of the two nonlinear control techniques, including backstepping and
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feedback linearization with LQR, has been performed in [21]. The control laws have
been derived depending on the nonlinear model with no linearization, and experi-
ments for the attitude have been performed. Whereas in [22], the performance of
sliding mode techniques has been verified and sat function has been used in order to
obtain a continuous control law instead of sign function [23]. This shows nonlinear
control laws applied for optimal trajectory tracking depending on minimum snap
theory, and differential flatness method is utilized to derive control laws that link
between the system outputs and its inputs. Reference [24] focuses on sliding mode
control of the quadcopter; the proposed approach consisted of a sliding mode
observer with finite-time process, a hybridization of a PID conventional controller,
and a continuous sliding-mode one. The main aim is to estimate the system’s state
vector based on the measured system’s output states and to identify a certain type of
the inherited system’s disturbances simultaneously. It is also to track a desired time-
varying trajectory in spite of the influence of external disturbances and uncer-
tainties. Finally, fractional order sliding mode control is used to derive the attitude
control laws of a quadcopter, where PD tracking controllers are used to control the
position of the quadcopter in [25].
2. Nonlinear control approaches
Nonlinear control theory is the area of control theory that deals with nonlinear
systems, time variant systems, or both. Different engineering applications motivate
researchers to develop powerful nonlinear control methods, since a majority of
these systems are considered to be nonlinear. The key reason behind the use of
nonlinear control techniques is their capability to deal with the nonlinear charac-
teristics of nonlinear systems such as underactuations, models uncertainty, and
dynamic coupling. This chapter focuses on the following nonlinear control
approaches:
1. Backstepping
2. Sliding mode control
3. Feedback linearization
2.1 Backstepping
It is a widely used nonlinear control technique, due to its significant inherited
characteristics including: being a recursive controller approach, which depends on a
proposed Lyapunov function for deriving the system control law; higher flexibility,
to some extent, in avoiding key nonlinearity cancellation; and verifying the desired
objective of stabilization and tracking [26, 27]. The procedure of deriving control
laws depending on backstepping technique is concluded in, at first, determining the
error function between the desired input and the system actual output, then
outlining a Lyapunov function and determining virtual controls to make the deriv-
ative of the proposed Lyapunov function with a negative definite. Finally, these
steps are repeated until obtaining the control law.
Consider the following system:
_x1 ¼ x2
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Let us define the following error function as
e1 ¼ x1d � x1 (2)




In order to obtain the derivative of the proposed Lyapunov function with a
negative definite,
_V ¼ �ke21 þ e1 x1d þ k1e1 � f xð Þ � g xð Þuð Þ (4)
where k is a positive constant, so that the control law will be as follows:
u ¼ 1
g xð Þ x1d þ ke1 � f xð Þð Þ (5)
Note: it is remarkable to mention that the parameters of a system would appear
in the derived control law when using backstepping, so that an integral action is
added to each virtual control during the procedure of deriving the control law,
which is termed integral backstepping, and more details about backstepping
method are described in [27].
2.2 Feedback linearization
Feedback linearization is also one of the major nonlinear design tools. It is used
to cancel the nonlinear terms in a system’s model; this cancellation resulting in a
linear system allows designing and incorporating linear controllers for a nonlinear
system with the feedback linearization laws. To introduce the procedure of this
strategy, we first introduce the notions of full-state linearization, where the state
equation is completely linearized, and input-output linearization, where the
input-output map is linearized, while the state equation may be only partially
linearized [26].
In this chapter, we will pay attention to input-output linearization method. To
obtain the input-output feedback linearization law, we simply repeat the calculation
of the derivative of the system output along the state variables. Let us consider the
system in (1) as,
y ¼ x2, _y ¼ _x2 (6)
The input-output linearization law would become:
u ¼ 1
g xð Þ �f xð Þ þ υð Þ (7)
2.3 Sliding mode control
Sliding mode control is considered one of the control tools of the variable
structure systems (VSS), since it produces a discontinuous controller. It has the
advantage of stabilizing and achieving robustness criteria against model uncertainty
and disturbances. Sliding mode control theory depends on a sliding surface s,
where the sliding mode controller constrains a system to it. The motion toward the
sliding surface consists of a reaching phase during which trajectories starting off
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feedback linearization with LQR, has been performed in [21]. The control laws have
been derived depending on the nonlinear model with no linearization, and experi-
ments for the attitude have been performed. Whereas in [22], the performance of
sliding mode techniques has been verified and sat function has been used in order to
obtain a continuous control law instead of sign function [23]. This shows nonlinear
control laws applied for optimal trajectory tracking depending on minimum snap
theory, and differential flatness method is utilized to derive control laws that link
between the system outputs and its inputs. Reference [24] focuses on sliding mode
control of the quadcopter; the proposed approach consisted of a sliding mode
observer with finite-time process, a hybridization of a PID conventional controller,
and a continuous sliding-mode one. The main aim is to estimate the system’s state
vector based on the measured system’s output states and to identify a certain type of
the inherited system’s disturbances simultaneously. It is also to track a desired time-
varying trajectory in spite of the influence of external disturbances and uncer-
tainties. Finally, fractional order sliding mode control is used to derive the attitude
control laws of a quadcopter, where PD tracking controllers are used to control the
position of the quadcopter in [25].
2. Nonlinear control approaches
Nonlinear control theory is the area of control theory that deals with nonlinear
systems, time variant systems, or both. Different engineering applications motivate
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these systems are considered to be nonlinear. The key reason behind the use of
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to some extent, in avoiding key nonlinearity cancellation; and verifying the desired
objective of stabilization and tracking [26, 27]. The procedure of deriving control
laws depending on backstepping technique is concluded in, at first, determining the
error function between the desired input and the system actual output, then
outlining a Lyapunov function and determining virtual controls to make the deriv-
ative of the proposed Lyapunov function with a negative definite. Finally, these
steps are repeated until obtaining the control law.
Consider the following system:
_x1 ¼ x2
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Let us define the following error function as
e1 ¼ x1d � x1 (2)




In order to obtain the derivative of the proposed Lyapunov function with a
negative definite,
_V ¼ �ke21 þ e1 x1d þ k1e1 � f xð Þ � g xð Þuð Þ (4)
where k is a positive constant, so that the control law will be as follows:
u ¼ 1
g xð Þ x1d þ ke1 � f xð Þð Þ (5)
Note: it is remarkable to mention that the parameters of a system would appear
in the derived control law when using backstepping, so that an integral action is
added to each virtual control during the procedure of deriving the control law,
which is termed integral backstepping, and more details about backstepping
method are described in [27].
2.2 Feedback linearization
Feedback linearization is also one of the major nonlinear design tools. It is used
to cancel the nonlinear terms in a system’s model; this cancellation resulting in a
linear system allows designing and incorporating linear controllers for a nonlinear
system with the feedback linearization laws. To introduce the procedure of this
strategy, we first introduce the notions of full-state linearization, where the state
equation is completely linearized, and input-output linearization, where the
input-output map is linearized, while the state equation may be only partially
linearized [26].
In this chapter, we will pay attention to input-output linearization method. To
obtain the input-output feedback linearization law, we simply repeat the calculation
of the derivative of the system output along the state variables. Let us consider the
system in (1) as,
y ¼ x2, _y ¼ _x2 (6)
The input-output linearization law would become:
u ¼ 1
g xð Þ �f xð Þ þ υð Þ (7)
2.3 Sliding mode control
Sliding mode control is considered one of the control tools of the variable
structure systems (VSS), since it produces a discontinuous controller. It has the
advantage of stabilizing and achieving robustness criteria against model uncertainty
and disturbances. Sliding mode control theory depends on a sliding surface s,
where the sliding mode controller constrains a system to it. The motion toward the
sliding surface consists of a reaching phase during which trajectories starting off
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the surface s = 0 move toward it and reach it in finite time, followed by a sliding
phase during which the motion is confined to the surface s [26, 28].
Equivalent control law is one of the sliding mode control strategies; it consists of
two terms, the first is produced by equaling the derivative of sliding surface s to 0.
The other term is called reaching law that has some common formulas such as [28]:
Constant rate reaching law, i.e., _s ¼ �K sgn sð Þ,
and constant plus proportional rate reaching law, i.e., _s ¼ �Qs� K sgn sð Þ.
where Q and K are positive constants and sign(s) is illustrated in Figure 1.
With V ¼ 12 s2 as a Lyapunov function candidate, hence the condition of the
stability is _V to be negative definite. In order to ensure that error e converges to
zero, the sliding surface might be supposed as a function of the error as follows [26]:
s ¼ c0eþ c1 _e þ……þ cd�1eρ�1 :ð Þ þ eρ :ð Þ (8)
where ρ is the relative degree.
The procedure for designing a sliding mode controller can be summarized by the
following steps:
1. Designing the sliding surface s
2.Determining the derivative of the sliding surface _s
3. Equaling the derivative of sliding surface with the appropriate reaching law
4.Deriving the control law from the previous step
3. Quadcopter modeling
The dynamic model of the quadcopter is delivered in this section; the details of
the model can be seen in the literature [29–31]. The state variables of the quadcopter
are defined as, X ¼ x; y; z; _x; _y; _z;φ; θ;ψ ; _φ; _θ; _ψ T where ζ ¼ x; y; z½ �T is the position
described in the inertial coordinate frame B, V ¼ _x; _y; _z½ �T is the translational
Figure 1.
Illustration of sign function.
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velocity, η ¼ φ; θ;ψ½ �T are the roll-pitch-yaw angles describing the attitude of the
quadcopter, and _η ¼ _φ; _θ; _ψ� �T are the Euler angle rates of the quadcopter described
in the body-fixed frame A.
where BRA is the transformation matrix
BRA ¼
cψcθ sφ:sθ:cψ � cφsψ cφ:sθ:cψ þ sφ:sψ






The equations of motion can be written as follows (10):
€x ¼ cφsθcψ þ sφsψð ÞU1
m
€y ¼ cφsθsψ � sφsψð ÞU1
m
€z ¼ cφcθð ÞU1
m
� g
€φ ¼ Izz � Iyy
Ixx
_θ _ψ þ Jr
Ixx
Ωr _θ þ 1Ixx U2
€θ ¼ Izz � Ixx
Iyy
_φ _ψ � Jr
Iyy
Ωr _φ þ 1Iyy U3
€ψ ¼ Ixx � Iyy
Izz




where m is the mass of the quadcopter given in kilograms. With,
U1 ¼ f 1 þ f 2 þ f 3 þ f 4
U2 ¼ l f 4 � f 2
� �
U3 ¼ l f 3 � f 1
� �
U4 ¼ T1 � T2 þ T3 � T4
(11)
where f i ¼ bω2i is the thrust force produced by propeller i with thrust coefficient
b in N�s2/m and ωi is the angular speed of motor i.
Ti ¼ dω2i is the drag torque produced by propeller i in N�m with corresponding
drag coefficient d in N2s, l is the distance between center of the quadcopter and
center of propeller in m, I is the inertia matrix, and Ixx, Iyy, and Izz are moments of
inertia about x, y, and z axes, respectively, in kg�m2.
where Jr is the moment of inertia of the propeller and Ωr is the sum of the four
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velocity, η ¼ φ; θ;ψ½ �T are the roll-pitch-yaw angles describing the attitude of the
quadcopter, and _η ¼ _φ; _θ; _ψ� �T are the Euler angle rates of the quadcopter described
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4. Quadcopter control
The control scheme of the quadcopter can be represented as in Figure 2, it
consists of two loops: the attitude control loop and the inner loop, which produces
the control commands for the quadcopter to move. Moreover, the position control
loop and the outer loop produce the references for the inner loop.
In this section, the control laws of the quadcopter will be derived using the
aforementioned nonlinear control methods.
4.1 Quadcopter control using integral backstepping
Control laws of the attitude and position of the quadcopter are derived using
integral backstepping approach.
4.1.1 Altitude control
We will start deriving the control law of the attitude by defining the altitude
error and the Lyapunov function as follows:
e1 ¼ zd � z, V1 ¼ 12 e
2
1 (13)
If the term k1e1 is added and subtracted to the _V 1 function, where k1 > 0, it yields
_V 1 ¼ e1 _e1 ¼ e1 _zd � Vz þ k1e1 � k1e1ð Þ (14)
_V 1 ¼ �k1e21 þ e1 _zd � Vz þ k1e1ð Þ (15)
The term _zd � vz þ k1e1 of the Lyapunov function must vanish for a negative
definite derivative, which can be achieved by choosing the virtual control vz
such that
vzd ¼ _zd þ k1e1 þ c1
ð
e1dt (16)
Similar steps are repeated here to derive the control law,




Using a similar strategy as for vzd results
Figure 2.
The block diagram of the position control system of the quadcopter.
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_V 2 ¼ �k2e22 þ e2 _vzd �
cφcθ
m
U1 þ g þ k2e2
� �
(18)
U1 ¼ mcφcθ €zd þ k1 _e1 þ g þ k2e2f g (19)
4.1.2 Attitude control
The control laws of the attitude of the quadcopter were derived in this section
depending on integral backstepping method as follows:
U2 ¼ 1b1 €φd þ k3 _e3 � a1




€θd þ k5 _e5 � a2 _θ _ψ þ a4 _θΩr
� �
(21)





The Cartesian motion of a quadcopter in the x-y coordinate relies on θ and ϕ
angles with respect to x and y axes, respectively. Hence, θ and ϕ angles have been
considered as the outputs of x and y control laws. In this chapter, exact Euler angles,
but not small Euler angles, have been considered to obtain the position control laws
on x and y axes. However, this is an important criterion for high dynamic perfor-
mance trajectory tracking control. The position control laws are derived from the
quadcopter’s model directly by applying the procedure of the control approaches.
By applying the procedure of integral backstepping on the position equations of the
quadcopter, one can obtain the following control laws:









_vyd � cφ:sθ:sψm U1 þ k12e12
� �� �
(24)
4.2 Quadcopter control using feedback linearization with LQI
The feedback linearization method is used in order to decouple the state vari-
ables of the quadcopter. This will enable us to derive the LQ-based control laws for
the attitude, altitude, and position of the quadcopter.
4.2.1 Altitude control
The feedback linearization law of the attitude is given as follows:
Y3 ¼ z (25)
€Y 3 ¼ €z ¼ cφ:cθm U1 � g (26)
U1 ¼ mcφ:cθ V1 þ gð Þ (27)
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where V1 is a virtual input, which is computed using LQI controller that will be
presented in section 4.2.4.
4.2.2 Attitude control
The feedback linearization laws of the attitude are derived as follows:
U2 ¼ Ixxl �a1






�a3 _φ _ψ þ a4Ωr _φ þ V3f g (29)




The previous control laws linearize the mapping between the derivatives of the
flat outputs Y4 ¼ φ, Y5 ¼ θ, Y6 ¼ ψ , and the virtual controls V2, V3, V4. The latter
are again computed using an LQI optimal controller,
where a1 ¼ Iyy�Izzð ÞIxx , a2 ¼
Jr
Ixx
, a3 ¼ Izz�Ixxð ÞIyy , a4 ¼
Jr
Iyy
, and a5 ¼ Izz�Ixxð ÞIyy .
4.2.3 Position control
Here, ϕ and θ angles are computed by the control laws of x and y motion, as it is
done in the integral backstepping approach. The control laws are obtained as follows:









_vyd � cφ:sθ:sψm U1 þ V6
� �� �
(32)
where V5 and V6 are the proposed linear quadratic integral optimal controller.
4.2.4 Linear quadratic integral optimal control
The goal of the optimal control is to determine the control feedback, for which
the optimal controller minimizes a proposed cost function J to desired minimum




xTQ xþ uTR u� �dt (33)
where Q and R represent the weighting matrices for the state vector x and
control law vector u, respectively. LQR is conveniently applied to linear control
systems or linearized nonlinear control systems. The state space model of a linear
control system is given as follows:
_x ¼ Axþ Bu
y ¼ CxþDu (34)
The control law u, which minimizes the cost function J, can be derived as
follows:
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u ¼ �K x ¼ �R�1BTP x (35)
where P is a covariance matrix. It is the solution of the algebraic Riccati Eq. (36),
in which _P ¼ 0
ATPþ PA� PBR�1BTPþ Q ¼ _P (36)
LQR controller is capable to provide a high dynamic performance when used with
linear or linearized control systems. However, LQR is not capable to ensure fast track-
ing of time varying command signals [33, 34]. Different types of LQRs are demon-
strated in literatures [32]. Figure 3 shows an LQI regulator, with an integral action.
If the model of the linear system is extended by an error vector _z such as
_z ¼ r� y ¼ r� CxþDuð Þ (37)
where r is a reference signal, which may represent the desired trajectory for
















Hence, the control law u with an integral action is as follows:
u ¼ �K x� KIz (39)
4.3 Quadcopter control using sliding mode
In order to obtain the attitude and position control laws of the quadcopter using
sliding mode control, the steps followed are discussed below.
4.3.1 Altitude control
In order to obtain the control laws of the quadcopter using sliding mode control,
at first, the sliding surface should be determined as follows:
s1 ¼ c1e1 þ _e1 (40)
where e1 ¼ zd � z, _e1 ¼ _zd � _z, so that the derivative of the sliding surface
becomes
_s1 ¼ c1 _e1 þ €e1 (41)
Figure 3.
LQI optimal controller structure.
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From the equation of motion, the second derivative of the error becomes
€e1 ¼ €zd � €z ¼ €zd � cφcθm U1 þ g (42)
By equaling Eq. (41) to zero, we obtain
_s1 ¼ €zd � cφcθm U1 þ g þ c1 _zd � _zð Þ ¼ 0 (43)
By using the constant and proportional rate reaching law formula
�K1s1 �Q1 sgn s1ð Þ ¼ €zd �
cφcθ
m
U1 þ g þ c1 _zd � _zð Þ (44)
So that the control law of the altitude will become:
U1 ¼ mcφcθ €zd þ g þ c1 _zd � _zð Þ þ K1s1 þ Q1 sgn s1ð Þf g (45)
4.3.2 Attitude control
By following sliding mode control steps of design for the attitude of the
quadcopter, we obtain
U2 ¼ 1b1 €φd � a1




€θd � a2 _θ _ψ þ a4 _θΩr þ c3 _θd � _θ
� �þ K3s3 þ Q3: sgn s3ð Þ
� �
(47)
U4 ¼ 1b3 €ψ d � a5 _φ




s2 ¼ c2e2 þ _e2 s3 ¼ c3e3 þ _e3 s4 ¼ c4e4 þ _e4
e2 ¼ φd � φ e3 ¼ θd � θ e4 ¼ ψd � ψ
4.3.3 Position control
Same strategy will be followed to derive the control laws of the position as in
integral backstepping and feedback linearization. The control laws of both x, y will
command the attitude loop with the references to accomplish the desired trajectory
θd ¼ arcsin mcφ:cθ:U1 €xd �
sφ:sψ
m













s5 ¼ c5e5 þ _e5 s6 ¼ c6e6 þ _e6
e5 ¼ xd � x e6 ¼ yd � y
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4.4 Results
The discussed nonlinear approaches have been tested in MATLAB/Simulink
based on the nonlinear quadcopter model of Eq. (10), as well as experimental
verification is also conducted. For modeling and simulation of the proposed
approaches, the simulation sample time was Ts = 100 μs and the solver used was
Runge-Kutta with a fixed integration. Figures 4 and 5 show the system’s trajectory
tracking response. Figure 4a depicts the system response when implementing the
proposed integral backstepping approach. Figure 4b shows the system response
using feedback linearization with LQI approach. Figure 4c represents the system
response using sliding mode control. Figure 4a–c demonstrates the system trajec-
tory tracking to a desired trajectory command signal, with the existing external
disturbances. These disturbances are being added with the command signals at
different time instances. The initial position of the desired trajectory was (2, 0, 0),
but the quadcopter was initiated with a different initial position as (0, 0, 0). As seen
from Figure 4a–c, for the three investigated control approaches, the actual trajec-
tory at the start was a bit diverged from the desired trajectory. However, the actual
trajectory was then converged to the desired one fast. Figure 5 exhibits the refer-
ence signals and the responses for x-, y-, and z axes of the quadcopter in the 3D
space. These references on x and y axes were selected to be sinusoidal signals with
2 m of magnitude and 0.05 Hz of frequency. The command along z axis was a ramp
signal with 0.2 m.s1 velocity rate. Figure 6 shows the tracking errors of the
Figure 4.
Desired and actual trajectory, proposed integral backstepping response (4-a), feedback linearization with LQI
response (4-b), and sliding mode control response (4-c).
Figure 5.
Desired and actual trajectory, proposed integral backstepping response (5-a), feedback linearization with LQI
response (5-b), and sliding mode control response (5-c).
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From the equation of motion, the second derivative of the error becomes
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By using the constant and proportional rate reaching law formula
�K1s1 �Q1 sgn s1ð Þ ¼ €zd �
cφcθ
m
U1 þ g þ c1 _zd � _zð Þ (44)
So that the control law of the altitude will become:
U1 ¼ mcφcθ €zd þ g þ c1 _zd � _zð Þ þ K1s1 þ Q1 sgn s1ð Þf g (45)
4.3.2 Attitude control
By following sliding mode control steps of design for the attitude of the
quadcopter, we obtain
U2 ¼ 1b1 €φd � a1




€θd � a2 _θ _ψ þ a4 _θΩr þ c3 _θd � _θ
� �þ K3s3 þ Q3: sgn s3ð Þ
� �
(47)
U4 ¼ 1b3 €ψ d � a5 _φ




s2 ¼ c2e2 þ _e2 s3 ¼ c3e3 þ _e3 s4 ¼ c4e4 þ _e4
e2 ¼ φd � φ e3 ¼ θd � θ e4 ¼ ψd � ψ
4.3.3 Position control
Same strategy will be followed to derive the control laws of the position as in
integral backstepping and feedback linearization. The control laws of both x, y will
command the attitude loop with the references to accomplish the desired trajectory
θd ¼ arcsin mcφ:cθ:U1 €xd �
sφ:sψ
m













s5 ¼ c5e5 þ _e5 s6 ¼ c6e6 þ _e6
e5 ¼ xd � x e6 ¼ yd � y
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4.4 Results
The discussed nonlinear approaches have been tested in MATLAB/Simulink
based on the nonlinear quadcopter model of Eq. (10), as well as experimental
verification is also conducted. For modeling and simulation of the proposed
approaches, the simulation sample time was Ts = 100 μs and the solver used was
Runge-Kutta with a fixed integration. Figures 4 and 5 show the system’s trajectory
tracking response. Figure 4a depicts the system response when implementing the
proposed integral backstepping approach. Figure 4b shows the system response
using feedback linearization with LQI approach. Figure 4c represents the system
response using sliding mode control. Figure 4a–c demonstrates the system trajec-
tory tracking to a desired trajectory command signal, with the existing external
disturbances. These disturbances are being added with the command signals at
different time instances. The initial position of the desired trajectory was (2, 0, 0),
but the quadcopter was initiated with a different initial position as (0, 0, 0). As seen
from Figure 4a–c, for the three investigated control approaches, the actual trajec-
tory at the start was a bit diverged from the desired trajectory. However, the actual
trajectory was then converged to the desired one fast. Figure 5 exhibits the refer-
ence signals and the responses for x-, y-, and z axes of the quadcopter in the 3D
space. These references on x and y axes were selected to be sinusoidal signals with
2 m of magnitude and 0.05 Hz of frequency. The command along z axis was a ramp
signal with 0.2 m.s1 velocity rate. Figure 6 shows the tracking errors of the
Figure 4.
Desired and actual trajectory, proposed integral backstepping response (4-a), feedback linearization with LQI
response (4-b), and sliding mode control response (4-c).
Figure 5.
Desired and actual trajectory, proposed integral backstepping response (5-a), feedback linearization with LQI
response (5-b), and sliding mode control response (5-c).
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Figure 6.
Trajectory tracking errors, proposed integral backstepping response (6-a), feedback linearization with LQI
response (6-b), and sliding mode control response (6-c).
Figure 7.
Practical UAV control scheme.
Figure 8.
Pitch practical response using integral backstepping.
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quadcopter motion on x, y and z. However, as seen, the tracking error of the motion
on the three axes converged to zero. But, a little divergence was observed, which
were due to the existence of disturbance with the command signals.
The practical implementation, of the proposed control strategies of the attitude
control of the quadcopter, has been validated using Arduino MEGA board with an
inertial measurement unit (IMU). Figure 7 exhibits the practical UAV control
system. Figure 8 shows the practical implementation results and response of pitch
angle using integral backstepping controller. As noticed earlier, there is a static error
with oscillating response. Figure 9a and b demonstrates the practical result and
response of the roll angle when implementing integral backstepping and feedback
linearization with LQI controllers, respectively.
As noticed from Figure 9a, there was an oscillating response for pitch angle
control during transient state, of almost undesired of 20° of overshoot and
downshoot when implementing the proposed backstepping controller. But, high
dynamic performance and fast tracking control were obtained for pitch angle con-
trol when implementing the proposed LQI controller with feedback linearization
approach as seen in Figure 9b.
5. Conclusion
This chapter has discussed different advanced control techniques for UAV con-
trol. Nonlinear control theories have been reviewed among other control strategies
due to their capacity to deal with the nonlinearity and the coupling components of
the UAV state variables. This includes backstepping, feedback linearization, and
sliding mode control. UAV nonlinear model has been derived and modeled in
MATLAB®, and the proposed control strategies have been implemented. Simulation
results obtained from the developed model with the control strategies were
presented and discussed. Different path tracking and trajectories have been
examined with successful and high dynamic performance. The developed control
strategies have exhibited robustness against the UAV parameter mismatch and
dynamic uncertainties.
Figure 9.
Pitch practical response: (a) using integral backstepping and (b) feedback linearization with LQI.
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