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CLUSTER EXPANSION FOR THE ISING MODEL IN THE
CANONICAL ENSEMBLE
GIUSEPPE SCOLA
Abstract. We show the validity of the cluster expansion in the canonical en-
semble for the Ising model. We compare its radius of convergence with the
one computed by the virial expansion working in the grand-canonical ensem-
ble. Using the cluster expansion we give direct proofs with quantification of
the higher order error terms for the decay of correlations, central limit theorem
and large deviations.
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1. Introduction
The analysis of the relation between thermodynamic quantities and their use for
quantitative prediction of macroscopic properties of matter through its microscopic
structure, is the fundamental goal of statistical mechanics. A key tool in this
direction is the cluster expansion initially developed by Mayer [9] for non-ideal
gases viewed as a perturbation around the ideal gas. This method allows to express
the thermodynamic quantities as absolutely convergent power series. Over the
last years many methods and generalizations have been developed mostly adapted
to the grand-canonical ensemble as the canonical constraint seemed restrictive to
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2 GIUSEPPE SCOLA
the product structure of the underlying system. As it was proved in [13] one can
remove this constraint by viewing it as a hard-core system of clusters and then it
fits beautifully in the existing theory of the abstract polymer model [5], [7]. For
the case of the Ising model, the constraint seems even more restrictive as particles
are indexed by their lattice position, with the constraint of fixed magnetization
destroying the product structure. Hence, in the present paper
(1) We view the Ising model as a lattice gas [3] and indexing the spins rather
than their position (as in the continuous case) we can treat the canonical
constraint in a similar manner as in [13].
(2) We compare the convergence condition of the virial expansion working in
canonical vs the grand-canonical ensemble. Moreover we also compare the
convergence condition for the cluster expansion of the grand-canonical par-
tition function for the Ising model with the contour representation (see for
example [4]) and with the alternative one [3].
(3) We get a decay of correlations estimate working directly in the canonical
ensemble.
(4) We prove moderate and large deviations with quantification of the higher
order error terms and compare with the results developed previously in [1]
and [2] for the case of the Ising model in the grand-canonical ensemble.
(5) It is worth noticing that despite the fact that we focus in the Ising model,
we expect that our approach is applicable to more general lattice systems
with more complicated interactions and the key idea of indexing the spins
rather than their position remains valid.
The structure of the paper is as follows: in Section 2 we present model and re-
sults. The main theorem about the validity of the cluster expansion for the canoni-
cal partition function under an appropriate condition on the density (Theorem 2.1)
is given in Subsection 2.1. The proof is given in Section 3. In Subsection 2.2 we
compare graphically the canonical and the grand-canonical convergence conditions
of the virial expansion as well as the convergence conditions of the grand-canonical
partition function for the Ising model with the two different representations: the
contour and the lattice gas. The related calculations are given in Subsection 3.1.
The decay of the 2-point correlation for the canonical ensemble is presented in The-
orem 2.2 (Subsection 2.1) and it is proved in Section 4. We conclude with Section
5 where we compare our approach for the study of Precise Large Deviations and
Local Moderate Deviations, as presented in Theorems 2.3, 2.4 and Corollary 2.5,
with the one in the grand-canonical ensemble from [1] and [2]
2. Notation, model and results
2.1. Cluster expansion and 2-point correlation function in canonical en-
semble. We consider the ferromagnetic Ising Model on a finite volume Λ ⊂ Zd at
small inverse temperature β. We denote with σ = (σ(x1), ..., σ(x|Λ|)) ∈ {−1, 1}Λ
a spins vector on Λ and with σc ∈ {−1, 1}Λc a spins vector on Λc := Zd \ Λ
with fixed value σc, i.e., such that σ(x) = σc for all x ∈ Λc. Hence, defining
EΛ := {{x, x′} ⊂ Zd | {x, x′} ∩ Λ 6= ∅, |x − x′| = 1}, where | · | is the Euclidean
distance, the Hamiltonian is given by
HσcΛ (σ) := −J
∑
{x,x′}∈EΛ
σ(x)σ(x′) (2.1)
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with J ∈ R+. The canonical partition function at fixed magnetization m ∈
(−1,−1 + ), 0 <  < 1, is defined as
Z˜σ
c
Λ,β(m) :=
∑
σ∈{−1,1}Λ :
1
|Λ|
∑
x∈Λ σ(x)=m
e−βH
σc
Λ (σ). (2.2)
We reduce the canonical partition function for the Ising model given by (2.2) to
the one for a classic lattice gas system using the identity
σ(x) = 2η(x)− 1, (2.3)
with η : Zd 7→ {0, 1}. Then (2.1) and (2.2) become
HσcΛ (σ) ≡ Hη
c
Λ (η) := 4Jm
′|EΛ| − J |EΛ| − 4J
∑
{x,x′}∈EΛ
η(x)η(x′)
and
Z˜σ
c
Λ,β(m) ≡ Z˜η
c
Λ,β(m
′) :=
∑
η∈{0,1}Λ :∑
x∈Λ η(x)=m
′|Λ|
e−βH
ηc
Λ (η), (2.4)
where m′ := (m+ 1)/2.
We denote with N ≡ N(m′) := m′|Λ| the number of (indistinguishable) particles
of the system, with x = (x1, ..., xN ) ∈ ΛN a configuration vector and we introduce
the “hard-core” potential [3]
V (x, x′) :=

∞ if x = x′,
−4J if |x− x′| = 1,
0 otherwise.
(2.5)
for all x, x′ ∈ Zd. In this way, from (2.4) we can write
Z˜η
c
Λ,β(m
′) = exp
{
−β|Λ|
[
4Jm′
|EΛ|
|Λ| − J
|EΛ|
|Λ|
]}
ZγΛ,β(N), (2.6)
where
ZγΛ,β(N) :=
1
N !
∑
x∈ΛN
e−βH
γ
Λ(x), (2.7)
with HγΛ(x) Hamiltonian given by
HγΛ(x) : (Z
d)N −→ R
x 7→
∑
1≤i<j≤N
V (xi, xj) +
∑
1≤i≤N, j≥1
V (xi, γj), (2.8)
and γ = (γ1, .., γi, ...) an appropriate fixed configuration outside Λ. In order to
simplify the calculation we consider zero boundary conditions such that our Hamil-
tonian is given by H0Λ(x) =
∑
1≤i<j≤N V (xi, xj). Notice that, as it is explained in
Remark 3.1, the following results hold also for γ 6= 0 boundary conditions.
The potential defined in (2.5) satisfies the usual regularity and stability condi-
tions needed for the cluster expansion. Indeed, for all fixed x∗ ∈ Zd we get∑
1≤j≤N
V (x∗, xj) ≥ −4J
∑
1≤j≤N
1{|x∗−xj |=1}(xj) ≥ −8Jd =: −B, (2.9)
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and ∑
x∈Zd
∣∣∣e−βV (x∗,x) − 1∣∣∣ = ∑
x∈Zd :
|x∗−x|≤1
∣∣∣e−βV (x∗,x) − 1∣∣∣ =: CJ,d(β), (2.10)
where
CJ,d(β) = 2d(e
4βJ − 1) + 1 <∞ (2.11)
for all finite β ≥ 0.
Remark 2.1. The following study can be also done if the potential (2.5) acts when
|x − x′| ≤ R with Rd < |Λ| (for example in the case of Kac potential) and if we
consider, with the necessary technical reformulations, magnetization m ∈ (1− , 1).
Defining the finite volume free energy as
fβ,Λ,0(N) := − 1
β|Λ| logZ
0
Λ,β(N), (2.12)
the thermodynamic free energy is given by
fβ(ρ) := lim
Λ→Zd
N/|Λ|→ρ∈(0,1)
fβ,Λ,0(N).
(2.13)
The main result of this paper is the cluster expansion of (2.7) presented in Theorem
2.1 below. Thanks to it we also derive an expression for the thermodynamic free
energy as an absolutely convergent power series with respect to the density with
coefficients given by the discrete form of the (2-connected) Mayer’s coefficients [9].
These are defined as
βn :=
1
n!
∑
g∈Bn+1
V (g)3{1}
∑
x∈(Zd)n
∏
{i,j}∈E(g)
(e−βV (xi,xj) − 1), (2.14)
where the set Bn+1 is the set of the graphs with n + 1 vertices which remain
connected when a vertex is removed (called also 2-connected), and E(g) and V (g)
are respectively the set of edges and vertices of a graph g.
Theorem 2.1. There exists a constant RC ≡ RC(d, J, β) independent of N and Λ
(see Lemma 3.1 for the explicit value), such that if N/|Λ| < RC then
1
|Λ| logZ
0
Λ,β(N) =
1
|Λ| log
|Λ|N
N !
+
N
|Λ|
∑
n≥1
Fβ,N,Λ(n) (2.15)
and in the thermodynamic limit
lim
Λ→Zd
N/|Λ|→ρ
N
|Λ|Fβ,N,Λ(n) =
1
n+ 1
ρn+1βn, (2.16)
for all n ≥ 1, βn given by (2.14). Furthermore, there exist constants C, c > 0 such
that for every N and Λ and for all n ≥ 1:
|Fβ,N,Λ(n)| ≤ Ce−cn. (2.17)
Remark 2.2. We make an expansion aroundm = −1, which is the equivalent density
expansion presented in [13].
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As we will see in Section 3 the term Fβ,N,Λ(n) is given by
Fβ,N,Λ(n) =
1
n+ 1
PN,|Λ|(n)BΛ,β(n) (2.18)
where
PN,|Λ| :=
{
(N−1)···(N−n)
|Λ|n if n < N,
0 otherwise
(2.19)
and BΛ,β(n) → βn as Λ → Zd. Let Pn+1(ρ) be a polynomial of degree n+1 in ρ
such that
Pn+1(ρΛ) := N|Λ|PN,|Λ|(n) (2.20)
for ρΛ = N/|Λ|. Then, defining
FΛ,β,0(ρ) := 1
β
ρ(log ρ− 1)−∑
n≥1
1
n+ 1
Pn+1(ρ)BΛ,β(n)
 (2.21)
with ρ ∈ [0, 1], using Stirling’s approximation we get
fΛ,β,0(N) = FΛ,β,0(ρΛ) + S|Λ|(ρΛ), (2.22)
where S|Λ|(ρΛ) is an error term of order log
√|Λ|/|Λ| (see Appendix B of [15]).
Hence
βfβ(ρ) = lim
Λ→∞
ρΛ→ρ
βFΛ,β,0(ρΛ) = ρ(log ρ− 1)−
∑
n≥1
βn
n+ 1
ρn+1. (2.23)
Let us now define the thermodynamic free energy for the Ising model as
φβ(m) := lim
Λ→Zd
− 1
β|Λ| log Z˜
−
Λ,β(m)
where Z˜−Λ,β(m) is given by (2.2) with constant −1 boundary conditions. From (2.4),
(2.6) and Theorem 2.1 , we obtain that
βfβ(ρ) = βφβ(m)− 4dβJ
(
m+ 1
2
)
+ dβJ, (2.24)
since |EΛ|/|Λ| → d as |Λ| → ∞ and where ρ = m′ = (m+ 1)/2.
Furthermore, thanks to the validity of the cluster expansion we study the behav-
ior of the truncated 2-point (“canonical”) correlation function. Given q1, q2 ∈ Λ we
define:
u
(2)
Λ,N (q1, q2) := ρ
(2)
Λ,N (q1, q2)− ρ(1)Λ,N (q1)ρ(1)Λ,N (q2), (2.25)
where
ρ
(1)
Λ,N (q) :=
1
(N − 1)!
∑
x∈ΛN−1
1
ZperΛ,β(N)
e−βH
per
Λ (q,x) (2.26)
and
ρ
(2)
Λ,N (q1, q2) :=
1
(N − 2)!
∑
x∈ΛN−2
1
ZperΛ,β(N)
e−βH
per
Λ (q1,q2,x) (2.27)
where ZperΛ,β(N) is given by (2.7) with the difference that, for simplicity, we consider
here periodic boundary conditions. We have:
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Theorem 2.2. Let q1, q2 be two fixed points in the domain Λ, then there exist
positive constants C and C1, independent of N and Λ, such that, when N/|Λ| is
small enough, we have
|u(2)(q1, q2)| ≤
(
N
|Λ|
)2 [
(e4βJ − 1)1{|q1−q2|=1} + 1{q1=q2}
+
(e4βJ − 1)1{|q1−q2|=1} + 1{q1=q2}
|Λ| + Ce
−|q1−q2|
]
+ C1
1
|Λ| . (2.28)
The proof of the theorem will be given in Section 4.
2.2. Grand-canonical description and related discussion. Considering now
the grand-canonical ensemble we define the thermodynamic pressure as
pβ(µ) := lim
Λ→Zd
1
β|Λ| log Ξ
0
Λ,β(µ) (2.29)
with µ ∈ R chemical potential, and where Ξ0Λ,β(µ) is the grand-canonical partition
function with zero boundary conditions, given by:
Ξ0Λ,β(µ) :=
∑
N≥0
eβµNZ0Λ,β(N). (2.30)
As it will be discussed in detail in Subsection 3.1, one can also define the density
as a function of the activity (equation (3.14)) and by inverting this formula, obtain
an expression for the pressure with respect to the density, which is the so called
virial expansion. In the figure below we compare the radius of convergence this
expansion, denoted with RVLG ≡ RVLG(β, d, J), with the one of the canonical
expansion presented in Theorem 2.1. We can see that RVLG gives us a bigger
convergence density region than RC . In Figure 1, we represent RVLG and RC
with J = 1 and β ∈ [0, 1], in dimension 1, 2 and 3. We can also observe the same
behavior if we fix the dimension and we consider different values of J as it is shown
in Figure 3 in Subsection 3.1.
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Figure 1. RVLG (continuous line) and RC (dashed line) with
J = 1 and β ∈ [0, 1] in dimension 1 (green lines), 2 (blue lines) and
3 (red lines).
Next we compare two equivalent descriptions in grand-canonical ensemble: the
lattice gas representation given by equation (2.30) and the Ising model with external
magnetic field h ∈ R. Since we will work close to the−1 phase we will be considering
h, µ ≤ 0.
Hence, we define the grand-canonical partition function for the Ising model with
-1 boundary conditions as
Ξ˜−Λ,β(h) :=
∑
σ∈{−1,1}Λ
eβh
∑
x∈Λ σ(x)−βH−1Λ (σ) =
∑
m : m|Λ|=∑x∈Λ σ(x)
eβhm|Λ|Z˜−Λ,β(m).
(2.31)
Note that, starting from (2.30) and using (2.3) - (2.6), we have
Ξ0Λ,β(µ) = exp
{
β|Λ|
[
µ
2
+ J
|EΛ|
|Λ|
]}
Ξ˜−Λ,β(hΛ), (2.32)
where
hΛ ≡ hΛ(µ) := µ
2
+
|EΛ|
|Λ| . (2.33)
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On the other hand, in a similar way, if we start form the Ising model, i.e., given
h ∈ R we get
Ξ˜−Λ,β(h) = exp
{
−β|Λ|
[
h− J |EΛ||Λ|
]}
Ξ0Λ,β(µΛ), (2.34)
where
µΛ ≡ µΛ(h) := 2h− 4J |EΛ||Λ| . (2.35)
We callMLG ≡MLG(β, d, J) the radius of convergence of the cluster expansion
of (2.30) obtained applying the result presented in [12]. For the other represen-
tation, being close to the negative phase, one can represent the partition function
(2.31) using the contour ensemble, as, for example, in Chapter 5 of [4] and we
denote with MIS ≡MIS(β, d, J) its radius of convergence.
In Figure 2, we compare the two radius of convergence for J = 1, d = 1, 3 and
β ∈ [0, 1]. We observe that there exists β¯ ≡ β¯(d, J) which decreases as d increases,
such that MIS ≤ MLG for all β ≤ β¯ and MLG <MIS when β > β¯. The same
behavior can also be observed if we fix the dimension and we consider different
values of J , as it is shown in Figure 4 in Subsection 3.1.
Figure 2. MIS (continuous line) and MLG (dashed line) with
J = 1 and β ∈ [0, 1], in dimension 1 (red lines) and 3 (blue lines).
The precise definitions and analysis of the quantities involved in the above figures
will be given in Lemma 3.1 in Section 3 and in Subsection 3.1.
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2.3. Application of Theorem 2.1 to Precise Large and Local Moderate
Deviations Theorems. In the last part of the paper, using the validity of the
cluster expansion in the canonical ensemble (Theorem 2.1), we prove theorems on
Local Moderate and Precise Large Deviations. Then we compare with the analogous
results presented in [1] and [2] but using a different expansion. For that, we follow
the strategy presented in [15] for the case of the lattice-free gas, to which we refer
for proofs and details.
Fixing a chemical potential µ0 the grand-canonical probability measure at finite
volume with zero boundary condition is defined as
P0Λ,µ0(x) :=
⊗
N≥0
1
Ξ0Λ,β(µ0)
eβµ0Ne−βH
0
Λ(x)
N !
. (2.36)
Note that, thanks to (2.30), (2.32), (2.33) and (2.34), the previous probability can
be expressed via the grand-canonical probability measure for the Ising model with
−1 boundary conditions.
Hence, using the results presented in Theorem 2.1 we can study directly the
probability of the set
AN := {x ≡ {xi}i≥1, xi ∈ Zd | |x ∩ Λ| = N}, (2.37)
for N taking the value N˜ being a general deviation from the mean value N¯Λ of
order α ∈ [1/2, 1], i.e,
N˜ := N¯Λ + u|Λ|α, α ∈ [1/2, 1], u ∈ R+ (2.38)
where
ρ¯Λ := E0Λ,µ0
[
N
|Λ|
]
= p′Λ,β,0(µ0), N¯Λ := bρ¯Λ|Λ|c. (2.39)
We have that
P0Λ,µ0(AN˜ ) =
eβµ0N˜Z0Λ,β(N˜)
Ξ0Λ,β(µ0)
(2.40)
and the key point is that we can now compute it using Theorem 2.1. For that
purpose, we also define N∗ as the number of particles such that
sup
N
{
eβµ0NZ0Λ,β(N)
}
= eβµ0N
∗
Z0Λ,β(N
∗). (2.41)
The previous quantity is the one which allows to express the chemical potential µ0
using quantities on the canonical ensemble. Indeed N∗ has the following properties
[15]:
|N¯Λ −N∗| ≤ C, (2.42)
with C positive constant independent of Λ and
µ0 = F ′Λ,β,0(ρ∗Λ) + S′|Λ|(ρ∗Λ), (2.43)
where S′|Λ|(ρΛ) has order |Λ|−1 for all ρΛ = N/|Λ|. Note that from (2.42) we can
rewrite N˜ given by (2.38) as
N˜ = N∗ + u′|Λ|α (2.44)
with u′ ∼ u and where ∼ means “asymptotically” as |Λ| → ∞.
We have the following results
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Theorem 2.3 (Precise Large Deviations). Let µ0 ∈ R be a chemical potential and
let us fix zero boundary conditions. Let N˜ be a fluctuation given by (2.38) with
α = 1 such that Theorem 2.1 holds. Moreover let µ˜Λ ∈ R be the chemical potential
such that ρ˜Λ = N˜/|Λ| =: E0Λ,µ˜Λ [N/|Λ|]. We have:∣∣∣∣∣P0Λ,µ0 (AN˜ )− e−|Λ|I
GC
Λ,β,0(ρ˜Λ;ρ¯Λ)√
2piDΛ,0(ρ˜∗Λ)|Λ|
∣∣∣∣∣ ≤ Ce−|Λ|I
GC
Λ,β,0(ρ˜Λ;ρ¯Λ)
|Λ| , (2.45)
where
IGCΛ,β,0 (ρ˜Λ; ρ¯Λ) := β
[
fGCΛ,β,0(ρ˜Λ)− fGCΛ,β,0(ρ¯Λ)− µ0 (ρ˜Λ − ρ¯Λ)
]
(2.46)
and
DΛ,0(ρ˜
∗
Λ) :=
[
βF ′′Λ,β,0(ρ˜∗Λ)
]−1
. (2.47)
Here ρ˜∗Λ = N˜
∗/|Λ| where N˜∗ satisfies (2.41) with µ˜Λ instead of µ0 and fGCΛ,β,0(·) is
the grand-canonical free energy given by
βfGCΛ,β,0(ρΛ) := sup
µ
{βρΛµ− βpΛ,β,0(µ)} . (2.48)
Remark 2.3. Note that: βfGCΛ,β,0(ρ¯Λ) = βρ¯Λµ0−βpΛ,β,0(µ0), (fGCΛ,β,0)′(ρ¯Λ) = µ0 and
βfGCΛ,β,0(ρ˜Λ) = βρ˜Λµ˜Λ − βpΛ,β,0(µ˜Λ)
Theorem 2.4 (Local Moderate Deviations). Let µ0 ∈ R be a chemical potential
and let us fix zero boundary conditions. Let N∗ be as in (2.41) such that Theorem
2.1 holds. For N˜ and the set AN˜ respectively given by (2.44) and (2.37) with
α ∈ [1/2, 1), we have:∣∣∣∣∣∣P0Λ,µ0(AN˜ )−
exp
{
− (u′)2|Λ|2α−12DαΛ,0(ρ∗Λ)
}
√
2piDα,+Λ,0 (ρ
∗
Λ)|Λ|
∣∣∣∣∣∣ ≤ 2e
− (u′)2|Λ|2α−1
2Dα
Λ,0
(ρ∗
Λ
) E|Λ|(α, u′, ρ∗Λ)√
2piDα,+Λ,0 (ρ
∗
Λ)|Λ|
, (2.49)
where
DαΛ,0(ρ
∗
Λ) :=
βF ′′Λ,β,0(ρ∗Λ) + β m(α)−1∑
m=3
2(u′)m−2F (m)Λ,β,0(ρ∗Λ)
m!|Λ|(m−2)(1−α)
−1 (2.50)
and
Dα,+Λ,0 (ρ
∗
Λ) :=
βF ′′Λ,β,0(ρ∗Λ) + β m(α)−1∑
m=3
2(u′)m−2|F (m)Λ,β,0(ρ∗Λ)|
m!|Λ|(m−2)(1−α)
−1 . (2.51)
Here, m(α) is given by m(α) := min {m ∈ N | m(1− α)− 1 > 0} and E|Λ|(α, u′, ρ∗Λ)
is an error term of order |Λ|−[(m(α)(1−α)−1] defined via cluster expansion as
E|Λ|(α, u′, ρ∗Λ) :=
β
|Λ|m(α)(1−α)−1
∣∣∣∣∣ (u′)m(α)F
(m(α))
Λ,β,0 (ρ
∗
Λ)
m(α)!
+
u′(µ0 −F ′Λ,β,0(ρ∗Λ))
|Λ|1−m(α)(1−α)−α
+
∑
m≥m(α)+1
(u′)mF (m)Λ,β,0(ρ∗Λ)
m!|Λ|(m−m(α))(1−α)
∣∣∣∣∣∣ ,
(2.52)
where F (m)Λ,β,0(·) is the m-th derivative of FΛ,β,0(·).
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Corollary 2.5 (Local Central Limit Theorem.). Under the same assumptions as
in Theorem 2.4 for α = 1/2 we have that∣∣∣∣∣∣P0Λ,µ0(AN˜ )−
exp
{
− (u′)22DΛ,0(ρ∗Λ)
}
√
2piDΛ,0(ρ∗Λ)|Λ|
∣∣∣∣∣∣ ≤ 2e
− (u′)2
2DΛ,0(ρ
∗
Λ
)E|Λ|(1/2, u′, ρ∗Λ)√
2piDΛ,0(ρ∗Λ)|Λ|
, (2.53)
where, using (2.47),
DΛ,0(ρ
∗
Λ) =
[
βF ′′Λ,β,0(ρ∗Λ)
]−1
(2.54)
and E|Λ|(1/2, u′, ρ∗Λ) is an error term of order |Λ|−1/2 defined via cluster expansion
and given by (2.52).
For the proofs and the discussion related to the previous results we refer to
Section 5.
3. Cluster Expansion and its convergence, proof of Theorem 2.1
The proof follows closely the strategy in [13]. For completeness of the presen-
tation we repeat the main steps keeping track of the main modifications due to
the lattice. The key idea is to view the canonical partition function (2.7) as a
perturbation around the ideal case. Renormalizing with |Λ|N and defining
ZidealΛ,N :=
|Λ|N
N !
and ZintΛ,β,0(N) :=
1
|Λ|N
∑
x∈ΛN
e−βH
0
Λ(x), (3.1)
we rewrite (2.7) as
Z0Λ,β(N) = Z
ideal
Λ,N Z
int
Λ,β,0(N).
Calling now E(N) := {{i, j} | i, j ∈ {1, ..., N}} and fi,j := e−βV (xi,xj) − 1 we
have that the factor e−βH
0
Λ(x) can be expressed as
e−βH
0
Λ(x) =
∏
1≤i<j≤N
(fi,j + 1) =
∑
E⊂E(N)
∏
{i,j}∈E
fi,j
where the term +1 is given by E = ∅ ⊂ E(N). Note that we can associate to any set
E ∈ E(N) a graph g ≡ (V (g), E) where V (g) := {i ∈ {1, ..., N} | ∃ e ∈ E s.t i ∈ e}
is the set of its vertices and E is the set of its edges. Moreover, a graph created from
E does not contain isolated vertices and can be viewed as the pairwise compatible
(non-ordered) collection of its connected components, where two graphs g, g′ are
called compatible (g ∼ g′) if and only if V (g) ∩ V (g′) = ∅. In other terms given
E we can find a graph g such that g ≡ {g1, ..., gk}∼ with k ≥ 1, where, denoting
by Cm the set of connected graphs with m vertices, gl ∈ Cm for all l = 1, ..., k and
2 ≤ m ≤ N. In this way we have that
e−βH
0
Λ(x) =
∑
{g1,...gk}∼
gl connected
k∏
l=1
∏
{i,j}∈E(gl)
fi,j , (3.2)
where the collection {g1, ..., gk}∼ = ∅ gives the term 1 in the sum.
Hence, defining
ζΛ(V ) :=
∑
g∈CV
1
|Λ||V |
∑
x∈Λ|V |
∏
{i,j}∈E(g)
fi,j , (3.3)
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we get
ZintΛ,β,0(N) =
∑
{V1,...,Vk}∼
|Vl|≥2 ∀ l
k∏
l=1
ζΛ(Vl) = exp
{∑
I∈I
cIζ
I
Λ
}
(3.4)
where Vl ≡ V (gl), l = 1, ..., k and the second equality of (3.4) holds under the
validity of Lemma 3.1 and where we used
cI :=
1
I!
∑
G∈GI
(−1)|E(G)| (3.5)
which comes from the polymer model representation described below (see also Sec-
tion 3 of [13]).
An abstract polymer model (∆,G∆, ω) consists of a set of polymers ∆ := {δ1, ..., δ|∆|},
a compatibility graph G∆ with set of vertices ∆ and set of edges E∆ such that
{i, j} ∈ E∆ if and only if δi 6∼ δj (i.e. δi∩δj 6= ∅) and a weight function ω : ∆→ R.
In our case the set of polymers is given by V := {{V1, ..., Vk} | Vi ⊂ {1, ..., N} and
|Vi| ≥ 2 ∀ i = 1, ..., k} and the weight function is ζΛ(V ) defined in (3.3). In the
second equality in (3.4) the sum in the exponent is over the set I of all multi-
indices I : V → {0, 1, ...}, with ζIΛ =
∏
V ζ(V )
I(V ). Denoting also with suppI :=
{V ∈ V | I(V ) > 0}, GI is the graph with
∑
V ∈suppI I(V ) vertices induced from
GsuppI ⊂ GV by replacing each vertex V by the complete graph on I(V ) vertices.
We recall that (as it is observed in [13]), the sum in (3.5) is over all connected
subgraphs G of GI spanning the whole set of vertices of GI and I! =
∏
V ∈suppI I(V )!,
indeed if I is not a cluster (i.e. GsuppI is not connected), then cI = 0.
Then from Sections 5 and 6 of [13] and using the representation above we have
that Fβ,N,Λ(n) is given by (2.18) where now we can define rigorously Bβ,Λ(n) as
Bβ,Λ(n) :=
|Λ|n
n!
∑
A(I)=[n+1]
cIζ
I
Λ (3.6)
where A(I) :=
⋃
V ∈supp I V ⊂ {1, .., N} and [n+ 1] := {1, ..., n+ 1}.
The convergence of the cluster expansion is guaranteed from the following Lemma,
in which we follow Theorem 1 - (ii) in [10].
Lemma 3.1. There exist constants RC and a > 0, such that when N/|Λ| < RC ,
the following holds:
sup
i∈{1,..,N}
∑
V ∈V(N) : i∈V
|ζΛ(V )|ea|V | ≤ ea − 1. (3.7)
Proof. Denoting with Tn the set of trees with n = |V | vertices such that for a rooted
tree T ∈ Tn the set of the edges is given by E(T ) = {(i1, j1), ..., (in−1, jn−1)} we
have:
∑
x∈Λn
1
|Λ|n
∏
{i,j}∈E(T )
|fi,j | = 1|Λ|n
∑
x∈Λn
n−1∏
k=1
|fik,jk |
≤ 1|Λ|n
∑
i1
∑
y∈Λn−1
n∏
k=2
|e−βV (yk) − 1| ≤ 1|Λ|n−1 [CJ,d(β)]
n−1 (3.8)
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where i1 is considered as a root and y is a vector in Λ
n−1 with components yk =
xik −xjk , ∀ k = 2, ..., n. In the previous estimate the boundary term gives a similar
contribution which, however, is multiplied for |∂Λ|/|Λ| as in equations (4.18)-(4.21)
in [14]. Hence, using the tree graphs inequality [12], we have
|ζΛ(V )| ≤ n
n−2
|Λ|n−1 e
2βB(n−2) [CJ,d(β)]n−1, (3.9)
where B is the stability constant defined in (2.9). Fixing now i ∈ {1, ..., N}, and
using the fact that ζΛ(V ) depends only on |V |, from (3.9), for the left hand side of
(3.7) we get
sup
i∈{1,..,N}
∑
V ∈V(N) : i∈V
|ζΛ(V )|ea|V | ≤ ea−2βB
N∑
n=2
(
N − 1
n− 1
)
nn−2
|Λ|n−1
[
e(2βB+a)CJ,d(β)
]n−1
.
Then using the result from [10] (equations (3.12)-(3.15)) we have that the cluster
expansion is absolutely convergent (uniformly in N and Λ) when
N
|Λ| ≤ R
C ,
where
RC := [e2βBCJ,d(β)]−1
{
max
a>0
ln[1 + u(1− e−a)]
ea[1 + u(1− e−a)]
}
. (3.10)

For the conclusion of the proof of Theorem 2.1 we refer the reader to [13], Sections
5 and 6.
Remark 3.1. Lemma 3.1 and then Theorem 2.1 also hold if we consider γ 6= 0 fixed
boundary conditions. Indeed, defining νΛ(xi|γ) := e−β
∑
j≥1 V (xi,γj) > 0, which is 1
if d1(x,Λ
c) := infx′∈Λc{|x− x′| | x ∈ Λ} > 1, we can write (2.7) as
ZγΛ,β(N) =
1
N !
∑
x∈ΛN
e−βH
0
Λ(x)
N∏
i=1
νΛ(xi|γ),
where we used
HγΛ(x) = H
0
Λ(x) +
∑
1≤i≤N,xi∈Λ
j≥1, γj∈Λc
V (xi, γj).
Then noting that
eβB ≤ νΛ(xi|γ) ≤ eβdB
estimate (3.8) is here given by
∑
x∈Λn
n∏
i=1
νΛ(xi|γ)
|Λ|n
∏
(i,j)∈E(T )
|fi,j | ≤

CJ,d(β)
n−1
|Λ|n−1 , if d1(xi,Λ
c) > 1 ∀ i = 1, ..., n,
eβdB
|Λ|n−1
{
|∂Λ|
|Λ| [e
βdBCJ,d(β)]
n−1
}
, otherwise.
The latter implies that near the boundary the convergence condition is better (for Λ
large enough) and also that the sum on the clusters close to Λc gives a contribution
of order |∂Λ|/|Λ| which vanishes as |Λ| → ∞.
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3.1. Density convergence of free energy and pressure. We derive now the
density expansion working in the grand-canonical ensemble and starting from the
Ising model. Then let us consider the presence of a negative external magnetic field
h ∈ R− such that there is a very strong incentive for the spins to take value -1.
Below we recall the relation (2.34) between the grand-canonical partition function
of the Ising model and the one defined in (2.30)
Ξ˜−Λ,β(h) = exp
{
−β|Λ|
[
h− J |EΛ||Λ|
]}
Ξ0Λ,β(µΛ), with µΛ = 2h− 4J
|EΛ|
|Λ| .
For the cluster expansion of Ξ0Λ,β(µΛ) we can follow [12]. Hence, when
eβµΛ+βBC¯J,d(β) < e
−1 ⇔ µΛ ≤ − 1
β
log
(
eβB+1C¯J,d(β)
)
=:MLG, (3.11)
where we defined
C¯J,d(β) :=
∑
x∈Zd
(1− e−β|V (x)|) = 1 + 2d(1− e−4βJ) (3.12)
with B given by (2.9), (2.30) can be written as
Ξ0Λ,β(µΛ) = exp
∑
N≥1
eβµΛN
N !
∑
g∈CN
∑
x∈ΛN
∏
{i,j}∈E(g)
fi,j
 , (3.13)
where the series in the exponent is absolutely convergent. Then from (2.29) , and
(3.13) we find
βpβ(µ) =
∑
n≥1
eβµnbn,
with µ := limΛ→∞ µΛ = 2h − 4Jd and where bn’s are the discrete version of the
connected Mayer’s coefficient [9] given by bn :=
1
n!
∑
g∈Cn
∑
x∈Zd
∏
{i,j}∈E(g) fi,j .
Defining now the density as
ρ ≡ ρ(µ) := β ∂pβ(µ)
∂ log(eβµ)
=
∂pβ(µ)
∂µ
=
∑
n≥1
neβµnbn, (3.14)
B∗ := 4J and applying Theorem 4.1 in [6] we get
βµ ≡ βµ(ρ) = log ρ−
∑
n≥1
βnρ
n and βpβ(ρ) = ρ+
∑
n≥1
nβn
n+ 1
ρn+1, (3.15)
when
ρ ≤ RVLG :=
(
2e1+β[4J(2d+1)]C¯J,d(β)
)−1
, (3.16)
where βn’s are given by (2.14) and C¯J,d(β) is defined in (3.12). Moreover from (2.23)
and (3.15) we can recover (explicitly) the Legendre transform relations between the
thermodynamic free energy and the thermodynamic pressure
βfβ(ρ) = sup
µ
{ρµ− βpβ(µ)}, (3.17)
βpβ(µ) = sup
ρ
{ρµ− βfβ(ρ)}. (3.18)
Let us also observe that, as for the free energy, defining the thermodynamic
pressure for the Ising model as
ψβ(h) := lim
Λ→Zd
1
β|Λ| log Ξ˜
−
Λ,β(h)
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we have
βpβ(µ) = βψβ(h)− βJd+ βh. (3.19)
Then (2.24), (3.17) and (3.19) give us the following relation between the ther-
modynamic free energy and the thermodynamic pressure for the Ising model
βφβ(m) = sup
h
{
2h
(
m+ 1
2
)
− βh− βψβ(h)
}
.
In the next Figure we compare RC and RVLG in dimension 1, with J = 1, 2, 5
and β ∈ [0, 1]. We have that, as in Figure 1, the grand-canonical radius of converge
is bigger than the one obtained in canonical ensemble.
Figure 3. RVLG (continuous line) and RC (dashed line) in di-
mension 1 with J = 1 (green lines), 2 (blue lines), 5 (red lines) and
β ∈ [0, 1].
Remark 3.2. Below we recall the classical contour cluster expansion for the grand-
canonical partition function for the Ising model in order to do the comparisons
expressed in Figures 2 and 4. We rewrite (2.31) as
Ξ˜−Λ,β(h) = exp
{
β|Λ|
[
J
|EΛ|
|Λ| − h
]}
ΞIntΛ,β(zh),
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where
ΞIntΛ,β(zh) := 1 +
∑
n≥1
1
n!
∑
S1
· · ·
∑
Sn
∏
1≤i<j≤n
(fˆi,j + 1)
n∏
i=1
w(Si)z
|Si|
h .
In the last definition we used the notation: Si := {x ∈ Λ | σ(x) = +1 and |x−x′| =
1, ∀ x, x′ ∈ Si},
fˆi,j ≡ fˆ(Si, Sj) :=
{
−1 if inf{|x− x′| x ∈ Si, x′ ∈ Sj} ≤ 1,
0 otherwise,
zh = exp{2βh} and w(S) := exp {−2βJ |∂eS|} , where ∂eS := {{x, x′} | |x − x′| =
1, x ∈ S, x′ /∈ S}.
In this case, denoting with [S]1 := {x ∈ Zd | d1(x, S) ≤ 1}, we have
log ΞIntΛ,β(h) =
∑
n≥1
∑
S1⊂Λ
· · ·
∑
Sn⊂Λ
1
n!
∑
g∈Cn
∏
{i,j}∈E(g)
fˆi,j
n∏
i=1
w(Si)z
|Si|
h
and
1 +
∑
n≥2
1
(n− 1)!
∑
S2⊂Λ
· · ·
∑
Sn⊂Λ
∣∣∣∣∣∣
∑
g∈Cn
∏
{i,j}∈E(g)
fˆi,j
∣∣∣∣∣∣
n∏
i=2
zh(Si) ≤ e|[S1]1|,
under the condition (Section 5.7.1 in [4])∑
S⊂Λ
|wh(S)z|S|h ||fˆ(S, S∗)|e|[S]1| ≤ |[S∗]1|, ∀ S∗ ⊂ Λ. (3.20)
Hence, having that |[S]1| ≤ (2d+ 1)|S| and∑
S⊂Λ
|wh(S)z|S|h ||fˆ(S, S∗)|e|[S]1| ≤ |[S∗]1|
∑
S30
|wh(S)z|S|h |e|[S]1|
≤ |[S∗]1|
∑
n≥1
en[2βh+2d+1+2 log(2d)],
(3.20) is valid when
K(h, d) := [e−(2βh+2d+1+2 log(2d)) − 1]−1 =
∑
n≥1
en[2βh+2d+1+2 log(2d)] ≤ 1,
i.e., for all h such that h ≤ hIS := − 12β (2d+ 1 + 2 log(2d) + log 2) .
From (2.33), hIS gives us
MIS := 2hIS − 4dJ. (3.21)
Below we compare MLG and MIS in dimension 1, with J = 1, 3 and β ∈ [0, 1]
finding a similar result to the one represented in Figure 2.
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Figure 4. MIS (continuous line) and MLG (dashed line) in di-
mension 1 with J = 1 (red lines), J = 3 (blue lines) and β ∈ [0, 1].
4. Decay of correlations in the canonical ensemble, proof of
Theorem 2.2
For the proof of Theorem 2.2 we follow the strategy of [8]. Let n ∈ N0 and
k ∈ N. We denote with Cn,n+k the set of connected graphs with n + k vertices,
where we singled out n vertices which will be called “white”and the remaining k
vertices will be called “black”. Moreover, we call articulation vertex, a vertex such
that removing it the graph is decomposed in two or more separate part, where at
least one of them does not contain white vertices. Hence, we denote with BAFn,n+k the
set of graphs with n white and k black vertices and without articulation vertices.
We define the n-point correlation function with n ≤ N as:
ρ
(n)
Λ,N (q1, ..., qn) :=
1
(N − n)!
∑
x∈ΛN−n
1
ZperΛ,β(N)
e−βH
per
Λ (q1,...,qn,x),
where with {qi}ni=1 ⊂ Λ we denote the fixed particles and ZperΛ,β(N) is given by (2.7)
with periodic boundary conditions. When we will do the cluster expansion, the
fixed particles {qi}ni=1 will correspond to the white vertices in the connected graphs
(clusters).
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Denoting with µΛ,β,N (·) the canonical Gibbs measure in the volume Λ, i.e.,
µΛ,β,N (C) :=
1
Zperβ,Λ(N)
1
N !
∑
x∈ΛN∩ C
e−βH
per
Λ (x),
where C ⊂ (Zd)N , we define for a test function ϕ, the Bogoliubov functional LB(ϕ)
as
LB(ϕ) :=
∑
x∈ΛN
N∏
k=1
(1 + ϕ(xk))µΛ,β,N ({x}).
We can define implicitly the truncated n-point correlation function u
(n)
Λ,N (·) by its
generating function which is the logarithm of the Bogoliubov functional, i.e.,
logLB(ϕ) =:
∑
n≥1
1
n!
∑
x∈Λn
ϕ(x1) · · · ϕ(xn)u(n)Λ,N (x1, ..., xn), (4.1)
where, for example, when n = 2 and fixing q1, q2 ∈ Λ, u(2)Λ,N (q1, q2) is given by
(2.25).
The extended (canonical) partition function is defined as
ZperΛ,β,N (αϕ) :=
1
N !
∑
x∈ΛN
N∏
i=1
(1 + αϕ(xi))e
−βHperΛ (x)
with α ∈ R, such that
LB(αϕ) =
ZperΛ,β,N (αϕ)
ZperΛ,β,N (0)
, where ZperΛ,β,N (0) ≡ ZperΛ,β(N)
and then, thanks to (4.1) for all n ≥ 1, we have∑
x∈Λn
ϕ(x1) · · · ϕ(xn)u(n)Λ,N (x1, ...xn) =
∂n
∂αn
logZperΛ,β,N (αϕ)
∣∣∣∣
α=0
. (4.2)
Using the polymer model representation recalled in Section 3, with set of poly-
mers V∗N := {{(V1, A1), ..., (Vk, Ak)} | Vi ∈ {1, ..., N}, |Vi| ≥ 2, and Ai ⊂ Vi ∀ i =
1, ..., k} where the compatibility relation is here given by (Vi, Ai) ∼ (Vj , Aj) ⇔
Vi ∩ Vj = ∅ and with weights
ζ¯Λ((V,A)) := α
|A| ∑
g∈CV
1
|Λ||V (g)|
∑
x∈Λ|V (g)|
∏
{i,j}∈E(g)
fi,j
∏
i∈A
ϕ(xi),
for N/|Λ| small enough (see Theorem 2.1 in [8]), we have
logZperΛ,β,N (αϕ) = logZ
per
Λ,β(N) +
N∑
n=1
n∑
m=1
N−m∑
k=0
(
N
m+ k
)(
m+ k
m
)
αn
∑
I :
⋃
(V,A)∈suppI A=[m]⋃
(V,A)∈suppI V=[m+k]∑
(V,A)∈suppI |A|I((V,A))=n
cI ζ¯
I
Λ
= logZperΛ,β(N) +
N∑
n=1
n∑
m=1
N−m∑
k=0
αnP˜N,|Λ|(m+ k)B˜Λ,β(n,m, k), (4.3)
where
P˜N,Λ(n) :=
{
N(N−1)···(N−n+1)
|Λ|n , for n ≤ N,
0, otherwise,
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and
B˜Λ,β(n,m, k) :=
|Λ|(m+k)
m!k!
∑
I :
⋃
(V,A)∈suppI A=[m]⋃
(V,A)∈suppI V=[m+k]∑
(V,A)∈suppI |A|I((V,A))=n
cI ζ¯
I
Λ.
The term B˜Λ,β(n,m, k) can be written as
B˜Λ,β(n,m, k) = B¯Λ,β(n, k)δn,m +RΛ,β(n,m, k) (4.4)
with
B¯Λ,β(n, k) :=
|Λ|(n+k)
n!k!
∗∑
I : A(I)=[n+k]
cI ζ¯
I
Λ =
1
n!k!
∑
g∈BAFn,n+k
∑
x∈Λn+k
∏
{i,j}∈E(g)
fi,j
n∏
i=1
ϕ(xi).
(4.5)
In the previous definition with ∗ we mean that the sum runs over all multi-indices
which satisfy n + k = |V0| +
∑
(V,A)∈suppI, V 6=V0(|V | − 1) and I((V,A)) = 1 for
all (V,A) ∈ suppI and where V0 contains the indices 1, 2, ..., n. The second form
of B¯Λ,β(n, k) expressed in (4.5) is due to the fact that we consider here periodic
boundary conditions (Lemma 4.1 in [8]).
Hence, from (4.2), (4.3) and (4.4) we get:
1
2
∑
(x1,x2)∈Λ2
ϕ(x1)ϕ(x2)u
(2)
Λ,N (x1, x2) =
N−1∑
k=0
P˜N,|Λ|(1 + k)RΛ,β(2, 1, k)
+
N−2∑
k=0
P˜N,|Λ|(2 + k)B˜Λ,β(2, k). (4.6)
The first sum gives a contribution of order |Λ|−1. This estimate comes from
the fact that the term RΛ,β(n,m, k) consists of lower order terms and in particular
from [14] (as it is also recalled [8]), we have
|RΛ,β(n,m, k)| ≤ C 1|Λ| , (4.7)
for all n, k and uniformly on ϕ.
For the first term (k = 0) in the second sum (n = m = 2) we have
1
2
∣∣∣∣∣∣
∑
(x1,x2)∈Λ2
N(N − 1)
|Λ|2 f1,2 ϕ(x1)ϕ(x2)
∣∣∣∣∣∣
≤ 1
2
[(
N
|Λ|
)2
+
N
|Λ|2
] ∑
(x1,x2)∈Λ2
|ϕ(x1)ϕ(x2)|
[
(e4βJ − 1)1{|x1−x2|=1} + 1{x1=x2}
]
(4.8)
For k ≥ 1 we will use the analogous of Lemma 4.2 (which is recalled below) in
[8] in order to exchange the sum over k and the one over x.
Lemma 4.1. For any n ≥ 2 and k≥ 1 we have that
P˜N,|Λ|(n+ k)BˆΛ,β(n; k) ≤ C
(
N
|Λ|
)2
e−ck,
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where
BˆΛ,β(n; k) :=
1
n!k!
∑
x∈Λk
∣∣∣∣∣∣
∑
g∈BAFn,n+k
∏
{i,j}∈E(g)
fi,j
∣∣∣∣∣∣ ,
for some c > 1 and C > 0 independent on k, N and Λ.
Proof. The proof follows immediately from [8]. Indeed the calculation is similar to
the one presented by the authors for the proof of Lemma 4.2 and the fact that we
can choose c > 1 is possible thanks to their Theorem 3.1. 
Moreover we multiply and divide for e|x1−x2|. Hence from the fact that |x1−x2| ≤
|V0| − 1 ≤ k and using the second equality of (4.5), we find∣∣∣∣∣
N−2∑
k=1
P˜N,|Λ|(2 + k)B˜Λ,β(2, k)
∣∣∣∣∣
≤ 1
2
∑
(x1,x2)∈Λ2
|ϕ(x1)ϕ(x2)|e−|x1−x2|e|V0|
N−2∑
k=1
P˜N,|Λ|(2 + k)BˆΛ,β(2; k)
≤ C
2
(
N
|Λ|
)2 ∑
(x1,x2)∈Λ2
|ϕ(x1)ϕ(x2)|e−|x1−x2|
N−2∑
k=1
e−(c−1)k
≤ C1
2
(
N
|Λ|
)2  ∑
(x1,x2)∈Λ2
|ϕ(x1)ϕ(x2)|e−|x1−x2|
 , (4.9)
where c and C are the constants of Lemma 4.1 and C1 is a positive constant bigger
than C and independents on N,Λ.
Then from (4.6), (4.7), (4.8) and (4.9) we have∑
(x1,x2)∈Λ2
|ϕ(x1)ϕ(x2)||u(2)Λ,N (x1, x2)|
≤
∑
(x1,x2)∈Λ2
|ϕ(x1)ϕ(x2)|
{(
N
|Λ|
)2 [
(e4βJ − 1)1{|x1−x2|=1} + 1{x1=x2}
+
(e4βJ − 1)1{|x1−x2|=1} + 1{x1=x2}
|Λ| + Ce
−|x1−x2|
]
+ C1
1
|Λ|
}
(4.10)
with C,C1 ∈ R+. Then the conclusion follows choosing as test functions the Kro-
necker deltas in q1 and q2.
5. Precise large and local moderate deviations, proofs of Theorems
2.3, 2.4 and Corollary 2.5
In this section we compare our approach for the study of precise large and local
moderate deviations (Theorems 2.3, 2.4 and Corollary 2.5) with the ones presented
in [1] and, in particular, in [2]. For the proofs of the Theorems we refer to [15],
since once one can write logZγΛ,β as a power series of the density (Theorem 2.1)
then the proof is the same. Furthermore, and differently from [15], thanks to the
lattice structure, we can have general boundary conditions (Remark 3.1) while for
the continuous case an extra assumption (superstable potential) would be necessary
for a not zero boundary conditions.
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Proof of Theorem 2.3. Follows from Theorem 2.1 and the proof of Theorem 2.1 in
[15]. 
Proof of Theorem 2.4. Follows from Theorem 2.1 and the proof of Theorem 2.2 in
[15]. 
Proof of Corollary 2.5. Follows from Theorem 2.1 and the proof of Corollary 2.2.1
in [15]. 
In order to do the comparison, we briefly recall the approach followed in [1] and
[2]. For a fixed chemical potential µ0, we define the logarithmic generating function
for the moments at finite volume associated to the probability given by (2.36) as
L0Λ,β,µ0(µ) := log
∑
N≥0
P0Λ,µ0(AN )e
βµN
 , (5.1)
with AN given by (2.37). From (2.39) and (5.1) we have
ρ¯Λ := E0Λ,µ0
[
N
|Λ|
]
=
1
|Λ|
1
β
d
dµ
L0Λ,β,µ0(µ)
∣∣∣∣
µ=0
(5.2)
and
σ2Λ,0(µ0) := E0Λ,µ0
[
(N − ρ¯Λ|Λ|)2
|Λ|
]
=
1
|Λ|
1
β2
d2
dµ2
L0Λ,β,µ0(µ)
∣∣∣∣
µ=0
. (5.3)
In general, denoting by GmΛ,0 the m-th moment per unit of volume, we have:
GmΛ,0 =
1
βm
dm
dµm
L0Λ,β,µ0(µ)
∣∣∣∣
µ=0
. (5.4)
Let us define the characteristic function as
ϕΛ,µ′(t) :=
∑
N≥0
P0Λ,µ′(AN )eitN , (5.5)
where for µ′ = µ+ µ0, the “excess (by µ) probability measure” is given by
P0Λ,µ+µ0(AN ) := exp
{−L0Λ,β,µ0(µ) + βµN}P0Λ,µ0(AN ).
First, for the large deviations, i.e., considering a deviation N˜ given by (2.38) with
α = 1, the probability of AN˜ can be expressed using the excess measure optimizing
over µ such that P0Λ,µ+µ0(AN˜ ) ∼ 1, i.e., by making N˜ “central” with respect to the
new measure. In this way we obtain
lim
|Λ|→∞
(β|Λ|)−1 logP0Λ,µ0 (AN˜ ) = lim|Λ|→∞
−I0Λ,β,µ0(N˜)
β|Λ| = −
Iβ(ρ˜; ρ0)
β
,
where
I0Λ,β,µ0(N˜) := sup
µ
{
βµN˜ − L0Λ,β,µ0(µ)
}
(5.6)
and
Iβ(ρ˜; ρ0) := βfβ(ρ˜)− βfβ(ρ0)− βf ′β(ρ0)(ρ˜− ρ0).
In the previous formulas we have that the quantity ρ0, which is the limit of ρ¯Λ as
Λ→∞, is also such that
f ′β(ρ0) = µ0 ⇔ p′β(µ0) = ρ0,
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where the last relations follow from (3.17), (3.18) and the fact that we are far from
the phase transition (see also (2.39)). Moreover, let us note that from (2.42) ρ0 is
also the thermodynamic limit of ρ∗Λ. For later use, from (2.48), we have that (2.46)
is the “volume normalized version”of (5.6), i.e
IGCΛ,β,0(ρ˜Λ; ρ¯Λ) = I0Λ,β,µ0(N˜)|Λ|−1. (5.7)
A more precise formula at finite volume as well as the higher order corrections
terms come from the inversion of (5.5):
P0Λ,µ˜Λ(AN˜ ) =
1
2pi
∫ pi
−pi
e−itN˜ϕΛ,µ˜Λ(t)dt (5.8)
where by µ˜Λ we denote the optimal chemical potential found in (5.6). This is also
the approach of [1] for α = 1/2 and µ˜Λ = µ0. In [1] and [2] the authors, starting
from (5.8), recover the inversion of the characteristic function of the Gaussian dis-
tribution which gives them, calculating the integral, a finite volume formula with an
approximation for the high order correction term. This can be done by the Taylor
expansion at the second order of the characteristic function around t = 0 and ap-
plying, for instance, the Gnedenko’s method to estimate the integral. In particular,
we refer to equations (4.1)-(4.10) of Section 4 in [1] and equations (2.1.30)-(2.1.34)
Subsection 2.1 in [2]. On the other hand, our results come from a direct approach
without passing form the calculation of the integral in (5.8), which also gives us
an explicit formulation of the error terms. In fact, considering Theorem 2.3, the
numerator in the fraction in the left hand side of (2.45) comes immediately from
definition (2.48) and the Radon-Nikodyn derivative of our probability measure with
respect to the one with µ˜Λ (instead of µ0). This can be clearly observed in equation
(2.53) in [15]. Moreover, thanks to the explicit formula that we have for the finite
volume free energy (Theorem 2.1), together with Z0Λ,β(N˜) = exp
{
−|Λ|fΛ,β,0(N˜)
}
and (2.40), we can also obtain in an explicit and direct way both the normalization
as well as the error terms as it is shown in Lemmas 3.3 in [15].
Second, starting from (5.6) and considering the approach expressed in [2], one
can go a step further and study the local moderate deviations (α ∈ [1/2, 1) in (2.38)
by taking the Taylor expansion of (5.6) around ρ¯Λ|Λ| and obtaining:
I0Λ,β,µ0(N˜) =
β2(N˜ − ρ¯Λ|Λ|)2
2|Λ|σ2Λ,0(µ0)
+
∑
j≥3
Q
(j)
Λ,0
j!
(
N˜ − ρ¯Λ|Λ|
|Λ|
)j
, (5.9)
where the coefficientsQ
(j)
Λ,0 are polynomials which can be computed via the moments
(5.4) as it is explained next. In the previous equation we used (5.7) and the fact
that, from (2.48), we have (fGCΛ,β,0)
′′(ρ¯Λ) = [p′′Λ,β,0(µ0)]
−1 = β[σ2Λ,0(µ0)]
−1. Note
also that in (5.9) we do not have the terms I0Λ,β,µ0(ρ¯Λ|Λ|) and (I0Λ,β,µ0)′(ρ¯Λ|Λ|).
This happens because, using the fact that L0Λ,β,µ0(µ) is a strictly convex function
of µ, the supremum in (5.6) is obtained at µ = 0 when we consider ρ¯Λ|Λ| instead
of N˜ (see also (5.7)).
In [2] (equations (1.2.18)-(1.2.23)), the polynomials Q
(j)
Λ,0 are calculated substi-
tuting
β(N˜−ρ¯Λ|Λ|) = (L0Λ,β,µ0)′(µ˜Λ)−(L0Λ,β,µ0)′(0) = βµ˜Λσ2Λ,0(µ0)|Λ|+
∑
m≥3
(βµ˜Λ)
m−1GmΛ,0
(m− 1)!
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in
µ˜Λ = (I0Λ,β,µ0)′(N˜) =
N˜ − N¯Λ
σ2Λ,0(µ0)|Λ|
+
∑
m≥3
Q
(m)
Λ,0
(N˜ − N¯Λ)m−1
(m− 1)! ,
where the meaning of (I0Λ,β,µ0)′(N˜) is expressed in (5.11) for N = N˜ , so that one
obtains
Q
(m)
Λ,0 ≡ P
(
G3Λ,0
σ2Λ,0(µ0)|Λ|
, ...,
GmΛ,0
σ2Λ,0(µ0)|Λ|
, Q
(3)
Λ,0, ..., Q
(m−1)
Λ,0
)
,
where the expression P (x1, .., xn) means polynomial in x1, ..., xn. For example
Q
(3)
Λ,0 =
−G3Λ,0
(σ2Λ,0(µ0)|Λ|)3
and Q
(4)
Λ,0 =
−G4Λ,0
(σ2Λ,0(µ0)|Λ|)4
+ 3
(G3Λ,0)
2
(σ2Λ,0(µ0)|Λ|)5
.
We observe that also in this case our results expressed in Theorem 2.4 and Corollary
2.5, follow directly from Theorem 2.1, (2.22), (2.40) and the Taylor expansion of the
free energy defined in (2.21) around ρ∗Λ (instead of the above indirect procedure).
For more details about this we refer in particular to Lemmas 3.1, 3.2 in [15].
Remark 5.1. Let us note that another way for determining the terms Q
(j)
Λ,0, can be
derived directly from (5.6). Indeed, let us define for all x ∈ R+ the function
x 7→ J 0Λ,β,µ0(x) := sup
µ∈R
{
βxµ− L0Λ,β,µ0(µ)
}
= βxµ(x)− L0Λ,β,µ0(µ(x)), (5.10)
where µ(x) is implicitly defined by βx = (L0Λ,β,µ0)
′(µ). Note that, when x = N ∈ N,
we get J 0Λ,β,µ0(x) = I0Λ,β,µ0(N), which happens if and only if N = (L0Λ,β,µ0)′(µ(N)).
Hence we have:
(J 0Λ,β,µ0)′(x) = βµ(x) = βµ(x) + µ′(x)[βx− (L0Λ,β,µ0)′(µ(x))] (5.11)
and
(J 0Λ,β,µ0)′′(x) = βµ′(x) = 2βµ′(x)− (µ′(x))2(L0Λ,β,µ0)′′(µ(x))
+ µ′′(x)[βx− (L0Λ,β,µ0)′(µ(x))],
which gives
(J 0Λ,β,µ0)′′(x) = βµ′(x) = β2[(L0Λ,β,µ0)′′(µ(x))]−1.
In this way we have:
∂mJ 0Λ,β,µ0(x)
∂xm
=
∂m−2[β2(L0Λ,β,µ0)
′′(µ(x))]−1
∂xm−2
, (5.12)
with
µ′(x) = β[(L0Λ,β,µ0)
′′(µ(x))]−1. (5.13)
Then, the coefficient Q
(j)
Λ,0 - which is the derivative of order j of J 0Λ,β,µ0(x) for
x = N¯Λ - can be obtained from (5.12) and (5.13) taking into account that, when
x = N¯Λ, the quantities in the right hand side of (5.12) and (5.13) are given by (5.3)
and (5.4).
Note that the relations expressed in (5.12) and (5.13) are the same which exist
between fβ(ρ) and pβ(µ) as well as their grand-canonical finite volume versions
(fGCΛ,β,0(ρΛ) and pΛ,β,0(µ)).
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We conclude the discussion by noting that the formulations expressed in [1] and
[2] are equivalent to our formulation (Theorems 2.3, 2.4 and Corollary 2.5). This
is due to the fact that for all ρˆΛ and ρˆ
∗
Λ which satisfy (2.39) and (2.41) (with the
appropriate chemical potential µ(ρˆΛ)), from (2.43) and Remark 2.3 we have ([15]):∣∣fGCΛ,β,0(ρˆΛ)−FΛ,β,0(ρˆ∗Λ)∣∣ ≤ C log√|Λ||Λ|
and ∣∣(fGCΛ,β,0)′(ρˆΛ)−F ′Λ,β,0(ρˆ∗Λ)∣∣ ≤ C 1|Λ| .
Then, defining ICΛ,β,0(ρΛ; ρ
∗
Λ) := βFΛ,β,0(ρΛ)−βFΛ,β,0(ρ∗Λ)+βF ′Λ,β,0(ρ∗Λ)(ρΛ−ρ∗Λ)
and remembering that ρΛ = N/|Λ|, from (2.22) and (2.43) we have∣∣∣[ICΛ,β,0(ρˆ∗Λ; ρ∗Λ)− βF ′Λ,β,0(ρ∗Λ)(ρˆ∗Λ − ρ∗Λ)]− [βfΛ,β,0(Nˆ∗) + βfΛ,β,0(N∗)]∣∣∣ ≤ C log√|Λ||Λ|
as well as ∣∣ICΛ,β,0(ρˆ∗Λ; ρ∗Λ)− IGCΛ,β,0(ρΛ; ρ¯Λ)∣∣ ≤ C1 log√|Λ||Λ| ,
with C, C1 ∈ R+. Moreover, this equivalence is also true in the thermodynamic
limit, which is proved in Sections 3 and 4 of [2] for the quantities defined in (5.1),
(5.4) and (5.9), where in our case it comes from Theorem 2.1 and [15]. Indeed from
Appendix B in [15] we have:
|f (m)β (ρ0)−F (m)Λ,β,0(ρ∗Λ)| ≤ C
|∂Λ|
|Λ| ,
for all m ≥ 0.
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