For the Hopfield model with the Hebb connection matrix we investigate the case of p memorized patterns that are distorted copies of the same standard. In other words, we try to simulate that learning always takes place by means of repeating presentations of one and the same standard, and the presentations are accompanied by distortions of the standard. We obtain some rigorous results relating to the dependence of the fixed points on external parameters of the problem.
Introduction
By the Hopfield model of a neural network we mean a dynamic system of n interacting "agents". The agents can take only two values σ i = ±1, i = 1, 2, . . . , n, and they are connected with each other by the Hebb connection matrix J = S T · S, J ii = 0, i = 1, 2, . . . , n.
The matrix S is (p×n)-matrix whose n-dimensional rows are the memorized patterns used for the network learning. Let us consider the following meaningful problem: a network had to be taught by p-time presentations of the standard, but errors crept into the learning process and, in fact, the network was taught by p distorted copies of the standard. What is the distortion's influence on the result of the learning?
We formalize the problem choosing the matrix S in the form, 
The n-dimensional rows of the matrix S, s (l) = (1, . . . , 1 − x l , 1, . . . , 1) ∈ R n , l = 1, . . . , p
are treated as p distorted copies of the standard ε(n) = (1, . . . , 1) ∈ R n .
The real number x is called the distortion parameter. Our goal is to find out how the set of fixed points depends on the distortions of the standard (because the set of fixed points represents the "memory" of the network). In other words, we investigate the ability of the Hopfield model to generalization [1] in the specific case of one distorted standard.
Only the first p coordinates of the standard are distorted, and the remained q = n − p coordinates are not distorted. The problem (1)-(4) is discussed in Section 2. Of course, the distortions are rather specific: for each memorized pattern only one coordinate of the standard is distorted and the value of the distortion x is the same for all the memorized patterns. In the next Sections we generalize this simple model.
The asynchronous dynamics of the network is supposed. The state of the network as a whole is described by the configuration vector σ = (σ 1 , σ 2 , . . . , σ n ).
Basic Model
The problem (1)-(4) will be called the Basic Model. It was investigated in detail in [2] . The results of [2] are summarized in items A)-C). A). A necessary condition for a configuration vector to be a fixed point is that its last q coordinates be equal to each other.
Consequently, fixed points can be chosen in the form
Here, σ ′ = (σ 1 , σ 2 , . . . , σ p ) is the p-dimensional part of the configuration vector σ * . This p-dimensional vector will be used below.
B). 
The number of the classes Σ k is equal to p + 1. The number of the vectors in the class Σ k is equal to p k . The configuration vectors from the same class Σ k are the fixed points simultaneously. C). Theorem 1: When x increases from −∞ to ∞, in consecutive order the set of the fixed points is exhausted by the classes
The kth rebuilding from the class Σ k−1 to the class Σ k occurs at the point x k :
where
, when
In Fig.1 the graphical illustration of Theorem 1 is shown. The case p = n worth to be mentioned specially. Here all the rebuilding points x k stick to one point,
For any x from the left side of 
Complete Generalization 1
• . The standard ε(n) can be replaced by an arbitrary configuration vector
In this case the memorized patterns have the form
All the statements of items A)-C) remain valid, but now the vectors σ * (5) have the form
Thus, ε(n) can be used as the standard without the loss of generality. 2
• . Suppose the memorized patterns are obtained from the standard ε(n) by identical and simultaneous distortions of its m (but not only one!) coordinates,
Of course, now n = p·m+ q. It is not difficult to show that the fixed points have the form of the piecewise constant vectors
As above these vectors are grouped into classes Σ (m) k analogous to the classes Σ k (6). The only difference is that now the value −1 has to be assigned not to a separate coordinate σ l , but to m coordinates of the same name. Again, the number of the vectors σ * in the class Σ 
The memorized patterns (3) can be rotated as a whole. Suppose the rotation matrix U = (u ij ) acts on the first p coordinates of n-dimensional vectors only. Then the standard takes the form
In Eq.(10) the vector u ′ is the p-dimensional part of new standard u (the same as the vector σ ′ in Eq.(5) is the p-dimensional part of the vector σ * ). It is easy to see that u ′ 2 = p. At the same time, the memorized patterns (3) take the form
The elements of the relevant connection matrix J (U) are
and the matrix elements J ij are determined by Eqs. (1), (2) . Let us suppose that the standard ε(n) remains unchanged after the rotation:
Because the connection matrix J (U) coincides with the initial matrix J, all the statements of the items A)-C) of the Basic Model remain unchanged too. Note, here all the first p coordinates of the memorized patterns (12) are distorted. Consequently, we succeeded in getting rid of one of the limitation of the Basic Model (see Introduction).
Ground State
It is well-known [3] , that an energy E = − It is not difficult to show that for the cases discussed above, all the states that are the fixed points simultaneously have the same energies. In other words, every time the set of fixed points is the ground state of the network, and there are no local extremums. This is due to the symmetry of the problems in question. When the symmetry of the problem is reduced, it is possible that different fixed points have different energies. Often just the ground state is of interest, because its energy is minimal. From my point of view namely the ground state has to be treated as the result of learning. Only the ground state is discussed in this Section. 1
• . Let us examine the problem of the item 3
• from the previous Section for the case when the standard ε(n) changes due to rotation:
Again, as in the item A), only configuration vectors σ * (5) can be the fixed points. Again, the statement of the item B) is valid, however now it is true not for all the fixed points, but for the ground state of the network only:
If a vector σ * (5) is a ground state, then every configuration vector of the form (5) whose distance from the standard u is the same as the distance of σ
* is a ground state. Consequently, we have to divide the set of the vectors σ * into classes joining the vectors that are equidistant from the standard u. Only now the vectors that are equidistant from u are vectors σ * with the same value of the cosine of the angle between p-dimensional vectors σ ′ and u ′ ,
Let the vectors σ * be grouped into classes Σ
where t + 1 is the number of the different values of the cosine (13). Without loss of generality we can assume that the cosines are arranged in decreasing order, cos w 0 > cos w 1 > . . . > cos w t .
Then it is easy to see, that cos w k = − cos w t−k , ∀k ≤ t. Therefore, the cosines are negative beginning from some number k. Finally, the generalization of the Theorem 1 from the item C) is: When x increases from −∞ to ∞, in consecutive order the ground state is exhausted by the classes
The kth rebuilding of the ground state from the class Σ
If
, the rebuildings come to an end when the denominator in Eq.(14) becomes negative (k max < t).
Note. When the distortion x belongs to the interval (x k , x k+1 ), all the configuration vectors from the class Σ and the distortion parameter x, the network with a preassigned ground state can be created.
For example, let us create a network with the ground state
At first we need to find the vector u of the form (10) equidistant from the vectors α, β and γ (and only from these vectors!). This problem has a lot of solutions. For example, we can take the vector u in the form of
The minimal p satisfying this equation is equal to 4. Consequently, we have
k , which join the vectors equidistant from the found standard u. One of these classes consists from our vectors α, β and γ exactly. It is not difficult to determine the number of this class. Indeed, the first four values of the cosines (13) and the relevant classes Σ (U) k are:
Thus, the class Σ
contains the given configuration vectors α, β and γ only. If we take four memorized patterns of the form (12) and the distortion parameter x inside the interval (x 2 , x 3 ), the relevant network has the preassigned ground state.
To define the memorized patterns s (l) , we need the matrix elements u kl of the rotation matrix U. This matrix transforms the vector ε(n) into the standard u. More exactly, it is necessary to know only the upper (4 × 4)-block of this matrix realizing the nontrivial part of the rotation. In other words, it is necessary to solve the problem 
This problem has a lot of solutions. For example,
Consequently, as the memorized patterns (12) (4 + q)-dimensional vectors
can be used. If x is from the interval 2 (1 + q/(q + 6u)) < x < 2 (1 + q/(q + 2u)), the configuration vectors α, β and γ are the ground state of the Hopfield network with the connection matrix (1). The minimal n for such a network is equal to 5, n = 5. This corresponds to q = 1. If q = 0, we have the equality p = n, and, consequently, all the rebuilding points stick to the point n 2 (see the comment to Eq.(9)). 2
• . Suppose the asynchronous dynamics is defined as
where the connection matrix J is given by Eqs. (1), (2) . The parameter H is called the dynamic threshold [3] . Usually, in theoretical considerations it is used to eliminate the linear term in the energy E (such a term appears when we turn from the (0, 1)-network to the (−1, +1)-network). Apparently, the role of the dynamic threshold is much more important. In [4] the case of H = 0 is analyzed in details. For the sake of simplicity, here I present the results obtained for H > 0 only. 
The rebuilding of the ground state from the class Σ k+1−i to the class Σ k−i occurs when H is equal to
Here, the classes Σ k are defined by Eq.(6) and the rebuilding points x k are given by Eq.(7). In Fig.2 for some values of p and n the phase diagram for the ground state is shown. We see that changing H purposefully, we can change the ground state significantly. In particular, the standard ε(n) = Σ 0 can be done the ground state of the network. It is important to understand either this result depends on the specific form of our connection matrix, or it is more general. In other words, is it possible to choose the thresholds in the general Hopfield model in such a way that memorized patterns will necessarily be its fixed points? The positive answer seems to be very probable. 
can be the ground state, where k max = min p + , n + p + 2 4 .
b) For the vector σ * (k) to be a ground state, it is necessary and sufficient to have
