Introduction The Global Energy and Water Cycle Experiment (GEWEX)
includes an initiative known as the GEWEX Continental-Scale complicated by the spatial scaling problem of subgrid variability. For example, different land surface models have been designed over different time and spatial scales from a "big leaf" to large river basins, but most models have been verified with single-point measurements. Such models are then applied, however, to atmospheric models with a grid resolution ranging from 100 m x 100 m (large-eddy simulation models) to 100 km x 100 km (GCMs). Since a grid box in an atmospheric model represents an area average, it is necessary to verify land surface model simulations by area-averaged observations. Ideally, the size of the observation area is close to the grid resolution of the atmospheric models to which the land surface model is supposed to apply. For the above reasons the data collected during the First ISLSCP (International Satellite Land Surface Climatology Project) Field Experiments (FIFE) [Sellers et al., 1992a] provides a valuable opportunity to verify surface models. The 15 km x 15 km area-averaged FIFE data set of A. K. Betts and J. H. Ball (1993) (data available from the authors) contains atmospheric forcing data, surface fluxes (during IFCs), and soil moisture content for about 5 months (from May 22 to October 16, 1987) . In this study we use this area-averaged FIFE data to force and validate four land surface schemes including (1) the simple bucket model with two parameters [Manabe, 1969] The FIFE data used in this work is described in section 2, and the four land surface schemes and the simulation design are presented in section 3. The simulation results obtained from these four land surface schemes are discussed in section 4, and the major conclusions are provided in section 5.
Forcing and Validation Data
In 1987, extensive surface data were collected over the Konza prairie in Kansas during the FIFE experiment [Sellers et al., 1992a] . The data used in this study is a single spatial mean time series, with a time interval of 30 min, derived by A. K. Betts For validation, this data set also includes the spatial mean surface sensible heat, latent heat, and ground heat fluxes averaged over 17 selected surface flux stations, which made measurements using both eddy correlation and Bowen ratio methods [Betts et al., 1993] . These surface flux stations also measured the aforementioned four radiation components and net radiation. According to Betts et al. [1993] , the radiation averages obtained from the flux stations, which have lower incoming solar radiation and a higher albedo, are internally (i.e., net solar and downward longwave), we have replaced the PAM station radiation by the flux station radiation whenever the latter was available in order to achieve better consistency between model input radiative forcing and validating observed heat fluxes. The averaged heat flux observations from the flux stations, only available for four intensive field campaigns (IFCs), were extensively used to validate the model simulated fluxes. The dates of these IFC periods are May 26-June 6, June 25-July 11, August 6-21, and October 5-16, respectively. For validation beyond these IFC periods we use the longerterm (from May 27 to October 16) but spatially less representative (two stations) time series of FIFE observed surface fluxes of Smith et al. [1992] .
Land-Surface Schemes
In this study we test the four land surface schemes cited in the introduction. Our particular choice of schemes was heavily motivated by wanting a small set of schemes that spanned both (1) the inclusion of few or many parameters and (2) the inclusion or omission of an explicit vegetation canopy. In addition, we wanted schemes whose principal developers were readily at hand for in-person consultation.
Both opy resistance. As each model is presented, the reader is referred to Tables 1 and 2 for model parameter values, which are further discussed in section 3.3. Table 3 contrasts the number of parameters in the four chosen models.
In land surface models that carry soil thermodynamics like the OSU or SSiB models, a measure of scheme complexity is whether the thermodynamic surface energy budget is computed for (1) a single unified ground/vegetation surface (i.e., one surface temperature) or (2) multiple surfaces representing the ground and one or more vegetation canopies (i.e., two or more surface temperatures). The OSU model is an example of the former, while the SSiB model is an example of the latter. The prediction of Ti is performed using the fully implicit Crank-Nicholson scheme. In the top layer the last term in (2) represents the surface ground heat flux and is computed using the surface skin temperature. The gradient at the bottom of the model is computed from a specified constant boundary temperature taken as the mean annual surface air tempera- 
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where dz, is the i th soil layer thickness. Pd is the precipitation not intercepted by the canopy. R is the surface runoff and specified by the SWB surface runoff formulation, which is a hydrological approach that considers the subgrid-scale variability in precipitation and soil moisture (see Qs in section 3.1.4). E, is the canopy transpiration, which is partitioned between layers 1 and 2 according to the weights b • = dz,/(dz, + dz2) and b 2 = dz2/(dz, + dz•). Kz 3 is the moisture loss due to "gravitational" percolation through the bottom of the third layer, also named subsurface runoff or drainage. The total evaporation E from the soil canopy surface, used in the single surface energy balance, is the sum of the direct evaporation from the top shallow soil layer, Edit, evaporation of precipitation intercepted by the canopy, Ec, and transpiration via canopy and roots, E t. E = Edir + Et + Ec
The direct evaporation from the ground surface is determined by (8) where Ep is the potential evaporation and o-oe is the green vegetation fraction, both described after the next paragraph.
The direct evaporation can proceed at the potential rate Ep when the soil moisture at the surface is rather moist. Otherwise, direct evaporation can proceed only at the rate by which the top soil layer can transfer water upward from below.
The wet canopy evaporation is determined by
where Wc is the intercepted canopy water content, and S is the maximum allowed Wc capacity, chosen here to be 0.5 mm; n -0.5. This is formulated similarly to NP89 and JN90. The intercepted canopy water budget is governed by where B c embodies canopy resistance, including soil moisture stress. The factor (We/S) n serves as a weighting coefficient to suppress E t in favor of E c as the canopy surface becomes increasingly wet. Recalling (7), the drying cycle timescales of Edir or E c versus E t are quite different. E di r and E c represent fast changing evaporation due to small water capacity and low resistance, while the higher resistance in E t combined with the deep root zone maintain relatively high evaporation for several weeks or more following the last significant rainfall. A major focus of the present study is the important role of the canopy resistance treatment in (11). But first we discuss the roles of rrf and Ep.
The green vegetation fraction rrf is defined as the grid cell fraction wherein midday downward solar insolation is intercepted by photosynthetically active green canopy. Equations (8), (9), and (11) show that it acts as a fundamental weighting coefficient between the three components of evaporation in (7). The sensitivity tests of JN90 showed it to be an important first-order parameter. It is important therefore to specify its seasonal cycle in operational NWP models and GCM applications. See Table 4 of SWB model parameters used in this study can be found in Table 1 .
SSiB Model
The SSiB model [Xue et al., 1991] is a biophysically based model of land-surface-atmosphere interaction. It has three hydrological soil layers, one thermodynamic soil slab, one canopy layer, and eight prognostic variables: soil wetness in the three soil layers; temperature at the canopy, ground surface, and bottom boundary; water stored on the canopy; and snow stored on the ground. 
where P, D, and E• are the precipitation, canopy drip rate, and evaporation from the wetted portions of the vegetation canopy. In the three soil layers, water movement is described by the finite difference approximation to the diffusion equations. Following the experience of PILPS, we took care to match the maximum water-holding capacity among the four models. Based on the actual field capacity and wilting point used in the OSU model (see Table 2 October 5 to 13 because the model soil moisture specified in the "restoring" layer for October was very dry. It seems common that land surface models tend to underestimate the evaporation during very dry periods, because of large resistance, for example, when the grid cell mean soil moisture is close to traditionally used wilting points. The broader soil moisture stress function in Figure 1 , conceptually based on subgrid variability as discussed earlier, contributed to reduce the canopy resistance in the OSU model and maintain higher evaporation rates in the latter half of July. Finally, we consider the runoff component of the hydrology. Not surprisingly, these models produced very different runoff ( Figure 9 ). As expected, the bucket model generated the least runoff among them, in fact no runoff at all in this simulation, since the condition for runoff, namely a full bucket, never occurred in this 5-month test with a bucket capacity of 270 mm. Our sensitivity study also showed that even with a shallow bucket depth (i.e., 150 mm), the bucket model only generated 19 mm of runoff on May 27.
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As described by Mahrt and Pan [1984] , the maximum infiltration rate in the OSU model is traditionally parameterized in terms of the estimated water flux by both diffusion and conduction at the surface under conditions of saturation, which acts to generate surface runoff only during extremely heavy rainfall. Indeed, in our sensitivity test (not shown here), the simulation with this original OSU model infiltration treatment produced less than 10 mm runoff for the total 5-month period. As an attempt to improve the surface runoff calculation in the OSU model, we replaced the formulation with the SWB scheme of (22) Figure 11 , is that the force restore method used in the SSiB model seems to more quickly transfer the heat from the surface to the deep layer.
However, relative success in daily-mean temperatures can mask problems with the amplitude and phase of the diurnal cycle. Figure 13 compares the diurnal cycle of surface skin temperature for several days during one wet period (June) and two dry periods (July and October). The OSU model, in general, was able to capture remarkably the nighttime minimum skin temperature, but it tended to produce higher noontime maximum temperatures than observations, hence the warm bias noted in the daily-mean skin temperature in Figure 12 Figure 5c , the daily-averaged latent heat fluxes calculated by the OSU model without canopy resistance. Here, we replaced (13) by (12) (with Pc = 0.7) which includes only the soil moisture stress function. In so doing, the total number of parameters is reduced from 15 to 10 (see Table 3 ). Assuming for discussion that crf is 1 in (11), Pc is basically the ratio between actual evaporation and potential evaporation, thus indicating the canopy's ability to evaporate. This plant coetficient or "crop coetficient" approach has long been applied in agriculture to estimate the irrigation amount for large fields.
With only the soil moisture stress effect on canopy resistance, the OSU model, like the bucket model, overestimated the evaporation during wet periods (in May, early June, midJuly, and mid-August). The loss of large quantities of evaporated water during these wet periods reduced the soil moisture significantly. As a result, this subsequently limited the model's evaporation in follow-on drier periods, thereby resulting in lower evaporation in days following the above wet days, that is, mid-June, end of July, end of August, and early September. As compared with Figure 5c , the evaporation during these relatively dry periods was much lower than the simulation with canopy resistance. Overall, the model with a constant Pc gen- 
where B c is the canopy resistance and calculated from (13) and (14). In considering canopy resistance this version of SWB model has 14 parameters, almost the same complexity as the OSU model (Table 3) . Compared to the OSU evaporation formulation expressed in (8), (9), and (11), we see that this new set of equations for the SWB model intends to represent (conceptually but not equivalently) the direct evaporation from bare soil, Eb, the reevaporation of the precipitation intercepted by the canopy, Eu, and canopy evapotranspiration, E t. 500T 66CT 
Conclusions
We have intercompared the one-dimensional 5-month simulations of four land surface models, embodying very different treatments of the hydrological cycle, with observations spanning from early summer to early fall of 1987 over the 15 km x 15 km FIFE area in northeast Kansas. This study demonstrated that using long-term, area-averaged atmospheric forcing conditions and surface flux data to drive and verify land surface models is very beneficial to understanding their performance and limitations. Such models have been designed for different temporal and spatial scales, but previously tested mostly by short-term, local measurements. The traditional bucket model failed to correctly simulate the evaporation for wet and dry soils; in particular, it considerably overestimated evaporation in wet periods because of its low resistance. The SWB model, despite its relatively simple evaporation formulation, simulated the observed evaporation for wet periods well because its second layer, acting as a resistance factor, prevented the overestimation of evaporation. It, however, displayed some deficiencies during dry periods. The OSU model and the SSiB model, both accounting for canopy resistance explicitly, reasonably simulated the diurnal and seasonal variation of evaporation observed during four IFC periods. Overall, the OSU (SSiB) model simulated evaporation better during dry (wet) periods. Notably, the SSiB model produced less evaporation than the OSU model (and observations) during dry periods despite having higher soil moisture during these periods. This implies that on the whole, the SSiB model The SSiB model produced the largest runoff by a significant margin. As the runoff can affect the soil water storage and the partition of available energy into sensible and latent heat fluxes, especially on annual timescales, runoff treatments will receive increasing attention in follow-up studies [e.g., Schaake et al., this issue].
We are currently testing the coupling of the OSU model (using SWB model runoff features) and the SSiB model to the NMC mesoscale Eta model. Herein our efforts are focused on developing detailed spatial fields of (1) vegetation type, seasonal greenness cycle (based on NDVI), soil texture, and topographic characteristics; and (2) parameter values for canopy resistance, runoff, and available water capacity. For spatial parameter estimation over the NWP model domain we are pursuing methodologies to combine hydrological basin calibration techniques with physically deterministic approaches using land surface characteristics.
