Elementos básicos de estatística by Riboldi, João
l~ ni vcrsidadc Federal do Rio GranJc do Sul 
Instituto de }dat.emática 
Cadernos de rviatemática e Estatística. 
Série :U: Trabalho de Apoio Didático 
Elementos Básicos de Estatística 
João Riboldi 
Série B, no 14, 
Porto Alegre, janéiro de 1993 
I 
ELEMENTOS BASICOS DE ESTATlSTICA 
JOÃO R IB OLDI 
1 
, 
PREFACIO 
Es~as no~as não ~ém por obje~ivo subs~i~uir nenhum ~e~o de 
Es~a~is~ica Elemen~ar e sim organizar. de f'orma simplif'icada. 
alguns concei~os básicos de Es~a~is~ica. 
Elas se des~i nam à revi são de Concei ~os de Es~a~i s~i c a e. 
como são apresen~adas de f'orma mui~o par~icular. especif'icamen~e 
são ú~eis para a disciplina de Análise Es~a~is~ica que 
minis~ramos nos cursos de Pós-Graduação em Agronomia. mui t.o 
embora possam ~er alguma u~ilidade nou~ras si ~uações. 
Agradecemos à S~ela e ao Flávio pelo ~rabalho de digi~ação. 
sem o qual não seria possivel a publicação das no~as. 
Por~o Alegre. f'evereiro de 1993. 
Pro!'. João Riboldi 
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O. E S T A T ! S T I C A 
- Ma~emá~ica aplicada aos dados de observação; 
- Quando orien~ada para a área de inves~igação. den~ro do chamado 
né~odo cien~i:fico. é definida como a ciência que se ocupa da 
~xperimen~ação no que diz respei~o a sua 
F'on~e de 
* Planificação CPlanejamen~o de Experimen~os) 
* Execução Cins~alação. condução e cole~a de 
informações de experimen~os) 
* Análise dos seus resul~ados 
Descrever: Es~a~is~ica Descri~iva 
1.----- Amos~r agem 
informações I i Par~e ou :fração da fon~e 
!População! (Amos~ra 1~----------------~r.IE~xp---e-r~i-m_e_n~~-o~l 
J. I t I n:ferênci a J ! 
Par âme~r os: L..::=::::;EE~s~~Eãat~Ji:!s~~ITiêc:iaL---:il......... Descrever : Es~a~i s~i c a Descri ~l ·,-.a 
Médi a: J.1( m) j j 1 d d Variância: a2 Modelo Probabilis~ico : Probabi i a e 
Desvio Padrão: a 
Es~imação Tes~e de 
Hipó~ese 
+ 
Es~imadores ou Es~a~is~icas: 
yCm) 
A 
s (q) 
-
-
~ Valores numéri cos 
são es~ima~ivas 
Variável de 
in~eresse Cy) <por exempl o produçao> 
IQuali~a~iva: classificação por ~ipos 
Qu ~i~ ~ · discre~a ~ con~agem an a 1 va: con~inua ~ medição 
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j1. EsrAT!sriCA DESCRITIVA! 
.. 1 -Medidas de Tendência Cen~ral cu de Posição 
i 
VALOR CENTRAL 
::t 
usado para descrever cu represen~ar c ccnjun~c de observações 
.1.1 - Média : 
L 
a mais impcr~an~e 
~endência cen~ral. 
Média Ari~mé~ica 
Média Ponderada 
Média Harmônica 
Média Gecmé~rica 
das medidas de 
Ca) Média Ari~mé~ica (média): é a que mais in~eressa pois de 
:ma maneira geral é a mais ~epresen~a~iva 
n 
na amos~ra: y = ~~ty~ = yt+ y2+ ... + Yn 
n n 
N 
na população: J.i 
E Y. 
= ~=t I. = 
N 
Cb) Média Ponderada (média ari~mé~ica ponderada): 
Em algumas si~uações a média ponderada é mais recomendável e 
la é dada por 
1"1 
I: w.y. 
y = i.=t \. \. w y + w y + ... + w y = i ~ 2 2 1"1 1"1 
1"1 \ti + \ti + + w 
I: w . 
. \. 
t.=~ 
~ 2 1"1 
onde w. é o peso associado à observação y . wu 
L \. 
1"1 
I:f'.Y. 
y = i.:~ L L ~ y + ~ y + . . . + f' y = i ~ 2 2 - 1"1 
I: f' . 
i.=~ \. 
onde f'. é a f'reqtiência associada à observação y . . 
\. \. 
Exemplo 1: Dados de produtividade em t/ha. re~erentes a uma 
certa variedade de cana-de-açúcar. 
80,7 
81,6 
83,5 
83,8 
87,5 
90,6 
91,8 
98,4 
95,6 
100.4 
n=10 y = 80,7+81,6+ ... +100,4 = 
10 
= 88, 79 t/ha. 
"' 
estimativa da produtividade 
média verdadeira da variedade 
887,9 = 
10 
Exemplo Z : Intensidade média de inf'estação de " broca-podridões" 
da cana -de-açúcar numa determinada usina e o n 9 de talhões 
inf'estados de cada variedade: 
7 
Variedade N C? de "talhões % de inf'est.ação 
1 lê 9,10 
2 40 14,57 
3 4 3,20 
4 ê 2,89 
5 6 8,74 
6 18 11,70 
7 21 10,10 
8 10 7,15 
Média Aritmética: 
y = 9,10+14,57+ ... +7,15 = 8,43% 
Média Ponderada: 
8 .a, 
Irreal dada a grande variação 
no n 9 de tal hê5es i n:festados por 
variedade. 
y = 1 ê( 9. 1 0) +40( 14. 57) + ... +1 0( 7. 15) = 11 • 1 ê% 
12+40+ ... +10 
(c) Média Geométrica: 
g ou y = / y i..x y 2 x . . . x y".., 
g 
Cd) Média Harmônica: 
h ou yh= 
_1_+_1_+ +-1-
yi. Yz . . . y" 
n 
8 
1.1.2 -Mediana: é o valor cen~ral de uma seqtiência 
observações ordenadas de f'orma crescen~e. 
Sen é par e n = 21< 
Mediana = yk+ Yk..,i. 
2 
Se n é impar e n = 2k+1 
Mediana = Ylc..,i. 
Exemplo 1: n = 10 +- par n = 2. k --+ k = 5 
m = d 87.5 + 90.6 = 89.05 ~/ha 2 
n = 11 y = 101.2 
ti 
m = y = 90 6 d cS • 
1.1.3 -Moda: é a observação que ocorre com maior f'reqtiência. 
Exemplo 1 : não tem moda. 
Exemplo 2: 10.10% 
1.1.4 - Represen~a~ividade das medidas de ~endência cen~ral: 
******** 
i 
Mediana 
l.2 -Medidas de Variação ou Dispersão 
*********** 
* * 
T-
Y 
~Medida de Lendência cenLral 
Dis~ância: medida de dispersão 
9 
de 
Amos L r a 1 AmosLra 2 Amos L r a 3 Amos Lra 4 
10 9 o 5 
1 0 1 0 1 0 5 
1 0 1 0 10 5 
10 11 20 26 
y1 = 10 y2 = 10 ys = 10 Y.,. = 10 
fariação nula Variação pequena Variação alta 
A= o A = 2 A = 20 A = 20 1 2 g 
"' 
2 o 2 0.67 2 66.67 2 100 s = s = s = s = 1 2 3 
"' 
s = o s = 0,82 s = 8 , 16 s = 10 
1 2 9 4 
c v = 0% c v = 8,2% c v = 81,6% c v = 100% 1 2 g 
"' 
. 2.1 -Amplitude Total: di~erença entre as observações extremas. 
A = maior valor - menor valor 
Medida incompleta de variação pois não considera a variação 
nterna. 
Exemplo 1: A= 100,4 - 80.7 = 19.7 t/ha 
. 2. 2 - Var i ância : é a melhor medida de dispersão pois leva em 
consideração todas as observaç~es. 
Na população: 
E Cy . - y) = o 
\. 
n 
- 2 E Cy . - y) 
2 . \. 
s = \.=1 
]~ Soma doQ QuadradoQ dog degv~og daQ ob~ervaçÕeQ em re laçdo a méd~a (SQ> 
1 
n-1 J~ araug de l~berdade <OL> 
Quadrado méd~o (QW>: 
N 
E Cy. - J..l ) 2 
0'2= SQ = ~=1 \. 
~ ------~N------
QW = SQ 
OL 
E C y . - y) = C y - y) +C y - y) + .. . +C y - y) = y + y + ... + y - ny = 
\. 1 2 n 12 n 
= E Y.- n E Y . = E y . - E Y . = O 
l \. \. l 
n 
O principio de GL. constantemente usado na metodologia 
10 
~stati s lica, pode ser conceituado de ~s mane iras, sendo uma delas 
1.. seguinte- .. Pa ra n observações, se impusermos a restrição da 
nédia y, pode-se escolher n-:.. o bser vaçõe s livreme nte, f'icando a 
íl ti ma condicionada a satisf'azer a condição de y, ou seja que 
"' C y. - y) =O . .. 
.. \. 
z 
- s = SQ 
GL 
SQ - z z = E Cy . - y) = E y . 
\. \. 
;;c 
- CE y.) 
\. 
z 
o.uo.dro.d? do. 
~orno. da.a 
ob&~erva.çõea. 
s::omo. doa 
Quo.dro.doa da.g 
ob2ervo.çõea 
Correção ou F o.lor 
de Correção 
Propriedades da média e da variância 
Soma ou subtração por k 
Multiplicação ou divisão por k 
MeDIA 
+ ou 
X OU 
por k 
por k 
Exemplo 1: E y = 80.7 + ... + 1oo.4 = 887.9 
VARIANCIA 
inalterada 
k z x ou + por 
E y 2 = C80 , 7) 2 + (81.6) 2 + .. . + (100.4) 2 = 79214.87 
z 
s = 79214.87 (887.9) 2 /10 = 42.0264 
g 
.2.3 - Desvio Padrão: 
SQ 
GL 
Tem a mesma unidade de medida dos dados originais. ou seja • 
. a média. 
Exemplo 1 : 
s = /42.0264, = 6.48 t/ha 
.2.4 - Coef'iciente de variação: 
e um desvio padrão relativo ou proporcional. pois expressa o 
esvio padrão como proporção da média. 
Assim 
s 
- 100 CV ---
y 
11 
O c.v ~ util i zado , dentre oul ras uti l izações , para expressa r 
~recisão de e xperimenlos. 
Cons idera-se c v 
Baixos: < 10% 
Médios: 10 a 20% 
Allos: 20 a 30% 
Muito altos: > 30% 
Exemplo 1: 
1 00 6,48 
· = -=s""s~. 7=9,.----
s 
CV = 
y 
. . 3 - Distribuições de Freqüências 
Organização, sin~ese e descrição 
1 
TAB§;LAS 
Tabela de Freqüências 
(Distribuição de f'reqüências): 
listribuição dos dados de observação 
!m classes associando a cada classe 
rma f"reqüência. 
N9 
d 
o 
c g 
o ç 
a 
~ 
i-5000 
10000 
5000 
DIAGRAMA DE COLUNAS 
Variávol Qualitativa 
A B c 
R.aça. do 
a.nimaLs;a 
Variável quantitativa continua 
I 
100 = 7,30% 
da inf'ormação. 
1 
GRAF!,COS 
Representação no sistema de eixos 
cartesianos. 
*Variáveis qualilativas e quantitat.'.v~s: 
discretas: 
- Diagrama de Colunas 
- Diagrama de Barras. 
* Variável quantitativa continua: 
Histograma 
Poligono de Freqüência 
Ogiva. 
DIAGRAMA DE BARRAS 
Variávol Quantitativa Dis;acrota. 
F 
r 
o 8 
~ <S 
o 
n "' c \. 2 
a 
o i 2 9 4 
1 N9 do Lns;aotos;a/m
2 
Classes: intervalos de valores. 
Classes representam intervalos de valores. 
12 
N '? de classes depende --+------+: n '? de obset-v a ções ampli~ude de variação 
grau de condensação 
- De~erminação do n<? classes:Cc) 
* Fórmulas empiricas: c = 
c ~ 1 + 3, 22 1 og n 
* Usando a relação A/s que depende do n'? de observações e 
lependendo do grau de condensação desejado usa-se como in~ervalo 
le classe 1/2 ; 1/3 ou 1/4 do s. 
Exemplo 3: Os dado~ seguin~es são re~eren~es ao ~eor de NC%) 
em cana plan~a. 
,99 2,04 2,07 2,09 
:.oo /(04 2,07 2,09 
:,00 ,04 2,08 2,09 
:,01 2,04 2,08 2,10 
:,01 2,06 2,08 2,10 
:,02 2,06 2 , 08 2,11 
·.o2 2,06 2,09 2,12 
,03 2,07 2,09 2,13 
n = 40 
<?de classes: C = y 40 = 6,32 ~ 7 
mpli~ude To~al A= 2,17 - 1,99 = 0,18 
n~ervalo ou ampli~ude de classe Ca): 
- A - 0 •18 = 0,0257 ~ 0,03 a -c:- 7 
a. C> A 0.03 . 7 = 0.21 > A= 0,18 
2,13 
2,14 
2,14 
2,15 
2,16 
2,16 
2,16 
2, 1 7 
0.21 - 0.18 = o. 03 { 
Inicio: 1,99- 0,015 = 1,975 
Fim: 2,17 + 0,015 = 2,185 
13 
o. 015 a.ba.i. xo 
O , 015 a.c i. ma. 
11 si.. r i bui ção de 
Clas:s:es: 
1,975 - 2,005 
2 ,005 2 ,035 
2,035 2,065 
2,065 2,085 
2,085 2,125 
2,125 2,155 
2,155 - 2 ,1 85 
To'lal 
HISTOGRAMA 
F 
r 
Q 
3 
Q 
n 
c 
\. 
a. 
R 
f 
f 
\. 
v 
a. 
0,900 
0,200 
o, 1.00 
Freqüências J • Ponlo 
Cen'lro de Freqüênci a s 
classe 
1.99 3 
2 ,02 5 
2,05 7 
2,08 12 
2,11 4 
2,14 5 
2 ,1 7 4 
40 
-f-
-f-
-f-
I 
i ,00 2, 02 2,08 2, 08 
POLíGONO DE FREQüeNCIAS 
F 
r 
Q R 
0,900 
3 f 
Q a. 
n t. 
O, 200 
c \. 
\. v 
a. a. O, 1.00 
MQdi.o 
Freqüência Freq. Relat-iva 
Relat-iva Acumulada 
0,075 0,075 
0.125 0 , 200 
0 ,175 0,375 
0,300 0,675 
0,100 0,775 
0, 125 0,900 
0,100 1.000 
1 ,000 
I 
2 2 ,i.i. 2, 1.4 , 1.7 
:>GIVA 
1.,06 1.,00 2,02 2,CS 2,08 2,1.1. 2,1.4 2,1.7 2,20 
R 
f 
a. 
t. 
\. 
v 
a. 
A 
c 
u 
m 
~ 
~ 
a. 
1,000 
0 ,800 
0,600 
0,400 
0,200 
14 
T~Y· <i~ N<~l 
2, i!:>!:> 2 , 18!5 
TGor dG N(~) 
j2 . DISTRIBUI ÇÃO DE PROBABILI DADE ! 
~. 1 - Algumas noções de probabilidade: 
Experiment.Is aleat.órios -[ 
Não se sabe "a priori" qual 
result.ado acont.ecerá. 
Exemplo 4 
Even~o: um acon~ecimen~o 
em p a ,'t.i.cul <'\r 
Espaço Amos t.ral: conjunt.o 
Cs) dos possiveis 
result.ados 
Lançament.o de uma moeda honest.a e observar o result.ado da 
' ace para cima . 
s = {cara. coroa} 
Variável y = n<? de caras 
.J. 
Variável Alea~ória 
Even~o 
Cara 
Coroa 
y 
1 
o 
Probabilidade 
Nos casos onde cada elemen~o do espaço amos~ral ~em a mesma 
1robabilidade de ocorrer Ces:paço equiprovável). a probabiU dade 
le ocorrer o event.o A é dada por 
Experimen~o 
Dose de N 
kg/ha 
PC A) = n <? de casos f'avoráveis 
n <? de casos t.ot.ai s 
CUE) 
Parcela 
de 
Campo 
Ef'ei~o y Crendiment.o de uma cult.ura) 
C0;50;100;150 kg/ha) 1 
Variável Aleat.ória ( O;o J 
15 
Va t ihv~is Al~alórias: 
C v . a.) 
Discre~as: ~ali~a~ivas; ~an~i~alivas de 
{ 
N ~ enumerável de valores 
Sexo. raça. n <? de i nselos/m2 • 
Con~inuas: n<? não enumerável de valores 
~an~i~a~ivas de medição. 
con~agem 
:.2- Dis~ribuição àe Probabilidade 
População 
~------------------------------~ Amost.ra 
y 
Parâmet.ros que 
caract.erizam a população e a dist.ribuição 
de Probabilidade da v.a de int.eresse. 
Exe:nplo 5 
Lançament.o de uma moeda honest.a Z vezes e observando o 
esult.ado da ~ace volt.ada para cima. 
v. a y = n .<;> de caras Event.o 
CC 
cç 
é C 
é C:: 
16 
y 
z 
1 
1 
o 
" J. !PC y) 
IP < y > 
o 1 / 4 2/4 
1. 2 / 4 
2 1 / 4 t/4 
l 
Di s t.r· i bui ç ãu de Pr obabi 1 i da de 
Esperança mat.emát.ica 
~ 
0 i.~ t I' i. bu i. ç ã o d 0 
Prob~bi.li.d~dG d Q 
v . o. di.scrGl~ 
y 
Média: 1-1 = E y !P(y) = O . 1/4 + 1 . 2/4 + 2. 1/4 = 1 c:ara 
y: yi 
!PCy): 1 /N 1/N 
= 1 E y . 
N '- =E y. \. 
N 
:. 2.1 - Dist.ribulção Binomial: 
Di st.r i bui ção Cl ás si c a de v. a. di ser et.a, c ar act.er i zando um 
1rocesso de cont.agem com 2 cat.egorias. como por exemplo: 
-[ 
in:fect.ados 
Cont.agem de plant.as 
não-in:fect.ados 
-[ 
germinadas 
Cont.agem de sement.es 
não-germinadas 
Na Binomial Result.ados 
Sucesso 
Insucesso 
Probabilidade 
p} p + q = 1 
const.ant.es 
q 
· a v. a Y = n<? de sucessos. 
o r 
A probabilidade de ocorrer y sucessos em n realizações é dada 
r------------------------, 
J-i = np 
2 
a = npq 
a = / npq 
17 
C Função de Probabilidade da 
Distribuição Bi. nomi al) 
Exemplo 6: Germinação de semen~es 
n = 5 G :.: 80 ( p = o . 80 ; q = o . 2.0) 
y = n~ de semen~es germinadas 
Qual a 
IPCy=2) = 
Probabilidade de 2 semen~es germinarem? 
c: . (0.80)2. (0.20)9= 5. 4 . (0.64).(0 . 008) = 
J 2 
Qual a Probabilidade de no máximo 1 semen~e germinar? 
0.0!312 
o o !:S :i :i .c. ~C~1 ) = ~Cy=O) + ~Cy=1) = C . C0.80) . C0.20) + C . C0.80) . C0.20) 
!:S !5 
= o.ooo32 + o.oo64 = o.oo672 
Qual a Probabilidade de pelo menos 1 semen~e germinar? 
~Cy~1) = WCy=1) + ~Cy=2) + ~Cy=3) + ~Cy=4) + ~Cy=5) 
= 1 - IPCy=O) = 1 - 0.00032 = 0.99968 
.2.2 - Dis~ribuição de Poisson: 
p pequeno; ~reqtiência de sucesso é baixa . 
Fnquadram-se nesse caso con~agem de cer~a carac~er1s~ica por 
nidade de área como por exemplo n C? de inset..os/m2 ; n C? de 
2 lan~as/m • 
Função de Probabilidade: 
k = média ou esperança da dis~ribuição 
1-l = k l 2 Relação en~re média e variância CY = k a = -( k 
.2.3- Dis~ribuição Normal : 
Ca) Carac~erização: 
Para dados de medição é razoável admi ~ir que segue uma 
Ls~ribuição normal ou aproximadamen~e normal. 
18 
f" ( y> 
i 
IJ-0' 
Y n NC~J.o2) 
Função de Densidade 
f"Cy) = 
1-1 = média 
o
2
= var i â.nci a 
1 
2 
< y-IJ> 
2 
20' 
o = desvio padrão 
Mod\.a.na. 
Moda. 
Curva. S:i.mótr\.ca. 
Moaocúrti.ca. 
Ároa. = lP<a.<y<b> 
< Ampl \.a.çõ..o do H\.Qlogra.mo..) 
i )' 
IJ+O' 
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(b) Distxibuiç:ão l..fol'm<ü Padrão ou Redu z i da : 
De Y í'l NCp,o2 ) f'azendo a 'trans formação z = y-f.J. 'temos 
í'l NC0 . 1 ) ( No r ma l P a drão o u R Qduz t d a) o 
1 ?. -z 
€ / 2 
+----0, 
...,......:;.---+---O, 
o, 90 
-3 -2 o 
J.l- 90 f-1.-20 f-1.-0 
Assimet-ria e Cur'tose: 
lst.ribuição alongada à direit-a 
(Assimet-ria Posit-iva) 
õ 
1-
g >O 
1. 
lh, 
Curt.ose (ac hat-ament-o) 
----------_ept.oc úrt.i ca 
Cg ) 3) 
2 
Plat.icúrt.ica 
Cg
2 
<3) 
20 
2 3 z 
f-1.+0 f-1.+20 f-1.+90 y 
Dist-ribuição alongada à esquerda 
(Assimet-ria Negat-iva) 
g <O 
1. 
Mesocúrt.ica (normal ) 
Cg2 =3) 
Coef iciente de Assi metria: 
m g = 3 
i --
9 
s 
= 
m 
3 
m rrn--' ?. -y ... 2 
Coe~iciente de Curtose: 
m g = 4. 
2 --
4. 
s 
= 
m 
4. 
m 
2 
z 
- l ~ Cy.- y) 
m = " \. l ------n 
Exemplo 6: 
Z Área 
-2.5 
1 .2 
0 .0062 
0.8849 
Normal: g = O 
~ 
Normal: g = 3 
2 
[momento centrado Cem relação a y) de 
ordem t J 
z z 
~C~z) ~ Valor que a tabela 
~ornece CTabela lA:> 
-2,5 o 
o, 00 6 2 Jt------0_,_8_8_4_"-------l 
~cz ~ -2.5) = o.oo62 ; ~cz ~ -2.5) = 1-~cz ~ -2.5) = 1-o.oo62 = o.9938 
~CZ ~ 1,2) = 0,8849 ; ~CZ ~ 1 ,2) = 1-WCZ ~ 1,2) = 1-0,8849 = 0,1151 
~c -2 . 5 ~ z ~ 1 • 2). =· ~c z s · .1 • 2) -~c z ~ - 2. 5) = o. 8849 - o. 0062 = o. 8787 
Cd) Cálculo de probabilidade usando a distribuição nor mal 
adr.ão: 
21 
enha m dj ~d,r i bui ç ão nor·mal c om médi a 
~- 83,1 7 = 2,08% 
40 
a = 0,05 % 
i) Qual a probabilidade de termos plantas c o m % N inferior a 
2,03 . 
ii) Superior a 2,10. 
iii) En~re 2 , 03 e 2,10. 
iv) Qual é o valor de %de N t.al que 30% das plan~as apresentam 
% N in~erior a ele. 
v) Qual é o valor de % de N superado por 10% das plantas. 
Solução: 
i) 1-l = 2,08 
y = 2 , 02 
0,~587 
2,09 
a= 0 , 05 
z = 2 ,03 - 2,08 
0 ,05 
o, 49ó? 
o 0,4 
2,08 2,~0 
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y - 1-1 z = 
a 
= 
-0,05 
= -1 0,05 
~Cy<2,03) = ~CZ<-1) = 0,1587 
z 
y 
ii) y = 2.10 ~ z = 2 t 1 o - ê t 08 o ')5 
= o.o2 
0.05 = 0.4 
~Cy>2.10) = ~CZ>0.4) = 1 - ~CZ<0,4) = 1 - 0 . 6554 = 0.3446 
iii) ~C2 . 03<y<2 , 10) = ~C-1<2<0.4) = ~CZ<0.4) - ~CZ<-1) 
i v) 
C v) 
-0,5 o z 
i 2,08 y 
y=2,055 
z 
2,08 y=2.t.45 
y 
= 0 . 6554 - 0.1687 = 0,4967 
z Ára<1 
- 0,5 0,3055 
y = C0 , 05)C-0 , 5) + 2 , 08 = -0.025 + 2.08 
= 2,05511 
y = O' + tJ = c o, 05) c 1 , 3) + a • oa = o . 065 + 2 . os = 2. 145 
z 
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13. AMOSTRAGEM, DI SIRI BUI ÇOES AMOSTRAIS. DISTRIBUI ÇOES DE t, I 
. 1 - Amost.r agem 
É a part.e da est.at.ist.ica que est.abelece crit.érios de seleção 
e ~rações Camost.ras) represent.at.ivas de populações. 
População 
ti In~erência 
Amost.ra Part.e do universo 
selecionada con~orroe 
algu~ crit.ério que 
Universo 
~ont.e de 
observações 
Est.at.ist.ica varia conforme a 
complexidade da população, 
buscando represent.at.ividade. 
Parâmet.ros: const.ant.es 
que caract.erizam 
Est.imadores ou Est.at.ist.icas: 
Variáveis 
~ 
z 
a Valores numéricos são 
est.imat.ivas. 
Exemplos 
Propriedades agricolas: estimativa de rendiment.o. 
Germinação de sementes: poder germinat.ivo. 
Amos'Lragem de solo: t.eor de nut.rient.es. 
Experiment.os. 
Tamanho da amost.ra: variabilidade da população 
População f'init.a { 
ripas de amost.ragem 
amost.ragem com reposição ~ admit.e-se 
população in~init.a 
amost.ragem sem reposição ~ população 
~init.a 
Aleat.6ria ou Probabilist.ica: amost.ragem com escolha casual 
Cpor sort.eio) dos element.os. 
Não-aleat.6ria: escolha não casual dos element.os. 
Amost.ragem aleat.6ria simples: Todos os element.os da 
24 
:cpul ação "Lêm e i ndependen~e probab ilidade de per~encer à 
.mos~ r a. 
I dent.i f j c a -se os: el e ... e nt.os: da popul ação e s:or "lei a - se os: 
·1 ement.os 1 a 1 a t.é se t.er os n. el ement.os da amost.r a. 
t.ilizando- se. geralment-e. disposit.ivos const.ruidos para t.al 
inalidade como a t.abela de números aleat.órios. 
Amost.ragem sist.emát.ica:De acordo com algum sist.ema. 
Escolha de uma amost.ra sist.emát.ica: 
i) Det.ermina- se o int.ervalo de escolha: h = N/n; 
i i) Det.er mina -se o inicio ale a t.ór i o. s:or t.eando-se um el ement.o 
os primeiros h•g element.os; 
iii) A cada int.ervalo h escolhe-se um novo element.o para 
ertencer à amestra. 
Amostragem est-ratificada: Utilizada 
subdivide-se a 
quando a 
população 
população é 
em part.es eterogênea. Primeiro 
omogêneas (estratos) e depois ret.ira-se uma amost.ra aleat.ória 
imples de cada estrat.o. que poderá ser uniforme. proporcional ao 
amanho do est.rat.o ou de partilha ótima Cvariância e/ou cust.o). 
Exemplo 8: 
População de 100 leit.ões 
IN = 1001 idP-nt.ificados 00 a 99 
Amostra aleat.ória simples: 
cc:s 
n = 8 
93 76 73 55 
T~bol~ do númorog 
a.loa.t6ri.og 
N9 do 
93 
76 
73 
55 
10 
1. 3 
35 
18 
Iei t.ão 
25 
10 13 36 18 3Q 
Ganho de peso. kg 
39 
49 
46 
61 
48 
64 
66 
50 
_Exemplo 9: 
População 
Vamos ret.i r ar t-odas 
N = 3 
Média: ~ = 12 = 4 
3 
Variância: 2 O' = (2-4) 2 + (4-4) 2 + (6-4) 2 = 8 
3 3 
Desvio Padrão: O' = ra;;, 
as amost-ras possiveis de t-amanho 1\ = 2· 
• 
onsiderando amost-ragem com reposição. 
N<? Amost-ra 2 y s 
1 2.2 2 o 
2 2.4 3 2 
3 2.6 4 8 
=EY 
4 4.2 3 2 y 
5 4.4 4. o n 
6 4.6 5 2 - 2 
7 6.2 4 8 s2= E Cy-y) 
8 6 .4 5 2 n-1 
9 6.6 6 o 
Populaç~o de Médias 
Média das médias amost-rais: 
1-l- = 36/9 = 4 y 
y f' f'.y f' r 
2 1 2 1/9 
3 2 6 2/9 
4 3 12 3/9 
5 2 10 2/9 
6 1 6 1/9 
Tola. L 9 36 1 
11 = 24. = 8 = 
,_ 2 
Q g- 3 
[ 
1-1- = E f'y J 
Y E f' 
Variância das médias amost.rais Cvariância da média): 
z 
O' 
z 
0'-y 
- 2 
= E f'Cy-1-ly) = 2C2-4) 2 + 2C3-4) 2 + . . . + 1(6-4) 2 = 12 = 4 = 8/3 
E f' g -g 3 -2-
Desvio ou erro padrão das médias amost.rais Cerro padrão da média): 
0'-y =I 2 0'-y =I 8/3 - 2 -
27 
= 
- Propri e dade s da distribuição amostral da médja 
i) ~-y = ~ Cy é estimador imparcial; não-tendenc ioso de ~) 
ii) 2 2 0'- = O' y 
n 
(Precisão de y) 
Li i) 0'- = y 
L v) f r 
3/0 
Z/0 
1/0 
O' 
,rn-' 
3 4 y 
y (0'- < O') 
y 
f ( y) 
y <normal> 
r íl N z = y - 1-ly = y - 1-l 
a/ rn 
NC0.1) 
y - 1-l y - 1-l 
= = 
s:- s/yn y 
>/ n=5 ~ GL=4 
C tabela 1) 
0,02!5 <OV2> 
l a Cn- 1) 
' • 05(4) ::; 2. 776 
0'-y 
íl tCn-1) 
L....,.-J 
i 
-2 ,?76 
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o. 95 
o 
IPCt ) 2. 776) 
IPCt < -2. 7 76) 
!PC lt l > 2 . 776) 
IPC-2.776 < l 
i 
2,776 
= 0.025 
= 0.025 
= 0.05 
< 2.776) 
0,02!5 
= 0 . 95 
y 
(OVZ> 
14. ESIT MAÇÃO I 
. 1 - Es~imadores e F.s~ima~ivas: 
População ~ 
--:---, IAmos~ra 
Int'erência ~ 
F.s~a~is~ica 
arâmetros 
Es~imadores ou 
Es~a~is~icas. 
Valores numéricos 
são es~ima~ivas 
dos parâme~ros . 
Es~imação Tes~e de hip6~ese 
Podem ter dit'erentes es~imadores . Busca- se o melhor 
estimador. Melhor es~imador de um parâme~ro é 
aquele ~ não 'Lendenci os o 
~ consis~ente 
~ et'icien~e ou de variância minima . 
. ê - Es~imação: 
Por pon~o: y um pon~o para estimar o parâme~ro 
y ± precisão 
Por in~ervalo : In~ervalo de Confiança C!C) 
Calcula-se um in~ervalo dentro do qual ~em-se 
~~erminada confiança de que o parâme~ro es~eja incluso. Usa-se a 
l s~ribuição amos~ral do es~imador 
IC para J.1 r o~ti.ma.dor 
o desconhecido: IC 100(1 -a)% = 
~
y + ~a(n-1)s---+ proci. ~õ.o do 
y J.1 
s-
Y 
coofi. c i.onto 
do 
confi.a.nça. 
 y o~li.ma.dor 
va.lor ta.bola.do do 
t com proba.bi.li.da.do 
ot o < n- j_ > GL 
n ~Cn-1) ~ [p[y-tot<n-t>g- ~ J.1 ~ y ·t-tot<n-t.>g-] = 1-a y y 
2 9 
· o conhecido ou Grandes Amost-r·as Cn > 30) 
IC: 
I C 1 OOC 1. - a.)% == y + Z a-
-- ot/z y ..,____ s-Y 
OI. = 0,05 q IC 95% ~ t. 
.05(1"1-i) 
OI. = 0 , 01 ~ IC 99% q t. 
. O i< n- i) 
z 
.025 = 
l ,96 
z = 2,58 
.005 
Exemplo 10: Os dados seguint.es re!erem-se a Brix no Caldo da 
va~iedade CB 41-14: 
19.68 
19.91 
19.61 
19,58 
19.31 
19,61 
19.88 
20.11 
20.21 
20,01 
19,31 
19.41 
n = 12 
GL = 12-1 = 11 
y = 19.72 ..-- est.imat.i va da verdadeira média de Brix no Caldo 
da variedade CB 41 -14 ~ 
s = 0,30 J. 
s- = s/yn = 0.30/~ = 0.30/3.46 = o.o9 ; y ± s - = 19.72 ± 0,09 y y 
Est.imação per int.ervalo 
r c 95% p / J-.1 = y ± t. 
. 05(ii) s- = y 1.9.72 ± C2.201)C0.09) 
-c 19, 92 
= 19 . 72 + o.2o 
19.52 
19.52 ~ J-.1 ~ 19.92 
Temos uma confiança de 95% que a verdadei r a média de Brix no 
aldo da variedade CB 41-14 est.eja no int.ervalo (19.52;19.92]. 
Precisão: Variabilidade 
Exa-tidão: Imparcialidade; Não-t.endenciosidade; Sem vicio 
Nã.o-lendenci.oaa. 
Ba. i.xa. preci.aõ.o 
Te ndenci.oaa. 
Ba.i.xa. preci.&õ.o 
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N Õ.o-lendenc \.oaa. Tendenc\.oaa. 
A ll O. p I' Q C i. SI Õ.o Alla.-preci.aã.o 
Es~ru~uração do in~ervalo de confj anç~ para~: 
-L1' 
Ol<n-t> 
IPL~ < Ot<n-1> 
IP LL < y -s-y 
IP c~sy < y 
IP L~sy - y 
L < 
L 1' 
Ot<n-1> 
~Ot <n-1. >] = 1 ·- Ot 
~ < L] = 1 - CJ.. 
- ~ < ~sy J = j - Ot 
< -J.l < ~s- - Y] = 1 - Ol y 
1 - Ot 
= 
y - J.1 
s /..y--n 
~ s- > J.1 > Y + ~ 1 - Ot Ot<n-1.> y Ot<n-i> 
100(1-0t)% = y ± t 
a<n-1.> 
s-
Y 
Exemplo 11 : J.1 = 61 kg 
População de 100 1 e i ~eses C 
C1 = 10 kg 
Amostra alea~6ria simples de ~amanho n = 8 
y = 62,9 kg s 9,6 
s- = = s = 9,6 kg y 
..rn-' -rs-' 
IC 96% p/ ~ = y ± ~ s-
. 05 ( 7) y 
= 62,9 ± (2 , 366)(3,4) 
ac 60,9 kg 
= 62,9 ± 
44,9 kg 
IC 95% p / ~ = [44 ,9 kg 60,9 kg] 
1' 
60 kg 
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= 
< li:XQmplo di.dá.ti.co po i. ~ ~Q 
~Q conhQcQ o po.ramQlro 
nã.o há. nQCQ~~i.do.dQ dQ ~Q 
QQl i. mo.r > 
3,4 GL = 7 
Tem-se uma coníi ança de 95% que o ganho médio de peso da 
opul a ção d e lei~ões es~eja no jn~erval o [44.9 kg ; 60,9 kgJ . 
. 3 -Tamanho da amos~ra para es~imar a média~: 
i) Quando a é conhecido 
IC = y ± Z-0-
-{0' 
~
d ~ semiampli~ude do IC = preci s ão 
Za d --- -rn' = Z a 
-d-
~xemplo 12: Qual o ~amanho da amos~ra necessária para se es~imar 
média ~ de uma população, com 95% de coníiança . sabendo-se que 
= 4 e d = O, 5. 
IC 95% ~ ~ = 0.05 
n = [(1,96)(4) J z = 246 
0.5 
_j) Quando a é desconhecido 
z = z = 1,96 
Ol/2 • 025 
IC = y ± ~ _s_ d=~ -s-
-In' 
~
d 
-{;1 
Não re~iramos a amos~ra e precisamos de s e do GL. En~ão 
~~ira-se uma amos~ra de ~amanho n• ob~em-se uma es~ima~iva s• e 
;;ando GL = n • -1 
Se n ~ n• a amos~ra já é suíicien~e. caso con~rário devemos 
,mpl emen~ar a amos~r a. 
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Exemplo 13: Lei~ões ; n • = 8 s'= 9,6 ~g . A amostr-a é 
uf'iciente p/ estimar J.1 com 95% de confiança e pr-ecisão de 3 kg. 
d = 3 kg ; 
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5 - TESTE DE HIPóTESE 
5 . 1-Hipóleses • Erros de Conclusão~~ probabilidades 
Ho: Hipótese de nulidade (Hipótese Estatistica definida 
operacionalmente) 
Não há dif"erença 
Ex.: H o J.1: = J..lo - - padrão 
L_constante qualquer 
Ho.: Hipótese Alternativa C Definição Operacional da 
Hipótese de Pesquisa) 
Há diferença 
Ex H o.: J.1 ~ J..lo C+ geral) 
Ho.: J.1 > J..lo 
Ha.: J.1 < J.10 
-[
Aceitação de H o: conclusão correta 
Ho: J.1 = J..lo (verdadeira) 
Rejeição de Ho:Erro de conclusão 
I 
L Probabilidade = a~ nivel de probabilidade 
ou nivel de significância 
r-Aceitação de Ho: Erro de conclusão do tipo li 
Ho:J..l=J..lo (falsa) -l 
'--Rejeição de Ho : conclusão correta 
probabilidade = ~ 
_j 
poder do teste = 1 - ~ 
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{et = 0.05 ou 5% ~ c o ndições normais de e xperiment.ação 
a = 0.01 ou 1 % ~ "trabalhos de grande responsabilidade 
Lf'.i. xados "a priori " 
Rel açXo ent.re a ~ 1!.._ 
a Miniminizar 
~ Mant.er em niveis razoáveis 
Test.e de hipó~ese 
Tes~e de Ho 
evidência da amos~ra 
Cf'or mulada para a população) com base na 
d . ã -[rejei t.a-se Ho=*'alsidade de Ho ec~s o 
I aceit.a-se Ho=*'al~a de evidência 
usa-se dist.ribuição 
amost.ral do est.imador 
para se rejei~ar Ho 
H i pót.ese Est.at.l st.i c a : f: a especi f' i cação do valor de um 
parâmet.ro ou do relacionamen~o ent.re dif'erent.es parâmet-ros . 
Erro de concl u são ~ grave 
mais grave. 
Aquele de consequênci a 
Exemplo 14 
Cx) Ho : O réu é inocen~e 
Rejei~ar Ho verdadeira 
Cerro ~ipo I) ~ inocent.e 
condenado q mais grave • 
H o 
Verdade ira 
Falsa 
decisão 
acei~ação rejeição 
conclusão 
erro ~ipo I 
corret.a 
erro ~ipo II conclusão corret.a 
pois perdas não poderão ser reparadas.Acei~ação de Ho f'alsa Cerro 
~ipo li) ~culpado absolvido ~novo julgamen~o ~erro poderá ser 
reparado. 
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( I l ) r~ o : • .. : ~l ur:o dev e 
ser apr o vado 
Erro t.ipo I :> mats grave 
sem reparo C r·eprovam 
quem deve s e r aprovado. 
H o 
Verdadeira 
Falsa 
d eci são 
acei. t,ação rejeição 
conc lusão 
t-ipo I corret-a erro 
erro t.ipo II conc lusã o 
corre"la 
Erro t,jpo TI ~menos grave~ com reparo Caprovar quem deve ser 
reprovado). 
(I I I) Ho:Duas cult-ivares H o 
de trigo C nova e padrão) 
não dif"erem em rendimen- Verdadeira 
t.o (J-1. ) Falsa - J..l.p N 
Num experimento (amostra) 
Nova variedade apresentou 
rendiment.o médio 10% su-
perior a padrão. 
decisão 
aceit,ação rejeição 
conclusão 
corret.a erro t,ipo I 
erro t.ipo II conclusão 
corret.a 
Rejei "lar Ho verdadeira ::> subst,i tuir padrão pela nova 
quando as duas não são dif"erent.es -. com o tempo produt.or vai 
verif"icar que subst.it.uição não most.rou melhoria assegurada pela 
pesquisa ~perda de conf"iabilidade nos result.ados pela pesquisa .. 
consequência grave. 
Aceit.ar Ho f"alsa .. considerar duas cult.ivares não 
dif"erentes quando são. Em novos experiment.os com maior precisão 
pode-se identi:ficar dif"erenças e dai conclTJir-se corret.ament.e .. 
consequência - grave. 
5.2-Etapas da execução de um teste de hipótese 
Ca) Formulação das Hipóteses H o 
H a. 
Cb) Especi:ficação do nivel de signi:ficância 
(X = 0.05 ou 5% 
(X = 0.01 ou 1% 
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Cc) Escolha da estatistica ryara testar Ho com bas e na 
distribuição amostr al do estimador. 
y - J..l n NCO.l) y - J.1 n tCn-1) 
z = t = 
o/~ 
Cd) Estabelecjmento da regra de decisão ou seja determinação 
da região de rejeição de Ho. 
Com base na distribuição teórica da estatistica escolhida 
para o teste. 
estatistica t 
Cl 
H a. 
RR 
teste bilateral 
RR 
1-a 
-taCn-1) taCn-1) 
RA região de aceitação de Ho 
RR região de rejeição de Ho 
Rejeita-se Ho se lt calculado!> ta(n-1) 
(e) Obtenção dos dados de observação e cálculo da estatistica 
escolhida para o teste. 
(f) Conclusão estatistica Cdecisão) : Rejeição de Ho • quando 
a estatistica calculada se situar em RR . 
Cg) Conclusão prática ou em termos do material estudado. 
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5.3- Comparação da mé dia 2Qffi u~ valor Qadrão 
população 
como 
y 
ó-
y 
J.l sob 
= 
H o 
amost-ra 
y - J.lO 
ó-
y 
y 
ó 
n 
H o 
H a. 
n t, Cn-1) 
onde ó- = ó / ~ y 
Rejeit-a-se Ho se jt, calculado! > t.a Cn-1 ) 
Se a é conhecido C ou para grandes amost-ras n > 30) 
usa-se z • onde 
z = 
y - J.lO 
a-
Y 
Rejeit-a-se Ho J.l lz calculado! > za/
2 
onde a- = a / ~ y 
o No t.est.e de hipót-ese f'az-se comparação de valores e para o 
caso comparam-se y e J.lo e a diferença observada poderá ser 
considerada : 
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(1) Real :-+Diferença significaf.iva ~ a= 0,05 
C P < 0,05 de 5:e obler diferença de "lal magni"lude 
por mero acaso) 
-+ Diferença mui "lo si gni. :fi cat,j, va 
a = 0 ,01 C P < 0,01 de se ob"ler di:ferença 
de "lal magni"lude por mero acaso) 
(ê) Devida a variação de amos"lragem : Di:ferença 
signi:fica"liva CP > 0.05 de se ob"ler di:ferença de 
magni"lude por mero acaso) 
rejei"La-se 
H o 
não J acei "la -se 
"lal Ho 
Exemplo 15:Consideremos que o padrão médio de Brix no caldo para 
variedades de cana-de-açucar seja 20. Veri:fiquemos com base nos 
dados de uma amos"lra de "lamanho 12 (exemplo de es"limação) se a 
variedade CB 41-14 difere ou não do padrão. 
(x) Ho 
H o. 
A média de Brix da variedade 
não difere da média padrão. 
CB 41-14 ] 
[ 
A média de Brix 
~ ~ 20 difere da média 
da variedade 
padrão. 
CB 41-14 ] 
( II) O( = 0 • 05 OU 5% 
Cxu) t, = 
Cxv) n - 12 
y - J.1 
----
0-
y 
f'\ t, C n-1) 
a = 0.05 e t, ; Ho. ~ C"leste bilateral) 
'l.05C11) = 2,201 
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RR RA 
o , 1:>!5 
rejeit-a-se Ho se 
0 , 02!5 
-A 
lt. calcul ado! > t..05C11) = 2.201 1- 2. 201. 
-3 .11 
Cv) t, = y - J..l 
ô-
y 
2 .201 
~õ~Ob Ho 
t, = 
Amost-ra: n = 12 ;y =19.72 ;o= 0.30 
y - J..lO. 
---- -
ô-
y 
t, = 1.9.72- 20 = 
0.09 
- 0 .28 = 
0.09 -3 .11 
(VI) jt,j~ 3 .11 ) t-.05 C11) = 2, 201 
= 
y - 20 
A média de Brix d a variedade CB 41-14 di~ere da médi a padrão. 
Rejeit-a-se Ho 
C VI:r) A variedade CB 41 -14 se di st.i ngue do padrão médio de 
Brix das variedades de cana-de-açucar • apresent-ando • Brix médio 
in~erior ao padrão . 
I C 95% para J.1 ]
2 0 
19.92 7 
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5. 4-Co mpar ação de dqj. ~- tr a t. ame ntos_ 
c 
o 
m 
p 
a 
r 
a 
ç 
ã 
o 
e 
m 
p 
a 
r 
e 
l 
h 
a 
d 
a 
s 
Experime nt-o 
t-rat-ament-o 
a leat-ór i a 
respos t-a 
A A 
-doses de N - parcela de campo -rendiment-o de t.ri g o 
-rações - animal -ganho de peso 
usa- se 
g 
o 
r b 
u 
p 
o 
r 
i 
s 
g 
a 
i t. 
n 6 
d r 
e i 
p o 
e s 
n 
d 
e 
n 
t, 
e 
s 
o 
p 
c 
i 
o 
n 
a 
1 
C1)Repet.ições:Mais de uma UE por t.rat.ament.o. Para po-
der veri~icar di~erenças ent.re t-rat-ament-os. 
C2) Casualização:At.ribuição por- s:ort.ei o dos t.rat.ame n-
t.os às UE. Comparação válida dos t.ratament.os. 
C3)8loguea ment.o QY pareamento : Formação de blocos (pa-
res ) homogêneos de UE • antes da aplicação dos t.ra-
t.ament.os Para cont-rolar variabilidade int.rinseca 
das UE ~ maior precisão. 
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5.4.1-Comparacão de doi.s ~ra~amen~os ~ grupos independen~e~ QY 
amos~ras lndependen~es. 
conjun~o de UE 
4 ü I repe~ição 6 
Escolha 
~ra~amen~os A e B. 
população 1 
2 
C1 
~ 
casual 
amos~ra 1Cgrupo 1) 
~ra~amen~o 1 
n~ repe~içêSes 
ytj ~ observação j 
do t..ra~amen~o 1 
yt 
SQ~ 
z 
-:::> 
1 
~ra~amen~os 
I 
casualização 
das UE 
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t..ra~ament..os 
A B 
2 1 
4 3 
5 6 
que serão 
população 2 
2 
• C1 z 
submet-idas 
amos~ra 2Cgrupo 2) 
~ra~amen~o 2 
n2 repet-ições 
yzj ~ observação j 
do ~ra~amen~o 2 
aos 
•·. 
: .·. 
H o 
H o. 
s uposi ç ã o 
H o 
z 2 z 
o = o = o 
i. 2. 
= o 
Cy 
1 
y )-(J..l - J..l) 
2 1 2 n ~cn~ + nz - 2) 
~ = Cy 
1 
- y )-(J..l 
2 i. 
J..l ) 
2 
onde 
erro padrão da di~erença en~re duas 
médias 
sob 
H o 
~ = 
= /ô2 (~+ ~ ) n~ nt ~variância ponderada para 
as 2 amos~ r as. 
2 SQ 
ô =--GL SQt + SQ2 
= 
C n 1 - 1 ) +C nz - 1) n~ + nz - ê: 2 SQ=CGL)ô 
se I~ calculado I> ~aCnt + n2 - 2) ~ rejei~a-se Ho 
s:e n~ = n2 = n ~ 
Cn l)ô 2 + 2 -
ô = 1 
2Cn -
ôd =12ô2/n 
Cn l)ô 2 - 2 
1) 
= 
2 
ô 
1 
+ ô 
2 
2 
2 
= SQt + SQz 
2Cn - 1) 
en~ão rejej~a-se Ho s:e I~ calculado I> ~a [zen- 1)] 
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Exper imen~o com duas variedades d e cana-de- açúcar C1 e 2) 
y = Kg / parcela 
Amos~ras i.ndependen~es ou grupos independen~es. 
vairedade L variedade ª-
518 458 
524 550 
420 384 
486 494 
515 418 
nt=5 n2=5 
y =-492 . 6 
1 
y =460,8 2 
SQ1=7447. 2 S<à=16796,8 
2 2 
o =1861,8 o =4199,2 
1 2 
o =43,15 
1 
o =64.,80 2 
[ s uposição: ] 2 2 a = a 1 2 
( I ) H o : l-li = 1-lz CHo :J..li- 1-l = 0) 2 
H a. : l-li ;11! l-l2 
(II) C( = 0,05 
( IXI) ( y - y ) -( J..l - J..l ) 
1 2 1 2 n ~Cnt + n2 - 2) 
--------~o)d--~========~~ erro padrão da di~erença 
en~re duas médias. 
Ctv) Ha. ;11! a = 0,05 
RR 
0,025 
~------------~~ 
-2,906 1 2,906 
0,919 
n1 + n2 - 2 = 10 - 2 = 8 
L 05(8) = 2, 306 
Rejei~a-se Ho se 
I~ calculado!> ~.05(8) =- 2,306 
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Cv _, t... =- Y~ - Y., - Cf-l -1-l ) 
... ... :1 z 
ÇI C'>b t... = y - Yz 
H o ... i. 
ôd 
z SQt + SQz 
ô = 
= I 02 ( ~~ + ~2 J ni. + nz -2 
t, = 
~ variância ponderada 
+ __!__ J nz = 
= 
492,6 - 460,8 = 
34,82 
31,8 
34,82 
34,82 
= 0,913 
(VI) lt... I= 0,913 < t....05C8) = 2,306 
y~ e y
2 
não di~erem signi~icat...ivament...e 
não se rejei t...a tio. 
(VII) As evidências amost...rais não comprovam que as variedades 
1 e 2 de cana-de-açúc ar se diferenciam em t...ermos de rendiment...o. 
IC 100C1 - ru~ 
95% 
para 1-lt- f-l2 = yt- y 2 ± t....05(8) od 
=(492.6-460,8)±(2,306)34,82 
=31.8±80.3 -c~~~:~ 
-48, 5 ~ 1-l - 1-l ~ 112 . 1 
i 2 
L inclui o zero ~ Aceit...ação de Ho f-l = 1-l ~ Ho: f-l -1-l =O 
t 2 t z 
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5.4.2- Çomparação emparelhada de doi~ tratamentos 
Tratamentos são aplicados a pares homogêneos de UE 
sendo a atribuição por sorteio dentro de cada par. 
conjunto de UE 
11 * 
3 + 
5 X 
2 
4 
6 
I 
repetição 
tratamentos 
I fAl 
casual i zação ~ 
par 
* 
+ 
X 
tratamentos 
A B 
2 
3 
6 
1 
4 
5 
par(j) tratamento 1 tratamento 2 di:ferença Dj= yt.j-yzj 
1 
2 
n 
D 
Ho: J..lD 
H o.: J-1. D 
- J..ln 
.o-
D 
= 
;11! 
y11 
yt.2 
ytn 
o 
o 
n t,(n - 1) 
y2t. 
yzz 
y2n 
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Dt. = ytt. -y21 
Dz= ytz-yzz 
Dn= ytn-y2n 
t . = D 
- /-10 
o = Z.:Dj = 
n 
=~ 
n 
~ob 
H o 
= 
diferença média ou média 
das diferenças t = D 
o-
D ---+ erro padrão da diferença 
média 
r desvio 
o / .;-;:---
D 
padrão das diferenças 
- 2 
2 = L CDj - D) = 6
n n - 1 
:E D j 2 - C Z.:Dj) 2 / n 
n - 1. 
L_... variância das diferenças 
Rejeita-se Ho se lt calculado! > taCn - 1) 
Exemplo 17: 
Num estudo de nutrição de leilões • empregou-se o método 
do emparelhamento par a esl udar o ef e i lo da vitamina Bi.z sobre o 
aumento de peso dos animais. Os pares de leilões eram irmãos da 
mesma ninhada. Os aumentos de peso observados 
seguintes • em Kg 
PARES 
com vil Bi.z 
sem vil Bi.z 
diferença 
C I) Ho J.1 = O 
o 
Ha. 1-1 tfl! O 
o 
(II) a = 0.05 
1 2 3 4 5 6 7 8 
80 84 82 87 87 89 78 88 
72 75 75 76 80 78 89 78 
8 8 7 11 7 11 -11 10 
(III) 
n lCn - 1) 
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foram os 
Crv) a = 0 , 05 . L , GL - n - 1 ~ 8 J. = 7 
t.. 05( 7 ) = 2, 365 
RR Rejeita-se Ho s e 
o , o 2!5 o ,o 2 !5 
--'------------'-A- I~ calculado I> l.05C7) = 2,365 
L_ z, ~1. 
-2, 96!5 2,36~ 
-C v) 'O = 6,4 Kg ô D = 7 ,2 
ô 7 , 2 6 ,4 D 2 , 55 t D 2,51 ôD = = = - - = - -- -
-rn -{8 ô- 2 , 55 D 
(VI) ltl = 2,51 > l.05C7) = ?.,365 . o~ significativamente 
de zero 
Rejeita-se o Ho. 
CVII) A vitamina 8 1 2 tem efeito sobre o ganho de peso de 
leitões ou seja a vi 'lamina B 12 é eficiente para incrementar 
ganho de peso de leitões . 
I 
o 
IC 95% para /..l 
D 
= o±t.05Cn-1)ô-
=6,4±t . 05C7)C2?55) 
;6,4.±(2,366)(2,66) 
=6,4± 6 -[12,4 0,4. 
O, 4 Kg :$ /..l :$ 12. 4 Kg 
D 
~ vit B12 eficiente 
Exemplo 18: 
pari 
par15 
com 
herbicida 
sem 
herbicida 
n = 15 
n = 4.00 Kg/ha 
<:>-= 80 Kg/ha 
D 
Se o cus 'lo do herbicida é equivalente a 200 Kg/ha é 
conven iente usar herbicida ? 
Ct) Ho : /..l = 200 
D 
Ha : /..l o-! 200 
[) 
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Cru ) n - f-1
0 
ó-
D 
11 t.C n - 1) 
D - f..1 
se f..1 ~ O ~ n 
D ---------ó-
D 
Crv) t..05C14) = 2 .145 ~ Rejeit.a-se Ho se 
lt. calculado!> t..05C14) = 2.145 
(v) t. = D f..lD 
-----ó-
D 
Cvx) Decisão 
= 
400 - 200 
80 
lt.l = 2.50 > t..05C14) = 2.145 
200 
= ~ = 2.5 
A di~erença média • di~ere signi~icat.ivament.e de 200 
CP < 0,05) 
Rejeit.a-se Ho 
C vu) Conclusão 
~ convenient.e o uso do herbicida • dado que o acréscimo 
na produção decorrent.e de seu uso supera o seu cust.o. 
IC 95% para f..1 
D 
= D ± 
= 400 
= 400 
t.. 05(14) ó-
D 
± (2.145)(80) 
± 172 -[572 
228 
228 Kg/ha ~ f..1 ~ 572 Kg."'ha 
D 
L- 200 Kg/ha ~ Convenient.e uso de herbicida 
5.5- Test.es Unilat.erai s 
- Crit.ério no seu uso 
é válido u s ar unilat.erais . 
Bilat.erais são gerais 
- Mais e~icient.es para r e jeiçã o de Ho. 
4G 
alguns casos 
H o J-11. = J-12. GL = 8 a 0 , 05 
.... Ha. : J-11 ;11! J..lZ 
~.05(8) = 2.306} bila~eral ou desconsiderando o sinal 
RA Rejei~a-se Ho se 
I~ calculado!> 2.,306 
-Z,30cS z, 306 
.... Ha J-11 ) f-IZ 
t = 1.860} 
a = 0.05 com 8 GL unila~eral ou considerando o 
o sinal 
= com 8 GL bila~eral ou desconsiderando 
o sinal 
RR 
0,05 
1.860 
,... Ha. J-11 < J-12 
-1.860 
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Rejei~a-se Ho se 
~ > 1.860 
Rejei~a-se Ho se 
~ < -1.860 
Ex emplo 20: 
Os aument..os de peso de 15 f'r angos ali ment..ados com uma 
ração especial em um periodo de um mês !'oram os seguint..es em Kg 
:1,3; 1,0; 1,1; 0,8; 1,1; 1,1; 0,9; 0,8; 0,8; 1,1 0,9 
; 1,0 ; 0,9; 0,9 ; 1,1 .A experiência t..em most..rado que com uma 
diet..a-padrão , o ganho médio de peso em f'rangos em igual periodo 
é de 0,9 Kg. Pode-se concluir que a ração especial increment..a o 
ganho de peso. 
Cx) H o f..l = 0,9 Kg 
H a f..l > 0,9 Kg 
Cu) ()l = 0,05 
Cux) Est..at..ist..ica t.. 
Cxv) ct = 0,05 GL = 15 - 1 = 14 t.. unilat..eral = 1,761 
RR Rejeit..a-se Ho se 
,05 t.. calculado> 1,761 
1. 761 
C v) y = 0,99 Kg ; ô = 0,15 Kg ; n = 15 
ô 0,15 0,04 ô- = = = y 
/n- ;-1--;-
y - f..l 0,99 - 0,9 0,09 t.. = = = = 2,25 
ô- 0,04 0,04 
y 
C vx) Decisão : 
t.. = 2,25 > 1,761 o+ A~ ent..re y e f..l é signif'icat..iva 
CP<0.05). Rejeit..a-se Ho. 
C VII) Conclusão : 
A ração especial é ef'icient..e na aliment..ação de f'rJngos • 
increment..ando o ganho médio de peso. 
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5. 6- Grupos: i ndependent..e s_ c om v ar i. ânci ;t.S des:i quais 
i sto é quando é aceito que o-2 ;:&! a 2 
~ 2 
Q 2 2 2 uando não é a c eit..a a pressuposição d e que a = a = a 
i. 2 
a me câ.ni c a apresentada 
para o teste t para comparar a di:ferença ent..re as médias so:fre 
modif'i cação. 
Ho J .. a = f...lZ 
Ha. f..ii ;a! f...l2 
t.. = y:S y2 
ôd 
Rejeit..a-se Ho quando lt.. calculado I > t..~Cn') , onde 
( :; 2 ] ô + 2 n2 
n • ::::; [::r 
+ 
[:~r 
nt - 1 nz - 1 
se 
maior variância 2 
menor variância ~ 4 ~ Acei~a-se que 0~ = 
Exemplo 21~ 
2 
a 
2 
Deseja-se saber s e dua s máquinas d e empacot..ar ca:fé est..ão 
:fornecendo o mesmo peso por pacot..e. Ent..ret..ant..o como uma das 
máquinas é nova e a out..ra é velha é razoável supor-se que 
t.r abal ham com de:ferent..es var i abi 1 idades dos pesos col ceados nos 
pacot..es As amost..ras disponíveis constam de set..e pacot..es 
produzidos pela máquina nova e nove produzidos pela máquina 
velha. Os pesos • em Kg .desses pacot..es são : 
máquina nova: 0,82 ; 0,83 ; 0,79 
máquina velha: 0,79 ; 0,82 ;0.73 
0,84 ; 0.78 
52 
0,81 
0,74 
0,81 
o.8o 
0,80 
0,77 0,76 
C ! ) H c ... = ,.., ,.... ,... .. 
I ia f-11 ;I! f-12 
(II) Ct = 0 , 05 
Cr:II) Es'La'Lis'Lica 'L 
Crv) N yi ;::: 0,81 
v Yz ;::: 0,78 
maior variância 
menor variância 
2 
o = 0,00020 
i 
2 
o = 0,00135 
2 
nt = 6 
nz= 9 
= 0.00135 = 
0,00020 6,75 ... 
'L = Yt - Y2 = 0,81 - 0,78 = 2,216 
od 0,01354 
od 
o +o I 2 2 
= n~ n: = jo.o~o2o + 0,00135 9 = 0,01354 ( .. . r 01 + 02 ( o. 0~020 + o. 0~135 ) 2 
-- --
nt nz 
Cv) n• = = [~:r J ~~r ( 0,00020 
nt - 1 n2 - 1 
C yy) Decisão 
'L.05cn•) = 'L.05C11) = 2.201 
I'LI= 2.216 > 'L.05C11) = 2.201 
6 
5 
)2 
+ ( 
0,00135 )2 
9 
8 
A di~erença en'Lre y e y é signi~ica'Liva CP < 0 , 05) 
i 2 
C v:u) Concl us:ão : 
= 
As duas maquinas de empaco'Lar ca~é se di~erenciam 
~ornecendo a máquina nova um peso médio s:uperior. 
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5. 7- E~iciência rel a'Li va de grupos independen'Les ~ comparaceíes 
emparelhadas 
C. E. 
n pares 
Cn -1 ) GL 
G. I. 
2Cn - 1)GL 
5 3 
C E geralmen'Le mai s ef"ici e n'Le q ue GI 
ef'i c i en'Le quan'Lo mais semel han'Les os pares 
e 'Lan'Lo mais 
i s'Lo é c;uando a 
variação e nt..re pares é maior do que a var)ação d e nt..ro do par. 
Par ~ ~ D = Y i - Y 2 
z 
O' = 
D 
vCy )+vCy ) 
~~
z z 
O' O' 
i 2 
2covCy • y ) 
I i 2 I 
medida da variação 
~imultãnea de y e 
i 
Yz 
vCy )= variância y 
i i 
vCy
2
)= variância y
2 
cov Cy .y ) = covariância Cy .y ) 
i 2 i 2 
ói2 = 
co v c y • y ) = co v c y • y ) 
i 2 i z 
cov Cy . y) 
= i 2 
-------------------
I vey )v(y ) 
i 2 
.. ó120' o = cov Cy ,y) 
1 2 1 2 
coericient..e de correl ação 
ent..re y e y ;-1 $ ó $ 1 
1 2 
z 2 2 Supondo o = o = o • t..emos 
1 z 
2 
O' 
D 
2 
• O' 
o 
ó12 O' O' 
1 2 
L-...1 L...-J 
O' O' 
Se ó12 ~~ O ~ CE ericiência = GI 
QQ' 
1 2 
Se ói2 ~ 1 ~ ericiência CE maior do que ericiência GI e 
é t..ant..o mais ericient..e quant.o mais próximo Si2 de 1 
quant.o mais semelhant.e os pares. 
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ou seja 
A e:f i ciênci a d o p lanej a ment-o 1 e m r e lação a o 
pl a nejamer,t.o 2 é dada por 
ER = 1 2 - ô 
---- X 100 
-
2
-x 100 
2 
ô 
t. 
Logo ER de CE em relação a GI ER 
ô2 
o 
X 100 
Onde ô,z é a variância para grupos independent-es ·est-imada 
a part-ir de comparaç~es emparelhadas e é dada por: 
Fat-or de correção para o fat-o dos dois 
grupos não const.it.uirem amost-ras inde-
pendent-es 
variância combinada das unidades experimen-
t-ais dos dois grupos 
6 z= SQt + SQz = 2Cn - 1) 
Exemplo ?.2: 
z 
ô 
exemplo de vi~ Btz n = 8 
= 5,0427 + 4,0333 = 4,3380 
2 
ô
2 
= 7.2099 
õ~2 = 2C4.3380) - [2(4,3380) - 7,2099] / 2C8 - 1) 
= 8,9427 
ER CE em relação a GI 
ô. 2 
ER =--x 100 = 
ôz 
D 
8,94.27 = 
7,2099 X 100 124. % 
Ganho de 24.% em eficiência pelo uso de CE relat-ivament-e 
a GI. GI exigiria 24.% a mais de repet-ições por t-rat-ament-o para 
garant-ir uma eficiência compat-ível a CE. No caso 24(8) / 100 = 
1. 92 ~ 2 repet-ições a mais deveriam ser usadas 
repet-ições no t.ot.al . 
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ist-o é 10 
1 
dis~ribuição de y sendo Ho:~:~o 
verdadeira 
~o 
probabilidade; 
probabilidade de erro ~ipo I 
(rejeição de Ho quando verdadeira) 
~de erro 1 _ dis~ribuição de y sendo Hd:~=~~ ~i po I I ----+-----''--------'verdade i r a 
Cacei~ação de ~~ y 
Ho ~alsa) poder do ~es~e ; probabilidade de 
rejei~ar Ho quando ~alsa ou acei-
sob Ho RA RR ~ H d d . o...ar d ver a e~ra 
(I) Movendo a re~a à direi ~a a diminui 
diminuindo consequen~emen~e o poder do ~es~e . 
mas {1 aurnen~a 
CII) Man~endo ~ixa a re~a R e consequen~emen~e a e movendo ~i 
para a direi~a di~nui {1 e {1 será ~an~o menor quan~o maior ~or a 
di~erença ~i - ~o. 
Cui) Man~endo ~o e ~~ ~ixos a e {1 poderão s e r reduzidos 
aumen~ando o ~amanho n da amos~ra • uma vez que quando n aumen~a 
o er·ro padão da dis~ribuição amos~ral de y di~.nui • is~o é 
a- = a/~ diminui • ~azendo com que a dis~ribuição de y ~orne y 
uma ~o r ma mais aguda. 
5.9- Número de repe~ições ª-~ !2!:!.!!1 experimen~o 
Número adequado de repe~ições é impor~an~e no 
planejamen~o de um experimen~o : 
- Poucas repe~ições ~ pode-se n descobrir di~erenças 
i mpor~an~es 
Mui~as repe~ições ~ desperdício de ~empo e 
ma~erial . 
Deve-se ~er número su~icien~e de repet-ições para 
de~ec~ar como signi~ica~iva a di~erença no e~eit-o 
de dois ~ra~amen~os • se ela exis~ir. 
Para se de~erminar o número de repe~ições necessi~a-se: 
Es~ima~iva de variabilidade : z o ou cv. 
Tamanho da di~erença en~re médias a ser de~ec~ada 
como signi~ica~iva : 6 • expressa com %da média geral . 
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Nive 1 de ~ignifi cância : a 
Segurança com que se deseja de~ec~ar a diferença 
pode r d o ~es~e • P = 1 - ~-
H o 
H a 
H a 
Tes~e unila~eral ou bila~eral. 
Dois grupos independen~es 
população 1 
z 
/-li.O'i 
l 
amos~ra 1 
nt. 
- 2 y .o .sQt 
i i 
/-li = 1-lz ~ 
/-li 
;;..: /-12 ~ 
/-li > 1-12 ~ 
H o = o 
H a 
H a 
população 2 
z 
/-12.0'2 
1 
amos~ra 2 
nz 
- 2 
Yz • 0 z•SQ2 
suposição 
2 2 ?. 
a =a =a 
i 2 
Cy-
i 
y ) -(1-l -1-l ) 
2 t 2 r. ~Cn t. + n2 - 2) 
od 
~ erro padrão da diferença en~re duas médias 
sd = I f r ~. + ~. J 
~ 
variãncia ponderada 
z Cnt-1)ó2 + Cnz-1)ó2 
ó = 1 2 
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