In this paper, applications of heuristic techniques for solving the terminal assignment (TA) problem are investigated. The task here is to assign terminals to concentrators in such a way that each terminal is assigned to one (and only one) concentrator and the aggregate capacity of all terminals assigned to any concentrator does not overload that concentrator, i.e., is within the concentrator's capacity. Under these two hard constraints, an assignment with the lowest possible cost is sought. The proposed cost is taken to be the distance between a terminal and a concentrator.
Introduction
The objective of the terminal assignment (TA) problem involves determining minimum cost links to form a network by connecting a given collection of terminals to a given collection of concentrators. The terminal sites and concentrator sites have fixed locations and are known. The capacity requirement of each terminal is known and may vary from one terminal to another. The capacities of all concentrators and the cost of linking each terminal to a concentrator are also known. The problem is now to identify for each terminal the concentrator to which it should be assigned, under two constraints, in order to minimize the total cost. The two constraints imposed on the TA problem are: (1) each terminal must be connected to one and only one of the concentrators, and (2) the aggregate capacity requirement of the terminals connected to any one concentrator must not exceed the capacity of that concentrator. The intractability of this problem [6] is a motivation for the pursuit of heuristics that produce approximate, rather than exact, solutions.
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In the special case where all concentrators have the same capacity and all terminals the same weight, the problem is no longer NP-complete, since the alternating chain algorithm that runs in polynomial-time [6] always yields the optimal solution.
The name "terminal assignment" has its origins in the network industry. We adopt the terminology found in [1] , but extend the problem to the general case where concentrators have different capacities. We thus augment the data found in [1] (in which all concentrators have the same capacity), by assigning a capacity (a randomly generated value) to each concentrator.
In the literature of operations research, there are a number of combinatorial optimization problems that share the name "assignment problem", such as the weighted matching problem [9] , and the Hitchcock problem [10] , but whose underlying ideas are quite different from that of the terminal assignment problem.
The objective of this research is to compare different heuristic algorithms applied on the TA problem. For this study's purpose, a greedy-based algorithm has been implemented, as well as genetic-based algorithms.
The potential of genetic algorithms to yield good solutions, even for hard optimization tasks, has been demonstrated by various applications. A recently developed area in the GA research, grouping genetic algorithm (GGA) [4] , is also explored. The grouping genetic algorithms, as the name suggests, focus purely on problems with the grouping properties, i.e., performing tasks equivalent of grouping objects under certain restrictions. GGA adopts all the basic notions of GA with an alteration in the representation of strings (candidate solutions). This study reports and compares the results of the greedy algorithm with the results of the GAs performed on several problem instances.
The rest of this work is organized in the following lashion. In Section 2 we give the formal definition of the terminal assignment problem. Addressing the different heuristic algorithms adopted in this work, Section 3 introduces the greedy-based heuristic. The GA implementation for the TA problem is given in Section 4, including an elaboration on the two packages adopted in this work, GENEsYs [2] and LibGA [3] . In Section 5, the implementation of the GGA for the TA problem is discussed. In Section 6, the test cases used in this work are introduced, as well as the results and analysis of the performance of the different heuristic algorithms.
The Terminal Assignment Problem
The following is a formal definition of the terminal assignment problem where we make use of Stinson's terminology for combinatorial optimization problems [12] . We introduce concepts and notations that we use in subsequent sections of this work. P r o b l e m i n s t a n c e :
Terminals Assign each terminal to one of the concentrators such that no concentrator exceeds its capacity. In other words, a feasible solution to the terminal assignment problem is:
A vector ~ = xl x2 ... xT where xi = j means that the ith terminal is assigned to concentrator j such that 1 ~ xi < C and xi is an integer, for i = 1, 2 , . . . , T (i.e., all terminals have to be assigned) and ~'~,ienj wi < pj, for j = 1, 2 , . . . , C (i.e., capacity of concentrator is not exceeded) where R j --{i [xi --j}; i.e., R j represents the terminals that are assigned to concentrator j. 
O p t i m a l solution:
A feasible vector ~ that yields the smallest possible z(~). Table 1 indicates a collection of T --10 terminal sites and C = 3 concentrator sites. The weight requirement and the coordinates based on a 100 x 100 Euclidean grid for each terminal site are specified in Table 1 . The coordinates for the concentrator sites and their capacities are listed in Table 2 . The cost of assigning a terminal to a concentrator is the Euclidean distance between them rounded to the nearest integer. Figure 1 illustrates an assignment of the first 9 terminals which cannot be extended to the 10th terminal without introducing infeasibility; that is, none of the 3 concentrators is able to service the capacity requirement of terminal llo. The total cost, computed as the sum of the costs for the 9 selected links, is 223. The problem has feasible solutions though. By interchanging terminals 14 and Is for instance, and assigning them to concentrators rl and r2, respectively, rl will have enough room to accommodate 110.
Example
In the next section, our first heuristic strategy, based on the greedy technique, is introduced.
Greedy Algorithms
A greedy-based heuristic algorithm for the TA problem is to assign terminals to the nearest available concentrators in a greedy fashion. Availability refers to the ability of the concentrator to service terminal capacity requirements. Namely, for each terminal, the algorithm looks for the concentrator that is closest to the terminal and checks if there is enough capacity to satisfy the requirement of the particular terminal. If there is, then the terminal is assigned to this concentrator. If the concentrator cannot handle the terminal, the algorithm looks for the next closest concentrator and performs the same evaluation. This process is repeated until an available concentrator is found and the algorithm continues to assign the remaining terminals, if there are any. Otherwise, no concentrator holds the required capacity and the attempt is declared a failure and the solution is infeasible. The assignments are carried out in a random fashion; i.e., the terminal to be connected next is selected at random [6] .
P r o c e d u r e G r e e d y ;
while additional assignments of terminals to concentrators are possible { for a randomly chosen terminal, say li { determine costlj, the distance from l~ to rj where rj is the closest feasible concentrator for terminal li assign terminal li t o r j
} }
Procedure Greedy is likely to force the terminals that are considered last to be connected to concentrators that are very far away. It can fail to produce a feasible solution when: (1) the total concentrator capacity is less than the total terminal capacity requirement, or (2) there is not a feasible solution to the problem instance, or (3) the algorithm misses the feasible solution(s). The infeasible solution represented in Figure 1 of the previous section was obtained by Procedure Greedy.
We also implemented and tested another greedy-based algorithm which did not produce good results and is therefore not included in the section in which we report our results. In the unsuccessful attempt, all connections from terminals to concentrators are first sorted according to their costs in non-decreasing order. The algorithm then performs a traversal on the list of connections. If the connection involves a terminal that has not yet been assigned to any concentrator, it is immediately assigned to the one indicated by the connection if still available. If, however, the terminal has already been taken care of, or if the concentrator does not hold enough capacity to service the terminal, the algorithm ignores the connection and moves down to the next in the list. The process halts either when all terminals have been assigned, or when a terminal cannot be serviced by any concentrator. Unfortunately, this seemingly plausible algorithm has shown to produce infeasible solutions for a majority of the test cases we adopt in this research.
In the next section, we present our GA implementation for the TA problem-the chromosome representation with standard crossover and mutation operators.
The Genetic Algorithms
The first step for the GA implementation involves choosing a representation for the problem. We use non-binary strings of length T, say s l s2 . . . S T , where the value of si represents the concentrator to which the ith terminal is assigned. This representation complies with the implementation of a simple genetic algorithm in that a chromosome is built on a one gene for one object basis. For example, Figure 2 indicates the chromosome representing a possible solution to the problem instance given in the Example of Section 2.
The value carried by position i of the chromosome specifies the concentrator that terminal i is to be assigned to; i.e., terminal 1 is assigned to concentrator 2, terminal 2 to This chromosome, with integer values, can easily be implemented under any GA package that permits integer representation, such as LibGA [3] . However, for the sake of comparison, we have also adopted a second GA package, GENEsYs [2] , which allows only binary representations for strings. In this case, some mapping from binary strings to non-binary strings is necessary. For instance, the binary representation of the chromosome of Figure 2 used by GENEsYs, is illustrated in Figure 3 . Every two bits together represent one allele in the original chromosome; the first two bits, 1 and 0, represent the 2 in the first position of the chromosome in Figure 3 , and the next two bits, 1 and 1, represent the 3 in the second position, and so on.
In our study, we use generational genetic algorithms with roulette wheel selection, uniform crossover, and uniform mutation.
As for the fitness function, unlike many other approaches that handle constrained optimization problems by a knowledge-based restriction of the search space to feasible solutions, our approach uses a penalty incorporated in it to cope with constraints. In other words, rather than ignoring the infeasible regions and concentrating only on feasible ones, we do allow infeasibly bred strings to join the population, but at a certain price. A penalty term incorporated in the fitness function is activated, thus reducing the infeasible string's strength relative to the other strings in the population. In designing fitness functions for problems that do have infeasible strings, we follow the suggestions found in [7] and [8] and make use of the following two principles:
• The fitness functions use graded penalty functions.
Two infeasible strings are not treated equally. The penalty is a function of the distance from feasibility. It has been argued that such penalty functions generally outperform other modes of penalties [11] .
• The best infeasible string cannot be better than the weakest feasible string. Thus, our fitness function always has an offset term to ensure the strict separation between feasible and infeasible strings.
The fitness function implemented for the TA problem is the sum of two terms:
1. the objective function as given in Section 2 which calculates the total cost of all connections. Namely,
2. a penalty function used to penalize infeasible strings, where the weight of the penalty reflects the excessive load of the concentrators.
The penalty function employed here consists of the sum of two parts. The first part is the product of the number of terminals and the maximum distance on the grid, which forces an infeasible solution to have a fitness value greater than the largest possible sum of costs. More specifically, the best infeasible solution will always have a greater fitness value than the worst feasible solution. The second part is the product of the sum of excessive load of concentrators and the number of concentrators that are in fact overloaded. This term imposes a heavier penalty on infeasible solutions with greater excessive load and/or more overloaded concentrators, thus differentiating the degrees of infeasibility among strings. As mentioned earlier, the two software packages we use for our experimental runs are GENEsYs [2] which was based on Grefenstette's GENESIS [5] , and LibGA [3] . Both are implemented in C under the UNIX platform.
In the next section, we introduce and discuss the implementation issues of the third heuristic technique used in this work-grouping genetic algorithms.
Grouping Genetic Algorithms
To capture the grouping entity of the problem, the simple (standard) chromosome is augmented with a group part, where the groups are encoded on a one gene for one group basis. For example, the chromosome of Figure 2 The first half is the object part and is identical to the entire chromosome in GA, while the second half is the group part. In the object part, the value in the ith position indicates the concentrator to which the ith terminal is assigned. In the group part, we gather all the terminals connected to one concentrator and specify this relationship by listing these terminals following the concentrator.
In GGA, we use the same roulette wheel selection as we do in GA. Since the new chromosome architecture does not affect the fitness value of a string, there is no need to modify the existing selecti6n strategy. The crossover operator, however, has been altered to work solely with the group part.
Crossover is accomplished by first selecting a crossing section for both parent chromosomes. The entire crossing section of the second parent is then injected into the first parent at the beginning of its crossing section. Since new groups are now included, we eliminate the equivalent groups that are originally in the first parent. Consider the group parts of two chromosomes. Assume that the delimiters indicate the crossing sections. After we inject the crossing section of the second parent into the first parent, we have:
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Now we have two groups labeled A and two labeled C. We resolve this redundancy by eliminating groups A and C from their old membership, yielding
Ioi215]giAI4iBil1415[61
The string is now free of duplicate groups; however, it is likely that it still contains duplicate objects. In this case, terminals 4 and 5 are duplicates. We need to remove these objects from their old memberships as well, resulting in This leaves out terminals 3, 7, 9, and 10 from any group. At this stage we carry out the first-fit heuristic to re-assign these objects: it visits the groups one at a time, assigns the object to the first group that is able to service it, or to a randomly selected group if none is available.
After the first offspring has been generated, we reverse the roles of the two parents and start the construction of the second offspring. This implementation complies with the guidelines suggested by [4] .
The mutation operator is in essence quite different from a random alteration of values in the chromosomes as done in GA implementation. We adopt the strategy of probabilistically removing some groups from the chromosome and reassigning the missing objects. We consider the chromosome in Figure 4 . Assume that concentrator (group) B is removed due to probability. In doing so, we leave terminals (objects) 1, 4, 5, and 6 unassigned. Consequently, we need to perform a first-fit heuristic on these objects. Namely, for each unassigned terminal, the algorithm looks into the concentrators one by one. The terminal is assigned to the first concentrator that is able to service it. The strength of this mutation strategy lies in that, if before mutation a string is feasible, it is highly likely that it will still be feasible after mutation. This is due to the fact that, in the worst case when no other concentrators are available, all the terminals may again be assigned to the original concentrator(s) they belong to.
In the next section, we present and compare the results obtained by executing our heuristic algorithms on several problem instances.
The Experimental Runs
The greedy algorithm, the genetic algorithm, and the grouping genetic algorithm are applied to ten different collections of 100 terminal sites. As mentioned in the Introduction, we used the problem instances found in [1] to which each concentrator is given a capacity: a random integer in the range 15-25. In [1] , each concentrator has the same capacity value of 12. The number of concentrators for the 10 problem instances of size 100 is between 27 and 33.
The results of executing all three heuristic algorithms with the 10 problem instances are summarized in Table 2 .
The results tabulated under the Greedy Algorithm in Table 2 are the best results we obtained after 20,000 runs on each of the 10 problem instances. For all the GA experiments, we use the same number of generations (20,000), the same population size (500), and the same crossover rate (0.6). Depending on the GA implementation, we adopt different mutation rates. For simple GAs using GENEsYs and LibGA, we use mutation rates that vary between 0.025 and 0.1. On the other hand, for the GGA experiments, we use the reciprocal of the number of groups as the mutation rate; e.g., for a problem instance of 30 concentrators, the mutation rate is 0.033. Seeding was used for some of the runs with GA and GGA and are marked with "Y" in Table 2 . In other words, for these instances, the initial population was formed by randomly generating 80% of the strings, while the remaining 20% were feasible strings obtained by the greedy algorithm.
As indicated in Table 2 , for all of the problem instances, the genetic algorithm implemented using LibGA yields the best solution among the genetic algorithm heuristics, and in 7 cases gives better solutions than the greedy-based algorithm. For the remaining 3 instances (100_1, 100_2, and 100_3), it shares the best solutions with Procedure Greedy, which was specifically tailored for the TA problem. We strongly suspect that for these 3 problem instances, the solutions obtained by LibGA (and Procedure Greedy) are the global optima. The results also seem to suggest that using GGA does not necessarily lead to better solutions even though the TA problem certainly-possesses the properties of grouping problems. However, we would like to point out that, since the implementation of GGA is problem dependent in terms of the crossover and mutation operators, the strategies we adopt in this work are possibly not the most suitable for the TA problem. Other possible ways of implementing the GA operators may make a difference.
Conclusion
This research has demonstrated the applicability of heuristic techniques to find approximate solutions for the terminal assignment problem. In this work, we considered a greedy algorithm, a genetic algorithm, and a grouping genetic algorithm. While the greedy algorithm is specially devised for the TA problem, genetic algorithms are general purpose evolutionary heuristics designed for a wide range of problems instead of any specific problem. Even though our findings may not be conclusive, the results tend to suggest that the genetic algorithms work well with the TA problem, which is after all, a highly constrained, combinatorial optimization problem.
