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Введение
Одним из основных методов конструирования управления для линейных систем с по-
стоянными коэффициентами является метод размещения полюсов [64]. Этот метод основан
на выборе такой обратной связи, что полюса замкнутой системы оказываются в наперед
заданных точках комплексной плоскости. Теоретической основой данного метода является
следующая классическая теорема [33, В. М. Попов], [66, У. Уонэм]: линейная стационарная
система
ẋ = Ax+ Bu, t ∈ R, x ∈ Rn, u ∈ Rk,
управляема тогда и только тогда, когда для любого набора комплексных чисел Λ =
=
(
µ1, . . . , µn
)
, симметричного относительно вещественной оси, найдется стационарная






x, t ∈ R, x ∈ Rn,
с набором Λ. Аналогичный результат имеет место и для систем с дискретным време-
нем [49], [50, с. 458]. В то же самое время, для стационарных систем хорошо изучена связь
между положением полюсов и динамическими свойствами системы, такими, как устойчи-
вость, колеблемость решений и т. п.
Аналогичная задача для нестационарных систем значительно менее изучена. Практиче-
ски все известные результаты для нестационарных систем с непрерывным временем можно
найти в книге [29].
Отметим, что для нестационарных систем (в отличие от стационарных) существует це-
лый ряд неэквивалентных определений управляемости: равномерная, полная, дифференци-
альная, по входу, по выходу, и т. д. (см., например, [56]). Кроме того, для таких систем нет
очевидного обобщения понятия полюсов. В определенной степени, показатели Ляпунова
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играют ту же роль, что вещественные части полюсов для стационарных систем с непре-
рывным временем и логарифмы абсолютных значений полюсов для стационарных систем
с дискретным временем.
Впервые задача о назначении спектра показателей Ляпунова линейной нестационарной
системы с дискретным временем
x(m+ 1) = A(m)x(m) + B(m)u(m), m ∈ N, x ∈ Rn, u ∈ Rk, (0.1)
посредством линейной обратной связи u(m) = U(m)x(m) была рассмотрена в работе [42].
В этой работе было установлено, что свойство равномерной полной управляемости систе-
мы (0.1) обеспечивает разрешимость задачи о глобальной управляемости полного спектра





x(m), m ∈ N, x ∈ Rn, (0.2)
т. е. возможности построения для произвольного наперед заданного набора чисел λ1 6
6 . . . 6 λn такого матричного управления U : N → Rk×n, что полный спектр замкнутой си-
стемы (0.2) совпадает с этим набором. Заметим, что алгоритм построения управления U(·)
в этой работе не гарантирует малости нормы управления, даже если требуемое смещение
показателей Ляпунова системы (0.2) по отношению к показателям свободной системы
x(m+ 1) = A(m)x(m), m ∈ N, x ∈ Rn, (0.3)
мало́.
В связи с этим возникает вопрос — можно ли для любого набора из малой окрестности
полного спектра показателей Ляпунова системы (0.3) гарантировать возможность постро-
ения такой матрицы обратной связи U(·), что полный спектр показателей системы (0.2)
совпадает с этим набором, при этом малому смещению показателей отвечает малая норма
управления U(·)? Решению этого вопроса посвящена работа.
Для решения поставленной задачи в работе введено понятие пропорциональной локаль-
ной управляемости полного спектра показателей Ляпунова системы (0.2).
Отметим, что вопрос о пропорциональной локальной управляемости спектра тесно свя-
зан с задачей об отыскании достижимых границ подвижности показателей системы при раз-
личных возмущениях ее коэффициентов. Для систем с непрерывным временем существен-
ный вклад в решение этой задачи внесли Р. Э. Виноград [13], В. М. Миллионщиков [30],
Н. А. Изобов [18,21], И. Н. Сергеев [36,37]. Вопросы построения спектрального множества
при различных классах возмущений систем с непрерывным временем изучались М. И. Ра-
химбердиевым и Н. Х. Розовым [35], Н. А. Изобовым [22, 23], Н. А. Изобовым и Т. Е. Зве-
ревой [20], С. А. Гришиным [15], А. Г. Сурковым [38]. Кроме того, задача об управлении
показателями Ляпунова имеет непосредственную связь с проблемами устойчивости и ста-
билизации. В заключение введения отметим, что вопросами устойчивости и стабилиза-
ции решений систем с дискретным временем занимались В. Т. Борухов, О. М. Кветко [8];
В. А. Зайцев [17, 67]; А. А. Кандаков, К. М. Чудинов [24, 25]; А. Ю. Куликов, В. В. Малы-
гина [26]; Г. А. Леонов [27]; A. Bacciotti, A. Biglio [45]; S. Bittanti, P. Bolzern, G. De Nico-
lao [46]; C. I. Byrnes, W. Lin, B. K. Ghosh [47]; V. Cheng [48]; J. C. Engwerda [51]; L. Grüne,
F. Wirth [52]; W. Kwon, A. Pearson [57]; W. Lin [58]; J. Tsinias [65] и другие авторы.
ГЛАВА I. О свойстве устойчивости показателей Ляпунова систем с дис-
кретным временем
Основной объект исследований главы — дискретная линейная однородная система
x(m+ 1) = A(m)x(m), m ∈ N, x ∈ Rn.
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Мы всюду предполагаем, что матрица A(·) этой системы вполне ограничена на N, т. е. A(m)







В таком случае система обладает полным спектром показателей Ляпунова, состоящим
из n чисел. Вводится понятие устойчивости полного спектра и исследуются некоторые
его свойства. В третьем параграфе построен пример системы с неустойчивым спектром
показателей Ляпунова. Последние два параграфа главы посвящены исследованию важно-
го подкласса множества систем с устойчивыми показателями — системам с интегральной
разделенностью.
§ 1. Предварительные сведения
Пусть Rn — евклидово пространство размерности n с фиксированным ортонормирован-
ным базисом e1, . . . , en и стандартной нормой ‖ · ‖. Через Rn×n будем обозначать простран-
ство вещественных матриц размерности n × n со спектральной нормой, т. е. операторной
нормой, индуцируемой в Rn×n евклидовой нормой в Rn; E ∈ Rn×n — единичная матрица,
∗ — операция транспонирования. Пусть sn > . . . > s1 > 0 — сингулярные числа [40, с. 493]
матрицы F ∈ Rn×n. Тогда выполнены соотношения
‖F‖ = sn, ‖F−1‖ = s−11 , | detF | = s1s2 . . . sn




1 sn 6 | detF | 6 sn−1n s1 =
‖F‖n−1
‖F−1‖ . (1.1)
Отметим еще два свойства спектральной нормы, которые также будут полезны нам
в дальнейшем. Во-первых, для любой F ∈ Rn×n выполнено равенство [40, с. 373] ‖F ∗‖ =








nmax{‖Fei‖ : i = 1, . . . , n}.
Множество всех упорядоченных по возрастанию наборов из n вещественных чисел бу-
дем обозначать Rn6. Для фиксированного набора µ = (µ1, . . . , µn) ∈ Rn6 и произвольного
δ > 0 через Oδ(µ) обозначим совокупность всех таких наборов ν = (ν1, . . . , νn) ∈ Rn6, что
max
j=1,...,n
|νj − µj| < δ. Таким образом, Oδ(µ) — это δ-окрестность набора µ во множестве Rn6.
Рассмотрим линейную однородную систему с дискретным временем
x(m+ 1) = A(m)x(m), (1.2)
где аргумент m пробегает множество N натуральных чисел; неизвестная функция x прини-
мает значения в Rn; коэффициент A(m) при каждом m принадлежит пространству Rn×n.
Всюду ниже будем предполагать, что функция A(·) вполне ограничена на N [16], т. е. при
каждом m ∈ N существует A−1(m), и найдется такое a0, что
‖A‖∞ 6 a0, ‖A−1‖∞ 6 a0.
Здесь и ниже использовано обозначение ‖A‖∞ .= sup
m∈N
‖A(m)‖. Заметим, что при всех m
выполнены неравенства
‖A‖∞ + ‖A−1‖∞ > ‖A(1)‖+ ‖A(1)‖−1 > 2, (1.3)
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поэтому a0 > 1.
Для произвольных m0 ∈ N и x0 ∈ Rn введем начальное условие
x(m0) = x0. (1.4)
О п р е д е л е н и е 1.1. Задачей Коши для системы (1.2) называется задача о поиске
решений системы (1.2), удовлетворяющих начальным условиям (1.4).
О п р е д е л е н и е 1.2. Фундаментальной системой решений (ФСР) системы (1.2) на-
зывается совокупность из n линейно независимых решений этой системы.
О п р е д е л е н и е 1.3. Пусть x1(·), . . . , xn(·) — некоторая ФСР системы (1.2). Фунда-
ментальной матрицей системы (1.2) называется матрица
Φ(·) =
[
x1(·), . . . , xn(·)
]
.
Хорошо известно (см., например, [14]), что для произвольных m0 ∈ N и x0 ∈ Rn ре-
шение задачи Коши (1.2), (1.4) существует, единственно и продолжаемо на все множество
натуральных чисел; ФСР системы (1.2) существует; множество всех фундаментальных мат-
риц этой системы совпадает со множеством
{
Φ(·)C : C ∈ Rn×n, detC 6= 0
}
,





i(m) = Φ(m)c, m ∈ N,
где Φ(·) =
[
x1(·), . . . , xn(·)
]
— произвольная фундаментальная матрица системы (1.2), c =
= col(c1, . . . , cn) ∈ Rn — произвольный постоянный вектор.
О п р е д е л е н и е 1.4. Пусть Φ(·) — некоторая фундаментальная матрица системы (1.2).
Матрицей Коши системы (1.2) называется матрица
XA(m, s) = Φ(m)Φ
−1(s),
где m, s — натуральные числа.
Тогда [14, с. 13–14] для каждого решения x(·) этой системы имеет место равенство








A(l) при m > s,
E при m = s,
X−1A (s,m) при m < s.
Здесь и всюду ниже полагаем
m−1∏
l=s
A(l) = A(m− 1)A(m− 2) · · ·A(s), т. е. матрицы перемно-
жаются в порядке убывания индекса. Тогда для любых m ∈ N, s ∈ N выполнена оценка
‖XA(m, s)‖ 6 a|m−s|0 .
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Напомним теперь основные понятия асимптотической теории линейных систем с дис-
кретным временем (см., например, [14]).







и обозначим через Λ спектр показателей Ляпунова системы (1.2), т. е. множество всех
λ ∈ R, для каждого из которых существует нетривиальное решение x(·) системы (1.2) с по-
казателем λ. Известно [14, с. 51–52], что множество Λ состоит не более, чем из n различных
чисел и расположено на отрезке [− ln a0, ln a0]. Пусть Λ = {Λ1, . . . ,Λp}, где Λ1 < . . . < Λp,
p 6 n. Показатель тривиального решения системы (1.2) полагаем равным −∞.
Для каждого j ∈ {1, . . . , p} рассмотрим множество Ej всех решений системы (1.2), по-
казатели которых не превосходят Λj . Множество E0 считаем состоящим из тривиального
решения системы (1.2).
Тогда [14, c. 54] каждое из множеств Ej является линейным подпространством, и размер-
ность dim Ej пространства Ej равна Nj , где Nj — количество линейно независимых решений
системы (1.2), имеющих характеристический показатель Λj; N0 = dim E0 .= 0.
Поскольку Ej ⊂ El при j < l, то N0 < N1 < . . . < Np, при этом Np = n.
Возьмем произвольную ФСР Φ(·) =
{
x1(·), . . . , xn(·)
}
системы (1.2), и для каждого
j ∈ {1, . . . , p} рассмотрим величину nj — количество решений с показателем Λj , входящих
в Φ(·). Известно [14, с. 54], что справедливы неравенства
n1 + . . .+ nj 6 Nj, j = 1, . . . , p.
О п р е д е л е н и е 1.5 (см. [14, с. 53]). ФСР Φ(·) называется нормальной, если для нее
выполнены строгие равенства
n1 + . . .+ nj = Nj, j = 1, . . . , p.
О п р е д е л е н и е 1.6 (см. [14, с. 55]). Говорят, что ФСР Φ(·) обладает свойством





входящих в нее решений справедливо равенство
λ[y] = max
{
λ[xj] : cj 6= 0
}
.
Известно [14, с. 55], что ФСР Φ(·) нормальна тогда и только тогда, когда она обладает
свойством несжимаемости. Отсюда вытекают два важных следствия:
1) во всех нормальных ФСР системы (1.2) число nj решений с характеристическим по-
казателем Λj одно и то же (и совпадает с величиной Nj −Nj−1), j = 1, . . . , p;
2) всякая нормальная ФСР реализует весь спектр системы (1.2), т. е. множество чисел{
λ[xj] : j = 1, . . . , n
}
совпадает с ее спектром.
Итак, каждой линейной однородной дискретной системе (1.2) соответствует n чисел —
показателей Ляпунова нетривиальных решений, входящих в ее произвольную нормаль-
ную ФСР: λ1, λ2, . . . , λn. Это множество называется полным спектром показателей Ляпу-
нова системы (1.2) [14, с. 57]. В дальнейшем будем обозначать его
λ(A) =
(
λ1(A), . . . , λn(A)
)
,
считая при этом, что λ1(A) 6 . . . 6 λn(A). Таким образом, λ(A) ∈ Rn6.
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О п р е д е л е н и е 1.7. Преобразованием Ляпунова системы (1.2) называется линейное
преобразование вида
y(m) = L(m)x(m), (1.5)
где матрица L : N → Rn×n вполне ограничена. Матрица L(·) при этом называется матрицей
Ляпунова. Системы (1.2) и
y(m+ 1) = C(m)y(m), m ∈ N, y ∈ Rn, (1.6)
называются асимптотически эквивалентными (или приводимыми друг к другу), если су-
ществует связывающее их преобразование Ляпунова.
З а м е ч а н и е 1. Поскольку преобразование Ляпунова (1.5) переводит систему (1.2) в систему
y(m+ 1) = L(m+ 1)x(m+ 1) = L(m+ 1)A(m)x(m) =
= L(m+ 1)A(m)L−1(m)y(m),
(1.7)
то системы (1.2) и (1.6) асимптотически эквивалентны тогда и только тогда, когда найдется матрица
Ляпунова L(·), обеспечивающая выполнение тождества
C(m) = L(m+ 1)A(m)L−1(m), m ∈ N.
Отметим, что преобразование Ляпунова сохраняет свойство полной ограниченности матрицы систе-
мы, а также такие асимптотические (при m → +∞) характеристики системы, как полный спектр
показателей Ляпунова, свойство устойчивости и т. п. (см. [14]).
Имеет место следующее достаточное условие асимптотической эквивалентности си-
стем (1.2) и (1.6).





i∈N натуральных чисел, такая, что при всех i ∈ N выполнены равенства
XC (mi+1,mi) = XA (mi+1,mi)
и неравенстваmi+1−mi 6 c <∞, то системы (1.2) и (1.6) асимптотически эквивалентны.
Рассмотрим теперь линейную неоднородную систему с дискретным временем
x(m+ 1) = A(m)x(m) + f(m), m ∈ N, x ∈ Rn, f ∈ Rn.
Имеет место формула Коши для произвольного решения x(·) этой системы [14, с. 20]:
x(m) = XA(m,m0)x(m0) +
m−1∑
s=m0
XA(m, s+ 1)f(s), m > m0, (1.8)
при каждом m0 ∈ N.
§ 2. Аддитивные и мультипликативные возмущения. Устойчивость по-
казателей Ляпунова
Нас будет интересовать вопрос о поведении полного спектра показателей Ляпунова си-
стемы (1.2) под действием различных возмущений ее коэффициентов.
О п р е д е л е н и е 2.1 (см. [2, 60]). Пусть зафиксирован некоторый класс возмущений
матрицы коэффициентов A(·) системы (1.2). Спектральным множеством системы (1.2),
отвечающим заданному классу возмущений, будем называть совокупность полных спектров
показателей Ляпунова возмущенных систем, когда возмущения пробегают весь заданный
класс.
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y(m), m ∈ N, y ∈ Rn. (2.1)
Систему (2.1) будем называть аддитивно возмущенной по отношению к системе (1.2), а са-
ми возмущения Q(·) — аддитивными. Чтобы возмущенная система (2.1) обладала полным
спектром показателей Ляпунова, состоящим из n чисел, достаточно потребовать от адди-
тивного возмущения Q(·) полной ограниченности матрицы A(·) + Q(·). По этой причине
введем понятие допустимого аддитивного возмущения.
О п р е д е л е н и е 2.2 (см. [2, 60]). Аддитивное возмущение Q(·) будем называть допу-
стимым для системы (1.2), если матрица A(·) +Q(·) вполне ограничена на N.
Л е м м а 2.1 (см. [2]). Аддитивное возмущение Q(·) допустимо для системы (1.2)
в том и только том случае, когда существует такая вполне ограниченная матрица
R : N → Rn×n, что
Q(m) = A(m)R(m)− A(m), m ∈ N. (2.2)
Д о к а з а т е л ь с т в о. Н е о б х о д и м о с т ь. Пусть аддитивное возмущение Q(·) до-





, m ∈ N.
Тогда равенство (2.2) выполнено, а из полной ограниченности матриц A(·) и A(·) + Q(·)
вытекает полная ограниченность R(·).
Д о с т а т о ч н о с т ь. Пусть R(·) вполне ограничена. Определим матрицу Q(·) равен-
ством (2.2). Тогда
A(m) +Q(m) = A(m)R(m), m ∈ N, (2.3)
и полная ограниченность матрицы A(·) + Q(·) вытекает из полной ограниченности A(·)
и R(·). Лемма доказана. 
Равенство (2.3) позволяет записать возмущенную по отношению к (1.2) систему в виде
y(m+ 1) = A(m)R(m)y(m), m ∈ N, y ∈ Rn. (2.4)
Матрицу R(·) в этом случае называем мультипликативным возмущением матрицы систе-
мы (1.2), а саму систему (2.4) — мультипликативно возмущенной по отношению к систе-
ме (1.2). Если матрица A(·)R(·) вполне ограничена, то полный спектр показателей Ляпунова
возмущенной системы (2.4) состоит из n чисел. Так как по условию матрица A(·) вполне
ограничена, то приходим к следующему определению.
О п р е д е л е н и е 2.3 (см. [2, 60]). Мультипликативное возмущение R(·) будем назы-
вать допустимым, если матрица R(·) вполне ограничена на N.
З а м е ч а н и е 2. Отметим, что для всякой линейной однородной системы вида (1.2) множество
допустимых мультипликативных возмущений одно и то же, в то время как множество допустимых
аддитивных возмущений зависит от выбора матрицы A(·) системы (1.2).
Из леммы 2.1 и определений 2.2 и 2.3 вытекает следствие.
С л е д с т в и е 2.1 (см. [2]). Множество Q всех допустимо аддитивно возмущенных
систем вида (2.1) совпадает со множеством R всех допустимо мультипликативно возму-
щенных систем вида (2.4).
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Теперь рассмотрим подмножества множеств Q и R. Для произвольного δ > 0 обозначим
через Qδ множество всех допустимо аддитивно возмущенных систем вида (2.1), возмуще-




а через Rδ — множество всех допустимо мультипликативно возмущенных систем вида (2.4),
возмущения R(·) которых удовлетворяют неравенству
sup
m∈N
‖R(m)− E‖ < δ.
Л е м м а 2.2 (см. [2]). Для каждого δ > 0 справедливы включения Qδ ⊂ Ra0δ, Rδ ⊂ Qa0δ.
Д о к а з а т е л ь с т в о. Докажем сначала первое включение. Пусть допустимое адди-




Тогда система (2.1) с матрицей коэффициентов A(·) + Q(·) принадлежит множеству Qδ.
Положим
R(m) = E + A−1(m)Q(m), m ∈ N.
Тогда из леммы 2.1 следует, что R(·) — допустимое мультипликативное возмущение, причем
R(m)− E = A−1(m)Q(m), поэтому
sup
m∈N
‖R(m)− E‖ < a0δ.
Это означает, что система (2.4) с матрицей коэффициентов A(·)R(·) принадлежит множе-
ству Ra0δ. Но при всех m справедливы равенства
A(m)R(m) = A(m) +Q(m),
откуда вытекает доказываемое включение.
Теперь докажем второе включение. Пусть допустимое мультипликативное возмуще-
ние R(·) таково, что
sup
m∈N
‖R(m)− E‖ < δ.
Тогда система (2.4) с матрицей коэффициентов A(·)R(·) принадлежит множеству Rδ. Опре-










Это означает, что система (2.1) с матрицей коэффициентов A(·) + Q(·) принадлежит мно-
жеству Qa0δ. Но при всех m справедливы равенства
A(m)R(m) = A(m) +Q(m),
что и доказывает лемму. 
Для произвольного допустимого аддитивного возмущения Q(·) обозначим через
λ(A+Q) =
(




полный спектр показателей Ляпунова системы (2.1). Спектральное множество систе-
мы (1.2), отвечающее классу всевозможных допустимых для этой системы аддитивных воз-
мущений, будем обозначать λ(Q). Аналогично для произвольного δ > 0 положим λ(Qδ) —
спектральное множество системы (1.2), отвечающее классу допустимых аддитивных воз-






λ1(AR), . . . , λn(AR)
)
∈ Rn6
— полный спектр показателей Ляпунова системы (2.4) для произвольного допустимого
мультипликативного возмущения R(·). Спектральное множество системы (1.2), отвечаю-
щее классу всевозможных мультипликативных возмущений, обозначаем λ(R), а для про-
извольного δ > 0 положим λ(Rδ) — спектральное множество системы (1.2), отвечаю-
щее классу допустимых мультипликативных возмущений R(·), удовлетворяющих оценке
sup
m∈N
‖R(m)− E‖ < δ.
Тогда из следствия 2.1 и леммы 2.2 получаем такое утверждение.
С л е д с т в и е 2.2 (см. [2]). Множества λ(Q) и λ(R) совпадают. Для каждого δ > 0
имеют место включения λ(Qδ) ⊂ λ(Ra0δ), λ(Rδ) ⊂ λ(Qa0δ).
Обратимся теперь к вопросу о поведении полного спектра показателей Ляпунова систе-
мы (1.2) при различных возмущениях ее коэффициентов.
О п р е д е л е н и е 2.4. Показатели Ляпунова системы (1.2) называются устойчивыми,
если для каждого ε > 0 найдется такое δ > 0, что для всякой аддитивно возмущенной
системы вида (2.1) из множества Qδ выполнены неравенства
|λi(A)− λi(A+Q)| < ε, i = 1, . . . , n,









З а м е ч а н и е 3. Определение 2.4 представляет собой непосредственный перенос на линейные
системы с дискретным временем аналогичного определения для линейных систем с непрерывным
временем (см., например, [19, с. 72]).
Из леммы 2.2 вытекает, что определение 2.4 эквивалентно следующему определению.
О п р е д е л е н и е 2.5 (см. [2]). Показатели Ляпунова системы (1.2) называются устой-
чивыми, если для каждого ε > 0 найдется такое δ > 0, что для всякой мультипликативно
возмущенной системы вида (2.4) из множества Rδ выполнены неравенства
|λi(A)− λi(AR)| < ε, i = 1, . . . , n,









По аналогии с системами с непрерывным временем, введем понятия центральных по-
казателей системы (1.2). Эти показатели играют ключевую роль в поведении показателей
Ляпунова при возмущениях коэффициентов системы (1.2).
О п р е д е л е н и е 2.6 (см. [2]). Верхним центральным показателем (Винограда) систе-



























































Величины T и m здесь считаем пробегающими множество N натуральных чисел.
З а м е ч а н и е 4. Понятие верхнего центрального показателя для систем с непрерывным време-
нем было введено Р. Э. Виноградом [13], а понятие младшего центрального показателя — В. М. Мил-
лионщиковым [31].
Имеет место следующий критерий устойчивости полного спектра показателей Ляпуно-
ва.
Т е о р е м а 2.1 (В. М. Миллионщиков [32]; Б. Ф. Былов и Н. А. Изобов [11]). Показате-
ли Ляпунова системы (1.2) устойчивы тогда и только тогда, когда существует преобра-
зование Ляпунова (1.5), приводящее систему (1.2) к системе
y(m+ 1) = D(m)y(m), m ∈ N, y ∈ Rn, (2.5)
с блочно-диагональной матрицей D(m) = diag
(




1) для каждого j ∈ {1, . . . , p} матрица Dj(m) нижняя треугольная размерами nj × nj ;
2) имеют место равенства Ω(Dj) = ω(Dj) = Λj, j = 1, . . . , p;
3) блоки D1(·), . . . , Dp(·) интегрально отделены, то есть существуют такие α > 1













З а м е ч а н и е 5. Из свойства 2) теоремы 2.1 следует [11,32], что диагональные элементы dii(·)








ln |dii(l)| = Λj ;
запись i ∈ nj здесь и ниже означает, что i ∈ {n0 + . . .+ nj−1 + 1, . . . , n0 + . . .+ nj}, где n0 .= 0.
§ 3. Пример линейной дискретной системы с неустойчивыми показате-
лями Ляпунова
Эффект неустойчивости показателей Ляпунова при малых аддитивных возмущениях
матрицы коэффициентов линейной системы с непрерывным временем был установлен
О. Перроном в работе [59] (см. также [19, с. 23–24], [1, с. 194–195]). Ниже на основа-
нии примера Перрона системы с непрерывным временем и неустойчивыми показателями
Ляпунова сконструирован соответствующий пример системы с дискретным временем, при
этом возмущение матрицы коэффициентов системы (1.2) построено мультипликативным.
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П р и м е р 3.1 (см. [3]). Рассмотрим систему второго порядка





0 e(m+1) sin ln(m+1)−m sin lnm−2a
)
,
где параметр a принадлежит интервалу (0, 1).
Проверим, что матрица A(·) системы (3.1) вполне ограничена на N. С этой целью введем
в рассмотрение функции























2, t > 1, (3.2)
то для каждого m ∈ N выполнены неравенства























откуда вытекает полная ограниченность матрицы A(·).
Рассмотрим решения x1(·) и x2(·) системы (3.1), удовлетворяющие начальным условиям
xj(1) = ej, j = 1, 2.
Тогда при всех m > 1
























































sin lnm рассмотрим последовательности
tk = e




sin lnm > lim
k→∞























= cos ln 1 = 1.
Таким образом, lim
m→∞
sin lnm = 1, и λ[x2] = 1− 2a.
Из условия a < 1 вытекает, что λ[x1] < λ[x2], поэтому полный спектр показателей
Ляпунова системы (3.1) состоит из чисел
λ1(A) = λ[x
1] = −a, λ2(A) = λ[x2] = 1− 2a.
Зафиксируем произвольное γ > 0 и рассмотрим мультипликативное возмущение












Докажем, что оно является допустимым. Из оценки (3.2) получаем, что для всех m ∈ N
и τ̂ ∈ [m,m+ 1], в силу теоремы Лагранжа, выполнено неравенство
|f(m)− f(τ̂)| = |m sin lnm− τ̂ sin ln τ̂ | 6 max
t∈[m,m+1]
|f ′(t)| · |m− τ̂ | 6
√
2.






В силу теоремы о среднем для определенного интеграла найдется τ̂ ∈ [m,m+ 1] такое, что
∫ m+1
m









= em sin lnm−τ̂ sin ln τ̂ = ef(m)−f(τ̂) 6 e|f(m)−f(τ̂)| 6 e
√
2.
Из неравенства, связывающего спектральную и максимальную столбцовую норму матри-



































, m ∈ N.
Непосредственной проверкой убеждаемся, что ‖R−1(m)‖ = ‖R(m)‖. Следовательно, вы-














2, m ∈ N.
Заметим, что если γ < δea−
√
2, то ‖R(·)− E‖∞ < δ, то есть R(·) ∈ Rδ.
Рассмотрим допустимо мультипликативную возмущенную по отношению к (3.1) систе-
му
y(m+ 1) = A(m)R(m)y(m), m ∈ N, y ∈ R2. (3.5)















Пусть XAR(m, s) — матрица Коши системы (3.5). Тогда для каждого решения y(·) этой
системы и произвольного m ∈ N



























































Следовательно, решения системы (3.5) с начальными условиями































Заметим, что y2(m) ≡ x2(m), поэтому
λ[y2] = λ[x2] = 1− 2a.












= [tk] + 1, k ∈ N.
Тогда
ϕ(tk) = e
−tk sin ln tk = e−tk .
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Отметим, что ϕ(τ) > 0 при всех τ > 1 и [tke
−π, tke





















−2π/3] = [e(2k−1/2)π, e(2k−1/6)π].
Так как
ϕ′(t) = −e−t sin ln t(sin ln t+ cos ln t) = −
√
2e−t sin ln t sin(ln t+ π/4), (3.6)
то отрезок Jk содержит единственную критическую точку e
(2k−1/4)π функции ϕ(·), в которой
производная функции меняет знак с «+» на «−». Следовательно, минимальное значение
функции достигается на одном из концов отрезка Jk. Сравнивая значения функции ϕ(·)
на концах отрезка, получаем, что это минимальное значение достигается в левом конце
τk
.
= e(2k−1/2)π, при этом
min
t∈Jk



























































λ[y1] > λ[y12] > lim
k→∞



















= 1− 2a+ e−π.
Следовательно, полный спектр показателей Ляпунова λ(AR) возмущенной системы (3.5)
состоит из чисел
λ1(AR) = λ[y
2] = 1− 2a, λ2(AR) = λ[y1] > 1− 2a+ e−π,
а спектр λ(A) невозмущенной системы (3.1) — из чисел
λ1(A) = λ[x
1] = −a, λ2(A) = λ[x2] = 1− 2a.
Возьмем ε = (1− a)/2 > 0. Для любого δ > 0 найдется допустимое мультипликативное
возмущение R(·) ∈ Rδ вида (3.4), где γ < δea−
√
2, такое, что
|λ1(AR)− λ1(A)| = λ1(AR)− λ1(A) = 1− 2a+ a = 1− a > ε.




. Это означает, что показатели Ляпунова системы (3.1)
неустойчивы.
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§ 4. Интегральная разделенность линейной системы с дискретным вре-
менем
В этом параграфе будем рассматривать свободную линейную систему (1.2). Как и преж-
де, через λ(A) =
(
λ1(A), . . . , λn(A)
)
∈ Rn6 будем обозначать полный спектр показателей
Ляпунова этой системы.
З а м е ч а н и е 6. Рассмотрим диагональную систему
y(m+ 1) = diag
(
c1(m), . . . , cn(m)
)
y(m), m ∈ N, y ∈ Rn, (4.1)
с вполне ограниченной матрицей C(·) = diag
(
c1(·), . . . , cn(·)
)
. Обозначим через Y (m, s) матрицу
Коши системы (4.1). Тогда при всех m > 1












то есть Y (m, 1) =
[






ci(l), i = 1, . . . , n. (4.2)
Матрица Y (m, 1) является фундаментальной матрицей системы (4.1). Используя понятие несжи-
маемости (определение 1.6), нетрудно проверить, что соответствующая фундаментальная система
решений
{
y1(·), . . . , yn(·)
}
нормальна.
Также будем рассматривать преобразование Ляпунова системы (1.2), но не в виде (1.5),
а в виде
x(m) = L(m)y(m), (4.3)
где матрица L : N → Rn×n вполне ограничена.
З а м е ч а н и е 7. Применяя преобразование (4.3) к системе (1.2), получим систему
y(m+ 1) = L−1(m+ 1)x(m+ 1) = L−1(m+ 1)A(m)x(m) =
= L−1(m+ 1)A(m)L(m)y(m).
Таким образом, преобразование (4.3) переводит (1.2) в систему (1.6), где
C(m) = L−1(m+ 1)A(m)L(m).
Введем понятие интегральной разделенности систем с дискретным временем.
О п р е д е л е н и е 4.1 (см. [4]). Система (1.2) называется системой с интегральной
разделенностью, если она имеет фундаментальную систему решений x1(·), . . . , xn(·) такую,






З а м е ч а н и е 8. Определение 4.1 для систем с непрерывным временем было дано Б. Ф. Бы-
ловым в [9].
Приведем (с доказательствами) два свойства интегрально разделенных систем, анало-
гичные свойствам интегрально разделенных систем с непрерывным временем (см., напри-
мер, [1]).
Л е м м а 4.1. Если (1.2) — система с интегральной разделенностью, то ее полный
спектр показателей Ляпунова состоит из n различных чисел.
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Д о к а з а т е л ь с т в о. Рассмотрим фундаментальную систему решений x1(·), . . . , xn(·)
системы (1.2), для которой выполнены неравенства (4.4). Полагая в этих неравенствах
















ln ‖xi+1(m)‖ − ln ‖xi(m)‖
)
> ln a.







































ln ‖xi(m)‖ = λ[xi+1]− λ[xi],
поэтому λ[xi+1]−λ[xi] > ln a > 0 при всех i ∈ {1, . . . , n−1}. Это означает, что n различных
чисел λ[x1], . . . , λ[xn] образуют полный спектр системы (1.2). Лемма доказана. 
С л е д с т в и е 4.1. ФСР системы (1.2), для которой выполнены неравенства (4.4), нор-
мальна.
Л е м м а 4.2. Интегральная разделенность инвариантна относительно ляпуновских
преобразований.
Д о к а з а т е л ь с т в о. Пусть интегрально разделенная система (1.2) ляпуновским пре-
образованием (4.3) приводится к системе (1.6). Покажем, что эта система также интегрально
разделена. Рассмотрим ее фундаментальную систему решений
Y (·) =
{
L−1(·)x1(·), L−1(·)x2(·), . . . , L−1(·)xn(·)
}
,
где x1(·), . . . , xn(·) — та фундаментальная система решений системы (1.2), для которой спра-
ведливы неравенства (4.4). Пусть постоянная ℓ > 1 такова, что ‖L(m)‖ 6 ℓ, ‖L−1(m)‖ 6 ℓ
при всех натуральных m. Тогда
‖L−1(m)x(m)‖ 6 ‖L−1(m)‖ ‖x(m)‖ 6 ℓ‖x(m)‖
и


























О п р е д е л е н и е 4.2. Функция c2 : N → R называется интегрально отделенной от







Совокупность функций c1, . . . , cn : N → R называется интегрально разделенной, если суще-
ствует перестановка (i1, . . . , in) индексов (1, . . . , n) такая, что для каждого j ∈ {1, . . . , n−1}
функция cij+1(·) интегрально отделена от функции cij(·).
Л е м м а 4.3 (см. [4]). Если диагональ c1(·), . . . , cn(·) системы (4.1) интегрально разде-
лена, то эта система интегрально разделена.






при некоторых γ > 0, a > 1 и всех натуральных m > s и j 6 n − 1. Рассмотрим фунда-
ментальную систему решений Ψ(·) =
{
yi1(·), . . . , yin(·)
}
, где yi(·) определены равенства-











при всех натуральных m > s и j 6 n − 1. Это означает, что система (4.1) интегрально
разделена. Лемма доказана. 
Рассмотрим теперь вопрос о приведении системы (1.2) к диагональному виду.
Т е о р е м а 4.1 (см. [4]). Система (1.2) приводима к системе (4.1) с вполне ограничен-
ной диагональной матрицей C(·) = diag
(
c1(·), . . . , cn(·)
)




x1(·), . . . , xn(·)
]
такую, что при некотором ρ > 0 и всех натуральных m выполнено неравенство




Д о к а з а т е л ь с т в о. Н е о б х о д и м о с т ь. Пусть система (1.2) приводится к диа-





















Это фундаментальная матрица системы (1.2). Пусть
L(m) =
[
























Так как матрица L(·) вполне ограничена на N, то при некотором ℓ > 1 и всех m ∈ N
выполнены неравенства ‖L(m)‖ 6 ℓ, ‖L−1(m)‖ 6 ℓ, поэтому














и неравенство (4.6) выполнено.
Д о с т а т о ч н о с т ь. Пусть Φ(m) =
[
x1(m), . . . , xn(m)
]
— фундаментальная матрица,
для которой выполнено условие (4.6). Положим
lj(m) =
xj(m)
‖xj(m)‖ , j = 1, . . . , n, m ∈ N,
и построим матрицу L(m) =
[
l1(m), . . . , ln(m)
]





‖x1(m)‖, . . . , ‖xn(m)‖
)
справедливо равенство
Φ(m) = L(m)D(m), m ∈ N. (4.7)























К системе (1.2) применим преобразование Ляпунова (4.3) с построенной матрицей L(·). Это
преобразование переводит систему (1.2) в систему (1.6), которая имеет фундаментальную
матрицу Ψ(m) = L−1(m)Φ(m), то есть выполнено равенство Φ(m) = L(m)Ψ(m). Сравни-
вая его с (4.7), получаем тождество
Ψ(m) = D(m), m ∈ N.
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Так как фундаментальная матрица линейной однородной системы обращает в тождество
эту систему, получаем Ψ(m+ 1) = C(m)Ψ(m), откуда
C(m) = Ψ(m+ 1)Ψ−1(m) = D(m+ 1)D−1(m) = diag
(‖x1(m+ 1)‖





то есть C(m) — диагональная матрица. Полная ограниченность C(·) вытекает из замеча-
ния 1. Теорема доказана. 
Для произвольной фундаментальной системы решений
Φ(·) =
{
x1(·), . . . , xn(·)
}
системы (1.2) обозначим через Li(m) линейное подпространство пространства Rn, натя-
нутое на векторы x1(m), . . . , xi(m), и через βi(m) ∈ (0, π/2] — угол между Li(m) и векто-
ром xi+1(m) (т. е. угол между вектором xi+1(m) и его проекцией на Li(m)), i ∈ {1, . . . , n−1},
m ∈ N. В случае необходимости ниже будем подчеркивать зависимость подпространств
и углов от выбора Φ(·) следующим образом: Li(m) = Li(m; Φ), βi(m) = βi(m; Φ).
С л е д с т в и е 4.2 (см. [4]). Система (1.2) приводима к системе (4.1) с вполне ограни-
ченной диагональной матрицей C(·) = diag
(
c1(·), . . . , cn(·)
)
тогда и только тогда, когда
она имеет фундаментальную матрицу
Φ(·) = [x1(·), . . . , xn(·)],




βi(m) > β. (4.8)
Д о к а з а т е л ь с т в о. Известно (см., например, [12, формула (3)]), что
| detΦ(m)| = ‖x1(m)‖ . . . ‖xn(m)‖ sin β1(m) . . . sin βn−1(m), (4.9)
поэтому условие (4.6) эквивалентно неравенству
sin β1(m) . . . sin βn−1(m) > ρ, m ∈ N. (4.10)
Если это неравенство выполнено, то при всех i ∈ {1, . . . , n− 1}





то есть оценка (4.8) справедлива для β = ρ.













, m ∈ N,




. Следствие доказано. 
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Л е м м а 4.4 (см. [4]). Пусть Φ(·) =
{
x1(·), . . . , xn(·)
}
— ФСР системы (1.2), такая,






и (4.8). Тогда существует такое Cj > 0, что для каждого нетривиального решения





Д о к а з а т е л ь с т в о. Пусть z(·) ∈ Lj(·) — произвольное нетривиальное решение. За-
фиксируем произвольный начальный момент времени s ∈ N. Пронормируем x1(·), . . . , xj(·)
так, чтобы ‖xl(s)‖ = 1 при всех l ∈ {1, . . . , j}, то есть вместо x1(·), . . . , xj(·) рассмотрим
x̃1(·), . . . , x̃j(·), где
x̃l(·) .= x
l(·)
‖xl(s)‖ , l = 1, . . . , j.
Отметим, что x̃1(m), . . . , x̃j(m) образуют базис линейного подпространства Lj(m), и нор-
мировка решений не влияет на углы βi(·). Тогда для решения






l(m), m ∈ N,






все векторы по норме равны 1, при этом для всех 1 6 l < j справедливы неравен-
ства βl(s) > β. Отсюда следует [9, лемма 1], что найдется такая не зависящая от выбора
z(·) ∈ Lj(·) и s ∈ N величина C > 0, что |cl| 6 C. Следовательно, для каждых z(·) ∈ Lj(·)
и m > s ∈ N
‖z(m)‖



















‖xl+1(s)‖ 6 . . .





Продолжая оценку (4.13), получим
‖z(m)‖











Таким образом, существует такое Cj > 0, что при всех z(·) ∈ Lj(·) и m > s ∈ N имеет
место неравенство (4.12). Лемма доказана. 
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Т е о р е м а 4.2 (см. [4]). Система (1.2) интегрально разделена тогда и только тогда,
когда она приводима к интегрально разделенной диагональной системе (4.1).
Д о к а з а т е л ь с т в о. Д о с т а т о ч н о с т ь вытекает непосредственно из леммы 4.2.
Н е о б х о д и м о с т ь. Пусть Φ(·) =
{
x1(·), . . . , xn(·)
}
— фундаментальная система ре-
шений системы (1.2), для которой выполнены условия (4.11). Докажем, что для углов
βi(m) = βi(m; Φ) справедливы условия (4.8).
Предположим, что это не так, и пусть i ∈ {1, . . . , n − 1} — наименьший номер, для ко-




















Без ограничения общности можно считать, что ‖zk(mk)‖ = ‖xi+1(mk)‖ = 1. Тогда








‖zk(mk)− xi+1(mk)‖ = 0.
Для любого фиксированного M ∈ N имеем оценки
‖zk(mk +M)− xi+1(mk +M)‖ = ‖X(mk +M,mk)zk(mk)−X(mk +M,mk)xi+1(mk)‖ 6
6 ‖X(mk +M,mk)‖ ‖zk(mk)− xi+1(mk)‖ 6
mk+M−1∏
l=mk
‖A(l)‖ · ‖zk(mk)− xi+1(mk)‖ 6
6 aM0 ‖zk(mk)− xi+1(mk)‖,
следовательно, для каждого фиксированного M ∈ N
lim
k→∞
‖zk(mk +M)− xi+1(mk +M)‖ = 0. (4.14)
С другой стороны, в силу нашего предположения о минимальности номера i, для кото-









‖zk(mk +M)− xi+1(mk +M)‖ > ‖xi+1(mk +M)‖ − ‖zk(mk +M)‖ >


























Так как a > 1, а Ci не зависит от M , то при достаточно больших M ∈ N величина в правой
части последнего неравенства строго положительна и не зависит от k, что противоречит
равенству (4.14).
Из следствия 4.2 получаем, что система (1.2) приводима к диагональной системе (4.1).
Интегральная разделенность этой системы вытекает из леммы 4.2. Теорема доказана. 
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§ 5. Некоторые свойства интегрально разделенных систем
Т е о р е м а 5.1 (см. [4]). Если (1.2) — система с интегральной разделенностью, то для
всякой нормальной ФСР Ψ(·) =
{
y1(·), . . . , yn(·)
}
этой системы, упорядоченной по возрас-
танию показателей, найдутся такие γ1 > 0 и a > 1, что при всех натуральных m > s





Д о к а з а т е л ь с т в о. Пусть Φ(·) =
{
x1(·), . . . , xn(·)
}
— фундаментальная система ре-
шений системы (1.2), для которой выполнены условия определения 4.1. Тогда Φ(·) нормаль-





k(·) имеет место равенство λ[y] = max
ck 6=0
λ[xk].
Зафиксируем произвольное s ∈ N. Вместо фундаментальных систем Φ(·) и Ψ(·) бу-
дем рассматривать фундаментальные системы Φ̃(·) и Ψ̃(·), состоящие из решений x̃j(·) =
= xj(·)/‖xj(s)‖ и ỹj(·) = yj(·)/‖yj(s)‖ соответственно, то есть пронормируем все решения





k(·), j = 1, . . . , n,
где cjj 6= 0. Точно так же, как в доказательстве леммы 4.4, из [9, лемма 1] получаем суще-
ствование такого C > 0, что |cjk| 6 C при всех j ∈ {1, . . . , n} и k ∈ {1, . . . , j}.
Докажем для каждого j ∈ {1, . . . , n} существование такого Bj > 0, что для всех нату-
ральных m > s
‖ỹj(m)‖ > Bj‖x̃j(m)‖. (5.1)
Действительно, если j = 1 или если c1j = . . . = c
j
j−1 = 0 при j > 1, то из условия







поэтому неравенство (5.1) выполнено при Bj = 1.
Пусть теперь j > 1 и не все коэффициенты cj1, . . . , c
j






Тогда zj(·) ∈ Lj−1(·; Φ̃), причем zj(·) — нетривиальное решение. Так как нормировка реше-





то из доказательства необходимости теоремы 4.2 получаем, что для всех углов βi(·) =
= βi(·; Φ̃) справедливы неравенства
inf
m∈N
βi(m) > β, (5.2)
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k(m) = zj(m) + cjjx̃
j(m)
получаем оценку















‖x̃j(m)‖ : m = s, s+ 1, . . . , s+M − 1
}
.








. Тогда неравенство (5.1) имеет место при всех нату-
ральных m > s.





‖xi(s)‖ , i = 1, . . . , n− 1.
Используя это неравенство и оценку (5.1), получим, что при всех натуральных m > s
и i 6 n− 1
‖yi+1(m)‖
‖yi+1(s)‖ = ‖ỹ














С л е д с т в и е 5.1 (см. [4]). Для всякой нормальной фундаментальной системы реше-
ний Φ(·) системы с интегральной разделенностью (1.2) для углов βi(·) = βi(·; Φ) имеют
место неравенства (5.2) при некотором β ∈ (0, π/2] и всех натуральных i 6 n− 1.
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Д о к а з а т е л ь с т в о. По ФСР Φ(·) построим новую ФСР Ψ(·), упорядочив входящие
в Φ(·) решения по возрастанию показателей Ляпунова. Из теоремы 5.1 и из доказатель-
ства необходимости теоремы 4.2 следует, что для углов βi(·; Ψ) имеют место неравенства
βi(m; Ψ) > β̂ при некотором β̂ > 0 и всех m ∈ N и i ∈ {1, . . . , n − 1}. Но для фундамен-
тальных матриц Φ(·) и Ψ(·) справедливо равенство | detΦ(m)| = | detΨ(m)|, из которого,
пользуясь формулой (4.9), получаем
n−1∏
j=1
sin βj(m; Φ) =
n−1∏
j=1
sin βj(m; Ψ) > sin
n−1 β̂, m ∈ N.
Отсюда вытекает, что для углов βi(·) = βi(·; Φ) имеют место неравенства (5.2) при некото-
ром β ∈ (0, π/2] и всех натуральных i 6 n− 1. Следствие доказано. 
С л е д с т в и е 5.2 (см. [4]). Диагональная система (4.1) интегрально разделена тогда
и только тогда, когда ее диагональ интегрально разделена.
Д о к а з а т е л ь с т в о. Д о с т а т о ч н о с т ь установлена в лемме 4.3.
Н е о б х о д и м о с т ь. Пусть система (4.1) интегрально разделена. Рассмотрим ее фун-
даментальную систему решений Ψ(·) =
{
y1(·), . . . , yn(·)
}
, где yi(·) определены равенства-
ми (4.2). Тогда, в силу замечания 6, Ψ(·) нормальна. Пусть (i1, . . . , in) — такая перестановка
индексов (1, . . . , n), что
λ[yij+1 ] > λ[yij ], j = 1, . . . , n− 1.
Тогда из теоремы 5.1 получаем, что при некоторых γ > 0, a > 1 и всех натуральных m > s
























Это означает, что диагональ системы (4.1) интегрально разделена. Следствие доказано. 
С л е д с т в и е 5.3 (см. [4]). Система (1.2) интегрально разделена тогда и только то-
гда, когда она приводима к диагональной системе (4.1) с интегрально разделенной диаго-
налью.
Д о к а з а т е л ь с т в о вытекает непосредственно из теоремы 4.2 и следствия 5.2. 
О п р е д е л е н и е 5.1 (см. [14, с. 64]). Сопряженной системой к линейной однородной
системе (1.2) называется система
ψ(m+ 1) = ψ(m)A−1(m), ψ∗ ∈ Rn. (5.3)
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Т е о р е м а 5.2 (см. [4]). Если (1.2) — система с интегральной разделенностью, то
сопряженная система (5.3) также является системой с интегральной разделенностью.
Д о к а з а т е л ь с т в о. Пусть ляпуновское преобразование (4.3) приводит систему (1.2)
к диагональному виду (4.1) с интегрально отделенными функциями ci(·), ci+1(·), i = 1, . . .,
n− 1. Тогда, в силу замечания 7, выполнено равенство
A(m) = L(m+ 1)C(m)L−1(m),
поэтому
L(m+ 1) = A(m)L(m)C−1(m).
Применим ляпуновское преобразование η(m) = ψ(m)L(m) к системе (4.1), получим
η(m+ 1) = ψ(m+ 1)L(m+ 1) = ψ(m)A−1(m)A(m)L(m)C−1(m) =
= ψ(m)L(m)C−1(m) = η(m)C−1(m).
Таким образом, преобразование η(m) = ψ(m)L(m) приводит систему (5.3) к диагональной
системе
η(m+ 1) = η(m)H(m), η∗ ∈ Rn, (5.4)
где







, i = 1, . . . , n.






















т. е. функция hi(·) при каждом i ∈ {1, . . . , n− 1} интегрально отделена от функции hi+1(·).
Это означает, что система (5.4) интегрально разделена, а потому и (5.3) интегрально разде-
лена. Теорема доказана. 
Для доказательства завершающей теоремы параграфа нам понадобится еще одна лемма.
Аналогичное утверждение для функций непрерывного аргумента приведено в [1, c. 51–52].
Л е м м а 5.1 (см. [4]). Пусть функция f : N → R вполне ограничена, то есть существу-
ет такое M > 1, что sup
m∈N
|f(m)| 6M , sup
m∈N
|f(m)|−1 6M . Тогда для каждого фиксирован-































Заметим, что при всех m ∈ N
ln |f(m)| 6 lnM, − ln |f(m)| = ln |f(m)|−1 6 lnM,
поэтому
∣∣ln |f(m)|




















Без ограничения общности можно считать, что kj > 1. Так как
mj ∈
[
kjT, (kj + 1)T
)
,



















































ln |f(l)| − T lnM
kjT
.



































что и требовалось доказать. Лемма доказана. 
Т е о р е м а 5.3 (см. [4]). Система (1.2) интегрально разделена тогда и только тогда,
когда ее полный спектр показателей Ляпунова устойчив и состоит из n различных чисел.
Д о к а з а т е л ь с т в о. Н е о б х о д и м о с т ь. Из леммы 4.1 получаем, что спектр по-
казателей Ляпунова системы (1.2) состоит из n различных чисел Λ1(A) < . . . < Λn(A),
и кратность каждого показателя равна 1. Итак, в рассматриваемом случае p = n и ni = 1
при всех i ∈ {1, . . . , n}. Из следствия 5.3 вытекает существование преобразования Ляпуно-
ва (4.3), приводящего систему (1.2) к диагональному виду (4.1) с интегрально разделенной
диагональю c1(·), . . . , cn(·). Полагая Dj(m) = cj(m) ∈ R1×1, получим, что свойство 1 теоре-
мы 2.1 выполнено.
Далее, в силу замечания 6, нормальной фундаментальной системой решений систе-
мы (4.1) является Φ(·) =
{
y1(·), . . . , yn(·)
}
, где yi(·) определяются равенствами (4.2). Без
ограничения общности можно считать, что Λi(A) = λ[y
i], i = 1, . . . , n. Тогда
Λi(A) = lim
m→∞


























































последнее равенство здесь вытекает из леммы 5.1. Следовательно, Ω(Dj) = Λj(A) при













































ln |cj(l)| = Λj(A).
Таким образом, свойство 2 теоремы 2.1 также выполнено.
Наконец, в силу интегральной разделенности функций c1(·), . . . , cn(·) при некоторых



















Это означает, что и свойство 3 теоремы 2.1 выполнено. Следовательно, полный спектр
показателей Ляпунова системы (1.2) устойчив.
Д о с т а т о ч н о с т ь. Пусть полный спектр показателей Ляпунова системы (1.2) состо-
ит из n различных чисел и устойчив. Тогда p = n, и из свойства 1 теоремы 2.1 полу-
чаем, что система (1.2) некоторым преобразованием Ляпунова (4.3) приводима к блочно-
диагональному виду (2.5), где
D(m) = diag
(




c1(m), . . . , cn(m)
)
с одномерными блоками Dj(·) = cj(·), то есть система (1.2) приводима к диагональному
виду (4.1). Из свойства 3 теоремы 2.1 следует, что при некоторых a > 1, γ > 0 и всех



















Это означает, что диагональ системы (4.1) интегрально разделена. Таким образом, преоб-
разование (4.3) приводит систему (1.2) к диагональной системе с интегрально разделенной
диагональю. Из следствия 5.3 получаем, что система (1.2) интегрально разделена. Теорема
доказана. 
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ГЛАВА II. Достаточные условия пропорциональной локальной управ-
ляемости показателей Ляпунова
В этой главе рассматривается локальная задача о назначении полного спектра показа-
телей Ляпунова для линейных систем с дискретным временем. В § 6 вводятся различные
определения управляемости полного спектра показателей Ляпунова, в том числе ключе-
вое определение работы — пропорциональная локальная управляемость полного спектра





x(m), m ∈ N, x ∈ Rn, (II.1)
обладает свойством пропорциональной локальной управляемости спектра, то выбором под-
ходящей матрицы U(·) мы можем установить полный спектр показателей Ляпунова замкну-
той системы (II.1) в произвольную позицию в некоторой окрестности спектра Ляпунова
свободной системы
x(m+ 1) = A(m)x(m), m ∈ N, x ∈ Rn, (II.2)
при этом норма матрицы U(·) ограничена сверху расстоянием между этими двумя спек-
трами с некоторым постоянным множителем, не зависящим от выбора целевой позиции
спектра.
В последующих параграфах главы получены достаточные условия пропорциональной
локальной управляемости полного спектра. Одним из этих условий является равномерная
полная управляемость системы
x(m+ 1) = A(m)x(m) + B(m)u(m), m ∈ N, x ∈ Rn, u ∈ Rk. (II.3)
Это свойство исследуется в § 7.
В § 8 введено понятие пропорциональной глобальной управляемости полного спектра
показателей Ляпунова мультипликативно возмущенной системы. Доказано, что в случае
устойчивости показателей невозмущенной системы мультипликативно возмущенная систе-
ма обладает этим свойством. На основе полученных результатов получено описание спек-
трального множества линейной системы с устойчивыми показателями.
В последнем параграфе второй главы на основе результатов предыдущих двух пара-
графов получены достаточные условия пропорциональной локальной управляемости пол-
ного спектра показателей Ляпунова системы (II.1) — равномерная полная управляемость
системы (II.3) и устойчивость полного спектра показателей Ляпунова системы (II.2) (тео-
рема 9.2). В заключение параграфа построен пример 9.1, показывающий, что найденные
условия не являются необходимыми.
§ 6. Управляемость показателей Ляпунова
Рассмотрим линейную управляемую систему с дискретным временем
x(m+ 1) = A(m)x(m) + B(m)u(m), (6.1)
где аргумент m пробегает множество N натуральных чисел; неизвестная функция x при-
нимает значения в Rn; коэффициент A(m) при каждом m принадлежит пространству Rn×n
и коэффициент B(m) при каждом m принадлежит пространству Rn×k; управление u прини-
мает значения в Rk. Всюду ниже будем предполагать, что функция A(·) вполне ограничена,
а матрица B(·) ограничена на N, при этом
‖A‖∞ 6 a0, ‖A−1‖∞ 6 a0, ‖B‖∞ 6 a0.
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Из (1.3) следует, что a0 > 1.
Управление u(·) в системе (6.1) выберем в виде линейной обратной связи u(m) =





x(m), m ∈ N, x ∈ Rn. (6.2)
Будем называть U(·) матричным управлением для системы (6.2). Поскольку мы будем ре-
шать задачу об управлении спектром показателей Ляпунова, то естественным образом при-
ходим к следующему определению.
О п р е д е л е н и е 6.1 (см. [44]). Матричное управление U : N → Rk×n называется до-
пустимым для системы (6.2), если матрица A(·) + B(·)U(·) вполне ограничена на N.
Пусть U(·) — допустимое для системы (6.1) матричное управление. Тогда для за-
мкнутой системы (6.2) определен полный спектр показателей Ляпунова λ(A + BU) =
=
(
λ1(A+ BU), . . . , λn(A+BU)
)
∈ Rn6.
О п р е д е л е н и е 6.2 (см. [42, 44]). Полный спектр показателей Ляпунова систе-
мы (6.2) называется:
• глобально управляемым, если для любого набора µ ∈ Rn6 найдется допустимое для
системы (6.1) матричное управление U(·), обеспечивающее выполнение равенства
λ(A+ BU) = µ; (6.3)
• пропорционально глобально управляемым, если для каждого ∆ > 0 найдется такое
ℓ = ℓ(∆) > 0, что для любого набора µ =
(







стимое для системы (6.1) матричное управление U(·), обеспечивающее выполнение
равенства (6.3) и удовлетворяющее оценке
‖U‖∞ 6 ℓ max
j=1,...,n
|λj(A)− µj|; (6.4)
• локально управляемым, если для каждого ε > 0 существует такое δ > 0, что для лю-




найдется допустимое для системы (6.1) матричное управ-
ление U(·), обеспечивающее выполнение равенства (6.3) и удовлетворяющее оценке
‖U‖∞ 6 ε;
• пропорционально локально управляемым, если найдутся такие δ > 0 и ℓ > 0, что
для каждого набора µ =
(






существует допустимое для си-
стемы (6.1) матричное управление U(·), гарантирующее выполнение равенства (6.3)
и удовлетворяющее оценке (6.4).
Очевидно, что из пропорциональной локальной управляемости полного спектра систе-
мы (6.2) следует его локальная управляемость; из пропорциональной глобальной управ-
ляемости следует глобальная управляемость; наконец, из пропорциональной глобальной
управляемости следует пропорциональная локальная управляемость (и локальная управля-
емость).
Достаточные условия глобальной управляемости полного спектра показателей Ляпу-
нова были получены в работе [42]. Заметим, что предложенный в этой работе алгоритм
построения матричного управления U(·) не обеспечивает малости нормы этого управле-
ния, даже если требуемое смещение спектра показателей Ляпунова относительно спектра
свободной системы (1.2) мало́. На первом шаге построения управления производится сме-
щение спектра в точку (0, . . . , 0) ∈ Rn6, а на втором шаге — в целевую точку µ. Понятно, что
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если спектр свободной системы λ(A) далек от начала координат, а целевая точка µ близка
к λ(A), то матричное управление U(·) не может быть малым по норме. По этой причине
возникает вполне естественный вопрос: можно ли обеспечить малость управления U(·),
если требуется всего лишь «слегка пошевелить» спектр показателей Ляпунова?
Ответу на этот вопрос посвящена работа. В частности, во второй главе показано, что до-
статочными условиями пропорциональной локальной управляемости полного спектра по-
казателей Ляпунова замкнутой системы (6.2) является равномерная полная управляемость
системы (6.1) и устойчивость показателей Ляпунова свободной системы (1.2). В третьей
главе решается вопрос о необходимости этих условий.
Докажем здесь одно утверждение о свойстве пропорциональной локальной управляемо-
сти полного спектра показателей Ляпунова.
Рассмотрим систему (6.2) и подействуем на нее произвольным преобразованием Ляпу-
нова (1.5), в итоге получим систему
















C(m) = L(m+ 1)A(m)L−1(m), G(m) = L(m+ 1)B(m), (6.5)






y(m), m ∈ N. (6.6)
Л е м м а 6.1 (см. [7]). Свойство пропорциональной локальной управляемости полно-
го спектра показателей Ляпунова инвариантно относительно преобразований Ляпунова,
т. е. системы (6.2) и (6.6) обладают этим свойством одновременно.
Д о к а з а т е л ь с т в о. Пусть система (6.2) обладает свойством пропорциональной ло-
кальной управляемости полного спектра показателей Ляпунова. В соответствии с этим




и построим матричное управление U(·), гарантирующее выполнение равенства (6.3) и удо-
влетворяющее оценке (6.4). Возьмем произвольную матрицу Ляпунова L(·), и пусть l =
= sup
m∈N
‖L−1(m)‖. Положим V (m) = U(m)L−1(m). Так как преобразование Ляпунова сохра-
няет полный спектр показателей Ляпунова, то λ(A) = λ(C) и
λ(C +GV ) = λ(C +GUL−1) = λ(A+ BU) = µ.
Кроме того,
‖V ‖∞ 6 l‖U‖∞ 6 lℓ max
j=1,...,n
|λj(A)− µj| = lℓ max
j=1,...,n
|λj(C)− µj|.
Это означает, что полный спектр показателей Ляпунова системы (6.6) пропорционально
локально управляем. Точно так же доказывается, что наличие этого свойства у системы (6.6)
влечет его для системы (6.2). Лемма доказана. 
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§ 7. Равномерная полная управляемость систем с дискретным време-
нем
Основным объектом исследования этого параграфа является линейная управляемая си-
стема с дискретным временем (6.1).





XA(m0, j + 1)B(j)B
∗(j)X∗A(m0, j + 1),
где m > m0 — произвольные натуральные числа.
О п р е д е л е н и е 7.1 (см. [53]). Система (6.1) называется равномерно вполне управля-
емой, если найдутся такие K ∈ N и γ > 0, что
ξ∗W (m0,m0 +K)ξ > γ‖ξ‖2
для каждых m0 ∈ N и ξ ∈ Rn. Если K задано, то мы говорим, что система K-равномерно
вполне управляема.
З а м е ч а н и е 9. Понятие равномерной полной управляемости линейных систем с непрерыв-
ным временем было введено Р. Калманом в [55].
Приведем три утверждения (лемма 7.1, теоремы 7.1 и 7.2) о равномерной полной управ-
ляемости, необходимые для дальнейших исследований. Их доказательства практически до-
словно повторяют доказательства соответствующих утверждений для систем с непрерыв-
ным временем. Эти доказательства мы приведем для полноты изложения.
Л е м м а 7.1 (см. [29]). Если система (6.1) K-равномерно вполне управляема, то суще-
ствует такое положительное число β, что при каждом m0 ∈ N выполнено неравенство
‖W−1(m0,m0 +K)‖ 6 β.
Д о к а з а т е л ь с т в о. Возьмем любое m0 ∈ N. Матрица W (m0,m0 + K) эрмитова,





∈ R, j = 1, . . . , n,
— произвольное собственное значение матрицы W (m0,m0 +K); ξ ∈ Rn, ‖ξ‖ = 1, — соот-
ветствующий собственный вектор. Тогда из определения 7.1 получим неравенство
λj = λjξ
∗ξ = ξ∗W (m0,m0 +K)ξ > γ,
из которого следует соотношение







> γn > 0,
означающее, что матрица W (m0,m0 + K) обратима. Тогда из (1.1) следует, что для













Ниже мы будем использовать следующий критерий равномерной полной управляемо-
сти системы (6.1). Для систем с непрерывным временем этот критерий был установлен
Е. Л. Тонковым [39, с. 37–38].
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Т е о р е м а 7.1 (см. [53]). Система (6.1)K-равномерно вполне управляема тогда и толь-
ко тогда, когда существует такое α > 0, что для произвольных x0 ∈ Rn и m0 ∈ N
найдется управление u : [m0,m0 + K − 1] → Rk такое, что решение x(·) задачи Коши
для системы (6.1) с выбранным u(·) и начальным условием (1.4) удовлетворяет равенству
x(m0 +K) = 0, при этом
‖u‖[m0,m0+K−1] 6 α‖x0‖.
Д о к а з а т е л ь с т в о. Н е о б х о д и м о с т ь. Пусть β > 0 ограничивает сверху ве-
личину ‖W−1(m0,m0 + K)‖. Зафиксируем произвольные m0 ∈ N и x0 ∈ Rn и выберем
в качестве управления u(·) функцию
u(m) = −B∗(m)X∗A(m0,m+ 1)W−1(m0,m0 +K)x0, m ∈ [m0,m0 +K − 1].
Для решения задачи Коши (6.1), (1.4) имеет место формула Коши
x(m) = XA(m,m0)x0 +
m−1∑
j=m0







XA(m0, j + 1)B(j)u(j)
)
, m > m0,
поэтому













XA(m0, j + 1)B(j)B






x0 −W (m0,m0 +K)W−1(m0,m0 +K)x0
)
=
= XA(m0 +K,m0)(x0 − x0) = 0,
то есть условие (1.4) выполнено. Для нормы управления u(·) справедлива оценка
‖u‖[m0,m0+K−1] 6 a0 · aK0 · β · ‖x0‖ =: α‖x0‖.
Д о с т а т о ч н о с т ь. Предположим противное, пусть система (6.1) не является K-рав-
номерно вполне управляемой. Тогда для каждого k ∈ N найдутся момент времени mk
и вектор ξk ∈ Rn, ‖ξk‖ = 1, такие, что




Пусть ξ̂, ‖ξ̂‖ = 1, — предельная точка последовательности (ξk). Без ограничения общно-
сти можно считать, что последовательность (ξk) имеет предел ξ̂. Для квадратичной формы
ξ∗W (m,m+K)ξ справедливы оценки
|ξ∗kW (mk,mk +K)ξk − ξ̂∗W (mk,mk +K)ξ̂| 6
6 |ξ∗kW (mk,mk +K)(ξk − ξ̂)|+ |(ξ∗k − ξ̂∗)W (mk,mk +K)ξ̂| 6
6 ‖ξ∗kW (mk,mk +K)‖‖ξk − ξ̂‖+ ‖W (mk,mk +K)ξ̂‖‖ξ∗k − ξ̂∗‖ 6
6 2‖W (mk,mk +K)‖‖ξk − ξ̂‖.
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Поскольку матрица W (m,m + K) ограничена, отсюда следует, что для каждого ε > 0
найдется номер kε, начиная с которого будет выполнено неравенство
0 6 ξ̂∗W (mk,mk +K)ξ̂ 6
6 ξ∗kW (mk,mk +K)ξk + |ξ∗kW (mk,mk +K)ξk − ξ̂∗W (mk,mk +K)ξ̂| < ε.
При каждом k ∈ N на [m0,m0 + K − 1] определено управление uk(·), удовлетворяю-
щее оценке ‖uk‖ 6 α‖ξ̂‖ = α и такое, что решение x(·) задачи Коши для системы (6.1)
с управлением u = uk(·) и начальным условием x(mk) = ξ̂ удовлетворяет равенству




XA(m0, j + 1)B(j)u(j) = −ξ̂,
поэтому
1 = ξ̂∗ξ̂ = |ξ̂∗
mk+K−1∑
j=mk
XA(m0, j + 1)B(j)u(j)| 6
mk+K−1∑
j=mk






















При ε 6 1
α2K
получаем противоречие. Теорема доказана. 
Применяя к системе (6.1) преобразование Ляпунова (1.5) и используя обозначения (6.5),
получим соотношения










= L(m+ 1)A(m)L−1(m)y(m) + L(m+ 1)B(m)u(m) =
= C(m)y(m) +G(m)u(m).
Таким образом, преобразование (1.5) переводит систему (6.1) в систему
y(m+ 1) = C(m)y(m) +G(m)u(m), (7.1)
где C(·) и G(·) определены равенствами (6.5).
Т е о р е м а 7.2 (см. [34]). Ляпуновское преобразование сохраняет свойство K-равно-
мерной полной управляемости системы, т. е. если система (6.1) K-равномерно вполне
управляема, (1.5) — преобразование Ляпунова, то преобразованная система (7.1) K-рав-
номерно вполне управляема.
Д о к а з а т е л ь с т в о. Построим матрицу Калмана системы (7.1). Пусть XC(m, s) —
















L(m− 1)A(m− 2)L−1(m− 2)
)
× . . .








A(j)L−1(s) = L(m)XA(m, s)L
−1(s),





XC(m0, j + 1)G(j)G




L(m0)XA(m0, j + 1)L
−1(j + 1)L(j + 1)B(j)×
× B∗(j)L∗(j + 1)L−∗(j + 1)X∗A(m0, j + 1)L∗(m0) =
= L(m0)W (m0,m0 +K)L
∗(m0),
где W (m0,m0 +K) — матрица Калмана системы (6.1). Из свойства K-равномерной полной
управляемости этой системы следует, что существует не зависящее от m0 положительное





















Так как L(·) — матрица Ляпунова, при некотором a > 0 справедливы неравенства
‖L−1(m)‖ 6 a, θ‖L−1(m0)‖−2 > θa−2 =: θ1,






то есть преобразованная система (7.1) K-равномерно вполне управляема. 
Докажем еще некоторые результаты, касающиеся равномерной полной управляемости.
Аналогичные результаты для систем с непрерывным временем были доказаны в статье [28]
(см. также [29, лемма 12.1, теорема 12.1]).
Л е м м а 7.2 (см. [44]). Система (6.1) K-равномерно вполне управляема в том и только
том случае, когда существует такое положительное p, что для произвольных m0 ∈ N
и H ∈ Rn×n найдется матричная функция V : [m0,m0 +K − 1] ∩ N → Rk×n такая, что
‖V ‖[m0,m0+K−1] 6 p‖H − E‖,
разрешающая матричную задачу управления
Z(m+ 1) = Z(m) +XA(m0,m+ 1)B(m)V (m), (7.2)
Z(m0) = E, Z(m0 +K) = H. (7.3)
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Д о к а з а т е л ь с т в о. Н е о б х о д и м о с т ь. Пусть система (6.1) K-равномерно вполне
управляема. Возьмем любые m0 ∈ N и H ∈ Rn×n. В силу критерия равномерной полной
управляемости Е. Л. Тонкова (теорема 7.1) для каждого из векторов
zl = (H − E)el, l = 1, . . . , n,
существует управление ul(m), m = m0,m0 + 1, . . . , k0 +K − 1, удовлетворяющее оценке
‖ul‖[m0,m0+K−1] 6 p0‖zl‖,
такое, что решение задачи Коши для системы (6.1) с этим управлением и с начальным
условием x(m0) = zl попадет в начало координат в момент времени m0 +K, т. е.
x(m0 +K) = 0.
Поскольку решение этой задачи Коши записывается в виде
x(m) = XA(m,m0)zl +
m−1∑
j=m0






















XA(m0, j + 1)B(j)ul(j) = 0.









XA(m0, j + 1)B(j)V (j) = 0
и
H = E +
m0+K−1∑
j=m0
XA(m0, j + 1)B(j)V (j).
С другой стороны, решение системы (7.2) с начальным условием Z(m0) = E имеет вид
Z(m) = E +
m−1∑
j=m0
XA(m0, j + 1)B(j)V (j), (7.4)
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следовательно, при выбранном управлении V (·) выполнено равенство Z(m0 + K) = H.
Кроме того, для всех m ∈ {m0, . . . ,m0 +K − 1} и x =
n∑
j=1























‖zj‖ 6 p0n‖x‖‖H − E‖.
Возьмем p = p0n, тогда
‖V ‖[m0,m0+K−1] = sup
x 6=0
‖V (m)x‖
‖x‖ 6 p‖H − E‖.
Д о с т а т о ч н о с т ь. Пусть для любых m0 ∈ N и H ∈ Rn×n существует матричная функ-
ция V (m), m = m0,m0 + 1, . . . ,m0 + K − 1, V ∈ Rk×n, разрешающая задачу управле-
ния (7.2), (7.3) и такая, что выполнена оценка ‖V ‖[m0,m0+K−1] 6 p‖H −E‖. Возьмем любые
x0 ∈ Rn и m0 ∈ N. Рассматривая систему (7.2) от m = m0 до m = m0 +K − 1, мы получим
m0+K−1∑
j=m0
XA(m0, j + 1)B(j)V (j) = H − E.
Пусть H = E + [−x0, 0, . . . , 0]. Выберем u(m) = V (m)e1. Решение задачи Коши для систе-




















−H + E +
m0+K−1∑
j=m0
XA(m0, j + 1)B(j)V (j)
)
e1 = 0.
Для ‖u‖[m0,m0+K−1] имеем оценку
‖u‖[m0,m0+K−1] 6 ‖V ‖[m0,m0+K−1] 6 p‖H − E‖ = p‖(H − E)e1‖ = p‖x0‖.
Следовательно, система (6.1) является K-равномерно вполне управляемой. 
Т е о р е м а 7.3 (см. [44]). Если система (6.1) K-равномерно вполне управляема, то най-
дутся такие α > 0 и r > 0, что для любого m0 ∈ N и любой матрицы H ∈ Rn×n,
‖H−E‖ < r, существует управление U(m), m = m0,m0+1, . . . ,m0+K−1, U(m) ∈ Rk×n,
удовлетворяющее оценкам








0 , m ∈ {m0,m0 + 1, . . . ,m0 +K − 1},
и обеспечивающее для матрицы Коши XA+BU(m, s) системы (6.2) с U = U(·) выполнение
равенства
XA+BU(m0 +K,m0) = XA(m0 +K,m0)H.
Д о к а з а т е л ь с т в о. Возьмем любые H ∈ Rn×n и m0 ∈ N. Пользуясь леммой 7.2,
найдем V (m), m = m0, . . . ,m0 + K − 1, удовлетворяющее оценке ‖V ‖[m0,m0+k−1] 6
6 p‖H − E‖ и разрешающее задачу управления (7.2), (7.3). Из (7.4) следует, что при всех










‖XA(m0, j + 1)‖‖B(j)‖‖V (j)‖ 6
6 p‖H − E‖
m−1∑
j=m0




6 p‖H − E‖
m0+K−1∑
j=m0
aj−m0+10 = p‖H − E‖
K∑
i=1










и предположим, что ‖H − E‖ < r, тогда ‖Z(m) − E‖ < 1/2. Последнее неравенство озна-
чает [40, c. 301], что Z(m) обратима и
‖Z−1(m)‖ = ‖Z−1(m)− E + E‖ 6 ‖Z−1(m)− E‖+ 1 =




и поэтому ‖Z−1(m)‖ < 2. Положим
V1(m)
.
= V (m)Z−1(m), m = m0,m0 + 1, . . . ,m0 +K − 1.
Тогда







Z(m0) = E, Z(m0 +K) = H.
Обозначим
Y (m) = XA(m,m0)Z(m), U(m) = V1(m)XA(m0,m).
Получаем






= A(m)XA(m,m0)Z(m) + A(m)A
−1(m)B(m)V1(m)Z(m) =
= A(m)Y (m) + B(m)V1(m)XA(m0,m)XA(m,m0)Z(m) =
A(m)Y (m) + B(m)U(m)Y (m) = (A(m) + B(m)U(m))Y (m).
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Это означает, что Y (m), m = m0, . . . ,m0 +K − 1, — решение матричного уравнения
Y (m+ 1) = (A(m) + B(m)U(m))Y (m) (7.5)
с определенным выше управлением U(m). Кроме того,
Y (m0) = E.
Следовательно,
Y (m) = XA+BU(m,m0), m = m0, . . . ,m0 +K,
и
XA+BU(m0 +K,m0) = Y (m0 + k) =
= XA(m0 +K,m0)Z(m0 +K) = XA(m0 +K,m0)H.
Заметим, что
‖U(m)‖ 6 ‖V1(m)‖‖XA(m0,m)‖ 6 2paK0 ‖H − E‖
и, определив α = 2pak0, мы получим оценку ‖U(m)‖ < α‖H − E‖. Наконец, из уравне-
ния (7.5) мы получим обратимость матрицы A(m) + B(m)U(m) и оценку
∥∥∥∥(A(m) + B(m)U(m))
−1
∥∥∥∥ 6 ‖Y (m)‖‖Y
−1(m+ 1)‖ 6
6 ‖XA(m,m0)‖‖Z(m)‖‖Z−1(m+ 1)‖‖XA(m0,m+ 1)‖ <
< 2a2K0 ‖Z(m)‖ 6 2a2K0 (‖Z(m)− E‖+ 1) < 2a2K0 3/2 = 3a2K0 .
Теорема доказана. 
Наряду с системой (1.2) вновь рассмотрим мультипликативно возмущенную систе-
му (2.4). Пусть XAR(m, s) — матрица Коши этой системы.
Л е м м а 7.3 (см. [44]). Для любого натурального m > s справедливо равенство








Д о к а з а т е л ь с т в о. Определим матрицу Q(·) равенством (2.2). Тогда A(m)+Q(m) =
= A(m)R(m), следовательно, система (2.4) совпадает с аддитивно возмущенной систе-
мой (2.1), поэтому матрицы Коши этих систем совпадают:
XAR(m, s) = XA+Q(m, s), m > s.
Зафиксируем m ∈ N. Рассмотрим матрицу XA+Q(m, s) = [z1(m), . . . , zn(m)] для m > s.
Поскольку XA+Q(s, s) = E, то zl(s) = el, l = 1, . . . , n. Для каждого l ∈ {1, . . . , n} и для
любого натурального m > s справедлива формула Коши
XA+Q(m, s)el = zl(m) = XA(m, s)el +
m−1∑
j=s
XA(m, j + 1)Q(j)zl(j) =
= XA(m, s)el +
m−1∑
j=s
XA(m, j + 1)Q(j)XA+Q(j, s)el =
= XA(m, s)el +
m−1∑
j=s
XA(m, j + 1)Q(j)XA+Q(j, s)el,
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следовательно,
XA+Q(m, s) = XA(m, s) +
m−1∑
j=s
XA(m, j + 1)Q(j)XA+Q(j, s)
и
XAR(m, s) = XA+Q(m, s) = XA(m, s) +
m−1∑
j=s
XA(m, j + 1)Q(j)XA+Q(j, s) =
= XA(m, s) +
m−1∑
j=s














Т е о р е м а 7.4 (см. [44]). Если система (6.1) равномерно вполне управляема, то су-
ществуют δ̂ > 0 и l̂ > 0 такие, что для любой R(·) ∈ Rδ̂ найдется допустимое для
системы (6.2) матричное управление U(·) такое, что
‖U‖∞ 6 l̂‖R− E‖∞,
и система (2.4) асимптотически эквивалентна системе (6.2).
Д о к а з а т е л ь с т в о. Пусть K ∈ N таково, что система (6.1) K-равномерно вполне
управляема. Согласно теореме 7.3, найдутся α, r > 0 такие, что для любого m ∈ N
и для любой фиксированной Hl ∈ Rn×n, ‖Hl − E‖ < r, найдется матричное управление
Ul : [(l − 1)K + 1, lK] ∩ N → Rk×n такое, что






XA+BUl (lK + 1, (l − 1)K + 1) = XA (lK + 1, (l − 1)K + 1)Hl. (7.6)
Пусть δ̂ > 0 настолько мало́, что выполнено неравенство
δ̂Ka2K0 (δ̂ + 1)
K < r.
Возьмем любую матрицу R(·) ∈ Rδ̂. Заметим, что
‖R‖∞ 6 ‖R− E‖∞ + 1 < δ̂ + 1.
Из леммы 7.3 получаем
XAR
(
























































< ‖R− E‖∞Ka2K0 (δ̂ + 1)K < δ̂Ka2K0 (δ̂ + 1)K < r.
Последнее неравенство вместе с (7.6) означает, что существует матричное управление U(·),































‖Hl − E‖ 6 αKa2K0 (δ̂ + 1)K‖R− E‖∞
.
= l̂‖R− E‖∞.
Для построенного матричного управления U(·) справедлива оценка
‖U‖∞ 6 l̂‖R− E‖∞ < l̂δ̂,
поэтому
‖A+ BU‖∞ 6 ‖A‖∞ + ‖B‖∞‖U‖∞ < a0(1 + l̂δ̂).







По теореме 1.1 мы получаем, что системы (6.2) и (2.4) асимптотически эквивалентны. Тео-
рема доказана. 
§ 8. Спектральное множество системы с устойчивыми показателями
Введем понятие пропорциональной глобальной управляемости полного спектра показа-
телей Ляпунова мультипликативно возмущенной системы.
О п р е д е л е н и е 8.1 (см. [44]). Полный спектр показателей Ляпунова системы (2.4)
называется пропорционально глобально управляемым, если для каждого ∆ > 0 существует
ℓ̂ = ℓ̂(∆) > 0 такое, что для любого набора




найдется матрица R(·) ∈ R, удовлетворяющая оценке
‖R− E‖∞ 6 ℓ̂ max
j=1,...,n
|λj(A)− µj| (8.1)
и гарантирующая выполнение равенства
λ(AR) = µ. (8.2)
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Наша цель — доказать это свойство в случае, когда показатели Ляпунова невозмущенной
системы (1.2) устойчивы. Для этого рассмотрим сначала скалярное линейное неоднородное
уравнение
ϕ(m+ 1) = a(m)ϕ(m) + g(m), m ∈ N, ϕ ∈ R, (8.3)
где функция a : N → R вполне ограничена. Положим h(m) =
m−1∏
l=1
a(l) при m > 2 и h(1) = 1.
Непосредственно из формулы (1.8) вытекает, что для каждого решения ϕ(·) уравне-








, m > 1. (8.4)
Рассмотрим теперь линейную однородную систему с дискретным временем
y(m+ 1) = F (m)y(m), m ∈ N, y ∈ Rk, (8.5)
с вполне ограниченной на N нижней треугольной матрицей




fii(l) при m > 1 и hi(1) = 1.
Системе (8.5) поставим в соответствие систему
ϕ(m+ 1) = F̂ (m)ϕ(m), m ∈ N, ϕ ∈ Rk, (8.6)




|f11(m)| 0 . . . 0





1 1 . . . |fkk(m)|

.
Рассмотрим также мультипликативно возмущенную по отношению к (8.5) систему
z(m+ 1) = F (m) diag
(
eν1 , . . . , eνk
)
z(m), m ∈ N, z ∈ Rk. (8.7)
Л е м м а 8.1 (см. [2]). Пусть j ∈ {1, . . . , k} фиксировано,
ϕ(·) = col
(
ϕ1(·), . . . , ϕk(·)
)
— решение системы (8.6) с начальным условием ϕ(1) = ej . Тогда для произвольного набора
чисел ν1 > . . . > νk координаты решения
z(·) = col
(
z1(·), . . . , zk(·)
)
системы (8.7) с начальным условием z(1) = ej удовлетворяют оценкам
|zi(m)| 6 αi−jeνj(m−1)ϕi(m), i ∈ {1, . . . , k}, m ∈ N, (8.8)
где α
.
= sup{1, |fij(m)| : i, j = 1, . . . , k, m ∈ N}.
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Д о к а з а т е л ь с т в о. Зафиксируем j ∈ {1, . . . , k}. Найдем координаты ϕi(·) реше-
ния ϕ(·) системы (8.6), удовлетворяющего начальному условию ϕ(1) = ej .
При всех i ∈ {1, . . . , j − 1}: ϕi(m) ≡ 0. Координата ϕj(·) является решением задачи
Коши ϕj(m + 1) = |fjj(m)|ϕj(m), ϕj(1) = 1, поэтому ϕj(m) = |hj(m)|, m ∈ N. А при
i > j координата ϕi(·) удовлетворяет линейному неоднородному уравнению











ϕl(s), m > 1.
Теперь будем доказывать оценки (8.8).
1) При i ∈ {1, . . . , j − 1}: |zi(m)| = ϕi(m) ≡ 0, и (8.8) выполнено.
2) Функция zj(·) является решением задачи Коши
zj(m+ 1) = fjj(m)e







νj(m−1), m > 1,
|zj(m)| = |hj(m)|eνj(m−1) = ϕj(m)eνj(m−1),
и оценка (8.8) при i = j обращается в точное равенство.
3) Пусть неравенство (8.8) доказано при всех i ∈ {j, . . . , p − 1}, где p ∈ {j + 1, . . . , k}.
Докажем его для i = p. Функция zp(·) является решением задачи Коши





νlzl(m), zp(1) = 0,























































p−jeνj(m−1)ϕp(m), m > 1.
Лемма доказана. 
Пусть F0(·) = diag
(
f11(·), . . . , fkk(·)
)
— матрица диагонального приближения для матри-

























































Аналогично случаю систем с непрерывным временем [10, c. 120–121], можно доказать,
что центральные показатели треугольных систем и систем их диагонального приближения
совпадают, поэтому в нашем случае Ω(F ) = Ω(F̂ ) = Ω(F0), ω(F ) = ω(F̂ ) = ω(F0).
Т е о р е м а 8.1 (см. [2]). Пусть матрица F (·) системы (8.5) такова, что
Ω(F0) = ω(F0) = λ.
Тогда для любого набора чисел ν1 > . . . > νk полный спектр показателей Ляпунова возму-
щенной системы (8.7) состоит из чисел λ+ νk 6 . . . 6 λ+ ν1.
Д о к а з а т е л ь с т в о. Из условий теоремы следует, что показатели Ляпунова систе-
мы (8.5) устойчивы, а ее полный спектр показателей Ляпунова состоит из k чисел λ. Такими
же свойствами обладает и система (8.6). Отсюда вытекает, что показатель Ляпунова всякого








ln |fii(l)| = λ.
Зафиксируем произвольное j ∈ {1, . . . , k} и рассмотрим решения z(·) = col(z1(·), . . . , zk(·))
и ϕ(·) = col(ϕ1(·), . . . , ϕk(·)) систем (8.7) и (8.6) соответственно, удовлетворяющие началь-
ным условиям z(1) = ϕ(1) = ej . Тогда при всех i ∈ {1, . . . , k} справедливы неравенства
λ[ϕi] 6 λ[ϕ] = λ. Найдем показатель Ляпунова функции z(·). Из леммы 8.1 получаем, что
при всех i ∈ {1, . . . , k} имеют место оценки (8.8), поэтому
λ[zi] = λ[|zi|] = λ[eνj(m−1)] + λ[ϕi] 6 νj + λ,
при этом
λ[zj ] = λ[e
νj(m−1)] + λ[ϕj] = νj + λ[|hj(m)|] =
= νj + lim
m→∞










λ[zi] = λ+ νj.
Построим фундаментальную систему решений Z(·) = {z1(·), . . . , zk(·)} системы (8.7)
такую, что zj(1) = ej , j = 1, . . . , k. Тогда λ[z
j] = λ+νj , причем этот показатель реализуется
j-й координатой решения zj(·). Докажем, что Z(·) несжимаема (определение 1.6), то есть
для любой нетривиальной линейной комбинации
∑k
j=1 γjz








= max{λ[zj ] : γj 6= 0}.
Пусть γ = col(γ1, . . . , γk) ∈ Rk — произвольный ненулевой вектор, и l ∈ {1, . . . , k} —
наименьший индекс, для которого γl 6= 0. Рассмотрим












λ[zj] = λ+ νl.
С другой стороны, фундаментальная матрица Z(·) нижняя треугольная (см. доказательство
леммы 8.1), поэтому l-я координата zjl (·) решения zj(·) равна тождественно нулю при всех






l (m) = γlz
l
l(m), m ∈ N.
Тогда λ[z] > λ[zl] = λ[z
l
l ] = λ+ νl. Следовательно,
λ[z] = λ+ νl = max
j: γj 6=0
λ[zj].
Итак, фундаментальная система решений Z(·) несжимаема. Но тогда фундаментальная си-
стема Z(·) нормальна, а потому реализует полный спектр показателей Ляпунова систе-
мы (8.7). Следовательно, полный спектр этой системы состоит из чисел λ + νk, . . . , λ + ν1.
Теорема доказана. 
Сейчас мы получим достаточное условие пропорциональной глобальной управляемо-
сти полного спектра показателей системы (2.4). Для этого нам понадобится одно простое
утверждение.
У т в е р ж д е н и е 8.1 (см. [6]). Пусть ∆ > 0 — фиксировано. Тогда для каждого зна-
чения t ∈ [−∆,∆] выполнено неравенство




Д о к а з а т е л ь с т в о. Очевидно, что |et−1| 6 e|t|−1. Далее, функция f(t) .= (et−1)/t
строго возрастает при t > 0, поэтому при 0 < |t| 6 ∆ выполнено неравенство
(e|t| − 1)/|t| 6 (e∆ − 1)/∆,
которое влечет (8.9). При t = 0 неравенство (8.9) тоже выполнено. 
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Т е о р е м а 8.2 (см. [2]). Пусть показатели Ляпунова системы (1.2) устойчивы. То-
гда полный спектр показателей Ляпунова мультипликативно возмущенной системы (2.4)
пропорционально глобально управляем.
Д о к а з а т е л ь с т в о. В соответствии с теоремой 2.1 построим преобразование Ляпу-
нова (1.5), приводящее систему (1.2) к виду (2.5). Из (1.7) и (2.5) следует, что
D(m) = L(m+ 1)A(m)L−1(m). (8.10)
Пусть ∆ > 0 фиксировано. Возьмем произвольный набор чисел µ =
(







и обозначим νj = µj − λj(A), j ∈ {1, . . . , n}. Тогда |νj| < ∆ при всех j. Зафик-
сируем i ∈ {1, . . . , p}. Для каждого i ∈ nj имеет место равенство νj = µj − Λi(A), поэтому
числа νj , j ∈ ni, упорядочены по возрастанию. Упорядочим их по убыванию и полученный
набор чисел обозначим ηj , j ∈ ni. Пусть Hi — диагональная ni × ni матрица, диагональные
элементы которой совпадают с eηj , j ∈ ni. Тогда матрица H .= diag
(
eη1 , . . . , eηn
)
совпадает
с блочно-диагональной матрицей diag(H1, . . . , Hp). Рассмотрим мультипликативно возму-
щенную по отношению к (2.5) систему
ψ(m+ 1) = D(m)Hψ(m), m ∈ N, ψ ∈ Rn. (8.11)
Это система с блочно-диагональной матрицей, диагональные блоки которой — нижние тре-
угольные матрицы Di(m)Hi, i = 1, . . . , p. Рассмотрим фундаментальную матрицу Ψ(·) =
=
[
ψ1(·), . . . , ψn(·)
]
системы (8.11), такую, что Ψ(1) = E. Так как матрица системы (8.11)
блочно-нижнетреугольная, то такую же структуру имеет и Ψ(·). Из доказательства теоре-
мы 8.1 следует, что λ[ψj] = ηj + Λi(A)
.
= βj , j ∈ ni, i ∈ {1, . . . , p}. Заметим, что набор
чисел {β1, . . . , βn} совпадает с набором {µ1, . . . , µn}, но второй набор упорядочен по воз-
растанию. Кроме того, для каждого i ∈ {1, . . . , p} набор {βj}j∈ni совпадает с набором





βj при всех i ∈ {2, . . . , p}.
Докажем несжимаемость Ψ(·). Из нее будет следовать нормальность Ψ(·) и то, что пол-
ный спектр показателей Ляпунова возмущенной системы (8.11) состоит из чисел
µ1 6 . . . 6 µn.
Действительно, рассмотрим произвольную нетривиальную линейную комбинацию вхо-




j(·). Пусть k ∈ ni — произвольно. Обозначим
Ik
.
= {j ∈ ni : j 6 k}. Так как Ψ(·) блочно-нижнетреугольная, то для k-й координаты










Рассмотрим s ∈ {1, . . . , n} — наибольший индекс, для которого γs 6= 0, и пусть s ∈ ni0 .
Найдем наименьший индекс l ∈ ni0 , для которого γl 6= 0. Тогда max
j: γj 6=0
λ[ψj] = βl.
Для доказательства несжимаемости Ψ(·) надо установить, что λ[ψ] = βl. В самом деле,
λ[ψk] 6 max
j∈ni0−1






l (·) = γlψll(·), поэтому λ[ψl] = λ[γlψll ] = λ[ψll ] = βl. Наконец, при
k ∈ {l + 1, . . . , s}: λ[ψk] 6 max
j∈Ik: γj 6=0
λ[ψj] = βl. Следовательно, λ[ψ] = max
k=1,...,n
λ[ψk] = βl.
Таким образом, фундаментальная система решений Ψ(·) несжимаема, и полный спектр си-
стемы (8.11) состоит из чисел µ1 6 . . . 6 µn.
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К системе (8.11) применим обратное преобразование Ляпунова ψ = L(m)y. Тогда, с уче-
том равенства (8.10),
y(m+ 1) = L−1(m+ 1)ψ(m+ 1) = L−1(m+ 1)D(m)Hψ(m) =
= L−1(m+ 1)L(m+ 1)A(m)L−1(m)Hψ(m) =
= A(m)L−1(m)Hψ(m) = A(m)L−1(m)HL(m)y(m), m ∈ N.
Положим
R(m) = L−1(m)HL(m), m ∈ N. (8.12)
Из полной ограниченности матрицы Ляпунова L(·) и невырожденности H вытекает полная
ограниченность матрицы R(·). Итак, имеем допустимо мультипликативно возмущенную по
отношению к (1.2) систему вида (2.4). Так как преобразование Ляпунова сохраняет полный
спектр, то показатели Ляпунова построенной системы (2.4) — это набор чисел








ℓ̂ = ℓ̂(∆) = l2(e∆ − 1)/∆. (8.13)
Докажем, что построенное мультипликативное возмущение R(·) удовлетворяет оценке (8.1).





этому ‖R− E‖∞ 6 l2‖H − E‖. Далее, из утверждения 8.1 получаем оценки
‖H − E‖ = max
j=1,...,n
|eηj − 1| = max
j=1,...,n
|eνj − 1| 6 max
j=1,...,n
(














|νj| = ℓ̂ max
j=1,...,n
|νj| = ℓ̂ max
j=1,...,n
|µj − λj(A)|,
т. е. оценка (8.1) выполнена. Теорема доказана. 
Из этой теоремы вытекает описание спектрального множества мультипликативно воз-
мущенной системы в случае устойчивости показателей невозмущенной системы.
Т е о р е м а 8.3 (см. [2, 60]). Предположим, что показатели Ляпунова системы (1.2)
устойчивы. Тогда спектральное множество λ(R) системы (1.2) при всевозможных до-
пустимых мультипликативных возмущениях ее коэффициентов совпадает со множе-
ством Rn6 всех упорядоченных по неубыванию наборов из n чисел, при этом для каждого






Д о к а з а т е л ь с т в о следует непосредственно из теоремы 8.2. Неравенство ℓ̂(∆) > 1
следует из (8.13) и из того, что l > 1 и e∆ − 1 > ∆ при всех ∆ > 0. Теорема доказана. 
Т е о р е м а 8.4 (см. [60]). Пусть показатели Ляпунова системы (1.2) устойчивы. Тогда










Д о к а з а т е л ь с т в о. Возьмем произвольное ε > 0. Так как показатели Ляпунова
невозмущенной системы (1.2) устойчивы, то по определению 2.5 найдется такое δ2 > 0,




. Пользуясь теоремой 8.3, найдем величину









. Теорема доказана. 
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§ 9. Достаточные условия пропорциональной локальной управляемо-
сти полного спектра показателей Ляпунова
Сначала установим связь между свойствами пропорциональной глобальной управляе-
мости полного спектра мультипликативно возмущенной системы (2.4) и пропорциональной
локальной управляемости полного спектра замкнутой системы (6.2).
Т е о р е м а 9.1 (см. [44]). Пусть система (6.1) равномерно вполне управляема. Если
полный спектр показателей Ляпунова системы (2.4) пропорционально глобально управ-
ляем, то полный спектр показателей Ляпунова системы (6.2) пропорционально локально
управляем.
Д о к а з а т е л ь с т в о. Из пропорциональной глобальной управляемости полного спек-










существует матрица R(·) ∈ R, удовлетворяющая оценке (8.1) и обеспечивает выполнение
равенства (8.2). Так как (6.1) равномерно вполне управляема, то по теореме 7.4 найдутся
δ̂ > 0 и l̂ > 0 такие, что для любой системы (2.4) с R(·) ∈ Rδ̂ существует допустимое для
системы (6.2) матричное управление U(·) такое, что ‖U‖∞ 6 l̂‖R − E‖∞, и система (2.4)















Из пропорциональной глобальной управляемости полного спектра системы (2.4) следует,
что существует матрица R(·) ∈ R такая, что
‖R− E‖∞ 6 ℓ̂ max
j=1,...,n
|λj(A)− µj| 6 ℓ̂δ1 6 δ̂,
и равенство (8.2) выполнено. Так как система (6.1) равномерно вполне управляема, то по
теореме 7.4 для этой матрицы R(·) существует допустимое для системы (6.2) матричное
управление U(·) такое, что
‖U‖∞ 6 α‖R− E‖∞ 6 αℓ̂ max
j=1,...,n
|λj(A)− µj|,
и такое, что системы (6.2) и (2.4) асимптотически эквивалентны. Поскольку асимптотически
эквивалентные системы имеют одинаковый спектр, то теорема доказана. 
Т е о р е м а 9.2 (см. [44]). Пусть система (6.1) равномерно вполне управляема, а полный
спектр показателей Ляпунова системы (1.2) устойчив. Тогда полный спектр показателей
Ляпунова системы (6.2) пропорционально локально управляем.
Д о к а з а т е л ь с т в о следует непосредственно из теорем 8.2 и 9.1. 
Сейчас мы покажем на примере, что найденные достаточные условия пропорциональ-
ной локальной управляемости полного спектра показателей Ляпунова системы (6.2) не яв-






1 при m = 1,
1 при m ∈ [m2j−1,m2j − 1],







j∈N определяется рекуррентно: m1 = 1,
m2j = jm2j−1, m2j+1 = j +m2j для j ∈ N.
Кроме того, для произвольного α ∈ R рассмотрим функцию




, m ∈ N.
Л е м м а 9.1 (см. [6]). При каждом α ∈ R функция fα(·) имеет точное логарифмическое
среднее значение, равное α.
Для доказательства этой леммы нам понадобится одно утверждение. Аналогичное
утверждение для функций непрерывного аргумента приведено в [10, c. 148–149].




k∈N — произвольная строго возрастающая
последовательность натуральных чисел. Если функция f : N → R постоянна на отрезках





















Докажем, что функция ϕ(·) монотонна на каждом из отрезков Jk .= [sk, sk+1] ∩ N.








































































Таким образом, знак разности ϕ(m + 1) − ϕ(m) не зависит от m, поэтому ϕ(·) монотонна
на Jk. Это означает, что max
m∈Jk










Существует единственное натуральное число ki такое, что ti ∈ [ski , ski+1 − 1]. Тогда
ϕ(ti) 6 max{ϕ(ski), ϕ(ski+1)}























Д о к а з а т е л ь с т в о леммы 9.1. Возьмем произвольное значение α ∈ R и обозначим









существует и равен α. Так
как находящаяся под знаком суммы функция постоянна на отрезках j ∈ [mk,mk+1 − 1], то,





































































































































































= α. Лемма доказана. 
П р и м е р 9.1 (см. [6]). Рассмотрим скалярную функцию натурального аргумента
ϕ(m) = em sin lnm и линейную управляемую систему














функция b(·) определена равенством (9.1).
Из примера 3.1 получаем, что полный спектр показателей Ляпунова свободной системы
x(m+ 1) = A(m)x(m) неустойчив и состоит из чисел λ1(A) = −1/2, λ2(A) = 0.
При каждом K ∈ N для матрицы Калмана системы (9.2) имеет место равенство






где γK > 0. Это означает, что система (9.2) не является равномерно вполне управляемой.
Итак, ни первое, ни второе условия теоремы 9.2 не выполнены. Но оказывается, что





x(m), m ∈ N, x ∈ R2,
пропорционально локально управляем. Действительно, возьмем δ = 1/4 и для произволь-
ных чисел µ1 ∈ (−3/4,−1/4) и µ2 ∈ (−1/4, 1/4) положим
α1 = e









































x(m), m ∈ N, x ∈ R2, (9.3)
диагональна, поэтому ее полный спектр показателей Ляпунова состоит из верхних лога-
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рифмических средних значений диагональных элементов, т. е. из чисел


































1 + b(l)(eµ1+1/2 − 1)
)
,



































(m− 1)(µ2 − 1)
m
= 1 + µ2 − 1 = µ2.
Получаем, что λ1(A+ BU) = µ1.
Итак, построенное управление U(·) обеспечивает выполнение равенств λi(A+BU) = µi,




Действительно, используя оценки (8.9) и (3.3), получим






























Таким образом, система (9.3) обладает свойством пропорциональной локальной управляе-
мости полного спектра показателей Ляпунова, несмотря на то, что для нее не выполнены
условия теоремы 9.2. Следовательно, условия этой теоремы достаточны, но не необходимы
для пропорциональной локальной управляемости показателей.
ГЛАВА III. Необходимые и достаточные условия пропорциональной ло-
кальной управляемости показателей
Как было установлено примером 9.1, найденные во второй главе достаточные условия
пропорциональной локальной управляемости полного спектра показателей Ляпунова за-
мкнутой системы (равномерная полная управляемость открытой системы и устойчивость
показателей Ляпунова свободной системы) не являются необходимыми. В этой главе при
помощи концепции оболочки Бебутова получены необходимые и достаточные условия про-
порциональной локальной управляемости полного спектра показателей Ляпунова. Здесь мы
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не отказываемся от условия устойчивости показателей Ляпунова открытой системы, а уси-
ливаем это условие до интегральной разделенности. В § 10 вводится определение оболочки
Бебутова системы с дискретным временем и изучаются ее свойства. В § 11 установлено,
что если исходная линейная однородная система с дискретным временем интегрально раз-
делена, то всякая система из ее оболочки Бебутова обладает этим свойством. В § 12 изу-
чено свойство равномерной полной управляемости систем из оболочки заданной линейной
управляемой системы. В § 14 получены необходимые и достаточные условия пропорци-
ональной локальной управляемости полного спектра показателей Ляпунова всех систем,
входящих в оболочку Бебутова заданной линейной управляемой системы.
§ 10. Динамическая система сдвигов. Оболочка Бебутова
Для произвольной ограниченной функции F0 : N → Rq×r и любого s ∈ N рассмотрим
функцию Fs : N → Rq×r, где Fs(m) .= F0(m + s) — сдвиг F0(m) на s. Обозначим через
R(F0) замыкание в топологии поточечной сходимости на N множества {Fs(·) : s ∈ N}.





j∈N ⊂ N такая, что
lim
j→∞
‖F (m)− Fsj(m)‖ = 0
для каждого m ∈ N. Отметим, что F ∈ R(F0) тогда и только тогда, когда для любого ε > 0
найдется номер J = J(ε), начиная с которого выполнено неравенство
max
m6ε−1
‖F (m)− Fsj(m)‖ < ε.
Известно [62, с. 34], что R(F0) метризуемо в метрике
ρ(F, F̂ ) = sup
m∈N
min{‖F (m)− F̂ (m)‖,m−1}.
Пространство (R(F0), ρ) компактно [62, с. 34]. Это пространство называется оболочкой Бе-
бутова функции F0 (см. [63], [54, с. 32]).
Л е м м а 10.1 (см. [43]). Если ‖F0‖∞ 6 a0, то ‖F‖∞ 6 a0 для любого F ∈ R(F0).
Д о к а з а т е л ь с т в о. Пусть F ∈ R(F0). Тогда для любого ε > 0 и любого m ∈ N
найдется номер J = J(m, ε) такой, что при j > J выполняется неравенство
‖F (m)− Fsj(m)‖ < ε.
Зафиксируем любое ε > 0 и m ∈ N. Тогда для любого j > J имеем
‖F (m)‖ 6 ‖Fsj(m)‖+ ‖F (m)− Fsj(m)‖ < a0 + ε.
Устремляя в полученном неравенстве ε к 0, получим ‖F (m)‖ 6 a0. Это верно для любого
m ∈ N, поэтому ‖F‖∞ 6 a0. Лемма доказана. 
Л е м м а 10.2 (см. [43]). Если A0 : N → Rn×n вполне ограничена, причем выполнены
неравенства ‖A0‖∞ 6 a0, ‖A−10 ‖∞ 6 a0, то каждая A ∈ R(A0) вполне ограничена, при
этом A−1 ∈ R(A−10 ) и ‖A‖∞ 6 a0, ‖A−1‖∞ 6 a0.
Д о к а з а т е л ь с т в о. Оценка для ‖A‖∞ получена в лемме 10.1. Из этой же леммы
получаем, что для любой C ∈ R(A−10 ) справедливо неравенство ‖C‖∞ 6 a0.
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j∈N — неубывающая после-
довательность натуральных чисел, для которой
lim
j→∞
‖A(m)− Asj(m)‖ = 0
для каждого m ∈ N, и J = J(m, ε) — номер, начиная с которого выполняется неравенство
‖A(m)− Asj(m)‖ < ε.
Тогда нетрудно проверить, что detA ∈ R(detA0), причем
lim
j→∞










для любого m ∈ N.
Возьмем любые ε > 0, m ∈ N и выберем J1 = J1(m, ε) так, чтобы было выполнено
неравенство
| detA(m)− detAsj(m)| < ε
для любого j > J1. Тогда при всех m ∈ N и j > J1 справедливы оценки
| detA(m)| > | detAsj(m)| − | detA(m)− detAsj(m)| > c0 − ε.
Устремляя здесь ε к 0, мы получим | detA(m)| > c0. Это показывает, что матрица A(m)







Сейчас покажем, что A−1 ∈ R(A−10 ). Возьмем любые ε > 0 и m ∈ N. Положим
J2 = J2(m, ε) = max{J(m, ε), J1(m, ε)}.
Предположим, что j > J2. Тогда







6 ‖A−1sj (m)‖ ‖A
−1(m)‖ ‖Asj(m)− A(m)‖ < a0a2n−10 ε = a2n0 ε.
Последнее неравенство означает, что A−1 ∈ R(A−10 ). Поскольку для любого C ∈ R(A−10 )
мы имеем ‖C‖∞ 6 a0, то и ‖A−1‖∞ 6 a0. Лемма доказана. 
Рассмотрим систему
x(m+ 1) = A0(m)x(m) +B0(m)u(m), m ∈ N, x ∈ Rn, u ∈ Rk, (10.1)
с вполне ограниченной матрицей A0 : N → Rn×n и ограниченной матрицей B0 : N → Rn×k.
Пусть
‖A0‖∞ 6 a0, ‖A−10 ‖∞ 6 a0, ‖B0‖∞ 6 a0.













∈ R(σ0) отождествим с линейной управляемой си-
стемой (6.1). Пространство R(σ0) называется оболочкой Бебутова системы σ0.
Из лемм 10.1 и 10.2 следует, что для любой σ(·) = (A(·), B(·)) ∈ R(σ0) выполняются
неравенства
‖A‖∞ 6 a0, ‖A−1‖∞ 6 a0, ‖B‖∞ 6 a0.
Поэтому для матрицы Коши свободной системы (1.2) мы имеем оценку
‖XA(m, s)‖ 6 a|m−s|0
для любых m, s ∈ N.
Для любых натуральных чисел s < m и системы σ ∈ R(σ0) обозначим через Wσ(s,m)
матрицу Калмана системы σ.
Л е м м а 10.3 (см. [43]). Функция σ 7→ Wσ(s,m) непрерывна на R(σ0) для любых фик-
сированных s < m.




‖A(m)− Â(m)‖ < δ, max
m6δ−1
‖B(m)− B̂(m)‖ < δ.
Пусть s < m — произвольные натуральные числа. Возьмем δ < m−1. Тогда для любого
j ∈ {s, . . . ,m− 1} мы имеем
‖B(j)− B̂(j)‖ < δ
и
‖XA(s, j + 1)−XÂ(s, j + 1)‖ = ‖X−1A (j + 1, s)−X−1Â (j + 1, s)‖ 6
6 ‖X−1A (j + 1, s)‖ ‖X−1Â (j + 1, s)‖‖XA(j + 1, s)−XÂ(j + 1, s)‖ 6
6 a
2(m−s)















‖XA(s, j + 1)−XÂ(s, j + 1)‖ ‖B(j)‖‖B∗(j)‖ ‖X∗A(s, j + 1)‖+
+ ‖XÂ(s, j + 1)‖ ‖B(j)− B̂(j)‖‖B∗(j)‖ ‖X∗A(s, j + 1)‖+
+ ‖XÂ(s, j + 1)‖ ‖B̂(j)‖‖B∗(j)− B̂∗(j)‖ ‖X∗A(s, j + 1)‖+










Для любого ε > 0 положим
δ = δ(ε) = min{m−1, εc−1(s,m)}.
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Тогда из неравенства ρ(σ, σ̂) < δ следует
‖Wσ(s,m)−Wσ̂(s,m)‖ < ε.
Это означает, что функция σ 7→ Wσ(s,m) непрерывна. Лемма доказана. 
Для любого σ ∈ R(σ0) и натурального K обозначим через µ(σ,K) наименьшее соб-
ственное значение матрицы Калмана Wσ(1, K + 1). Очевидно, что
µ(σ,K) = min{ξ∗Wσ(1, K + 1)ξ : ξ ∈ Rn, ‖ξ‖ = 1}.
Отметим, что для любого ξ ∈ Rs мы имеем




ξ∗XA(1, j + 1)B(j)B
∗(j)X∗A(1, j + 1)ξ =
K∑
j=1
‖ξ∗XA(1, j + 1)B(j)‖2 > 0,
поэтому
µ(σ,K) > 0, σ ∈ R(σ0), K ∈ N.
Из леммы 10.3 и того факта, что собственные значения непрерывно зависят от мат-
риц [40, с. 635], получаем следующее следствие.
С л е д с т в и е 10.1 (см. [43]). Для любого фиксированного K ∈ N функция σ 7→ µ(σ,K)
непрерывна на множестве R(σ0).
Л е м м а 10.4 (см. [43]). Для любого σ ∈ R(σ0) функция k 7→ µ(σ, k) является неубыва-
ющей.




∈ R(σ0). Возьмем любое m ∈ N
и ξ ∈ Rn, ‖ξ‖ = 1 такое, что
ξ∗Wσ(1,m+ 2)ξ = µ(σ,m+ 1).
Тогда
µ(σ,m) 6 ξ∗Wσ(1,m+ 1)ξ =
m∑
j=1
ξ∗XA(1, j + 1)B(j)B







‖ξ∗XA(1, j+1)B(j)‖2 = ξ∗Wσ(1,m+2)ξ = µ(σ,m+1).
Лемма доказана. 
§ 11. Оболочка Бебутова и интегральная разделенность
Т е о р е м а 11.1 (см. [7]). Если система
x(m+ 1) = A0(m)x(m), m ∈ N, ∈ Rn, (11.1)
интегрально разделена, то для каждой A(·) ∈ R(A0) система (1.2) интегрально разделена.
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Д о к а з а т е л ь с т в о. Так как система (11.1) интегрально разделена, то существует
преобразование Ляпунова
x(m) = L0(m)z(m), m ∈ N, (11.2)
приводящее (11.1) к системе
z(m+ 1) = D0(m)z(m), m ∈ N, z ∈ Rn, (11.3)
с интегрально разделенной диагональной матрицей коэффициентов
D0(m) = diag
(












Так как преобразование (11.2) связывает системы (11.1) и (11.3), выполнено тождество
D0(m) = L
−1
0 (m+ 1)A0(m)L0(m), m ∈ N. (11.4)
Пусть ‖A0‖∞ 6 a0, ‖A−10 ‖∞ 6 a0, ‖L0‖∞ 6 ℓ, ‖L−10 ‖∞ 6 ℓ. Тогда
‖D0‖∞ 6 a0ℓ2, ‖D−10 ‖∞ 6 a0ℓ2. (11.5)
Рассмотрим сначала простой сдвиг A0(·) на k ∈ N, то есть рассмотрим матрицу Ak(m) .=.
= A(m+ k), m ∈ N. Определим Lk(m) .= L0(m+ k) и Dk(m) .= D0(m+ k). Тогда ясно, что
Lk(·) — матрица Ляпунова.
Из (11.4) получаем тождество
Dk(m) = D0(m+ k) = L
−1
0 (m+ k + 1)A0(m+ k)L0(m+ k) =
= L−1k (m+ 1)Ak(m)Lk(m),
поэтому преобразование Ляпунова
x(m) = Lk(m)z(m), m ∈ N,
связывает системы
x(m+ 1) = Ak(m)x(m), m ∈ N, x ∈ Rn, (11.6)
и









где обозначено dki (m)
.
= d0i (m + k) — сдвиг d
0
i (m) на k. Тогда при всех i ∈ {1, . . . , n − 1}















> γa(m+k)−(s+k) = γam−s,
поэтому система (11.7) интегрально разделена. Так как ляпуновское преобразование сохра-
няет это свойство, то и система (11.6) интегрально разделена.
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Пусть теперь A(·) ∈ R(A0). Тогда существует неубывающая последовательность нату-





j∈N, лежащую в компактном множестве R(L0). Из
нее можно выделить сходящуюся подпоследовательность. Без ограничения общности бу-




j∈N сходится в метрике ρ к некоторой
функции L(·) ∈ R(L0). Тогда для каждого m ∈ N
lim
j→∞
‖L(m)− Lsj(m)‖ = 0,
поэтому для каждого ε > 0 найдется номер J1 = J1(m, ε) такой, что при всех j > J1
выполнено неравенство ‖Lsj(m)−L(m)‖ < ε. Кроме того, существует номер J2 = J2(m, ε),
начиная с которого ‖Asj(m)− A(m)‖ < ε. Пусть J = J(m, ε) = max
{




D(m) = L−1(m+ 1)A(m)L(m), m ∈ N.
Для каждых ε > 0, m ∈ N и j > J(m, ε) справедливы неравенства
0 6 ‖D(m)−Dsj(m)‖ = ‖L−1(m+ 1)A(m)L(m)− L−1sj (m+ 1)Asj(m)Lsj(m)‖ 6
6 ‖L−1(m+ 1)A(m)L(m)− L−1sj (m+ 1)A(m)L(m)‖+








6 ‖L−1(m+ 1)− L−1sj (m+ 1)‖ · ‖A(m)‖ · ‖L(m)‖+
+ ‖L−1sj (m+ 1)‖ · ‖A(m)− Asj(m)‖ · ‖L(m)‖+
+ ‖L−1sj (m+ 1)‖ · ‖Asj(m)‖ · ‖L(m)− Lsj(m)‖ 6
6 ‖L−1(m+ 1)‖ · ‖L(m+ 1)− Lsj(m+ 1)‖ · ‖L−1sj (m+ 1)‖ · a0ℓ+
+ εℓ2 + a0ℓε 6 ℓ
(
ℓ2a0 + ℓ+ a0
)
ε.




поэтому D(·) ∈ R(D0). В силу леммы 10.2 матрица D(·) вполне ограничена, при этом
‖D‖∞ 6 a0ℓ2, ‖D−1‖∞ 6 a0ℓ2, (11.8)















0 при i 6= k,
dsi (m) при i = k.
(11.9)
Тогда при всех i, k ∈ {1, . . . , n} и j > J(m, ε) справедливы неравенства






ℓ2a0 + ℓ+ a0
)
ε.
Переходя в этом неравенстве к пределу при ε → 0 и учитывая (11.9), получим, что при





то есть матрица D(·) диагональна. Пусть D(m) = diag
(
d1(m), . . . , dn(m)
)
. Из (11.8) при
всех m ∈ N получаем оценки
|di(m)| 6 ‖D(m)‖ 6 ‖D‖∞ 6 a0ℓ2, |di(m)|−1 6 ‖D−1(m)‖ 6 ‖D−1‖∞ 6 a0ℓ2.



















ℓ2a0 + ℓ+ a0
)
ε · a0ℓ2 = 1−
√
na0ℓ























ℓ2a0 + ℓ+ a0
)
ε · a0ℓ2 = 1− κε.





























Переходя в этом неравенстве к пределу при ε → 0, получим, что при всех натуральных






Это означает, что диагональ матрицы D(·) интегрально разделена, поэтому система
z(m+ 1) = D(m)z(m), m ∈ N, z ∈ Rn,
интегрально разделена. Но преобразование Ляпунова x(m) = L(m)z(m) связывает эту си-
стему с системой (1.2), поэтому и (1.2) интегрально разделена. Теорема доказана. 
§ 12. Оболочка Бебутова и равномерная полная управляемость
В этом параграфе мы будем использовать обозначения
W0(s,m) = Wσ0(s,m), Wi(s,m) = Wσi(s,m).
Т е о р е м а 12.1 (см. [5, 43]). Если система σ0 K-равномерно вполне управляема, то




∈ R(σ0) K-равномерно вполне управляема.
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, полученную из системы σ0(·) сдвигом на i ∈ N. Отметим, что для
любого s > j матрица Коши XAi(s, j) системы
x(m+ 1) = Ai(m)x(m)
удовлетворяет равенству
XAi(s, j) = Ai(s− 1) · · ·Ai(j) = A0(i+ s− 1) · · ·A0(i+ j) = XA0(s+ i, j + i),
а для s < j мы имеем
XAi(s, j) = X
−1
Ai
(j, s) = X−1A0 (j + i, s+ i) = XA0(s+ i, j + i).




























(s+ i, j + 1) = W0(s+ i, s+ i+K).
Согласно нашему предположению, система σ0 является K-равномерно вполне управля-
емой, поэтому для всех s ∈ N справедливо неравенство
W0(s+ i, s+ i+K) > γE,
следовательно, для всех i, s ∈ N
Wi(s, s+K) > γE.
Если σ ∈ R(σ0), то существует такая неубывающая последовательность (ij)j∈N нату-
ральных чисел, что lim
j→∞
ρ(σij , σ) = 0. Тогда по лемме 10.3 получаем
lim
j→∞
‖Wij(s, s+K)−Wσ(s, s+K)‖ = 0, s ∈ N.
Для любого ξ ∈ Rn, ‖ξ‖ = 1, мы имеем
ξ∗Wσ(s, s+K)ξ = ξ




> γ − ‖Wij(s, s+K)−Wσ(s, s+K)‖.
Переходя к пределу при j → ∞ в этом неравенстве, получаем
ξ∗Wσ(s, s+K)ξ > γ.
Это означает, что Wσ(s, s + K) > γI . Так число s ∈ N произвольно, отсюда следует, что
система σ K-равномерно вполне управляема. Теорема доказана. 
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Т е о р е м а 12.2 (см. [43]). Если система σ0 не является равномерно вполне управляе-






и вектор ξ̂ ∈ Rn, ‖ξ̂‖ = 1, такие, что
ξ̂∗XÂ(1,m+ 1)B̂(m) = 0
для каждого m ∈ N.
Д о к а з а т е л ь с т в о. Возьмем любое K ∈ N. Система σ0 не является K-равномерно
вполне управляемой, поэтому для любого j ∈ N существуют число ij ∈ N ∪ {0} и век-
тор ξj ∈ Rn, ‖ξj‖ = 1, такие, что
ξ∗jW0(1 + ij, 1 + ij +K)ξj < j
−1.
Следовательно,
ξ∗jWij(1, K + 1)ξj < j
−1
и
µ(σij , K) < j
−1.




K . Из непрерывности функции σ 7→ µ(σ,K) мы имеем
0 6 µ(σK , K) = lim
j→∞




µ(σK , K) = 0.
Пусть σ̂ — предельная точка последовательности (σK)K∈N. Выберем любое натуральное s.
Тогда для любого j ∈ N найдется Kj > s такое, что
|µ(σKj , s)− µ(σ̂, s)| < j−1.
По лемме 10.4 функция s 7→ µ(σKj , s) неубывающая, поэтому
0 6 µ(σ̂, s) 6 µ(σKj , s) + |µ(σ̂, s)− µ(σKj , s)| < µ(σKj , Kj) + j−1 = j−1
для любого j ∈ N.
Итак, существует система σ̂ ∈ R(σ0) такая, что µ(σ̂, s) = 0 для любого s ∈ N, и, сле-
довательно, для любого натурального числа s существует вектор ξs ∈ Rn, ‖ξs‖ = 1, такой,
что





XÂ(1, j + 1)B̂(j)B̂
∗(j)X∗
Â




‖ξ∗sXÂ(1, j + 1)B̂(j)‖2.
Это означает, что ξ∗sΦÂ(1, j + 1)B̂(j) = 0 для любого j ∈ {1, . . . , s}.
Для каждого s ∈ N определим множество
Ξs =
{




Всякое Ξs непусто, потому что ξs ∈ Ξs. Более того, ясно, что для любого s имеет место
включение Ξs ⊃ Ξs+1. Каждое Ξs компактно, поскольку оно ограничено и замкнуто. Мы
имеем семейство стягивающихся компактных подмножеств Rn. По теореме Кантора о пе-
ресечении [41, с. 196] найдется ξ̂ ∈
∞⋂
s=1
Ξs. Тогда для точки ξ̂ при всех j ∈ N выполнено
равенство






∈ R(σ0). Для свободной системы (1.2) рассмотрим сопря-
женную систему [14, с. 64]
ψ(m+ 1) = ψ(m)A−1(m), m ∈ N, ψ∗ ∈ Rn. (12.1)
Пусть ΨA(m, s) — матрица Коши системы (12.1), то есть ΨA(m, s) — это такая матрица, что
каждое решение ψ(·) системы (12.1) для любых m, s ∈ N удовлетворяет равенству
ψ(m) = ψ(s)ΨA(m, s).
Легко проверить, что матрицы Коши ΨA(m, s) и XA(m, s) систем (12.1) и (1.2) связаны
между собой равенством
ΨA(m, s) = XA(s,m), m, s ∈ N.
Это означает, что любое нетривиальное решение сопряженной системы может быть пред-
ставлено в виде
ψ(m) = ξ∗XA(1,m), m ∈ N,
где ξ ∈ Rn — ненулевой вектор.
С л е д с т в и е 12.1 (см. [43]). Если система σ0(·) не является равномерно вполне управ-




∈ R(σ0), что некоторое нетри-
виальное решение ψ1(·) сопряженной системы (12.1) удовлетворяет равенству
ψ1(m+ 1)B(m) = 0
для любого m ∈ N.





не является равномерно вполне управляемой. Тогда существует си-
стема σ ∈ R(σ0), которая некоторым преобразованием Ляпунова (1.5) приводится к си-
стеме
y(m+ 1) = F (m)y(m) +G(m)u(m), m ∈ N, y ∈ Rn, u ∈ Rk, (12.2)
с диагональной матрицей F (·) и матрицей G(·) с нулевой первой строкой.
Д о к а з а т е л ь с т в о. Поскольку система σ0 не является равномерно вполне управля-






такая, что сопряженная система (12.1) имеет решение ψ1(·), для которого выполнено тож-
дество
ψ1(m+ 1)B(m) = 0, m ∈ N.
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Пусть Ψ(·) — нормальная фундаментальная матрица системы (12.1), образованная по-
следовательными строками ψ1(·), . . . , ψn(·).
В силу теоремы 11.1 каждая система A(·) ∈ R(A0) является системой с интеграль-
ной разделенностью, а сопряженная система наследует это свойство (теорема 5.2), поэто-
му (12.1) — система с интегральной разделенностью. Тогда, в силу следствия 5.1, для углов
βi(·) = βi(·; Ψ) имеют место неравенства
inf
m∈N
βi(m) > β, i = 1, . . . , n,
где β ∈ (0, π/2). Построим матрицу L(m) со строками l1(m), . . . , ln(m), где
li(m) =
ψi(m)
‖ψi(m)‖ , m ∈ N, i = 1, . . . , n.
Тогда L(·) — матрица Ляпунова (см. доказательство достаточности теоремы 4.1 и след-
ствие 4.2). Применим преобразование Ляпунова (1.5) с построенной матрицей L(·) к систе-
ме (6.1), получим систему (12.2), где
F (m) = L(m+ 1)A(m)L−1(m), G(m) = L(m+ 1)B(m).
Покажем, что для матриц F (·) и G(·) выполнены требуемые свойства.
Действительно, для первой строки матрицы G(·) при каждом m ∈ N имеем равенство
e∗1G(m) = e
∗
1L(m+ 1)B(m) = l
1(m+ 1)B(m) =
ψ1(m+ 1)
‖ψ1(m+ 1)‖B(m) = 0.
Далее, к сопряженной системе (12.1) применим преобразование Ляпунова
ψ(m) = η(m)L(m), m ∈ N. (12.3)
Тогда
η(m+ 1) = ψ(m+ 1)L−1(m+ 1) =
= ψ(m)A−1(m)L−1(m+ 1) = η(m)L(m)A−1(m)L−1(m+ 1),
то есть преобразование (12.3) переводит систему (12.1) в систему
η(m+ 1) = η(m)C(m), (12.4)
где
C(m) = L(m)A−1(m)L−1(m+ 1).
Система (12.4) имеет фундаментальную матрицу
H(m) = diag
(
‖ψ1(m)‖, . . . , ‖ψn(m)‖
)
, m ∈ N,
поскольку выполнено тождество
Ψ(m) = H(m)L(m), m ∈ N,
и Ψ(·) — фундаментальная матрица системы (12.1). Следовательно, для матрицы C(·) си-
стемы (12.4) имеем равенство
C(m) = H(m+ 1)H−1(m) = diag
(‖ψ1(m+ 1)‖





то есть C(·) — диагональна. Но
F (m) = L(m+ 1)A(m)L−1(m) = C−1(m), m ∈ N,
и поэтому F (·) — диагональна. Теорема доказана. 
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§ 13. Оболочка Бебутова и равномерная полная управляемость
Т е о р е м а 13.1 (см. [7, 61]). Пусть система (11.1) интегрально разделена. Тогда си-





∈ R(σ0) соответствующая замкнутая система (6.2) облада-
ет свойством пропорциональной локальной управляемости полного спектра показателей
Ляпунова.
Д о к а з а т е л ь с т в о. Н е о б х о д и м о с т ь. Так как система (11.1) интегрально раз-
делена, то при каждом A(·) ∈ R(A0) система (1.2) интегрально разделена (теорема 11.1),
поэтому ее показатели Ляпунова устойчивы (теорема 5.3). Далее, система σ0 равномерно





но вполне управляема (теорема 12.1). Но тогда для системы (6.1) выполнены все условия
теоремы 9.2, из которой вытекает, что система (6.2) обладает свойством пропорциональной
локальной управляемости полного спектра показателей Ляпунова.





замкнутая система (6.2) обладает свойством пропорциональной локальной управляемости
полного спектра показателей Ляпунова. Докажем, что система σ0 равномерно вполне управ-
ляема.
Предположим противное, пусть система σ0 не является равномерно вполне управляе-
мой. В силу теоремы 12.3 существует система σ ∈ R(σ0), которая некоторым преобра-
зованием Ляпунова (1.5) приводится к системе (12.2) с диагональной матрицей F (·) =
= diag
(
f1(·), . . . , fn(·)
)
и матрицей G(·) с нулевой первой строкой. Так как по условию
система (11.1) является системой с интегральной разделенностью, то, в силу теоремы 11.1,
линейная однородная система (1.2) обладает этим же свойством. Ляпуновское преобразо-
вание (1.5) сохраняет свойство интегральной разделенности и приводит систему (1.2) к си-
стеме
y(m+ 1) = F (m)y(m), m ∈ N, y ∈ Rn, (13.1)
поэтому ее полный спектр показателей Ляпунова устойчив, некратен и состоит из попарно
различных чисел λ̂1, . . . , λ̂n, где
λ̂j
.
= fj(·), j = 1, . . . , n.
Пусть λ(F ) =
(
λ1(F ), . . . , λn(F )
)
∈ Rn6 — полный спектр системы (13.1), и k ∈ {1, . . . , n} —







|λ̂i − λ̂j| > 0.
Из устойчивости показателей Ляпунова системы (13.1) вытекает, что найдется такое δ1 > 0,
что для любого допустимого для системы (12.2) матричного управления V (·), удовлетворя-
ющего оценке ‖V ‖∞ < δ1, полный спектр показателей Ляпунова замкнутой системы
y(m+ 1) =
(
F (m) +G(m)V (m)
)





, т. е. состоит из попарно различных чисел.





z(m), m ∈ N, z ∈ Rn−1, (13.3)








G1(m) — это (n − 1) × k-матрица, образованная из G(m) отбрасыванием первой строки,
а V1(m) — это k × (n− 1)-матрица, образованная из V (m) отбрасыванием первого столбца.
Система (13.3) является возмущенной по отношению к диагональной системе
z(m+ 1) = F1(m)z(m), m ∈ N, z ∈ Rn−1, (13.4)
диагональ которой интегрально разделена. Так как полные спектры показателей Ляпуно-
ва систем (13.1) и (13.4) состоят из наборов верхних логарифмических средних значений
функций f1, f2 . . . , fn и f2, . . . , fn соответственно, то полный спектр показателей Ляпунова
системы (13.4) состоит из чисел λ̂2, . . . , λ̂n, то есть из чисел λj(F ), j 6= k. Из интеграль-
ной разделенности диагонали матрицы F1(·) вытекает устойчивость показателей Ляпунова
системы (13.4), поэтому существует δ2 > 0 такое, что из условия ‖V1‖∞ < δ2 следуют
неравенства
|λj(F1)− λj(F1 +G1V1)| < α, j = 1, . . . , n− 1.
Возьмем δ = min{δ1, δ2} и зафиксируем произвольное допустимое для системы (13.2)
управление V (·) такое, что ‖V ‖∞ < δ.
Пусть V1(m) — k×(n−1)-матрица, полученная из V (m) вычеркиванием первого столбца.
Тогда V1(·) — допустимое для (13.3) управление, при этом ‖V1‖∞ 6 ‖V ‖∞ < δ 6 δ2.
Рассмотрим нормальную ФСР z1(·), . . . , zn−1(·) системы (13.3) такую, что λ[zi] =
= λi(F1 +G1V );
zi(m) = col
(













. Функции y1(·), . . . , yn−1(·) являются ли-
нейно независимыми решениями системы (13.2), их показатели попарно различны и лежат
в α-окрестностях чисел λj(F ) при j 6= k. Следовательно, набор показателей этих решений
совпадает с набором чисел λj(F +GV ), j = 1, . . . , n, j 6= k.
Пусть yn(·) = col
(
yn1 (·), . . . , ynn(·)
)
— любое решение системы (13.2), показатель ко-
торого равен λk(F + GV ). Числа λ1(F + GV ), . . . , λn(F + GV ) попарно различны, по-
этому функции y1(·), . . . , yn(·) линейно независимы, а это означает, что первая коорди-
ната yn1 (·) решения yn(·) не равна тождественно нулю (в противном случае функция
zn(·) = col
(
yn2 (·), . . . , ynn(·)
)
— решение системы (n − 1)-го порядка (13.3), линейно зави-
симое с решениями z1(·), . . . , zn−1(·), что влечет линейную зависимость y1(·), . . . , yn(·)).
Но




λ[yn1 ] = f1(·) = λk(F ),
Следовательно,
λk(F +GV ) = λ[y
n] > λ[yn1 ] = λk(F ).
Таким образом, функции y1(·), . . . , yn(·) образуют нормальную ФСР системы (13.2), при
этом ни один показатель λi(F + GV ) не попадает в левую α-полуокрестность величи-
ны λk(F ), и это верно для любого допустимого для системы (13.2) управления V (·) такого,
что ‖V ‖∞ < δ. Поэтому возмущениями G(·)V (·), где ‖V ‖∞ < δ, невозможно добиться
выполнения равенства
λk(F +GV ) = λk(F ) + νk
ни при каком νk ∈ (−α, 0). Это означает, что полный спектр показателей Ляпунова си-
стемы (13.2) не обладает свойством пропорциональной локальной управляемости. Так как
преобразование Ляпунова сохраняет это свойство (лемма 6.1), то полный спектр систе-
мы (6.2) не является пропорционально локально управляемым. Полученное противоречие
доказывает теорему. 
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П р и м е р 13.1 (см. [61]). Рассмотрим линейную управляемую систему













функция b(·) определена равенством (9.1).
Заметим, что для каждого K ∈ N существует номер j .= K такой, что для матрицы
Калмана системы (13.5) имеют место равенства
W (m2j,m2j +K) =
m2j+K−1∑
l=m2j
XA(m2j, l + 1)B(l)B






























Это означает, что система (13.5) не является равномерно вполне управляемой, так как мат-
рица Калмана содержит нулевую строку.
Свободная система
x(m+ 1) = A0(m)x(m), m ∈ N, x ∈ R2, (13.6)
стационарна, поэтому ее полный спектр показателей Ляпунова устойчив. Показатели Ляпу-





























Поэтому полный спектр показателей Ляпунова совпадает с набором (0, 1), то есть он некра-
тен, следовательно, (13.6) — система с интегральной разделенностью.










µ1 − 1, α2 = eµ2 − e,






Тогда замкнутая система имеет диагональный вид
x(m+ 1) = diag
(
1 + b(m)α1, e+ α2
)
x(m), (13.7)
поэтому ее полный спектр показателей Ляпунова состоит из чисел
















Ясно, что λ2(A0 + B0U) = µ2. Из леммы 9.1 следует, что λ1(A0 + B0U) = µ1.
Кроме того, из утверждения 8.1 при |t| < 1/2 получаем оценку |et − 1| 6 2(e1/2 − 1)|t|,
поэтому справедливы следующие неравенства
|α1| =
∣∣eµ1 − 1
∣∣ 6 2(e1/2 − 1)|µ1|,
|α2| =
∣∣eµ2 − e
∣∣ = e|eµ2−1 − 1









. Тогда справедлива оценка




поэтому полный спектр показателей Ляпунова системы (13.7) пропорционально локально
управляем, где δ = 1/2, ℓ = 2e(e1/2 − 1).
Из теоремы 13.1 вытекает, что оболочка Бебутова системы (13.5) содержит систему
с неуправляемым полным спектром показателей Ляпунова. Найдем эту систему.
Оболочка Бебутова системы (13.5) содержит в себе систему












j∈N. Пусть m ∈ N произвольно. Тогда
‖Bm2j(m)−B(m)‖ = |b(m2j +m)|.
Для каждого j > m выполнены неравенства
m2j < m2j +m < m2j + j = m2j+1,













Для каждого допустимого матричного управления U(·) = {uij(·)}2i,j=1 замкнутая система






x(m), m ∈ N. (13.9)
Каждая фундаментальная система решений этой системы содержит решение x(·) с ненуле-
вой первой координатой x1(·). Для показателя Ляпунова этого решения справедливо нера-
венство λ[x] > λ[x1] = 0. Для произвольного нетривиального решения x(·) с нулевой
первой координатой справедливы оценки λ[x] > λ[x2] = e+ u22(·). Если ‖U‖∞ < e/2,













ln(e− e/2) = 1− ln 2 > 0.
Таким образом, для каждого допустимого U(·) с достаточно малой ‖U‖∞ выполнены нера-
венства λj(A0 + BU) > 0, j = 1, 2. Это означает, что невозможно добиться выполнения
равенства λ1(A0 + BU) = µ1, где µ1 — отрицательное число, и поэтому полный спектр по-
казателей Ляпунова системы (13.9) не является пропорционально локально управляемым.
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