The Hessian matrix is obtained by differentiating the score functions (4) and (5) with respect to β and γ. The Fisher information matrix is then minus the expected value of the Hessian matrix which, for convenience, we write in the form
where
When detection depends on abundance, the expectation is that derived Detection a function of abundance: Theoretical results. When detection does not depend on abundance, the expectation is E{I(
because one factor is always equal to zero. It follows that
Also,
