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INTRODUCTION 
Noise-corrupted flaw signals with known contributions due to flaw scattering are 
needed to study flaw detection and characterization approaches. The inability to create these 
"known flaw" signals which are corrupted with acoustic noise (e.g., grain scattering noise) 
has presented a problem to the nondestructive evaluation (NDE) community for years. An 
approach is needed for creating noise-corrupted flaw signals which can be used as a basis for 
studying the impact of different flaw types, measurement system configurations, signal-to-
noise ratios (SNRs), acoustic noise types, etc. on digital signal processing algorithms which 
are being developed. 
Current approaches to creating noise-corrupted flaw signals have been useful, but 
each approach has significant limitations. Using a "known flaw" in an acoustically noise-free 
material (e.g., a bubble in glass) represented a useful approach for inverse scattering work; 
however, such signals are essentially noise-free, corrupted with only electronic noise (i.e., 
white noise) [1]. Fabricating "known flaw" phantoms utilizing engineering materials might 
be ideal; unfortunately, there are many problems associated with this approach including the 
cost of fabrication of flawed samples, uncertainty in the exact nature of the flaw following 
fabrication, and the inability to conveniently study flaw and acoustic noise variations [2,3]. 
Creating computer generated "known flaw" signals with added simulated acoustic noise may 
be completely adequate in some cases [4,5]; however, even if the noise is modeled in a 
sophisticated manner so that the frequency dependence and statistical nature of the noise is 
realistic [6], it is not yet possible to model the acoustic noise to absolute scale [7]. 
In this paper, an approach is presented for creating "known flaw" noise-corrupted 
flaw signals which was frrst introduced by the authors in 1985 [8] and which has been used 
in a number of studies since that time [9-11]. Significant inspiration for this approach came 
from the work of Gray and Thompson in creating noise-free flaw signals [4,5]. The 
approach that is presented here utilizes computer generated flaw scattering amplitudes, 
measurement system response functions based on measured transducer reference signals, and 
measured acoustic noise. This approach can be used to facilitate the study of large numbers 
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of noise-corrupted flaw signals and to facilitate studying the impact of different flaw and 
noise types, different SNRs, and different measurement system configurations on flaw 
detection and characterization schemes. 
THE BASIC APPROACH 
A model for a noise-corrupted flaw signal,fit), can be written as the convolution of a 
measurement system impulse response function, h(t), with the flaw's farfield impulse 
response function, r(t), plus noise. The model can be stated as [12] 
f(t) = h(t)*r(t) + na(t) + ne(t) (1) 
where na(t) represents acoustic noise, and ne(t) represents electronic noise. The model can 
also be stated in the frequency domain as [12] 
F(ro) = H(ro)A(ro) + Na(ro) + Ne(ro) (2) 
where A(ro) is the flaw's farfield scattering amplitude. In Equations (1) and (2), the 
dependence on material and measurement system configuration parameters is implicit. The 
measurement system frequency response function, H(ro), is the response function for a 
single scatterer [1,12]. 
The basic approach for creating a noise-corrupted flaw signal will now be outlined. 
The idea is to add measured acoustic noise to a virtually noise-free, computer generated flaw 
signal. The specific steps involved in creating the noise-corrupted flaw signal are defined 
below. The first three steps (shown as bullets) are necessary preliminary steps. 
• Obtain a sample of the host material of interest, and establish necessary material related 
parameters; 
• Select a measurement system configuration (Le., select the transducer, water path, 
instrument settings, etc.); 
• Select a flaw type and physical characteristics and material parameters for the flaw, and 
select an assumed flaw depth within the host material (note that the chosen flaw type must 
be such that its scattering amplitude can be calculated); 
Each step in the procedure given below is represented in the schematic in Fig. 1. 
1. Measure a reference signal for the chosen transducer and measurement system 
configuration; 
2. Calculate the single scatterer measurement system response function, H(m), for the 
chosen measurement system configuration (including the chosen flaw depth); 
3. Calculate the flaw's scattering amplitude, A(m); 
4. Convolve H( m) and A( m) to create a frequency domain noise-free flaw signal; 
5. Take the inverse Fourier transfonn (1FT) of H(m)A(m) to create a time domain noise-free 
flaw signal, IFT[H(ro)A(m)] = h(t)*r(t); 
6. Measure a back scattered acoustic noise signal, na<t), using the same measurement system 
configuration (except for the pulser-receiver attenuation setting) as that used in measuring 
the reference signal and with the center of the grain noise measurement window set at the 
chosen depth of the simulated flaw; 
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Figure 1. Schematic of the basic approach for creating noise-corrupted flaw signals. 
7. Add the measured acoustic noise to the noise-free flaw signal to create the desired noise-
corrupted flaw signal, f(t) = IFT[ H(w)A(w)] + na(t) = h(t)* ret) + na(t). An example 
of a final noise-corrupted flaw signal is shown in Fig. 2 for a 400 11m diameter spherical 
void in a stainless steel plate. Note that if the modeling and experiments are done well, a 
noise-corrupted flaw signal with the proper absolute scale can be created. 
V ARIA nONS ON TIffi BASIC APPROACH 
Chan~in~ Si~nal-to-Noise Ratio 
Studying a range of SNRs is important in order to establish the signal-to-noise ratio 
(SNR) range in which the performance of a detection or deconvolution algorithm degrades. 
One method of changing the SNR, which has been successfully used by the authors for a 
number of years, involves scaling the acoustic noise prior to addition to the noise-free flaw 
signal [9,10]. Scaling the noise in this manner does not change its frequency. The model 
variation for this case can be written as 
(3) 
where the scale factor, Bn , has been introduced to scale the noise prior to adding the noise to 
the noise-free flaw signal. Shown in Fig. 3 are two noise-corrupted flaw signals. These 






Example of a noise-corrupted flaw signal. 
in creating the signal in Fig. 1; however, the noise has been scaled by different values of Bn 
in order to create signals with lower SNRs than the SNR for the signal given in Fig. 1. 
A second approach to changing the SNR is to move the scale factor to the system 
response function and write the model as 
(4) 
Since BH is frequency independent, this approach essentially changes the strength of the 
sound field which interrogate the simulated flaw, again, without changing the frequency 
content of the components of the signal. Note that by introducing a scale factor on either the 
noise (Eq. (3» or the system response function (Eq. (4» varying SNRs can be studied, but 
the noise-corrupted flaw signal no longer has the correct absolute scale. 
Finally, the SNR can be changed by working with the scattering amplitude, A( w). 
Certainly, the scale factor could simply be moved toA(w), but by changing the flaw 
parameters which are used in calculating A(w), correct absolute scale can be retained by 
changing the SNR without introducing a scale factor. The model variation for this case can 
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where tP8 contains parameters which describe the orientation of the flaw with respect to the 
incident wave field, and tP f contains parameters which describe the flaw characteristics 
including the flaw geometry and flaw material properties. As discussed below, making 
changes to tP8 and/or tPf generally changes the frequency content of the noise-free flaw 
signal. 
The relative frequency content (e.g., the extent of spectral overlap) of the noise-free 
flaw signal and the acoustic noise is critical to the success of certain deconvolution and 
detection algorithms. By scaling the noise as in Eq. (3) or by scaling the system response 
function as in Eq. (4), the impact of changing the SNR can be studied without changing the 
frequency content of either part of the signal. If the flaw material parameters within tP f are 
changed in order to change the SNR by changing the acoustic impedance difference between 
the flaw and the host material, the frequency content of the two parts of the signal again 
remain unchanged. Changing flaw material parameters within tP f ' flaw orientation 
parameters within tP8, or size parameters within tP f in order to change the SNR generally 
results in a change in the frequency content of the noise-free flaw signal due to a change in 
the frequency content of A(w). 
There are additional subtle differences between the different ways of changing SNR. 
If only gated peak detection is being studied, then equivalent SNRs can be achieved by 
placing the scale factor on any of the terms. On the other hand, if deconvolution approaches 
are being studied, then each type of scaling affects a different input to the filter. Consider the 
case where the randop:1 variable scattering amplitude has zero mean, and a scattering 
amplitude estimate, A(w), is determined via the Wiener filter as [10] 
(6) 
where (22(w) is used to desensitize the deconvolution to near zero values in IH(w)12. The 
optimal form of the desensitization term is given by Q2(m) = Sn(m)/SA(m), where Sn(m) 
and SA ( m) are the power spectral density functions of the noise and scattering amplitude 
distributions, respectively. If the SNR is changed by scaling H(m), then the scaled H(m) 
simply goes into the Wiener filter. If the noise is scaled, then Sn(m) must be scaled. If 
A(m) is scaled, then the new SA (m) can also be determined by scaling. If A(m,tP8,tPf) is 
changed by changing tP8 or tPf, then, in general, new scattering amplitudes must be 
calculated, and a new associated SA ( m) must also be calculated. 
The application of the Wiener filter with Q2( m) taken to be of sub-optimal form has 
also been studied [10] and should be addressed to complete this discussion. The most 
common sub-optimal form has been to take Q2 equal to 10% of the maximum value of 
IH(m)l. If the SNR is changed by scaling H(m), then the filter reflects this change through 
the change in the maximum value of IH(m)l. Conversely, if the SNR is changed by scaling 
the noise or by scaling or changing A(m), the filter does not change with SNR since Q2 is 
insensitive to these changes. Further, Neal et al. [10] have studied the application of the filter 
when it is assumed that an estimate of Sn (m) is known, but it is not possible to establish 
SA(W) apriori. They took Q2(w) = ASn(m) where A is essentially a crude, frequency 
independent estimate of 1/ SA (w) with A determined based on the data. For this case, if the 
SNR is changed by scaling H( w) or by scaling the noise, A does not change as the SNR 
changes since SA(W) does not change. If the SNR is changed by changing A(w) in some 
way, then the value of A, determined based on the data, should track the SNR changes. 
Clearly, changing the SNR without understanding the implication of the change could lead to 
problems. 
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Measurement System Changes 
To facilitate discussion of the creation of noise-corrupted flaw signals for different 
measurement system configurations, the basic model can be rewritten as 
(7) 
where the vector tPk contains k parameters associated with the measurement system 
configuration including instrument settings as well as the parameters which describe the 
measurement system geometry. The measurement system response function, H(ro,tPk), can 
be calculated for a wide variety of measurement system configurations, and acoustic noise 
can be measured for any configuration of interest. Thus, the noise-free flaw component and 
the acoustic noise can be varied, and the impact of these variations on the flaw detection or 
characterization routine being developed can be assessed using noise-corrupted flaw signals 
which were created over a wide range of measurement system configurations. The impact of 
variations in transducers (frequency range, focused versus planar, etc.), system geometry 
(water path, incident angle, flaw depth, etc.), wave mode (longitudinal, transverse, 
Rayleigh, etc.), and instrument settings can be studied. With respect to measuring noise over 
a wide range of measurement system configurations, once the first acoustic noise 
measurement scan has been completed, additional scans can be done more rapidly, and noise 
signals can be measured over a wide range of conditions in relatively short order. 
Randomization of the Model 
The basic model was developed essentially as a deterministic model in which there is 
one flaw at one depth and one acoustic noise signal. In order to facilitate discussion of the 
application of the model in a stochastic manner where scattering amplitude (Le., flaw 
characteristics), acoustic noise, flaw depth, and even material parameters can be taken to be 
random variables, the model can be restated as follows 
where tPO and tPf contains parameters which describe the flaw orientation and physical 
characteristics as indicated above, and tPxy contains the.xy coordinates of the grid position 
where the acoustic noise signal was measured (see Fig. 1). Contained within tPk are the 
polar and azimuthal angles which describe the orientation of the incident wave field, and a 
parameter which represents the chosen depth of the flaw in the host material. 
Neal and Thompson [9] generated noise-corrupted flaw signals for spherical voids in 
stainless steel where void radius contained within tP f and the acoustic noise measurement 
position, tPXY' were taken to be random variables. All other variables, including flaw depth, 
were assumed to be deterministic. Void radii were generated at random out of an assumed 
lognormal distribution, associated scattering amplitudes were calculated (Step 3), and each 
scattering amplitude was then combined with the system response function followed by an 
inverse Fourier transform (Steps 4 and 5). Note that the signal still has scattering from only 
one flaw even though a distribution of flaw sizes is being considered. Acoustic noise signals 
were chosen in a pseudo-random fashion, scaled to achieve the desired SNR, and then added 
to the noise-free flaw signals (Steps 6 and 7). Noise signals were chosen as follows. A total 
of N backscattered grain noise signals were measured from a stainless steel plate in a regular 
grid pattern (see Fig. 1). The spacing between measurement positions was chosen to assure 
that signals measured at adjacent measurement positions where essentially uncorrelated [13]. 
Noise signals were then chosen by selecting whole numbers between 1 and N using a 
uniform random number generator. As a result of this procedure, Neal and Thompson were 
able to study the average performance of the Wiener filter over 50 noise-corrupted flaw 
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signals (at any chosen SNR) where the flaw size was chosen randomly, and the grain noise 
was chosen in a pseudo-random manner. 
The randomization of acoustic noise could be achieved in a variety of ways. 
Certainly q,xy could be chosen at random and input to a motor controller driver program with 
acoustic noise signals then measured at randomly chosen positions. Note, however, that 
unless some nearest neighbor constraint were introduced, this procedure would most likely 
result in the measurement of a number of noise signals which are strongly correlated with 
other noise signals. This may be fine purely from the standpoint of generating useful noise-
corrupted flaw signals; however, problems could arise in estimating the average noise power 
spectrum based on these correlated signals. 
Consider the case where the goal is to study the performance of a flaw detection or 
characterization algorithm for a given flaw depth but for a distribution of flaws and noise 
signals at that depth. For this case, the scale factor, Bn, could be calculated so that each 
noise-corrupted flaw signal would have the specified SNR; however, this would yield a 
particularly artificial result when all flaws are at the same depth since the SNR would be 
expected to naturally increase with increasing flaw size. Alternatively, a variety of methods 
could be used to determine Bn such that the SNR equals the desired value in some average 
sense over the family of noise-corrupted flaw signals to be created at that SNR [9]. 
Regardless of the approach used, it is important to understand the influence of that approach 
on the signal processing scheme being studied. 
Randomization of the model can be extended far beyond simply choosing sphere 
radius and acoustic noise randomly. Virtually any parameter associated with the flaw could 
be chosen in some random fashion including additional size parameters, orientation, flaw 
type, etc. The orientation of a flaw could be specified by choosing orientation parameters out 
of a uniform distributions resulting in a truly random flaw orientation. The orientation could 
also be controlled more closely by selecting the orientation out of a narrow distribution about 
some direction which is based on the stress fields within a component of interest. Flaw 
depth (a parameter which is contained within q,k) could be chosen at random. Even the 
uncertainty in the setting of water path and incident angles could also be taken into account. 
DISCUSSION 
In too many instances, a signal processing technique which has been used in another 
field is formulated for application to ultrasonic NDE, a few examples are studied which show 
how well the technique works, and the research is then published with no attempt to push the 
technique to failure. This may be due in part to the fear on the part of investigators that if 
they force their technique to failure, that their chances for additional funding or chances for 
publication of the research may be compromised. However, difficulties in creating the noise-
corrupted flaw signals needed to fully study such techniques have also presented a problem. 
In this paper, an approach has been presented for creating noise-corrupted flaw signals which 
utilizes computer generated flaw scattering amplitudes, measurement system response 
functions based on measured transducer reference signals, and measured acoustic noise. In 
many cases, the signal processing techniques being investigated could have been forced to 
failure by utilizing noise-corrupted flaw signals created as outlined in this paper. 
The approach has a number of strengths and weaknesses (as discussed below). The 
most obvious strength of the approach is that it can be used to create noise-corrupted flaw 
signals over a wide range of SNRs, flaw and noise states, and system configurations. The 
use of measured acoustic noise is particularly important in that, in addition to capturing the 
proper frequency dependence, the actual statistical nature of the noise is captured. The extent 
to which the acoustic noise might deviate from circular Gaussian statistics is exactly captured. 
In particular, any correlations of spectral components due to structure in the scattering source 
or deviations from Gaussian behavior in the tails of the noise distribution are naturally 
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contained within the measured noise. Further, by using the same transducer as a basis for 
calculating the measurement system response function and for measuring acoustic noise, 
noise-corrupted flaw signals with correct absolute scale can be created. Finally, with a 
balance of caution and creativity, the procedures outlined here for creating noise-corrupted A-
scans can be extended to the creation of noise-corrupted B-scans and C-scans. 
The approach also has limitation. First, in order to implement the approach, the 
investigators must be able to calculate scattering amplitudes and measurement system 
response functions, and have access to a flaw-free sample of the material of interest along 
with the experimental capability to digitize acoustic noise signals. A clear problem with the 
approach exists when the flaw is relatively large so that a significant fraction of the 
surrounding scatterers (e.g., grains) which would have been sonified if the flaw were not 
there are not sonified 1) due to the presence of the flaw which displaces a number of 
scatterers, and 2) due to the acoustic shadow creating behind the flaw. For this case, the 
acoustic noise which is directly superimposed with the flaw signal or which occurs just after 
the flaw signal will not be the same as that acoustic noise which is measured from a flaw-free 
sample of the material. In many cases, the flaws which are hard to find are relatively small 
and the sonified volume contains a large number scatterers so that the number of scatterers 
displaced by the flaw or in the shadow of the flaw is insignificant. In addition, in certain 
cases the presence of a flaw can change the average grain size in the region surrounding the 
flaw. In such cases, acoustic noise measured in a flaw-free region would not representative 
of the noise which corrupts the flaw signal. Ultimately, the validity of this approach for 
creating noise-corrupted flaw signals must be assessed for the physical situation of interest 
and for the signal processing scheme being developed. 
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