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Introduction
We present an efficient algorithm for PAC-learning a broad class of geometric concepts over d for fixed d against arbitrary distributions. More specifically, given a set -of s halfspaces, associate a boolean indicator function I t (⅐), with each t ʦ -, such that, for an arbitrary point x ϭ ( x 1 , . . . , The concept class we study is more general than any geometric concept class known to be PAC-learnable. (See Section 5 for a discussion of related work.) Special cases of our main theorem result in learning algorithms for several new geometric concept classes. For example, the concept class defined by the parity function over the indicator variables of s hyperspaces is learnable by our algorithm. While we consider geometric concepts defined by halfspaces, any polyhedron (not necessarily convex) defined by f faces can be formed by combining f halfspaces. Thus, our algorithm can also learn any Boolean combination of a polynomial number of polyhedra each with a polynomial number of faces. Even further, our results can be easily extended to learn efficiently any Boolean combination of a polynomial number of concepts selected from any concept class Ꮿ over d given that the VC-dimension of Ꮿ has dependence only on d (and is thus constant for any constant d), and there is a polynomial time algorithm to determine if there is a concept from Ꮿ consistent with a given set of labeled examples. Standard techniques cannot be applied to learn many such complex geometric concepts and, in fact, prior to this work, no algorithms were known for these problems.
In addition to presenting a polynomial time algorithm to learn Ꮿ s d (for d constant), we present a variation of our algorithm that can tolerate random noise in the labels for any noise rate strictly less than 1/2. This variation takes advantage of the noise tolerance inherent in the statistical query (SQ) model [Kearns 1993 ]. Finally we present a generalization of the standard ⑀-net result of Haussler and Welzl [1987] and apply it to give an alternative noise-tolerant algorithm for d ϭ 2 based on geometric subdivisions.
Limitations of the Standard Covering Technique
Considerable work has been done on learning geometric concepts in the PAC model. To illustrate the key technique used in most of this work, consider the problem of learning unions of s halfspaces in d-dimensional space for any constant d [Blumer et al. 1989; Baum 1990a; Brönnimann and Goodrich 1994] . 1 The standard Occam algorithm draws a sufficiently large sample S of m points (where m is chosen to satisfy the bound of Blumer et al. [1989] ) and then finds a hypothesis consistent with the sample by formulating a set covering problem. For the learning problem, one first generates a set Ᏺ containing O(m d ) halfspaces such that each possible partition of the points in S into two sets by a halfspace is realized. Note that, when generating Ᏺ, the labels of the examples are ignored. During the covering phase (described below), the labels are used. After generating Ᏺ, the learner initializes the hypothesis h to be the always false hypothesis, and P to be all positive points from S. Then the learner repeats the following step until P ϭ :
Find a halfspace f ʦ Ᏺ consistent with all of the negative examples in S and the maximum number of examples from P. Replace h by h ഫ f and remove from P the points correctly classified by f.
Since the target concept gives a covering of size s, it follows that the greedy set covering algorithm [Chvatal 1979 ] produces a cover of size O(s ln͉P͉) ϭ O(s lg m). Thus the representation size of the final hypothesis is sub-linear in m as required by the result of Blumer et al. [1989] .
To see a fundamental limitation of the standard technique, consider the geometric concept shown in Figure 1 . Notice that there is no hyperplane that separates a positive point in the darkly shaded region from all negative points.
1 By a dual argument, everything discussed applies to intersections of halfspaces.
FIG. 1. A target concept from Ꮿ 3
2 formed from the three halfspaces a, b, and c. For any point x in the lightly shaded region I a ( x) ϭ I b ( x) ϭ 1 and I c ( x) ϭ 0. Likewise, for any point xЈ in the darkly shaded region I a ( xЈ) ϭ I b ( xЈ) ϭ I c ( xЈ) ϭ 1. The Boolean function over I a , I b , I c that is illustrated in this figure is the parity function. Namely, x is a positive point exactly when an odd number of the indicator functions are 1 for x. Observe that a positive point in the darkly shaded region cannot be separated from all negative points by a single hyperplane.
When the target is not a union or an intersection of halfspaces then it is not clear what the right notion of covering is, or if it is applicable at all.
This standard covering technique can be applied to learn unions (and intersections) of base classes, Ꮿ, other than halfspaces. However, for a concept class Ꮿ, ͉Ᏺ͉ has an exponential dependence on the VC-dimension of Ꮿ. Thus, this approach yields a polynomial-time algorithm only when the VC-dimension of Ꮿ is constant. Blumer et al. [1989] prove that this set covering approach can be used to PAC-learn the union (or intersection) of concepts from a base class Ꮿ efficiently given that the VC-dimension of Ꮿ is constant and there is a polynomial time algorithm to determine if there is a concept from Ꮿ consistent with a given set of points. Our technique, introduced here, generalizes this standard technique by allowing us to learn classes defined by arbitrary Boolean combinations of concepts from Ꮿ versus just intersections or unions.
If one tries to apply the standard technique to Boolean combinations more general than union or intersection, then the fundamental problem illustrated in Figure 1 returns. Although for some base classes, such as axis-aligned boxes, any single positive example can be separated from all the negative regions by a box-it is essential to argue that there exists a covering whose size is sublinear in m. When learning a union, it is easily seen that each of the s concepts in Ꮿ used to form the target concept correctly classify all negative examples. Thus those s concepts form a covering. However, when we consider more complex geometric concepts (i.e., concepts for which the combination of the indicator functions is not simply a union or intersection), a small covering of this form may not exist. Thus, the standard techniques cannot be applied. As another example illustrating the limitations of the known techniques, consider the class defined by the union of a polynomial number of convex polyhedra each with a polynomial number of faces. Here the standard technique would fail to give an algorithm whose time complexity is polynomial in the total number of faces in the polyhedra defining the target concept because the VC-dimension of a polyhedron depends on the number of faces.
Our Contributions
In this paper, we describe several contributions. First, we give an algorithm to learn Ꮿ s d in the PAC model. 2 Our work introduces a new learning technique that uses the following novel, though simple, application of set covering. While (as previously pointed out) it is not true in general that every positive example in the sample must be separated from all negative examples by a single hyperplane "in" the target, it is true that every positive example must be separated from each negative example by some hyperplane (and so it should be separated from all negative points by a subset of these hyperplanes). Alternatively, we must ensure that for each positive example and negative example, there is a hyperplane in the hypothesis that separates (covers) them. To achieve this goal, we construct from the sample a complete bipartite graph by adding an edge between every pair of 2 While we use Ꮿ s d to illustrate our technique, the result generalizes to any Boolean combination of a polynomial number of concepts selected from any concept class Ꮿ over d given that the VC-dimension of Ꮿ depends only on d (and thus is constant for d constant), and there is a polynomial-time algorithm to determine if there is a concept from Ꮿ consistent with a given set of labeled examples. points ͗x ϩ , x Ϫ ͘ where x ϩ is positive and x Ϫ is negative. The edges in this graph form the set ᐁ to be covered. The family of subsets of ᐁ is comprised of hyperplanes where a hyperplane covers every edge that it properly intersects. Since the VC-dimension of a hyperplane is d ϩ 1 (which is constant for fixed d), ͉Ᏺ͉ is polynomial in the size of the sample.
3 By applying a greedy covering technique, we obtain a set of hyperplanes that separates every pair ͗x ϩ , x Ϫ ͘. By using the set covering algorithm of Brönnimann and Goodrich [1994] (versus the standard greedy covering) we obtain a cover of size O(sd lg(sd)). Our approach does not have the limitations discussed above, yet maintains the desirable feature that the sample complexity is polynomial in s and d. It is only the time complexity that depends exponentially on d. This contrasts recent results described in Section 5. Furthermore, notice that the hyperplanes that define the target concept divide d into regions (or connected components) that are individually labeled. (As an example the target concept shown in Figure 1 has 3 hyperplanes that divide 2 into 7 regions.) Since the number of different regions in the target concept could depend exponentially on d, the size of the target concept itself could be exponential in d. Thus, with the exception of some subclasses of Ꮿ s d with polynomially sized concepts, our algorithm runs in time polynomial in the size of the target. Note, we can use parallel set covering techniques [Berger et al. 1994 ] to get our algorithm to run efficiently in parallel.
A second contribution of our work is the conversion of our basic algorithm to a statistical query algorithm giving noise tolerance. Due to our covering approach, the statistical queries we make come from a modified distribution (that we simulate from our given example source). This modification of the distribution causes the desired accuracy that the learner must reach to get smaller with each step of the covering. Thus, the conversion to a statistical query algorithm is more complex than that needed with the standard covering approach.
Finally, we present a generalization of the standard ⑀-net result of Haussler and Welzl [1987] and apply it to give an alternative noise-tolerant algorithm for d ϭ 2 based on geometric subdivisions.
Preliminaries
The learning model we use in this work is the probably approximately correct (PAC) model of Valiant [1984] . In this model, the learner is presented with examples, chosen randomly from instance space ᐄ according to unknown probability distribution Ᏸ. Let f be an unknown target function from known concept class Ꮿ. The learner must return a hypothesis h that classifies at least (1 Ϫ ⑀) of ᐄ consistent with f, with probability at least (1 Ϫ ␦), where ⑀ and ␦ are given constants. That is, with high probability, the hypothesis must correctly classify most of the instances (by weight under distribution Ᏸ). We now describe several relevant results relating learnability and the Vapnik-Chervonenkis (VC) dimension, an important complexity measure. As is commonly done, we treat a concept as a subset of the instance space that contains exactly the positive examples. When speaking of a concept as a function, we use the corresponding indicator function that evaluates to 1 for an example in the concept and 0 for an example not in the concept.
The paper of Blumer et al. [1989] identifies a combinatorial parameter of a class of hypotheses called the Vapnik-Chervonenkis (VC) dimension, which originated in the paper of Vapnik and Chervonenkis [1971] . The VC-dimension characterizes the sample size required in order to have enough information for accurate generalization. The VC dimension of concept class Ꮿ (which we denote VCD(Ꮿ)) is the size of a largest set S ʕ ᐄ such that any subset of S is of the form S പ C, for some C ʦ Ꮿ, or ϱ if such sets can be arbitrarily large. In other words, it is the cardinality of the largest set S of examples where for each of the 2 ͉S͉ labelings (or subsets) of S, there is a concept in Ꮿ that gives that labeling. The results of Blumer et al. [1989] give a sufficient condition for a prediction algorithm to generalize successfully from example data, in terms of the VC dimension. Namely, they prove the following result.
THEOREM 1 [BLUMER . Let A be a learning algorithm for concept class Ꮿ that has hypothesis space Ᏼ. Let d be the VC-dimension of Ᏼ. Any concept f ʦ Ᏼ consistent with a sample of size max (4/⑀)log(2/␦)(8d/⑀)log(13/⑀) will have error at most ⑀ with probability at least 1 Ϫ ␦.
Furthermore, Ehrenfeucht and Haussler [1989] prove that any concept class
One drawback with the above approach is that the hypothesis must be drawn from a fixed hypothesis class Ᏼ. In particular, the complexity of the hypothesis class cannot depend on the size of the sample. However, when using a set covering approach, the size of the hypothesis often depends on the size of the sample as well as the target complexity (as defined by the number of bits needed to represent the target concept). Hence, to reflect the dependence of the results on the target complexity size and sample size, let Ᏼ s,m A be the hypothesis space used by algorithm A for a target of complexity s and sample size m. Blumer et al. [1987 Blumer et al. [ , 1989 show that finding a hypothesis whose size is sublinear in the sample size is sufficient to guarantee polynomial PAC learnability. More formally, we say that algorithm A is an Occam Algorithm for concept class Ꮿ if there exists a polynomial p(s) and a constant ␣, 0 Յ ␣ Ͻ 1, such that for all s, m Ն 1, the VC dimension of Ᏼ s,m A is at most p(s)m ␣ . Since the VC dimension of our hypothesis class grows like poly(s) and polylog(m), we can apply the following result of Blumer et al. [1989] . 
The basic PAC model assumes that the examples given to the learner are drawn randomly from Ᏸ and labeled correctly based on the target concept. In this work we also consider a variant of the PAC model in which the labeled examples that the learner receives are corrupted by random classification noise [Angluin and Laird 1988] . In this noise model, each example is still drawn at random from Ᏸ. However, with probability (where 0 Յ Ͻ 1/2 is called the noise rate), the learner receives the incorrect label, and with probability 1 Ϫ , the learner receives the correct label. Thus, the example drawn is labeled incorrectly, at random, with probability . In the malicious classification noise model [Sloan 1995] , each example is still drawn at random from Ᏸ. Here, with probability , an adversary can select the label. In the malicious noise model [Valiant 1985] , with probability the adversary can provide an example and label of its choice.
To obtain a noise-tolerant algorithm, we use the statistical query model introduced by Kearns [1993] and further studied by Decatur [1993] and Decatur [1993, 1995] . In this model, rather than sampling labeled examples, the learner requests the value of various statistics on the distribution from an oracle. A statistical query oracle returns the probability, within some additive constant, that some predicate is true relative to the distribution. The particular queries we use are known as relative statistical queries [Aslam and Decatur 1995] . These take the form rel-STAT Ᏸ (, , ) where is a predicate over labeled examples drawn from Ᏸ, is the relative error bound, and is the threshold.
The learner may also request unlabeled examples. Aslam and Decatur [1995] have shown that all relative error SQ algorithms are robust against random classification noise for any noise rate Ͻ 1/2. THEOREM 3 [ASLAM AND DECATUR 1995] . The total sample complexity required to simulate a relative SQ algorithm in the presence of classification noise at a rate of Finally, when converting an SQ algorithm to a PAC algorithm, the time required to evaluate each statistical query is linear in the sample size.
Let ᐆ be the set of integers. Let
For each set S of sample points, we say that two hyperplanes p i and p j are equivalent, with respect to S, if the partition of S imposed by p i is identical to the partition of S imposed by p j .
An instance of the set covering problem is a ground set ᐁ and a family Ᏺ of
The greedy approximation algorithm [Chvatal 1979 ] for this problem has a ratio bound of ln͉ᐁ͉ ϩ 1 on the size of the approximation.
Previous Work
In this section, we highlight some of the relevant learning results for geometric concepts. There have been many results for the classes of unions and intersections of halfspaces. Blum and Rivest [1989] show that there does not exist an efficient proper 4 learning algorithm for unions of s halfspaces, unless RP ϭ NP. (That is, no such algorithm can have polynomial dependence on d.) They also give an algorithm to PAC-learn the xor of two halfspaces by transforming the examples so that positive and negative points are linearly separable. Baum [1990a] gives an algorithm that efficiently learns a union of s halfspaces in constant dimensional space. Blumer et al. [1989] give a similar result. Both algorithms return hypotheses containing O(s lg m) halfspaces where m is the size of the sample. Brönnimann and Goodrich [1994] present a set covering algorithm that allows them to return a hypothesis containing O(ds lg(ds)) halfspaces. Baum gives efficient algorithms for learning several classes with infinite VCdimension (such as convex polyhedral sets) under uniform distributions [Baum 1990b ]. Haussler [1989] also gives distribution specific algorithms for several classes of functions. Bshouty et al. [1998] have given noise-tolerant algorithms for several geometric classes. In particular, they studied Ꮿ s d against the product distribution and a restricted version of this class, in which the hyperplanes have slopes from a set of r known slopes, against arbitrary distributions. They also considered a non-linear geometric class against the product distribution. All of these algorithms have time and sample complexity exponential in the number of dimensions.
The learnability of unions of axis-parallel boxes has also been considered. Blumer et al. [1989] present an algorithm to PAC-learn an s-fold union of boxes in E d by drawing a sufficiently large sample of size m ϭ poly((1/⑀), lg(1/␦), s, d), and then performing a greedy covering over the at most (em/ 2d) 2d boxes defined by the sample. Thus for d constant this algorithm runs in polynomial time. Long and Warmuth [1994] present an algorithm to PAC-learn this same class by again drawing a sufficiently large sample and constructing a hypothesis that consists of at most s (2d) s boxes consistent with the sample. Thus both the time and sample complexity of their algorithm depend polynomially on s, d s , (1/⑀), and lg(1/␦). So for s constant this yields an efficient PAC algorithm.
In summary, here is the relationship of our work to previous work for learning geometric concepts under the PAC model for an arbitrary distribution (and without membership queries). Most previous work only considered learning the union (or intersection) of either halfspaces or axis-aligned boxes. For these results, polynomial time algorithms are obtained only for either a constant number of halfspaces/boxes or constant dimension. Furthermore, these results can be formulated as SQ algorithms and thus noise tolerance can be obtained. Our work handles a much more general combination of halfspaces (or boxes) for constant dimension. Roughly, the computational cost is that instead of having a covering algorithm cover a set of m points, it must cover up to O(m 2 ) pairs. We note that it is not known if Baum's algorithm to learn the xor of two halfspaces can tolerate even random classification noise. Finally, we note that the discretized version of the union of axis-aligned boxes generalizes DNF. In particular, a polynomial time algorithm for arbitrary d and s would solve the problem of learning DNF.
Under a variation of the PAC model (with some added restrictions) in which membership queries can be made, Baum [1991] gives an algorithm that PAClearns the union of s halfspaces in d in time polynomial in s, d. Recently, Kwek and Pitt [1996] give a result in the standard PAC-model with membership queries to learn the union of s halfspaces in d in time polynomial in s, d, and a parameter that characterizes the number of bits of accuracy with which the target hyperplanes are specified. Also, Frazier et al. [1996] have given an algorithm to PAC-learn the s-fold union of boxes in E d for which each box is entirely contained within the positive quadrant and contains the origin. Their algorithm learns this subclass of general unions of boxes in time polynomial in both s and d. In the algorithms presented here, no membership queries are used and there are no parameters needed that relate to the number of bits of precision to specify the hyperplanes defining the target. However, we require that d be constant.
There has been substantial work on exactly learning using equivalence queries (and in some cases also membership queries) unions of boxes Goldberg et al. 1993 ] and other more complex discretized geometric concepts [Bshouty et al. 1994; 1999] . While most such work assumes that there are a constant number of dimensions, recently Auer et al. [1996] gave a polynomial time algorithm that is robust against noise to learn the class of depth two linear threshold circuits with a polynomial number of variables given that the input gates have constant fan-in. This class is broader than the class of union or intersections of halfspaces, but not as broad as the class we consider here. Their algorithm does have time polynomial in the number of dimensions. However, the requirement that each input gate has constant fan-in equates to only allowing halfspaces that have a constant number of non-zero coefficients. In contrast, we allow arbitrary halfspaces and an arbitrary circuit, but have time complexity that is exponential in the number of dimensions. Finally, following the original conference publication of our work, Ben-David et al. [1997] and Bshouty [1998] have developed algorithms to learn exactly the discretized version of the class we study using only equivalence queries.
PAC-Learning Ꮿ s d
In this section we present an algorithm for learning Ꮿ s d using a set covering approach. As before we use s to denote the number of hyperplanes defining the target concept. We note that the algorithm we present in this section has polynomial sample complexity. The time used by this algorithm has an exponential dependence on d. In Section 7, we convert this algorithm to an algorithm in the relative statistical query model. 6.1. OUR ALGORITHM. We begin by discussing the algorithm at a high level. We first draw a labeled sample S of size
In Corollary 6, we show that this sample complexity can be improved in terms of s and ⑀. (For ease of exposition we assume that the learner knows s. If s is unknown, standard doubling techniques can be applied.) We then create a complete bipartite graph on this sample, treating the sample points as vertices, by introducing a 1-dimensional edge for each ϩ/Ϫ pair in the sample. That is, for each positively labeled point we add edges connecting it to every negatively labeled point. This yields a graph with O(m 2 ) edges. We then perform a set covering of the edges in this graph using (d Ϫ 1)-dimensional hyperplanes.
We say that an edge is covered by a hyperplane if the hyperplane intersects the relative interior of the edge. We will shortly describe our choice of the set Ᏺ of covering hyperplanes, which ensures that Ᏺ contains a subset of s hyperplanes that separate every ϩ/Ϫ pair in the sample. The set covering problem, however, is NP-complete, and so we use a greedy approximation algorithm [Johnson 1974; Lovász 1975; Chvatal 1979] , which gives an approximation ratio bound of O(lg m) for our application. The set of hyperplanes returned by the set covering algorithm partitions the space into O ((s lg m) d ) regions. Since the algorithm separates each ϩ/Ϫ pair by some hyperplane(s), the label for each region containing sample points is easily determined: all of the points in the region are identically labeled. Any region not containing any sample points can be labeled arbitrarily.
This set of hyperplanes returned by the set covering algorithm, along with the region labels, forms our hypothesis. Since the hypothesis has size that is polynomial in the size of the target and sublinear in the size of the sample, the algorithm is an Occam algorithm, which by Theorem 2, is a PAC algorithm for this class. What remains is to show that we can guarantee that the set of candidate hyperplanes we use for the greedy covering contains a subset of s hyperplanes that separate every ϩ/Ϫ pair in the sample.
We now argue that we can construct an appropriate set of candidate hyperplanes. (Recall that the results of Blumer et al. [1989] allow us to build Ᏺ in the more general setting where the VC-dimension of the class Ꮿ from which we combine concepts is constant and there is a polynomial time algorithm to determine if there is a concept from Ꮿ consistent with a given set of points.) A hyperplane partitions the set S of sample points into three subsets: one set on the hyperplane and one set on each side of the hyperplane. We call two hyperplanes equivalent with respect to S if they induce an identical partition of S. To ensure that our set cover problem has an optimal solution of size at most s, we want our collection of hyperplanes to include at least one hyperplane equivalent, with respect to S, to each hyperplane in the target concept. For this purpose, we pick one representative hyperplane from each equivalence class. To achieve this goal, we use a geometric duality argument (see, e.g., Edelsbrunner [1987] ). Each point p in our original or primal space is mapped to a hyperplane g( p) in the dual space, and each hyperplane q in the primal space is mapped to a point gЈ(q) in the dual space. Note that gЈ is the inverse of g and the mappings maintain relative position. That is, if point p is above hyperplane q in the primal space, then point gЈ(q) is above hyperplane g( p) in the dual space. (See Figure 2. ) Thus, each equivalence class is represented by the interior of a (d Ϫ k)-dimensional face of the arrangement Ꮽ consisting of dual hyperplanes g( p), p ʦ S, where k is the number of points of S on a hyperplane in the equivalence class. The centroid of a finite set of points is simply the arithmetic mean of the points and is known to be within the convex hull of the points. Since every feature of Ꮽ is convex, the centroid of a feature in Ꮽ yields an appropriate hyperplane in the primal space. Therefore, the number of those equivalence classes is at most O(m d ) and the representative for each can be listed (and thus placed in Ᏺ) in polynomial time. Figure 3 . We first show that the stated sample complexity is sufficient. Since the size of the covering is O(s lg m), the final hypothesis is the Boolean combination of O(s lg m) hyperplanes. The VC dimension of a single hyperplane in d-dimensional space is easily shown to be d ϩ 1. Thus, by applying a variation of Lemma 3.2.3 of Blumer et al. [1989] (see the appendix), the VC dimension of the hypothesis class is at most O(ds lg
PROOF. Our algorithm, LEARN-Ꮿ s d , is shown in
2 ). Thus, by Theorem 2 [Blumer et al. 1989 ], we get that the stated sample size suffices.
We now argue that the running time of this algorithm is polynomial in 
Next we examine the time required to create Ᏺ. As described above, to build Ᏺ, we work in the dual space. We must find an interior point of each (d Ϫ k)-dimensional feature. If there are no interior points, as for a one-dimensional object, then a point on the boundary of the feature is sufficient. Note that when we construct the arrangement Ꮽ, we calculate the vertices of all of the features. Thus, we have the convex hull of each feature and can calculate the centroid in constant time. Therefore, since there are O(m d ) features of which we must find the centroid, each requiring constant time, the time required to construct Ᏺ is O(m d ). Note that this is also the number of hyperplanes in Ᏺ. (We can calculate the centroids of the features as Ꮽ is being constructed without changing asymptotically the time required for this operation, rendering the separate calculation of the centroids unnecessary.)
The time complexity of the greedy set covering algorithm is O(͚ pʦᏲ ͉p͉), where ͉p͉ is the size of the set p (that is, the number of edges of our bipartite graph intersected by p). Since the family Ᏺ has O(m d ) sets, and ͉p͉ ϭ O(m 2 ), for all p ʦ Ᏺ, the set covering algorithm runs in time O(m dϩ2 ), and produces a hypothesis containing O(s lg m) hyperplanes. The set covering is the dominant step in our learning algorithm, and since m is polynomial in s, d, 1/⑀ and 1/␦, the theorem has been established. e
Replacing the standard greedy set covering algorithm with one due to Brönni-mann and Goodrich [1994] we obtain the following result. (Note that here the complexity of the hypothesis class does not depend on the sample size m. Thus instead of using an Occam algorithm as above, we can apply Theorem 1 [Blumer et al. 1989 Note that the sample complexity of our algorithm is polynomial in all of the relevant parameters, including d. It is only the time complexity that has an exponential dependence on d. We also note that it is not necessary for the algorithm to label every region of the hypothesis. We label only those regions containing sample points. Since all other regions can be labeled arbitrarily, we leave them unlabeled and supply an arbitrary classification for a point in one of these regions when required. Thus, our hypothesis has size polynomial in s and d. In the next section, we present a statistical query version of this algorithm that is robust against random classification noise for any noise rate Ͻ 1/2.
PAC-Learning Ꮿ s d with Noisy Data
In this section, we extend our algorithm of the previous section to allow random classification noise of any rate Ͻ 1/2. We do this by converting our algorithm to one in the relative error SQ model. The advantage of providing an SQ algorithm is that there is no need to explicitly deal with noise-by a standard conversion result, we obtain a PAC algorithm that is provably correct when the data is corrupted with a high rate of random classification noise (as well as small rates of other forms of noise). As in the noise-free case, we form a set Ᏺ of hyperplanes for the covering. In the covering stage, the goal is to ensure that there is a very small probability that a random positive and random negative point are not separated by a hyperplane in our covering. Since the provided labels are unreliable, we use a statistical query (which can tolerate labeling noise) to estimate the probability p that a random positive and negative point are not yet separated. Given a hypothesis h, let the ϩ/Ϫ error of h, denoted E ϩ/Ϫ (h), be the probability that a randomly drawn positive point and a randomly drawn negative point are in the same region of the hypothesis. Our goal is thus to reduce E ϩ/Ϫ (h) by adding additional hyperplanes from Ᏺ to h. Then we can use statistical queries to determine the classification for each region in h. Because the error measure, E ϩ/Ϫ (h) we are reducing (by adding hyperplanes to h) is different from the probability that a randomly selected point is misclassified, we cannot just use the standard method of transforming a set covering based algorithm into a SQ algorithm in which a statistical query is used to determine which halfspace in Ᏺ reduces the false positive error the most (i.e., covers the most uncovered negative weight).
7.1. A NOISE-TOLERANT ALGORITHM. Before describing our algorithm, we give some definitions. Let h denote the hypothesis of the learning algorithm and r denote the number of regions in h. Let Ᏸ be the probability distribution on d . We define ᏰЈ to be the filtered distribution producing the pair ͗x ϩ , x Ϫ ͘, where x ϩ is a random positive example drawn according to Ᏸ and x Ϫ is a random negative example drawn according to Ᏸ. By a filtered distribution, we mean a modification of the original distribution created by the learner by removing (or filtering out) some of the examples. Here, the learner will draw, independently, two random points from Ᏸ and then filter out those examples in which the two points have the same labels. The examples that are not filtered (i.e., those where the pair have different labels) form the distribution ᏰЈ. We call ͗x ϩ , x Ϫ ͘ a ϩ/Ϫ pair.
Our algorithm first draws an unlabeled sample S u of size m u . As in the noise-free algorithm, we create a family of hyperplanes, Ᏺ, producing all possible behaviors of m u . Since the first stage (i.e., creating Ᏺ) used an unlabeled sample, no change is needed. We now describe the second stage of our algorithm. We want to use statistical queries to create a set F ʕ Ᏺ of halfspaces to separate the positive weight in Ᏸ from the negative weight in Ᏸ. Initially F ϭ (and so the initial hypothesis h has one region). Then in each step of the loop (as discussed in more detail below), we add a hyperplane to F (and update h accordingly) until P 1 h drops below a certain threshold. More specifically, let 1 h be the predicate "x ϩ and x Ϫ are in same region of h" and let 2 p be the predicate "x ϩ and x Ϫ are separated by hyperplane p". We perform the following loop at most t times (we derive t in Section 7.2). We first use the rel-STAT oracle to estimate P 1 h ϭ E ϩ/Ϫ (h). Thus, by the definition of the rel-STAT oracle, the estimate P 1
We will exit the repeat loop when P 1 h Յ (⑀/(t d ϩ 1)), and thus it follows that in this case
)). Thus if we exit the repeat loop after less than t executions, then E
, then we continue the repeat loop and thus select the next hyperplane to add to our hypothesis. To achieve this, for each candidate hyperplane in Ᏺ we call rel-STAT ᏰЈ ( 1 h ٙ 2 p , 1/ 2, (⑀/(4s(t d ϩ 1))) which estimates the probability that adding the given hyperplane to h would create a hypothesis hЈ that separates a random pair ͗x ϩ , x Ϫ ͘ that was not separated by h.
We then add to h the hyperplane p ʦ Ᏺ for which the highest estimate was returned. In Section 7.2, we prove that t ϭ max {6s ln (4/⑀) 35sd ln(sd)} rounds are sufficient to ensure that E ϩ/Ϫ (h) ϭ P 1 h Յ (2⑀/(t d ϩ 1)). Thus, after at most t repetitions of the repeat loop, we are guaranteed that P 1 h Յ (2⑀/(t d ϩ 1)). As we will show, it then follows that if the regions in h are labeled appropriately (i.e., based on the majority of the weight), the classification error of h will be at most ⑀/2.
Once the ϩ/Ϫ error becomes sufficiently low, we stop even if fewer than t covering rounds were used. Otherwise, the threshold for the statistical query to estimate P 1 hٙ 2 p would need to be too small. Also, as long as the positive and negative weight in Ᏸ is greater than ⑀/2, it is easily seen that ᏰЈ can be efficiently simulated. For ease of exposition, we have not explicitly included a test to see if the positive or negative weight in Ᏸ is too small.
Finally, for each region of h, we use statistical queries of the form rel-STAT Ᏸ (( x ʦ and f( x) ϭ 1), 1/4, 1/ 2) to determine the label of as given by the majority of the weight in . Pseudocode for the entire statistical query algorithm appears in Figure 4 .
In the next section, we derive the sample complexity and the bound, t, on the number of hyperplanes added to the hypothesis. We also examine the time complexity of this algorithm. 
h is the predicate "x ϩ and x Ϫ are in same region of h", and 2 p is the predicate "x ϩ and x Ϫ separated by hyperplane p". 3 is the predicate "x ʦ and f( x) ϭ 1". So ͗x ϩ , x Ϫ ͘ denotes a pair of examples where x ϩ is a random positive example and x Ϫ is a random negative example, each drawn according to Ᏸ. Recall that ᏰЈ outputs ͗x ϩ , x Ϫ ͘.
The repeat loop of our algorithm is executed at most t times. Thus, t is an upper bound on the number of hyperplanes added to the hypothesis. This gives us that the maximum number of regions in the hypothesis is r Յ t d ϩ 1. Before proving the main result of this section, we first derive the value for t. To distinguish the standard error measure from E ϩ/Ϫ (h), we refer to the probability that a randomly drawn point is misclassified by the hypothesis as the classification error, denoted E C (h). Since the metric used during the greedy covering is E ϩ/Ϫ (h), we must relate this to the classification error so we can ensure that when the algorithm halts E C (h) Յ ⑀.
where r is the number of regions in h.
PROOF. We use P ϩ to denote the total weight of positive instances and P Ϫ the total weight of negative instances under distribution Ᏸ. We use x ʦ Ᏸ to denote an instance x drawn at random from Ᏸ. Our goal is to express E ϩ/Ϫ (h) in terms of ⑀ for E C (h) Ͼ ⑀. To achieve this goal we take the summation over all regions i (for 1 Յ i Յ r) of h of the ϩ/Ϫ error due to region i. Notice that the ϩ/Ϫ error due to region i is the probability that a random positive example is in region i times the probability that a random negative example is in region i.
where the last step follows by using Lagrange multipliers. e Therefore, we know that if E C (h) Ͼ (⑀/ 2), then
Observe that since the number of regions in the hypothesis increases with each hyperplane added, the value of E ϩ/Ϫ (h) that must be obtained decreases with each hyperplane added to the hypothesis. The following observation bounds the ϩ/Ϫ error of h in terms of the classification error. The worst case occurs for a target concept when, without loss of generality, all examples are positive. Hence, the ⑀ weight of examples misclassified by h are all false negatives and create ϩ/Ϫ error with the 1 Ϫ ⑀ weight of positive examples that are correctly classified by h.
Let e i be the value E ϩ/Ϫ (h) after the ith hyperplane has been added to the hypothesis. By the construction of Ᏺ and the fact that m u was chosen (based on the bounds of Blumer et al. [1989] ) so that, with probability at least 1 Ϫ ␦/3, any hypothesis consistent with S u (if we knew the correct labels) would have error at most (3⑀/4(t d ϩ 1)), we know that with probability at least 1 Ϫ ␦/3, there exist s hyperplanes in Ᏺ, that when properly oriented to form halfspaces, generate a hypothesis with classification error at most (3⑀/4(t d ϩ 1)). Thus, there exist s hyperplanes in Ᏺ that have ϩ/Ϫ error at most (3⑀/4(t d ϩ 1)). By an averaging argument (over the error reduction obtained by including these s hyperplanes), when selecting the ith hyperplane to add, there exists a p ʦ Ᏺ such that P p ϭ Pr ͗x ϩ , x Ϫ ͘ ʦ ᏰЈ ͑͑ p separates x ϩ and x Ϫ ͒ ٙ ͑ x ϩ and x Ϫ are not separated by h͒͒
Since we stay in the repeat loop only if
we know that
Thus, we let
for the statistical queries to estimate P p since we need no estimates when P p Ͻ (since, in this case, p is not an optimal choice). We can now solve for t.
LEMMA 2. Let t be the maximum number of iterations of the greed y covering algorithm (thus, the maximum number of hyperplanes in h). Choosing t ϭ max{6s ln(4/⑀), 35sd ln(sd)} suffices to ensure that E
, and thus, E C (h) Յ (⑀/ 2). PROOF. Let P p represent the estimate of P p obtained from the SQ oracle. Since we use a relative error bound of 1/2,
Thus, for p max ,
Once again, because we use a relative error bound of 1/2, it follows that
Therefore,
Solving this recurrence yields
To ensure that E C (h) Յ (⑀/ 2) it suffices to select t such that
Since 2⑀(1 Ϫ (⑀/2)) Ն ⑀, it suffices to let
Equivalently, we must pick t such that
Since exp(Ϫt/(3s)) Ն (1 Ϫ (1/3s)) t , it suffices if
Taking the logarithms of both sides and solving for t yields t Ն 3s(ln 4/⑀ ϩ ln(t d ϩ 1)) and hence it suffices if
It can be verified that for t ϭ 35sd ln(sd), t Ն 6sd ln(t ϩ 1) ϭ 6s ln((t ϩ 1) d ) Ն 6s ln(t d ϩ 1). Hence, we get the final result that t ϭ max {6s ln(4/⑀), 35sd ln(sd)} suffices. e
We are now ready to prove the main result of this section. Since we used the SQ model in designing our noise-robust algorithm, LEARN-NOISY, we must now explicitly convert LEARN-NOISY into a noise-tolerant PAC algorithm. In this conversion, a labeled sample (corrupted by the random classification noise) is used to estimate the values for the statistical queries. Since the examples used by LEARN-NOISY are drawn from ᏰЈ, we must take this into account when simulating our SQ algorithm by a PAC algorithm.
PROOF OF THEOREM 8. The confidence and accuracy parameters are allocated in the following way. We use ␦/3 when drawing sample S u and ␦/3 in the filtering used to create ᏰЈ (with probability Ն 1 Ϫ ␦/3 the filtering does not take too long). This leaves ␦/3 for the simulations of the statistical queries from the PAC example oracle. This gives a total probability of failure of ␦. For the accuracy bound, recall that by Lemma 2, and the observation that we exit the repeat loop prematurely only if E ϩ/Ϫ (h) Յ (2⑀/(t d ϩ 1)), it follows that once the regions of h are labeled appropriately E C (h) Յ ⑀/ 2.
For each region of h a statistical query is performed to determine its classification. Since E C (h) Յ ⑀/ 2 when the labels are picked based on the majority of the weight in the region, for each region we must have that either P 3 Յ ⑀/ 2 or P 3 Ն 1 Ϫ ⑀/ 2. Without loss of generality we assume that 0 Ͻ ⑀ Ͻ 1/2. Then, we have that either P 3 Յ 1/4 or P 3 Ն 3/4. If P 3 Յ 1/4, then P 3 Յ 5/16 Ͻ 1/ 2 and thus the region is correctly classified as negative. Likewise, if P 3 Ն 3/4, then P 3 Ն 9/16 Ͼ 1/3 and thus the region is correctly classified as positive. Finally, if Ќ is returned, then P 3 Ͻ 1/ 2 and thus the correct classification of negative is given.
We now argue that the time and sample complexity are polynomial in the stated parameters. Since h can be viewed as a Boolean combination of at most t ϭ max ͭ 6s ln 4 ⑀ , 35sd ln͑sd͒ ͮ halfspaces (obtained by arbitrarily orienting each of the hyperplanes), the VCD(Ᏼ) is at most 2(d ϩ 1)t lg(3t) (by Blumer et al. [1989] ). After substituting the above values for ⑀ and
is sufficient to ensure a hypothesis consistent with the sample has error greater than (3⑀/4(t d ϩ 1)) with probability at most ␦/3. 
A Planar Subdivision Approach
In the case d ϭ 2, we explore a method of recursively subdividing the plane. In this approach for learning Ꮿ s 2 (d ϭ 2) with malicious classification noise of rate (1/2) Ϫ ␥ (for ␥ Ͼ 0), the learner takes mq ϭ poly(1/⑀, 1/␦, 1/␥, s) labeled examples according to a distribution Ᏸ. The learner subdivides the space in the following manner. Given that the points are in general position (namely, no three points are collinear), there exist two lines that divide the points into four groups of equal size [Willard 1982] . We build the subdivision by finding such a pair of lines, and then we recursively apply the same technique (independently) to each of the four regions obtained until there are only q points in each region. Thus, after log 4 m division we obtain m polyhedra of at most log 4 m sides where each contains exactly q points. Furthermore, since each of the s lines defining the target concept can intersect at most three of the four regions created, the number of polyhedra intersected by a single line is at most 3 log 4 m ϭ m log 4 3 ϭ m ␣ where ␣ ϭ log 4 3 Ͻ 0.8. Since our sample may not have points in general position, when three or more points lie on a line, then with high probability this line has high (i.e., at least 1/poly) weight under the distribution and we can learn the target function on this line separately (it will just be a union of intervals). Notice that only a polynomial number of lines can have large weight. Thus, with probability at least 1 Ϫ ␦/2, we can learn all such lines of high weight with a total error of at most ⑀/2.
Each region of the subdivision is labeled according to a majority of the q points in that region. Since each line intersects at most m ␣ regions, and by the lemma in Appendix B, each region has distribution at most ϭ Õ (m Ϫ1 ) where Õ means that we are omitting log factors. Therefore, we need to have sm
. Notice that the condition that ␣ Ͻ 1 is critical. Finally, by applying Chernoff bounds, given that
with probability at least 1 Ϫ ␦/2, the label of all nonintersected regions will be correct and thus the total error is at most ⑀.
Concluding Remarks
We have described a simple algorithm for efficiently PAC-learning an extremely general geometric concept class in constant-dimensional space even when there is a high rate of random classification noise against an arbitrary unknown distribution. This concept class, defined by taking Boolean combinations of half-spaces, is the most general geometric class for which we know algorithms to exist. Although we consider geometric concepts defined by half-spaces, any polyhedron (not necessarily convex) defined by f faces can be formed by combining f half-spaces. Thus, our algorithm can also learn any Boolean combination of a polynomial number of polyhedra each with a polynomial number of faces. Even further, our results can be easily extended to efficiently learn any Boolean combination of a polynomial number of concepts selected from any concept class Ꮿ given that the VC-dimension of Ꮿ is constant (for d constant) and there is a polynomial time algorithm to determine if there is a concept from Ꮿ consistent with a given set of points.
A nice feature of our noise-tolerant algorithm is that it can take advantage of unlabeled as well as labeled data which may be of value for some real-life applications, especially when combined with the simplicity and robustness of the algorithms.
Let (X, ) be a range space and Ᏸ be a distribution on X. We say that a set of points N ʚ X is an (⑀, p)-net if any R ʦ satisfying Pr Ᏸ [R] Ͼ ⑀ contains at least p points from N. For a range space (X, ) with ͉X͉ ϭ n points of 
Then with probability at least 1 Ϫ ␦ we have that N is an (⑀, r)-net for X. 
