INTRODUCTION
T HE ADVENT of x-ray computed tomography (CT) in the early 1970s revolutionized the field of medical imaging by providing clinically useful information from a large number of cross-sectional images, an option not available with plain radiography. In the late 1980s, the introduction of helical (or spiral) CT dramatically improved the performance of continuous CT scanning over the axial CT of the step-andshoot mode and led to dose reduction and shorter scanning time for the same volume coverage. In recent years, refinements in helical CT have led to the development of multi-detector row CT (MDCT), a system equipped with multiple detector banks, which offers relatively shorter acquisition times and increased longitudinal (z-axis) resolution. [1] [2] [3] [4] For this reason, MDCT can acquire a large quantity of cross-sectional image data in a relatively short scanning time, which results in improved details in threedimensional (3D) reconstruction and better visualization of anatomical structures. With the implementation of picture archiving communication system (PACS) in many hospitals, digital imaging data has become readily accessible. Further, the development of rendering techniques has enhanced the capability of displaying 3D imaging. The development of 3D visualization imaging medical software was based on high-performance computer workstations, but it has now developed to the point where such software can be based on a personal computer (PC) at a real-time rate.
Therefore, CT image data coupled with a rendering technique have increased the range of possible medical applications for detailed 3D imaging and complicated spatial information. Three-dimensional rendered images may be perspectively visualized in any plane or projection using rotation and translation of the reconstructed image and by controlling within a suitable range of opacity. The potential applications for the information available from 3D rendered images have been rapidly increasing in the fields of diagnosis, and surgical or radiotherapy planning. [5] [6] [7] [8] [9] In general, the image quality of tomographic or planer images has been evaluated quantitatively or qualitatively using appropriate phantoms or visual grading analysis. The image quality of 3D images has been widely investigated by the qualitative analysis method.
10-12 A need remains for an objective and quantitative method to assess the image quality of 3D rendered images. 13, 14 In this study we mainly addressed the spatial accuracy of the model, which is one part of image quality; we presented the quantitative evaluation of 3D rendered images using bone reference points on a human skull phantom in comparison with direct distance measurements.
The purpose of this study was to evaluate the quantitative accuracy of 3D rendered images obtained with MDCT, scanned at various scanning parameters (scan modes and slice thicknesses). The direct distances measured on the skull phantom were analyzed statistically in comparison with corresponding projected distances measured on the 3D rendered MDCT images.
MATERIALS AND METHODS

Skull Specimen and Direct Distance Measurements
We prepared a human dried skull specimen to evaluate the quantitative accuracy of 3D rendered MDCT images. Twelve reference points, chosen for their important role on the craniofacial bone surface in plastic surgery and dentistry, were marked on the skull surface according to the description outlined in Table 1 and illustrated in Fig 1. 
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Before CT scanning of the skull specimen, direct distance measurements of 21 lines between selected reference points were made, and each was repeated four times by a radiologist using a digital vernier caliper (Mitutoyo Co., Tokyo, Japan). Each measurement was recorded with an accuracy of 0.01 mm. The means of these five direct measurements were used as reference ''gold standards'' in this study for evaluation of the quantitative accuracy of 3D rendered CT images.
Image Acquisition Using MDCT
The skull specimen was immersed in a rectangular acrylic container of dimensions 23 · 25 · 23 cm 3 , filled with ordinary water to simulate the soft tissues of the head. The skull specimen was placed on the gantry table in the supine position, as in routine clinical practice, and was subsequently imaged with a MDCT scanner, that is used clinically for patients in Yonsei University Medical Center (YUMC).
The MDCT scans, using four-slice detector arrays, were performed under 12 different sets of conditions obtained by varying the parameters of slice thickness and scan mode as follows: slice thicknesses of 1.25, 2.50, 3.75, and 5.00 mm applied to a clinical protocol for different scan modes of axial scan, helical scan of high-quality mode (pitch of 0.75), and high-speed mode (pitch of 1.5).
4 Experimental acquisition parameters were tube rotation through 360°in 1 second in axial scan mode, 200 mA tube current, 120 kVp x-ray tube voltage, with a 22-cm display field of view (DFOV), a gantry angle of 0 degrees, and a 512 · 512 matrix. Imaging reconstruction parameters were reconstruction axial thickness the same as the scanning slice thickness and standard reconstruction kernel for all examinations. In the helical mode, table speeds were applied from 3.75 mm to 15.00 mm per rotation to acquire the high-quality images available in the manufacturerÕs protocol. For each acquisition parameter and examination, total scanning time and number of reconstructed slices were recorded as shown in Table 2 .
3D Image Reconstruction and Distance Measurements on 3D rendered images
The tomographic data reconstructed in the MDCT console were transferred in the digital image and communications in medicine (DICOM) image format to GE advantage workstation (AW) systems (GE Medical Systems, Milwaukee, WI) through a network for further processing or data saving. Then, 3D renderings were generated, and distance measurements were made on each 3D rendered image with a PC-based volumetric analysis tool, Vworks 4.0 (CyberMed Inc., Seoul, Korea).
Three-dimensional rendered images through shaped surface display (SSD) were displayed simultaneously on the user interface window with axial, coronal, and sagittal multi-planar reformatting (MPR) images of the skull MDCT data, which helped to localize some points accurately on the skull surface (Fig. 2) . The surface for SSD was defined by the segmentation based on the threshold. The head protocol in Vworks 4.0, which contains the predefined threshold value optimized for the 3D rendering of the skull from CT data, was initially selected and then slightly modified through user interaction until some points marked on the 3D rendered skull surface were actually located at the boundary of the skull in all three MPR images together. In that case, the predefined threshold and the adjusted threshold values for signed 16 bit gray level were 171 and 165, respectively.
From the refined SSD and MPR images, users, accurately selected the reference points to measure each distances as described in Table 1 and illustrated in Fig. 1 . For users, seven repeat measurements were made to reduce the inaccuracies introduced by manual operation.
Statistical Analysis
Statistical analysis was performed with the SAS software package (version 6.12; SAS Institute, Cary, NC). To evaluate the quantitative accuracy of distance measurements on 3D rendered images according to scanning parameters, the means of the direct measurements for 21 reference lines were comparatively analyzed with the corresponding data sets of MDCT measurements according to each scan mode and each slice thickness using two-way analysis of variance (ANOVA) and Tucky's studentized range test. In this study, P values less than .05 were regarded as indicating significant difference from the gold standards.
RESULTS
A radiologist measured the direct distances of 21 lines between 12 selected reference points on the skull surface five times for each item, with an accuracy of 0.01 mm ( Table 3 ). The standard deviation of the direct measurements ranged from 0.07 mm for the Co-Co and Ans-Pns item to 0.38 mm for the Co(rt)-Me item, indicating the high level of consistency in the direct measurements. The direct distance measurements were therefore used as gold standards for quantitative analysis of the distance measurements on the 3D rendered images. The coefficients of variances (CV = 100% · standard deviation/mean) of the 21 direct measurement items ranged from 0.06% for the Co-Co item to 0.57% for the A-B item. These results show a high level of accuracy in the direct measurements, with an average CV of 0.25% (Table 3) .
The frontal views of 3D rendered MDCT images of the skull specimen acquired according to the various scan modes and slice thicknesses are shown in Fig 3. Visual inspections indicated that the image quality of 3D rendered MDCT images was gradually degraded with increasing acquisition slice thickness and was not discriminated among the scan modes.
An observer also measured, seven times for each item, the 21 corresponding distance items on the 3D rendered MDCT images, which were displayed on a monitor according to scanning parameters. Figure 4 shows the means and standard deviations of the absolute difference between the distance measurements on 3D rendered images and the direct measurements for the 21 items acquired according to the 12 scanning parameters. The accuracy of distance measurement on the 3D rendered images was affected more by the acquisition slice thickness than the acquisition scan mode. Statistical evaluation of the distance measurements of 3D rendered images was performed using two-way ANOVA and Tukey's studentized range test for the 21 items, with each data set acquired at different slice thicknesses per scan mode. Statistical analysis for the quantitative accuracies of the distance measurements of 3D rendered images was performed according to 12 scanning parameters, scan mode, and acquisition slice thickness ( Fig  5) . The scan modes for each slice thickness were found to have no significant effect on distance measuring accuracy. The acquisition slice thickness for each scan mode was, however, an influential factor, with smaller thicknesses resulting in better accuracy.
DISCUSSION
Recent advances in CT technology have led to the development of MDCT, a modality that provides shorter image acquisition times, greater volume coverage, and higher longitudinal image resolution. Moreover, PACS implementation in the medical field provides easy access to the digital image data for various medical imaging modalities. Furthermore, the perspective views supplied by the 3D rendering technique can provide additional anatomic information and accurate physical measurements not available from 2D images. The use of 3D rendered images has therefore been increasing in medical applications.
Although 3D medical images are finding more and more applications, sufficient quantitative analysis of 3D rendered images has not been performed. Many studies have reported that scanning parameters, slice thickness, and scan mode influenced 2D tomographic image quality and accuracy in CT. We therefore performed quantitative analysis of the measurement accuracy of 3D rendered images, acquired according to various scanning parameters, by comparing the measured distances between di- rect measurements on the skull and corresponding measurements on the 3D rendered image. We defined the means of direct measurements on the skull surface, which were conducted by a radiologist experienced in anatomic structures, as the reference gold standards. As one method of quantitative analysis of the 3D rendered images, we carried out a statistical analysis by evaluating the quantitative accuracies of distances measured on the 3D rendered image compared with the directly measured distances.
The average CV of the 21 direct measurement items was 0.25% (Table 3) . Meanwhile, as an example of distance measurements on the 3D rendered images, the average CVs of distance Table  3 ). The overall CVs of distance measurements on the 3D rendered images were three -to fourfold higher than CVs of the direct distance measurements. These results may be effectively used to predict the inaccuracy of distance measurements on 3D rendered images.
Intuitive visual inspections of the image quality of 3D rendered MDCT images indicated that defects in those images gradually increased with increasing acquisition slice thickness, but this degradation was not associated with any change in scanning mode (Fig 3) . Figure 4 shows that the inaccuracy of distance measurements on 3D rendered images increased as acquisition slice thickness was increased, but it was also interpreted to be weakly affected by acquisition scan mode. In general, the image quality of MDCT 2D tomographic images has been evaluated by visual observation analysis to be equal to or better in axial scan mode than in helical scan mode. 10 Meanwhile, the results of quantitative analysis of the 3D rendered images revealed that accuracy of distance measurements was not significantly different among the three scan modes for each slice thickness. As shown in Table 2 , the total scan time for the same volume coverage was decreased in the order of axial, high quality (HQ), and high speed (HS) modes. Increasing scan time may lead to an increase in the amount of x-ray photons related to the radiation dose or to a degradation of image quality caused by motion artifacts. 4, 16, 17 Our results indicate that if quantitative accuracy is equal for medical applications with 3D rendered images, then the helical (HQ or HS) scan mode should be sufficiently efficient for head scan protocols with the associated benefits of shorter scan time and/or less radiation dose. Given these findings, the helical mode could substitute for the axial mode now in use in daily clinical practice.
CONCLUSIONS
In conclusion, the quantitative accuracy of distance measurements of 3D rendered images with MDCT was influenced by slice thickness rather than scan mode. The quantitative analysis of distance measurement may be a useful tool to for evaluating the accuracy of 3D rendered images helping in diagnosis, surgical planning, and radiotherapeutic treatment.
