response order of the scale on participant responses and psychometric properties of the scale. This facet of Likert-type scale format has not been studied in such great detail.
Response order refers to the order in which response options of a Likert-type scale are presented. Response order may influence participant responses when participants lack motivation to attend to all the options given. Participants are expected to consider all the options provided and select the most appropriate one. A participant with limited motivation may instead choose the first option that appears acceptable to him or her without examining all the options. Previous research on response order effects has led to inconsistent conclusions (Belson, 1966; Chan, 1991; Johnson, 1981; Mathews, 1927 Mathews, , 1929 . (Although Mathews conducted his studies prior to Likert's introduction to the summative method in 1932, the item format he used to measure student responses was in accordance with Likert-type scale.) Certain studies demonstrated that participant responses changed as options of the scales were altered, and others found participant responses robust to change of response order. If response order influences participant responses and the psychometric properties of the scale scores, conclusions from previous Likert-scale research might be called into question and future research involving Likert scales may need to be designed differently. On the other hand, if response order does not affect participant responses, researchers need not consider the order in which alternative options are presented. A comprehensive study is needed to clarify the effects of response order on the popular Likert-type scale.
The form of a Likert-type scale can be classified as positive (or traditional, ordinary) or negative (or reversed), according to the order in which alternative responses are presented (Belson, 1966; Chan, 1991) . The positive form presents the positive or the favorable response labels (such as like greatly) first, whereas the negative form places the negative labels (such as dislike greatly) first. Earlier research investigated whether response order influenced participant choices (Belson, 1966; Chan, 1991; Johnson, 1981; Mathews, 1927 Mathews, , 1929 , the interitem correlations, and factor structure of the scales (Chan, 1991) , but the findings were inconclusive. Belson (1966) , Chan (1991) , and Mathews (1927 Mathews ( , 1929 found that response order had a statistically significant and moderate effect on participant responses. Chan (1991) found that the interitem correlations obtained from positive and negative forms yielded different factor structures among high school students. Johnson, on the other hand, found very minor influence of response order among highly educated respondents. An examination of previous studies suggested that the discrepancy in conclusions might result from differences in research design.
The designs of previous research on response order differed in two aspects: first, the treatments of response order as a between-subjects variable WENG AND CHENG 909 or a within-subjects variable, and second, the education level of the sample used. Response order was treated as a between-subjects variable in Belson (1966) , Johnson (1981) , and Mathews's (1929) primary school sample. Different groups of participants responded to positive and negative forms. On the other hand, Chan (1991) and Mathews (1929) took response order as a within-subjects variable in their junior high school and college samples. The same participants responded to both positive and negative forms. When a control group that responds to the same forms repeatedly is absent in the design, changes of participant responses observed in repeated-measures design might result from factors other than response order. Hence, response order was treated as both a between-subjects variable and a within-subjects variable in this study, and control groups responding to the same forms across time were also included as the basis for comparison.
The educational levels of the participants in past research ranged from primary school to college and beyond. Mathews (1927 Mathews ( , 1929 used students at primary school, junior high school, and college. About 90% of Belson's (1966) participants had a high school education or less. Chan (1991) collected data from high school students. Johnson's (1981) participants were mainly male elites who were readers of Horizons USA and had occupations as educators, government officials, mass communicators, defense leaders, civic leaders, labor leaders, businessmen, professionals, artists, writers, and students. Although amount of education might account for the presence or absence of response-order effects (e.g., Krosnick & Alwin, 1987; McClendon, 1986) , findings from past research identified no consistent influence of education. Johnson's samples of male elites showed no clear evidence for response-order effects, but Chan's (1991) sample of high school students demonstrated response-order effects. All of Mathews's (1927 Mathews's ( , 1929 participants-including primary school students, junior high school students, and college students-showed response-order effects. Some earlier research (e.g., Belson, 1966; Krosnick & Alwin, 1987) classified level of education into two categories: high school or less and college and beyond. If we categorized participant education in previous studies accordingly, participants of a high school education or less tended to exhibit response-order effects, whereas participants of a college education or beyond seemed robust to such effects, except for the college sample in Mathews's (1929) study.
A systematic study of the influence of education level on response order effect is warranted. Therefore, the present study includes participants at two educational levels, college and junior high school. If level of education is a plausible explanation for the presence of response-order effects, such effects are expected to appear in the junior high school sample but not in the college sample.
But why would level of education explain the presence or absence of response-order effects? Let us consider the theory proposed by Krosnick and 910 EDUCATIONAL AND PSYCHOLOGICAL MEASUREMENT Alwin (1987) . Krosnick and Alwin's research on response-order effects with ranking data suggested that people tended to choose a satisfactory or an acceptable answer instead of an optimal one so as to minimize the psychological costs required to respond. When encountering an acceptable option, participants were likely to select that option without examining through all possible options. The phenomenon was more likely to occur when examining all the options required much more cognitive demands on the participants than simply checking the first acceptable option without examining the rest. The response-order effects were anticipated to appear among participants with less cognitive sophistication because choosing the optimal option required more psychological costs for them relative to capacities than did seeking a satisfactory answer. According to their findings, participants with a high school education or less and more limited vocabularies were more likely to be influenced by response order, which further supported their hypothesis. If cognitive sophistication is relevant to response-order effects on ranking data, it is likely to affect response-order effects with ratings on Likert-type scales as well. According to Alwin (1987, 1988) , the amount of formal education is an important indicator of the degree of cognitive sophistication. Hence, the junior high school sample in our study was expected to show a stronger response-order effect than the college sample.
The purpose of the present research was to understand whether response order affected participant responses, and how education level mediated the presence of response-order effects. It was hypothesized that the responseorder effects would appear in the junior high school sample but not in the college sample. Earlier research examined whether response order affected response means (Belson, 1966; Chan, 1991; Johnson, 1981; Mathews, 1929) , interitem correlations, and factor structure among items (Chan, 1991) . These three aspects of participant responses and scale properties were examined in the present study. In short, this study investigated systematically the possible effects of response order and amount of education on participants' responses on Likert-type scales, including response means, interitem correlations and covariances, and factor structure of the items.
Method

Participants
The entire sample consisted of 858 participants with complete data. The college sample consisted of 490 students in a university in Taipei, including 220 males and 270 females. The junior high school sample included 173 boys and 195 girls, a total of 368 students from a junior high school in Taitung, a city located on the east coast of Taiwan.
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Instrumentation
Five items from the Personal Distress Scale (Chan, 1986; Chan, 1991) , a subscale of the Interpersonal Reactivity Index, were used for the replication of previous findings. Chan (1986) translated the items into Mandarin. The present study used the Mandarin version of the Personal Distress Scale. One example of the items is "When I see someone who badly needs help in an emergency, I go to pieces." Two forms of this scale were constructed. The positive form of the scale presented describes me very well (4), the most positive alternative, at left followed by describes me quite well (3), describes me well (2), describes me slightly well (1), and does not describe me well (0). The negative form placed the response alternatives in an opposite order beginning with does not describe me well (0) at the left. Chan (1986) conducted exploratory factor analyses on the five items together with items from other subscales, and the results indicated that all five items saturated primarily the Personal Distress factor, but the fourth and the fifth items had small structure coefficients on the Fantasy factor as well. The same results were found in both the college sample and the high school sample.
Design and Procedures
All the participants were administered the scale twice, each 1 week apart to avoid possible changes in responses due to experience or maturation. The positive form and the negative forms were randomly distributed to participants in the first administration. In the second administration, some participants received whichever form they had not previously taken, whereas others received the same form as taken before. Response order, therefore, could be treated as both a between-subjects variable and a within-subjects variable. When data from the first administration were analyzed, response order was treated as a between-subjects variable. When data from two administrations were compared, response order was treated as a within-subjects variable. According to the education levels of the participants and the forms received in the two administrations, the whole sample were classified into eight groups, ranging from university sample with negative forms on both administrations (UNN) to junior high school sample with positive forms on both administrations (JPP).
Analyses
Scale means. ANOVA and dependent t tests were used to compare means of the scale. When response order was treated as a between-subjects variable, a form by education two-way ANOVA was performed against data collected at the first administration of the scale. With response order as a within-
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EDUCATIONAL AND PSYCHOLOGICAL MEASUREMENT subjects variable, dependent t tests were employed to compare differences in scale means across time. Dependent t tests were also conducted on participants responding to the same form in two administrations to examine the stability of scores across time.
Interitem correlations and covariances. Structural equation modeling was used to test the equality of interitem correlations and covariances across forms. When response order was treated as a between-subjects variable, multisample structural equation modeling was performed on data collected at the first administration. The analyses included four samples with the combination of two levels of education and two forms of response order. When response order was treated as a within-subjects variable, structural equation modeling was conducted to test the stability of correlations and covariances across forms. The stability of correlations and covariances with the same form across time was also tested for the sake of completeness. All the analyses were carried out by EQS (Bentler & Wu, 1995) . LISREL8 (Jöreskog & Sörbom, 1996) was also used to help calculate some of the fit indexes for model evaluation. Weng and Cheng (1997) showed that relative fit indexes obtained from least squares (LS), generalized least squares (GLS), and maximum likelihood (ML) estimation methods differ due to the differences in parameter estimates of the null model. Weng and Cheng (1996) and Fan, Thompson, and Wang (1999) showed that the values of fit indexes of a model depended on the estimation method used. Hu and Bentler (1999) indicated that ML-based fit indexes outperformed those obtained from GLS and asymptotically distribution-free estimator (ADF) and should be preferred indicators for evaluating model fit. According to these findings, the maximum likelihood estimation method in EQS was employed throughout the study.
The chi-squared statistics (Chi) and various fit indexes were used to evaluate the fit of proposed models to the data. A cutoff of .95 for the nonnormed fit index (NNFI), the comparative fit index (CFI), the incremental fit index (IFI), and the relative noncentrality index (RNI); a cutoff of .06 for root mean squared error of approximation (RMSEA); and a cutoff of .09 (or .10) for the standardized root mean squared residual (SRMR), as suggested by Hu and Bentler (1999) , were adopted for model evaluation. Other frequently used fit indexes such as goodness-of-fit index (GFI), the ratio of chi-squares to degrees of freedom (Chi/df), and normed fit index (NFI) were also presented for model assessment. Because the sample size of each group in this study was fewer than 250, the Satorra-Bentler scaling corrected (SCALED) test statistic was also used when applicable, as Hu and Bentler suggested.
Factor structure. Structural equation modeling was again used to test the equality of factor structure with positive and negative forms. To explore the WENG AND CHENG 913 factor structure of the Personal Distress Scale in junior high school and college samples, exploratory factor analysis on the five items was conducted prior to the application of confirmatory factor analysis. Two methods of analysis were used: the maximum likelihood estimation method with oblimin rotation and the iterative principal factor method with promax rotation. The analysis was performed on data collected from each administration of the scale in the eight groups, respectively. A total of 32 (8 groups by 2 administrations by 2 methods) analyses were completed. An examination of the results suggested that a two-factor model outperformed the one-factor model in explaining the interitem correlations. The first three items were measures of the first factor and the remaining two items were measures of the other factor. These results were different from Chan's (1986) . Although Chan found that the five items saturated one factor when items from other subscales were included in the analyses, the last two items were found to be correlated with another factor too. This result implied that the construct underlying the first three items might not be identical to the construct underlying the last two items. The present analyses with only the five items clearly revealed this underlying factor structure. Therefore, the two-factor structure model, instead of the one-factor model, was employed to test the invariance of factor structure against response order. Response order was again treated as both a between-subjects variable and a within-subjects variable the same way as in test of invariance of interitem correlations and covariances across forms. The maximum likelihood estimation method in EQS (Bentler & Wu, 1995) and LISREL8 (Jöreskog & Sörbom, 1996) was used.
Results
Scale Means
The means and standard deviations of the scale scores obtained from each administration of the scale were summarized in Table 1 . Scores from the second administration of the scale were lower than those from the first administration except junior high school negative-negative (JNN) and junior high school positive-negative (JPN) groups. The correlations of scores from two administrations of the scale ranged from .70 to .77 except in the junior high school negative-positive (JNP) group. Four independent t tests were conducted on data collected at Time 1 to test the hypothesis that, within each educational level, participants taking the same form in the first administration but different forms at the second administration responded to the scale similarly. The results supported the hypothesis.
Response order as a between-subjects variable. as a between-subjects variable. The analysis was conducted on data collected at the first administration of the scale. The results indicated that neither the interaction effect nor the main effects of order and education was significant. Because a two-factor model represented the scale items better than the one-factor model, additional ANOVAs were performed on the sum of the first three items (Factor I) and sum of the last two items (Factor II) separately. Results of the two ANOVAs indicated that only education had a main effect on mean scores of Factor I (p < .01), but its associated correlation ratio was small (η 2 = .012). The overall results suggested that when different participants responded to positive and negative forms of the scale, response order did not influence participant responses. Table 1 indicated that five out of the eight groups showed a statistically significant difference (p < .01) in scores obtained from two administrations of the scale. Three out of the five differences were found in groups responding to the same form in two administrations. Further analyses showed that inequality of scores mainly came from differences in Factor I. Scores on Factor II showed no statistically significant differences across two administrations in all eight groups. With the mixed results obtained, it seems difficult to conclude that response order had any systematic effects on mean scores. The properties of items may play a role in mediating the presence or absence of response-order effects.
Response order as a within-subjects variable. Results of the dependent t tests as shown in
WENG AND CHENG 915 Note. Fm1-Fm2 = forms received at the first and the second administration of the scale; Adm1 = data collected at the first administration of the scale; Adm2 = data collected at the second administration of the scale; Neg = negative form; Pos = positive form. *p < .01.
Interitem Correlations
Response order as a between-subjects variable. Model 1 (M1) in Table 3 presents the results of testing the equality of correlation matrix among items across four groups (two education levels combined with two forms) collected at Time 1. Although the chi-square value was statistically significant due to large sample size, fit indexes suggested an acceptable fit of the model to the data. Response order did not affect interitem correlations when it was treated as a between-subjects variable.
Response order as a within-subjects variable. Table 4 presents the results of testing the model of equal correlation matrix across two administrations of the scale. The results indicated that interitem correlations remained the same across two administrations of the scales, regardless of the form used in seven out of the eight groups analyzed. The JPN group showed only a marginal fit of the model to the data. Response order taken as a within-subjects variable did not result in substantial changes in correlations among items.
Interitem Covariances
Response order as a between-subjects variable. Model 2 (M2) in Table 3 presents the results of testing the equality of covariances among items, when response order was taken as a between-subject variable. The chi-square statistic and various fit indexes indicated that the model of identical covariance matrix across four samples was rejected by the data. Two additional analyses were conducted. The model of common covariance matrix for two university samples and two junior high school samples (M3) was supported. Another model in which groups receiving the same form at Time 1 had a common covariance matrix (M4) was rejected. The results suggested that the difference in covariance matrix among groups was due to the difference in 916 EDUCATIONAL AND PSYCHOLOGICAL MEASUREMENT Note. All Fs were tested with 1 and 854 degrees of freedom. *p < .01. Note. Chi = chi-square test statistic; p1 = p value associated with chi-square statistic; Chi/df = ratio of chi-square statistic to degrees of freedom; GFI = goodness-of-fit index; SRMR = standardized root mean squared residual; RMSEA = root mean squared error of approximation; p2 = p value for test of RMSEA < .05; NFI = normed fit index; NNFI = nonnormed fit index; CFI = comparative fit index; IFI = incremental fit index; RNI = relative noncentrality index; M = Model.
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educational levels rather than form of the scale were used. Response order did not affect interitem covariances.
Response order as a within-subjects variable. Table 5 presents the results of testing the model of equal covariance matrix across two administrations of the scale. The chi-square statistics and various fit indexes suggested that the model that interitem covariances remained the same across two administrations was acceptable in most groups. The JPN group had the poorest fit. The UNN group showed a marginal fit of the model. Response order did not demonstrate systematic influences on covariances among items.
Factor Structure
Response order as a between-subjects variable. Multisample confirmatory factor analysis was used to test the invariance of factor structure when response order was treated as a between-subjects variable. The bottom five rows of Table 3 present the fit of various models (M5 to M9) to the data from the first administration. The results indicate that a model of invariant factor pattern coefficients and interfactor covariance across four groups and invariant error variances within each education level (M7) best fits the data. The results explain why the covariance matrices from the university sample and the junior high school sample differ (M3). The difference results from unequal error variances. Neither response order nor level of education had any effects on major parameters of the factor model, including factor pattern coefficients and interfactor covariances.
Response order as a within-subjects variable. Table 6 presents the fit of the model of invariant factor pattern coefficients and interfactor covariance across two administrations of the scale. The results suggest that the model shows an adequate fit to the data for all the samples. Response order and level of education do not show any substantial effects on the factor structure of the scale.
Discussion
The present study systematically investigated the effect of response order on participant responses on a 5-point Likert-type scale. Previous research on the effects of response order on Likert-type scales employed different designs, and the conclusions were inconsistent. In the present study, response order was treated as both a between-subjects variable and a within-subjects variable. It was shown that response order did not affect scale means, interitem correlations, interitem covariances, factor pattern coefficients, and interfactor covariance of the scale, when taken as a between-subjects vari-WENG AND CHENG 919 Note. df for all is 15. Fm1-Fm2 = forms received at the first and the second administration of the scale; Chi = chi-square test statistic; p1 = p value associated with chi-square statistic; Chi/df = ratio of chi-square statistic to degrees of freedom; Chi2 = Satorra-Bentler scaled test statistic; p2 = p value associated with Satorra-Bentler scaled test statistic; GFI = goodness-of-fit index; SRMR = standardized root mean squared residual; RMSEA = root mean squared error of approximation; p3 = p value for test of RMSEA < .05; NFI = normed fit index; NNFI = nonnormed fit index; CFI = comparative fit index; IFI = incremental fit index; RNI = relative noncentrality index; Neg = negative form; Pos = positive form. Note. df for all is 30. Fm1-Fm2 = forms received at the first and the second administration of the scale; Chi = chi-square test statistic; p1 = p value associated with chi-square statistic; Chi/df = ratio of chi-square statistic to degrees of freedom; Chi2 = Satorra-Bentler scaled test statistic; p2 = p value associated with Satorra-Bentler scaled test statistic; GFI = goodness-of-fit index; SRMR = standardized root mean squared residual; RMSEA = root mean squared error of approximation; p3 = p value for test of RMSEA < .05; NFI = normed fit index; NNFI = nonnormed fit index; CFI = comparative fit index; IFI = incremental fit index; RNI = relative noncentrality index; Neg = negative form; Pos = positive form.
able. When response order was treated as a within-subjects variable, positive and negative forms resulted in different scale means. The difference was mainly due to a shift of scores on Factor I, and the mean of Factor II was unaffected by response order.
Response order again did not show any substantial influence on interitem correlations and covariances, factor pattern coefficients, and interfactor covariance, when taken as a within-subjects variable. In essence, the present study suggests that response order is not a critical factor in affecting participant responses on Likert-type scales and factor structure of the scale. The hypothesis that the junior high school sample was more likely to exhibit response-order effects is not supported by our study.
Why is response-order effect absent in our junior high school sample? To answer this question, we probably need to consider a more basic question: How and when do response-order effects occur? Mathews (1929) indicates that reading habits can be the reason for response-order effects. Johnson (1981) suggests that response-order effects may occur with ambiguous questions or unstructured situations. Literature on response-order effects with Likert-type scales offers only limited discussion on this topic. However, appropriate identification of the circumstances under which response-order effects may occur is of a great value to researchers. Researchers with such knowledge can avoid conditions that lead to unstable participant responses. Krosnick and Alwin's (1987) research on response-order effects with ranking data provides a helpful line of thought addressing this issue. Krosnick and Alwin (1987) indicate that participant motivation is an important factor for the presence or absence of response-order effects. They also indicate that participants with less formal education are more likely to be affected by change of response order of the scale. In sum, earlier research suggests that the characteristics of both the participants and the items are relevant to the presence or absence of response-order effects.
Characteristics of participants include motivation, reading habits, and education level, and characteristics of items include clarity of items and degree of specificity of situations. An examination of the items used in this study suggests that the items of Factor II are less ambiguous and participants are more likely to respond to them consistently regardless of the scale format. The quality of items is a possible explanation for our finding that when response order is treated as a within-subject variable, Factor II is less affected by change of format than Factor I. On the other hand, motivation of the participants may explain the absence of response-order effects in our junior high school sample. The junior high school students in our study came from a city located on the east coast of Taiwan. Unlike students in Taipei, they seldom participated in any research and showed great interest in our study. They were highly motivated and they responded to the questionnaires with full attention 922 EDUCATIONAL AND PSYCHOLOGICAL MEASUREMENT throughout the study. Their motivation made the effects of response order less likely to occur. Our results of no obvious response-order effects seem to suggest that participant motivation and clarity of items are perhaps more critical than education level for the presence or absence of response-order effects. If the participants are not motivated to respond to the scales with attention, the results may be unreliable. Good item-writing skill to avoid ambiguous items is also important in preventing response-order effects. If researchers can do a good job in motivating the participants and in writing clear and unambiguous questions, any change in response order should not be a crucial factor in affecting participants' responses on Likert-type scales and properties of the scales. Low motivation and ambiguous items tend to lead to unstable results and should be avoided.
