I n this paper, we investigate methods of reducing the computational complexity of the discrete cosine transform (DCT) in a software video encoder. The number of DCT calculations may be reduced by modeling the distribution of zero blocks. We demonstrate that the reduction in computational complexity is variable and depends on the statistics of the video sequence. We propose a new adaptive algorithm that can maintain a near-constant reduction in complexity. The proposed algorithm performs well at converging to a ''target'' computational complexity, at the expense of a small reduction in image quality. This algorithm provides a flexible mechanism for managing computational complexity in a video encoder.
Introduction
There is a growing market for video communication applications that incorporate software-only implementations of popular video coding standards such as H.263 [1] and MPEG4 [2] . These include conferencing and streaming video applications on the PC platform as well as emerging applications for embedded processors and digital signal processors [3] .
In many cases, the performance of these softwareonly CODECs is limited by available processing power as well as, or rather than, by available bandwidth. This is particularly true for applications using low-power embedded processors or in cases where the video CODEC must compete for processor resources with several other applications. It is therefore important to develop flexible methods of managing the computational complexity of video encoding and decoding.
In this paper, we take the following approach to support complexity management for real-time video encoding. The discrete cosine transform (DCT) [4] is identified as a computationally intensive function. Methods of predicting or modeling the output of the DCT (and therefore bypassing some computational steps) are compared. An adaptive algorithm is described and is shown to be suitable for dynamically controlling the complexity of the DCT (and related functions) to maintain a ''target'' level of computational complexity.
DCT Complexity
Popular video coding standards such as H.263 and MPEG4 make use of DCT encoding of motioncompensated residual frames. Within this type of video CODEC, encoding requires more processing power than decoding (due to the extra computation required for
motion estimation and reconstruction). In a softwarebased encoder, the computationally intensive operations include motion estimation and compensation, DCT, quantization and variable length encoding. For example, Table 1 summarizes the results of profiling a software H.263 encoder running on a Pentium III processor. The encoder uses the ''fast'' forward and inverse DCT algorithms described in [5] and a logarithmic search motion estimation algorithm with a search area of 77.5 pixels. In this example, the DCT, quantization, inverse DCT and inverse quantization steps take nearly 35% of the total processing resources. It is therefore useful to examine methods of reducing the computational complexity of the DCT and related functions.
Reducing DCT complexity
After motion compensation, the residual energy in many image blocks in a typical inter-coded video frame is low, such that most or all of the quantized coefficients are zero. In these cases it may not be necessary to transform and quantize all 64 coefficients. Several reducedcomplexity DCT algorithms have been developed that reduce the number of arithmetic operations required to carry out the DCT [6] [7] [8] . These algorithms typically use ''pruning'' to calculate a subset of the complete 8 Â 8 DCT (e.g. a 4 Â 4 or 2 Â 2 DCT). Applying a pruned DCT algorithm to all blocks in an image will, however, significantly reduce the quality of the decoded image.
A model of the distribution of quantized DCT coefficients in a block may be used to predict the likely position of the highest non-zero coefficient (the end of block position or EOB). Reduced complexity approximations to the DCT (and quantize) operations can be applied to blocks where the model predicts a low value of EOB. In [9] , the quantization parameter selected for each image block is used to predict the maximum value of EOB with a certain confidence (e.g. 95%, 98%, etc.). A reduced-complexity DCT is applied if the predicted EOB is less than a threshold. This penalizes those blocks that do not fit the model (i.e. where the quantizer is high but there are a significant number of non-zero coefficients). These blocks tend to contain image detail and so this method is likely to degrade the quality of ''active'' areas of the video scene. This model is extended in [10] to include a measure of macroblock energy in the model (the minimum mean absolute error, MMAE). The predicted EOB is compared with pre-determined threshold values in order to choose either a full DCT, a reduced-complexity DCT or no DCT. Annex P of MPEG4 (Video) [2] suggests comparing MMAE with a threshold and encoding each block with either a full DCT or no DCT. In [11] a general model is applied to each of the DCT inputs to estimate whether some or all of the output coefficients are zero. This model requires additional computation to classify the inputs, which may offset the computational savings due to a reducedcomplexity DCT.
Predicting end of block
An H.263 video encoder carries out motion estimation to select the ''best'' matching region from a reference frame (typically the previous reconstructed frame) for each macroblock. In practice, this selection is usually based on the minimum sum of absolute differences (SAD) or MMAE between the 16 Â 16 luminance samples in the current macroblock and a neighboring 16 Â 16 region in the luminance component of the reference frame. SAD is given by
where C(i, j) are the residual luminance samples after motion compensated prediction from the reference frame.
The luminance SAD for the current macroblock (SAD MB ) may be used to model or predict the highest non-zero DCT coefficient after quantization [9, 10] . The position of the highest non-zero coefficient (the end of block or EOB) depends on the energy of the DCT coefficients. This in turn depends on the energy of the residual image samples after motion compensation, which is approximated by SAD MB . Annexe P of [2] recommends using the SAD of the current 8 Â 8 block as a predictor for EOB. Block SAD (SAD B ) is given by: Figure 1 compares the performance of the two predictors (SAD MB , and SAD B ). The ''Carphone'' video sequence was encoded using an H.263 software encoder (with a fixed quantizer step size Q=8) and the values of EOB, SAD MB and SAD B were recorded for each block of the encoded sequence. The lines labeled ''P(EOB=0)'' plot the probability of zero EOB against SAD. (Note: SAD MB is normalized by dividing each value by 4, since SAD MB is the sum of 256 difference values whereas SAD B is the sum of 64 values.) There is a higher probability that EOB for the current block is zero for lower values of SAD. Some examples are listed in Table 2 and highlighted here. For example, if SAD B for the current block is 200, there is a 90% probability that EOB will be zero, i.e. that there will be no non-zero coefficients remaining after DCT and quantization. If SAD MB (normalized) for the current block is 200, there is a 55% probability that EOB will be zero. The lines labeled ''CDF'' plot the cumulative density function of SAD MB and SAD B : these plots show that the distributions of SAD MB and SAD B are approximately the same. For example, SAD
200 for approximately 40% of image blocks. The encoder may reduce computational complexity by choosing not to calculate the DCT for blocks with SADo200. If SAD MB is used as a predictor, computational complexity will be reduced by 40% (since 40% of blocks fall into this category) but the decoded image will be distorted due to the 45% error in predicting blocks with zero EOB. If SAD B is used as a predictor, the complexity will once again be reduced by 40%, with lower distortion of the decoded image due to the 10% error in prediction. This indicates that SAD B gives a more accurate prediction of EOB than SAD MB . This is because the number of non-zero quantized coefficients in an individual block depends on the energy in that block and SAD B gives a more accurate measure of block energy than SAD MB (which is proportional to the average energy across all four luminance blocks in the current macroblock). 
Decision thresholds Figure 2 plots P(EOB=0) for the Carphone sequence with varying quantizer. The value of SAD B at which a given P(EOB=0) occurs is approximately linearly related to quantizer step size Q, i.e.
In order to determine whether the DCT should be calculated for a block, SAD B may be compared with a threshold T 0 , as described in Annex P of [2] :
If DCT_Flag is 1, the ''full'' DCT and quantization are calculated for the current block. If DCT_Flag is 0, all the quantized DCT coefficients are set to zero (i.e. the DCT and quantize operations are skipped).
A lower value of the threshold T 0 will tend to give a more accurate prediction of zero EOB. For example, if the threshold T 0 is set at about 25, EOB will be correctly predicted for approximately 90% of blocks. A higher value of T 0 should give lower computational complexity (i.e. fewer DCTs are calculated) at the expense of poorer prediction accuracy.
Variation in Computational Complexity
The sequences ''Carphone'', ''Claire'' and ''Mother and Daughter'' were encoded using the threshold algorithm (Eqn (4)) with a fixed threshold T 0 =30 and a fixed quantizer step size Q=8. Figure 3 shows the computational complexity of the DCT calculations (compared with encoding every block using the ''full'' DCT) for the first 200 frames of the sequences ''Carphone'', ''Claire'' and ''Mother and Daughter''. There is a clear variation between sequences: in general, for a given value of SAD, 
there is a higher probability that EOB=0 for a sequence with low activity (such as Claire) than for a sequence with high activity (such as Carphone) and this produces a variation in the number of blocks ''skipped'' by the threshold algorithm. There is also a variation in DCT complexity during each sequence (for example, in the later part of ''Carphone'').
With a fixed threshold, the computational complexity of the DCT (and also the prediction error and hence the PSNR) varies depending on scene content. These variations make it difficult to predict or manage the processor utilization required to carry out the DCT. A more useful approach is to maintain a predictable level of computational complexity that does not depend on the content of the video sequence.
The sequences ''Carphone'', ''Claire'' and ''Mother and Daughter'' were encoded with a range of threshold values T 0 and quantizer step sizes Q. Figure 4 plots the relationship between threshold (T), quantizer step size (Q) and computational complexity of the DCT and quantizer functions (C). The computational complexity C varies with T 0 and Q: larger values of T 0 and Q tend to reduce C and vice versa. The shape of the surface is similar for the three sequences, but the actual values of C vary between the sequences. Figure 4 indicates that it should be possible to control the DCT complexity C by varying T 0 and/or Q. Note that a wider dynamic range of C may be obtained by varying T 0 (with fixed Q) than by varying Q (with fixed T 0 ). Figure 5 shows the mean bitrate of each of the coded sequences described above. It is clear that T 0 has a limited effect on the coded bitrate (for a fixed value of Q): higher values of T 0 produce lower bitrates, since fewer blocks are actually coded. However, the effect is small compared with the effect of quantizer step size Q on bitrate. 
The term v varies with the content of the video sequence. It should be possible to vary the threshold T 0 in order to 
Adaptive modeling to maintain constant complexity
With a fixed threshold, the computational complexity tends to vary gradually and so it should be possible to update the threshold T 0 based on the measured computational complexity C of one or more recently encoded frames. We propose to update T 0 after each encoded frame in order to maintain a near-constant ''target'' computational complexity C t . Modifying T 0 once per frame should be sufficient for the purpose of managing processor resources: a practical video encoding application will usually buffer one or more frames of coded data prior to transmission and so a short-term variation in computational complexity during the encoding of a frame is not likely to be significant. Of greater importance is the computational complexity over a longer period. The goals of an adaptive algorithm should therefore be to:
1. Maintain a mean target complexity C t . 2. Minimize the variation in frame complexity C n .
Minimize distortion.
After encoding frame n, the actual value of v can be calculated. Rearranging Eqn (5):
where T 0n and Q n are the threshold and mean quantizer for frame n and C n is the measured DCT complexity of frame n (i.e. the proportion of blocks for which the DCT and quantize functions were calculated). The threshold T 0(n+1) required to achieve the target complexity C t for frame n+1 can be calculated from Eqn (4) (assuming that v does not vary significantly between frame n and frame n+1):
where Q n+1 is the quantizer step size (at the frame level) chosen for frame n+1.
Combining Eqns (6a) and (6b): 
Eqn (7b) contains a term proportional to the previous value of T 0 and a term proportional to the error between the actual and target computational complexity (C n ÀC t ). The sensitivity of the update equation to this error term may be varied by scaling the error term with a factor k:
A small value of k means that the update is sensitive to small errors (C n ÀC t ): it should therefore converge rapidly to a target complexity C t at the expense of possible instability. A large value of k should give better stability but slower convergence.
Results

Convergence, stability and quality
The sequences ''Carphone'', ''Claire'' and ''Mother and Daughter'' were encoded using the adaptive update algorithm described by Eqn (8) , with a range of quantizer values Q, convergence factors k and target DCT complexities C t . Q was kept constant throughout each sequence. This means that the term Q n /Q n+1 in Eqn (8) becomes unity, making it possible to study the relationship between complexity and T 0 . The threshold T 0 was set to an arbitrary initial value of 30 in each case. Figure 7 plots the variation of DCT complexity C, threshold T 0 and peak signal to noise ratio (PSNR) for the Mother and Daughter sequence with Q=8. The lefthand column of Figure 7 shows the variation of DCT complexity (C) (i.e. the proportion of blocks for which the DCT is calculated). When k=2, the complexity quickly converges to the target value. However, the update algorithm is clearly unstable for C t =0.1 (i.e. a target complexity of 10% of the ''full'' DCT complexity). When k=10, the algorithm is stable but converges slowly to the target C t . A good compromise is given by k=6: the algorithm remains stable for C t !0.1 and maintains the target complexity despite changes in sequence characteristics. The center column of Figure  7 shows the variation of the threshold T 0 . For k=6, the threshold varies gradually as the content of the sequence changes. The right-hand column of Figure 7 shows the PSNR of each frame of the sequence. For k=6, there is a small drop in PSNR when C t =0.5 (not shown) and a slightly larger drop when C t =0.3. PSNR drops more significantly when C t =0.1: however, the video sequence is still clearly recognizable.
Similar results were obtained for the other sequences (Carphone and Claire). Convergence factor k=6 gives acceptable performance for all sequences and all values of Q. Table 3 summarizes the results for each sequence with a convergence factor k=6. This table shows that the adaptive algorithm maintains the target complexity with only a small drop in PSNR for C t 40.1. The drop in PSNR is highest for the ''Carphone'' sequence. This is because ''Carphone'' contains more motion and detail than the other two sequences and hence it is more difficult to achieve a target complexity of C t =0.1 (i.e. to discard 90% of blocks) without a significant loss of image quality. The standard deviation of the measured DCT complexity (''STD Complexity'') indicates the stability of the update algorithm and these results show that the algorithm remains stable in each measured case. ''Convergence'' is defined as the number of frames that are encoded before the algorithm reaches the target complexity (within 710% of C t ) and this occurs within 23 frames in the worst case.
Profiling
The actual processor utilization was measured by profiling an H.263 encoder (based on H.263 TMN-5) that incorporates the adaptive update algorithm (Eqn (8)). The encoder uses a logarithmic search motion estimation algorithm with a search window of 77.5 luminance samples and the Forward and Inverse DCTs are calculated using the algorithm described in [5] . The ''Model_YCrCb'' bars show the results when the adaptive algorithm is applied to luminance and chrominance blocks. There is a small extra computational overhead because SAD B is calculated for the Cr and Cb blocks in each macroblock (this value is not normally calculated during motion estimation). However, the results clearly show that the complexity reduction outweighs this extra overhead and the encoder achieves around 69% reduction in complexity of the DCT and quantizer functions.
Discussion and conclusions
The results described in this paper indicate that the computational complexity of the DCT and quantizer functions in a DCT-based video encoder can be successfully controlled by comparing block SAD with a threshold in order to determine whether to encode This adaptive algorithm may be a suitable component of a complexity control system in which the computational overhead of a video CODEC is managed in a similar way to the bit-rate control algorithm commonly used in a video encoder. ''Coarse'' complexity management may be achieved by skipping (i.e. not encoding) frames when there are insufficient processing resources available. We propose that ''fine'' complexity management (in which encoder complexity is controlled without dropping frames) may augment this. The aim of such a complexity control scheme should be to provide flexible, accurate control of computational overhead whilst minimizing variation in video quality. The adaptive threshold algorithm described here could form a suitable basis of such a scheme.
It may be worth investigating improvements to the adaptive update algorithm. The algorithm described here calculates the new threshold based on the results for the previous encoded frame and it may be possible to achieve better stability by examining several preceding frames. The variation in the proportionality factor v (Eqn (5)) appears to be related to the content of the video sequence (for example, v is highest for ''active'' sequences such as ''Carphone'') and the accuracy of the threshold update could perhaps be improved by incorporating a measure of scene activity such as SAD. The choice of T 0 and Q affects the coded bit rate (as well as the computational complexity), as shown in Figure 5 . Bit-rate control is an essential requirement of many video coding applications and it would be useful to extend the approach described here to provide joint bit rate and complexity control.
Finally, this approach may be extended to other computationally intensive functions in a video CODEC. For example, the variable complexity motion estimation algorithm described in [12] is reported to reduce the computation of motion estimation by a varying amount depending on a control parameter and on the statistics of the video sequence. It may be that our adaptive technique could also be applied to a variable-complexity motion estimation algorithm to provide flexible, predictable management of computational complexity.
