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In this paper we consider the existence of positive solutions of the Dirichlet problem ( 
1)

Au(x) + f(u(x)) = O, xE D" u(x) = O, x E OD n,
where D n is an n-ball of radius R in R n. The well-known identity of POHOZAEV [4] shows that the existence question, even for simple functions such as f(u) ~-u k, is quite delicate. Previous results have been obtained by placing severe restrictions on f; for example, in [3] it is required that f(0) _> 0, and in [1] one finds f'(0) > 0, and f(u) >= O.
Our approach is based upon the celebrated GIDAS, NI, & NIRENBERG Theorem, [2] , which asserts that any positive solution of (1) must be radially symmetric, and thus satisfies an ordinary differential equation. In this context, it is natural to allow the radius R of D" to vary, and to consider orbits of the associated ordinary differential equation which satisfy u = p > 0 and u'= 0 at r ----0. Then we may define T(p) to be the smallest R > 0 for which this orbit satisfies u(R) = O.
In this note, we show that existence results may be obtained for very general functions f. Specifically, if f(Po) = 0 for some P0 > 0, we show that there exists a positive solution of (1), with u(0) close to Po and u(0) < Po, for some R, if and only if there exists a positive solution of the Dirichlet problem
with u(0) close to Po and u(0) ~ Po, for some R. Since this latter problem is equivalent to solving a Hamiltonian system having one-degree of freedom, it can be solved by phase-plane methods. In fact, it is easy to show that there exists a solution of (2), with u(0) near Po and u(0) < Po, for some R, if and only if (A) There exist positive solutions of (1) for which (4) u(O) is arbitrarily close to Po;
(B) There exist positive solutions of (2) for which (4) holds;
Observe that we place no conditions on the sign off(0), nor do we require that 0<f(u) if 0<u<fl, for some fl>0; cf. [3] . In the next section we shall give the proof of the theorem, and in section 3 we shall derive some consequences of our result.
. From a result of GIDAS, NI, & NIRENBERG [2] the existence of a positive solution of (1) on a ball is equivalent to the existence of a positive solution for a boundary-value problem of the form n--1 (5) u
We let u(r, p) be the solution of (5) which satisfies the initial conditions u(0) ----p, u'(0) = 0. We first show that (A) implies (C). As we have already noted, it suffices to assume that (5), (6) has solutions (for some T = T(p)) which satisfy (4). Now if (C) were false, let q < Po be a point where the maximum of F on the interval [0, Po] is assumed. Then F(q) > F(p) for p near Po with p < Po. Using (A), we know that, for some such p, there is a solution u(r, p) of (5) 
H(u(rl, p), u'(r~, p)) > F(q) ~ F(p) = H(u(O, p), u'(O, p)), and this is a contradiction. Thus (A) implies (C). In a similar manner, we can show that (B) implies (C).
We next prove that (C) implies (B). Thus, define 
(u) ----0).
We shall find a solution of (5), (6) with q < u(0) < ~. We define positive constants e, M, to, as follows:
to ----(n -- We shall show that u(T,p)= 0 for some T satisfying tl < T=< t2 ~-t~ + q/]/~. To see this, observe that, for r > 0,
F(p) = H(O, p) >= H(r, p) = F(u(r, p)) + vE(r, p)/2.
Hence v 2~2(F(p)-F(u))<=M
2, so I v[~M.
We also claim that if 
u(t2, p) = U(tx, p) -k f v(r, p)dr <= q q-f --]/~e dr = O, t~ tt
which implies the desired conclusion, Therefore to complete the proof it suffices to prove the above claim. Thus, assume that for some t, t~ <_ t =< t2, we have
v(t,p)>--]/~ and v(r,p)<=O for 0--<r--<t. Then v(t,p) 2 2 ----H(t, p) --F(u(t, p)) = H(t, p) --H(to, p) + H(to, p) --F(u(t, p)) t = f H~(r, p) dr + n(to, p) --F(u(t, p))
to t = _ f n --r 1 v2(r ' P) dr + n(to, p) --F(u(t, p)) to -- t >(n --1) M f = to v(r,
p) dr q-H(to, ~t) --e --F(u(t, p))
to (n --1) M
>= [u(t, p) --u(to, p)] + F(q) --e --F(u(t, p)) to
(n --1) M
(--q) + F(q) --F(u(t, p)) + 2e to
>__ e + F(q) --F(u(t, p)).
But because t=>tl we have u(t,p)<=q. F(u(t, p)). It follows that vE(t, p) ~ 2e.
Hence q E M implies that F(q) Consequently, since v(t, p) <= O, we have --v(t, p) >>_ ~.
This is a contradiction, and the claim follows. The proof of the theorem is complete.
Notice that if f'(Po) < 0, then we can strengthen (4) to the following:
To see this, observe that if f'(Po) < 0 then there is a number 6: > 0 such that f(p)>O, po--Ol<p<po.
Thus we can let ~=po--62.
In this section we shall add some remarks and state several consequences of our theorem.
First, we observe that in some cases our theorem can be used to deduce the existence of other solutions. For example, assume that f(0) ~ 0, and suppose that there are points Po and p~, Po < P~, both of which satisfy hypothesis (C) of the theorem. We claim that for balls of sufficiently large radii, there must be at least two positive solutions. To see this, take/5, Po </3 < p~, with the property that there is a positive solution of (5), (6) (5), (6)is solvable for some T> 0, with u(o)=p}, then a < p < b in view of the well-known POHOZAEV identity; see [3] . Taking any p in the domain of T which satisfies ~ < p < b, we see that the last argument holds. It follows that for large R the Dirichlet problem (1) again has at least two positive solutions.
We end by noting that iff(u) > 0 for u < 0 then all solutions of (1) Hence, for this f, all solutions of (1) are radial, and (1) has at least two solutions if the radius of D" is sufficiently large. It follows that problem (1) has at least one degenerate solution, in the sense that 0 is in the spectrum of the linearized equation; see [6] . It would be interesting to determine the number of critical points of the time map T(p) for f defined by (8). In [5] we have shown that if n : 1 then T has exactly one critical point.
Note added in proof. After this paper was accepted, we learned of the paper of P. HEss (On multiple solutions of nonlinear elliptic eigenvalue problems, Comm. on Partial Differential Equations 6, 1981, 951-961) in which similar results are obtained. HESS requires stronger conditions on f (including f(0) > 0) but he allows more general domains.
