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Abstract 
This paper presents a method to recover depth information from a 2-D image taken from 
different viewpoints. An implementation of a passive two-camera system and a region-
based matching algorithm implemented in Matlab generates a depth map of a scene based 
on a pair of stereo images. Matlab scripts implementing optical flow algorithms were 
written. The optical flow for a motion sequence was computed and the vector field that 
shows both the direction and magnitude of the corresponding motion displayed. 
Introduction 
Figure 1: Image of an object against a flat background 
A point on an object in a scene is usually described using 3 coordinates. In the Cartesian 
space, this would be the x, y and z-coordinates. Unfortunately, when we take a picture of 
a scene, we lose a dimension of information. For example, in the image of the scene 
above, we do not have information on the height of the object or its z-coordinates. If we 
were to take 2 images of the same object from different viewpoints, the depth information 
or the z-coordinates of the object is actually hidden in the relative displacements between 
the left and right view of an image, which is also known as the image disparities. 
Figure 2: Stereo image of an object. 
This is the basis of stereovision. Stereovision is a vision-based method that enables one to 
recover 3-D depth information from images taken from different viewpoints. 
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The simplest case for stereovision is where two cameras are pointed in the same direction 
and separated by some baseline distance b. For simplicity the cameras are offset only 
along the x-axis. In this case, the distance z to the point is the same for both cameras. 
With this simple geometry, we can solve for z. The difference, d = x'L- x'R is called the 
horizontal disparity. Based on the geometry and from triangulation, 
z=hfld 
where f is the focal length of the camera. 
Note that if the baseline distance, band focallength,fis unknown, reconstruction up to a 
scale factor is possible. The relative depth, z', is then defined as the inverse of the 
horizontal disparity, d. 
z' = 1 I d 
A variation to the parallel case is when two cameras point to a common position. This is 
known as vergence. If the point of interest is the point of vergence, there is no disparity-
the distance can then be obtained based on the camera orientation. All other variations of 
2 
parallel cameras are basically equivalent, simply translate or rotate as needed to reduce to 
the simplest case. 
In principle, stereo range estimation is simple. There are 2 basic problems: 
1. Camera calibration. The process of aligning the cameras physically, and 
mathematically determining the geometric relationships for the camera. 
2. The "correspondence problem" or stereo matching. Essentially, this means that 
for a given stereo image pair, determining which points in one image corresponds 
to points in the other image. 
More problems with correspondence 
1. Occlusion: Points visible in one image and not the other. This would result in 
either a false match or no match in a stereo-matching or correspondence 
algorithm. 
2. Featureless surfaces: An example of a featureless surface would be a completely 
white background. In this case, there exist no discernable features to differentiate 
one region from another. This would also result in no correspondence. 
3. Ambiguous correspondence: A case in point is surfaces that have repeating 
textures. Without any unique features, the correspondence algorithm is rendered 
useless. 
One solution is to use multiple cameras/images. There is less chance of occlusion (some 
subset must have seen it). Also, there will be more information for correspondence. 
However, solving for depth from multiple cameras is over constrained. We need to solve 
for depth using a least -squared-error or similar approach. 
Constraints to assist in stereo matching 
This leads to the introduction of constraints to assist in stereo matching. The basic idea in 
applying constraints in stereo matching is to limit the search space, which reduces both 
the number of false matches and computation time. 
One method is to look for similarities such as intensity, edges, other features, etc. One 
can also take advantage of coherence - when in doubt, assume depth is changing 
smoothly. In addition to coherence, the use of geometric limitation such as limits on 
depth values, initial estimates of depth may assist in constraining the search space. 
Stereo matching algorithms 
Traditionally, there are 2 stereo matching algorithms commonly used, feature-based and 
region-based algorithms. 
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In feature-based matching, the idea is to pick a feature type (e.g. edge), define a matching 
criteria (e.g. orientation or contrast sign) and then look for matches within the search 
space or disparity range. 
In region-based matching, the idea is to pick a region in the image, represent them in 
vector form, and attempt to find the matching region in the second image by maximizing 
some measure such as the normalized cross correlation, normalized sum of squared 
difference, etc. 
Feature-based vs. Region-based 
Feature-based matching algorithms are sensitive to feature 'drop-outs' but produce sparse 
depth or disparity map. As a result, we have to interpolate to fill in the gaps. 
An area-based matching algorithm computes a confidence measure for regions but works 
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Figure 4: Feature based and region based matching 
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