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ABSTRACT OF DISSERTATION

USING CONVENTIONAL AND IN SITU TRANSMISSION ELECTRON
MICROSCOPY TECHNIQUES TO UNDERSTAND NANOSCALE
CRYSTALLOGRAPHY
Transmission electron microscopy (TEM) is a powerful tool for studying solidstate crystalline systems. With the advances in aberration correction, monochromation,
and in situ capabilities, these microscopes are now more useful for addressing
fundamental materials chemistry problems than ever before. This dissertation will
illustrate the ways in which I have been using high-resolution imaging and in situ heating
in the TEM during my Ph.D. research to investigate unique solid state chemistry
questions.
This dissertation will focus on four unique crystal systems: thermoelectric
skutterudite crystals, vapor-liquid-solid (VLS) grown nanowires, and hafnium dioxide
nanorods. Although these systems are very different from one another, high resolution
and/or in situ heating in TEM is an integral part of each study. Through these techniques,
we gain insight and knowledge of these systems that may have gone unknown through
different analysis techniques. The experiments I will describe in some cases provide
surprising and unexpected results that arise from the nanoscale nature of the materials
and would be difficult to observe through bulk analytical methods. The work presented
here helps to demonstrate the strength and versatility of TEM to address solid state
chemistry questions.

KEYWORDS: transmission electron microscopy, in situ, crystallography, Z-contrast
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Chapter 1: Introduction
1.1 Motivation
The primary goal of materials chemistry is the synthesis, characterization and
understanding of solids. A myriad of effective and useful ways exists to probe crystalline
systems – both molecular and non-molecular solids – but many of these conventional
solid-state chemistry techniques leave unanswered questions about the crystal system.1,2
A material’s physical properties are often controlled by the local atomic structure and
arrangement of atoms, so to fully understand the properties of a material, a technique to
probe the structure on the nano- and atomic-scale is necessary. Diffraction techniques –
such as X-ray and neutron diffraction – provide atomic scale information about a crystal,
but the data are averaged over the entire structure and can fail to account for defects.2–4
Real crystals are not perfect, and the possibility of imperfection allows for materials
scientists to tailor the properties of a crystal. Point defects such as vacancies, interstitial
site occupancies, substitutional atoms, and other impurities in a crystal can be difficult to
identify through most solid-state analysis techniques, so an analytical technique capable
of probing local atomic structure is necessary for the complete understanding of crystal
systems.1,2,5
Transmission electron microscopy (TEM) offers high spatial and analytical resolution
with a wide variety of characterization techniques, making it an ideal tool for complete
characterization of solid materials, especially the study of local atomic structure. Atomic
resolution imaging paired with techniques such as high-angle annular dark-field
(HAADF) imaging, electron energy loss spectroscopy (EELS), energy dispersive X-ray
spectroscopy (EDS), and selected area electron diffraction (SAED) make the TEM much
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more than simply a high-resolution microscope.5,6 TEM provides the capability for the
qualitative and quantitative study of nanomaterials and bulk solids, revealing critical
information about how crystal structure relates to materials properties.
Nonetheless, TEM is not without limits. How the atomic structure of a crystal
changes or behaves under external stimuli, such as how a material would behave under
real-world conditions, cannot be studied through conventional TEM imaging. Solid-state
chemistry analytical techniques offer glimpses into a material’s behavior under varied
conditions, but this typically relies on a static approach, through which samples are
prepared for analysis by cooling to room temperature from a high-temperature reaction.7–
10

A method like this, however, is not a good representation of the reaction dynamics and

may fail to show intermediate and metastable phases or transition mechanisms. Similarly,
classic ceramic synthesis techniques can produce a desired product, but the mechanism of
formation would remain unknown, making tuning and refining the synthesis difficult and
inefficient. Even in situ XRD techniques fall short, in that they may reveal an unexpected
phase change with no further information regarding the mechanism.11 Further, XRD
techniques can show multiple phases and superstructures present in a solid solution, but
TEM imaging and SAED are necessary to reveal the full structure.12,13
When it comes to material synthesis refinement and understanding, in situ heating in
the TEM can provide a solution to the gaps left from conventional solid-state analysis
techniques.1,14 Through the use of in situ TEM heating, the behavior of a material can be
observed in real time with applied temperatures up to 1400 °C.14–33 Heating holders for
the TEM have become more common and have advanced to the point where directly
interpretable, quantitative data can be collected for a crystal specimen as it undergoes a
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reaction.1,34 In situ heating in the TEM, with the combination of imaging and other
analytical techniques available in the TEM, is a powerful tool used to investigate
materials science questions that cannot be addressed through conventional or ex situ
techniques. This technique can reveal fundamental information necessary for the
complete understanding of solid materials, and be used to further improve and design
materials synthesis.
1.2 Ex situ solid state chemistry approaches
1.2.1 Introduction
As mentioned, a large number of methods exist for the characterization of solid state
materials. No single technique can provide all the information necessary to understand a
solid material, so multiple analytical methods are utilized to understand the structure and
properties of a crystal and how those relate to one another. The purpose of this chapter is
not to provide a conclusive list of all analytical techniques used in materials science, but
rather to present an overview of the most common techniques, their strengths, and how
those methods can be improved by complementary in situ TEM analysis.
1.2.2 X-ray and neutron diffraction
Crystal diffraction in several forms is a common tool for the determination of the
atomic structure within a crystal. Diffraction techniques provide information about a
crystal’s unit cell, bond lengths, bond angles, and atomic position to within a few tens of
picometers. These techniques give an average, overall picture of long-range order in a
solid, but are much less suited for studying crystal defects, dopants, and nonstoichiometric regions.2,4,35 X-rays can be used to determine the structure of single
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crystals and powder or polycrystalline samples, and the deeply penetrating X-rays allow
for structural analysis of bulk materials. Many advances have been made in the field of xray diffraction since W. L. Bragg and W. H. Bragg first demonstrated its use as a means
to determine crystal structure in 1913. Computer-operated single crystal and powder Xray diffractometers are commonplace in laboratories, making XRD routine in materials
science research. Crystal structure databases and refinement software also commonly
available on these instruments have made structure determination straightforward and
precise.
Neutron diffraction, like X-ray diffraction, is also used to determine the atomic
structure of a material. Since neutrons possess a magnetic moment that can interact with
the magnetic moment of an atom, neutrons can also be used determine the magnetic
structure of a crystal. Neutron diffraction is less commonly used than X-ray diffraction,
however, because there are only a few sources of neutrons while X-rays can be produced
readily in most laboratories. The scattering properties of neutrons provide information
complementary to the X-ray diffraction data. X-rays interact and scatter from an atom’s
electron cloud, while neutrons scatter off the nucleus, therefore X-rays are scattered more
strongly by atoms with higher atomic number. Neutron scattering from a nucleus does not
depend on atomic number, and the scattering of each nucleus depends on the isotope.
Neutron scattering varies unpredictably for different isotopes and has to be determined
experimentally.
X-ray and neutron diffraction have become standard techniques for materials
analysis. Whether the goal is to identify a new crystal or verify that a known material has
been synthesized, diffraction is one of the first techniques performed.2–4,10 XRD can
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provide high-resolution information about the atomic structure of a material, which is
crucial information to collect before additional analysis is executed. However, when it
comes to following the progress of solid-state reactions, diffraction techniques can be
inadequate. Most XRD data are collected under static conditions after a material has
undergone treatment, which assumes that the material has the ability to retain its final
state after a dynamic process.1,10 This is not always the case, and the ability to study and
observe these dynamic processes in real time provides invaluable information about how
a material will behave under real-world conditions.
As a material undergoes a phase transformation in XRD under elevated temperature,
the intensities and positions of the Bragg reflections shift, making in situ XRD an
effective way to directly view the phase change.3 X-ray diffractometers with in situ
heating capabilities up to 2500 °C have been available for many years and are becoming
increasingly more common on laboratory instruments as the drive to fully understand the
nature of a material under the influence of external stimuli has increased.36 However, fast
collection of statistically significant signal is not always possible in a laboratory
instrument, and heating capabilities available on beamlines at X-ray synchrotron and
neutron sources must be relied upon.37 Those facilities are limited, restricting the ability
to collect data. Even so, the true nature of reactions at elevated temperature can remain
unknown without the ability to directly image the materials in real space during a
reaction. The strength of diffraction techniques greatly complement in situ TEM by
providing preliminary evidence of interesting features that warrant atomic resolution
imaging during heating.
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1.2.3 Microscopy
Microscopy is a frequently used method in solid state materials characterization.
Through microscopy, material morphology, crystallite size, material distribution, defects,
and more features can be directly imaged and examined. This section will briefly discuss
a few microscopy techniques and how they complement in situ heating in the TEM.
1.2.3.1 Scanning probe microscopy
Scanning tunneling microscopy (STM) and atomic force microscopy (AFM) are two
common scanning probe microscopy (SPM) techniques. These techniques can provide an
atomic-resolution image of surface structures, allowing for features such as atom
adsorption, point defects, step edges, and mechanical characteristics of a material to be
studied.1,38–40 Spectroscopic techniques in STM also provide information about the local
density of states (LDOS) by measuring the number of electrons as a function of electron
energy.39,40
As opposed to optical light or electron microscopy, these techniques do not rely on
diffraction of light to create an image. Instead, a probe is moved across the surface of a
material and used to produce an image. In the case of STM, an atomically sharp
conductive metal tip is brought to a distance of about 0.4−1 nm from a solid surface. A
voltage is applied to the tip, and the bias causes electrons to tunnel between the tip and
sample surface. The tunneling effect creates a current sensitive to the size of the gap. The
current is used to position the tip and held at a constant value. The position of the tip
fluctuates in order to maintain the constant tunneling current, and the fluctuation in the
probe as it is scanned produces an image of atoms on the surface.2,39,40 Similarly, AFM
generates an image of a surface by measuring the short- and long-range attractive or
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repulsive forces between the probe and a sample surface. The tip is attached to a
cantilever, and the deflection of the cantilever as it interacts with the forces exerted upon
it is used to produce an image of the sample surface. In addition to atomic-scale surface
mapping, AFM can be used for force measurements and sample manipulation.38,39
There are several key benefits to SPM. Firstly, unlike diffraction-based microscopes,
there are no lenses or beams, so the spatial resolution of these instruments is not limited
by aberrations or diffraction limits. The resolution is based on the sharpness of the probe
tip, with a sharper tip proving higher resolution.39 Further, these instruments can be
operated under almost any environment – vacuum, air, liquid, inert gas, etc. – making the
study of the dynamic behavior of materials straightforward and practical.1,39
One of the primary limitations of SPM is that only the surface of a material can be
probed.39 In some case, the properties of the material can be dominated by the surface,
such as in the case of nanomaterials, which have an increased surface-to-volume ratio.
For those systems, a method to study the surface of a material with high resolution is very
important. However, to study the structure below the surface would require analysis from
a different instrument. Despite this, SPM offers an analytical method highly
complementary to in situ TEM through its ability to study the surface of a material with
high resolution and with in situ capabilities. Through studying the surface via SPM,
information can be gained about how the surface of a material influences how it might
behave under in situ heating conditions in a TEM.
1.2.3.2 Electron microscopy
Electron microscopy (EM) is a microscopy technique analogous to optical
microscopy. Instead of visible light, a beam of electrons with a very short wavelength is
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used to study structure, morphology, defects, elemental distribution, and more, with
atomic resolution.2,5 There are two types of EM: scanning electron microscopy (SEM)
and transmission electron microscopy (TEM). TEM will be discussed at length in a later
section, so the remainder of this section will focus on SEM capabilities.
SEM uses a focused electron beam to produce three-dimensional images of a sample
surface. Secondary electrons emitted from the surface of a solid are used to construct an
image. The resolution of an SEM is not as high as that of a TEM, AFM, or STM – about
1 nm – making SEM useful for viewing crystallite size, morphology, surface
composition, surface defects, and other larger features as a well as imaging relatively
large regions of a sample. SEMs are also less expensive and more robust than TEMs,
making them as affordable addition to most laboratory facilities.
In addition to imaging, SEMs offer additional characterization techniques, such as the
detection of backscatter electrons (BSE) and X-ray microanalysis. Because atoms of
higher atomic number scatter electrons more strongly, appearing brighter in an image,
BSE can be used to detect regions of a material with different chemical compositions.
Electron backscatter diffraction (EBSD) can also be used to produce an image containing
information about the crystallographic structure of a crystalline or polycrystalline solid.
X-rays scattered from the sample through the interaction with the electron beam can be
used to map elemental distribution of a sample through EDS.
The SEM is also suited for in situ solid-state studies. Environmental SEMs (ESEM)
that allow for gaseous or wet sample environments have been commercially available
since the 1980s.1 A variety of in situ holders, similar to the models available for TEM,
are manufactured for SEM, adding heating, electrical biasing, and liquid flow capabilities
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to the SEM. Unfortunately, the characterization potential of the SEM is limited by low
resolution and surface-only imaging. But as with the previous techniques discussed, SEM
imaging is highly complementary to TEM, by providing a large view of the surface
topography of a sample. In situ experiments in the SEM, like in the XRD, can provide
preliminary data necessary for facilitating in situ TEM heating experiments.
1.2.4 Summary
The techniques discussed herein – XRD, neutron diffraction, STM, AFM, and SEM –
each offer a unique and important way to characterize solid materials. On its own, no one
technique can provide a comprehensive understanding of a material. In situ capabilities of
these methods greatly increase the information that can be gleaned through conventional
solid-state analytical techniques, but even so they leave unanswered questions.
1.3 Transmission electron microscopy
1.3.1 Introduction
One of the distinct advantages of TEM over the previously discussed techniques is
that through electron diffraction, structural information can be simultaneous acquired in
reciprocal space – like the information attainable from X-ray and neutron diffraction – as
well as real space – as would be collected from other microscopy techniques.5,34,41 The
development of aberration correctors has greatly advanced TEM technology, allowing for
atomically resolved imaging and chemical analysis.5,41,42 While it is often compared to
visual light microscopy, TEM is much more than just a high-resolution microscope. The
unique qualities of electrons allow for a multitude of analytical instruments to be housed
in a TEM, with the ability to acquire images and perform chemical analysis concurrently
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and with high resolution.5,41 Because of these features, the claim can be made that no
other instrument exists that can offer materials characterization as completely as the
TEM. Combining the intrinsic strength of the TEM with in situ heating capabilities
creates a system uniquely tailored for comprehensive, dynamic, solid-state materials
characterization.
1.3.2 Principles of transmission electron microscopy
The resolution of image magnification is limited to the wavelength of radiation used
for imaging. The invention of the TEM allowed for imaging with resolution beyond
optical microscopy. To further understand the relationship between wavelength and
resolution limits, one must consider the following equation:
𝛿=

0.61𝜆
𝜇 sin 𝛽

where λ is the wavelength of radiation, µ is the refractive index of the specimen, and β is
the semi-angle of collection of the magnifying lens. In a visible light microscope with λ
at about 550 nm, the resolution would be about 300 nm. This is on the order of 1000
atomic diameters – too low to see many of the features that control a material’s
properties. However, a TEM operating at 100 keV has a theoretical resolution of about 2
pm, much smaller than the diameter of an atom. Aberrations arising from the lens system
prevent the function of a “perfect” TEM, so this resolution limit is not yet achievable.
Despite this, commercial TEMs available today can achieve very high resolution, and
atomic resolution of solid materials is possible through the use of aberration correctors.
Electrons in a TEM experiment create an image by interacting with the electron cloud
of atoms and scattering.41 There are several imaging modes in the TEM, each using a
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different set of scattered electrons to form the image. The most common imaging mode is
bright-field imaging. In this mode, the electrons scattered by a sample are focused in the
back focal plane of the microscope, and an aperture placed there allows only the direct,
transmitted beam to pass. This produces a two-dimensional projection of the sample onto
the viewing plane. Image contrast arises from thick regions and regions of high atomic
number obstructing the beam and appearing dark, while regions with no sample blocking
the beam appear bright.
In addition to forming an image, the electrons scattered to various angles create a
variety of signals that can be collected and interpreted. The signals generated through
electron beam interaction with a sample are shown below in Fig. 1.1.

Figure 1.1 Signals generated by the interaction of a high-energy electron beam with a
solid sample.
Behaving as a wave about 100 times smaller than the spacing between atomic planes (dspacing) in a crystal, a beam of electrons can diffract off of the atomic planes of a TEM
sample, creating a diffraction pattern similar to X-ray diffraction, and allowing for the
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determination of the atomic structure of a crystal on the nanoscale. This is referred to as
selected area electron diffraction (SAED), because a small portion of the sample can be
selected for diffraction analysis, allowing the structure of a site-selected region to be
studied.
The ionizing nature of electrons – the capability to excite an inner-shell electron away
from the nucleus – also creates a wide range of secondary signals that can be collected
and interpreted to gain chemical information and other details about a material. These
secondary signals are used in EDS and EELS to determine chemical composition,
oxidation state, relative quantities of atoms, and more.
In some cases, the electron beam is focused to a narrow spot typically <5 nm. This
focused beam, called a probe, is scanned across the sample (similar to operation in an
SEM) to produce localized signals. This technique is called scanning transmission
electron microscopy (STEM), and the signals generated allow for mapping of EDS and
EELS signals with high analytical resolution. Using STEM with a high-angle detector
also makes it possible to form atomic resolution images in which the contrast of an atom
depends directly on its atomic number. This is known as Z-contrast imaging, and
produces images that are directly interpretable.
Because these signals are all scattered at different angles, detectors of various sizes
can be used to simultaneously collect the signals, allowing for real-space imaging
alongside high-resolution chemical analysis.
1.3.3 Z-contrast Imaging
Z-contrast imaging is a common imaging mode in STEM microscopy. Unlike TEM,
STEM uses a finely focused electron beam that is rastered across the sample. In this
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mode, signals are produced as a function of probe position as it interacts with the sample,
making analytical mapping by EDS and EELS possible. In modern instruments, the probe
can be focused to about the size of an atom, contributing to the high spatial and analytical
resolution of the STEM. In the STEM, a high-angle annular (HAA) detector is used to
collect transmitted electrons scattered to very high angles. The diffraction pattern
reaching this detector is integrated and an image containing the total scattered intensity is
produced.5,43–45 The atomic centers scatter the beam, producing a bright signal wherever
there is a column of atoms and no signal where the sample does not scatter. Thus, these
images are referred to as dark field (DF) images. Dark field images produced via a highangle annular detector are known as HAADF images. HAADF detectors produce images
in which the contrast depends on the thickness of the sample and approximately the
square of the atomic number, ergo Z-contrast images.42
In Z-contrast images, the bright spots correspond to the location of atomic columns,
with intensity providing information about the composition. Z-contrast images are more
easily interpreted than bright-field images because the ADF detector produces an
incoherent image. The incoherent image contains only scattering intensity – no defined
phase relationships – so there is no phase problem for structure determination.43–45 The
coherent signal is used to produce bright-field images, and because of the phase contrast
present in bright-field images simulations is frequently required for interpretation. Zcontrast imaging, however, produces an image that can be interpreted directly.
Schematic cartoons of Z-contrast image formation and probe propagation as viewed by
the detector are shown in Fig. 1.2. This method is well suited for studying structure and
composition of a material, and even locating single atom dopants.
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Figure 1.2 (a) Schematic of STEM showing formation of Z-contrast image. (b)
Schematic showing propagation of probe as viewed by the detector.43
In the research presented here, Z-contrast imaging is heavily utilized in three of the
projects. Not only does this method of imaging allow for atomic resolution, it also
provides information about the materials studied here that may have otherwise not been
accessible. Z-contrast imaging is crucial for the case of skutterudite thermoelectric
materials, as it provides a way to directly view “caged” filler atoms in the skutterudite
structures. Additionally, Z-contrast is used to image hafnia nanorods, providing important
structural information that would be more difficult to image using bright-field techniques.
1.3.4 Fast-Fourier transform
The Fast-Fourier transform (FFT) is used to produce an effective calculation of a
diffraction pattern. From a real-space image, a computer algorithm produces a
representation in the frequency domain.46,47 In the case of high-resolution images – i.e.,
images in which lattice spacings or atomic columns are visible – the FFT generates a
reciprocal lattice of the crystal analogous to performing selected area electron diffraction
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(SAED) in the TEM. The FFT can then be used to measure lattice spacings and angles to
determine crystal structure information. The FFT can also be used to reduce background
signal to produce a filtered, higher resolution real-space image. Masks can be used to
select regions of a FFT, either removing or selecting only anything in the mask. The
masked FFT can then be converted back to an image in real space, to produce an inverse
FFT (IFFT). The IFFT then contains only the masked information from the FFT,
analogous to using an objective aperture in the TEM, to create an image from only
specific diffraction spots. The real-space image can be greatly enhanced by masking
regions of background noise and obtaining an IFFT.5 Through the use of the FFT, the
user can produce a diffraction pattern of an image and then produce an image by
selecting one or more reflections in diffraction pattern. An example of this process is
shown in Fig. 1.3. In this case, a wire containing multiple twin boundaries was imaged.
The FFT (Fig. 1.3b) shows peak splitting from the two twin domains. By masking a set of
peaks corresponding to just one of the two twin domains (Fig. 1.3c), an IFFT (Fig. 1.3d)
can be produced, mapping the location of one of the sets of twin domains.
FFT analysis is strongly relied upon in the hafnia nanorod research described in a
later chapter. The FFTs of individual nanorods are used to distinguish and determine the
different phases present in a single nanorod during phase transformation in the STEM.
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Figure 1.3 Example of using the FFT for analysis in atomic-resolution imaging. (a)
HAADF image of an HfO2 nanorod containing multiple twin boundaries. (b) FFT
produced from the image in (a). (c) Mask used to select peaks generated from one of the
two twin domains. (d) IFFT calculated from the masked FFT, showing the location of one
set of twin domains.
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1.3.5 Energy Dispersive X-ray Spectroscopy
Energy dispersive x-ray spectroscopy (EDS) exploits the ionizing ability of the
electron beam of the TEM. The electron beam is capable of removing inner-shell
electrons from atoms in the sample material. An unoccupied state is left where the innershell electron was removed, and a higher energy electron rapidly fills it. During this
relaxation event, an x-ray with energy equal to the difference between the initial and final
level energies is emitted. This process is shown schematically in Fig. 1.4. The emitted Xray is collected on the EDS detector, and a plot of X-ray counts versus X-ray energy is
produced. The emitted X-rays are characteristic of an atom, so the energy of the X-rays
can be used to identify the atoms present in a sample.2,5

Figure 1.4 Schematic showing the emission of a characteristic X-ray from an atom as
consequence of the high energy, incident electron beam.
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When operated in TEM, EDS is acquired by condensing the electron beam onto a
small area of the sample. This will misalign the optics of the TEM and in some cases
create a beam too intense to shine directly on the bright field detector. Because of this,
imaging and EDS cannot be performed simultaneously in TEM. After acquiring an
image, the beam is condensed onto the region of interest in the sample and EDS is
performed. Moving between imaging and EDS in TEM can be time consuming.
However, in STEM mode, the probe is already a finely focused electron beam. In this
mode, dark field images and EDS signal can be collected simultaneously. This allows for
an EDS spectrum to be collected at each pixel, called spectrum imaging, and from this
information the elemental distribution can be directly related to the image.5 Computer
programs are capable of extracting the relative intensities of the desired peaks to create a
spatial map showing the location of atoms based on the spectrum recorded at each pixel.
Through this mapping, the location of atoms in a material – and the relative concentration
of an element – can be easily identified with high spatial resolution.
EDS played an important role in the Au-catalyzed SnO2 nanowire research presented
herein. Through the use of EDS in the TEM we were able to qualitatively track the
amount of Sn present in the Au catalyst tips of the SnO2 nanowires, revealing interesting
information about the system.
1.3.6 Electron energy loss spectroscopy
Electron energy loss spectroscopy (EELS) is an analytical microscopy technique
complementary to EDS. In addition to identifying elements present in a sample, EELS
can also provide information about chemical bonding, oxidation state, specimen
thickness, local properties, and mechanical and electronic properties.5,48 While EDS is
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most sensitive to atoms with higher atomic numbers, EELS works best with relatively
low-Z atoms but can provide information about all the elements.5 EELS measures the
change in kinetic energy of the electron beam as it interacts with a sample. When the
electrons strike the specimen, some will be inelastically scattered. The energy lost during
these events can be measured by an electron spectrometer and interpreted to determine
what caused the energy loss. This process produces a plot of signal intensity versus
electron energy loss. The different regions of energy loss provide different information
about the sample. Figure 1.5 shows an EELS spectrum with the regions of interest
indicated.

Figure 1.5 EELS spectrum indicating the various regions present in a spectrum.44
The zero loss peak (ZLP) arises from the electrons that do not scatter off the sample:
the electrons that exhibit no (zero) energy loss through interaction with the sample. The
ZLP is an important feature for tuning the probe for EELS acquisition. Integration under
the ZLP also provides a measure of local sample thickness. However, because of the high
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intensity of the ZLP, which is likely to saturate the detector, care must be taken if
collecting a spectrum in this energy range. After EELS alignment, spectroscopy can be
performed by collecting signal in the region of energy just above the ZLP.5,41
The low-loss region of the EELS spectrum occurs just after the ZLP to about 50 eV.
Here we see the result of the electron beam interaction with weakly bound valence band
electrons.5 The primary feature in this region is the plasmon peak. The plasmon is an
oscillation of the surface-bound electrons on a material occurring from the interaction of
the sample with the electron beam.5,49 The large, easily seen peak in this region arises
from the bulk plasmon of the material. Smaller features in this region emerge from the
localized surface plasmon resonance (LSPR). The size, shape, and dielectric environment
influence the LSPR of nanomaterial, and EELS offers an effective method to map the
spatial distribution and energy of a nanomaterial’s LSP.49–52
At higher energies the spectrum is defined as “the core-loss region” because the peaks
– called EELS edges – are produced from the electron beam interacting with the coreshell electrons of an atom.5 The electron beam transfers energy to a core-shell electron,
exciting the electron beyond the pull of the atomic nucleus and ionizing the atom. Unlike
in EDS, where the signal measured is an X-ray produced from an electron relaxing to the
fill to recently vacated position, EELS measures the energy required to ionize the atom.
The energy required to ionize the atom is unique to the element and the inner-shell
electron, so the edges provide characteristic information for an atom. In addition, the
core-loss edges and fine structure also contain information about atomic bonding
environment, which can be used to determine the oxidation state of an atom.5,41 Similar to
EDS, EELS spectrum mapping can be performed, producing atomic-resolution maps
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showing the precise location and bonding environment of atoms in a STEM sample,41
making EELS a very powerful analytical technique.
1.3.7 In situ transmission electron microscopy
The emergence of aberration correctors has greatly advanced microscope technology,
allowing for atomically resolved imaging and analysis.5,41,42 However, the ability to
acquire beautiful images lacks, by itself, scientific merit, and there is a push for these
powerful microscopes to utilize more in situ capabilities, as part of what David B.
Williams refers to as “the last technical frontier in microscopy.”1 In situ TEM is the study
of a sample as some form of stimulus is applied.1,34 By applying an external field to a
sample in the TEM, materials can be directly imaged with high resolution as they
undergo a reaction. Dynamic events that can be directly studied through in situ TEM
heating include structural phase transformations,16,21,33 crystallization of solids,29–31
growth mechanisms,27,28 and other information fundamental to understanding temperature
effects on solids.19,23,25,26,32 Further, utilizing the other analytical features of the TEM
discussed in the previous sections makes the use of in situ TEM a very powerful
technique for studying reactions that take place in solid state materials.
In situ TEM heating techniques have been in use since the 1960s, when early
experiments were utilized to directly study the annealing effects on dislocations in
aluminum.53 Other pioneering experiments in in situ electron microscope heating include
Pócza et. al.’s study of size-dependent melting point and crystallization temperature of
indium films,24 Braski’s development of a high-vacuum evaporation stage for an electron
microscope,54 Packan and Braski’s use of in situ annealing to study voids in aluminum,55
and the work performed to study oxidation of copper in an electron microscope by
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Heinemann et. al.56 The first heating holders were designed with an electric heating
element surrounding a 3 mm diameter TEM specimen grid. This created a large heating
volume in relation to the sample size leading to slow response time, inaccurate
temperatures, and sample instability during imaging.34,57 The thermal drift of these
holders was especially problematic for aberration-corrected microscopes, which have the
capabilities for sub-Ångström imaging.
With high-resolution, especially atomic resolution, microscopes becoming more and
more common, in situ heating technology evolved to dampen the damaging effects of
large-volume heating. New heating holders were built using thin, helical coils contacted
to a TEM support grid that would heat a sample by running current through the coil.34,58–
60

These holders allowed for rapid heating, but did not completely eliminate thermal drift,

and heated samples still took several minutes to stabilize. These holders advanced the
state of the art to be able to image crystal lattice up to 1500 °C, but sub-Å imaging was
not possible with these holders.57,60
Current semiconductor microelectromechanical systems (MEMS) devices have
further pushed the bounds of in situ TEM heating. These heating holders use resistive
heating of a small ceramic window – Protochips Aduro thermal E-chip window is 150 nm
thick and 500 µm2 – which doubles as a heating element and TEM sample support, to
directly heat a TEM sample. To achieve the desired temperature, an external current
supply is used to force current through the ceramic window, and Joule heating causes the
window to increase in temperature.57 This technology drastically reduces the heating
volume, allowing for rapid heating and cooling, results in almost no thermal drift. When
heated, the ceramic expands, causing a change in specimen height, but imaging at full
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resolution can take place as soon as the Z-height of the sample is adjusted, with no
additional drift.57
Pushing the limits of in situ TEM heating holders has created systems that no longer
compromise the microscope imaging resolution to obtain information about a dynamic
crystal system. Now, heating can take place in the TEM in a stable and reliable
environment without depreciating the performance of the microscope. These advances in
in situ heating enable materials scientists to directly image reactions as they occur on the
sub-Å scale. This has led to a more complete understand of fundamental temperature
effects of materials, validating static TEM experiments, and inspiring new experimental
approaches.

Copyright © Bethany Marie Hudak 2016
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CHAPTER 2: Experimental Methods
2.1 Sample Synthesis
2.1.1 Cage-filled skutterudites
Parts of this section are taken from “CoxNi4-xSb12-ySny skutterudites: processing and
thermoelectric properties” J. Mater. Sci. 2016, 51, 6117-6132.61
Multiple skutterudite compositions were studied, all of which were prepared by the
Sehirlioglu group at Case Western Reserve University.61 Samples were prepared from
elemental Co powder (Alfa Aesar, 99.8 %), Ni powder (Cerac, 99.9 %), Sb shot (Alfa
Aesar, 99.999 %), and Sn shot (Alfa Aesar, 99.99 %). All powders and samples were
handled and processed in an Ar glovebox (MBRAUN, Garching, Germany) to minimize
moisture and oxygen exposure. Alloys were fabricated by melting and solidifying
stoichiometric amounts of the metallic elements in quartz crucibles placed in threaded
graphite containers. A Grafoil® gasket was placed between the threaded crucible top and
body to create a seal to minimize Sb loss. Samples were melted under a He atmosphere in
a graphite resistance heated furnace (Thermal Technology LLC) at 1100 °C for 2 h. A
cooling rate of −10 °C min−1 was used for solidification. Furnace temperature was
controlled by a thermocouple and an optical pyrometer. Ingots (1″ × 1″) were crushed in
a mortar and pestle to form a coarse powder. The coarse powder was mechanically
alloyed in a planetary mill to obtain the skutterudite phase. Milling was performed in a
PM100 planetary ball mill (Retsch) using 125 ml WC milling jar and 10 mm WC media
for 12–16 h. The milled powdered was hot pressed into dense samples at 62 MPa for
0.5 h in a temperature range of 200–250 °C. The samples were cooled to room
temperature at a rate of −1.5 °C min−1. Temperature, pressure, and ram travel were
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monitored during the consolidation process. Hot pressed sample geometry was ½″
diameter by 1″ in height.
2.1.2 Vapor-liquid-solid nanowires
Parts of this section are taken from “Real-Time Observation of the Solid–Liquid–
Vapor Dissolution of Individual Tin(IV) Oxide Nanowires” ACS Nano. 2014, 8, 54415448.23
Pure and In-doped SnO2 nanowires were grown by the Guiton group using the vaporliquid-solid (VLS) synthesis method reported in the literature.62 Before starting the VLS
synthesis, a silicon substrate was coated in a 20 nm layer of Au deposited by electron
beam evaporation. Pure SnO2 nanowires were grown by mixing SnO2 (Alfa Aesar,
99.996%) and graphite (Alfa Aesar, 99.9995%) powders in a 1:1 molar ratio, and placing
the mixture in a quartz tube 5 inches upstream from the silicon substrate, all contained
within a quartz tube in a chemical vapor deposition (CVD) tube furnace (Thermo Fisher
Scientific Lindberg Blue M furnace). A cartoon of the tube furnace is shown in Fig. 2.1.
The system was pumped to 1.7 Torr under 100 sccm of flowing argon, heated to 950 °C
at 20 °C/min and held at that temperature for 30 minutes. In-doped SnO2 nanowires were
prepared under the same reaction conditions using a 4:1:1 molar ratio of In2O3 (Alfa
Aesar, 99.99%):SnO2:graphite.
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Figure 2.1 Cartoon schematic of CVD furnace used for SLV nanowire growth.
2.1.3 Hafnia nanorods
Hafnium oxide nanorods were grown by the Banerjee group at Texas A&M
University using a sol-gel synthesis.11 HfCl4 (99.9% purity), ZrCl4 (99.95% purity),
hafnium isopropoxide, zirconium tert-butoxide, and tri-n-octylphosphine oxide (TOPO)
(90% purity) were purchased from Strem. Hafnium ethoxide and hafnium n-butoxide
were purchased from Gelest. Hafnium tert-butoxide was purchased from Alfa Aesar. All
chemicals were used as received. In a typical synthesis, 2 mmol of HfCl4 and 2 mmol of
hafnium(IV) alkoxide Hf(OR)4 (R: Et, i-Pr, n-Bu, or tert-Bu) were weighed out in a
glovebox under an Ar atmosphere and placed in a reaction vessel containing 10 g of
TOPO. The reaction mixture was then heated on a Schlenk line under an argon
atmosphere at a temperature of 340 °C for 2 h. At the end of the reaction, the reaction
flask was cooled to 60 °C and the nanoparticles were flocculated by the addition of an
excess of acetone. The flocculated nanocrystals were removed from solution by
centrifugation at 12,000 rpm. Next, the precipitate was suspended in hexane and
centrifuged at 1500 rpm. Several washing/reprecipitation cycles were then performed
alternately using hexane and acetone, followed by centrifugation.
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An extended nonhydrolytic sol-gel synthetic route has been developed to increase the
length of the HfO2 nanorods.11 Seed nanocrystals were first synthesized from the
condensation reaction between 2 mmol HfCl4 and 2 mmol of hafnium tert-butoxide, as
described above. However, at the end of the 2 h reaction time, an additional 0.5 mmol of
hafnium tert-butoxide was added to the reaction vessel every 15 min for 10 h. The
additional alkoxide precursor was weighed out under an Ar atmosphere in a glovebox and
stored in a separate three-neck flask under Ar at room temperature on the same Schlenk
line. The 0.5 mmol equivalents were transferred to the primary reaction vessel using a
syringe at 15 min intervals.
2.2 Sample preparation for TEM
Preparation of samples for imaging in the S/TEM was similar from sample to sample.
However, since there is some variation in sample preparation, the process of preparing
each sample for the TEM will be described individually.
2.2.1 Cage-filled skutterudites
Skutterudite samples were prepared and shipped from Case Western Reserve
University as hot-pressed ingots. A small flake of the ingot was chipped off and ground
to a fine powder using a mortar and pestle. The skutterudite powder was then dispersed in
a few milliliters of chloroform (Alfa Aesar, 99.5 %, HPLC grade) and sonicated for
several minutes until the solution was cloudy with no powder settled in the bottom of the
vial. This suspension was further diluted using the same solvent until the suspension
appeared only slightly turbid. The solution was then dispersed onto a 3 mm copper TEM
grid with holey carbon overlay (SPI Supplies, #3620C) by dipping the grid into the
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solution 2−3 times. The grids were dried in air for about a minute followed by drying in
an oven at 60 °C for five minutes.
2.2.2 Vapor-liquid-solid nanowires
The pure and In-doped SnO2 nanowires grow as a “forest” of nanowires (Fig. 2.2)
directly off the silicon substrate surface.

Figure 2.2 Representative SEM of SnO2 nanowire forest.
To remove the nanowires from the substrate for analysis in the TEM, the silicon substrate
with as-grown nanowires was sonicated in 10 mL chloroform (Alfa Aesar, 99.5+%,
HPLC grade) or methanol (Alfa Aesar, 99.8%, ACS grade) for two minutes.
Chloroform or methanol was used as the solvent for all VLS nanowire experiments
except the in situ TEM gas cell reactions, in which case the nanowires were sonicated in
Millipore water. This method was successful in liberating the nanowires from the
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substrate and suspending them in the solvent. The nanowires were then transferred to a 3
mm copper TEM grid with holey carbon overlay (SPI Supplies, #3620C) by dipping the
grid into the solvent/nanowire solution. The grid was dried in air for one minute followed
by drying in an oven at 60 °C for five minutes.
2.2.3 Hafnia nanorods
As-synthesized hafnia nanorods were sent from Texas A&M University as a fine
powder. A small amount of the nanorod powder was dispersed in a few milliliters of
solvent. Hexane (Fisher Scientific, 98.5%, HPLC grade) was initially used as the solvent
for these samples because it was believed that the nanorods would disperse better in
hexane than chloroform due to the high polarity of the trioctylphosphine oxide (TOPO)
ligands on the nanorod surface. As it turns out, chloroform (Alfa Aesar, 99.5+%, HPLC
grade) was just as effective as hexane, and these two solvents can be used
interchangeably. A small amount of the nanorod powder was sonicated in solvent for five
minutes. The nanorods were then transferred onto a 3 mm copper TEM grid with holey
carbon coating (SPI Supplies, #3260C) by dipping the grid into the solution. The grid was
dried in air for one minute, then dried for five minutes in a 60 °C oven.
2.3 Characterization
2.3.1 Powder X-ray diffraction (XRD)
Powder x-ray diffraction (XRD) is a technique used to for structural characterization
of nanocrystalline or bulk powder samples rather than a single, well-oriented crystal. For
the skutterudite, SLV nanowire, and hafnia experiments described herein, powder XRD
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was the preferred method of initial characterization, as it allowed for structural data to be
collected for a large portion of nanocrystalline material.
Powder XRD was used to determine the crystal structure and phases present in the assynthesized skutterudite materials studied. Rietveld refinement was performed on the
XRD data to determine the quality of phases and lattice parameters. These materials were
characterized by XRD on a Bruker D-8 Advance (Bruker) using Cu Kα radiation. The
Bragg–Brentano configuration was used with a scan rate of 3.5° per minute over the 2Θ
range of 10°–80°. Rietveld refinement was performed on the XRD data using the Topas
software package (Bruker) operating in launch mode.
The pure and In-doped SnO2 nanowires were also characterized using powder XRD.
A Bruker-AXS D8 Discover diffractometer located in UK’s Mining and Mineral
Resources department, and a Bruker D8 Advanced located in the UK’s Center for
Advanced Materials were used to determine the crystal structure of the nanowires and if
any secondary phase were present. Silicon substrates containing the as-grown SnO2
nanowires were scanned from 10° to 70° with Cu Kα radiation. The peaks were indexed
using the International Centre for Diffraction Data (ICDD) database.
To determine crystal structure of the hafnia nanorods, XRD was performed using a
Rigaku Ultima IV diffractometer using graphite-monochromated Cu Kα radiation (λ =
0.15418 nm) with an accelerating voltage of 40 kV and 44 mA current in the 2θ range
from 20° to 90° at a scanning rate of 2° min–1.
2.3.2 Conventional transmission electron microscopy
Before performing in situ TEM experiments, characterization of the materials
described in this thesis was performed using conventional TEM and scanning
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transmission electron microscopy (STEM) imaging. These instruments allow for the
study of local atomic structure as well as combining analytical techniques such as EDS
and EELS to further probe the materials. Imaging ex situ was important for ascertaining
sample quality before depositing a sample for in situ experiments. To study these
materials, instruments at the University of Kentucky and Oak Ridge National Laboratory
(ORNL) were utilized. ORNL microscopes owned and operated by the Center for
Nanophase Materials Science (CNMS) and the Scanning Transmission Electron
Microscopy (STEM) group were used.
Analysis of the skutterudite samples was carried out on a Nion UltraSTEM 200
(ORNL-STEM, 200 kV). Imaging of these samples under non-heating conditions was
necessary to determine the proper zone axis for viewing “caged” dopant atoms. These
samples also contained small amounts of secondary phases, and conventional imaging
was helpful for differentiating between the skutterudite and secondary phases. The ability
to quickly differentiate these various phases serves to expedite and efficiently perform in
situ heating experiments.
Conventional TEM imaging was performed to determine pure and In-doped SnO2
nanowire growth direction, check the sample concentration, and to ensure that the
nanowires were homogenous, single-crystalline wires. These wires are known to form
heterostructures – such as core-shell and peapod structures – in which a
crystallographically distinct gold core or nanoparticles form down the center of the
semiconductor nanowire. These features, although unlikely to form without post-growth
annealing, would not be apparent through powder XRD characterization, and therefore
TEM was necessary to verify that these structures had not formed. Atomic resolution
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images were captured on the Nion UltraSTEM 200 (ORNL-STEM, 200 kV) and used for
determining nanowire growth direction. Lower-resolution images and EDS were
performed using a JEOL 2010F (University of Kentucky, 200 kV) and a Hitachi HF3300
(ORNL-CNMS, 300 kV).
Analysis of the hafnia nanorods was carried out on a Nion UltraSTEM 200 (ORNLSTEM, 200 kV) and Hitachi HF3300 (ORNL-CNMS, 300 kV). The samples were
initially surveyed on the Hitachi 3300 with the intent to perform heating experiments on
that instrument, but it became apparent that the resolution of this microscope was not
high enough to clearly image and analyze the HfO2 nanorods. Representative images of
HfO2 nanorods viewed in the Hitachi HF3300 with 300 kV accelerating voltage are
shown in Fig. 2.3. Lattice planes can be seen in Fig. 2.3b, but the resolution is insufficient
for high-quality in situ experiments. The Nion UltraSTEM 200 was better suited for both
ex situ imaging and in situ heating experiments on these nanorods.

Figure 2.3 Representative HfO2 nanorods imaged at 300 kV in the Hitachi HF3300.
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2.4 In situ transmission electron microscopy
The central focus of this thesis is how in situ heating in a TEM can be used to address
solid-state chemistry questions. This section will describe sample preparation for in situ
thermal and gas cell experiments as well as operation of the in situ equipment.
2.4.1 In situ heating sample preparation
In all cases, commercially available Protochips Aduro thermal E-chips, shown in
detail in Fig. 2.4, (Protochips, Inc., #AHA21) were used as the sample substrate and
heater. These chips can be shared between all Protochips Aduro platforms, allowing for
experimentation to be performed on multiple microscopes, including TEMs and SEMs
with Aduro heating holders.

Figure 2.4 Details of Protochips Aduro E-chip.
The E-chips are constructed with a ceramic window (heating membrane) that serves as
both the sample support and heater. The ceramic window is drilled with an array of 7 µm
holes spaced 7 µm apart. The E-chips can be purchased with no support, SiN film, or
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holey carbon overlay sample support film. For all experiments, E-chips with a holey
carbon overlay were used. The holey carbon is 20 nm thick with a regular array of 2 µm
holes spaced 2 µm apart, providing an electron transparent support film for the samples.
The thermal E-Chips operate through resistive heating: a current is applied to the chip,
causing the ceramic to heat. The chips operate in a temperature range of room
temperature to 1200 °C. Each chip is individually calibrated by Protochips to ensure that
the temperature readings during experiments are accurate. The small volume of the
heating membrane allows for nearly instantaneous heating and cooling rates (1 × 106
°C/s). This feature provides a great deal of control over experiments. Because there is
little variation in temperature across the heating membrane, we can also assume that the
entire sample is at a single, controlled temperature.
As previously described in section 2.2, all samples were suspended in solvent. A
micropipette is was to dropcast about 5 µL of each sample in solvent onto a Protochips Echip. The E-chips were dried in air until no solvent was visible, and then dried in an oven
at 60 °C for 5 minutes.
2.4.2 Device preparation for thermal Nion UltraSTEM in situ microscopy
Two TEMs equipped with Aduro heating sample holders were used for in situ
experiments: JEOL 2010F (University of Kentucky, 200 kV) and Hitachi HF3300
(ORNL, 300 kV). The Nion UltraSTEM 200 (ORNL-STEM, 200 kV) and Nion
UltraSTEM 100 (ORNL-CNMS, 60 kV) were also used to perform in situ heating
experiments using Protochips E-chips, but, because Protochips does not manufacture a
heating holder for Nion microscopes, a method to contact and heat the E-chips on these
microscopes was developed by Dr. Andrew Lupini and Dr. Leonardo Basile (ORNL-
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STEM). A cartoon schematic of how the devices are prepared for heating in the Nion
UltraSTEM microscopes is shown in Fig. 2.5. Kapton® boards with gold leads were
created that could be connected to a Nion electrical biasing sample cartridge and a
Protochips E-chip. Kapton® is a film developed by DuPont that is stable over a wide
range of temperatures and is frequently used as substrate for flexible electronic devices.

Figure 2.5 Cartoon schematic illustrating how preparation of the E-chip for heating in
Nion UltraSTEM microscope.
Silver paste is used to ensure good ohmic contact between the E-chip and Kapton®
board, and Torr Seal (Varian, #9530001) is used to glue down the E-chip. A small
amount of silver paste is applied to the gold leads on the Kapton® board using a
toothpick, and the E-chip is inverted and the gold contacts of the E-chip is brought into
contact with the silver paste. The resistance of the E-chip is measured before the silver
paste is applied and monitored throughout the process to ensure that the electrical
properties of the E-chip are not disrupted. Torr Seal is an epoxy designed by Varian for
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use in high vacuum environments without degassing or interfering with the vacuum
system. A small amount of Torr Seal is applied with a toothpick to the edges of the Echip to ensure that the chip is fixed to the Kapton® board. The board/E-chip device can
now be plugged into the Nion UltraSTEM sample cartridge. A photo of the final device is
shown in Fig. 2.6.

Figure 2.6 Image of Nion UltraSTEM electrical biasing holder with loaded Protochip Echip.
2.4.3 Thermal in situ operation
The in situ heating is all controlled by the Protochips Aduro heating software. This
software has a very user-friendly interface with many parameters that allows for complete
control and customization over experiments. Each chip includes a unique serial number,
and a corresponding calibration file is loaded into the software. If the wrong calibration
file is loaded then the temperature of the heating membrane will be inaccurate.

36	
  

Figure 2.7 shows a screen shot of the Aduro software in manual mode. This mode
executes individual temperature changes to the heating ceramic on the E-chip. There are
many options when operating in this mode. “Set” changes the sample temperature. The
desired temperature is typed into the “temperature” box, and the “apply temperature”
button is clicked to rapidly step the sample to that set temperature. Clicking “turn off”
will return the heating membrane to room temperature. The “Adjust” function
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Set
Figure 2.7 Screenshot of Aduro software in “Manual” mode. Image from Protochips.
This function changes the target temperature to the sample. First, left-click
in the “Temperature” field and type in the desired temperature. Click
“Apply  Temperature” to execute the temperature change. This change is
completed in milliseconds. Click the “Turn  Off”
button to return to room
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temperature.

The heating software can also be operated in “Automatic” mode, and a screenshot of this
is displayed in Fig. 2.8. Automatic mode includes several of the features found in manual
mode: set, ramp, and pulse. In automatic mode, though, a user creates a program by
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Protochips 2012

2.4.4 In situ gas cell sample preparation
Some of the research was performed to study the behavior of SnO2 nanowires under
heating conditions and with a controlled environment in the TEM. The Aduro heating
holder is open to the TEM column, so the local environment of the sample is high
vacuum with very low oxygen fugacity. Depending on the instrument being used, the
column pressure varies from 10−6 to 10−10 Torr. The Protochips Atmosphere system
encloses the sample in a gas cell, allowing the specimen to be heated up to 1000 °C with
a dynamic, real-world environment. The Atmosphere system provides control of sample
pressure and gas environment, with a pressure range from ~10−2 to 760 Torr and static or
flowing gas environment.
The gas cell is constructed from two E-chips: a small thermal E-chip and a large Echip. An image of these chips is shown in Fig. 2.9. Both E-chips include an electrontransparent window. The small thermal E-chip has a silicon nitride overlay on the heating
membrane and serves at the heat source and sample support. The E-chips are placed in
the tip of the sample holder with two O-rings pressing against each chip and secured with
a lid and three screws to create a vacuum seal. Figure 2.10 displays a cartoon schematic
of the holder tip.
Before the sample can be deposited on the E-chip and the E-chip pair loaded into the
holder tip, the E-chips must be cleaned. The large E-chip contains a protective photoresist
layer that must be removed before use in the TEM. The chips are gently swirled in
acetone for about 2 minutes. Following this, the chips are gently swirled in methanol. The
E-chips are dried by blowing compressed air parallel to the chip surface.
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Figure 2.9 Two E-chips used to build gas cell. Image from Protochips.

Figure 2.10 Atmosphere holder tip (a) Lid (b) Flexible circuit with gold pads to create
electrical contact to thermal E-chip (c) O-rings (d) Brass screws (e) E-chip pair. Image
from Protochips.

40	
  

This cleaning process can take place anytime prior to loading the gas cell. The large Echips are also plasma-cleaned shortly before loading the chips into the holder tip to
ensure that there is no remaining residue. Both E-chips are visually inspected for debris
and imperfections before use.
A small platinum loop is used to deposit the nanowire sample on the small E-chip.
The loop is dipped into the solution of SnO2 nanowires suspended in Millipore water.
Water is used for the gas cell experiments to reduce the chance of any carbon
contamination. The high surface tension and lower vapor pressure of water versus
chloroform or methanol also makes for a more facile sample preparation for gas cell
experiments. Holding the E-chip with tweezers in one hand and the platinum loop with
the other hand, the two are brought into contact so that the droplet on the loop deposits
onto the E-chip. After each droplet is deposited, the E-chip is viewed under a VLM to
check for sample dispersion. The process is repeated until a sufficient amount of
nanowires is on the E-chip, typically twice but not exceeding four times.
Once the E-chips are clean and the sample is deposited, the chips can be loaded into
the holder tip to create the sealed gas cell. The two front screws are unscrewed and the
back screw is loosened to remove the lid. The tip and O-rings are visually examined to
ensure that they are free of lint and debris so that a proper seal will form. The small Echip is then placed into the pocket on the tip with the membrane side facing up. The large
E-chip is placed on top of the small chip with the gold contacts facing down. The lid is
then reattached and the three screws are tightened with a torque screwdriver to secure the
E-chips. Under a stereoscope, the E-chip membranes are checked to ensure that they are
intact, aligned, and appear free of wrinkles. The holder is checked using a dry pump to
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verify that there are no leaks. Typical pressure should be in the 10−6 to 10−7 Torr range.
The holder is now ready to be inserted into the microscope and connected to the
Atmosphere gas delivery system.
2.4.5 Atmosphere software operation
The Protochips Atmosphere system allows for sample heating in a controlled gas
environment in the TEM. A screenshot of the software is shown in Fig. 2.11. The
software is divided into six panels for at-a-glance information: system status, workflow,
data recorder, data view, alarm status, and notifications.

Figure 2.11 Screenshot of Atmosphere software. Image from Protochips.
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The “System Status” panel displays holder pressure and temperature, valve positions, and
system alarms. The “Workflow” panel guides users step by step through set-up,
experiment, and shutdown. Upon software startup, the user is prompted to agree to the
terms of the license agreement in the “Agreement” tab. Press “Agree” after entering a
user name to proceed with setting up experimental parameters. In the “Name Gases” tab,
the names of input gases being used can be entered. Next, the “E-chip Setup” screen is
used to select the calibration file corresponding to the E-chip being used for the
experiment and perform a “Device Check” to verify that the thermal E-chip is in good
electrical contact. The “Experimental Setup” cannot be performed until the chip has
passed the device check. The “Pump/Purge” tab cleans the manifold and holder by
displacing and removing residual gases.
After the “Pump/Purge” step, the experimental conditions can be set up in the
“Experiment Setup” tab. The “type” of experiment can be set to static, flow, or vacuum.
The experiment gas is selected in the “Gas” menu, unless the experiment type is
“vacuum”, in which case no gas is used. A target tank is selected from the “Tank” menu.
An initial target pressure for the holder is entered into the “Pressure” box. When the
“Experiment Setup” is complete, the user may proceed to the “Experiment” tab to run the
experiment. In this tab, the sample temperature and pressure are set and controlled
throughout the experiment. To end the experiment session, click to the “End Session” tab.
This screen directs the user on how to backfill the sample so that it can be removed from
the microscope. The pressure in the holder must be close to 1 atm before the holder can
be removed.
Copyright © Bethany Marie Hudak 2016
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Chapter 3: High resolution and high temperature microscopy of skutterudite
thermoelectrics
3.1 Introduction
The key to maximizing the thermoelectric (TE) performance of crystals from the
promising skutterudite family lies in controlling the structure on both the atomic and
microscopic levels, though little has been done to determine the precise local structure, or
how it evolves, on these length scales.63,64 Radioisotope thermoelectric generator
technology plays a critical role for power generation in space, and the development of
high efficiency TE materials – especially those that can operate at temperatures up to
1000 °C – is therefore critical to the space exploration needs of NASA.65–67 Designing
high-efficiency TE materials requires minimizing thermal conductivity while
simultaneously maximizing electrical conductivity – properties that lead to high figures
of merit ZT.64 ZT can be described by the following equation:
𝑍𝑇 =

!! ! !
!

3.1

where σ is electrical conductivity, λ is thermal conductivity, and S is the Seebeck
coefficient. The Seebeck coefficient, also called the thermoelectric power, describes the
amount of voltage induced when a temperature gradient is applied across a material. It
can be defined as
∆!

𝑆 = − ∆!

3.2

where ΔT is the applied thermal gradient and ΔV is the thermoelectric voltage measured
at the terminals.
These characteristics require unusual materials in which the crystal structure – unlike
a typical metal – may be manipulated to tune the thermal and electrical conductivities
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independently.68 Crystals with the skutterudite structure are particularly promising
because the conductivities may be manipulated via three possible strategies: (i)
substitutional doping to disrupt the phonon modes and/or enhance the density of states;69–
72

(ii) filling of the empty “cage” interstices with rattling cations;68,73–79 and (iii)

thermally-treating the material so as to encourage the growth of nanostructured
inclusions.64,80–83 The local arrangements of dopants such as ordering or clustering
cannot, however, be observed using typically employed diffraction techniques.
Furthermore, critical features such voids develop during synthesis and operation at high
temperature, but the mechanisms and driving forces for the formation of such features are
not well understood. Thus, there is a critical need for local-probe techniques that may
determine such features both at high resolution and at elevated temperature. In the
absence of such methods, the development of novel TE materials to meet the high
efficiencies required for power generation during the exploration of space will likely
remain challenging.
The skutterudite structure belongs to the space group Im-3 (number 204) and has the
general formula MX3 where M is usually a group 9 metal such as cobalt, and X is a
pnicogen such as phosphorus, arsenic or antimony (Fig. 3.1).84–88
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Figure 3.1 CoSb3 skutterudite structure, with simple cubic arrangement of Co (blue) and
Sb4 squares (brown) in six of the eight “cage” interstices. The empty cages are
highlighted in green.
The metal atoms form a simple cubic arrangement in which eight cubes form octants of
the overall unit cell. Within six of these cubes are arranged mutually perpendicular X4
squares, and the remaining two cubes, or “cages”, are empty. ZT may be increased by: (i)
increasing the Seebeck coefficient; (ii) increasing electrical conductivity; and/or (iii)
reducing the lattice contribution to the thermal conductivity. For this reason filling of the
“cage” interstices to cause scattering of the thermal phonons, and doping of either the M
or the X sites to increase density of states, are both viable strategies for increasing the ZT
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of a TE with the skutterudite structure. The particular samples on which we commence
our studies, general formula CoxNi4−xSb12−ySny, have been doped with metals that are
intended to enhance the number of p-type charge carriers via a substitution mechanism.
Other compositions studied here are Nd0.6Fe2Co2Sb11.85Ge0.15, Yb0.1Co2Ni2Sb8Sn4,
Dy0.1Co2Ni2Sb8Sn4, and Ce0.1Co2Ni2Sb8Sn4. These particular compositions were chosen
because they are currently in the exploration phase at NASA Glenn.
The research reported herein uses TEM imaging to characterize TE materials down to
the atomic length scale. Z-contrast imaging in the STEM is used to acquire atomic
resolution images of the skutterudite structures and determine filling percentages of the
cage sites. Additionally, in situ heating is performed in the TEM in an attempt to observe
secondary-phase and void formation in these samples.
3.2 CoxNi4-xSb7Sn5
For this work, two different structures were studied: Co2Ni2Sb7Sn5 and
Co0.5Ni3.5Sb7Sn5. Interest in these compounds originated from a report showing that Sn
atoms can dope both substitutionally on the Ni site (24g) and interstitially on the cage site
(2a).89 Small amounts of Sn on the 2a site was detected through Rietveld refinement of
powder XRD. The ability to view the filling atom in real space, however, should provide
direct quantification of the cage filling and the nature of any ordering. Z-contrast imaging
in the STEM gives easily interpretable high-resolution images, for which the intensity of
the atomic column is roughly proportional to the square of the atomic mass.41,43,44
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Figure 3.2 Four common zone axes imaged using HAADF Z-contrast imaging in the
STEM. Cartoon model of a unit cell is overlaid on each zone. (a) <100> (b) <110> (c)
<111> (d) <211> Scale bar = 1 nm.
Figure 3.2 shows a selection of Z-contrast HAADF images taken of the previously
mentioned CoxNi4−xSb7Sn5 samples. Because we are interested in studying the cage atom
filling, the first goal of high-resolution imaging was to determine the zone axis best
suited for viewing the caged dopant atoms. The <100> zone axis (Fig. 3.2a) offers an
unobstructed view of the cage site, and has been used in previous reports to view the
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caged atoms.90 Figure 3.3 shows a detailed visual description of the location of the caged
atoms atomic columns, when viewed down this zone.

Figure 3.3 Detailed view of the <100> zone axis and its relevance for imaging the cage
site atoms. (a) HAADF image of the <100> zone displaying high uniformity and
crystallinity. Scale bar = 1 nm. (b) HAADF image of a single unit cell with the cage site
centered. Scale bar = 2 Å. (c) Cartoon model of a single unit cell viewed down the <100>
zone showing the Co/Ni (blue) columns, Sb/Sn (brown) columns, and cage site atoms
(green). The origin of the unit cell has been moved by ¼, ¼, ¼ relative to that shown in
Fig. 3.1.
In this case, the material is not intentionally doped with cage filler atoms, but instead the
Sn atoms have been reported to occupy the Sb sites and the cage sites. From the HAADF
images, no caged atom is readily apparent, consistent with the expected low
concentrations of Sn on these sites.89 When an intensity plot is acquired across the cage
sites, peaks are, however, visible at the 2a site, indicating caged filler atoms (Fig. 3.4).
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Figure 3.4 Intensity profile plot. (a) HAADF image of the <100> zone of
Co0.5Ni3.5Sb7Sn5 with blue box indicating the region of interest used to produce the
intensity plot. Cartoon model overlaid shows location of Co/Ni (blue), Sb/Sn (brown),
and caged atoms (green). Scale bar = 5 Å. (b) Intensity plot of Sb/Sn and caged atom
columns.
The variation in Sb/Sn columns indicates a random distribution of Sn dopants on the Sb
24g sites. Intensity arising from the 2a cage site provides evidence of atoms present in the
cages. In this case, the cage-filler is assumed to be Sn.89 The nature of the interaction
between the electron probe and the electron cloud of the atomic columns pulls the probe
tails into the columns, so the intensity between clearly visualized atomic columns is not
an artifact of imaging.91
The intensity of an atom in Z-contrast imaging is approximately proportional to the
square of the atomic number.41,43,44 Using this principle, the filling of Sn atoms on the 2a
cage site can be quantified. The caged Sn atoms are clearly visible in the intensity profile,
50	
  

as shown in Fig. 3.4b. Origin Pro software was used to peak fit the intensity spectral data,
and the maximum intensity data for each peak were normalized. The sample thickness
was estimated to be about 41.5 nm (45.5 unit cells) by EELS log-ratio thickness
computation. Based on the thickness of the sample, the average intensity per Sb atom was
obtained. Sn is about 95 % as bright as Sb based on the Z-contrast estimate. The model
establishes average intensity for the 2a columns, and the results show 25 ± 2 Sn atoms
are occupying each 2a column, or an average filling of 55 ± 5 %. The fluctuation in 2a
column intensity, however, suggests that the cage filling is somewhat random. Figure 3.5
shows that the 2a site filling can range from 0 to 89 % at the atomic scale. No pattern is
observed with respect to filling fraction. Unmarked sites are ones that could not be
analyzed and likely have low filling fractions. These results show direct evidence that Sn
exhibits dual-site occupancy, where Sn randomly fills the 2a sites of Co0.5Ni3.5Sb7Sn5 as
well as occupying/doping the 24g site.
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Figure 3.5 HAADF STEM image of Co0.5Ni3.5Sb7Sn5 with calculated 2a site filling
percentage displayed.
3.3 Nd0.6Fe2Co2Sb11.85Ge0.15
3.3.1 Cage filling in Nd0.6Fe2Co2Sb11.85Ge0.15
In the case of CoxNi4−xSb7Sn5, 2a site occupation occurs spontaneously. However, to
improve the properties of skutterudite thermoelectrics, this site can be intentionally doped
with heavy atoms. Here, the Fe2Co2Sb11.85Ge0.15 is doped with Nd. This sample was
chosen for study in the microscope because it was thought that the Nd atoms would be
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easier to view than a lighter element, like Sn, when occupying the cage site. Figure 3.6
shows a selection of HAADF STEM Nd0.6Fe2Co2Sb11.85Ge0.15 images.

Figure 3.6 HAADF STEM images of Nd0.6Fe2Co2Sb11.85Ge0.15 viewed down the (a)
<100> (b) <110> and (c) <111> zones. Overlaid are cartoon models indicating the
position of the Fe/Co (red), Sb/Ge (brown), and Nd (blue) columns. Scale bar = 1 nm.
The difference in intensity from adding Nd onto the 2a site is readily visible when
viewed down the <111> zone. Compared to the CoxNi4−xSb7Sn5 samples, the Nd/Fe/Co
columns in Nd0.6Fe2Co2Sb11.85Ge0.15 appear much brighter than the Sn/Co/Ni columns of
CoxNi4−xSb7Sn5, despite the fact that the effective atomic number of the two samples
dictates that the CoxNi4−x columns should be slightly brighter than the Fe2Co2 columns.
The Nd atoms are contributing significantly to the contrast of the Fe2Co2 columns.
Following the same procedure described above, intensity plots for the rows of the
image containing the 2a site were acquired (Fig. 3.7). Peak fitting software was used to
find the maximum of each peak column. By comparing the intensities of the columns,
knowing the effective atomic number of each column, the cage filling can be quantified.
In this case, the average filling is 0.58 ± 0.02, very consistent with the nominal amount of
Nd in the synthesized compound. Figure 3.8 shows the distribution of Nd on the 2a site.
Again, there is some variation, indicating that cage filling is somewhat random. This
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again shows the ability of the the cage filling to be quantified using STEM microscopy,
with cage filling quantities in good agreement with the prepared composition.

Figure 3.7 Intensity profile plot. (a) HAADF image of the <100> zone of
Nd0.6Fe2Co2Sb11.85Ge0.15 with the green box indicating the region of interest used to
produce the intensity plot. Cartoon model overlaid shows location of Fe/Co (blue), Sb/Ge
(brown), and Nd atoms (green). Scale bar = 5 Å. (b) Intensity plot of Fe/Co and Nd atom
columns.
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Figure 3.8 HAADF STEM image of Nd0.6Fe2Co2Sb11.85Ge0.15 with calculated Nd 2a site
filling percentage displayed.
3.3.2 In situ TEM heating of Nd0.6Fe2Co2Sb11.85Ge0.15
In situ heating experiments were performed to study the behavior of
Nd0.6Fe2Co2Sb11.85Ge0.15 at elevated temperature. A finely ground sample was dispersed
onto a Protochips E-chip and imaged in a Hitachi 3300 TEM (CNMS-ORNL). The
sample was stepped from room temperature to 400 °C then ramped from 400 °C to 800
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°C at a rate of 1 °C per second. Before heating, the material appears to be polycrystalline,
with small crystallites present at the edges (Fig. 3.9).

Figure 3.9 Nd0.6Fe2Co2Sb11.85Ge0.15 flake before in situ heating. (a) Large region showing
a few flakes of skutterudite material. (b) High resolution image of region marked in (a).
Black lines and false-colored regions mark boundaries between distinct crystallites. Inset
FFT indicates polycrystallinity of this area.
The FFT (Fig. 3.9b inset) of a high-resolution region of one of the flakes shows that this
region is not single crystalline, and small crystallites are visible at the edges of the
sample. As discussed previously, these small nano-inclusions can potentially benefit the
ZT of the material by scattering thermal phonons.64,80–83
Figure 3.10 includes snapshots from a movie acquired (using TechSmith Camtasia
screen capture software) during the heating process. The material quickly begins to alter
when heated, and some notable features can be seen. After 8 minutes, a nanostructured
inclusion is seen toward the southern tip of the flake. At 8:30 minutes, void formation
begins to occur, which continues for about six minutes. The flake reaches its final
structure after about 20 minutes, and no significant change is seen during the last ten
minutes of heating. It is known that void formation is detrimental to the ZT of the
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skutterudite material. Here we can directly observe the development and propagation of
voids. Further heating and study of this process through in situ heating in the TEM may
reveal more information about the mechanism by which the voids grow and, ultimately,
how to stop their formation and growth.

Figure 3.10 Snapshots taken from a movie acquired during in situ heating. Features
worth noting are (e) the growth of nanocrystalline inclusions (f−g) the initiation and
propagation of void formation.
The changes in the crystal structure of this flake become clearer when analyzed sideby-side before and after heating (Fig. 3.11). The space created by voids is apparent and
indicated by red arrows in Fig. 3.11. The formation of a nanoparticle inclusion is also
visible, as shown by the blue circles in its absence (Fig. 3.11a) and presence (Fig. 3.11b).
The overall contrast of the flake darkens when annealed. This is likely due to a
conversion of the crystal from polycrystalline to high crystallinity, since the increased
degree of crystallinity leads to increased diffraction contrast arising from the electron
beam scattering more strongly as it diffracts off of the crystal planes when interacting
with the sample.
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Figure 3.11 Nd0.6Fe2Co2Sb11.85Ge0.15 skutterudite flake (a) before and (b) after heating in
the TEM. Red arrows indicate the formation of voids in the structure, and blue circles
show where a nano-inclusion occurs.
High-resolution images of the sample after heating also reveal some interesting
phenomena. Figure 3.12 shows high-resolution images taken from two different regions
of the skutterudite flake, as indicated in the top left inset panel in Fig. 3.12a. The first
obvious feature of this post-annealing sample is that both regions are now highly
crystalline, displaying the same crystal structure in each region, and showing crystallinity
distinct from what was imaged initially. Both regions in Fig. 3.12 index to the <101>
zone of Nd0.6Fe2Co2Sb11.85Ge0.15. Before annealing, the sample was polycrystalline and
did not contain the planes that are now visible in the post-annealing sample. The high
crystallinity of these regions is readily apparent from the FFTs (Fig. 3.12). This sample
was prepared by finely grinding a bulk sample, exposing randomly oriented crystals and
random surface planes. The flake is now a relatively small particle, which could lead to
the flake seeking a more energetically favorable terminating surface upon heating. The
transition from polycrystalline to single crystalline is also interesting. The
nanocrystallites present are considered desirable because they may contribute to phonon
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scattering and increase the ZT of the thermoelectric. Through heat treatment similar to the
operating conditions for these materials, it appears that the majority of those structures
are lost. One nanocrystallite is seen to develop during annealing, but the effectiveness
may be minimized if the same heat treatment leads to elimination of previously existing
inclusions.

Figure 3.12 High resolution images of two regions on the Nd0.6Fe2Co2Sb11.85Ge0.15 flake
post in situ annealing. (a) Image from bottom tip of the sample. Top left inset: large field
of view indicating the regions from which these images were acquired. Top right inset:
FFT. (b) Image from center edge of the sample. Inset: FFT.
An attempt was also made to heat the Nd0.6Fe2Co2Sb11.85Ge0.15 sample in the Nion
UltraSTEM 200 microscope (STEM-ORNL). Imaging in this microscope would provide
atomic resolution imaging of the material at elevated temperature, allowing for the
development of crystallites and voids to be more closely analyzed. This would also allow
for tracking of the Nd filler atoms. The caged atoms may order when heated, but local
probe, sub-Å imaging is necessary to directly image the movement of caged atoms on
this scale. The imaging capabilities of the UltraSTEM microscope fulfill these
requirements. Unfortunately the sample stage of the in situ UltraSTEM heating cartridge
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does not currently have tilt capabilities. Thus, the sample cannot be tilted directly down a
crystal zone to allow for well-resolved imaging of atomic columns. To provide a visual
explanation of this problem, Fig. 3.13 shows a model of the skutterudite structure viewed
down the <100> zone axis compared to a model that is tilted just 4° in the x- and ydirections. In the microscope, Fig. 3.13b would produce blurry images from which no
information could be gathered.

Figure 3.13 Illustration of the importance of tilt capabilities in TEM. (a) Model of
skutterudite structure aligned down the <100> zone axis, allowing for atomic resolution
HAADF images to be collected. (b) Model from (a) tilted 4° in the x- and y- direction,
demonstrating the loss of resolution created by a sample sitting slightly off zone.
Figure 3.14 shows just a few images captured in the Nion UltraSTEM 200, and it is clear
that a lack of the ability to tilt this sample is a severe disadvantage. Further development
is necessary before the Nion UltraSTEM 200 will be capable of analyzing samples of this
type during heating. In siu heating stages with double-tilt capabilities exist for many
S/TEM instruments, but the unique design and limited quantity of the Nion UltraSTEM
microscopes have restricted the development of in situ holders for these microscopes.
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Figure 3.14 Images of Nd0.6Fe2Co2Sb11.85Ge0.15 acquired from a sample prepared on the
Nion UltraSTEM 200 in situ heating cartridge. The inability to tilt the sample severely
impacts the imaging capabilities of the microscope, and atomic columns cannot be
resolved. Scale bar = 2 nm.
3.4 A study of Ce-, Dy-, and Yb-doped Co2Ni2Sb8Sn4
A series of skutterudite compositions with lanthanides doped on the cage site of
Co2Ni2Sb8Sn4

was

studied:

Ce0.1Co2Ni2Sb8Sn4,

Dy0.1Co2Ni2Sb8Sn4,

and

Yb0.1Co2Ni2Sb8Sn4. The samples were imaged using HAADF STEM microscopy in the
Nion UltraSTEM 200 (STEM-ORNL) (Fig. 3.15). Shown in Fig. 3.15 are images of each
of the three samples, acquired by orienting the crystals down the <100> zone axis. This
direction was chosen in order to achieve an unobstructed view of the contents of the eight
octants of the cell, including the pnicogen rings, as well as potential lanthanide cage-site
atoms, as indicated in Fig. 3.15d. Interestingly, inspection of these images reveals a
distortion of the four-membered pnicogen rings arranged parallel to the x-axis (ie. with
ring normal direction parallel to the y-axis), in which a small but systematic tilt results
from a small rotation of the rings around the z-axis. This is illustrated at higher
magnification in Fig. 3.16, showing a comparison of an undistorted Co0.5Ni3.5Sb7Sn5
structure with the distorted Dy0.1Co2Ni2Sb8Sn4 structure. (Though these compounds have
different Co/Ni and Sb/Sn ratios, Co0.5Ni3.5Sb7Sn5 is taken as an example of a typical,
undistorted, skutterudite structure; previous work61 does not indicate any distortion as a
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function of Co/Ni or Sb/Sn ratio.) The red lines trace along rows of pnicogen atoms from
the rings oriented parallel to the y-axis (ring normal to x-axis), and trace paths above and
below the x-oriented (blue) rings in question. In the lanthanide-doped structures, these red
atoms form chains parallel to both the x- and y-directions, whereas the atoms marked in
blue deviate slightly in the + and − y-direction. The displacement appears to occur locally
in each ring, rather than showing extended order throughout the structure. Since
microscope aberrations are not localized, this distortion of the rings must be real rather
than an artifact of imaging. The distortions contribute to an overall reduction in perceived
image quality for these structures, since the atoms are no longer perfectly aligned along
the z-axis, or zone.
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Figure 3.15 HAADF images of (a) Ce0.1Co2Ni2Sb8Sn4, (b) Dy0.1Co2Ni2Sb8Sn4, and (c)
Yb0.1Co2Ni2Sb8Sn4. Scale bar = 2 nm. (d) Cartoon of the skutterudite structure viewed
down the <100> zone.
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Figure 3.16 Comparison of (a) undistorted Co0.5Ni3.5Sb7Sn5 and (b) distorted
Dy0.1Co2Ni2Sb8Sn4. Red lines trace rows of atoms that do not deviate out of plane in the
y-direction from the. Blue lines trace rows of side-on planar rings that have rotated
slightly with respect to the orthogonal unit cell axes in the distorted structure.
To investigate this structural distortion, Gatan DigitalMicrograph scripts were used to
locate the atomic centers from two different bases of atoms. One basis is composed of
non-displaced atoms, which are a subset of those on the red dotted lines in Fig. 3.16. The
other basis contains the atoms in the planar ring that appears to be undergoing the
distortion. Using an iterative process in which the program first locates an estimate of the
atomic center based on user input, and then refines the position using the column
intensity to determine the center, the centers of the atomic columns were located. The
calculated positions for the two bases are shown in Fig. 3.17, overlaid on the HAADF
images of the three lanthanide-doped skutterudite structures. The positions of atoms that
are believed to be undistorted are shown in red, and the distorted atoms are marked in
blue.
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Figure 3.17 Calculation of atomic centers using scripting in Gatan DigitalMicrograph.
The positions for two sets of atoms are shown for (a) Ce0.1Co2Ni2Sb8Sn4, (b)
Dy0.1Co2Ni2Sb8Sn4, and (c) Yb0.1Co2Ni2Sb8Sn4.
Using the data from the fitting, the slope along each chain of “red” atoms was
calculated and compared to the slopes between adjacent pairs of “blue” atoms.
Significant differences between the red and the blue slopes would indicate a overall
distortion of the extended structure, whereas a large standard deviation in blue slopes
would indicate significant variation from tilted ring to tilted ring, and indicate local
distortion without necessarily additional long-range ordering. Table 3.1 summarizes the
data calculated from these slopes. Co0.5Ni3.5Sb7Sn5 is used as an example, non-distorted,
system: the slope between pairs of blue atoms in this case is minimal, with a small
standard deviation.
Table 3.1 Average slopes of rows of red and blue atoms (Fig. 3.17) in degrees, calculated
from the location of atomic centers
Ce0.1Co2Ni2Sb8S Dy0.1Co2Ni2Sb8S Yb0.1Co2Ni2Sb8S Co0.5Ni3.5Sb7S
n4
n4
n4
n5
Red
Blue
Red
Blue
Red
Blue
Red
Blue
Average
Slope
0
2.634
0
4.289
0
1.833
0
0.115
Standard
Deviatio
n
0.115
1.890
0.057
1.776
0.057
3.205
0.040 0.974
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Examination of Table 3.1 reveals that in each lanthanide-doped material, the
difference in red and blue slopes are at least an order of magnitude higher than in the
undistorted structure, with two to three times the standard deviation of the blue slopes, or
angle of tilted pnicogen ring. These results suggest that there exists an extended distortion
of the pnicogen rings throughout the structure, with respect to the simple cubic Co/Ni
matrix, and further, the local variations associated with these distortions are very large,
and disordered. Of the three compositions investigated, the Dy-doped compound shows
the greatest long-range deviation between the two sets of atoms, and the Yb-doped
compound displays the greatest local deviation of pnicogen ring tilt.
Density functional theory (DFT) calculations have been performed to calculate the
most energetically stable structure of Ce-doped CoSb3. As shown in Fig. 3.18, the
calculated structure shows compression of the Sb-Sb bonds furthest from the Ce atoms,
demonstrating that the presence of lanthanide dopants could be expected to distort the
structure. In this simple analog of the structures we investigated, however, the pnicogen
rings do not appear to show a systematic tilt displacement.
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Figure 3.18 Comparison of (a) undoped and (b) doped structure. The doped structure
shows a shortened Sb-Sb bond in the Sb4 ring furthest from the Ce atom.
Lanthanide atoms have been previously reported to cause lattice distortions in
skutterudite materials,73,92 though the distortions reported in the literature are simple
variations in the bond lengths of the square planar rings with no reported observations of
tilting or changes in the angles of the rings themselves. We believe that the distortions
reported here are also caused by the lanthanide atoms on the cage sites, whose partially
filled 4f orbitals lead to under-bonding with the surrounding elements, potentially causing
the structural distortions described herein. Using DFT calculations, a relaxed crystal
structure of Ce0.14CoSb3 was obtained, showing that the effect of the Ce atoms is to alter
the Sb−Sb bond distances, resulting in rings which are slightly rectangular rather than
exactly square planar. The DFT calculation does not, however, show any significant
change in the angles or tilt of the Sb rings. One recent publication, though, reports that
Sb4 rings can bond to a central lanthanide atom, resulting in variable Sb−Sb bond
distances in the rings and deviation of the rings from planarity.93 It is likely, therefore,
that the planar rings in these structures are partially bonding to the lanthanide atoms,
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creating the local structural distortions that we observe. Consistent with this, our DFT
calculation shows Ce−Sb distances similar to those reported by Min et. al.
Powder X-ray diffraction (XRD) and neutron scattering have also been employed
to measure changes in the lattice parameters of lanthanide-doped skutterudites,73,92 but
through high-resolution HAADF imaging, we can directly observe local distortions
overlooked by these methods. One further complexity of our chosen compositions arises
from the fact that there is only partial filling by the lanthanide atoms in these structures,
and since the filling is assumed to occur randomly, it is therefore reasonable to assume
that local distortions would also be random. The large standard deviations calculated for
the slopes of adjacent atoms in the planar rings supports this assumption.
3.5 Conclusions
Through these static and dynamic heating experiments in the TEM, information
important to increase the efficiency of skutterudite thermoelectric materials can be
gained. Atomic resolution imaging of these materials provides the best way to directly
study local atomic structure. The ability for these materials to incorporate dopant atoms
into empty “cages” in the unit cell increases the ZT – the measure of thermoelectric
efficiency. Using HAADF STEM imaging, the caged dopants can be directly imaged,
revealing information about cage filling and ordering. In situ heating in the TEM of these
materials is useful for revealing information about how the crystal structure behaves
during heat treatment. Through this technique, the formation of voids and nanostructured
inclusions can be observed in real time. The mechanisms by which these features form
and propagate can be directly studied so as to minimize the negative impacts they may
pose for thermoelectric function.
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Further, we have reported for the first time, direct evidence of local tilting of the
pnicogen rings in skutterudite crystals doped by lanthanide cations, observed by atomicresolution HAADF-STEM imaging. This technique was employed to study three
skutterudite

compositions:

Yb0.1Co2Ni2Sb8Sn4,

Dy0.1Co2Ni2Sb8Sn4,

and

Ce0.1Co2Ni2Sb8Sn4, with local structural distortions identified using STEM imaging,
which were previously unidentified through powder XRD and neutron scatting
techniques. Distortions were most pronounced in the Dy- and Yb-doped samples, where
the partially-filled 4f orbitals on the lanthanide atoms are believed to alter the pnicogenpnicogen bond distances to create rectangular rings, in order to enable a pnicogenlanthanide bonding interaction. DFT calculations on a simplified Ce0.14CoSb3 system also
suggest an altered bond distance, bringing the pnicogen atoms within range to interact
with the lanthanide atom. Understanding the local atomic structure of these crystals as
described in this report, is a crucial first step towards predicting and designing
skutterudite-based thermoelectrics in which heavy-atom doping onto the cage site is used
to manipulate the phonon contribution to the thermal conductivity.
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CHAPTER 4: Direct Observation of the Solid-Liquid-Vapor Nanowire Growth
Mechanism in Reverse
Parts of this chapter are taken from “Real-Time Observation of the Solid–Liquid–
Vapor Dissolution of Individual Tin(IV) Oxide Nanowires” ACS Nano. 2014, 8, 54415448.23
4.1 Introduction
The vapor–liquid–solid (VLS) nanowire growth technique is the method of choice for
the synthesis of a vast range of single-crystalline nanowires for equally numerous uses.94–
96

VLS synthesis is the most effective method of controlling nanowire diameter during

growth, via the size of the metal catalyst particle,96 and results in wires with easily
controlled lengths and high crystallinity. SnO2 is an n-type semiconductor with a wide
band gap (3.6 eV at 300 K) and is easily grown in a nanowire morphology using the VLS
synthesis. These semiconducting nanowires are building blocks for nanoscale electronics
and optoelectronic devices with specific applications to gas sensors,97–99 dye-sensitized
solar cells,100–102 field-effect transistor devices,103,104 and Li-ion batteries.105,106 For use in
these kinds of devices, nanowires need to be stable at high temperatures and when in
contact with metals.107,108 In addition to pure SnO2, there is much interest in the Sn-rich
end of the SnO2–In2O3 solid solution, for applications such as enhancing the selectivity of
SnO2 gas sensors;108–110 the operating temperatures for both doped and pure SnO2 gas
sensors can reach 200–500 °C.108 Though many gas-sensing devices are built from thin
films,108–110 replacing these with 1D nanostructures can increase their performance due to
the increased surface area, aspect ratio, and crystallinity associated with 1D
nanostructures.111,112 It is therefore imperative to understand the behavior of both pure
and doped SnO2 nanowires at elevated temperatures, and in particular the way in which
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these nanowires interact with the gold and other metallic connecting materials. For these
reasons, we have undertaken a series of in situ heating experiments in which we examine
the interaction of SnO2 nanowires with the residual metal catalyst particle at the tip of the
wire after VLS synthesis. Our observations should be generalizable to other metal oxide
nanowire materials and of relevance to all VLS-grown nanowire systems.
VLS growth is the key mechanism of silicon nanowire growth, and as such has been
studied extensively to elucidate the key mechanistic processes and kinetics. The growth
process can be divided into three main steps:113,114 first, a silicon-containing precursor
decomposes at the surface of a liquid catalyst droplet, usually gold, and silicon is
incorporated into the catalyst. In the second step, Si quickly diffuses through the droplet
to (what will become) the solid–liquid interface, and the droplet supersaturates with Si.
At sufficient supersaturation, Si crystallizes out in the third step of the mechanism to
form a nanowire whose diameter depends on the initial droplet size. In the limiting case
that only one of these steps is rate determining, the growth velocity of the wire, dL/dt,
may or may not depend on wire diameter. If crystallization is the rate-determining step,
the Gibbs–Thomson effect dictates that dL/dt is inversely proportional to negative wire
diameter, so that larger wires grow more quickly. This was the situation described by
Givargizov.115 If incorporation is instead the rate-determining step, dL/dt is independent
of nanowire diameter, but will depend on the partial pressure of the precursor vapor, as
was observed by Kodambaka et al.116 It is possible, however, for the actual situation to lie
between these two limits, with the rate of growth determined by the interplay between
these steps.113,114 Additionally, several reports in the theoretical literature117–119 predict
that nanowire growth relies on a steady-state balancing of the nanowire crystallization,
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with melting or dissolution back into the catalyst, and that it is important to understand
both processes, since they rely on different morphological features.
Given the dependence of kinetics on the balancing of several steps, and that wire
diameters can vary during growth, understanding of the kinetics of growth has been
greatly advanced by the real-time observation of nanowire growth in situ in the
TEM.95,116 Recent observations of both the growth of nanowires by the VLS mechanism
and also their subsequent annealing have revealed some fascinating behavior of the metal
droplet at the tip of the wire. Hannon et al. observed that the catalyst droplets actually
change during growth, and that diffusion of Au down the sidewalls of the growing
nanowires and across the substrate can result in Ostwald ripening of the droplets, and a
resulting tapering of nanowire diameter.120 This is consistent with an observation by
Sutter and Sutter that traces of Au remain on the sidewalls of Ge nanowires after VLS
synthesis, and can be used to catalyze the encapsulation of the nanowire in a graphitic
coating.121 Sutter and Sutter also observed the melting and recrystallization of alloy
particles at the tips of germanium and GaAs nanowires to find a strong size dependence
on the alloy composition, which allowed a tunable depression of the liquidus.122–124
Finally, metal droplets have also been reported to catalyze a reverse process of the VLS
mechanism, dubbed solid–liquid–vapor (SLV), in which the droplet etches a cavity or
tunnel in a soluble material to form negative nanowires or whiskers.125,126
Here, we use in situ heating in the TEM to observe the kinetics of gold-catalyzed
dissolution of SnO2 nanowires with the rutile structure. Observing this process in situ
provides physical insight into the mechanism, which suggests that both overcoming
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adhesion of the Au alloyed droplet to the substrate surface and evaporation at the liquid–
vapor interface are likely to be key rate-determining steps.
4.2 Real-Time Observation of Solid-Liquid-Vapor Dissolution of Individual Tin(IV)
Oxide Nanowires
We conducted in situ heating and gas cell experiments in which we anneal SnO2 and
In-doped SnO2 nanowires in the TEM, and observe etching of the nanowires by the Au
catalyst droplet at their tips. This dissolution process is consistently reproducible under
conditions of elevated temperature in the low-pressure TEM environment, provided that
the wire remains in contact with its gold catalyst head. It can be controlled, stopped, and
started by altering the temperature, in many cases eventually leading to complete
dissolution of the wire leaving nothing remaining but the original metal catalyst particle.
The nanowires for this study were synthesized by a standard VLS growth method, to
obtain single-crystalline wires with a wide range of diameters from ∼20 to 300 nm and
lengths varying from several hundreds of nanometers to tens of micrometers. An HAADF
STEM image of the Au/SnO2 interface from a typical nanowire is displayed in Fig. 4.1
showing the [101] growth direction typical for these wires. X-ray diffraction (XRD)
patterns from both pure and In-doped SnO2 wires are also shown in Fig. 4.1, and in both
cases can be indexed to the rutile phase of SnO2.
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Figure 4.1 SnO2 nanowire characterization. (a) High resolution Z-contrast STEM image
of the droplet-nanowire interface. Arrow indicates the [101] growth direction. (b) XRD
patterns from as-grown samples of SnO2 (bottom) and In-doped SnO2 (top) nanowires,
indexed to rutile. Al and Si peaks are present due to the stage and substrate.
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To investigate the behavior of our wires at elevated temperature, we imaged
individual VLS-grown wires deposited on a heating substrate (Protochips E-chip) and
heated to temperatures in the in situ holder in the range 400–800 °C, such that etching
was observed. Shown in Fig. 4.2 are representative frames from movies taken from five
different wires within the SnO2–In2O3 solid solution. At temperatures greater than 450
°C, the gold catalyst particle is seen to consume the entire length of these rutile-type
nanowires, with what appears to be a reverse of the standard VLS mechanism. In every
wire studied, dissolution of the wire is preceded by a loss of faceting in the gold catalyst
head, indicating that melting of the tip is a necessary first step. This is especially apparent
in the first two panels of Fig. 4.2b. The subsequent motion of the tip also suggests a fluidlike behavior.
In Fig. 4.2a, the gold catalyst particle migrates down the entire length of a pure-SnO2
nanowire, consuming the wire over the space of ∼54 min, until a stationary, isolated
nanoparticle remains. In Fig. 4.2b, the catalyst particle again consumes the entire length
of a pure-SnO2 nanowire, accompanied in this case by a simultaneous reduction in wire
diameter. Similar observations were recorded for In-doped SnO2 nanowires, and are
shown in Fig. 4.2c–e, demonstrating that this phenomenon is generally applicable into the
solid solution. Figure 4.2c shows an In-doped SnO2 wire in which a mechanism similar to
that of Fig. 4.2a is observed; the nanoparticle migrates the length of the wire resulting in
a stationary, isolated nanoparticle. Figure 4.2d shows the effect of putting a wire in
contact with multiple gold particles; toward the end of the recording, a second catalyst
particle appears in the bottom of the screen, and the two pieces of gold consume the wire
simultaneously from opposite ends, finally agglomerating into a single stationary
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nanoparticle. In Fig. 4.2e, the particle encounters a junction of crossed wires and has the
option of continuing along the initial wire or switching to a different wire; after
proceeding a short distance into the new wire it switches back to the initial path until
reaching a final stop.

Figure 4.2 Representative frames from five movies of nanowire heating experiments. (a)
A pure SnO2 nanowire is seen to dissolve into the gold catalyst particle at its head. Field
of view is 1.13 µm. (b) A pure SnO2 nanowire dissolves into the gold catalyst while the
diameter of the wire simultaneously decreases. Field of view is 870 nm, and then
increases to 1.10 µm when the magnification decreases. (c) An In-doped SnO2 wire is
seen to dissolve into the gold particle at its head. Field of view is 870 nm. (d) An Indoped SnO2 nanowire is seen to dissolve simultaneously into gold particles at either end
of the wire. Field of view is 730 nm. (e) An In-doped SnO2 nanowire dissolves into the
gold catalyst, and starts to change direction part way. Field of view is 1.10 µm.
The TEM heating substrates used (Protochips Aduro platform) are composed of a thick
ceramic, which acts as the heater, containing a regular array of 7-µm-diameter holes, and
a carbon support film overlay. Due to the thickness of the ceramic, high quality TEM
images are attainable only on those areas of carbon overlaying a hole in the ceramic. For
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this reason, should the catalyst particle migrate over the edge of a hole onto the ceramic
heater, the experiment was terminated, as occurs in the last panel of Fig. 4.2e.
The rate of the reverse VLS mechanism was controlled by varying the temperature,
using higher temperatures to increase the rate at which the catalyst particle migrates the
length of the wire, and removing the heat to effectively and instantaneously prevent
further motion of the particle. This ability to repeatedly quench and restart the wire
dissolution process was utilized to collect compositional data at intervals during the
experiment, by performing EDS on the gold catalyst particle. EDS spectra were collected
intermittently by periodically quenching the system to room temperature to stop the
motion of the nanoparticle and collect the spectrum, subsequently returning to the
original experimental temperature once a spectrum had been collected.
To compare multiple sets of data, we performed systematic EDS collection from pure
SnO2 nanowires using a standard procedure, ramping the temperature at 2 °C/s from
room temperature until 700 °C, holding the wire at 700 °C during dissolution, and
quenching and taking spectra at intervals of 8.5 min. Figure 4.3 shows EDS spectra
acquired from two wires using this procedure. The Sn Lα and Lβ peaks at 3.4 and 3.6 keV
and the Au Mα peak at 2.1 keV were fit to Voigt functions, and the area under the curve
was found for each peak in each spectrum. Frames from the movies of the two wires
taken between EDS collection times are shown in Fig. 4.3a,b. Plotted in Fig. 4.3c,d are
the relative ratios of the integrated intensity of the Sn and Au peaks at each time during
the EDS data collection.
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Figure 4.3 In situ compositional analyses of two SnO2 nanowires. (a and b) Images
extracted from movies of nanowire heating. Scale bars are 100 nm. (c and d) Relative
EDS peak areas as a function of time taken from wires (a and b), respectively. Insets:
Representative EDS spectra. Shaded regions indicate integrated area from Voigt fitting.
Gold peak is shaded in red, Sn1 in green, and Sn2 in blue. The peak at 1.7 keV is Si from
the substrate. Wires were heated to 700 °C and quenched in 8.5 min intervals to stop
droplet movement and acquire EDS spectra.
Initially, before heating, no Sn is detected in the catalyst particle at the wire head.
After several minutes of nanoparticle migration, however, Sn Lα and Lβ peaks appear,
indicating the presence of Sn in the metal tip. After the initial spike in Sn concentration,
the Sn/Au ratio falls, and though fluctuating throughout the remainder of the experiment,
it appears to reach a relatively steady state. Though qualitative in nature, these
observations show that the steps of the VLS mechanism appear to be occurring in
reverse. This is shown schematically in Fig. 4.4.
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Figure 4.4 Cartoon side-by-side comparison of the VLS growth and SLV dissolution.
First, the Au droplet melts, at a temperature much closer to the Sn–Au liquidus
temperature of 483 °C than that of bulk gold (1084 °C),127 implying an initial diffusion of
Sn into the Au droplet to form an alloy. Next, the SnO2 dissolves in the droplet causing a
spike in the Sn/Au ratio in an incorporation step, which is the reverse of the initial
crystallization. Finally, the Au–Sn alloy reaches supersaturation and Sn is ejected from
the droplet, presumably by evaporation, although some surface diffusion cannot be ruled
out. One additional step in this SLV type process is that in order for the droplet to
continue to incorporate Sn, so that the dissolution and evaporation steps may retain a
steady state, it must overcome adhesion to the substrate surface so that it is mobile. These
mechanistic steps are indicated schematically in Fig. 4.5.
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Figure 4.5 Cartoon depicting the five processes taking place during SLV dissolution of
the nanowire: (1) SnO2 dissolves into Au droplet at SL interface. (2) Sn is ejected at the
LV interface. (3) Adhesion between droplet and substrate is overcome so that the
dissolution and ejection steps can maintain a steady state. (4) SnO2 vaporization from
nanowire sidewall (SV interface). (5) Possible evaporation of O at the SLV triple
junction.
Though EDS clearly shows that the Sn dissolves from the wire into the droplet and is
ejected, it is not clear from EDS whether the oxygen content of the wire is lost entirely at
the liquid–vapor interface, or if dissociative dissolution of SnO2 to SnO and O (as would
be expected) occurs at the solid–liquid interface, allowing some oxygen to evaporate at
the triple junction, since the spectrometer used for in situ EDS collection did not have
sufficient resolution to resolve the oxygen peak.
Several aspects of the qualitative observations described above provide clues
regarding the growth mechanism for this system. First, a comparison of Fig. 4.2, panels a
and b, shows that wire dissolution can occur either via a layer-by-layer mechanism,
thereby maintaining the wire diameter, or directly at the solid–vapor interface, resulting
in a continuous reduction in wire diameter. To study the kinetics of SLV nanowire
dissolution, we performed a systematic dissolution of 19 nanowires using the same
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heating procedure: the substrate temperature was initially stepped directly to 450 °C, then
ramped to 750 °C at a rate of 0.2 °C/s, and then held at 750 °C while recording the rate of
wire dissolution. In all cases, the particle melted and began to move at a temperature
between 450 and 750 °C, and these temperatures were recorded. The data for all 19 wires
are given in Table 4.1. Of the 19 wires, 15 were single-crystalline and used for further
analysis. While a slight dependence of melting temperature, Tmelt, on droplet diameter,
ddrop, is observed as expected, interestingly, no dependence on wire diameter, dwire, is
observed for either Tmelt, or the temperature at which the droplet is first seen to move,
Tmove (Figs. 4.6–4.8a,b). Additionally, there is no observed dependence of the rate of
dissolution, dL/dt, on either dwire or the ratio of droplet to wire diameters, ddrop/dwire. (Figs.
4.6–4.8c,d), though a lot of scatter is seen in all of these plots. This observation that the
rate of dissolution is independent of wire diameter suggests that SLV dissolution is not
occurring in a mechanistic regime dominated by the Gibbs–Thomson criterion, similar to
the in situ growth observations of Kodambaka et al.116 This suggests that the ejection of
Sn at the LV interface is either a key step in the mechanism or at least as dominant as
incorporation of Sn into the droplet by dissolution.
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Table 4.1 Nineteen wires were recorded undergoing SLV using the same heating profile during in situ heating
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Figure 4.6 Kinetics of Au-catalyzed SnO2 nanowire dissolution. Nanowires were heated
from 450 °C to 750 °C at 0.2 °C/sec, and then annealed at 750 °C while dissolution rate
was measured. All wires were single-crystalline. (a) Temperature at which droplet melts,
Tmelt, (dots) and is first observed to move, Tmove, (open circles) as a function of the wire
diameter. (b) Tmelt as a function of droplet diameter. (c) Dissolution rate as a function of
wire diameter. (d) Dissolution rate as a function of the ratio of droplet to wire diameter.
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Figure 4.7 Kinetics of Au-catalyzed SnO2 nanowire dissolution. Nanowires were heated
from 450 °C to 750 °C at 0.2 °C/sec, and then annealed at 750 °C while dissolution rate
was measured. All wires were single-crystalline and underwent dissolution into the
droplet with no observable change in wire diameter. (a) Temperature at which droplet
melts, Tmelt, (dots) and is first observed to move, Tmove, (open circles) as a function of the
wire diameter. (b) Tmelt as a function of droplet diameter. (c) Dissolution rate as a
function of wire diameter. (d) Dissolution rate as a function of the ratio of droplet to wire
diameter.
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Figure 4.8 Kinetics of Au-catalyzed SnO2 nanowire dissolution. Nanowires were heated
from 450 °C to 750 °C at 0.2 °C/sec, and then annealed at 750 °C while dissolution rate
was measured. All wires were single-crystalline and underwent dissolution into the
droplet with an observable decrease in wire diameter. (a) Temperature at which droplet
melts, Tmelt, (dots) and is first observed to move, Tmove, (open circles) as a function of the
wire diameter. (b) Tmelt as a function of droplet diameter. (c) Dissolution rate as a
function of wire diameter. (d) Dissolution rate as a function of the ratio of droplet to wire
diameter.
The 15 wires that underwent analysis, were first separated into two groups: 10 wires
that underwent typical SLV dissolution of the wire with no noticeable change in
diameter, and five wires that underwent simultaneous thinning of the wire, reducing their
diameters as seen in Fig. 4.2b. For the group that showed simultaneous wire thinning as
well as SLV dissolution, it is difficult to observe trends in Tmove, Tmelt, or dL/dt, with wire
or droplet diameters. This is probably due to both the small sample size, and because
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multiple mechanistic steps are simultaneously occurring. We speculate that wires that
acquired a Au coating during synthesis, as described by Hannon et al.,120 may undergo
Au-catalyzed dissolution simultaneously through the nanowire sidewalls and through the
droplet at the tip. Though this is difficult to verify directly, those wires with considerable
wetting of the sidewalls from the catalyst droplet should have smaller ddrop/dwire ratios
than those with Au confined at the tip, and this is consistent with an average ddrop/dwire
value of 1.397 ± 0.214 nm for the group that underwent thinning, in comparison to an
average ddrop/dwire value of 1.640 ± 0.212 nm for the group that did not.120
For those wires that predominantly underwent SLV dissolution (with no thinning) it
was necessary for the catalyst droplet to overcome initial adhesion and maintain
continuous mobility, so that the wire could continuously dissolve in the particle. Not
doing so resulted in the droplet and nanowire disconnecting, which terminated the
nanowire dissolution. Assuming that the droplet velocity has an Arrhenius dependence on
temperature, and that the particle must have some initial critical velocity for movement to
be observed, we conclude that the activation energy associated with overcoming adhesion
must be proportional to our observed Tmove – the temperature at which we first see the
droplet move. Furthermore, this energy should also be proportional to the contact area
between the droplet and the substrate surface, which itself is roughly proportional to the
cross-sectional area of the droplet. To test this hypothesis, we plotted Tmove as a function
of ddrop2, and a rough proportionality is observed (Fig. 4.9a), though admittedly with
some scatter. Shown in Fig. 4.9b is a plot of dissolution rate, dL/dt, with Tmove. Despite
the scatter in the data, it is clear that high values of Tmove do not occur simultaneously
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with high dissolution rates, as might be expected if there is a strong adhesive force
inhibiting droplet mobility.
The temperature dependence of dL/dt is shown in Fig. 4.9c. These plots were
measured from movies of two wires in which dissolution was observed for several
minutes at a time at different growth temperatures. Assuming Arrhenius behavior and
using a least-squares analysis to make a linear fit to both sets of data, we obtain activation
energies for the SLV dissolution of the two SnO2 nanowires of 0.89 and 1.07 eV,
respectively. These values are similar in order of magnitude to values found for the VLS
growth of Si nanowires,120 and are substantially smaller than the enthalpy of dissociative
vaporization of SnO2 from an uncatalyzed surface, reported to be 4.3 eV.128
An additional factor that may be at play during this process is the size-dependent
composition of the catalyst droplets reported by Sutter and Sutter.122 They found that for
Au-catalyzed Ge nanowire growth, the smaller the catalyst droplet, the greater the
concentration of Ge, enabling them to controllably suppress the liquidus. If a similar
mechanism is at play in these systems, then the smaller catalyst droplets will incorporate
a greater concentration of Sn, translating to higher levels of supersaturation and faster
dL/dt. A plot of dL/dt versus 1/ddrop3 (Fig. 4.9d) shows a rough proportionality consistent
with this scenario.
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Figure 4.9 Kinetics of Au-catalyzed SnO2 nanowire dissolution. (a, b, and d) Nanowires
were heated from 450 to 750 °C at 0.2 °C/s, and then annealed at 750 °C while
dissolution rate was measured. All wires were single-crystalline and underwent
dissolution into the droplet with no observable change in wire diameter. (a) Temperature
at which droplet is first observed to move, Tmove, as a function of the square of droplet
diameter. (b) Dissolution rate as a function of Tmove. (c) Arrhenius plot of dissolution
rate as a function of 1/T, for two nanowires, yielding activation energies of 0.89 eV
(closed circles) and 1.07 eV (open circles). (d) Dissolution rate as a function of 1/droplet
volume.
To measure the pressure dependence of the SnO2 dissolution, we conducted a series
of annealing experiments (Fig. 4.10 table), in which we annealed as-grown nanowires in
a CVD furnace. This allowed for control over the atmosphere and pressure between 2 and
500 Torr, which is representative of the entire pressure range available to us with
controlled atmosphere. Oxygen mole fraction was varied between 0 and 1, with the
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remaining pressure exerted by Ar. For each annealing experiment, 100 sccm of gas was
used in total. On annealing with the minimum total pressure and minimum oxygen partial
pressure (2 Torr and 0, respectively) at 700 °C, no change in the wire appearance was
observable under SEM (Fig. 4.10a). Increasing the temperature to 900 °C also saw no
change, but degradation to the wires was observed at 1000 °C, with noticeably fewer
wires present, and those remaining having no observable catalyst tip (Fig. 4.10b).
Performing the same experiment but with greater mole fractions of oxygen also led to the
same level of wire degradation, suggesting that total pressure, rather than oxygen partial
pressure, is more dominant in the vaporization of SnO2. Two further experiments were
conducted at atmospheric pressure, annealing a TEM Protochips substrate with SnO2
nanowires deposited upon it. In these experiments, annealing in atmospheric oxygen
resulted in no observable change, but a slight degradation of the wires can be observed
after annealing in an oxygen-free environment. The catalyst tip is still observable, but the
wire morphology is no longer perfectly straight. It is clear from these results that Aucatalyzed dissolution of the wires is highly dependent on pressure, requiring low pressure
for the reproducible dissolution of entire wires. We speculate that the slight dependence
of wire degradation on oxygen partial pressure is indicative of a secondary, much slower,
vaporization directly from the nanowire sidewalls. This conclusion is consistent with the
findings of Klamchuen et al., who found that a dependence of SnO2 nanowire growth on
oxygen partial pressure was indicative of competing mechanisms at the SV and LV
interfaces.129
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Figure 4.10 Pressure dependence of SnO2 nanowire dissolution. Table: parameters used
for annealing experiments. (a) SnO2 as-grown nanowires imaged by SEM; (b) SnO2
nanowires annealed at Ptotal = 2 Torr, Xoxygen = 1, T = 1000 °C. Gold droplets are no
longer present and density of wires is reduced, indicating wire degradation.
4.3 In Situ Thermal Gas Cell Study of SnO2 Nanowires
To further study the effect of pressure on the SLV mechanism, in situ TEM
experiments were performed with a Protochips Atmosphere environmental gas cell
system in a JEOL 2200 (Materials Science and Technology Division-ORNL, 200 kV).
The gas cell can operate with pressure from approximately 0.02 Torr to 760 Torr,
temperature up to 1000 °C, and with the option to introduce flowing or static gas.
Initially, the cell was pumped to vacuum (0.02 Torr) and no gas was introduced in an
attempt to reproduce the experiments in which the wires were open to the TEM column
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vacuum. Figure 4.11 shows a series of images as the wire is heated from 200 °C to 950
°C.

Figure 4.11 Images acquired from a single nanowire heated in the Atmosphere gas cell.
(a) At 200 °C, facets are visible in the gold nanoparticle, indicating its crystallinity. (b)
At 700 °C, faceting in the gold is no longer visible and the gold has become liquid. (c) At
750 °C, the gold droplet appears slightly elongated, evidence that the gold may be
starting to etch the SnO2 nanowire. (d) At 950 °C, the gold droplet has become embedded
in the nanowire and voids in the nanowire are visible.
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At low temperature, 200 °C, facets on the gold nanoparticle are visible, an indication that
the Au is crystalline. When the temperature is increased to 700 °C, the gold droplet melts,
as evidenced by the lack of facets. Upon further heating to 950 °C, the gold droplet
appears to have sucked down onto the SnO2 nanowire. This is indicative of Sn uptake
into the gold nanoparticle. It is expected that SLV dissolution would occur from here.
However, also visible at 950 °C (Fig. 4.10d) are voids forming in the nanowire. The light
patches in the nanowire indicate the formation of voids. These are likely caused by the
combination of high temperature and the effect of the electron beam. Unfortunately, the
majority of the nanowire sublimed before SLV dissolution took place. The remaining
portion of the nanowire is shown in Fig. 4.12.

Figure 4.12 Images showing (a) several microns in length of a single nanowire and (b)
the remaining portion of that same nanowire after heating to 950 °C.
A second wire appeared to initiate the SLV process. Figure 4.13 is a series of images
from a single wire being heated from 250 °C to 900 °C. Again, the cell is kept under
vacuum with no gas introduced. During high-resolution imaging, the electron beam
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appeared to affect the gold particle. At 8 × 106 magnification, the gold particle bulged
over onto the SnO2 nanowire. This can be seen in Fig. 4.13a and in higher resolution in
Fig. 4.14.

Figure 4.13 Series of images of a single nanowire during a heating cycle. The sample
temperature was increased in 50 °C increments and held at that temperature for 20
minutes before imaging. Scale bar is 50 nm.
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Figure 4.14 Image (a) before and (b) after gold nanoparticle deformed due to the high
intensity of the focused electron beam.
The high intensity of the electron beam on the small portion of the sample likely heated
the gold above its melting point, causing the gold to spread over the wire. This did not
affect the overall behavior of the nanowire or the fidelity of the experiments, but it did
provide crucial information about imaging conditions. When heated to 400 °C, the gold
nanoparticle regains a mostly round shape. At 500 °C the gold nanoparticle forms a flat
interface with the SnO2 nanowire, evidence that a low-energy interface has developed
between the molten gold droplet and solid SnO2 nanowire. The wire was heated in 50 °C
steps and held for 20 minutes before imaging. Little change occurred in the wire between
500 °C and 800 °C. At 800 °C, the previously flat interface between the gold and SnO2
becomes rounded as the gold melts further and begins to dissolve the SnO2. However,
instead of undergoing SLV dissolution as previously seen at lower pressures of 10−6 Torr,
thinning of the SnO2 occurs at 900 °C. Thinning of the nanowire sidewall has been
witnessed previously in a few nanowires during heating experiments. Here, though, the
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thinning occurs only at the neck of the nanowire rather than the entire length of the
nanowire. This suggests that SnO2 is diffusing into the gold particle or a thin layer of
gold has formed on the nanowire surface, leading to gold-catalyzed SnO2 evaporation.
After 40 minutes at 900 °C, the gold droplet is reduced to nothing. It is suspected that the
Au-Sn alloyed particle evaporated at the high temperature.
EDS was performed on the remaining portion of the nanowire. The E-chip was
transferred to a Bigelow heating holder, which uses the same technology as the
Protochips holder for sample heating. The design of the gas cell holder does not allow for
EDS analysis because the top lid blocks the escaping X-rays, but the Bigelow holder does
not have this limitation.
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Figure 4.15 EDS mapping of SnO2 nanowire after in situ TEM gas cell heating. (a)
STEM image of the nanowire. (b-d) EDS elemental maps showing the distribution of Au,
Sn, and O, respectively. (e) Full EDS spectrum acquired from the nanowire.
The EDS analysis revealed no gold on the surface or in the core of the nanowire. A
small bright spot at the tip of the nanowire suggested that maybe the gold had migrated
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into the nanowire core, but EDS showed no strong evidence to support that theory.
Figures 4.15b−c show elemental maps of the Au, Sn, and O, respectively, in the
nanowire. The gold signal is not stronger than background, indicating that there is no
measurable amount of gold present. Had the gold migrated into the core of the nanowire,
a strong Au signal would be visible. The lack of Au signal in the EDS spectrum in Fig.
4.15e also shows that gold is not present in or on the nanowire. The Sn map shows Sn
located throughout the nanowire, with the O elemental map extending beyond the width
of the nanowire. This is probably due to an oxygen-containing contaminant on the surface
of the nanowire – likely adsorbed water.
The increased intensity of the electron beam also had an unusual effect on the
nanowire. The surface of the nanowire became rough, resembling the formation of
nanoparticles, shown in Fig. 4.16. EDS had been performed in previous experiments
without this unusual development. This result occurred to a degree on other nanowires as
well, when performing high magnification imaging. Further investigation of this
phenomenon revealed that the dehydration mechanism of water adsorbed on SnO2 is
known to produce SnO2 nanocrystals.130 Since some contamination can be seen on the
surface of the nanowires, and SnO2 nanowires for gas cell experiments were suspended in
water, it is believed that a similar mechanism is at play in this sample. Under the
increased intensity of the electron beam during EDS and high magnification imagine,
dehydration takes place at the SnO2 surface, leading to the growth of SnO2 nanoparticles.
Figure 4.16 shows three examples of nanowires in which SnO2 nanoparticle formation is
visible. Figures 4.16a−b are images acquired before (a) and after (b) EDS was performed
on the wire shown in Fig. 4.13. Water contamination on the surface of the nanowire is
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visible in Fig. 4.16a. The orientation has changed because the E-chip was moved from
the Protochips Atmosphere holder to the Bigelow holder.

Figure 4.16 Three nanowires in which nanoparticles formed on the surface of the
nanowires after EDS or during high-resolution imaging. (a-b) Before and after EDS
images of a SnO2 nanowire, respectively. (c-d) Low- and high-resolution images of a
nanowire with SnO2 nanoparticle formation on the surface. (e-f) Low- and highresolution images of an additional nanowire with SnO2 nanoparticle formation on the
surface.
Figures 4.16c−f show two additional nanowires with nanoparticle formation. Figures
4.16c−d and e−f are low (c, e) and high (d, f) magnification images, respectively, of two
different nanowires that also displayed nanoparticle formation.
Finally, it is worth noting the imaging capabilities of this system. Figure 4.17 shows
several images acquired at high temperature with high resolution. Lattice planes are
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clearly visible, and in some case atomic resolution is achieved. This is especially
remarkable, considering that the electron beam is travelling through the cell’s two
membranes and that the sample is being heated to high temperature. This speaks the
design of the environmental cell system, the condition of the microscope, and the quality
of samples. The high quality of data collected through these in situ techniques provides
easily interpretable qualitative and quantitative information about how crystal systems
behave under natural conditions.

Figure 4.17 High-resolution images of SnO2 nanowires in the Atmosphere gas cell
demonstrating the image quality of these in situ experiments. (a) Lattice fringes visible in
gold particle at 800 °C. (b) Lattice fringes visible in a SnO2 at 250 °C. (c) HAADF image
of SnO2 nanowire at 800 °C.

4.4 Solid-Liquid-Vapor Dissolution of Ga2O3 Nanowires
The SLV dissolution mechanism was further explored with Au-catalyzed β-Ga2O3
nanowires. These nanowires also grow via the VLS mechanism, forming core-shell and
peapod heterostructures.131–133 Two wires underwent heating in the Hitachi HF-3300
microscope (CNMS-ORNL, 300 kV). Figure 4.18 shows one Ga2O3 wire throughout a
heating experiment. The temperature was stepped from room temperature to 400 °C and
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held at this temperature for about five minutes. The temperature was then ramped from
400 °C to 800 °C at a rate of 0.2 °C/sec. Figure 4.18b shows a molten Au particle at the
tip of the nanowire. After about 40 minutes, the gold begins to etch the nanowire.

Figure 4.18 Ga2O3 in situ heating. (a-g) Snapshots taken from a video acquired during in
situ heating in the TEM of a single Ga2O3 nanowires with a gold catalyst tip. (h)
Experimental heating profile.
The gold adheres to the substrate surface (Fig. 4.18d), and eventually breaks in two,
leaving a small gold particle stationary on the substrate surface and the remaining gold
etching the nanowire. After 48 minutes, the gold ceases to etch the nanowire (Fig. 4.18e).
The gold particle remains stationary on the nanowire after etching about 350 nm. The
temperature was increased in 50 °C steps every few minutes until the final temperature
reached 950 °C. An increased temperature might give the gold added energy to overcome
the barrier it had encountered, causing the gold to stop SLV dissolution. However, the
gold droplet decreases in diameter (Figs. 4.18f−g) until nothing remains, possibly
evaporating under the influence of the high temperature and high vacuum.
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A closer look at the Ga2O3 nanowire before and after heating provides hints why SLV
stopped. High-resolution imaging of nanowire just below the gold droplet before heating
(Fig. 4.19b) shows a nanowire growth direction of [101], with the [101] zone axis
oriented perpendicular to the wire. Figure 4.20 shows the same wire after the heating
experiment. The FFT in Fig. 4.20c shows an orientation that is different from the
orientation of the nanowire before heating (Fig. 4.19c). Here, the nanowire has a growth
direction of [401] and the zone axis perpendicular to the wire is the [134] zone. If there
is a preferred etching direction necessary for SLV dissolution to occur, then this change
in orientation and growth direction of the nanowire would lead to the SLV mechanism
coming to a halt before etching the entire nanowire. The initial cause of the change in
nanowire orientation, though, remains unknown.

Figure 4.19 Image of the Ga2O3 nanowire before heating. (a) Wide view of the nanowire
before heating with the [101] growth direction indicated. (b) High resolution image of
the region marked in panel a with the (202) spacing marked. (c) FFT of the highresolution image showing orientation down the [101] zone axis.
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Figure 4.20 Image of the Ga2O3 nanowire after heating and evaporation of the gold
particle. (a) Wide view of the nanowire before heating with the [401] growth direction
indicated. (b) High resolution image of the region marked in panel a with the (111)
spacing marked. (c) FFT of the high-resolution image showing orientation down the
[134] zone axis.
A second β-Ga2O3 nanowire was heated in the same microscope, as shown in Fig.
4.21. This time, the temperature was stepped to 400 °C and ramped to 900 °C at a rate of
2 °C/sec. Changes in the gold nanoparticle and Ga2O3 nanowire occur much more rapidly
here than then did in the previous case. Similar to the previous wire, part of the gold
droplet remains adhered to the substrate surface (Fig. 4.21d). Only a few tens of
nanometers of the wire are etched before the gold droplet hesitates, then proceeds quickly
down the length of the wire without undergoing complete SLV dissolution. A few surface
layers of the nanowire appear to be etched away, but the majority of the nanowire
remains. The gold particle stops when it reaches a point in which the initial wire is in
contact with a second wire (Fig. 4.21f). After a couple minutes, the gold has again
completely vanished, presumably having evaporated (Fig. 4.21g).
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Figure 4.21 Ga2O3 in situ heating. (a-g) Snapshots taken from a video acquired during in
situ heating in the TEM of a single Ga2O3 nanowires with a gold catalyst tip. (h)
Experiment heating profile.
High-resolution imaging again reveals some interesting features about this system.
Figure 4.22 shows an image of the hole etched by the gold nanoparticle. First, the hole
left by the gold particle displays hexagonal etching, indicating that the gold etches along
preferred crystallographic planes. The green lines in Fig. 4.22a indicate the
crystallographically equivalent (201) and 201 planes, while the orange lines mark the
(102) planes. Here the growth direction of the nanowire is [100], unique from the
portion of the previous wire that underwent SLV dissolution. It appears that SLV
dissolution in these β-Ga2O3 occurs along a [101] direction, with some etching taking
place along the (201), (201), and (201) planes.
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Figure 4.22 Ga2O3 nanowire after heating and gold evaporation. (a) Hexagonal hole
etched by gold. [100] nanowire growth direction is indicated. (b) High resolution image
of the region marked in panel a. Plane spacing of the (201) plane is marked. (c) FFT
corresponding this nanowire, which was used to determine growth direction and etched
planes.
While the number of β-Ga2O3 nanowires studied here may be too low to draw any
quantitative conclusions about SLV dissolution in this system, they still provide a distinct
contrast to the SnO2 nanowire experiments. The high-quality SnO2 all grew along one
unique growth direction, and SLV dissolution also took place along that direction. Here
we see two nanowires with different crystal orientations, and dissolution taking place
only along one direction, providing insight that was not accessible in the SnO2 nanowire
experiments. Further experiments and modeling of the Ga2O3 system, along with other
nanowire compositions, are necessary to fully understand SLV dissolution in these
systems.

104
	
  

4.5 Conclusions
The use of in situ heating and gas cell TEM experiments allowed for the direct study
of SLV nanowire dissolution. Heating experiments with samples open to the TEM
vacuum column revealed this as yet unseen phenomenon. It has been predicted that both
the forward and reverse mechanism of nanowire growth are necessary for nanowire
crystallization, and these techniques allow for real-time imaging and study of the reverse
process. In situ gas cell experiments provide a controlled sample environment, with user
control over cell pressure, gas flow, and sample temperature. These experiments revealed
the strong role the vacuum of the TEM column plays in the SLV mechanism, as SLV
dissolution only took place when the nanowires were heated under vacuum. The creation
of SnO2 nanoparticles via the dehydration of the SnO2 nanowire surface was also directly
observed through heating in the gas cell.
In situ TEM heating experiments on the β-Ga2O3 nanowires reveal a preferred
direction along which SLV dissolution will take place. These experiments provide a good
starting point for exploring VLS grown nanowire compositions outside of the SnO2 solid
solution, and also reveal insights not seen in the study of pure and In-doped SnO2
nanowires.
The combination of kinetic studies showing the correlation of Tmove with catalyst
droplet area and dissolution rate with droplet volume, the observed lack of dependence of
dissolution rate on wire diameter, and the low pressures necessary for observable wire
dissolution allow us to consistently explain our observations in terms of SLV dissolution
of our nanowires, dependent on two crucial steps: (1) the ability of the catalyst droplet to
overcome adhesion to the substrate, such that a steady state may be reached between Sn
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incorporation and ejection, and (2) the evaporation of the wire from the LV interface. The
method outlined herein should provide an experimental platform to explore several
features relevant to the VLS growth mechanism, such as the saturation concentration of a
reactant within a VLS catalyst droplet and the use of VLS catalyst metals for the
controlled etching of semiconducting materials.

Copyright © Bethany Marie Hudak 2016
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CHAPTER 5: Direct observation of structural phase transformation in individual
hafnia nanorods
	
  
5.1 Introduction
	
   	
  
	
   The project presented here is a culmination of those previously presented. This work
combines atomic resolution imaging and in situ heating in the STEM to directly observe
and analyze the structural phase transformation in an individual hafnia nanorod. The
knowledge gained through previous studies on how to prepare and optimize in situ
experiments in the TEM, as well as experience and understanding of TEM microscopy,
come together in this project to demonstrate the high capabilities of in situ heating in the
TEM. While atomic-resolution imaging is not impossible or even infrequent these days in
the TEM, this work demonstrates the first results gained through in situ heating in a fifthorder, aberration-corrected Nion UltraSTEM microscope.
The high-temperature phases of hafnium dioxide have exceptionally high dielectric
constants as well as large bandgaps,134–136 but quenching these phases to roomtemperature has not yet been achieved.137,138 Scaling the bulk form to finite nanocrystals,
while successful in stabilizing the tetragonal phase of ZrO2 (an isomorph of the desired
high-temperature phase of HfO2), has in HfO2 produced nanorods with a twinned version
of the room-temperature monoclinic phase.139,140 Here we use in situ heating in a
scanning transmission electron microscope to observe directly the transformation of a
single HfO2 nanorod from the room-temperature monoclinic to the high-temperature
tetragonal structure, with a transformation temperature suppressed by over one thousand
degrees from its bulk value, providing crucial insight as to how to stabilize this important
phase. The transformation pathway of the nanorod is revealed with atomic-scale
resolution, from twinned-monoclinic to tetragonal during annealing, and its subsequent
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reduction to hafnium metal on cooling. Of particular interest, is the demonstration that
size-confinement enables us to manipulate the transformation mechanism such that
standard nucleation and growth kinetics are observed, rather than the expected displacive
transition, which (in the bulk) prevents quenching of the tetragonal phase.
5.2 Hafnia as a high-κ material for the replacement of SiO2
	
   	
  
	
   The need of the semiconductor industry for continued miniaturization of device
components used for crucial components such as metal oxide field-effect transistors
(MOSFETs)134,135,141,142 is driving research to replace silicon dioxide with a high-κ
dielectric as the gate material.134,135,141–143 Use of a high-κ dielectric should allow
reduction of the gate thickness, without deleterious leakage currents typical of ultrathin
SiO2 when it is reduced to the nanometer scale. In order to miniaturize device
components, dielectric constants greater than about 12, and ideally over 25 are
required.134 The mixed ionic-covalent nature of the Hf-O bonds in HfO2 polymorphs
contribute to a high Born effective charge tensor Z*, and the combination of large Z*
with the presence of soft low-energy phonon modes yield large dielectric constants.144
Since the κ-value of oxides tend in general to vary inversely with band gap, in oxidebased components there is a often a trade-off between a sufficiently high κ-value and a
sufficiently large band gap, and not all high-κ materials are useable. HfO2 could therefore
be an ideal candidate to replace SiO2;144 HfO2 is stable on silicon,142 and in its room
temperature monoclinic phase has a dielectric constant of 18. Furthermore, the higher
temperature tetragonal (stable above 1720 °C) and cubic (>2600 °C) phases have κvalues of 75 and 29 respectively,145 and band gaps that reach a maximum value of 6 eV in
the tetragonal phase.146 There is great interest, therefore, in trapping the tetragonal phase
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of HfO2 at room temperature, which has thus far only been possible for extremely small
crystallites that are <3.6 nm in size or in relatively poor yield within highly defective
matrices.147–150
	
  

Figure 5.1 Image of unit cell of three phases monoclinic to tetragonal (at 1720°C at
atmospheric pressure), to cubic (at 2700 °C) on heating.
	
  
	
   Unit cells for the three polymorphs of HfO2 are shown in Fig. 5.1, illustrating the
slight displacive distortions necessary to undergo a diffusionless Martensitic transition
from monoclinic to tetragonal to cubic on heating.137,138 Since only a small distortion (a
9° shear of the unit cell from monoclinic to tetragonal and a ca. 2.7% expansion of the
cell volume)151 defines this structural phase transformation, preventing reversion back to
the monoclinic phase on quenching the tetragonal or cubic HfO2 phase to roomtemperature has proven to be a formidable challenge in the absence of dopant
incorporation.137,138 HfO2 is isomorphic to ZrO2,137,138 and the two oxides have similar
lattice parameters and the same space group in each phase. Insight may be gleaned,
therefore, from examining the case of ZrO2, which has been successfully stabilized in the
tetragonal phase at room temperature in nanocrystalline form, due to finite size
effects.7,12,13 This represents a suppression of the ZrO2 transition temperature by over one
thousand degrees from its bulk value of 1050 °C. Size-dependent surface energy terms
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can greatly modify the driving force of the phase transition, thereby allowing for
stabilization of the high-temperature phases under conditions of constrained equilibrium.
However, even for such classical Martensitic transitions in conventional ceramic
materials, the atomistic details of the transition and their specific size dependence
remains to be elucidated.
The longer metal-oxygen bond length in the tetragonal (as opposed to monoclinic)
phase is thought to be a key structural parameter with the potential to be manipulated.
The metal-oxide bond length (M-O) model developed by Grain and Cambell154 suggests
that stretching of this bond due to simple thermal expansion is key to stabilizing the
tetragonal phase at temperatures above the bulk phase transition temperature, explaining
the large discrepancy between MàT phase transformation temperatures of ZrO2 and
HfO2;137,154 the idea is simply that the Zr−O bond is longer than the Hf−O bond due to a
difference in ionic radii of 0.84 Å and 0.83 Å for Hf4+ and Zr4+, respectively.137,155 This
results in a correspondingly lower transition temperature of 1050 °C, in comparison to
1700 °C in HfO2. In both cases the simple displacive relationship between high- and lowtemperature phases negates quenching the tetragonal phase and trapping it as metastable
at room temperature. Following this logic, methods to effectively stretch this bond
without relying on thermal expansion could also be effective. These include working at
reduced pressure, straining the structure, for example by lattice matching, or introducing
cation dopants, as has been demonstrated previously.145,156,157 In the case of cation
dopants, the resulting oxygen vacancies stabilize the tetragonal and cubic ZrO2 phases,
although with the deleterious side effect of introducing charge traps, increasing ionic
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conductivity, and disrupting the dielectric properties of the material (which is of course
the primary motivation for attempting the phase stabilization to begin with).
Tetragonal ZrO2 is stabilized via scaling the crystal to finite size.140,153 In these
crystals the surface energies of the structure, and the increased surface to volume ratio,
successfully stabilizes nanocrystalline ZrO2 in the desired phase. Whether this is an
effective approach to tuning the phase transition temperature, depends on relevant size
confinement required to stabilize a crystal at room temperature; for the case of ZrO2 this
critical size is found to be around 30 nm,152 and therefore accessible via solution-phase
synthetic techniques.
Interestingly, in each of the above approaches, the goal is to manipulate the structure
such that the tetragonal phase is the thermodynamically stable phase at room temperature.
An alternate approach might instead be to manipulate the mechanism by which the phase
transition proceeds, so as to engineer a material in which the tetragonal phase may be
kinetically trapped; to our knowledge this has not yet been attempted.
Similar approaches to ZrO2 have been attempted for the case of HfO2, with a mixture
of results. At atmospheric pressure and in a pure compound, simply heating the material
will induce a transformation from monoclinic to tetragonal, and from tetragonal to the
cubic phase at 1700 °C and 2600 °C, respectively. Chemical doping has also been
employed, although the resulting dielectric constant is not yet fully determined.158 For
example, HfxZr1−xO2 nanocrystals have been grown in tetragonal phase,139,140 doping with
10% SiO2 can stabilize the tetragonal phase while maintaining a low leakage
current,159,160 and doping with 7-12 mol.% Al stabilizes the cubic phase.161 Stabilizing
tetragonal HfO2 through size-confinement is more difficult; in previous work it has been
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shown that when scaled to finite size, HfO2 will remain in the monoclinic phase down to
the scale of only a few nm, with multiple twin boundaries (giving the appearance of a
nano-scale barcode) presumably counteracting the effect of increased surface energies in
this phase by stabilizing low-energy twin boundaries.162 Temperature-dependent X-ray
diffraction (XRD) of these monoclinic HfO2 nanorods is intriguing, and shows
monoclinic to tetragonal phase transformation commencing at 400 °C.162 Ensemble
measurements are, however, unable to capture the richness of the modified phase
diagrams accessible upon scaling to ultra-small dimensions. The interplay between
particulate deformation, creation of twin boundaries, bond stretching, and phase
transformations has thus, to date, remained unexplored even for this simple binary oxide
system that is characterized by a classical displacive transition and represents a large gap
in fundamental understanding of nanoscale phase stability.	
  
5.3 In situ STEM heating of a single hafnia nanorod
	
   	
  
	
   In this work, we use in situ heating in a scanning transmission electron microscope
(STEM), to observe directly the phase change mechanism occurring in a single hafnia
nanorod. High aspect ratio, monoclinic hafnia nanorods were grown via a non-hydrolytic
sol—gel synthesis, as described previously.162 Figure 5.2 shows high-angle annular dark
field (HAADF) “Z-contrast” imaging of the nanorod before heating, with accompanying
simulated image (calculated with QSTEM software).163 The rods are monoclinic with
multiple twin boundaries occurring along the (100) planes. These twins are believed to
form to accommodate shear strain during the tetragonal to monoclinic phase
transformation upon cooling during synthesis.162
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Figure 5.2 Z-contrast image of twinned monoclinic nanorod. (a) False-colored HAADF
image of a hafnia nanorod with twin domains colored yellow and blue. Scale bar = 2 nm.
(b) FFT of nanorod with twin domain spots masked in yellow and blue. (c-d) Magnified
image and simulation, respectively, of a single twin boundary. Scale bar = 5 Å.
	
  
	
   In Fig. 5.3 we show an individual nanorod as it undergoes a structural change during

	
  

heating in situ in the STEM. The nanorod in this figure was stepped from room
temperature to 600 °C at a reported rate of 106 °C/sec and held at this temperature for one
hour; this temperature was chosen in order to target the midpoint of the mixed phase
region observed with in situ heating XRD.162 Other wires were heated under similar
conditions and showed similar structural changes (Figs. 5.4 and 5.5), though in several of
these cases the crystallites within each wire are too small to clearly identify their crystal
structures during transformation. The sample in Fig. 5.4 was heated directly to and held
at 595 °C until being reduced to 590 °C. The nanorod in Fig. 5.5 was heated to 600 °C,
then stepped to 700 °C after about one hour.
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114
Figure 5.3 Structural phase transformation of a single hafnia nanorod heated in the STEM. False-colored HAADF images
highlighting the structural phases present in each frame are shown for clarity.

	
  

Figure 5.4 False-colored HAADF frames collected during the heating of a small group of
hafnia nanorods. The monoclinic phase is seen to disappear while the tetragonal phase
begins to form. The transformation is polycrystalline, and the single crystallites cannot be
fully identified, but phase transformation can be directly observed. Scale bar = 5 Å.
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Figure 5.5 False-colored HAADF frames collected during heating of a hafnia nanorod.
The wire is seen to undergo a transformation, with the monoclinic phase being
transformed into a polycrystalline structure. Some of the crystallites can be identified as
the tetragonal phase, but other crystallites are too small to completely identify. Scale bar
= 5 Å.
	
  
The nanorod in Fig. 5.5 develops some contamination around the edge of the wire,
probably because of carbon contamination of the surface by the electron beam.
The high resolution of the images collected allows us to observe the structural
changes directly. To estimate the volume of each phase contained within the wire in Fig.
3 as a function of time, we used a fast Fourier transform (FFT) approach. For each frame,
a FFT of the nanorod was acquired, and the spots in this effective calculation of the
diffraction pattern were identified to belong to one or more specific hafnium oxide phase.
So identified, the spots were masked, and an inverse FFT (IFFT) used to regenerate those
parts of the image containing the selected phase. Using this technique we are able to map
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out the different phases present in the nanorod over time, directly observing the phase
transformation as it occurred. Figure 5.6 demonstrates this analytical approach for an
example frame.	
  

	
  

	
  

Figure 5.6 A single frame captured during nanorod heating. (a) HAADF image. (b)
False-colored IFFT of the monoclinic phase of HfO2. (c) False-colored IFFT of the
tetragonal phase of HfO2. (d) Data from panels (b-c) overlaid onto (a). (e) FFT of (a) with
monoclinic and tetragonal spots circled. Scale bar = 5 nm.
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Using this technique we are able to map out the different phases present in the nanorod
over time, directly observing the phase transformation as it occurred. Figure 5.6
demonstrates this analytical approach for an example frame.
	
  

Figure 5.3 shows clearly that upon heating to 600 °C, nucleation of the tetragonal

phase is visible after 20 minutes. The phase change appears to be defect-nucleated,
beginning at a surface defect that extends into one of the previously identified twin
boundaries. Using the FFT analysis (Fig. 5.6) and atomic-resolution imaging, we are able
to identify the emerging phase as tetragonal HfO2, and over a period of about 40 min the
nanowire converts completely from single-crystalline twinned monoclinic, to
polycrystalline tetragonal hafnia, preserving much of the nanorod’s overall morphology.
The transition temperature is depressed by over 1000 °C as compared to the bulk and
exhibits kinetics that is strongly atypical for a displacive transition suggesting a
pronounced modification of both thermodynamic stabilities and activation barriers.
Considering the former, the change in free energy (ΔG) across the M→T transformation
can be written as
!
!
!
Δ𝐺!→!   =    𝐺!! −    𝐺!
+    𝑈!"
−    𝑈!"
+    𝑈!!    −    𝑈!! 	
  

(5.1)	
  
	
  
where the Gc values are the chemical free energies (dependent on temperature), the USE
values are the strain energies, and the US values are the surface free energies.164 At the
transition temperature, thermodynamics requires ∆𝐺!→!    ≤   0. At a temperature of 600
°C, the chemical free energy difference, ΔGc for the M→T transformation is expected to
be strongly positive and as per the bulk phase diagram, the monoclinic phase ought to
remain stable in preference to the tetragonal phase. This implies that the differentials in
strain energy and surface free energy underpin the observed strong depression of the
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transition temperature. In analogy with ZrO2,147,165 the tetragonal phase of HfO2 is
expected to have a lower surface energy and thus Δ𝑈!!→! < 0. This term is furthermore
expected to be strongly size-dependent as per:
Δ𝑈!   =   

!(!! !  !! !! )
!

	
  

(5.2)	
  

where the γ terms represent the interfacial surface energies, D is the diameter of the
particle, and gs = AM/AT the ratio of the interfacial surface areas.164 Clearly (5.1) and (5.2)
together predict that the transition temperature will be directly proportional to the
diameter of the particle. While such surface energy effects have been noted for other
systems as well,165 the effect of twinning is no less important. The plastic deformation
that induces the twin planes shown in Figure 1 partially alleviates the strain induced upon
deformation of a tetragonal particle (the T→M transition) during synthesis. As a result of
the energy stored in these deformations that can in turn be dissipated during the M→T
!→!
transformation, the differential in strain energy Δ𝑈!"
< 0 further contributes to driving

down the transition temperature. Lange has developed a size-dependent expression for
the energy of the twin surface per unit volume that equates to

!!!"#$ !!"#$
!

where γtwin is the

twinning energy per unit area, D is the particle diameter, and gtwin is a dimensionless
quantity that can be expressed as

!!"#$
!! !

where Atwin is the total area of the twin

boundaries.164 In other words, the high local density of twins and the small particle size
both contribute to the >1000 °C depression of the transition temperature from the bulk
values and the strongly modified phase equilibrium observed at the nanoscale.
Interestingly the kinetics of this phase transformation are not typical of the
martensitic and athermal processes known to occur in bulk HfO2.137,162,166,167 In the bulk,
the transformation mechanism is a diffusionless process, in which bond angles and
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distances rearrange without disrupting atomic connectivity, and this mechanism should
therefore produce an abrupt change in lattice parameters.167 Furthermore, the athermal
nature of the bulk process suggests that a change in temperature is required for
transformation.137 Conversely to these bulk observations, we observe a relatively slow
transformation, which takes place at a fixed temperature and is therefore isothermal. In
order to investigate the transformation kinetics further we quantified the fraction of the
nanorod that had transformed from the monoclinic to the tetragonal phase and applied the
Johnson-Mehl-Avrami-Kolmogoroff (JMAK) model to infer the mechanism of phase
transformation kinetics. The JMAK model describes thermally activated nucleation and
growth kinetics of phase transformations:	
  
𝑥 = 1 − exp − 𝑘𝑡

!

(5.3)	
  

	
  
where x is the fraction of transformed volume, t is time, k is a constant, and n is an integer
or half-integer. The exponent n is the Avrami exponent, and describes the rate and
geometry of nucleation and growth.168–170 Within this model, n can be expressed as
𝑛 = 𝑎 + 𝑏 ∗ 𝑐	
  

(5.4)	
  

	
  
where a is the time-dependent nucleation rate, b is the dimensionality of the growing
crystals, and c is the growth rate.170 The value of a gives a measure of nucleation rate;
when a = 0, no nucleation is observed, whereas an a value of 1 suggests a constant
nucleation rate. When 0 < a < 1, the nucleation rate is decreasing, and a > 1 suggests an
increasing nucleation rate. The value of b is typically either 1, 2, or 3, corresponding to
the dimensionality of phase growth, and c is either 1 or 0.5, corresponding to volume
diffusion controlled growth and interface movement controlled growth, respectively.170
When the fraction of transformed phase is plotted versus time, it produces a sigmoidal
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curve characteristic of nucleation and growth kinetics described by the JMAK model, as
shown in Fig. 5.7a. The data can be further plotted as ln  (− ln 1 − 𝑥 ) versus ln  (𝑡),
where x is the fraction of phase transformed, which produces a straight line with slope
equal to n and a y-intercept of k. (Fig. 5.7b). The plot in Fig. 5.7b yields n = 4.38.
Because we directly observe interface movement growth (c = 0.5) in Figure 4, and we
know the nanorods are three-dimensional and can therefore assume 3-dimensional phase
growth (b = 3), a value a > 1 can be deduced, indicating an accelerating and autocatalytic
nucleation rate. This is consistent with our observation, and the data strongly suggest that
these nanorods undergo classical autocatalytic nucleation and growth kinetics.
Importantly, this implies that through size-confinement, we are able to alter the phase
transformation kinetics from a diffusionless mechanism to a nucleation and growth
mechanism, potentially allowing for the high temperature tetragonal phase to be
quenched to room temperature if an activation energy barrier of sufficient magnitude can
be induced.

Figure 5.7 JMAK kinetics plots. (a) Plot of fraction of transformed phase versus time,
displaying the sigmoidal curve characteristic of nucleation and growth phase
transformation kinetics. (b) Linear plot of the data allowing for the value of n (slope) to
be determined.
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Once the monoclinic to tetragonal transformation was complete, we cooled the

nanorod over a period of 160 minutes (at 0.015 °C/sec) to 456 °C, to observe any
possible structural rearrangements and their kinetics. Interestingly, rather than forming a
metastable tetragonal hafnia, or returning to a monoclinic hafnia phase, the Hf-O bonds
in the nanorods are seen to distort, and the nanorod then proceeds to lose oxygen,
reducing abruptly to hafnium metal at 530 °C, as evidenced by electron energy loss
spectroscopy (EELS) displayed in Fig. 5.8.

Figure 5.8 EELS data of a hafnia nanorods before and after heating. (a,c) HAADF image
and EELS spectrum, respectively, of a nanorod before heating. The oxygen edge is
present. (b,d) HAADF image and EELS spectrum, respectively, of a different wire after
heating and cooling. No oxygen edge is present in the spectrum, indicating the reduction
of the rod to hafnium metal.
	
  
The distortion of the tetragonal phase on cooling is most likely due to oxygen loss, driven
by the low oxygen fugacity in the microscope column, and can be measured in our
nanorod using the 011 and 101 lattice spacings (Fig. 5.9). FFTs were acquired from
frames of the tetragonal nanorods during cooling, and the distances to the 011 and
101 spots were measured. The d-spacings change by 5% from the native lattice
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spacings – expanding in the 101 direction and contracting in the 011 direction –
before the crystal undergoes transformation to hafnium metal. This gives a quantitative
measure of the extent of hafnium reduction that may be tolerated before the zero-valent
phase is preferred.
	
  

Figure 5.9 Tetragonal hafnia distortion upon cooling. (a) Atomic resolution images of the
nanorod with the center segment aligned down the [111] zone axis. The (011) and
(101) planes are marked in the first panel. (b) Plot of d-spacing of the (011) (black
squares) and (101) (red dots) planes measured in nm versus temperature during cooling.
	
   	
  
	
   The reduction of HfO2 to hafnium metal is likely driven by the high vacuum, low
oxygen partial pressure of the STEM column, which is in the 10−8-10−10 Torr range
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during operation. Although beam damage of the rod cannot be completely ruled out, the
zero-valent hafnium metal phase may well be the thermodynamically stable phase for
crystals of this reduced size (note that the transformation yields tetragonal crystallites that
are further reduced in size as compared to the monoclinic nanorod) and under low oxygen
fugacities. This would be in line with the work by Navrotsky and others,165 showing that
phase diagrams constructed for binary transition metal oxides, as a function of both
crystal size and low oxygen pressure, typically enter a small-size regime at low pressure
in which the metallic phase is more stable than one or more of the binary oxide phases,
which under these conditions are now only metastable. As an alternative mechanism, for
an analogous M→T transition in VO2, Wu and colleagues have suggested that while as
observed here, nanometer-sized twin walls can nucleate the M→T transition, the absence
of twinning in the T phase requires that the reverse transition be nucleated at point
defects, resulting in substantial supercooling of the high-temperature phase.171 The large
activation energy for nucleation of the M phase upon elimination of twin boundaries may
under conditions of low oxygen pressure result in preferential stabilization of metallic Hf.
5.4 Conclusions
	
   	
  
	
   Using in situ heating techniques in the STEM, we observed a series of phase
transformations within an individual hafnium dioxide nanorod, in real time and with
atomic resolution. The phase transition appears to be nucleated at a twin boundary and
proceeds through stabilization of discrete domains within the nanorods providing direct
evidence that such twin boundaries mediate monoclinic—tetragonal transitions. The
reduced transition temperature can be attributed to particle size not just as a result of
surface free energy considerations but also in terms of energy dissipation facilitated by
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twin variants that span the width of the nanowires and that are also engendered as a result
of dimensional confinement. Interestingly, rather than the expected Martensitic, athermal,
transformation, our nanorod underwent a typical nucleation and growth process, to
transform from monoclinic to tetragonal hafnia, suggesting that at sufficiently small
crystal sizes it may be possible to stabilize phases via kinetic trapping, that in the bulk
may not be possible to quench. On slow cooling the crystal reduces to hafnium metal –
likely its thermodynamically stable ground state, due to small crystal size and low oxygen
pressure. The profound fundamental dependence of the phase diagram of this simple
binary material upon crystallite size, illustrated by our real-time atomistic study, has wide
implications for devising mechanism-informed means for the study and prediction of
nanomaterial stability and for the stabilization of metastable structure that are
inaccessible in the bulk.

Copyright © Bethany Marie Hudak 2016
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CHAPTER 6: Conclusions
The capabilities of transmission electron microscopes extend beyond high-resolution
imaging, allowing for atom-by-atom structural and chemical analysis. These capabilities,
in combination with in situ heating, position TEM as an instrument uniquely qualified for
addressing fundamental materials chemistry questions. Three crystal systems were
presented in this dissertation –thermoelectric skutterudite materials, vapor-liquid-solid
grown nanowires, and hafnium dioxide nanorods – and in each case high-resolution
and/or in situ heating in the TEM revealed interesting and previously unknown
information about the system.
Using atomic resolution TEM imaging of skutterudite crystals, information about
“caged” atom filling can be directly measured. Local distortions caused by the dopant
atoms, which have remained unseen through bulk techniques like XRD, can also be
studied through high-resolution TEM. In situ heating on these materials is also useful for
determining structure change under operating conditions, so that features that may lead to
enhanced properties or device failure can be better understood. The SLV dissolution of
VLS-grown nanowires had not been previously reported. Through in situ heating of these
nanowires we have developed a unique platform to study features relevant to VLS
growth. Using atomic resolution imaging and in situ heating in the TEM, the
transformation of a single hafnia nanorod from monoclinic to tetragonal to hafnium metal
was directly observed. This revealed that the size confinement of the nanorods and the
multiple twin boundaries along the nanorod contribute to altering the both the kinetics
and thermodynamics of the phase transformation, ultimately reducing the transformation
temperature by more than 1000 °C and inhibiting transformation of the nanorod back to
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the monoclinic phase. The research described here demonstrates how the TEM can be
used to effectively study solid-state chemistry systems to investigate phenomena that
would otherwise go unseen through conventional bulk analytical techniques.
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