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Theoretical studies of the plasmoid instability generally assume that the reconnecting magnetic fields are
symmetric. We relax this assumption by performing two-dimensional resistive magnetohydrodynamic sim-
ulations of the plasmoid instability during asymmetric inflow magnetic reconnection. Magnetic asymmetry
modifies the onset, scaling, and dynamics of this instability. Magnetic islands develop preferentially into
the weak magnetic field upstream region. Outflow jets from individual X-points impact plasmoids obliquely
rather than directly as in the symmetric case. Consequently, deposition of momentum by the outflow jets
into the plasmoids is less efficient, the plasmoids develop net vorticity, and shear flow slows down secondary
merging between islands. Secondary merging events have asymmetry along both the inflow and outflow di-
rections. Downstream plasma is more turbulent in cases with magnetic asymmetry because islands are able
to roll around each other after exiting the current sheet. As in the symmetric case, plasmoid formation
facilitates faster reconnection for at least small and moderate magnetic asymmetries. However, when the
upstream magnetic field strengths differ by a factor of four, the reconnection rate plateaus at a lower value
than expected from scaling the symmetric results. We perform a parameter study to investigate the onset of
the plasmoid instability as a function of magnetic asymmetry and domain size. There exist domain sizes for
which symmetric simulations are stable but asymmetric simulations are unstable, suggesting that moderate
magnetic asymmetry is somewhat destabilizing. We discuss the implications for plasmoid and flux rope for-
mation in solar eruptions, laboratory reconnection experiments, and space plasmas. The differences between
symmetric and asymmetric simulations provide some hints regarding the nature of the three-dimensional
plasmoid instability.
I. INTRODUCTION
The Sweet-Parker model of magnetic reconnection1
predicts the formation of very high aspect ratio current
sheets in solar and astrophysical plasmas. However, these
high Lundquist number current sheets are unstable to
the formation of plasmoids.2–15 This plasmoid instability
leads to significant departures from the classical view of
laminar, Sweet-Parker-like reconnection.
Like the tearing mode,16 the linear properties of the
plasmoid instability have been investigated analytically
by performing an asymptotic matching analysis over an
appropriate choice of equilibrium.2–6 The linear growth
rate scales as S1/4VA/L while the number of plasmoids
scales as S3/8. Here, VA is the upstream Alfve´n speed, L
is the half-length of the current sheet, η is the resistivity,
and S ≡ LVA/η is the Lundquist number. Numerical
tests have confirmed these growth rates and determined
the eigenmode structure.7,8 That the growth rate scales
as the Lundquist number to a positive exponent is sig-
nificant: Sweet-Parker-like reconnection layers become
more unstable with increasing Lundquist number. The
positive exponent occurs in part because the thickness
of Sweet-Parker current sheets scales as δ ∼ S−1/2. In
a)Electronic mail: namurphy@cfa.harvard.edu
contrast, the growth rate of the tearing instability scales
as S−3/5 for the constant-ψ regime and S−1/3 for the
nonconstant-ψ regime in slab geometry.17 In Hall MHD,
the linear growth rate is enhanced when the ion inertial
length exceeds the resistive skin depth.3 In three dimen-
sions, oblique modes of the plasmoid instability may de-
velop when a guide field is present because the locations
of rational surfaces are not always the surface where the
reconnecting component of the magnetic field reverses.4
Plasmoid formation has been shown to onset when the
Lundquist number of a current sheet exceeds a critical
value, Sc.
6,8,10,14,18–20 The most commonly quoted value
for the critical Lundquist number is Sc ∼ 104, but there
is considerable variation in the values found for Sc. Bhat-
tacharjee et al.6 and Huang et al.8 find that Sc is around
3×104 or 4×104, while Shen and coauthors14 determine
that Sc ≈ 900 for a different configuration. Ni et al.10
find that the onset criterion depends on the upstream
plasma β, denoted β0. They find that Sc is between 2000
and 3000 for β0 = 0.2, but this increases to between 8000
and 1× 104 for β0 = 50. They use isothermal initial con-
ditions for most of their simulations, but find that many
of the differences are reduced when uniform density ini-
tial conditions are used instead. The range in values for
Sc indicates that the onset of the plasmoid instability is
not just a function of the Lundquist number, but also de-
pends on the configuration of the problem and the basic
plasma parameters. The value (or range in values) for Sc
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2is important because statistical models of plasmoids20–23
often assume that individual plasmoids are separated by
marginally stable current sheets.
The nonlinear evolution of the plasmoid instability
has been investigated by several groups.6–15 Surprisingly,
two-dimensional, symmetric resistive MHD simulations
have shown that the dimensionless reconnection rate lev-
els off at ∼0.01 for S >∼ Sc.6,8 Reconnection is therefore
fast (i.e., independent of the Lundquist number). Recon-
nection rates in solar flares typically range from ∼0.001
to ∼0.1,24 and it has been argued that the role of the
plasmoid instability is to trigger collisionless reconnec-
tion to allow reconnection rates closer to 0.1.9,12
Most simulations of the plasmoid instability assume
symmetric inflow. This approach reduces computing
time because high resolution is required only near the
symmetry axis and only half of the domain needs to
be evolved in time. This simplifies the analysis because
magnetic and velocity nulls located along the symmetry
axis are easy to find. However, the reconnection pro-
cess will in general have some asymmetry. Asymmetric
inflow reconnection occurs when the upstream magnetic
field strengths and/or densities differ.25–38 Such condi-
tions occur at Earth’s dayside magnetopause39,40 and
magnetotail,41 during turbulence,42 in laboratory plasma
experiments,43–46 and in the solar atmosphere.47–50 Re-
connection can also have asymmetric outflow,50–53 as well
as three-dimensional asymmetries.54
In this paper, we perform and analyze two-dimensional
resistive MHD simulations of the plasmoid instability
during asymmetric inflow magnetic reconnection. In Sec-
tion II, we describe the numerical method and problem
setup. In Section III, we present the simulation results
and compare the nonlinear evolution of this instability
during symmetric and asymmetric reconnection. In Sec-
tion IV, we discuss how the onset criterion for this insta-
bility varies with asymmetry. Section V contains a dis-
cussion of the observational consequences of these simu-
lations for the solar atmosphere, laboratory plasmas, and
the magnetosphere. Section VI contains our discussion
and conclusions.
II. NUMERICAL METHOD AND PROBLEM SETUP
The NIMROD code55,56 solves the equations of ex-
tended MHD using a finite element representation for two
dimensions and a finite Fourier series expansion for the
third dimension. In dimensionless form, the equations
solved for the two-dimensional simulations reported in
this paper are
∂ρ
∂t
+∇ · (ρV) = ∇ ·D∇ρ, (1)
∂B
∂t
= −∇× (ηJ−V ×B) , (2)
J = ∇×B, (3)
ρ
(
∂V
∂t
+V · ∇V
)
= J×B−∇p+∇ · ρν∇V, (4)
ρ
γ − 1
(
∂T
∂t
+V · ∇T
)
= −p
2
∇ ·V −∇ · q+Q, (5)
where the variables are given by: B, magnetic field; V,
bulk plasma velocity; J, current density; ρ, plasma den-
sity; p, plasma pressure; T , temperature; ν, kinematic
viscosity; D, an artificial density diffusivity; and γ = 5/3,
the ratio of specific heats. The heat source term includes
Ohmic and viscous heating,
Q = ηJ2 + νρ∇VT :∇V. (6)
The heat flux vector is given by
q = −ρ
[
χ‖bˆbˆ+ χ⊥
(
I− bˆbˆ
)]
· ∇T, (7)
where bˆ is a unit vector in the direction of the magnetic
field. The parallel and perpendicular thermal diffusivities
are given by χ‖ and χ⊥, respectively. The diffusivities are
uniform and given by η = 10−3, ν = 2×10−3, D = 10−3,
χ‖ = 10−2, and χ⊥ = 5 × 10−4. The normalizations
are identical to those presented in Refs. 50 and 51. Di-
vergence cleaning is used to prevent the accumulation of
divergence error.55
The initial conditions consist of a perturbed asym-
metric Harris sheet with uniform density and no guide
field.32,50 We define xˆ as the outflow direction, yˆ as the
out-of-plane direction, and zˆ as the inflow direction. The
initial equilibrium is given by
Bx0(z) = BR0
 tanh
(
z
δ0
− b
)
+ b
1 + b
 , (8)
p(z) =
1
2
(
1−B2x
)
+ βR0
B2R0
2
, (9)
ρ(z) = 1 (10)
Here, b controls the asymmetry of the magnetic field, δ0
is the initial thickness of the current sheet, and βR0 ≡
pR0/
(
B2R0/2
)
. Throughout this paper, the subscripts ‘L’
and ‘R’ correspond to the asymptotic initial amplitudes
of fields for z < 0 and z > 0, respectively, while the sub-
script ‘0’ corresponds to t = 0. The ratio of the asymp-
totic upstream magnetic fields is given by
R ≡ BL
BR
, (11)
where we use the conventions that BL, BR > 0 and BL ≤
BR such that 0 < R ≤ 1. Because R is a function of
time, we compare simulations using R0 instead. We take
BR0 = 1 and βR0 = 1 for all simulations. Because BR0 is
kept constant and BL0 is decreased for asymmetric cases,
it is important to note that there is consequently less
magnetic flux and energy available during asymmetric
simulations. To maintain total pressure balance, plasma
3pressure is higher on the weak magnetic field side such
that pL0 > pR0 and βL0 > βR0 when R0 < 1.
Each simulation is seeded with initial magnetic pertur-
bations of the form
Bp(x, z) =
Nq∑
q=1
∇× (Aqyˆ) , (12)
where
Aq = −Bq∆ exp
[
−
(
x− xq
∆
)2
−
( z
∆
)2]
. (13)
Multiple perturbations are used so that the initial con-
ditions are not symmetric about x = 0. The simulations
presented in Section III have stronger secondary initial
perturbations than the simulations in Section IV.
The domain consists of mx by mz rectangular finite
elements along the outflow and inflow directions, respec-
tively. Sixth order finite elements are used for all simula-
tions. The size of the computational domain is given
by x ∈ [−xmax, xmax] and z ∈ [−zmax, zmax], where
xmax varies between simulations and zmax = 16 for
all simulations. We model four different initial asym-
metries: R0 ∈ {0.125, 0.25, 0.5, 1.0} (with R0 = 0.125
only considered in Section IV). For our largest simula-
tions with xmax = 150, we use (mx,mz) = (576, 32)
for R0 = 1, (mx,mz) = (336, 60) for R0 = 0.5, and
(mx,mz) = (306, 60) for R0 = 0.25. We use no-slip, con-
ducting wall boundaries for each upstream region. The
simulations are periodic along the outflow direction; con-
sequently, downstream pressure effects are likely to be
more important than in simulations with open outflow
boundary conditions.
During simulations withR0 = 1, significant mesh pack-
ing is required over a relatively small portion of the com-
putational domain. During simulations with R0 6= 1,
most X-points slowly drift into the strong field upstream
region.27,50 Consequently, high resolution along the in-
flow direction is required over a larger portion of the
domain. Relatively high resolution is required along the
outflow direction for all plasmoid unstable simulations so
that secondary reconnection associated with island merg-
ing can be sufficiently resolved. Insufficient resolution of-
ten yields spurious nulls as a result of numerical disper-
sion error (see also Ref. 57). The resolution requirements
along the outflow direction are most stringent for cases
with R0 = 1. Higher resolution is required in the weak
field upstream region than in the strong field upstream
region. When initializing these simulations, we chose to
increase resolution in the current sheet region to ensure
convergence rather than increasing zmax; consequently,
the late-time evolution of asymmetric simulations is im-
pacted somewhat by the conducting wall boundary on
the weak magnetic field side.
During the initial simulations performed for this study,
we used relatively large amplitude symmetric initial per-
turbations with a characteristic length scale compara-
ble to the size of the computational domain. Simula-
tions starting from these initial conditions showed plasma
sloshing back and forth along the inflow direction, sug-
gesting that there was a large-scale pressure imbalance
in our initial conditions. As an analogy, consider two re-
gions of antiparallel magnetic field that are initially in
total pressure equilibrium but have different magnetic
field amplitudes, B0 and R0B0 with 0 < R0 < 1. Then
suppose that the magnetic field strength in each region
is decreased by δB. The weak magnetic field region will
then have a total pressure that is (1−R0)B0δB greater
than the strong magnetic field side, resulting in a large-
scale force imbalance. We greatly reduced the sloshing
behavior by using localized, small amplitude initial per-
turbations.
For symmetric simulations, it is straightforward to
find magnetic and velocity nulls located on the symme-
try axis, z = 0. To determine the null positions, we
find neighboring grid points between which the signs of
Bz or Vx change and apply Brent’s method.
58 Brent’s
method combines the robustness of bisection and root
bracketing for ill-behaved functions while using inverse
quadratic interpolation which converges quickly for well-
behaved functions. The finite element basis functions are
used to interpolate between grid points. Magnetic nulls
are classified as X-type if ∂Bz∂x
∂Bx
∂z > 0 and O-type if
∂Bz
∂x
∂Bx
∂z < 0.
For asymmetric simulations and to find nulls not lo-
cated along the symmetry axis during symmetric simu-
lations, we combine several techniques to find magnetic
and velocity nulls. First, we search for grid cells with
changes in sign for both components of the vector field
while excluding cells along the conducting wall bound-
aries. Second, we use bilinear interpolation59 to provide
an initial approximation for the null position. We exclude
cases where the inferred location is outside the grid cell
boundary. Rarely, this step finds multiple nulls within
the same grid cell. While bilinear or trilinear interpo-
lation is highly appropriate for simulations with fields
defined only at discrete locations, higher order accuracy
can be obtained for NIMROD simulations by interpolat-
ing the finite element basis functions. Our third step
is to perform a few iterations of the method of steep-
est descent on the magnitude of the vector field. This
method is robust but converges slowly. Fourth, we use
Broyden’s method60 to converge on the null position. If
Broyden’s method does not converge, we alternate be-
tween the third and fourth steps until convergence is
achieved. To classify magnetic nulls, we define a matrix
M with elements Mij = ∂Bi/∂xj . The null is X-type if
detM < 0 and O-type if detM > 0.61
Finally, we define several quantities to facilitate our
analysis and comparisons between different simulations.
When investigating the scaling of asymmetric inflow re-
connection, Refs. 27 and 62 derived that the outflow ve-
locity scales as a hybrid Alfve´n speed that is a function
of the magnetic field strengths and densities in both up-
4stream regions,
VAh ≡
√
BLBR (BL +BR)
ρLBR + ρRBL
. (14)
This simplifies to VAh0 =
√
R0 when BR0 = 1 and ρ0 =
ρL0 = ρR0 = 1. This corresponds to VAh0 = 1 for R0 = 1,
VAh0 ≈ 0.71 for R0 = 0.5, VAh0 = 0.5 for R0 = 0.25, and
VAh0 ≈ 0.35 for R0 = 0.125. Throughout this paper, we
use the convention
L ≡ 2
3
xmax. (15)
to account for the current sheet not extending the entire
distance along the outflow direction. Using these quan-
tities, we define the hybrid Lundquist number to be50
Sh ≡ LVAh
η
. (16)
The reconnection rate for collisional asymmetric recon-
nection without plasmoids is predicted to be27
Epredict =
√
ηVAh
L
BLBR. (17)
Using our conventions that ρL0 = ρR0 = 1, R0 =
BL0/BR0, and BR0 = 1, we find that
Epredict,0 = R
3/4
0 η
1/2L−1/2. (18)
This expression is an exact result for our conventions and
our use of dimensionless parameters, but should not be
considered a general result.
To describe the dynamics of X-points and O-points,
we define xn = (xn, zn) as the position of a magnetic
null. The plasma flow velocity at the null is V(xn).
The time derivative of the null’s position is dxn/dt. In
resistive MHD, differences between V(xn) and dxn/dt
must be due to resistive diffusion of the magnetic field.
In general, V(x) 6= dxn/dt when asymmetry is present
and η > 0. For O-points, we have generally found that
V(xn) ≈ dxn/dt. For X-points, the difference can be a
non-negligible fraction of the nearby Alfve´n speed.50,51
During X-line retreat in resistive MHD, Ref. 51 has
shown that the physical mechanism behind this differ-
ence is resistive diffusion of the inflow component of the
magnetic field along the inflow direction.
III. SIMULATION RESULTS
In this section, we compare simulations of the plas-
moid instability during symmetric inflow reconnection
and asymmetric inflow reconnection.
A. Nonlinear Dynamics
During the plasmoid instability with symmetric inflow
(Fig. 1), the X-points and O-points within the current
sheet region are located along z = 0 because of sym-
metry. Some X-points and O-points develop away from
z = 0 in the downstream region away from the current
sheet. Within the current sheet, the outflow jets impact
each island directly so that momentum from the jets is
transported efficiently into the islands. The islands do
not develop net vorticity [Fig. 1(g)]. The quadrupole
structure in Vz around large islands corresponds to up-
stream plasma being temporarily pushed out of the way
as the island moves along with the reconnection outflow;
this also corresponds to reverse flow in Vx in the upstream
region as plasma flows back to fill the area behind the
moving island. The flow patterns in the outflow region
show some degree of order because of the assumption
of symmetry, and thus are not best described as being
turbulent [Figs. 1(e) and 1(f); cf. Ref. 15]. There exist
several flow stagnation points (in the simulation refer-
ence frame) along z = 0 as well as symmetrically in both
upstream regions. Often, flow stagnation points along
the symmetry axis are located between an X-point and
a more central maximum in plasma pressure. This oc-
curs because flow stagnation points preferentially occur
where pressure gradient and tension forces cancel.51,52
Individual X-points are often located in proximity to a
neighboring magnetic island so that the small-scale re-
connection has asymmetric outflow. The plasma flow ve-
locity at each individual X-point differs somewhat from
the velocity of each X-point [V(xn) 6= dxn/dt] such that
there is net plasma flow across each X-point.51
There exist many qualitative differences between the
symmetric and asymmetric plasmoid instability (Fig. 2).
In contrast to the symmetric case, the positions along
the inflow direction of the X-points and O-points in the
current sheet are not constrained to z = 0. The X-
points generally drift slowly into the strong field up-
stream region.27,50 In general, the X-points closer to
x = 0 are displaced more into the strong field upstream
region than X-points in the periphery. When islands
merge with each other or the large island downstream
of the reconnection region, X-points sometimes end up
being displaced into the weak field upstream region. Be-
cause of field line rigidity, very little happens in the
strong field upstream region.
The most apparent feature of the plasmoid instability
during asymmetric inflow reconnection is that the plas-
moids develop preferentially into the weak field upstream
region [Fig. 2(a)]. The effect has been noted in prior
simulations of asymmetric inflow reconnection without
secondary island formation.26,27,33,50 Reconnection out-
flow jets therefore impact islands obliquely rather than
directly. This has two main consequences for the struc-
ture and dynamics of individual plasmoids. First, the
islands develop net vorticity as seen in Fig. 2(g). This ef-
fect has been observed in prior simulations of line-tied
5FIG. 1. Simulation of the plasmoid instability with symmetric inflow (R0 = 1) at t = 324. Shown are contours of the (a)
magnetic flux; (b) out-of-plane current density, Jy; (c) plasma density, ρ; (d) plasma pressure, p; (e) the outflow component of
velocity, Vx; (f) the inflow component of velocity, Vz; and (g) the vorticity, ωy. X-points are denoted by ‘×’ and O-points are
denoted by ‘◦’. The green dots in panels (e) and (f) represent flow stagnation points.
6FIG. 2. Simulation of the plasmoid instability with asymmetric inflow (R0 = 0.25) at t = 731. Shown are contours of the (a)
magnetic flux; (b) out-of-plane current density, Jy; (c) plasma density, ρ; (d) plasma pressure, p; (e) the outflow component of
velocity, Vx; (f) the inflow component of velocity, Vz; and (g) the vorticity, ωy. X-points are denoted by ‘×’ and O-points are
denoted by ‘◦’. The green dots in panels (e) and (f) represent flow stagnation points.
7asymmetric reconnection.50 Second, momentum trans-
port from the reconnection outflow jets into the islands
is less efficient. The reconnection outflow is able to par-
tially bypass the islands. Consequently, the islands that
form during asymmetric inflow reconnection have slower
velocities relative to VAh0. For the largest cases with
xmax = 150, islands propagate at velocities of <∼ 0.5VA0
for R0 = 1 and at velocities of <∼ 0.3VAh0 for R0 = 0.25.
Islands that develop in asymmetric simulations therefore
remain in the current sheet for significantly longer.
Secondary merging events occur during both symmet-
ric and asymmetric simulations when two islands recon-
nect with each other to form a single island. The flux con-
tained in the resulting island equals the greater of the two
initial fluxes.23 An example of secondary merging dur-
ing a symmetric simulation is the X-point at x = −14.5
between two neighboring magnetic islands in Figure 1
(see also the X-point at x = 73.1 for an earlier stage of
secondary merging). During symmetric simulations, the
outflow from secondary reconnection events is symmet-
ric, but the inflow is generally asymmetric because merg-
ing islands typically have different sizes. The secondary
outflow jets are impeded symmetrically by the upstream
magnetic field. Prior scaling studies show that symmetric
obstructions reduce the reconnection rate much more ef-
fectively than when only one outflow jet is obstructed.52
However, because there is no freedom for plasmoids to
roll around each other, secondary reconnection is able to
be more effective.
During simulations with R0 6= 1, the reconnection pro-
cess has asymmetry along both the inflow and outflow
directions. An instance of secondary merging late in the
simulation with xmax = 150 and R0 = 0.25 is shown
in Fig. 3. The characteristic magnetic field strength is
0.1 in the island, which corresponds to a local upstream
Alfve´n speed of 0.1 given that ρ ≈ 1. At this time,
xn = (−38.40,−1.62), V(xn) = (−0.100,−0.018), and
dxn/dt = (−0.098,−0.040); this indicates that the net
plasma flow across the X-point along the z direction is
∼0.22 of the local upstream Alfve´n speed. The tilting
of the current sheet occurs because the island below is
larger than the island above.
The most important feature of this secondary recon-
nection is the flow pattern shown in Fig. 3(a) in the ref-
erence frame of the moving X-point. The characteris-
tic inflow/outflow pattern typically associated with two-
dimensional resistive reconnection is absent. In contrast,
the flow pattern in the current sheet region is dominated
by shear flow associated with the vorticity in the islands.
The magnitude of the shear flow is comparable to the lo-
cal upstream Alfve´n speed (rather than the hybrid Alfve´n
speed), which has been shown to suppress and slow down
the reconnection process.63 The merging process began
around t ≈ 765 [when the X-point between these two is-
lands first had Jy(xn) < 0] and was not quite complete by
the end of the simulation at t = 1021. This velocity shear
does not occur during secondary merging in symmetric
simulations because those islands lack net vorticity.
FIG. 3. Secondary merging between two plasmoids at t =
818 for R0 = 0.25 and xmax = 150. Shown are (a) magnetic
flux contours and velocity vectors in the frame of the moving
X-point, V−dxn/dt, and (b) out-of-plane current density, Jy.
The local flow pattern is dominated by shear flow associated
with island vorticity. The longest vector corresponds to a
velocity of 0.17 while the characteristic Alfve´n speed in the
islands is ∼0.1. The X-point is denoted by ‘×’.
B. Reconnection Rate
A key result from two-dimensional resistive MHD sim-
ulations of the symmetric plasmoid instability is that the
reconnection rate becomes insensitive to the Lundquist
number for S > Sc. We now investigate how the recon-
nection rate is impacted by magnetic asymmetry during
the plasmoid instability.
We define the reconnection rate, Ey,max, to be the
maximum out-of-plane electric field among all X-points
within the current sheet, −L ≤ x ≤ L. This directly rep-
resents the amount of flux being reconnected at the most
active X-point. An alternative method used for symmet-
ric simulations is to compare the inflow velocity to the
outflow velocity; however, this results in some ambiguity
for asymmetric inflow simulations because X-points drift
at different velocities along the inflow direction, and the
inflow velocities differ in each upstream region.
Fig. 4 shows the reconnection rate over time for sim-
ulations with different magnetic asymmetries, R0 ∈
{0.25, 0.5, 1.0}, and different domain sizes, xmax ∈
{9.375, 18.75, 37.5, 75, 150}. Plasmoids develop for all
simulations with xmax ≥ 37.5, but do not develop or
are not important for simulations with xmax ≤ 18.75. At
8FIG. 4. The reconnection rate as a function of time for simu-
lations with different asymmetries and domain sizes. The re-
connection rate is given by the maximum out-of-plane electric
field among all of the X-points in a simulation. The horizontal
line segments indicate the reconnection rate predicted by Eq.
18. The predictions for xmax = 9.375 are not shown, but are
factors of
√
2 greater than the predictions for xmax = 18.75.
t = 0, Ey,max is large because the initial current sheet is
thin, so we concentrate our analysis on t >∼ 75/VAh0 after
reconnection develops.
We use two strategies to compare the reconnection
rates between different simulations. The first strategy is
to compare small and large simulations directly, without
considering predicted values for the reconnection rate.
Nominally, the effects not included in theoretical models
such as viscosity, thermal conduction, and downstream
pressure will have similar consequences in each simula-
tion. The second strategy is to compare Ey,max with the
predicted value given by Eq. 18. This method allows us
to determine the extent to which additional factors are
responsible for slowing down the reconnection rate.
In symmetric simulations [Fig. 4(a)], the peak recon-
nection rate is only weakly sensitive to changes in the
domain size (and therefore Lundquist number). The
peak reconnection rate for xmax = 9.375 is compara-
ble to the peak reconnection rate for xmax = 150. For
cases without plasmoids, Eq. 18 overpredicts the recon-
nection rate. This indicates that effects not included in
the derivation of this equation slow down reconnection.
Overall, this result corroborates the reconnection rate en-
hancement due to the plasmoid instability found in pre-
vious works.6,8,14,20 The reconnection rate levels off at
Ey,max ∼ 0.008.
For R0 = 0.5 [Fig. 4(b)], the results are qualitatively
similar to R0 = 1. The peak reconnection rates are
comparable among most simulations. The exception is
xmax = 18.75 which has a slower reconnection rate than
the rest of the simulations. The plasmoid instability con-
tinues to show enhancement of the reconnection rate for
this asymmetry. The reconnection rate levels off between
about 0.004 and 0.005, which is consistent with what one
would expect from the symmetric results and the scaling
for our simulation setup that Ey,max ∝ R3/40 .
There are some qualitative differences for R0 = 0.25
[Fig. 4(c)]. The peak reconnection rates for the cases
without plasmoids are higher than the cases with plas-
moids. However, the reconnection rates for the three
cases with plasmoids are comparable, indicating that the
reconnection rate is leveling off as the domain size is in-
creased. Therefore, we conclude that there remains en-
hancement of the reconnection rate due to the plasmoid
instability. However, when we compare to the predicted
values from Eq. 18, the reconnection rates from the sim-
ulation are generally much lower. For the largest two
domain sizes, the prediction becomes comparable to the
simulation results. The reconnection rate levels off at
Ey,max between about 0.0012 and 0.0015, compared to
the value of 0.0028 expected from scaling the symmetric
case.
Overall, we conclude that the reconnection rate is still
enhanced due to the plasmoid instability at least for
asymmetries of 0.25 <∼ R0 ≤ 1. However, for R0 = 0.25,
the reconnection rate levels off at a lower value than
would be inferred from the symmetric results. For low to
moderate asymmetries, the enhancement in the recon-
nection rate is comparable to what would be expected
from scaling the symmetric case.
IV. ONSET OF INSTABILITY
In this section, we perform a grid of nonlinear simu-
lations with different domain sizes and magnetic asym-
9FIG. 5. Results from a parameter study to test the de-
pendence of the initial magnetic asymmetry ratio, R0 ∈
{0.125, 0.25, 0.50, 1.00}, and the half-size of the computa-
tional domain along the outflow direction, xmax, on the on-
set of the plasmoid instability. Simulations are classified as
unstable if new X-points form in the current sheet before
t = 5xmax/VAh0. Blue triangles indicate instability, while
red diamonds indicate stability. The gray dotted lines are
contours of constant initial hybrid Lundquist number, Sh0.
metries to investigate the onset criterion of the plasmoid
instability during symmetric and asymmetric inflow mag-
netic reconnection. We vary the initial magnetic asym-
metry, R0, and the size of the computational domain
along the outflow direction, xmax. We place a single per-
turbation at the origin, and a much smaller perturbation
off to one side to allow outflow asymmetry. Simulations
are classified as unstable if new X-points appear in the
current sheet region before t = 5xmax/VAh0. If no new X-
points form, then the simulations are classified as stable.
For a given asymmetry, the smallest unstable simulation
typically yields only short-lived islands that exit the cur-
rent sheet and merge with the main outflow island soon
after formation. The results of this parameter study are
shown in Fig. 5.
For symmetric cases, we find the critical Lundquist
number to be Sc ≈ 1.6 × 104. This is somewhat smaller
than the Huang et al.8 value of Sc ∼ 4 × 104, compa-
rable to Loureiro et al.20 value of Sc ∼ 1.2 × 104, and
larger than the values reported by Ni et al.10 and Shen
et al.14 The differences between these values occur in part
because the onset criterion depends on the configuration
and plasma parameters as well as the Lundquist number.
For asymmetric cases, we initially hypothesized that
plasmoids form when the hybrid Lundquist number ex-
ceeds a critical value, Sch, which is a constant and not
a function of asymmetry. This hypothesis predicts sys-
tem sizes for which the symmetric case is unstable and
asymmetric cases are stable, and that the demarcation
between stable and unstable configurations are aligned
with a contour of constant Sh0. However, Fig. 5 indi-
cates that this hypothesis is incorrect.
Figure 5 shows that plasmoids form for smaller do-
main sizes when there is a moderate magnetic asym-
metry, R0 ∈ {0.25, 0.5}, than when there is symmetry,
R0 = 1. For R0 = 1.0, 0.5, 0.25, and 0.125, the smallest
unstable domain sizes are xmax = 26.52, 22.30, 18.75, and
26.52, respectively. In contrast to our hypothesis, mod-
erate magnetic asymmetry is somewhat destabilizing for
the plasmoid instability.
Anomalously, the simulation with R0 = 0.125 and
xmax = 37.5 does not show plasmoid formation out
to t = 7xmax/VAh0 despite new X-lines forming in a
smaller simulation with xmax = 26.52. New X-lines do
appear for xmax = 53.03. When the simulations with
R0 = 0.125 were repeated with different initial perturba-
tions, none of them showed evidence for plasmoid forma-
tion for xmax ≤ 37.5. These results suggest that strong
magnetic asymmetry (R0 <∼ 0.125) is stabilizing.
We now consider possibilities for why moderate mag-
netic asymmetry cases show plasmoid formation for
shorter domain sizes than symmetric cases. Our first hy-
pothesis was that there was simply inadequate time for
plasmoids in the symmetric case to form. To test this, we
ran the largest stable symmetric simulation (with R0 = 1
and xmax = 22.30) twice as long. No new X-points de-
veloped in the extended run of this simulation, so this
hypothesis is not supported. Our second hypothesis was
that the difference in the flow properties led to the differ-
ence in the onset domain size. This could be caused by
either the outflow being slower such that there is more
time for instabilities to develop, or that there will be less
shear flow stabilization for cases with slower outflow. We
test this hypothesis by repeating the largest stable and
smallest unstable simulations for different asymmetries
with Pm = 0.5 and Pm = 8 instead of Pm = 2 (where
Pm = ν/η is the magnetic Prandtl number). In contrast
to the prediction of this hypothesis, higher viscosity leads
to larger domain sizes becoming stable. This hypothesis
is not supported; however, an important caveat is that
changing the viscosity affects the structure of the diffu-
sion region as well as slowing down the outflow. The
results do not rule out an alternative hypothesis that the
development of the instability is correlated with inter-
mittency in the flow.
The results from this parameter study do not explain
why simulations with moderate asymmetry are unstable
for smaller domain sizes than symmetric cases, or why
strongly asymmetric simulations are more stable. Some
insight may be gained by performing a linear stability
analysis for the plasmoid instability during asymmetric
inflow reconnection, including an asymptotic matching
analysis and linear simulations,2,5,16,64 to see how the
growth rate and eigenmode structure are modified by
magnetic asymmetry.
V. OBSERVATIONAL CONSEQUENCES
In this section, we make observational predictions for
the behavior of plasmoids in solar, laboratory, and space
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plasmas during asymmetric inflow reconnection. Differ-
ences between simulation and observation will provide
key insights into the roles of important effects not in-
cluded in the simulations, such as collisionless effects and
three-dimensional effects.
A. Solar Atmosphere
The standard model of solar eruptions predicts the for-
mation of an elongated current sheet in the wake behind
the rising flux rope.65 While unambiguous identification
of these structures is difficult without magnetic field in-
formation, several features classified as current sheets
have been observed in the solar corona.66,67 These current
sheets necessarily have asymmetric outflow and may have
asymmetric inflow.49,50 Large blobs are frequently ob-
served during these events66 which have been interpreted
to be the result of a tearing or plasmoid instability.68
‘Monster plasmoids’ such as those predicted by Ref. 21
are the most likely features to be observed.
In principle, an offset of blobs toward the weak field
upstream region could be seen with instruments such as
the Atmospheric Imaging Assembly (AIA) on the Solar
Dynamics Observatory, the X-Ray Telescope on Hinode,
and the Large Angle and Spectrometric Coronagraph
(LASCO) on the Solar and Heliospheric Observatory.
However, if the current sheet is observed at a small an-
gle with respect to the line of sight, then blobs that are
physically offset might not show an apparent offset due
to projection effects. Constraints on the overall geom-
etry are therefore vital. High-resolution, high-cadence
observations by AIA have been used to investigate vor-
ticity in current sheet features at low heights,69 and it
may be possible to find evidence for vorticity in current
sheet blobs. However, the time cadence of LASCO ob-
servations is too slow to observe vorticity on the scales
of individual blobs.
Asymmetric reconnection also occurs during solar
jets,48 which happen when newly emerged flux reconnects
with pre-existing, overlying flux.70 The pre-existing flux
is usually weaker, so our simulations predict plasmoid de-
velopment preferentially into that region as well as the
associated vortical motions. However, the spatial and
temporal resolution requirements to observe small-scale
structure and vortical motions during jet reconnection
are likely beyond the capabilities of current instrumenta-
tion.
B. Laboratory Experiments
The current generation of dedicated laboratory experi-
ments on magnetic reconnection are stable or marginally
stable against the formation of multiple plasmoids or flux
ropes.71 There is hope that the next generation of recon-
nection experiments will have S > Sc to allow the plas-
moid instability to be investigated in the laboratory. If
the geometry is toroidal or cylindrical, then the recon-
nection process will necessarily have asymmetric inflow
unless the radius is very large. In the Magnetic Recon-
nection Experiment (MRX), reconnection is driven by
ramping up or down currents carried within toroidal flux
cores. During the ‘pull’ mode of operation (see Fig. 5
of Ref. 43), the low radius side of the current sheet has
stronger magnetic field than the high radius upstream re-
gion, and the current sheet gradually drifts toward lower
radii.44,72,73
It is therefore likely that the effects discussed in this
paper will play some role in the dynamics of the plasmoid
instability in future experiments. The asymmetry is not
expected to be large, so the effects are not likely to be as
pronounced as in the simulations. For future experiments
with configurations similar to MRX but with S > Sc, our
simulations predict the development of flux ropes prefer-
entially into the high radius upstream region and and
the development of net vorticity. The current sheet is
expected to drift toward lower radii where the magnetic
field is stronger. Secondary reconnection is expected to
be less efficient than predicted by two-dimensional, sym-
metric simulations because of the freedom of flux ropes
to roll around each other, especially in the downstream
region. However, these predictions are likely to be mod-
ified due to cylindrical geometry effects not included in
our paper. Simulations of the plasmoid instability in an
experimental geometry will allow direct comparisons to
be made (see also Refs. 44, 73–75).
C. Space Plasmas
Plasmoids and flux ropes are frequently observed in
situ during reconnection events in planetary magneto-
spheres and the solar wind. Reconnection events at the
dayside magnetopause and its flanks have asymmetric
inflow.39,76 In contrast to our two-dimensional resistive
MHD simulations with an antiparallel magnetic field con-
figuration, reconnection in near-Earth space plasmas is
in the collisionless regime.41,77,78 There is often a guide
field, and shear flow effects are often important for day-
side reconnection.25 There is also density asymmetry
along with magnetic asymmetry.
For these reasons, we anticipate that there will be sig-
nificant qualitative differences between our simulations
and in situ observations of asymmetric reconnection at
the dayside magnetopause. Nevertheless, some of the
macroscopic features of our simulations may remain ap-
plicable during collisionless asymmetric inflow reconnec-
tion. Island development into the weak field upstream
region is in principal observable; pragmatically, this will
be difficult to diagnose because of the limited number
of spacecraft taking measurements. More promising are
measurements of vorticity in secondary flux ropes formed
by reconnection (see Ref. 76 and references therein), but
care will be needed to distinguish these features from
Kelvin-Helmholtz vortices. To allow more direct com-
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parisons to in situ observations, it will be important to
extend recently performed two-fluid,28,29 hybrid,37 and
fully kinetic30,33,34,36–38 simulations of asymmetric inflow
reconnection to investigate the dynamics of secondary is-
lands and flux ropes.
VI. DISCUSSION
In this paper, we perform resistive MHD simulations
of the plasmoid instability during magnetic reconnection
with asymmetric upstream magnetic fields. This is in
contrast to most studies of the plasmoid instability which
assume that the reconnection process is symmetric. Re-
laxing the assumption of symmetric inflow leads to qual-
itatively different results.
During symmetric simulations, the X-points and O-
points within the current sheet region are located along
the symmetry axis so that momentum from the outflow
jets is efficiently transported into the islands. Secondary
islands within the current sheet do not develop net vortic-
ity and are advected quickly out of the current sheet. Sec-
ondary reconnection events associated with island merg-
ing have symmetric outflow but asymmetric inflow. In
the downstream region, some X-points and O-points are
located away from the symmetry axis. Because of the
assumption of symmetry, the flow pattern in the down-
stream region is structured and therefore not best de-
scribed as being turbulent.
During asymmetric simulations, the locations of the
X-points and O-points are offset from each other along
the inflow direction. There is generally slow drifting of
the current sheet into the strong field upstream region.
X-points near the center of the sheet are displaced fur-
ther into the strong field upstream region than X-points
near the current sheet exits. Not much happens in the
strong field upstream region because of field line rigid-
ity. Islands develop preferentially into the weak field up-
stream region. Consequently, outflow jets impact the is-
lands obliquely rather than directly so that net vorticity
develops and momentum transport into the islands is less
efficient. During secondary reconnection, shear flow as-
sociated with vorticity in the merging islands slows down
reconnection. The downstream regions develop a compli-
cated flow structure indicative of turbulence, with islands
able to roll around each other as well as merge.
We compare the reconnection rate enhancement be-
tween symmetric and asymmetric cases. During high
Lundquist number symmetric simulations, the reconnec-
tion rate is enhanced above the value predicted from the
Sweet-Parker model. This is consistent with previous
work.6,8,14,20 During simulations with a magnetic asym-
metry of R0 = 0.5, the reconnection rate enhancement
is comparable to what is expected from scaling the sym-
metric simulations. For stronger asymmetry (R0 = 0.25),
the reconnection rate is still enhanced by the presence of
plasmoids in the current sheet, but to less of a degree
than for R0 ∈ {0.5, 1.0}. Scaling from the symmetric
simulations to R0 = 0.25 cases overpredicts the recon-
nection rate.
We perform an onset study of the plasmoid instabil-
ity for both symmetric and asymmetric inflow reconnec-
tion. For the symmetric case, we find that the criti-
cal Lundquist number for the onset of the instability is
Sc ≈ 1.6× 104. This is consistent with the canonical re-
sult that onset occurs when the Lundquist number is of
order 104. Interestingly, we find that there exist domain
sizes for which the symmetric case is stable but moder-
ate asymmetry cases (e.g., R0 ∈ {0.25, 0.5}) are unstable.
This suggests that moderate asymmetry has a destabi-
lizing influence on the formation of plasmoids. How-
ever, our results indicate that strong asymmetry (e.g.,
R0 <∼ 0.125) has a stabilizing influence.
We predict observational consequences for the asym-
metric plasmoid instability in the solar atmosphere, lab-
oratory experiments, and space plasmas. The most likely
characteristics to be observed are the development of
islands preferentially into the weak field upstream re-
gion and vorticity in the plasmoids. In the solar atmo-
sphere, high spatial and temporal resolution will be re-
quired and projection effects will make interpretation dif-
ficult. Future laboratory experiments may naturally have
asymmetric inflow due to cylindrical geometry effects, al-
though the asymmetry may be relatively modest. In situ
observations of flux ropes formed during asymmetric in-
flow reconnection at Earth’s dayside magnetopause pro-
vide an opportunity to test predictions based on vorticity
of secondary islands; however, collisionless effects not in-
cluded in our simulations are expected to be important.
For all of these situations, discrepancies between simula-
tions and observations will provide insight into the roles
of three-dimensional and collisionless effects.
Our simulations of the plasmoid instability during
asymmetric inflow reconnection hint at the nature of this
instability in three dimensions. In particular, outflow jets
from individual, small-scale reconnection sites are more
likely to impact flux ropes obliquely rather than directly.
This may cause momentum transport from the jets into
the flux ropes to be less efficient and vorticity in the flux
ropes to develop. Vorticity in flux ropes may lead to
shear flow stabilization when flux ropes merge. Conse-
quently, secondary merging of flux ropes formed by the
plasmoid instability should not necessarily be assumed to
be efficient (see also Ref. 79). As in the downstream re-
gion of our asymmetric simulations, flux ropes will likely
have additional freedom to roll around each other while
merging or instead of merging. However, further study
of the three-dimensional plasmoid instability will be re-
quired before solid conclusions can be drawn.
There remain several open questions and promising
areas of future work regarding the plasmoid instability
during both symmetric and asymmetric inflow magnetic
reconnection. Thus far, no analytical theory exists that
describes the linear properties of the plasmoid instabil-
ity during asymmetric inflow reconnection; however, the
effects of asymmetry on the tearing mode have been
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investigated.64 The role of collisionless effects and the
transition to collisionless reconnection have been investi-
gated for the symmetric plasmoid instability9,12 but not
for the asymmetric case. The role of three-dimensional
effects during the plasmoid instability requires further
study. Additional investigation of the role of a guide field
will provide more insight into real situations, especially
for three-dimensional and fully kinetic simulations. Sta-
tistical models of magnetic islands in current sheets20–23
will need to be extended in order to incorporate asym-
metry and three-dimensional effects.
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