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a b s t r a c t
The process algebra for hybrid systems of Bergstra and Middelburg (2005) [6], called
ACP srths , is a well-known formalism for the specification of hybrid systems (i.e. systems in
which discrete and continuous behavior both play a role). Recently, a number of errors
have been found in it. Most importantly, the semantics chosen in [6] is such that the
alternative composition (+) is not associative, and also the axiom of time-determinism
(SRT3), together with some other axioms related to choice are violated. In this paper, we
make a start in repairing ACP srths , by studying the most basic sub-algebra of ACP
srt
hs for which
the time-determinism axiom fails: the Basic Process Algebrawith Standard Relative Timing
and Non-existence (BPAsrt⊥ ). We repair BPA
srt
⊥ in two different ways: by adapting the axioms
to the semantics, and by adapting the semantics to the axioms. Furthermore, we extend
these two solutions to (two versions of) the basic process algebra for hybrid systems BPAsrths .
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
A hybrid system is one that deals with discrete as well as continuous changes in the values of model variables. A typical
example is an embedded system where a digital micro-controller controls a physical environment. With the increasing use
of embedded systems in our daily lives, the interest in ensuring their correct behavior and formally verifying properties of
their design is increasing. To this end, a number of formalisms have been extended with features to model hybrid systems.
Examples are hybrid automata [15,21], hybrid process algebras [6,10,24] and hybrid petri nets [12]. The work presented in
this paper is related to the process algebra for hybrid systems of Bergstra and Middelburg [6], also known as ACP srths .
During our work on the comparison of several hybrid process algebras (see also [16,17]), we discovered that the formal
semantics of ACP srths is chosen wrongly, in the sense that it does not satisfy all the axioms that were assumed for this algebra.
The process algebra ACP srths is an extension of a timed process algebra, and as we will see later in Theorem 2, too much
emphasis on time in the semantics of the alternative composition (+) has lead to errors regarding, most importantly,
associativity (axiom (A2)) and time-determinism (axiom (SRT3)). Furthermore, one of the lifting rules for reasoning about
hybrid behavior (lifting rule (HSELR1)), also contains amistake. Because themain concept behind ACP srths , which is to develop
a hybrid process algebra as a conservative extension of the already existing timed process algebra ACP srt [4], strikes us as an
important step in the understanding of the relation between timed and hybrid theory, we decided to investigate whether
the inconsistencies found in ACP srths can be remedied.
The process algebra ACP srths is a blend of various process algebraic sub-theories. The hierarchical structure of these sub-
theories is shown in Fig. 1.Within this hierarchical structure, five points of error can be identified regarding the unsoundness
of the ACP srths axioms. More precisely, if we take the semantics of [6], then the axiom of time-determinism (SRT3) is unsound
in the theories BPAsrt⊥ and higher. Unsoundness of the associativity of the choice operator (A2) shows up in BPA
srt
ps and higher
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Fig. 1. Hierarchical Structure of ACP srths . The colored nodes represent unsound theories.
theories, while the axioms (HSE7) and (HSE13), which were specially introduced for the hybrid theory, are unsound for
BPAsrths and up. The axioms (CM4), (CM8), (CM9) and (HSSRCM), which deal with the combination of parallelism and choice,
are unsound for theoriesACP srths and higher. Finally, the axioms (INT10SR), (INT11) and (HSINT1),which dealwith integration,
are unsound for the same reasons that (SRT3), (A2) and (HSE7) are unsound, but this only shows in the respective theories
with integration, of course. The lifting rule (HSELR1) is unsound from BPAsrths and higher.
In our opinion, only two of the inconsistencies that were found in ACP srths represent fundamental problems with the way
in which the semantics of [6] was set up. The other inconsistencies either boil down to these two problems (mentioned
below), or the axioms in question can be adapted to fit the semantics in a reasonable way. The two fundamental problems
are
(1) the interpretation of time-determinism in the presence of a constant ⊥ modeling non-existence, showing up first in
BPAsrt⊥ ;
(2) the interpretation of time-determinism in the presence of continuous evolutions σ , showing up first in BPAsrths .
Within the scope of this paper, we discuss both these problems and propose solutions for them on the level where they
originate: the basic process algebras BPAsrt⊥ and BPA
srt
hs . We present two sound proposals for BPA
srt
⊥ . The first one is called BPA
srt
⊥
with conditional time-determinism. This solution consists of an adaptation of the axioms of BPAsrt⊥ to fit the original semantics
given in [6]. The second one is called BPAsrt⊥ with future inconsistency. This solution consists of an adaptation of the semantics
of BPAsrt⊥ to fit the original axioms of [6]. These two theories are then further extended to two different basic hybrid process
algebras, whichwe call BPAsrths with conditional flow-determinism and BPA
srt
hs with future inconsistency respectively. Redefining
the semantics of the additional operations of ACP srths , e.g. integration and parallel composition, is left as future work.
In this paper, we only research the fundamental relation between timed and hybrid behavior in process algebra, which is
where the design of ACP srths went wrong. Our reasons for not investigating additional operators are twofold. Firstly, repairing
the basic process algebra is a difficult challenge as it is, and we do not wish our presentation of it to be distracted by
the intricacies that come with the formal definition of parallelism, integration and hiding operators. Only in Section 4.2
we cannot completely avoid this. Secondly, in our attempt to repair the basic process algebra, we are faced with a choice
between two approaches towards the concept of non-existence. These two approaches lead to different kinds of semantics,
which influence the design of more complex operators as well. Before continuing the investigation of these operators, we
would first like to have a better understanding of the consequences of this choice between the different semantics for
non-existence.
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We begin our paper with a discussion of time-determinism in Section 2. In Section 3 we recapitulate the details of the
basic process algebra for hybrid systems BPAsrths of [6] and discuss our counter-examples for the axioms that are unsound at
different levels in the hierarchy of Fig. 1. In Section 4 we discuss the unsoundness of axiom (SRT3) in the algebra BPAsrt⊥ and
related to this we discuss the interpretation of time-determinism in the context of the non-existence process (⊥). In this
section, we also present our two proposals for BPAsrt⊥ , and we show that the adapted axioms of BPA
srt
⊥ with conditional time-
determinism are sound for the original semantics of BPAsrths , and that the original axioms of BPA
srt
hs are sound for the adapted
semantics of BPAsrt⊥ with future inconsistency. In Section 5we extend our proposals for BPA
srt
⊥ to a basic hybrid process algebra,
and we prove soundness of the respective axiomatizations once more in the hybrid setting. In Section 6 we conclude the
paper by summarizing our results, and giving our view on how the errors in ACP srths have arisen and what can be done to
prevent them in the future.
The proofs of many of the theorems in this paper are rather extensive. Therefore, we have only given short sketches in
most cases. The full proofs can be found in [19], which contains appendices C/G of this paper.
2. Time-determinism
Time-determinism is the assumption on the behavior of timed systems that the passage of time does not resolve choices
available to a system. Formally, it is defined as follows:
Let s, s′, s′′ be process terms and let m be the duration of a delay, then whenever s m−→ s′ and s m−→ s′′, we find s′ ≡ s′′.
In this definition,≡ denotes a behavioral equivalence of choice. In this paper, we use it to denote syntactic equivalence of
process terms. As a consequence, the definition of time-determinism simply states that the transition relation −→is functional.
In ordinary process algebras that only describe discrete behavior without the details of timing, when a choice is made
between two processes, it is made non-deterministically. This means that if the external behavior of the two processes is
the same, one cannot influence the choice that is being made internally. Passage of time and action execution are treated
differently in that respect. In time-deterministic process algebras, it is assumed that a delay does not actively choose
between processes, although some alternatives may be dropped due to a time-out. In hybrid process algebras, we have
to cater for variable evolutions, or flows, as well. Therefore, flow-determinism is more relevant than time-determinism.
Flow-determinism is defined in terms of hybrid transition systems in [10]. Informally, flow-determinism means that a
unique flow leads to a unique target state, i.e.,
Let x, x′, x′′ be hybrid processes and let ρ be a flow, then whenever x
ρ−→ x′ and x ρ−→ x′′, we find x′ ≡ x′′.
The authors of ACP srths wanted to retain the property of flow-determinism but chose a semantics that exhibits a number
of errors as mentioned before. In this paper, we present two proposals for a basic process algebra for hybrid systems BPAsrths
that are both flow-deterministic. One is called conditional flow-determinism because it has a more relaxed set of axioms. In
particular, the original axiom of time-determinism becomes conditional with respect to non-existence. The other is called
flow-determinismwith future inconsistency, becausewe needed to introduce a notion of future inconsistency in order to build
an algebra that satisfies all the axioms of the original basic theory of [6].
3. Preliminaries regarding BPAsrths
In this section, we give a brief recapitulation of the syntax, axioms and semantics of BPAsrths . Furthermore, we discuss the
counter-examples which show the mismatch between semantics and axiomatization.
3.1. Syntax
A hybrid process, is a process that describes amix of computational and physical behavior. To describe the computational
behavior, process algebraic terms and equations are used. Within these process algebraic terms, differential equations and
difference equations are used to describe the physical behavior. The process terms p ∈ P of the hybrid process algebra
BPAsrths are generated by the following grammar:
p ::= ˜˜δ | ˜˜a | σ trel(p) | νrel(p) | ψ ∧N p | χ ⊓H p | φ ∩HV p | ⊥ | ψ :→ p | p+ p | p · p
In this grammar:
• ˜˜δ represents the deadlocking process (doing nothing),
• ˜˜a represents the immediate execution of a computational action a ∈ A of the set of all actionsA,
• σ trel(p) represents the delay of the execution of p by t ∈ R≥0 units of time,• νrel(p) represents immediate execution of action by p if p can do an immediate action. Otherwise νrel(p) behaves as
immediate deadlock ˜˜δ.
• ψ ∧N p represents that we have knowledge of the valuations of physical model variables V that hold at the start of the
execution of p. This knowledge is represented by the predicate ψ on valuations.
• χ ⊓Hp represents that we have knowledge of how the valuations of physical model variables changes instantly at the start
of the execution of p. This knowledge is represented by the difference-predicate χ on valuations.
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Table 1
Axioms of BPA.
x+ y = y+ x (A1) (x · y) · z = x · (y · z) (A5)
(x+ y)+ z = x+ (y+ z) (A2) x+ ˜˜δ = x (A6SR)
x+ x = x (A3) ˜˜δ · x = ˜˜δ (A7SR)
(x+ y) · z = x · z + y · z (A4)
Table 2
Additional Axioms of BPAsrt with (a ∈ A ∪ {δ}, p, q ≥ 0, r > 0).
σ 0rel(x) = x (SRT1) νrel( ˜˜a) = ˜˜a (SRU1)
σ
p
rel(σ
q
rel(x)) = σ p+qrel (x) (SRT2) νrel(σ rrel(x)) = ˜˜δ (SRU2)
σ
p
rel(x)+ σ prel(y) = σ prel(x+ y) (SRT3) νrel(x+ y) = νrel(x)+ νrel(y) (SRU3)
σ
p
rel(x) · y = σ prel(x · y) (SRT4) νrel(x · y) = νrel(x) · y (SRU4)
Table 3
Additional Axioms of BPA⊥ .
x+⊥ = ⊥ (NE1)
⊥ · x = ⊥ (NE2)
˜˜a · ⊥ = ˜˜δ (NE3)
Table 4
Additional Axiom of BPAsrt⊥ .
νrel(⊥) = ⊥ (NESRU)
• φ ∩HV p represents that we have knowledge of how the valuations of physical model variables change while p is delaying.
This knowledge is represented by the differential-predicate φ on valuations of the model variables V and their time
derivatives V˙ = {v˙ | v ∈ V}, and by the subset V ⊆ V of model variables that are continuous during the delay. The
variables that are not in V are considered to be piecewise continuous and piecewise differentiable.
• ⊥ represents that our knowledge of the valuations of physical model variables boils down to false, i.e. it represents a
process that cannot exist.
• ψ :→ p represents a conditional execution of p, when the predicate ψ holds.
• p + q represents a time-deterministic choice between the execution of p and q, meaning that a choice between the
processes is made as soon as one of them executes a computational action. If both processes decide to delay, then they
delay together, without making a choice yet.
• p · q represents the sequential execution of processes, meaning that q is executed when p finishes its last computational
action.
3.2. Axiomatization
In the tradition of ACP , the intuition behind the operators of a process algebra is first captured in a number of axioms
that describe the relation between the operators. After this, a semantics is sought for the operators, that matches this initial
axiomatization. For BPAsrths , the set of axioms is formed according to the hierarchy depicted in Fig. 1. In other words, the
axioms of BPAsrths are those of BPA (the basic process algebra, see Table 1), extended with those of BPA
srt (which is the algebra
that introduces the delay σ trel(p) and instantaneous execution νrel(p) of a process p, see Table 2), BPA⊥ (which introduces the
non-existence process, see Table 3), their combination BPAsrt⊥ (see Table 4), BPAps (which introduces the ∧N and :→ operator,
see Table B.1 in Appendix B), and a set of new axioms for ⊓H and ∩HV (see Table B.1 in Appendix B).
The axioms of BPA are standard in process algebra. We will not discuss them here, we only note that we have used
the symbol for immediate deadlock, ˜˜δ, rather than the symbol for (ordinary) deadlock, δ. Technically speaking, there is no
immediate deadlock in the original basic process algebra, but the axioms for immediate deadlock in the timed theory we
are about to study are the same as the axioms for ordinary deadlock in the untimed theory.
The axioms of BPAsrt express the intuition that waiting for 0 time is not waiting at all (SRT1), that two delays in a row sum
up to one large delay (SRT2), that a sequence is delayed as a whole if the first part is delayed (SRT4), and one of the central
notions of this paper, that a delay does not resolve a choice to be made (SRT3).
Furthermore, the axioms express that the immediate execution of an immediate action simply results in that action
(SRU1), that immediate execution of something that is already delayed, leads to no behavior at all (SRU2), that an immediate
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Table 5
Crucial Axioms of BPAsrtps and BPA
srt
hs , taking r > 0.
false :→ x = ˜˜δ (GC2SR)
false ∧N x = ⊥ (SE2)
φ ∩HV (x+ y) = φ ∩HV x+ φ ∩HV y (HSE7)
φ ∩HV σ rrel(x)+ φ′ ∩HV ′ (σ rrel(νrel(y))) =
φ ∩HV (σ rrel(x)+ φ′ ∩HV ′ σ rrel(νrel(y))) (HSE13)
Table 6
Lifting Rules of BPAsrths with (a ∈ Aδ, r, s > 0).
V ⊆ C∞[0, r] ⊢MT ψ(0)→ ∀t ∈ [0, r] • φ(t)↔ φ′(t)
ψ ∧N (φ ∩HV σ rrel(x)) = ψ ∧N (φ′ ∩HV σ rrel(x))
(HSELR1)
V ⊆ C∞[0, r] ⊢MT ψ(0) ∧ (∀t ∈ [0, r] • φ(t))→ ψ ′(r)
ψ ∧N (φ ∩HV σ rrel(x)) = ψ ∧N (φ ∩HV σ rrel(ψ ′ ∧N x))
(HSELR2)
(HSELR3)
V ⊆ C∞[0, r] ⊢MT ψ(0) ∧ (∀t ∈ [0, s] • φ(t)) ∧ (∃t ∈ (s, r] • ∀t ′ ∈ (s, t] • ¬φ(t ′))
ψ ∧N (φ ∩HV σ rrel(x)) = ψ ∧N (φ ∩HV σ srel( ˜˜δ))
choice is the same as a choice between immediate behaviors (SRU3), and that the immediate start of a sequence only means
that the first part of that sequence is immediately started (SRU4).
As a precursor of studying signals and other knowledge about physical variables, it is interesting to study the algebraic
properties of a process of which our knowledge boils down to false. This is done in BPA⊥. The intuition behind the⊥ process
is that it is a process that cannot exist. Therefore, a choice between it and any other process cannot exist (NE1), starting a
sequence with it is impossible (NE2), and an action that would lead to⊥ can in fact not be executed at all (NE3).
Naturally, the immediate execution of ⊥ is just as non-existent as ⊥ itself, but note that there is no axiom that says
that σ prel(⊥) would equal ˜˜δ, because the process σ prel(⊥) is expected to be able to delay for any time shorter than (but not
including) p. We will get back to this extensively in Section 4, when we discuss the intricacies between having both the
axioms for⊥ and axiom (SRT3) in the same algebra.
To give the intuition behind all the axioms of BPAsrtps and BPA
srt
hs , would be beyond the scope of this paper. Nevertheless,
we would like to draw special attention to a few axioms given in Table 5.
The axioms (GC2SR) and (SE2) capture the difference between a guard :→ and a signal ∧N. A guard φ :→ p expresses that
if φ holds, then p is executed. Hence, because false never holds, (GC2SR) expresses that nothing ( ˜˜δ) is executed. A signal
φ ∧N p expresses that we know that φ holds at the start of p. Since false never holds, (SE2) expresses that the process that is
described cannot exist.
Axiom (HSE7) expresses that certain knowledge about the passage of time, in case of a choice between processes, means
that this knowledge holds for each of the individual processes, because the passage of time is the same for both processes,
and because the choice for one or the other is postponed until after this time has passed.
Finally, axiom (HSE13) is a very technical axiom that does not so much arise from an intuition regarding the operators
of BPAsrths , but rather was constructed after the original semantics of BPA
srt
hs were created to fill a gap in what was thought to
be equal in the semantics and what was derivable using the axioms. The axiom says that in a choice between two delaying
processes, the flow of the process that delays longer is respected by both alternatives of the choice. If both alternatives have
the operator νrel, then applying axiom (HSE13) twice together with (HSE11), φ ∩HV (φ′ ∩HV′ x) = (φ ∧ φ′) ∩HV∪V′ x, we get:
φ ∩HV σ rrel(νrel(x))+ φ′ ∩HV′ (σ rrel(νrel(y))) = φ ∧ φ′ ∩HV∪V′ (σ rrel(νrel(x))+ σ rrel(νrel(y)))
The above process can further be simplified to φ ∧ φ′ ∩HV∪V′ σ rrel(νrel(x + y)) using (SRU3) and (SRT3). Hence the axiom
represents time-determinism, i.e. in a choice between two delays of equal duration, the resolution of choice is delayed till
the end of the delay.
Before we continue with the semantics, we should point out that the theory of BPAsrths is parameterized with predicates
that reason about valuations of the model variables. In order to derive equivalence of processes, it should therefore also be
possible to derive equivalence of these predicates. In order to be able to use derivations on predicates within the process
algebraic theory, so-called lifting rules are used. In Table 6, the lifting rules for BPAsrths are given.
The intuition behind rule (HSELR1) is that equivalent representations of the same knowledge regarding time-delays may
be used, while (HSELR2) expresses that knowledge about the initial valuation of an evolution, combined with knowledge
regarding the evolution, results in knowledge about the end valuation of that evolution. This is then considered to be
knowledge about the start of the behavior immediately after the delay. (HSELR3) expresses that at the last point at which
our knowledge about the evolution of variables is consistent, a deadlock occurs (if such a point can be identified).
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3.3. Semantics
To describe the behavior of a hybrid process as a transition system, we take the process terms P as states, together
with the current valuation of the model-variables V and their time-derivatives V˙ , i.e. with an element α ∈ S of the set
of valuations S = (V ∪ V˙) → R. The state space of our transition systems is X = P × S. Furthermore, the transitions
representing computational actions are labeled by the action a ∈ A they represent, while the transitions representing
continuous behavior are labeled by a pair (t, ρ) containing a positive duration t ∈ R>0 and an evolution ρ ∈ [0, t] → S of
the length of t . The set of all these pairs is denotedD>0. Given such a pair (t, ρ) ∈ D>0, we use the notation ρ D r , with
0 ≤ r < t , for the evolution ρ shifted to the left by r time units ((ρ D r)(s) = ρ(r + s)). The duration of ρ D r is t − r .
Deploying the labeling described above, the semantics of BPAsrths uses four different relations:
(1) an action step relation of type (P × S) × A × (P × S), representing that a process term can perform an action and
become another process term. Elements of this relation are denoted ⟨x, α⟩ a−→⟨x′, α′⟩,
(2) an action termination relation of type (P × S) × A × S, representing that a process term can perform an action and
then terminates. Elements of this relation are denoted ⟨x, α⟩ a−→⟨√, α′⟩,
(3) a time step relation of type (P×S)×D>0×(P×S), representing that a process term can idle for some time and become
another process term. Elements of this relation are denoted ⟨x, α⟩ t,ρ−→ ⟨x′, α′⟩, and we consider only transitions where
α(v) = ρ(0)(v), α(v˙) = ρ˙(0)(v), α′(v) = ρ(t)(v), α′(v˙) = ρ˙(t)(v), for a model variable v. Following the conventions
of [6], this will be left implicit in the operational semantics given throughout this paper;
(4) a signal relation of type S × P , representing the knowledge we have about a certain process, i.e. the so-called signal
emitted by it. Elements of this relation are denoted α ∈ [s(x)].
Finally, the semantics sometimes makes use of the negative predicate ⟨x, α⟩ ̸ t−→to represent @(t, ρ) ∈ D>0, x′ ∈ P , α′ ∈
S : ⟨x, α⟩ t,ρ−→ ⟨x′, α′⟩. These negative predicates are used as premises in rules HS-12 and HS-13 (Table A.1). Using these
predicates the choice operator is easily defined.
For an evolution ρ, time duration t ≥ 0, the notation αρt denotes a valuation defined as follows:
For all model variables v:
α
ρ
t (v) = ρ(t)(v), αρt (v˙) = ρ˙(t)(v)
The signal relation can be better understood by the help of root signal operator whose defining axioms are given in
Table B.2. For a given valuation α and a process term x,
α ∈ [s(x)] ⇐⇒ α |= sρ(x)
The root signal can be interpreted as the knowledge of the process term about its environment. A process term x in a
valuation α can perform an action or delay if the signal emitted by it is satisfied by that valuation. Hence we find that
in many operational semantic rules in Table A.1, a signal relation is present as a premise.
The complete operational semantics for BPAsrths is given in Appendix A.
Like most hybrid process algebras, ACP srths uses a kind of bisimulation that considers the current valuations of the model-
variables to be visible, in order to obtain a congruence for the combination of parallel composition and the description of
discontinuities (see [10]). This kind of bisimulation is known as interference-compatible bisimulation (or ic-bisimulation) in
[6] and is known as stateless bisimulation in the work of Mousavi et al. considering formats for these kinds of bisimulations
[22]. There is also a weaker kind of bisimulation involved, known as initially stateless bisimulation in [22], that considers
valuations to be invisible except for the initial one.
Definition 1. An ic-bisimulation is a binary relation B ⊆ P×P on pairs of closed terms (i.e. process termswithout variables
in it) such that for all pairs (x, y) ∈ B, and valuations α ∈ S, the following conditions hold:
(1) for all actions a ∈ A, process terms x′ ∈ P , valuations α′ ∈ S, if there is an action step ⟨x, α⟩ a−→ ⟨x′, α′⟩, then there
exists a y′ ∈ P and an action step ⟨y, α⟩ a−→⟨y′, α′⟩. Furthermore, (x′, y′) ∈ B;
(2) for all actions a ∈ A, process terms y′ ∈ P , valuations α′ ∈ S, if there is an action step ⟨y, α⟩ a−→ ⟨y′, α′⟩, then there
exists a x′ ∈ P and an action step ⟨x, α⟩ a−→⟨x′, α′⟩. Furthermore, (x′, y′) ∈ B;
(3) for all delays (r, ρ) ∈ D>0, process terms x′ ∈ P , valuations α′ ∈ S, if there exists a time step ⟨x, α⟩ r,ρ−→ ⟨x′, α′⟩, then
there exists a y′ ∈ P and a time step ⟨y, α⟩ r,ρ−→ ⟨y′, α′⟩. Furthermore, (x′, y′) ∈ B;
(4) for all delays (r, ρ) ∈ D>0, process terms y′ ∈ P , valuations α′ ∈ S, if there exists a time step ⟨y, α⟩ r,ρ−→ ⟨y′, α′⟩, then
there exists a x′ ∈ P and a time step ⟨x, α⟩ r,ρ−→ ⟨x′, α′⟩. Furthermore, (x′, y′) ∈ B;
(5) for all actions a ∈ A, valuations α′ ∈ S, there is a termination step ⟨x, α⟩ a−→⟨√, α′⟩, if and only if there also exists the
termination step ⟨y, α⟩ a−→⟨√, α′⟩;
(6) the signal relation α ∈ [s(x)] holds if and only if the signal relation α ∈ [s(y)] holds.
Two process terms x and y are ic-bisimulation equivalent or ic-bisimilar, written as x↔ y, if there exists an ic-bisimulation
relation B such that (x, y) ∈ B.
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Fig. 2. Typical behavior of the process Th.
One last remark regarding the different notions of bisimulation is that the lifting rules HSELR2 and HSELR3, given in
the previous subsection, and the axioms (HST5) and (HST14) given in Appendix B, only hold for the notion of initially
stateless bisimulation (as was explained in [6]) while all other lifting-rules and axioms were expected to hold for both
kinds of bisimulation. In Section 3.5 we will show where this expectation turned out to be wrong, but first we discuss a
small example of a hybrid system modeled using BPAsrths in order to familiarize the reader some more with its syntax and
semantics.
3.4. Example: a thermostat
As an example, consider description of a thermostat as it was also given in [6] and of which a typical behavior is depicted
in Fig. 2.
A thermostat controls the heating of a room. Initially the temperature is 18 ◦C and the heating is on. The temperature
(denoted by T ) rises according to the equation T˙ = −T+22.When it reaches 20 ◦C, the heating is turned off. The temperature
of the room then falls according to the equation T˙ = −T + 17. When it reaches 18 ◦C, the heating is again turned on and
the process repeats itself.
In BPAsrths , this process can be specified as follows:
Th = (T = 18) ∧N (Thon),
Thon = (18 ≤ T ≤ 20 ∧ T˙ = −T + 22) ∩HT
σ ∗rel((T = 20) :→ (T • = •T ) ⊓H turn-off · Thoff ),
Thoff = (18 ≤ T ≤ 20 ∧ T˙ = −T + 17) ∩HT
σ ∗rel((T = 18) :→ (T • = •T ) ⊓H turn-on · Thon);
where σ ∗rel is an abbreviation for

u∈[0,∞)σ
u
rel, i.e. a choice among an infinite number of possible delays σ
t
rel(p), where t varies
from 0 to∞.
The expression (T • = •T ) is required in the specification to ensure that the temperature remains the same when the
actions turn-on and turn-off are performed. The temperature evolves continuously in between the actions according
to the given propositions. Starting at temperature 18 ◦C, evolving continuously according to the proposition (18 ≤ T ≤
20 ∧ T˙ = −T + 22), the thermostat reaches temperature 20 ◦C in ln(2) s. According to Rule HS-26, Table A.1, the term
Thon can delay only for ln(2) s. At time ln(2) s, the process Thon cannot continue to delay according to the proposition
(18 ≤ T ≤ 20 ∧ T˙ = −T + 22), as any further delay will increase the temperature to more than 20 ◦C. No other rule
allows Thon to delay further. The process Thon then performs action turn-off according to rules HS-18 and HS-27. Also the
action turn-off cannot be performed before ln(2) s. Because of the conditional (T = 20):→, the only rule applicable is
HS-18. And HS-18 requires that the proposition T = 20 is satisfied.
3.5. Counterexamples
In this section, we prove that some axioms given in Section 3.2 are not sound with respect to the equivalence notion of
ic-bisimulation on the operational semantics explained in Section 3.3. We focus on the axioms and lifting rules of BPAsrths , but
briefly discuss the axioms for parallel composition and integration as well.
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3.5.1. Time-determinism
The first axiom that is violated in [6], is axiom (SRT3)
σ trel(x)+ σ trel(y) = σ trel(x+ y) (SRT3)
Violation of this axiom occurs first, when the timed theory BPAsrt is extended with non-existence ⊥. The most obvious
counter-example to the axiom is, not surprisingly, formed by filling in⊥ for one of the variables.
Theorem 1. σ trel( ˜˜a)+ σ trel(⊥) ↮ σ trel( ˜˜a+⊥)
Proof. According to the semantics of BPAsrths (rule HS-13) the left-hand side of this inequation can perform a time-step
⟨σ trel( ˜˜a), α⟩ t,ρ−→ ⟨˜˜a, α′⟩, because one of the arguments (σ trel( ˜˜a)) can perform that time-step (rule HS-6), while the other
(σ trel(⊥)) is consistent (rule HS-34) but cannot perform this time-step. In particular, rule HS-6 is not applicable because
α′ ∉ [s(⊥)]. On the other hand, the right-hand side of this inequation cannot perform a time-step of duration t , in particular
because α′ ∉ [s( ˜˜a+⊥)], and hence rule HS-6 is not applicable. From this, we may conclude that the two processes cannot
be related by an ic-bisimulation relation, and hence are not ic-bisimilar. 
In Section 4, we discuss two ways in which the axiom SRT3 can be repaired. Namely, either by making it conditional (with
the current semantics, the axiom holds if the target processes are not equal to⊥), or by adding a predicate to the semantics
that detects possible non-existence after a time-step.
3.5.2. Associativity of the choice operator
The second axiom that is violated in [6], is associativity of the choice operator.
(x+ y)+ z = x+ (y+ z) (A2)
Violation of this axiom occurs first when the timed theory BPAsrt is extended with the signals of BPAps to form BPAsrtps . The
clearest counter-example is one in which, after a time step, two signals contradict each other.
Theorem 2.
(σ trel((l = 0) ∧N ˜˜a)+ σ trel((l = 1) ∧N ˜˜a))+ σ trel( ˜˜a)
↮
σ trel((l = 0) ∧N ˜˜a)+ (σ trel((l = 1) ∧N ˜˜a)+ σ trel( ˜˜a))
Proof. Note, that for each of the three subprocesses, σ trel((l = 0) ∧N ˜˜a), σ trel((l = 1) ∧N ˜˜a) and σ trel( ˜˜a), some time-step of duration
t is possible, but the evolutions ρ that are visible during this time-step will end in different valuations of l for the first two.
This observation shows that rules HS-12 and HS-13 are not applicable to any combination of two of these three processes.
Rule HS-14 is the only remaining rule that can be applied. Rule HS-14 synchronizes the evolutions of the two alternatives.
Applying rule HS-14 to (σ trel((l = 0) ∧N ˜˜a) + σ trel((l = 1) ∧N ˜˜a)), which occurs in the left-hand side of our target inequality,
is not possible because the end-valuations of the two processes is different, and hence there is no common ρ on which to
synchronize. In other words, (σ trel((l = 0) ∧N ˜˜a) + σ trel((l = 1) ∧N ˜˜a)) cannot delay for a duration t . Subsequently, using rule
HS-13, we conclude that the left-hand side of the inequality, as a whole, is allowed to delay for a duration t and become
process ˜˜a.
Regarding the right-hand side of the inequality, we find that rule HS-14 can be applied to (σ trel((l = 1) ∧N ˜˜a) + σ trel( ˜˜a)),
resulting in a time-step with an evolution that ends in the valuation (l = 1). Subsequently, HS-14 is not applicable to
the right-hand side as a whole, because there is no common ρ on which to synchronize, and rules HS-12 and HS-13 are
not applicable because both terms can delay individually. Hence, the right-hand side of the inequality cannot delay for a
duration t , from which we conclude that the two sides are not ic-bisimilar. 
The associativity of the choice operator fails, because the predicate ⟨x, α⟩ ̸ t−→does not differentiate between the above cases.
In Section 5, we propose to remedy this by using a predicate ⟨x, α⟩ ̸ t,ρ−→ instead. This leads to a flow-deterministic semantics,
rather than a time-deterministic semantics, and is closer to what has (by now) become usual in the hybrid systems field (see
our short discussion on current hybrid process algebras in Section 6).
3.5.3. Distribution of evolution predicates over choice
The third axiom that is violated in [6], is the distribution of the evolution predicates of choice.
φ ∩HV (x+ y) = φ ∩HV x+ φ ∩HV y (HSE7)
Violation of this axiom occurs first in BPAsrths , where the evolution predicates are introduced. The reason for this failure is
similar to the reason why choice is not associative in this theory: the use of the predicate ⟨x, α⟩ ̸ t−→. The failure of the
axioms comes to light when an evolution predicate is chosen such that it is consistent for the current valuation, but becomes
inconsistent immediately when time passes. An example of this is the predicate (l ≤ 0) in a starting valuation {l = 0, l˙ = 1}.
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Theorem 3.
True ∩H{l} (σ trel( ˜˜a)+ (l ≤ 0) ∩H∅ σ trel( ˜˜a))
↮
True ∩H{l} σ trel( ˜˜a)+ True ∩H{l} (l ≤ 0) ∩H∅ σ trel( ˜˜a)
Proof. Note that in (l ≤ 0)∩H∅σ trel( ˜˜a), the set of variables that are required to be continuous is empty. Hence, (l ≤ 0)∩H∅σ trel( ˜˜a))
can delay with l having finite discontinuities during the delay interval. In True ∩H{l} (l ≤ 0) ∩H∅ σ trel( ˜˜a), the set of variables that
are required to be continuous contains l. Hence, in this case lmust be continuous throughout the delay interval.
Starting in a valuation α with {l = 0, l˙ = 1}, we see that the process (l ≤ 0) ∩H∅ σ trel( ˜˜a) can perform a time step of duration
t by first resetting the variable l to a value lower than 0 and then performing the time step (rule HS-26). This makes rule
HS-12 inapplicable to the choice in the left-hand side, which then synchronizes according to rule HS-14. The left-hand side
as a whole cannot perform any time-step, because the True∩H{l} operation prevents the necessary reset of variable l. In the
right-hand side, we find that True ∩H{l} (l ≤ 0) ∩H∅ σ trel( ˜˜a) cannot perform any time-step, because the necessary reset is not
allowed, which means that rule HS-12 applies to the right-hand side as a whole, and results in a transition of duration t to
˜˜a. This concludes the proof. 
The fourth axiom that is violated, (HSE13), is not exactly a distribution law, but is somehow related to it.
φ ∩HV (σ trel(x)+ φ′ ∩HV ′ σ trel(νrel(y)) = φ ∩HV σ trel(x)+ φ′ ∩HV ′ σ trel(νrel(y)) (HSE13)
This axiom was constructed after the original semantics of BPAsrths were created, to fill a gap in what was thought to be equal
in the semantics and what was derivable using the axioms. Still, as it is a kind of distribution law gives, it fails in a way that
is similar to what happened with axiom (HSE7).
Theorem 4.
(l ≤ 0) ∩H{l} (σ trel( ˜˜a)+ True ∩H∅ σ trel(νrel( ˜˜a)))
↮
(l ≤ 0) ∩H{l} σ trel( ˜˜a)+ True ∩H∅ σ trel(νrel( ˜˜a))
Proof. As with (HSE7), we start from a valuation α with {l = 0, l˙ = 1}. From there, it is easy to verify that the left-hand
side cannot delay because the evolution predicate (l ≤ 0) cannot be satisfied and resetting the variable l is not allowed.
Similarly, the right-hand side can delay to the process νrel( ˜˜a) using rule HS-13. 
3.5.4. Lifting rule (HSELR1)
The violation of lifting rule (HSELR1) seems to have been caused by a small oversight rather than a fundamental problem
in the semantics of BPAsrths . We suspect that the authors of [6] forgot to take the case into account where the process x in the
rule can delay for more that r time. Furthermore, even if we take care of this, it turns out that the rule is only relevant for
initially stateless bisimulation, as its premise depends on the valuation of the initial signal ψ .
V ⊆ C∞[0, r] ⊢MT ψ(0)→ ∀t ∈ [0, r] • φ(t)↔ φ′(t)
ψ ∧N (φ ∩HV σ rrel(x)) = ψ ∧N (φ′ ∩HV σ rrel(x))
Our counterexample is based on the fact that this rule fails when the process x is allowed to delay itself. While, for the initial
valuation ψ = (l = −1) the evolution predicates φ = (l˙ = 1) and φ′ =

l˙ =

1; l < 0
1− l; l ≥ 0

generate the same
evolutions up to duration [0, 1], we find that the they generate different solution for longer durations.
Theorem 5.
(l = −1) ∧N l˙ = 1 ∩HV σ 1rel(σ 1rel( ˜˜a)))↮
(l = −1) ∧N

l˙ =

1 ; l < 0
1− l ; l ≥ 0

∩HV σ 1rel(σ 1rel( ˜˜a)))
Proof. Trivial. In fact, the terms are not even initially stateless bisimilar. 
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As we consider initially stateless bisimilarity to be outside the scope of this paper, we only mention, for the interested
reader, that rule (HSELR1) can be replaced by the following one:
V ⊆ C∞[0, r] ⊢MT ψ(0)→ ∀t ∈ [0, r] • φ(t)↔ φ′(t)
ψ ∧N (φ ∩HV σ rrel(φ′ ∩H∅ x)) = ψ ∧N (φ′ ∩HV σ rrel(φ ∩H∅ x))
Indeed, this rule still fails for ic-bisimilarity, and the evolution predicates from the example above still form a good counter-
example to show this. The premiss of the rule still only checks whether the first r time-units are the same for the evolution
predicates φ and φ′, given an initial valuation that satisfiesψ . However, for the two terms to be ic-bisimilar, they must have
the same behavior after the first time step as well, even if the valuation is changed. Clearly, for l > 0 the evolutions are
different, hence after one time-step it already shows that the two terms are not ic-bisimilar.
For ic-bisimilarity, the only lifting rules that remain are the obvious ones, inwhich a predicate can be replaced by another
predicate if it has the same set of solutions.
3.5.5. Parallel composition
We consider the parallel composition operator of ACP srths to be outside the scope of this paper, because the errors that
occur in the semantics of ACP srths focus around the alternative composition (+). Of course, there are axioms that describe the
interaction between parallel composition and alternative composition (see Table B.3 in the appendix), and as it turns out we
can even find counter-examples of axioms (CM4), (CM8), (CM9) and (HSSRCM) based on the same observations we made
earlier. Again, we exploit the observation that the predicate ⟨x, α⟩ ̸ t−→does not show when a particular evolution leads to
inconsistency, and, once more, we base the counter-examples on the evolution predicate (l ≤ 0) starting from a state with
(l = 0, l˙ = 1). The details of this, however, are left to the reader.
3.5.6. Integration
Integration, like parallel composition, is considered to be outside the direct scope of this paper. For reference, some of its
axioms can be found in Table B.4 in the appendix. As mentioned in the introduction, the axiom (INT10SR) for integration is
the counterpart of (SRT3) for (finite) choice. Similarly, the axiom (INT11) is the counterpart of (A2), and the axiom (HSINT1)
is the counterpart of (HSE7). Not surprisingly, this means that the counter-examples for these axioms can be created by
integrating over an appropriately chosen function F(u) that reflects the choice of processes in the counter-examples of
(SRT3), (INT11) and (HSE7).
4. Time-determinism considering non-existence
In the previous section, we observed that the time-determinism axiom (SRT3) of BPAsrths is not sound when one of the
target processes of the delay equals non-existence. In this section, we study the options for repairing the first theory in
which (SRT3) fails, namely BPAsrt⊥ .
The question is whether ‘repairing BPAsrt⊥ ’ means to change the axioms to fit the semantics, or to change the semantics to
fit the axioms. In this section we investigate both options, and discover that changing the semantics is more cumbersome
than initially anticipated. Regardless of which option is chosen, we have to take care that BPAsrt⊥ remains a conservative
extension of BPAsrt and BPA⊥. (We say that an algebra X is a conservative extension of an algebra Y if the syntax of Y is a
subset of the syntax of X , and if any two terms from Y are equivalent in Y if and only if they are equivalent in X , see e.g. [2]).
4.1. Adapting the axioms
To remedy the unsoundness of (SRT3) in BPAsrt⊥ , we propose replacing the axiom by the conditional axioms for time-
determinism given in Table 7.
Note, that x ≠ ⊥ simply means that x is not derivably equal to⊥ using the axiomatization.
In this section, we prove that the above two axioms are sound for terms of BPAsrt⊥ with conditional time-determinism, using
a semantics that is equivalent to that of BPAsrths for such terms. We have simplified the semantics because, in BPA
srt
⊥ with
conditional time-determinism, there is no need for evolutions and valuations of variables. The simplified semantics is given
in Table 8. It uses the following relations:
(1) an action step relation of typeP ×A×P , representing that a process term can perform an action and become another
process term. Elements of this relation are denoted ⟨x⟩ a−→⟨x′⟩,
(2) an action termination relation of typeP×A, representing that a process termcanperformanaction and then terminates.
Elements of this relation are denoted ⟨x⟩ a−→⟨√⟩,
(3) a time step relation of typeP ×R>0 ×P , representing that a process term can idle for some time and become another
process term. Elements of this relation are denoted ⟨x⟩ t−→⟨x′⟩; and
(4) a consistency relation of type P , representing that the knowledge about a certain process is consistent. Elements of
this relation are denoted ⟨consistent x⟩. This relation functions as a signal relation α ∈ [s(x)], in an algebra where
consistency does not depend on the valuation of variables α.
The notation ⟨x⟩ ̸ r−→stands for the predicate @x′ ∈ P : ⟨x⟩ r−→⟨x′⟩.
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Table 7
BPAsrt⊥ with conditional time-determinism.
σ trel(x+ y) = σ trel(x)+ σ trel(y) ; if x ≠ ⊥, y ≠ ⊥ (SRTD)
σ trel(x)+ σ trel(⊥) = σ trel(x) for t > 0 (SRTD⊥)
Table 8
Semantics for BPAsrt⊥ with conditional time-determinism (a ∈ A, r, u > 0).
⟨consistent ˜˜δ⟩ P1-1 ⟨consistent ˜˜a⟩ P1-2
⟨˜˜a⟩ a−→√ P1-3
⟨consistent x⟩
⟨consistent σ 0rel(x)⟩
P1-4
⟨x⟩ a−→√
⟨σ 0rel(x)⟩ a−→
√ P1-5 ⟨x⟩
a−→⟨x′⟩
⟨σ 0rel(x)⟩ a−→⟨x′⟩
P1-6
⟨x⟩ r−→⟨x′⟩
⟨σ 0rel(x)⟩ r−→⟨x′⟩
P1-7 ⟨consistent σ rrel(x)⟩
P1-8
⟨σ r+urel (x)⟩ u−→ ⟨σ rrel(x)⟩
P1-9
⟨consistent x⟩
⟨σ rrel(x)⟩ r−→⟨x⟩
P1-10
⟨x⟩ u−→ ⟨x′⟩
⟨σ rrel(x)⟩ r+u−−→ ⟨x′⟩
u > 0 P1-11
⟨consistent x⟩
⟨consistent x · y⟩ P1-12
⟨x⟩ a−→⟨x′⟩
⟨x · y⟩ a−→⟨x′ · y⟩ P1-13
⟨x⟩ a−→√, ⟨consistent y⟩
⟨x · y⟩ a−→⟨y⟩ P1-14
⟨x⟩ r−→⟨x′⟩
⟨x · y⟩ r−→⟨x′ · y⟩
P1-15
⟨consistent x⟩, ⟨consistent y⟩
⟨consistent x+ y⟩ P1-16
⟨x⟩ a−→√, ⟨consistent y⟩
⟨x+ y⟩ a−→√ P1-17
⟨y⟩ a−→√, ⟨consistent x⟩
⟨x+ y⟩ a−→√ P1-18
⟨x⟩ a−→⟨x′⟩, ⟨consistent y⟩
⟨x+ y⟩ a−→⟨x′⟩ P1-19
⟨y⟩ a−→⟨y′⟩, ⟨consistent x⟩
⟨x+ y⟩ a−→⟨y′⟩ P1-20
⟨x⟩ r−→⟨x′⟩, ⟨y⟩ r−→⟨y′⟩
⟨x+ y⟩ r−→⟨x′ + y′⟩
P1-21
⟨x⟩ r−→⟨x′⟩, ⟨y⟩ ̸ r−→, ⟨consistent y⟩
⟨x+ y⟩ r−→⟨x′⟩
P1-22
⟨y⟩ r−→⟨y′⟩, ⟨x⟩ ̸ r−→, ⟨consistent x⟩
⟨x+ y⟩ r−→⟨y′⟩
P1-23
⟨consistent x⟩
⟨consistent νrel(x)⟩ P1-24
⟨x⟩ a−→√
⟨νrel(x)⟩ a−→√
P1-25
⟨x⟩ a−→⟨x′⟩
⟨νrel(x)⟩ a−→⟨x′⟩
P1-26
The equivalence notion used in this simplified semantics is (ordinary) bisimulation.
Definition 2. A bisimulation relation is a relation R ⊆ P × P on pairs of closed process terms such that for all a ∈ A,
r > 0, x, y, z ∈ P with (x, y) ∈ Rwe have
(1) ⟨x⟩ a−→⟨z⟩ =⇒ ∃z ′ ∈ P : ⟨y⟩ a−→⟨z ′⟩ and (z, z ′) ∈ R,
(2) ⟨y⟩ a−→⟨z⟩ =⇒ ∃z ′ ∈ P : ⟨x⟩ a−→⟨z ′⟩ and (z, z ′) ∈ R,
(3) ⟨x⟩ r−→⟨z⟩ =⇒ ∃z ′ ∈ P : ⟨y⟩ r−→⟨z ′⟩ and (z, z ′) ∈ R,
(4) ⟨y⟩ r−→⟨z⟩ =⇒ ∃z ′ ∈ P : ⟨x⟩ r−→⟨z ′⟩ and (z, z ′) ∈ R,
(5) ⟨x⟩ a−→√⇔ ⟨y⟩ a−→√, and
(6) ⟨consistent x⟩ ⇔ ⟨consistent y⟩
Twoprocess terms x and y are called bisimilar, denoted ⟨x⟩ ↔ ⟨y⟩, if there exists a bisimulation relation R such that (x, y) ∈ R.
The following theorem shows that bisimulation on closed process terms (i.e. process terms without variables in them) of
BPAsrt⊥ with conditional time-determinism in this new semantics is equivalent to ic-bisimulation on the same process terms
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in the semantics of BPAsrths . Hence, bisimulation is a congruence for the new semantics, and the axioms that are sound in one
semantics are sound in the other.
Theorem 6. Let x and y be closed process terms of BPAsrt⊥ then x↔ y in the semantics of Table 8 if and only if x↔ y in the original
semantics of BPAsrths .
Proof. For every action step ⟨x⟩ a−→ ⟨x′⟩, time step ⟨x⟩ r−→ ⟨x′⟩, termination predicate ⟨x⟩ a−→√ and consistency predicate
⟨consistent x⟩, that is derivable for x in the semantics of Table 8, there exists a corresponding set of action steps
(∀α, α′, ⟨x, α⟩ a−→ ⟨x′, α′⟩), time steps (∀ρ, ⟨x, αρ0 ⟩
r,ρ−→ ⟨x′, αρr ⟩, termination predicates (∀α, α′, ⟨x, α⟩ a−→ ⟨√, α′⟩) and
signal relations (∀α, α ∈ [s(x)]), that are all derivable in the semantics of BPAsrths , using αρt as a shortcut for the valuation with
α
ρ
t (v) = ρ(t)(v) and αρt (v˙) = ρ˙(t)(v) for all model variables v. Vice versa, if any of these steps, predicates or relations is
derivable in the original semantics of BPAsrths , then all are derivable in BPA
srt
hs , and the corresponding one is also derivable in
the semantics of Table 8. Hence, any witnessing relation for the one equivalence is also a witness for the other. 
Now, we can prove that the conditional axioms are sound in the new (and hence in the old) semantics for BPAsrt⊥ with
conditional time-determinism, but first we prove thatwhenever a process is inconsistent, we can derive this using the axioms.
Theorem 7. Given a closed process term x, x↔⊥ implies x = ⊥.
Proof. With structural induction on x, and studying the semantics, we easily find that if x ↔ ⊥ then x cannot do any
transitions, and ⟨consistent x⟩ does not hold. Further study of the semantic rules for ⟨consistent x⟩ then gives us the
following case distinction for x:
• ˜˜δ ↮ ⊥,
• ˜˜a ↮ ⊥,
• (y+ z)↔⊥ implies y↔⊥ or z↔⊥, hence with induction y = ⊥ or z = ⊥, and using axiom NE1 and A1 if necessary,
y+⊥ = ⊥ or⊥+ z = z +⊥ = ⊥,
• (y · z)↔⊥ implies y↔⊥, hence with induction y = ⊥, and using axiom NE2,⊥ · z = ⊥,
• σ t(y)↔⊥ implies t = 0 and y↔⊥, hence with induction y = ⊥, and using axiom SRT1, σ 0(⊥) = ⊥.
• νrel(y)↔⊥ implies y↔⊥, hence with induction y = ⊥, and using axioms NESRU, νrel(⊥) = ⊥.
Hence, any equivalence of a term to⊥ can be derived by the axioms. 
Theorem 8. Given process terms x ↮ ⊥ and y ↮ ⊥ we find
σ trel(x+ y)↔ σ trel(x)+ σ trel(y) (SRTD)
Proof. For t = 0, the axiom SRT1 (σ 0rel(x) = x) shows that the axiom (SRTD) holds, while for t > 0we consider the following
relation as a bisimulation witness, where IdP = {(x, x) | x ∈ P }:
R = {(σ urel(x+ y), σ urel(x)+ σ urel(y)) | x, y ∈ P , u > 0} ∪ IdP
The proof of conditions 1, 2, 5 and 6 of Definition 2 are trivial as, for r > 0, a term σ rrel(z) cannot perform an action and is
always consistent (rule PI-8). Conditions 3 and 4 need to be verified, and for this we use rules PI-21, PI-22, PI-23, PI-9, PI-10
and PI-11. For a complete proof, see [17]. 
Corollary 1. Given closed process terms x ≠ ⊥ and y ≠ ⊥ we find
σ trel(x+ y)↔ σ trel(x)+ σ trel(y)
Theorem 9. For any process term x and t > 0,
σ trel(x)+ σ trel(⊥)↔ σ trel(x) (SRTD⊥)
Proof. We give a bisimulation relation below witnessing that (SRTD⊥) holds.
R = {(σ urel(x)+ σ urel(⊥), σ urel(x)) | x ∈ P , u > 0} ∪ IdP
Again the proof of conditions 1, 2, 5 and 6 of Definition 2 are trivial. Conditions 3 and 4 need to be verified, for which we use
rules PI-21, PI-22, PI-23, PI-9, PI-10 and PI-11. For a complete proof, see [17]. 
Finally, we conclude that BPAsrt⊥ with conditional time-determinism is still a conservative extension of BPA
srt and BPA⊥.
Theorem 10. Let x and y be closed process terms from BPAsrt , then BPAsrt ⊢ x = y if and only if BPAsrt⊥ ⊢ x = y. Similarly, let x
and y be closed process terms from BPA⊥, then BPA⊥ ⊢ x = y if and only if BPAsrt⊥ with conditional time-determinism ⊢ x = y.
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Proof. To prove that equivalence in BPAsrt or BPA⊥, respectively, implies equivalence in BPAsrt⊥ , we need to verify that all
axioms of BPAsrt and BPA⊥ are applicable in BPAsrt⊥ as well (given terms in the respective algebras). This is trivial for all
axioms except (SRT3). Furthermore, using Theorem 7, it is easy to verify that all terms p from BPAsrt satisfy p ≠ ⊥, hence
the axiom SRTD is applicable for all such terms and coincides with SRT3.
To prove that equivalence in BPAsrt⊥ with conditional time-determinism implies equivalence in BPA
srt or BPA⊥, respectively,
we use the fact that the axiomatization of BPAsrt⊥ with conditional time-determinism is sound, and that the axiomatizations of
BPAsrt and BPA⊥ are ground complete. Ground completeness means that for any two closed process terms of a given theory,
if the terms are bisimilar in the semantics of the theory, then they are also derivably equal using the axioms of the theory.
Ground completeness is claimed for BPAsrt in [4], and easily seen for BPA⊥ using the completeness proof for BPAps in [3]. If
any two closed BPA⊥ terms are equivalent in BPAsrt⊥ , then they are bisimilar. Furthermore, the timed transition relation will
be empty for both terms, hence their semantics for BPAsrt⊥ coincides with their semantics for BPA⊥. Finally, because BPA⊥ is
ground complete, the bisimilarity of the transition systems implies that the equivalence of the terms is derivable in BPA⊥. A
similar reasoning holds for BPAsrt , with the addition that all terms from BPAsrt carry the consistency predicate in BPAsrt⊥ . This
observation is necessary to conclude that bisimilarity of the transition systems in BPAsrt⊥ implies bisimilarity of the transition
systems in BPAsrt . 
4.2. Adapting the semantics
In the previous subsection, we have shown that the semantics of BPAsrths as given in [6] still constitutes a conservative
extension of BPAsrt and BPA⊥, but that the axiom (SRT3) must be replaced by (SRTD) and (SRTD⊥). However, in [6], the
authors explicitly point out that the equivalence σ trel(x) + σ trel(⊥) = σ trel(⊥) is derivable. It seems to be their explicit wish
that SRT3holds for the non-existent process aswell. Therefore, one can argue that repairingBPAsrths must include an attempt to
adapt the semantics to fit the axioms (in particular, the semantics should be changed such that (SRT3) holds unconditionally).
Two operators constitute the axiom (SRT3): time delay σ trel and choice +. To change the semantics of BPAsrt⊥ therefore
implies that the semantics of at least one of these two operators should change. In [18], we show that both options are
feasible. One solution is to decide that the delay operator σ trel(⊥) can in fact reach the state ⊥ by performing a transition
of duration t . The other solution is to change the + operator in such a way that, when a choice between two time-steps is
made, the shortest is chosen.
However, even though these approaches lead to a sound implementation of (SRT3), there are strong arguments against
both of these options. On the one hand, considering ⊥ to be reachable is in contradiction with the intuition that it is a
non-existent process, while on the other hand, the choice for shortest time transitions leads to future problems when we
extend the theory with an infinite choice, or integration operator, for which a shortest time-step does not always exist. The
research in [18] shows that the best option is a compromise based on the first option. We introduce a special predicate that
anticipates future inconsistency. Mathematically, this option is isomorphic (modulo bisimulation equivalence) to the first
option, but the use of two different relations stresses the intuitive difference between actually reaching an impossible state
and merely observing that a certain transition is impossible. In accordance with this intuition, we adapt the rules for delay
and choice to respect this new predicate, but first we discuss an example that illustrates why it is necessary to observe that
a transition would lead to inconsistency.
Our reason for introducing a predicate that observes transitions going into inconsistency is best illustrated using the
integral operator. Of course, the integral operator is not available in BPAsrths and BPA
srt
⊥ , but it is available in ACP
srt
hs , where it
has inherited the axioms of integration known from the timed process algebra ACPsrt +  . In our reasoning below, we only
need the derivation rule that reflects idempotency of integrals,
∀u∈U x = xu
x = u∈U xu
and axioms to split integrals and distribute choice over integrals:
u∈U
xu

+

u∈V
xu

=

u∈U∪V
xu
u∈U
(x+ xu) = x+

u∈U
xu
Our first example starts from the observation that the semantics of the original BPAsrths in [6] does not distinguish between
a process that becomes inconsistent after a certain delay t , and a process that can only delay up to-but-not-including that
time t . If we extend the original semantics of BPAsrths with an integral operator, this can be expressed using the following
equivalence:
σ trel(⊥) =

u<t
σ urel(
˜˜δ)
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This equivalence corresponds to the initial intuition about inconsistency, but it leads to problems when it is combined with
(unconditional) time-determinism, as it then allows the following derivation for u < t:
σ trel(x) =

u<t σ
t
rel(x) (Idempotence of integrals)
= u<t σ trel(x)+ σ urel( ˜˜δ) ((SRT2), (SRT3) and (A6SR))
= σ trel(x)+

u<t σ
u
rel(
˜˜δ) (Distribution of integrals over choice)
= σ trel(x)+ σ trel(⊥)= σ trel(x+⊥)= σ trel(⊥)
In this derivationwe only use the axioms and derivation rules for

that wementioned above, the time-determinism axiom,
and the observation on the semantics that a delay into inconsistency is equivalent to a delay into deadlock just before the
inconsistency happens.
The example above clearly shows why the original semantics of BPAsrths is not compatible with (unconditional) time
determinism. Indeed, the derivation is not possible in the version of BPAsrt⊥ with conditional time-determinism that was
developed in the previous section. But, since we do not wish to change the integration axioms and derivation rules, and
we set a goal not to change the time-determinism axiom, and since the outcome of the derivation is clearly undesirable, we
conclude that there must be something wrong with the intuition that delaying into inconsistency is equivalent to delaying
into deadlock just before the inconsistency would happen.
A second example to illustrate the same point, is based on the observation that in the original semantics of BPAsrths an
immediate deadlock cannot be distinguished from a process that is currently consistent but turns into inconsistency for any
arbitrary small passage of time. Using the integration operator, this is illustrated by the following equivalence:
˜˜δ =

u>0
σ urel(⊥)
As before, this equation gives rise to an undesirable derivation for t > 0:
σ trel(x) = σ trel(x)+ ˜˜δ
= σ trel(x)+

u>0
σ urel(⊥)
= σ trel(x)+

u>0
σ urel(⊥)+

t≥u>0
σ urel(⊥)
= σ trel(x)+ ˜˜δ +

t≥u>0
σ urel(⊥)
= σ trel(x)+

t≥u>0
σ urel(⊥)
=

t≥u>0

σ trel(x)+ σ urel(⊥)

=

t≥u>0

σ urel(σ
t−u
rel (x))+ σ urel(⊥)

=

t≥u>0
σ urel(σ
t−u
rel (x)+⊥)
=

t≥u>0
σ urel(⊥)
= ˜˜δ +

t≥u>0
σ urel(⊥)
=

u>0
σ urel(⊥)+

t≥u>0
σ urel(⊥)
=

u>0
σ urel(⊥)
= ˜˜δ
Again, this derivation uses only the axioms and derivation rules wementioned before, together with time-determinism and
the observation that deadlock equals inconsistency immediately after now. Since we do not want to change the axioms and
derivation rules, there must be something wrong with this last observation as well.
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From these two examples wemay conclude that, to obtain a consistent theory for BPAsrt⊥ that includes time-determinism,
the semantics of BPAsrt⊥ should be extended in such a way that it is possible to distinguish a delay for an open interval of
time from a closed interval delay into an inconsistency, and to distinguish deadlock from inconsistency immediately after
now. Our rather straightforward solution to this, is to introduce a predicate that observes the fact that a delay would lead
to inconsistency:
(1) a future inconsistency predicate of type P × R≥0, representing that a process term would become inconsistent if idling
for a certain time were attempted. Elements of this relation are denoted ⟨x⟩ t−→⊥.
Our proposal for a new semantics of BPAsrt⊥ with future inconsistency, satisfying the time-determinism axiomunconditionally,
is given in Table 9.
In this semantics, the predicate
r−→⊥ behaves as a normal time transition, with the exception that 0−→⊥ (denoting an
inconsistency now) is the negation of the predicate ⟨consistent ⟩ in semantics of the previous section. Furthermore,
the second rule represents that if a process would become inconsistent after a time t , then it would still be inconsistent at
any later time. This rule was added after the report [18] was finished, because it is expected to simplify the definition of
integration, compared to the suggestions in [18].
Indeed, if we now return to the counterexamples of Section 3.5, and in particular to Section 3.5.1, we see that σ trel( ˜˜a) +
σ trel(⊥)↔ σ trel( ˜˜a + ⊥) is true in BPAsrt⊥ with future inconsistency. The timed transition of the left-hand side that before was
not possible on the right-hand side of this equation, now has become a transition into inconsistency on both sides.
Formally, we of course need to show that all the axioms of BPAsrt⊥ with future inconsistency are indeed sound for this
semantics. This is captured in the following theorem.
Theorem 11. For process terms x and y of BPAsrt⊥ with future inconsistency, we find that x = y implies x↔ y in the semantics
of Table 9.
Proof. This theorem was actually proven in [17], but for a subtly different semantics. In Appendix C of [19], we prove that
the results of [17] carry over to the semantics given in Table 9.
The soundness proofs in [17] are carried out by giving awitnessing bisimulation relation for each axiom. The bisimulation
relations themselves are straightforward to construct, but some of these witnesses rely on two observations. The first
observation is that the sources of any transition in the semantics other than transitions into inconsistency are consistent,
while the second observation is that the transition relations are time-deterministic in the sense of Section 2 (with equal
times resulting in syntactically equal target states). These observations were easily verified by induction in [17], and can be
verified straightforwardly in the same manner for the semantics in Table 9).
Another way to verify the soundness of BPAsrt⊥ with future inconsistency is by observing that the basic hybrid process
algebra BPAsrths with future inconsistency, which is developed in Section 5.2, is a conservative extension of BPA
srt
⊥ with future
inconsistency. Therefore soundness of the basic hybrid process algebra,which is proven in Section 5.2, is sufficient to conclude
soundness here. 
Aswe have not changed the syntax or axiomatization of BPAsrt⊥ with future inconsistency, it is still a conservative extension
of BPAsrt and BPA⊥. In the next section, we will concern ourselves with extending BPAsrt⊥ with future inconsistency further to
become a hybrid process algebra.
5. Time-determinism considering continuous evolutions
Now that we know how the time-determinism axiom can be preserved in BPAsrt⊥ , the question arises how to extend our
new timed theory to a hybrid theory.
As mentioned in the introduction, the second mistake in the hierarchy leading to ACP srths is found in the theory BPA
srt
ps ,
where choice is no longer associative. From the examples in Section 3.5, we learned that the underlying problem behind
unsoundness of associativity and unsoundness of the distribution laws of evolution predicates is the same. The only
difference is that associativity already fails when initial signals are not handled properly, while the distribution laws fail
as soon as signals change over time. Therefore, we have decided not to give a separate solution for repairing BPAsrtps , but to
go on directly to repairing BPAsrths .
With respect to the choice operator, the decision whether to change the axioms or the semantics in order to repair the
theory, is easy. Associativity of choice is considered a fundamental property in all process algebras, and hence we must try
to change the semantics of the choice operator to fit the axiomatization. However, because we have two versions of BPAsrt⊥ ,
onewith conditional time-determinism and onewith future inconsistency, we still inherit two possible semantics with time
and inconsistency from which we can choose to proceed. We will dedicate one section to each option.
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Table 9
Semantics of BPAsrt⊥ with future inconsistency (a ∈ A, t ≥ 0, r, u > 0).
⊥ 0−→⊥
P2-1
⟨x⟩ t−→⊥
⟨x⟩ t+u−−→⊥
P2-2
⟨˜˜a⟩ a−→√ P2-3
⟨x⟩ a−→⟨x′⟩
⟨σ 0rel(x)⟩ a−→⟨x′⟩
P2-4
⟨x⟩ a−→√
⟨σ 0rel(x)⟩ a−→
√ P2-5
⟨x⟩ r−→⟨x′⟩
⟨σ 0rel(x)⟩ r−→⟨x′⟩
P2-6
⟨x⟩ t−→⊥
⟨σ 0rel(x)⟩ t−→⊥
P2-7
⟨σ r+urel (x)⟩ u−→ ⟨σ rrel(x)⟩
P2-8
⟨x⟩ ̸ 0−→⊥
⟨σ rrel(x)⟩ r−→⟨x⟩
P2-9
⟨x⟩ u−→ ⟨x′⟩
⟨σ rrel(x)⟩ r+u−−→ ⟨x′⟩
P2-10
⟨x⟩ t−→⊥
⟨σ rrel(x)⟩ r+t−−→⊥
P2-11
⟨x⟩ a−→⟨x′⟩
⟨x · y⟩ a−→⟨x′ · y⟩ P2-12
⟨x⟩ a−→√, ⟨y⟩ ̸ 0−→⊥
⟨x · y⟩ a−→⟨y⟩ P2-13
⟨x⟩ r−→⟨x′⟩
⟨x · y⟩ r−→⟨x′ · y⟩
P2-14
⟨x⟩ t−→⊥
⟨x · y⟩ t−→⊥
P2-15
⟨x⟩ a−→⟨x′⟩, ⟨y⟩ ̸ 0−→⊥
⟨x+ y⟩ a−→⟨x′⟩ P2-16
⟨y⟩ a−→⟨y′⟩, ⟨x⟩ ̸ 0−→⊥
⟨x+ y⟩ a−→⟨y′⟩ P2-17
⟨x⟩ a−→√, ⟨y⟩ ̸ 0−→⊥
⟨x+ y⟩ a−→√ P2-18
⟨y⟩ a−→√, ⟨x⟩ ̸ 0−→⊥
⟨x+ y⟩ a−→√ P2-19
⟨x⟩ r−→⟨x′⟩, ⟨y⟩ r−→⟨y′⟩
⟨x+ y⟩ r−→⟨x′ + y′⟩
P2-20
⟨x⟩ r−→⟨x′⟩
⟨y⟩ ̸ r−→, ⟨y⟩ ̸ r−→⊥
⟨x+ y⟩ r−→⟨x′⟩
P2-21
⟨y⟩ r−→⟨y′⟩
⟨x⟩ ̸ r−→, ⟨x⟩ ̸ r−→⊥
⟨x+ y⟩ r−→⟨y′⟩
P2-22
⟨x⟩ t−→⊥
⟨x+ y⟩ t−→⊥
P2-23
⟨y⟩ t−→⊥
⟨x+ y⟩ t−→⊥
P2-24
⟨x⟩ a−→⟨x′⟩
⟨νrel(x)⟩ a−→⟨x′⟩
P2-25
⟨x⟩ a−→√
⟨νrel(x)⟩ a−→√
P2-26
⟨x⟩ 0−→⊥
⟨νrel(x)⟩ 0−→⊥
P2-27
5.1. Conditional flow-determinism
If we start out from the version of BPAsrt⊥ with conditional time-determinism, thenwe only need tomake a small adaptation
to the semantics of the choice operator to get associativity and distribution again. Instead of allowing a delay transition of
one side when there is no delay of the same length possible on the other side, we allow a delay transition when there is no
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Table 10
Transition rules for BPAsrths with conditional flow-determinism (a ∈ A, r, s > 0).
⟨x, α⟩ r,ρ−→ ⟨x′, α′⟩,
⟨y, α⟩ ̸ r,ρ−→, α ∈ [s(y)]
⟨x+ y, α⟩ r,ρ−→ ⟨x′, α′⟩
HS-0
⟨y, α⟩ r,ρ−→ ⟨y′, α′⟩,
α ∈ [s(x)], ⟨x, α⟩ ̸ r,ρ−→
⟨x+ y, α⟩ r,ρ−→ ⟨y′, α′⟩
HS-1
⟨x, α⟩ r,ρ−→ ⟨x′, α′⟩,
⟨y, α⟩ r,ρ−→ ⟨y′, α′⟩
⟨x+ y, α⟩, r,ρ−→ ⟨x′ + y′, α′⟩
HS-2
delay of the same length and the same flow possible on the other side. I.e. we adapt the rules for the choice operator to reflect
conditional flow-determinism.
Starting out from the semantics given in Appendix A we replace rules 12–14 by the ones given in Table 10. As before,
we use negative premises to denote the absence of transitions. In particular, we write ⟨x, α⟩ ̸ t,ρ−→ to denote @⟨x′, α′⟩ ∈
P × S, (t, ρ) ∈ D>0 : α = αρ0 ∧ α′ = αρt ∧ ⟨x, α⟩
t,ρ−→ ⟨x′, α′⟩.
Indeed, if we now return to the counterexamples of Section 3.5, and in particular to Section 3.5.2, we see that
(σ trel((l = 0) ∧N ˜˜a)+ σ trel((l = 1) ∧N ˜˜a))+ σ trel( ˜˜a)
↔
σ trel((l = 0) ∧N ˜˜a)+ (σ trel((l = 1) ∧N ˜˜a)+ σ trel( ˜˜a))
holds for BPAsrths with conditional flow-determinism, because in the new semantics neither of the two processes can perform a
delay. The flow transition that was possible on the left-hand side before, is no longer possible because in the new semantics
flows of all alternatives need to be synchronized.
In general, the associativity axiom is sound for this altered semantics, as is the main distributivity law. The conditional
time-determinism axiom has essentially remained the same, although the condition now compares signals rather than
equality to ⊥. (In [17] a slightly different axiom was suggested, which turned out to hold only for initially stateless
bisimulation when we actually carried out the proofs.) To denote the condition that the signals of p and q are equal, we
use the root signal operator sρ(p), which was used in the original manuscript of [6] to syntactically determine the signal of
a process p.
The axioms that deal with this operator are given in the second table of Appendix B. Soundness of these axioms implies
that if we can derive sρ(p) = sρ(q) then we have [s(p)] = [s(q)].
Theorem 12. The following axioms are sound for the semantics of BPAsrths with conditional flow-determinism given in Table 10
(x+ y)+ z = x+ (y+ z) (A2)
σ trel(x+ y) = σ trel(x)+ σ trel(y) if sρ(x) = sρ(y) (conditional SRT3)
σ trel(x)+ σ trel(⊥) = σ trel(x) for t > 0 (SRTD⊥)
φ ∩HV (x+ y) = φ ∩HV x+ φ ∩HV y (HSE7)
Proof. The proof of this theorem is rather straightforward. Detailed soundness proofs of these axioms are given in Appendix
E of [19]. Below we just give a witnessing bisimulation relation for each axiom, and a hint for proving that this relation is
indeed a bisimulation relation.
• The axiom (A2) is witnessed by the relation
B = {((x+ y)+ z, x+ (y+ z)) | x, y, z ∈ P } ∪ IdP
This bisimulation relation satisfies all the six conditions given in Definition 1. The proof of condition 3 and 4 is critical,
because this is where the authors of [6] have erred. In the semantics of Table 10, given the two statements: ⟨x+y, α⟩ ̸ r,ρ−→
and α ∈ [s(x + y)], we can derive that: ⟨x, α⟩ ̸ r,ρ−→ and ⟨y, α⟩ ̸ r,ρ−→. Where as in the semantics of [6], given the two
statements: ⟨x+ y, α⟩ ̸ r−→and α ∈ [s(x+ y)], we cannot derive ⟨x, α⟩ ̸ r−→and ⟨y, α⟩ ̸ r−→.
• The axiom (conditional SRT3) follows from axiom (SRT1) in case t = 0. For t > 0 the following relation is a bisimulation
relation:
B = {(σ urel(x+ y), σ urel(x)+ σ urel(y)) | x, y ∈ P , u > 0, sρ(x) = sρ(y)} ∪ IdP
In order to prove that B is a bisimulation relation, we first need to prove that for all closed terms x, x′ all α, α′ ∈ S and
(r, ρ) ∈ D>0 we have that ⟨x, α⟩ rρ−→ ⟨x′, α′⟩ =⇒ α ∈ [s(x)]. This is easily proven using structural induction on closed
terms, the details of which are given in Appendix E of [19].
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• The axiom (SRTD⊥) is witnessed by the relation:
B = {(σ urel(x)+ σ urel(⊥), σ urel(x)) | x ∈ P , u > 0} ∪ IdP
for which the conditions 1 to 6 of Definition 1 are straightforward to check.
• The axiom (HSE7) is witnessed by the relation:
B = {(φ ∩HV (x+ y), φ ∩HV x+ φ ∩HV y) | x, y ∈ P } ∪ IdP
for which the conditions 1 to 6 of definition Definition 1 are straightforward to check. 
The reader should note that axiom (HSE13)
φ ∩HV (σ trel(x)+ φ′ ∩HV ′ σ trel(νrel(y)) = φ ∩HV σ trel(x)+ φ′ ∩HV ′ σ trel(νrel(y))
does not hold in this new semantics and, worse, if we try to find a replacement for it we run into an axiomatization problem.
The semantics in Table 10 expresses that a choice between flow-predicates φ and ψ will be made, as soon as a flow is
taken that satisfies one but not the other. Up to that moment, φ and ψ must both hold. In order to capture this behavior in
the form of an axiom, we consider the introduction of an until operator U on flow predicate. By writing αUβ , this operator
expresses that a certain predicate α holds until β holds, and furthermore that β holds eventually, i.e. within a finite time.
Such an operator would allow us to state the following axiom:
φ ∩HV x+ ψ ∩HV y = (φ ∧ ψ)U(φ ∧ ¬ψ) ∩HV x+ (φ ∧ ψ) ∩HV (x+ y)+ (φ ∧ ψ)U(¬φ ∧ ψ) ∩HV y
However, as was remarked in [11], liveness properties such as those expressed by this until operator cannot be represented
by hybrid transition systems without adding, for example, Büchi acceptance criteria for flows to the semantic framework.
In other words, no semantics can be given for theU operator in terms of hybrid transition systems alone.
A different approach to solving the axiomatization of BPAsrths with conditional flow-determinismwould be to recognize that
it is either the first flow-transition inwhich a choice for x or y is made, or the choice is postponed to the next flow-transition.
In other words, like it is often the case in process algebra, we could use an auxiliary operator to axiomatize the theory. In
this case, the auxiliary operator could consist of a special flow-signal (denoted φ∩HV x) that disappears after the first flow-
transition is made. Then we could write:
φ ∩HV x+ ψ ∩HV y = (φ ∧ ¬ψ)∩HVφ ∩HV x+ (φ ∧ ψ)∩HV (φ ∩HV x+ ψ ∩HV y)+ (¬φ ∧ ψ)∩HVψ ∩HV y
Based on these observations, we conclude that the errors in BPAsrths can be repaired in a reasonable way by assuming a
conditional time-determinism axiom and by a small but reasonable altering of the semantics. However, this repair requires
us to abandon certain axioms of the original theory, and we do not have a replacement for those axioms. Even worse, we
conjecture that our new semantics for BPAsrths with conditional flow-determinism cannot be completely
1 axiomatized without
adding auxiliary operators to the syntax. The details of this, we leave as a topic for future research.
5.2. Flow-determinism with future inconsistency
Next,we study the possibility of obtaining associativity and distributivity of the choice,while retaining flow-determinism
through the use of the future inconsistency predicate. If wewant to do this, a completely new formal semantics is necessary,
because we have to lift the future inconsistency predicate of Section 4 to flows. This semantics is given in Table 11.
Table 11
Transition rules for BPAsrths with future inconsistency (a ∈ A, r, s > 0).
⟨⊥, α⟩ 0,ρ−→⊥
FI-3
⟨x, α⟩ t,ρEt−−−→⊥
⟨x, α⟩ t+s,ρ−−−→⊥
FI-4
⟨˜˜a, α⟩ a−→⟨√, α′⟩ FI-5
⟨x, α⟩ a−→⟨x′, α′⟩
⟨σ 0rel(x), α⟩ a−→⟨x′, α′⟩
FI-6
⟨x, α⟩ a−→⟨√, α′⟩
⟨σ 0rel(x), α⟩ a−→⟨
√
, α′⟩ FI-7
Continued on next page
1 More precisely, we should speak of a complete axiomatization relative to calculations on flow predicates and re-initializations.
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⟨x, α⟩ r,ρ−→ ⟨x′, α′⟩
⟨σ 0rel(x), α⟩ r,ρ−→ ⟨x′, α′⟩
FI-8
⟨x, α⟩ t,ρ−→⊥
⟨σ 0rel(x), α⟩ t,ρ−→⊥
FI-9
⟨σ r+srel (x), α⟩ r,ρ−→ ⟨σ srel(x), α′⟩
FI-10
⟨x, α′⟩ ̸ 0,ρDr−−−→⊥
⟨σ rrel(x), α⟩ r,ρ−→ ⟨x, α′⟩
FI-11
⟨x, α′⟩ s,ρDr−−−→ ⟨x′, α′′⟩
⟨σ rrel(x), α⟩ r+s,ρ−−−→ ⟨x′, α′′⟩
FI-12
⟨x, α′⟩ t,ρDr−−−→⊥
⟨σ rrel(x), α⟩ r+t,ρ−−−→⊥
FI-13
⟨x, α⟩ a−→⟨x′, α′⟩, ⟨y, α⟩ ̸ 0,ρ−→⊥
⟨x+ y, α⟩ a−→⟨x′, α′⟩ FI-14
⟨y, α⟩ a−→⟨y′, α′⟩, ⟨x, α⟩ ̸ 0,ρ−→⊥
⟨x+ y, α⟩ a−→⟨y′, α′⟩ FI-15
⟨x, α⟩ a−→⟨√, α′⟩, ⟨y, α⟩ ̸ 0,ρ−→⊥
⟨x+ y, α⟩ a−→⟨√, α′⟩ FI-16
⟨y, α⟩ a−→⟨√, α′⟩, ⟨x, α⟩ ̸ 0,ρ−→⊥
⟨x+ y, α⟩ a−→⟨√, α′⟩ FI-17
⟨x, α⟩ t,ρ−→⊥
⟨x+ y, α⟩ t,ρ−→⊥
FI-18
⟨y, α⟩ t,ρ−→⊥
⟨x+ y, α⟩ t,ρ−→⊥
FI-19
⟨x, α⟩ r,ρ−→ ⟨x′, α′⟩,
⟨y, α⟩ ̸ r,ρ−→, ⟨y, α⟩ ̸ r,ρ−→⊥
⟨x+ y, α⟩ r,ρ−→ ⟨x′, α′⟩
FI-20
⟨y, α⟩ r,ρ−→ ⟨y′, α′⟩,
⟨x, α⟩ ̸ r,ρ−→, ⟨x, α⟩ ̸ r,ρ−→⊥
⟨x+ y, α⟩ r,ρ−→ ⟨y′, α′⟩
FI-21
⟨x, α⟩ r,ρ−→ ⟨x′, α′⟩,
⟨y, α⟩ r,ρ−→ ⟨y′, α′⟩
⟨x+ y, α⟩, r,ρ−→ ⟨x′ + y′, α′⟩
FI-22
⟨x, α⟩ a−→⟨x′, α′⟩
⟨x · y, α⟩ a−→⟨x′ · y, α′⟩ FI-23
⟨x, α⟩ a−→⟨√, α′⟩, ⟨y, α′⟩ ̸ 0,ρ−→⊥
⟨x · y, α⟩ a−→⟨y, α′⟩ FI-24
⟨x, α⟩ r,ρ−→ ⟨x′, α′⟩
⟨x · y, α⟩ r,ρ−→ ⟨x′ · y, α′⟩
FI-25
⟨x, α⟩ t,ρ−→⊥
⟨x · y, α⟩ t,ρ−→⊥
FI-26
⟨x, α⟩ a−→⟨x′, α′⟩
⟨ψ :→ x, α⟩ a−→⟨x′, α′⟩ α |= ψ FI-27
⟨x, α⟩ a−→⟨√, α′⟩
⟨ψ :→ x, α⟩ a−→⟨√, α′⟩ α |= ψ FI-28
⟨x, α⟩ r,ρ−→ ⟨x′, α′⟩
⟨ψ :→ x, α⟩ r,ρ−→ ⟨x′, α′⟩
α |= ψ FI-29 ⟨x, α⟩
t,ρ−→⊥
⟨ψ :→ x, α⟩ t,ρ−→⊥
α |= ψ FI-30
⟨x, α⟩ a−→⟨x′, α′⟩
⟨ψ ∧N x, α⟩ a−→⟨x′, α′⟩ α |= ψ FI-31
⟨x, α⟩ a−→⟨√, α′⟩
⟨ψ ∧N x, α⟩ a−→⟨√, α′⟩ α |= ψ FI-32
Continued on next page
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⟨ψ ∧N x, α⟩ 0,ρ−→⊥
α |̸= ψ FI-33 ⟨x, α⟩
t,ρ−→⊥
⟨ψ ∧N x, α⟩ t,ρ−→⊥
FI-34
⟨x, α⟩ r,ρ−→ ⟨x′, α′⟩
⟨ψ ∧N x, α⟩ r,ρ−→ ⟨x′, α′⟩
α |= ψ FI-35
⟨x, α⟩ a−→⟨x′, α′⟩
⟨φ ∩HV x, α⟩ a−→⟨x′, α′⟩
α |= φ FI-36 ⟨x, α⟩
a−→⟨√, α′⟩
⟨φ ∩HV x, α⟩ a−→⟨√, α′⟩
α |= φ FI-37
⟨x, α⟩ r,ρ−→ ⟨x′, α′⟩
⟨φ ∩HV x, α⟩ r,ρ−→ ⟨φ ∩HV x′, α′⟩
α
r,ρ−→ α′ |=V φ FI-38
⟨φ ∩HV x, α⟩ 0,ρ−→⊥
α |̸= φ FI-39 ⟨x, α⟩
r,ρ−→ ⟨x′, α′⟩
⟨φ ∩HV x, α⟩ r,ρ−→⊥
α
r,ρ−→ α′ |̸=V φ FI-40
⟨x, α⟩ t,ρ−→⊥
⟨φ ∩HV x, α⟩ t,ρ−→⊥
FI-41
⟨x, α⟩ a−→⟨x′, α′⟩
⟨χ ⊓H x, α⟩ a−→⟨x′, α′⟩ α → α
′ |= χ FI-42
⟨x, α⟩ a−→⟨√, α′⟩
⟨χ ⊓H x, α⟩ a−→⟨√, α′⟩ α → α
′ |= χ FI-43
⟨x, α⟩ r,ρ−→ ⟨x′, α′⟩
⟨χ ⊓H x, α⟩ r,ρ−→ ⟨x′, α′⟩
α |= ◦χ FI-44
⟨x, α⟩ t,ρ−→⊥
⟨χ ⊓H x, α⟩ t,ρ−→⊥
α |= ◦χ FI-45
⟨x, α⟩ a−→⟨x′, α′⟩
⟨νrel(x), α⟩ a−→⟨x′, α′⟩
FI-46
⟨x, α⟩ a−→⟨√, α′⟩
⟨νrel(x), α⟩ a−→⟨√, α′⟩
FI-47
⟨x, α⟩ 0,ρ−→⊥
⟨νrel(x), α⟩ 0,ρ−→⊥
FI-48
Also, we have to update the definition of bisimulation to the new transition relations, so that it becomes the following.
Definition 3. For the semantics of BPAsrths with future inconsistency, an ic-bisimulation relation B ⊆ P ×P is a binary relation
on pairs of BPAsrths closed terms such that, for all pairs (x, y) ∈ B, and all valuations α, the following holds:
(1) For a ∈ A, x′ ∈ P , α′ ∈ S, ⟨x, α⟩ a−→⟨x′, α′⟩ =⇒
∃y′ ∈ P : ⟨y, α⟩ a−→⟨y′, α′⟩ ∧ (x′, y′) ∈ B;
(2) For a ∈ A, y′ ∈ P , α′ ∈ S, ⟨y, α⟩ a−→⟨y′, α′⟩ =⇒
∃x′ ∈ P : ⟨x, α⟩ a−→⟨x′, α′⟩ ∧ (x′, y′) ∈ B;
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(3) For (r, ρ) ∈ D>0,x′ ∈ P , ⟨x, α⟩ r,ρ−→ ⟨x′, α′⟩ =⇒
∃y′ ∈ P : ⟨y, α⟩ r,ρ−→ ⟨y′, α′⟩ ∧ (x′, y′) ∈ B;
(4) For (r, ρ) ∈ D>0,y′ ∈ P , ⟨y, α⟩ r,ρ−→ ⟨y′, α′⟩ =⇒
∃x′ ∈ P : ⟨x, α⟩ r,ρ−→ ⟨x′, α′⟩ ∧ (x′, y′) ∈ B;
(5) For a ∈ A, α′ ∈ S, ⟨x, α⟩ a−→⟨√, α′⟩ ⇔ ⟨y, α⟩ a−→⟨√, α′⟩;
(6) For (t, ρ) ∈ D≥0, ⟨x, α⟩ t,ρ−→⊥⇔ ⟨y, α⟩ t,ρ−→⊥.
Two process terms x, y are said to be ic-bisimilar (denoted x↔ y) if an ic-bisimulation relation B exists with (x, y) ∈ B.
The rules in Table 11 are easily verified to be well-founded, stratifiable and in panth format, so that wemay apply the theory
of [22] to conclude that this notion of bisimulation is a congruence for those operators.
As before, if we now revisit the counterexamples of Section 3.5, and in particular to Section 3.5.2, we see that
(σ trel((l = 0) ∧N ˜˜a)+ σ trel((l = 1) ∧N ˜˜a))+ σ trel( ˜˜a)
↔
σ trel((l = 0) ∧N ˜˜a)+ (σ trel((l = 1) ∧N ˜˜a)+ σ trel( ˜˜a))
holds for BPAsrths with future inconsistency, because also in this semantics neither of the two processes can perform a delay.
The flow transition that was possible on the left-hand side before, is no longer possible because flows from all alternatives
need to be synchronized.
We were rather surprised to find that, in fact, this semantics not only repairs associativity and distributivity, but that the
whole axiomatization given in [6] is sound for it!
Theorem 13. The axiomatization of [6] is sound for the semantics given in Table 11. Furthermore, axiom (HSE13) also holds for
t = 0.
Proof. We here only sketch the proof of the following axioms, for which the full proofs can be found in Appendix F of [19].
The other axioms of [6] have been verified, but their proof has not beenwritten down. These three axioms all hold for t ≥ 0:
(x+ y)+ z = x+ (y+ z) (A2)
σ trel(x+ y) = σ trel(x)+ σ trel(y) (SRT3)
φ ∩HV (σ trel(x)+ φ′ ∩HV ′ σ trel(νrel(y)) = φ ∩HV σ trel(x)+ φ′ ∩HV ′ σ trel(νrel(y)) (HSE13)
Note, that axiom (HSE7) is not proven here, yet, as it will be replaced by a more general axiom in the proof of the next
theorem.
The witnessing bisimulation relations for (A2), (SRT3) and (HSE13) are given below. For each bisimulation relation, we
show in Appendix F of [19] that all the pairs in it satisfy the six conditions of Definition 3. In general, the proof of conditions
1, 2 and 5 is easy, while that of 3, 4 and 6 is more difficult. Conditions 1, 2, and 5 are related to action steps. Conditions 3
and 4 are related to time delays and condition 6 corresponds to future inconsistency predicates. The proofs for conditions
3, 4 and 6 require more effort, because the rules that we need to check for time delay transitions and future inconsistency
predicates are more in number and more complex than those for action transitions.
• Axiom (A2) is witnessed by the relation
B = {((x+ y)+ z, x+ (y+ z)) | x, y, z ∈ P } ∪ IdP
• Axiom (SRT3) follows from axiom (SRT1) for t = 0. In case t > 0, it follows from the following witnessing relations:
B = {(σ urel(x+ y), σ urel(x)+ σ urel(y)) | x, y ∈ P , u > 0} ∪ IdP
• Axiom (HSE13) follows from the relation
B = {(φ ∩HV (σ urel(x)+ φ′ ∩HV ′ σ urel(νrel(y))), φ ∩HV σ urel(x)+ φ′ ∩HV ′ σ urel(νrel(y))),
(φ ∩HV (x+ φ′ ∩HV ′ (νrel(y))), φ ∩HV x+ φ′ ∩HV ′ (νrel(y)))
| x, y ∈ P , u ≥ 0} ∪ IdP
In this relation, the proof of condition 6 is not straightforward. We have to distinguish many possible scenarios and
show that in each case the required inconsistency predicate is derivable. For example, if ⟨φ ∩HV σ urel(x) + φ′ ∩HV ′
σ urel(νrel(y)), α⟩ t,ρ−→⊥ is derived by Rule FI-16 then ⟨φ ∩HV σ urel(x), α⟩ t,ρ−→⊥ holds. If this predicate is derived from Rule
FI-38, then ∃x′ ∈ P : ⟨φ ∩HV σ urel(x), α⟩ t,ρ−→ ⟨x′, α′⟩ and α t,ρ−→ α′ |̸=V φ. Now we consider two cases:
∃y′ ∈ P : ⟨φ′ ∩HV ′ σ urel(νrel(y)), α⟩ t,ρ−→ ⟨y′, α′⟩ (Case 1)
⟨φ′ ∩HV ′ σ urel(νrel(y)), α⟩ ̸ t,ρ−→ (Case 2)
In each of these cases we show that ⟨φ ∩HV (σ urel(x) + φ′ ∩HV ′ σ urel(νrel(y))), α⟩ t,ρ−→⊥ is derivable. Thus condition 6 (along
with other conditions of bisimilarity) is satisfied by the pair (φ ∩HV (σ urel(x) + φ′ ∩HV ′ σ urel(νrel(y))), φ ∩HV σ urel(x) + φ′ ∩HV ′
σ urel(νrel(y))). 
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Finally, we have found the following distribution axiom to be true. And, as we promised in the previous proof, axiom
(HSE7) can be derived from it (hint: take ψ = φ and also use axioms (HSE6) and (HSE11)).
Theorem 14. The axiom
φ ∩HV σ trel(ψ ∩HW x)+ ψ ∩HW σ trel(φ ∩HV y) = (φ ∧ ψ) ∩HV∪W σ trel(x+ y) (HSE14)
is sound for the semantics given in Table 11.
Proof. The witnessing bisimulation relation B for (HSE14) is:
B = {(φ ∩HV σ urel(ψ ∩HW x)+ ψ ∩HW σ urel(φ ∩HV y), (φ ∧ ψ) ∩HV∪W σ urel(x+ y)),
(φ ∩HV σ 0rel(ψ ∩HW x)+ ψ ∩HW σ 0rel(φ ∩HV y), (φ ∧ ψ) ∩HV∪W σ 0rel(x+ y)),
(φ ∩HV ψ ∩HW x+ ψ ∩HW φ ∩HV y, (φ ∧ ψ) ∩HV∪W (x+ y)),
(φ ∩HV ψ ∩HW p, (φ ∧ ψ) ∩HV∪W p),
(ψ ∩HW φ ∩HV p, (φ ∧ ψ) ∩HV∪W p)
| x, y, p ∈ P , u > 0
} ∪ IdP
In Appendix G of [19], we give a detailed proof that this relation satisfies the six conditions of bisimilarity. Again as in the
previous theorem, the proofs of conditions 1, 2, and 5 are easy, while the proofs of conditions 3, 4 and 6 are more difficult
and longer. Below we elaborate on how the proof of condition 6 is more difficult for the pair (φ ∩HV σ urel(ψ ∩HW x) + ψ ∩HW
σ urel(φ
∩HV y), (φ ∧ ψ) ∩HV∪W σ urel(x+ y))with u > 0.
The predicate ⟨(φ ∧ ψ) ∩HV∪W σ urel(x + y), α⟩ t,ρ−→⊥ can be derived from rules FI-2, FI-37, FI-38 and FI-39. If it is derived
from rule FI-38, then the following must hold:
∃p ∈ P : ⟨σ urel(x+ y), α⟩ t,ρ−→ ⟨p, α′⟩ (b1)
and
α
t,ρ−→ α′ |̸=V∪W (φ ∧ ψ) (b2)
Now (b2) implies two cases:
α
t,ρ−→ α′ |̸=V φ, or α t,ρ−→ α′ |̸=W ψ
For t > u, only rule FI-11 can derive (b1). Let t = u1 + u, for u1 > 0, then from the premise of rule FI-11 ⟨x+ y, α⟩ u1,ρDu−−−−→
⟨p, α′⟩ holds. Now four possibilities exist.
• α u1,ρDu−−−−→ α′ |=V φ, α u,ρDu−−−→ α′ |=W ψ
• α u1,ρDu−−−−→ α′ |=V φ, α u,ρDu−−−→ α′ |̸=W ψ
• α u1,ρDu−−−−→ α′ |̸=V φ, α u,ρDu−−−→ α′ |=W ψ
• α u1,ρDu−−−−→ α′ |̸=V φ, α u,ρDu−−−→ α′ |̸=W ψ
For each of the four cases, we prove that the predicate ⟨φ ∩HV σ urel(ψ ∩HW x) + ψ ∩HW σ urel(φ ∩HV y), α⟩ t,ρ−→⊥ is also derivable.
Hence showing that the condition 6 of bisimilarity is satisfied for the pair (φ ∩HV σ urel(ψ ∩HW x) + ψ ∩HW σ urel(φ ∩HV y), (φ ∧
ψ) ∩HV∪W σ urel(x+ y)). 
We may conclude that the errors in BPAsrths can be completely repaired by using a future inconsistency predicate in the
semantics. For this new semantics, the original axiomatization is still sound, and we have found new axioms that are sound
as well.
What the new semantics does show more clearly than the old one, is that time plays a very specific role in the hybrid
theory of Bergstra and Middelburg. In most other theories of hybrid systems, time can simply be represented by a clock-
variable x specified using x˙ = 1. A delay of 2 time-units would then be modeled by starting with x = 0 and requiring
x ≤ 2. However, in BPAsrths with future inconsistency, and especially its extension with integration, such a model of a clock
can be misleading since the process σ 2rel(x) does not have a delay into inconsistency (unless x does), while the process
(x = 0) ∧N (x˙ = 1 ∧ x ≤ 2) ∩Hσ ∗rel(x) (see Section 3.4 for the notational convention σ ∗rel) does have a delay into inconsistency
(any delay longer than 2 will do). We expect that this turns out to be a cumbersome complication when using the theory,
since the moments of becoming inconsistent will have to be made explicit in any calculation.
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6. Conclusions and future work
In this paper,wehave pointed out a number of errors in the process algebra for hybrid systems of Bergstra andMiddelburg
[6], andwe have shown how these errors can be repaired by giving a new semantics to the underlying basic process algebras
BPAsrt⊥ and BPA
srt
hs . The first mistake occurred in the mixing of timed theory with the theory of non-existent processes and,
as it turned out, two possible solutions were conceivable. One solution, named BPAsrt⊥ with conditional time-determinism
consisted of changing of the axioms of the theory to fit the proposed semantics. The other solution, named BPAsrt⊥ with future
inconsistency, consisted of adapting the semantics of the theory to the original axiomatization. In [17], multiple variants
of this solution were investigated, but here we only presented the most feasible one. The second mistake occurred in the
extension of timed theory with inconsistency to a theory with continuous evolutions. In this case, only a change of the
semantics was reasonable. This then lead to two versions for a basic hybrid theory: BPAsrths with conditional flow-determinism
and BPAsrths with future inconsistency.
In the end, we are left with two basic theories: one hybrid theory with conditional flow-determinism, and one hybrid
theory with unconditional flow-determinism and observable future inconsistency. The main difference between these
theories lies in the question whether deadlock is equivalent to inconsistency directly after now, and whether delaying into
inconsistency is equivalent to delaying into a deadlock just before inconsistency would happen. In terms of axiomatization,
this difference can be stated using an integration operatorwith the usual axioms from timed theory. If, for such an integration
operator, one accepts the following additional axioms, then one implicitly chooses for the hybrid theory with conditional
flow-determinism.
σ trel(⊥) =

u<t
σ urel(
˜˜δ),
˜˜δ =

u>0
σ urel(⊥)
On the other hand, if one rejects the equivalences above, then one may choose for unconditional flow-determinism:
σ trel(x)+ σ trel(y) = σ trel(x+ y)
Note, however, that both scenarios are unique to the hybrid process algebra discussed in this paper. In [10] flow-determinism
was rejected altogether because it was argued that physical variables have the possibility to make a choice, and that
this distinguished hybrid process algebra from timed process algebra. In [27] the choice operator enforces a synchronous
execution of time in alternatives, and does not allow time to make a choice either. In [24] and [13], the progress of time is
a phenomenon of the environment, which in [24] is deterministic by definition. Finally, in [20] a form of flow-determinism
is mentioned that is close to the semantics that we have now given to BPAsrths with conditional flow-determinism, but that was
never worked out in detail.
Of course, we have only repaired the basic theory BPAsrths of [6] in this paper. Extending the theory with additional
operators, such as parallel composition, hiding, urgency, or integration, is left as an open challenge. For integration, the
dilemma above shows that this challenge is not a trivial one. Even more strongly, the answer to which semantics is right for
BPAsrths might very well depend on the application domain. It hinges on the interpretation of what the practical meaning is of
writing down a non-existent process ⊥. For hiding, we also know that there are many complications in hybrid process
algebra, since already in simpler algebras like [10] the hiding operator needed careful attention (see [28]), and there
inconsistency did not yet play a role. In [25] it was shown that the expressivity of labeled transition systems discussed
in [11] has consequences for the interaction between hiding and urgency. Only the extension with communication is likely
to be rather straightforward, but also there, the type of communication that is most appropriate depends on the application
area.
Finally, the question arises as to how mistakes like the ones found in [6] can be avoided in the future. So far, all we
have been able to do to convince ourselves and others of the fact that we have actually repaired BPAsrths , is accompany our
proposed repair with proofs. But those proofs are tedious, detailed, and frankly boring to read. So much so, that even the
most dedicated reader of our work will have trouble to go through them all. On an honest note, we therefore feel those
proofs mainly served to convince ourselves.
The problem of long and tedious proofs might be solved by using automatic or semi-automatic theorem provers like Coq
[8], PVS [23] or Isabelle (see [5] for a nice application to the Psi-calculus), or at least to write down the proofs in such a
way that they can be checked by automatic proof-checkers rather than humans (see e.g. [14]). However, for an elaborate
process algebra like ACP srths , the effort that goes into encoding the theorems for automatic proving or checking, makes this
an infeasible enterprise at the current state of technology. And who will check whether the encoding was done correctly?
Another approach to this problem, is taken in the field of SOS-theory, where based on the structure of the operational
rules, certain axioms can be derived (see e.g. [22,9,1]). The idea being that many rules share the same structure, and that
this structure of rules is far easier to verify than the long proof of the axiom. The theory there, however, is still in its infancy,
and cannot be applied to complex semantic frameworks like hybrid transition systems with inconsistency predicates in
combinationwith rules that have side-conditions and negative predicates. The types of axioms that can be derived is limited
to mainly commutativity, associativity and identity, but admittedly, checking those is expected to be sufficient to find the
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most important errors. Correctness of derivations rules like (HSELR1) in this paper is out of scope for this theory, as aremore
complicated notions of equivalence like stateless bisimulation.
Yet, until these two ways of simplifying proofs can deal with complicated algebras like ACP srths , it seems that the most
practical approach to avoiding mistakes in an algebra, is to start developing a language from its semantics rather than from
its syntax. Surely, this will not solve the problem entirely, but our experience shows that starting from a clear semantics,
there is often an elegant syntax to describe it, with a simple set of SOS-rules that are easily understood (see e.g. [10]). Starting
from a clear syntax and set of axioms, there are oftenmany possible semantic interpretations, of which it is not always clear
which is the best for a certain application area. A good example of the latter, is the semantics of theχ-languagewhich shows
a number of changes over the years [26,7,27,25]). Of course, the creators of χ stick to a given syntax and set of axioms for
good reason: every time they revise or extend their modeling language, they would like it to be compatible with previous
versions as much as possible, despite new insights and new application areas. This not only saves on tooling effort, but
also on remodeling effort for those industries that are using the toolset. Still, the ensuing complications in creating and
maintaining a good semantics for the language cannot be denied.
In the past, many types of mathematics have been developed with a certain application in mind, and then turned out to
be useful in other application areas as well. Starting with a (formal or informal) semantic model for one application area,
rules and axioms are derived that describe this application area. Upon closer inspection those rules turn out to hold for
other application areas, and hence for other semantic models, as well. This does not mean, however, that one can find new
application areas by simply combining syntactic rules!
The approach of [6]was based on the hypothesis that a hybrid process algebra should be created by combining the rules of
timed process algebra and the rules of the process algebra with propositional signals. In their method, the axioms of hybrid
process algebra were posed before the semantic domain was studied. This semantic domain was subsequently created as a
kind of ‘union’ of the two original algebras. There, a mistake was made, in the sense that the amount of interaction between
the two original theories was underestimated. As a result, certain axioms turned out not to be sound for the proposed
semantics.
If we now look at the semantics for ACP srths after we have repaired it, we see a transition system that is labeled by actions,
evolutions, and evolutions into inconsistency. The first two of these, have a rather clear analogy with the physical behavior
that underlies the hybrid models we would like to build in our algebra. And also the original notion of inconsistency, from
the process algebra of propositional signals, has a real-life analogy if we interpret it as an ‘undefined’ programming variable.
The evolutions into inconsistency that arise in our new semantics, however, seem not have a clear physical counterpart. The
best interpretation we have so far came from one of the reviewers of this paper, who suggested that we can consider them
as an indication of a ‘future impossibility’ or ‘future violation of a predicate’. Still, this suggest an acausality in the semantics
that is hard to explain from a physical point of view. As a result, ACP srths may in our opinion readily be seen as a software
specification language that deals with physical behavior, but may not be as suitable as a physical modeling language that
deals with software aspects.
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Appendix A. Semantics of BPAsrths , as given by Bergstra and Middelburg
We have for all closed terms x and x′, for all α, α′ : V ∪ V˙ → R, a ∈ A, r, s ∈ R> and ρ ∈ ϵr ,ρ ′ ∈ ϵr+s the following
transition rules:
Table A.1
BPAsrths -Transition Rules (a ∈ A, r, s > 0).
⟨˜˜a, α⟩ a−→⟨√, α′⟩ HS-1
⟨x, α⟩ a−→⟨x′, α′⟩
⟨σ 0rel(x), α⟩ a−→⟨x′, α′⟩
HS-2
⟨x, α⟩ a−→⟨√, α′⟩
⟨σ 0rel(x), α⟩ a−→⟨
√
, α′⟩ HS-3
⟨x, α⟩ r,ρ−→ ⟨x′, α′⟩
⟨σ 0rel(x), α⟩ r,ρ−→ ⟨x′, α′⟩
HS-4
Continued on next page
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Table A.1 – (Continued.)
⟨σ r+srel (x), α⟩ r,ρ−→ ⟨σ srel(x), α′⟩
HS-5
α′ ∈ [s(x)]
⟨σ rrel(x), α⟩ r,ρ−→ ⟨x, α′⟩
HS-6
⟨x, α′⟩ s,ρ′Dr−−−→ ⟨x′, α′′⟩
⟨σ rrel(x), α⟩ r+s,ρ
′−−−→ ⟨x′, α′′⟩
HS-7
⟨x, α⟩ a−→⟨x′, α′⟩, α ∈ [s(y)]
⟨x+ y, α⟩ a−→⟨x′, α′⟩ HS-8
⟨y, α⟩ a−→⟨y′, α′⟩, α ∈ [s(x)]
⟨x+ y, α⟩ a−→⟨y′, α′⟩ HS-9
⟨x, α⟩ a−→⟨√, α′⟩, α ∈ [s(y)]
⟨x+ y, α⟩ a−→⟨√, α′⟩ HS-10
⟨y, α⟩ a−→⟨√, α′⟩, α ∈ [s(x)]
⟨x+ y, α⟩ a−→⟨√, α′⟩ HS-11
⟨x, α⟩ r,ρ−→ ⟨x′, α′⟩,
⟨y, α⟩ ̸ r−→, α ∈ [s(y)]
⟨x+ y, α⟩ r,ρ−→ ⟨x′, α′⟩
HS-12
⟨y, α⟩ r,ρ−→ ⟨y′, α′⟩,
α ∈ [s(x)], ⟨x, α⟩ ̸ r−→
⟨x+ y, α⟩ r,ρ−→ ⟨y′, α′⟩
HS-13
⟨x, α⟩ r,ρ−→ ⟨x′, α′⟩,
⟨y, α⟩ r,ρ−→ ⟨y′, α′⟩
⟨x+ y, α⟩, r,ρ−→ ⟨x′ + y′, α′⟩
HS-14
⟨x, α⟩ a−→⟨x′, α′⟩
⟨x · y, α⟩ a−→⟨x′ · y, α′⟩ HS-15
⟨x, α⟩ a−→⟨√, α′⟩, α′ ∈ [s(y)]
⟨x · y, α⟩ a−→⟨y, α′⟩ HS-16
⟨x, α⟩ r,ρ−→ ⟨x′, α′⟩
⟨x · y, α⟩ r,ρ−→ ⟨x′ · y, α′⟩
HS-17
⟨x, α⟩ a−→⟨x′, α′⟩
⟨ψ :→ x, α⟩ a−→⟨x′, α′⟩ α |= ψ HS-18
⟨x, α⟩ a−→⟨√, α′⟩
⟨ψ :→ x, α⟩ a−→⟨√, α′⟩ α |= ψ HS-19
⟨x, α⟩ r,ρ−→ ⟨x′, α′⟩
⟨ψ :→ x, α⟩ r,ρ−→ ⟨x′, α′⟩
α |= ψ HS-20
⟨x, α⟩ a−→⟨x′, α′⟩
⟨ψ ∧N x, α⟩ a−→⟨x′, α′⟩ α |= ψ HS-21
⟨x, α⟩ a−→⟨√, α′⟩
⟨ψ ∧N x, α⟩ a−→⟨√, α′⟩ α |= ψ HS-22
⟨x, α⟩ r,ρ−→ ⟨x′, α′⟩
⟨ψ ∧N x, α⟩ r,ρ−→ ⟨x′, α′⟩
α |= ψ HS-23 ⟨x, α⟩
a−→⟨x′, α′⟩
⟨φ ∩HV x, α⟩ a−→⟨x′, α′⟩
α |= φ HS-24
⟨x, α⟩ a−→⟨√, α′⟩
⟨φ ∩HV x, α⟩ a−→⟨√, α′⟩
α |= φ HS-25
⟨x, α⟩ r,ρ−→ ⟨x′, α′⟩
⟨φ ∩HV x, α⟩ r,ρ−→ ⟨φ ∩HV x′, α′⟩
α
r,ρ−→ α′ |=V φ HS-26
⟨x, α⟩ a−→⟨x′, α′⟩
⟨χ ⊓H x, α⟩ a−→⟨x′, α′⟩ α → α
′ |= χ HS-27
⟨x, α⟩ a−→⟨√, α′⟩
⟨χ ⊓H x, α⟩ a−→⟨√, α′⟩ α → α
′ |= χ HS-28
Continued on next page
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Table A.1 – (Continued.)
⟨x, α⟩ r,ρ−→ ⟨x′, α′⟩
⟨χ ⊓H x, α⟩ r,ρ−→ ⟨x′, α′⟩
α |= ◦χ HS-29 ⟨x, α⟩
a−→⟨x′, α′⟩
⟨νrel(x), α⟩ a−→⟨x′, α′⟩
HS-30
⟨x, α⟩ a−→⟨√, α′⟩
⟨νrel(x), α⟩ a−→⟨√, α′⟩
HS-31
α ∈ [s( ˜˜a)] HS-32
α ∈ [s(x)]
α ∈ [s(σ 0rel(x))]
HS-33
r > 0
α ∈ [s(σ rrel(x))]
HS-34
α ∈ [s(x)], α ∈ [s(y)]
α ∈ [s(x+ y)] HS-35
α ∈ [s(x)]
α ∈ [s(x · y)] HS-36
α ∈ [s(x)]
α ∈ [s(ψ :→ x)] HS-37
α ∈ [s(ψ :→ x)] α |̸= ψ HS-38
α ∈ [s(x)]
α ∈ [s(ψ ∧N x)] α |= ψ HS-39
α ∈ [s(x)]
α ∈ [s(φ ∩HV x)] α |= φ HS-40
α ∈ [s(x)]
α ∈ [s(χ ⊓H x)] HS-41 α ∈ [s(χ ⊓H x)] α |̸=
◦χ HS-42
α ∈ [s(x)]
α ∈ [s(νrel(x))] HS-43
α ∈ [s( ˜˜δ)] HS-44
Appendix B. Additional Axioms of BPAsrtps and BPA
srt
hs , as given by Bergstra and Middelburg
Table B.1
Additional Axioms of BPAsrtps and BPA
srt
hs .
true :→ x = x (GC1)
false :→ x = ˜˜δ (GC2SR)
ψ :→ ˜˜δ = ˜˜δ (GC3SR)
ψ :→ (x+ y) = ψ :→ x+ ψ :→ y (GC4)
ψ :→ x · y = (ψ :→ x) · y (GC5)
ψ :→ (ψ ′ :→ x) = (ψ ∧ ψ ′) :→ x (GC6)
(ψ ∨ ψ ′) :→ x = ψ :→ x+ ψ ′ :→ x (GC7)
true ∧N x = x (SE1)
false ∧N x = ⊥ (SE2)
ψ ∧N x+ y = ψ ∧N (x+ y) (SE3)
(ψ ∧N x) · y = ψ ∧N x · y (SE4)
ψ ∧N (ψ ′ ∧N x) = (ψ ∧ ψ ′) ∧N x (SE5)
ψ ∧N (ψ :→ x) = ψ ∧N x (SE6)
ψ :→ (ψ ′ ∧N x) = (ψ → ψ ′) ∧N (ψ :→ x) (SE7)
νrel(ψ :→ x) = ψ :→ νrel(x) (PSSRU1)
νrel(ψ ∧N x) = ψ ∧N νrel(x) (PSSRU2)
true ∩H∅ x = x (HSE1)
false ∩HV x = ⊥ (HSE2)
φ ∩HV ˜˜δ = φ ∧N ˜˜δ (HSE3)
φ ∩HV ˜˜a = φ ∧N ˜˜a (HSE4)
φ ∩HV ˜˜a · x = φ ∧N ˜˜a · x (HSE5)
φ ∩HV σ rrel(x) = φ ∩HV (φ ∧N σ rrel(φ ∩HV x) (HSE6)
φ ∩HV (x+ y) = φ ∩HV x+ φ ∩HV y (HSE7)
φ ∩HV x · y = (φ ∩HV x) · y (HSE8)
Continued on next page
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Table B.1 – (Continued.)
φ ∩HV (ψ :→ x) = φ ∧N (ψ :→ (φ ∩HV x)) (HSE9)
φ ∩HV (ψ ∧N x) = ψ ∧N (φ ∩HV x) (HSE10)
φ ∩HV (φ′ ∩HV ′ x) = (φ ∧ φ′) ∩HV∪V ′ x (HSE11)
φ ∩HV (χ ⊓H ˜˜a) = φ ∧N (χ ⊓H ˜˜a) (HSE12)
φ ∩HV σ rrel(x)+ φ′ ∩HV ′ (σ rrel(νrel(y)))= φ ∩HV (σ rrel(x)+ φ′ ∩HV ′ σ rrel(νrel(y))) (HSE13)
true ⊓H x = x (HST1)
false ⊓H x = ˜˜δ (HST2)
χ ⊓H ˜˜δ = ˜˜δ (HST3)
χ ⊓H ˜˜a = χ ⊓H (◦χ :→ ˜˜a) (HST4)
χ ⊓H ˜˜a · x = χ ⊓H (◦χ :→ ˜˜a · (χ◦ ∧N x)) (HST5)
χ ⊓H σ rrel(x) = ◦χ :→ σ rrel(x) (HST6)
χ ⊓H (x+ y) = χ ⊓H x+ χ ⊓H y (HST7)
χ ⊓H x · y = (χ ⊓H x) · y (HST8)
χ ⊓H (ψ :→ x) = ψ :→ (χ ⊓H x) (HST9)
χ ⊓H (ψ ∧N x) = (◦χ → ψ) ∧N (χ ⊓H x) (HST10)
χ ⊓H (χ ′ ⊓H x) = (χ ∧ χ ′) ⊓H x (HST11)
χ ⊓H (φ ∩HV σ rrel(x)) = ◦χ :→ (φ ∩HV σ rrel(x)) (HST12)
ψ :→ ˜˜a = •ψ ⊓H ˜˜a (HST13)
˜˜a · (ψ ∧N x) = ψ• ⊓H ˜˜a · x (HST14)
νrel(φ ∩HV x) = φ ∩HV νrel(x) (HSSRU1)
νrel(χ ⊓H x) = χ ⊓H νrel(x) (HSSRU2)
Table B.2
Axioms of BPAsrths for the root signal operator (r > 0).
sρ(⊥) = false (RS01)
sρ( ˜˜a) = true (RS02)
sρ(σ rrel(x)) = true (RS03)
sρ(x+ y) = sρ(x) ∧ sρ(y) (RS04)
sρ(x · y) = sρ(x) (RS05)
sρ(φ :→ x) = φ ⇒ sρ(x) (RS06)
sρ(φ ∧N x) = φ ∧ sρ(x) (RS07)
sρ(φ ∩HV x) = φ ∧ sρ(x) (RS08)
sρ(φ ⊓H x) = ◦φ ⇒ sρ(x) (RS09)
sρ(σ 0rel(x)) = sρ(x) (RS10)
sρ(νrel(x)) = sρ(x) (RS11)
Table B.3
Unsound axioms of ACP srths involving communication.
(x+ y) ⌊⌊ z = x ⌊⌊ z + y ⌊⌊ z CM4
(x+ y) | z = x | z + y | z CM8
x | (y+ z) = x | y+ x | z CM9
σ rrel(x) ⌊⌊ (φ ∩HV σ rrel(y)+ z) = σ rrel(x) ⌊⌊ (σ rrel(φ ∩HV y)+ z)
+φ ∩HV σ rrel( ˜˜δ) HSSRCM
Appendix. Supplementary data
Supplementary data associated with this article can be found, in the online version at doi:10.1016/j.tcs.2012.05.027.
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Table B.4
Axioms for Integration in BPAsrths (p ≥ 0).
u∈UF(u) =

u′∈UF(u
′) (INT1)
u∈∅F(u) = ˜˜δ (INT2)
u∈{p}F(u) = F(p) (INT3)
u∈U∪U ′ F(u) =

u∈UF(u)+

u∈U ′ F(u) (INT4)
U ≠ ∅ =⇒ u∈Ux = x (INT5)
(∀u ∈ U • F(u) = G(u)) =⇒ u∈UF(u) = u∈UG(u) (INT6)
U,U ′ unbounded =⇒ u∈Uσ urel( ˜˜δ) = u∈U ′σ urel( ˜˜δ) (INT8SR)
sup U = p, p ∈ U =⇒ u∈Uσ urel( ˜˜δ) = σ prel( ˜˜δ) (INT9SR)
u∈U (σ
p
rel(F(u))) = σ prel(

u∈UF(u)) (INT10SR)
u∈U (F(u)+ G(u)) =

u∈UF(u)+

u∈UG(u) (INT11)
u∈U (F(u) · x) = (

u∈UF(u)) · x (INT12)
u∈Uνrel(F(u)) = νrel(

u∈UF(u)) (INT13)
u∈U (ψ :→ F(u)) = ψ :→ (

u∈UF(u)) (PSINT1)
u∈U (ψ ∧N F(u)) = ψ ∧N (

u∈UF(u)) (PSINT2)
u∈U (φ ∩HV F(u)) = φ ∩HV (

u∈UF(u)) (HSINT1)
u∈U (χ ⊓H F(u)) = χ ⊓H (

u∈UF(u)) (HSINT2)
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