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We propose to study novel quantum phases and excitations for a 2D spin-orbit (SO) coupled
bosonic p-orbital optical lattice based on the recent experiments. The orbital and spin degrees
of freedom with SO coupling compete and bring about nontrivial interacting quantum effects. We
develop a self-consistent method for bosons and predict a spin-orbital entangled order for the ground
phase, in sharp contrast to spinless high-orbital systems. Furthermore, we investigate the Bogoliubov
excitations, showing that the Dirac and topological phonons are obtained corresponding to the
predicted different spin-orbital orders. In particular, the topological phonons exhibit a bulk gap
which can be several times larger than the single-particle gap of p-bands, reflecting the enhancement
of topological effect by interaction. Our results highlight the rich physics predicted in SO coupled
high-orbital systems and shall attract experimental efforts in the future.
Introduction–Ultracold atom gases offer unique plat-
forms for exploring many-body physics due to their fully
controllable manner [1]. The recently developed tech-
nologies allow the exploitation of orbital and spin, as two
fundamental degrees of freedom of an atom, to simulate
exotic quantum phases. In particular, the spin-orbit (SO)
coupling for ultracold atoms can be engineered by Raman
techniques which induce spin-flip transitions and momen-
tum transfer simultaneously [2–6]. The experimental re-
alizations of one-dimensional (1D) [7–13] and 2D [14–
17] SO couplings for ultracold atoms open up extensive
studies of novel quantum physics, including spintronic
effects [18], magnetic and stripe phases [19–21], topolog-
ical insulators and topological superfluids [22–30], which
have attracted considerable attention in ultracold atom
physics. With the advantages of detection and manipula-
tion, both the equilibrium and non-equilibrium quantum
phases of nontrivial topology have been reported in ul-
tracold atom experiments [31–33].
In optical lattice SO coupled ultracold atoms have been
considered in s-orbital regime. On the other hand, the
high-orbital states, e.g. the p-orbitals, exhibit nontrivial
orbital degree of freedom for having an intrinsic orbital
degeneracy in optical lattices [34]. More than simulat-
ing complex physics of electrons in crystals, quantum
phases for ultracold orbital bosons have no prior analogue
in solid state systems [35]. The early theory predicted
that interacting p-orbital bosons can spontaneously break
time-reversal symmetry and form local orbital angular-
momentum order [36–39], which further renders chiral
bosonic Mott phases in strong interacting regime [40–42].
The p-orbital states with nontrivial topology [43–46] and
novel orders for fermions [47, 48] were also proposed. Im-
portantly, some of the bosonic orbital phases have been
successfully observed in the recent experiments [49–51].
Motivated by the experimental progresses of both SO
coupling and high-orbital physics for ultracold atoms,
we propose in this letter to investigate the emergence
of novel interacting phases for a p-orbital SO coupled
bosonic optical lattice. Compared with a spinless p-
orbital system, the inclusion of SO coupling introduces
spin degree of freedom competing with the orbital one
and brings about fundamentally new quantum physics.
In particular, we predict a novel spin-orbital entangled
ordering for the ground phase, and further show that the
Dirac and topological Bogoliubov phonons can be ob-
tained corresponding to the different spin-orbital orders.
These results are observable based on the current exper-
iments.
The model.–We start with the p-orbital ultracold
bonsons trapped in a 2D square optical Raman lat-
tice which was realized in recent experiments [15, 17],
with the lattice potential Vlatt(x, y) = V0(cos
2 k0x +
cos2 k0y) and the periodic Raman potential VR(x, y) =
M0 cos k0x sin k0yσx+M0 cos k0y sin k0xσy, as illustrated
in Fig. 1. Here σx,y are Pauli matrices defined in atomic
spin space, V0,M0, and k0 are lattice depth, Raman cou-
pling amplitude, and wave vector of Raman beams, re-
spectively. The total Hamiltonian H = H0 + HI , where
H0 (HI) denotes the single-particle (interacting) term,
as given below. In the tight-binding regime, the pµ
(µ = x, y) orbital has a dominating hopping along µ
direction (σ-bonding), while the hopping along traverse
direction (pi-bonding) is minimized (Fig. 1). We keep
only σ-bonding for the tight-binding limit, in which case
H0 =
∑
µH0µ, with
H0µ = −
∑
〈~i,~j〉µ,s,s′
tµpˆ
†
~isµ
σss
′
z pˆ~js′µ +
∑
~i
mz(nˆ~i↑µ − nˆ~i↓µ)
+
[ ∑
〈~i,~j〉µ
δµtso(pˆ
†
~i↑µpˆ~j↓µ − pˆ
†
~i↑µpˆ~j↓µ) + H.c.
]
. (1)
Here p†~isµ and p~isµ are creation and annihilation operators
for a boson at lattice site ~i, with spin s =↑, ↓ and orbital
pµ; 〈~i,~j〉µ stands for nearest-neighbour hopping along µ
direction; tµ and tso denotes spin-conserved and spin-
flipped, respectively; mz is an effective Zeeman term,
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2FIG. 1: (Color online) Spin-1/2 Bosonic p-orbital optical lat-
tice, with vertical red and blue arrows denotes spin-up and
spin-down, respectively. (a) Sketch of spin-conserved neigh-
boring hopping for p-orbitals induced by lattice potential;
(b) Raman potential Mx and the induced spin-flipped hop-
ping along x direction; (c) Raman poential My and the in-
duced spin-flipped hopping along y direction; (d) The en-
ergy spectrum for the non-interacting Hamiltonian H0µ, with
tso = 3t0 and mz = 0.1t0. The colored stripes show the spin-
polarization of Bloch states in the first Brillouin zone.
δx = 1 and δy = i. Transforming H0 into momentum
space yields H0 =
∑
kss′µ pˆ
†
ksµHss
′
0µ (k)pˆks′µ, with
H0µ(k) = [mz + 2tµ cos(kµa)]σz − 2tso sin(kµa)σµ, (2)
where a is the lattice constant. For the isotropic lattice
potential, we have tx = ty = −t0. For our purpose we
consider in this work the large SO coupling regime with
t2so > t
2
0 + t0|mz|/2, so that the lower subband of the
Bloch Hamiltonian H0µ(k) has two minima in first Bril-
louin zone. The band structure and spin polarization are
shown in Fig. [1].
The interaction for our consideration is short-range re-
pulsive, with the interacting coefficients g↑↑ = g↑↓ =
g↓↓ = g between bosons. Thus interacting part of the
Hamiltonian is shown to take the following form [52]
HI = Uint
∑
~i
{n2~i +
1
2
∑
µs
(n2~i,µs + p
†
~i,µs
p†~i,µsp~i,µ¯sp~i,µ¯s)},
(3)
with Uint = g
∫
d3~r|φpµ(~r)|4 > 0, ni,µs = p†~i,µsp~i,µs, and
µ 6= µ¯. Without the SO Hamiltonian H0, the ground
state of interacting Hamiltonian HI solely is given as
follow: the orbital part of both spin-up and spin-down
atoms is an eigenstate of the local angular momentum
Lz = −i(p†xpy − p†ypx), i.e. having the local orbital con-
figuration 1√
2
(px+ipy)s or
1√
2
(px−ipy)s, similar to the re-
sults obtained for spinless bosons [36–39, 53]. As uncov-
ered below, further inclusion of SO coupling brings about
nontrivial interplay between spin and p-orbital degrees of
freedom, leading to new interacting quantum phases.
Ground phase–We now turn to solving the ground
state of the total Hamiltonian with both non-interacting
part H0 and interacting part HI . With both spin
and orbital degrees of freedom, the direct calculation
of the ground phase of the present system is not con-
venient. We develop a self-consistent method which
is useful for the system of multi-component bosons.
The self-consistent order parameters are introduced as
∆↑ = 〈p†x(y)↑px(y)↑〉G, ∆↓ = 〈p†x(y)↓px(y)↓〉G, ∆xy↑ =
〈p†x↑py↑〉G, ∆xy↓ = 〈p†x↓py↓〉G, where 〈· · · 〉G denotes the
calculation on the ground state. It can be seen that ∆↑(↓)
relate to the magnetization, and the orders ∆xy↑(↓) stand
for the hybridization between px and py orbitals. Note
that in the current stage we do not consider the Bogoli-
ubov quasiparticles, which will be studied later for exci-
tations. Since our lattice has C4 symmetry, we can write
down the ground state as e
iξ√
2
(p†x + e
iϕp†y)↑ for spin-up
component, and 1√
2
(p†x + e
iθp†y)↓ for spin-down compo-
nent, where ϕ and θ are the phases difference between px
and py orbitals, with −pi/2 6 ϕ, θ 6 pi/2, and ξ is the rel-
ative phase between spin-up and spin-down components.
A direct analysis reveals that the non-interacting part H0
of the Hamiltnoian favors the phase configuration with
ξ = 0 and ϕ − θ = pi/2, while the interacting term HI
favors ϕ = ±pi/2, θ = ±pi/2, and arbitrary ξ due to the
SO(2) symmetry. This implies the competition between
SO term and orbital degree of freedom with interactions.
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FIG. 2: (Color online) Local orbital configuration for (a)
1√
2
(p†x + e
iϕp†y), (b)
1√
2
(p†x + p
†
y), (c)
1√
2
(p†x + ip
†
y), and (d)
1√
2
(p†x− ip†y). The red azimuthal angle denotes the phase dif-
ference between px and py orbitals, with (a) the generic local
orbital configuration and (c-d) the eigenstates of local angu-
lar momentum Lz. (e) Formation of orbital orders versus the
strength of onsite interaction, with mz = 0.1t0 and tso = 3t0.
The self-consistent solution is obtained by the follow-
ing iteration. First, we obtain the initial ground state
|G0〉 the single-particle Hamiltonian H0, which corre-
sponds to one of the band minimums of the p-bands.
Furthermore, we compute the mean-field order parame-
ters based on |G0〉, and substitute them into total Hamil-
tonian to obtain mean-field Hamiltonian HMF by lin-
earizing the interacting term HI . Then we diagonal-
3ize HMF and obtain the new mean-field ground state
|GMF〉, with which we recompute the order parameters,
and repeat the above steps until the solved order pa-
rameters converge [52]. Three regions of the phases are
obtained, as shown numerically in Fig. 2 with the param-
eters tso = 3t0 and mz = 0.1t0. First, for the weak inter-
acting regime with Uint is below a critical value Uc1, the
orbital ordering is dominated by the SO coupling, with
the phase factors ξ = 0, ϕ = 0, θ = −pi/2. This follows
that the spin-up component forms a purely real orbital
1√
2
(p†x + p
†
y)↑ which breaks SO(2) symmetry, while the
spin-down component forms an angular-momentum or-
der 1√
2
(p†x− ip†y)↓, which preserves the SO(2) symmetry.
Secondly, when the interaction is greater than Uc1, one
has ξ 6= 0, 0 < ϕ < pi/2,−pi/2 < θ < 0, and the orbitals
of the spin-up and spin-down atoms are both imaginary.
This is the moderate region, which reconciles the min-
imization of both non-interacting and interacting mean
field energies. Both spin-up and spin-down components
breaks the SO(2) symmetry, indicating a phase transi-
tion at Uint = Uc1. Beyond this value, the phase ϕ for
spin-up component gradually increases to pi/2 with in-
creasing interaction, while the phase θ for the spin-down
component starts to deviate from −pi/2 to a certain value
−pi/2 < θ < 0. Finally, when interaction is even greater
than a second quasi-critical value Uc2, the phase θ ap-
proaches −pi/2 again with increasing interaction. This is
a crossover region dominated by both SO coupling and in-
teractions. The spin-up and spin-down components form
px + ipy and px − ipy orders, respectively in the strong
interacting limit, i.e. ϕ = pi/2 and θ = −pi/2, restoring
the SO(2) symmetry.
The wave function of the ground state can be obtained
from the self-consistently solved mean-field Hamiltonian,
which is projected onto the orbital bases b†↑ =
1√
2
(p†x +
eiϕp†y)↑ and b
†
↓ =
1√
2
(p†x + e
iθp†y)↓ for spin-up and spin-
down states, respectively. Writing down in k space we ob-
tain HMF =
∑
kss′ b
†
kshˆMF(k)bks′ , with hˆMF(k) = (m˜z +
t0 cos kx + t0 cos ky)σz − tso[sin kx + sin(ϕ− θ) sin ky]σx−
tso cos(ϕ − θ) sin kyσy, where the 2D SO coupling term
and m˜z = mz + 〈cos2 ϕn↑ − cos2 θn↓〉G/2 are corrected
by mean-field quantities ∆↑,↓, ϕ, and θ. For the large SO
coupling regime the lower band has four band minimums
at {Λj} = {(±pi/2,±pi/2)}. The ground state corre-
sponds to that the bosons condense at one of the four
minimums, say at Λ1 = (pi/2, pi/2), whose single-particle
state is given by |umin(Λ1)〉 = [sinαeiβb†↓− cosαb†↑]|vac〉,
with tan(2α) = m˜z/
√
2t2so[1 + sin(ϕ− θ)] and tanβ =
cos(ϕ − θ)/[1 + sin(ϕ − θ)]. The condensate wave func-
tion then reads
|ΦBEC〉 = sinαeiβ |Φpx+eiϕpy , ↑〉 − cosα|Φpx+eiθpy , ↓〉,(4)
which is generically an entangled order between orbital
and spin states since θ and ϕ, as shown in Fig. 2, are
different. If extrapolating to strong interacting regime,
the above condensate wave function renders a maximally
entangled phase: (|Φpx+ipy 〉 ⊗ | ↑〉 − eipi/4|Φpx−ipy 〉 ⊗
| ↓〉)/√2. The spin-orbital entangled phase shown in
Eq. (S26) is a main result predicted in this letter, un-
covering the new exotic states resulted from the inter-
play of SO coupling and orbital degree of freedom with
interactions.
Bogoliubov excitations–Having obtained the ground
state of the p-orbital condensate, we can further inves-
tigate the physics of the Bogoliubov quasiparticles, i.e.
the phonons. Note that one cannot study the excita-
tions by the effective Hamiltonian hˆMF(k), which is used
to self-consistently solve the ground state only. On the
other hand, since the ground phase only involves the two
modes b↓ and b↑, in studying the phonons we project the
interacting Hamiltonian onto the bases b↑,↓ and reach the
following effective form
H ′I = Uint
∑
~i
(n2~i +
1
2
n2~i,↑ cos
2 ϕ+
1
2
n2~i,↓ cos
2 θ), (5)
where n~is = b
†
~is
b~is and n~i = n~i↑ + n~i↑. From the above
formula one can find that under the bases b↑,↓ the ef-
fective interaction coefficients between bosons becomes
g↑↑ = g(1 + 12 cos
2 ϕ), g↓↓ = g(1 + 12 cos
2 θ) and g↑↓ = g.
We solve the Bogoliubov excitations by taking that the
bosons are condensed in the state of Eq. (S26). Following
the standard Bogoliubov theory, the field operator can be
expanded as ψˆs = φs+δψˆs, where φs = 〈b~is〉G is the spin-
s component of the ground state wavefunction and δψˆs
denotes the fluctuation. The Bogoliubov Hamiltonian
under the basis (δψˆ↑, δψˆ↓, δψˆ
†
↑, δψˆ
†
↓) is given by [54, 55]
HˆB =
(
hˆ0(k) + Γ1 − µ Γ2
Γ∗2 hˆ
∗
0(−k) + Γ∗1 − µ
)
(6)
with:
Γ1 =
(
2g↑↑|φ↑|2 + g↑↓|φ↓|2 g↑↓φ↑φ∗↓
g↑↓φ↓φ∗↑ g↑↓|φ↑|2 + 2g↓↓|φ↓|2
)
,
Γ2 =
(
g↑↑φ2↑ g↑↓φ↑φ↓
g↑↓φ↓φ↑ g↓↓φ2↓
)
.
The chemical potential µ in Eq. (6) can be determined
numerically through imaginary-time evolution [52]. Then
one can solve the spectra and eigenstates of excitations
by diagonalizing the Bogoliubov Hamiltonian HˆB with a
para-unitary transformation Tˆk for bosons [56–58]:
σˆ3HˆBTˆk = Tˆkσˆ3Ed,k, σ3 = diag{1, 1,−1,−1}. (7)
The topology of the n-th phonon band can be determined
by the Chern number from integral of Berry curvature
C
(n)
1 = −
1
2pi
∫
FBZ
dkxdkyΩ
xy
n,k, (8)
Ωxyn,k = i(σ3)n,nxy(
∂
∂kx
〈tn(k)|)σ3( ∂
∂ky
|tn(k)〉),
4where |tn(k)〉 is the n-th column vector of Tˆk. All the
results can be solved numerically.
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FIG. 3: (Color online) The blue and black lines denote gaps
for phonon excitation and the Hamiltonian hˆMF(k), respec-
tively, with mz = 0.1t0, tso = 3t0, and W = 4t0. The red line
denotes the band topology of phonons. The inserted subfigure
shows the phonon gap versus ϕ 6= 0 with fixed θ = −pi/2.
Fig. 3 shows the numerical results for the phonon band
gap (Eexgap, blue line) and the Chern number of the low-
est band (C1, red line). For comparison, we also plot the
band gap E0gap corresponding to the Hamiltonian hˆMF(k)
(black line). When Uint < Uc1, the excitation spectra are
gapless, exhibiting two anisotropic Dirac cones for the
Dirac phonons (see also Fig. 4). According to Eq. (S26),
in this regime the spin-orbital entangled ground state is
a superposition of |Φpx+py 〉 ⊗ | ↑〉 and |Φpx−ipy 〉 ⊗ | ↓〉.
When Uint > Uc1, the orbitals of both spin-up and spin-
down components are imaginary, with the excitation bulk
gap Eexgap and single-particle gap E
0
gap opening up. The
Chern number C1 is nonzero, implying that the phonon
band is topologically nontrivial. Interestingly, the bulk
gap Eexgap of phonons (also E
0
gap ∼ 2m˜z) increases quickly
with Uint and exhibits a maximum value which is several
times larger than the single-particle gap (2mz = 0.2t0)
of p-bands, showing the considerable enhancement of the
topological gap of phonons by the interactions. The non-
monotonous behavior of the phonon gap is a consequence
of the modification to (ϕ, θ) and thus m˜z by the inter-
actions. As we plot the phonon bulk gap versus ϕ with
fixed θ = −pi/2 (inserted picture in Fig. 3), a maximum
of the gap is clearly obtained with ϕ ≈ 0.1pi.
The whole phase diagram is further shown in Fig. 4
versus mz and Uint. The blue line denotes the critical
value of phase transition (Uc1) with different mz. Below
the transition line the phonons are of Dirac type with
two gapless Dirac points in the bulk, and above the blue
line is the region for topological phonons with a bulk gap
(for mz > 0). One can see that Uc1 increases as |mz|
increases. A special case occurs at zero magnetization
mz = 0, where the system is symmetric with respect to
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FIG. 4: (Color online) The phase diagram plotted versus in-
teraction Uint and mz, with tso = 3t0. The blue curve gives
the critical interaction Uc1. The Dirac (topological) phonon
spectra correspond to the parameter regime mz = 0.2t0,
tso = 3t0 and U < Uc1 (mz = 0.2, tso = 3t0 and U > Uc1).
the exchange of spin-up and spin-down. For this one can
show straightforwardly that Uc1 = Uc2 = 0, and the spin-
up and spin-down components would be pined to px +
eiφpy and px+e
−iφpy orbitals for finite Uint. The critical
values Uc1,c2 increase with increasing magnetization.
Conclusion–In conclusion, we have predicted a novel
spin-orbital entangled phase in a 2D SO coupled bosonic
p-orbital optical lattice, and further shown that the Dirac
and topological phonons are obtained with different spin-
orbital orders. The predicted new phases are a conse-
quence of the interplay between the SO coupling and
high-orbital states with interactions, revealing the rich
physics resulted by taking into account both the spin
and orbital degrees of freedom for bosons. Many interest-
ing issues deserve attention following this prediction, in-
cluding SO coupled p-orbital bosonic Mott phases which
might exhibit novel physics beyond the current knowl-
edge and SO coupled p-orbital Fermi systems. With
the recent experimental progresses of realizing 2D SO
coupling [15] with experimentally confirmed long life-
time [6, 17] and p-orbital superfluids [49–51] in optical
lattices, this work may motivate broad studies of orbital
physics with SO coupling and in particular, shall attract
the experimental efforts in the future.
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6Supplementary Material:
Dirac and topological phonons with spin-orbital entangled orders
In this Supplementary Material we provide more details for deriving the interacting Hamiltonian, self-consistent
solution, and topological excitations.
INTERACTING HAMILTONIAN
We derive the interacting Hamiltonian for spin-1/2 p-orbitals with repulsive short range interaction gδ(r1−r2). It is
convenient to use the local angular-momentum bases for the the calculation. The creation and annihilation operators
in the angular momentum bases take the forms
u†↑ =
1√
2
(p†x + ip
†
y)↑, u
†
↓ =
1√
2
(p†x + ip
†
y)↓, v
†
↑ =
1√
2
(p†x − ip†y)↑, v†↓ =
1√
2
(p†x − ip†y)↓, (S1)
which obey the commutation relations of bosons [uσ, u
†
σ′ ] = δσσ′ and [vσ, v
†
σ′ ] = δσσ′ . Note that the short range
repulsive contact interaction gδ(r1 − r2) conserves the spin and local angular momentum. The effective interacting
Hamiltonian includes the following scattering processes.
First, the two bosons of interaction have total local angular momentum 〈Lz〉 = 2 (−2), which corresponds to the
process |uu〉 → |uu〉 (|vv〉 → |vv〉). Depending on whether the spin states of the two bosons are the identical or
different, these scattering processes include the following two cases. The first is the scattering between the same spin
states, i.e, |uσuσ〉 → |uσuσ〉. The interacting coefficient for this process is calculated by
Eint1 =
g↑↑
8
∫
d3~r1d
3~r2
[
φ∗px(~r1)− iφ∗py (~r1)
][
φ∗px(~r2)− iφ∗py (~r2)
]
δ(~r1 − ~r2)
[
φpx(~r1) + iφpy (~r1)
][
φpx(~r2) + iφpy (~r2)
]
= (
U
4
+
V
4
), (S2)
where we have denoted as U =
∫
d3~r1|φpx(~r1)|4 and V =
∫
d3~r1|φpx(~r1)|2|φpy (~r1)|2, with V = U/3 [36]. These
scattering processes lead to Hamiltonian:
H
(a)
int,1 =
∑
~r,s=↑,↓
U + V
4
[
u†s(~r)u
†
s(~r)us(~r)us(~r) + v
†
s(~r)v
†
s(~r)vs(~r)vs(~r)
]
. (S3)
The second type is the scattering between different spin-component |uσuσ′〉 → |uσuσ′〉 , (σ 6= σ′). By similar
calculation one can find that the scattering processes leads to Hamiltonian:
H
(b)
int,1 =
∑
~r
U + V
2
[
u†↑(~r)u
†
↓(~r)u↓(~r)u↑(~r) + v
†
↑(~r)v
†
↓(~r)v↓(~r)v↑(~r)
]
. (S4)
With the above results, the scattering channel for the local total angular momentum 〈Lz〉 = ±2 gives the following
interacting Hamiltonian
Hint,1 = H
(a)
int,1 +H
(b)
int,1 =
U + V
4
∑
~r
{[nu↑(~r) + nu↓(~r)]2+[nv↑(~r) + nv↓(~r)]2} (S5)
Secondly, the two bosons of scattering have total local angular momentum 〈Lz〉 = 0, which corresponds to the
process |uv〉 → |uv〉. Similarly, we again have two different cases for the scattering between the same spin states and
between opposite spin states, respectively. For the former case, we have that |uσvσ〉 → |uσvσ〉, (σ 6= σ′), which leads
to the interacting term
H
(a)
int,2 = (U + V )
∑
~r
[
u†↑(~r)v
†
↑(~r)v↑(~r)u↑(~r) + u
†
↓(~r)v
†
↓(~r)v↓(~r)u↓(~r)
]
. (S6)
Similarly, for the case of scattering between different spin states, namely, |uσvσ′〉 → |uσvσ′〉 , (σ 6= σ′), the corre-
sponding interacting term can be verified to be
H
(b)
int,2 =
U + V
2
∑
~r
[
u†↑(~r)v
†
↓(~r)v↓(~r)u↓(~r) + u
†
↓(~r)v
†
↑(~r)v↑(~r)u↓(~r)
]
. (S7)
7Then, the interacting Hamiltonian contributed by the scattering processes with local angular momentum 〈Lz〉 = 0
can be obtained by
Hint,2 = (U + V )
∑
~r
nunv − U + V
2
∑
~r
(nu↑nv↓ + nu↓nv↑) (S8)
Having the above results, we can now reach the total effective interacting Hamiltonian for p-orbital states in terms
of angular-momentum bases in the following form
HI = Hint1 +Hint2
=
U + V
4
∑
~r
(n2u − nu + n2v − nv) + (U + V )
∑
~r
(nunv − 1
2
(nu↑nv↓ + nu↓nv↑))
=
U + V
4
∑
~r
(n2u + n
2
v + 4nunv − nu − nv)−
U + V
2
∑
r
(nu↑nv↓ + nu↓nv↑)
= V
∑
~r
(n2 + 2nu↑nv↑ + 2nu↓nv↓ − nu − nv),
(S9)
where the particle number operators nu = nu↑+nv↓ and nv = nv↑+nv↓. Note that for the spinless system, n↑(↓) = n,
n↓(↑) = 0. One can easily reduce the Eq. (S9) to
HI =
3(U + V )
8
∑
~r
{(nu + nv)2 − 1
3
(nu − nv)2 − 2
3
nu − 2
3
nv}
=
U
2
∑
~r
{n2 − 1
3
L2z}, (S10)
which is simply the interaction Hamiltonian for spinless p-orbital bosons [36]. Furthermore, we can reformulate the
Eq. (S9) in the bases of pµ, with µ = x, y, and obtain that
HI = Uint
∑
~i
{n2~i +
1
2
∑
µσ
(n2~i,µσ + p
†
~i,µσ
p†~i,µσp~i,µ¯σp~i,µ¯σ)}, (S11)
where Uint =
U
2 , n~i,µ = p
†
~i,µ
p~i,µ, and n~i = n~i,x + n~i,y.
SELF CONSISTENT CALCULATION AND GROUND STATE
Being of C4 symmetry, the ground orbital state can be generically written as e
iξ(φpx+e
iϕφpy )↑ for spin-up component
and (φpx + e
iθφpy )↓ for spin-down component, where ϕ and θ are the phases difference between px and py orbitals,
with −pi/2 6 ϕ, θ 6 pi/2, and ξ is the relative phase between spin-up and spin-down components. The phase factors
can be determined by minimizing the energy of the total Hamiltonian including the single-particle SO coupled term
and the interacting term
H = H0 +HI . (S12)
Before going to the self-consistent study, we analyze the effects of H0 and HI separately. Having only the interacting
Hamiltonian, the ground state corresponds to the solution with ϕ = θ = ±pi/2 and arbitrary ξ. On the other
hand, without the interacting term, the eigenstates of the SO coupled Hamiltonian H0 correspond to the four band
minimums and take the form (
φpx↑
φpx↓
)
=
(
sin θsc
± cos θsc
)
,
(
φpy↑
φpy↓
)
=
(
sin θsc
±i cos θsc
)
. (S13)
where tan θsc = 2tso sin kmin/(mz+2t0 cos kmin), with kmin being the momentum of one band-minima. From Eq. (S13)
we know that it is not possible for spin-up and spin-down component to both form local orbital configuration with
θ = 0 or ±pi/2. This reflects the competition between orbital degree of freedom and spin-orbit coupling.
8For the self-consistent calculation, we define the mean-field order parameters by
∆↑ = 〈p†x(y)↑px(y)↑〉, ∆↓ = 〈p†x(y)↓px(y)↓〉, ∆xy↑ = 〈p†x↑py↑〉, ∆xy↓ = 〈p†x↓py↓〉. (S14)
It is trivial to know that ∆↑(↓) is related to spin-polarization, while ∆xy↑(↓) characterize the coupling between px and
py orbitals, and are related to the aforementioned phase difference as ∆xy↑(↓) = eiϕ(θ). With the mean-field orders
the interacting Hamiltonian can be linearized to
HMFI = Uint
∑
~r
[3(npx↑∆↑ + npx↓∆↓ + npy↑∆↑ + npy↓∆↓)
+ (∆xy↑p
†
x↑py↑ + ∆
∗
xy↑p
†
y↑px↑ + ∆xy↓p
†
x↓py↓ + ∆
∗
xy↓p
†
y↓px↓)
+ 2(∆xy↑px↑p
†
y↑ + ∆
∗
xy↑p
†
x↑py↑ + ∆xy↓px↓p
†
y↓ + ∆
∗
xy↓p
†
x↓py↓)
+ 4(npx↑∆↓ + ∆↑npx↓ + npy↑∆↓ + ∆↑npy↓)]. (S15)
The self-consistent solution can be obtained by the following iteration method. First, we solve the non-interacting
ground state |G0〉 for SO coupled Hamiltonian H0. Then we calculate the mean-field order parameters based on
|G0〉. Furthermore, substitute the order parameters to mean-field Hamiltonian HMF = H0 +HMFint and solve the new
ground state |GMF〉, with which one can recalculate a new set of order parameters. Finally, we resubmit the new
order parameters to the mean-field Hamiltonian HMF, and repeat the calculation of |GMF〉 and the mean-field orders
until the solution converges.
With the self-consistently solved order parameters, we can also obtain the ground state wave function of the Bose-
Einstein condensate (BEC). For this we define the bases bˆ†↑ =
1√
2
(px + e
iϕp†y)↑ and bˆ
†
↓ =
1√
2
(px + e
iθpy)↓ to rewrite
the single particle Hamiltonian to be Hs =
∑
kσσ′ bˆ
†
σhˆs(k)
σσ′bσ′ , where
hˆs(k) = (mz + t0 cos kx + t0 cos ky)σz − tso(sin kx + sin(ϕ− θ) sin ky)σx − tso cos(ϕ− θ) sin kyσy. (S16)
On the other hand, the original interacting Hamiltonian Eq. (S11) can be projected onto orbital bases bˆ†σ. We find
that
H ′I = Uint
∑
~i
(n2~i +
1
2
n2~i,↑ cos
2 ϕ+
1
2
n2~i,↓ cos
2 θ), (S17)
where n~i,↑ = b
†
~i↑b~i↑, n~i,↓ = b
†
~i↓b~i↓ and n~i = n~i,↑+n~i,↓. Under the mean-field approximation, the interacting Hamiltonian
can be recast into
HMFI = Uint
[
2n(∆↑ + ∆↓) + n↑∆↑ cos2 ϕ+ n↓∆↓ cos2 θ
]
, (S18)
where we have already perform the Fourier transformation for a certain band minima. The above interaction further
modifies the effective Zeeman field mz to m˜z = mz + δmz with
δmz =
Uint
2
(∆↑ cos2 ϕ−∆↓ cos2 θ)σz. (S19)
With the above results we finally reach the total mean-field Hamiltonian, which is given by HMF = Hs + H
MF
I =∑
kσσ′ bˆ
†
σhˆ
σσ′
MF(k)bσ′ , and
hˆMF(k) = ~λ · ~σ, (S20)
where
λx = −tso(sin kx + sin(ϕ− θ) sin ky), (S21)
λy = −tso cos(ϕ− θ) sin ky, (S22)
λz = m˜z + t0 cos kx + t0 cos ky. (S23)
Thus the eigenvalues for hˆ0(k) are
± = ±λ(k), λ =
√
λ2x + λ
2
y + λ
2
z. (S24)
9The corresponding two eigenstates of Hamiltonian are given by
|µk,+〉 =
(
cos α(k)2 e
iβ(k)
sin α(k)2
)
|µk,−〉 =
(
sin α(k)2 e
iβ(k)
− cos α(k)2
)
(S25)
where tanα = λz/
√
λ2x + λ
2
y and tanβ = λy/λx. When tso much more larger than t0, the system has four band
minima which are very close to (±pi/2,±pi/2). The single-particle ground state is |µk,−〉 at one of the four band
minima, and the BEC is obtained by condensing the bosons at the band minimum, given by
|ΦBEC〉 = sinαeiβ |Φpx+eiϕpy , ↑〉 − cosα|Φpx+eiθpy , ↓〉. (S26)
It can be verified straightforwardly that the parameter ξ defined previously is given by ξ = β.
EXCITATION BAND STRUCTURE
Now we discuss the calculation of phonon excitations. The chemical potential µ in Bogoliubov Hamiltonian can be
determined numerically through imaginary time evolution [59]. For a Hermitian operator, like Hamiltonian, we can
always have positive definite eigenvalues by properly choosing the minimum of the potential. We consider that
0 ≤ E0 ≤ E1 ≤ E2..... (S27)
For the time dependent Schrodinger Equation:
i
∂
∂t
ψ(~r, t) = Hψ(~r, t), ψ(~r, 0) = ψ0(~r) (S28)
After a Wick rotation of the time coordinate t = −iτ , we can then derive:
− ∂
∂τ
ψ(~r, t) = Hψ(~r, τ), ψ(~r, 0) = ψ0(~r) (S29)
The solution is:
ψ(~r, τ) = e−τHψ(~r, 0) (S30)
On the other hand, the initial state can be expanded by eigenstates as:
ψ0(~r) =
∑
i
ciφi(~r), ci = 〈φi(~r)|ψ(~r, 0)〉 (S31)
Thus we have
ψ(~r, τ) = e−τHψ(~r, 0) =
∑
i
e−τEiciφi(~r) (S32)
After a sufficient long time, ψ(~r, τ) asymptotically approaches to the ground state as e−τE0c0φ0 [59]. The chemical
potential is determined by the ground state energy of the BEC.
The interacting part of our Hamiltonian can modify the Zeeman term mz to an effective, and thus change the band
gap. The band gap of excitation spectrum can be estimated in the following way. The diagonal terms in Γ1 in main
text can be written as
diag(Γ1) =
(
2g˜↑↑|φ↑|2 + g˜↑↓|φ↓|2
g˜↑↓|φ↑|2 + 2g˜↓↓|φ↓|2
)
=
1
2
(2g˜↑↑|φ↑|2 + g˜↑↓|φ↓|2 − g˜↑↓|φ↑|2 − 2g˜↓↓|φ↓|2)σz + 1
2
(2g˜↑↑|φ↑|2 + g˜↑↓|φ↓|2 + g˜↑↓|φ↑|2 + 2g˜↓↓|φ↓|2)I
(S33)
Note that g↑↓ = g, g↑↑ = g(1 + 12 cos
2 ϕ), and g↓↓ = g(1 + 12 cos
2 θ). The term regarding σz can be written as
Mf (ϕ)σz =
g
2
(|φ↑|2 − |φ↓|2 + cos2 ϕ|φ↑|2 − cos2 θ|φ↓|2)σz (S34)
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This term can modify mz effectively and thus can influence the band gap for topological phonons. Two cases can be
obtained. First, if Mf (ϕ, θ) = (|φ↑|2 − |φ↓|2 + cos2 ϕ|φ↑|2 − cos2 θ|φ↓|2) > 0, then this term can increase the Egap
effectively. Secondly, if Mf (ϕ, θ) = (|φ↑|2−|φ↓|2 + cos2 ϕ|φ↑|2− cos2 θ|φ↓|2) < 0, then this term can decrease the Egap
effectively. We can then estimated the band gap as
EEstimated Gap = 2
[
mz +Mf (ϕ)
]
= 2mz + g(|φ↑|2 − |φ↓|2 + cos2 ϕ|φ↑|2 − cos2 θ|φ↓|2). (S35)
Note that before the phase transition (Uint < Uc1), the Dirac cone is protected and the phonons keep to be gapless.
