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SUMMARY
The objective of the proposed research is to address the problem of energy conservation
in wireless sensor networks. Since wireless sensor networks typically consist of tiny sensors with
a scarce energy resource, energy conservation is a critical issue to be addressed. This thesis ad-
dresses the energy conservation issue by tackling two fundamental problems: network topology
construction and data delivery.
We first address energy-aware topology control taking into account throughput per unit energy
as the primary metric of interest. Although there exists a myth that the minimum transmission power
required to keep the network connected minimally results in the optimal topology for energy conser-
vation, we motivate the consideration of trade-offs between energy consumption and throughput in
determining the optimal topology. Through both experimental observations and analysis, we show
that the optimal topology is really a function of the load in the network. We then propose a new
topology control scheme, Adaptive Topology Control (ATC), which increases throughput per unit
energy. Based on different coordinations among nodes, we proposed three ATC schemes: ATC-
CP which coordinates common power among all nodes, ATC-IP which allows each node to use
independent power without coordination, and ATC-MS which coordinates a power only between
every two nodes. Through extensive simulations, we show that three ATC schemes outperform
static topology control schemes, and particularly the ATC-MS has the best performance under all
environments.
Secondly, we explore energy-aware data delivery that is robust to data losses. Because of the
distinctive characteristics of point-to-multipoint communication for downstream vs. multipoint-to-
point communication for upstream, the data delivery problem in sensor networks can be seen as
consisting of two sub-problems: downstream (from a sink to sensors) and upstream (from sensors
to a sink) data delivery. Although we address the problems as two independent ones, we eventu-
ally solve those problems with two approaches: GARUDA-DN and GARUDA-UP which share a
common structure, the minimum dominating set.
xii
For the downstream data delivery, we consider reliability as well as energy conservation since
unreliable data delivery can increase energy consumption under high data loss rates. To reduce
energy consumption and achieve robustness, we propose GARUDA-DN which is scalable to the
network size, message characteristics, loss rate and the reliable delivery semantics. To form the basis
of GARUDA-DN on the optimization perspective, we design the core structure that approximates
the solution of the minimum set cover problem, which is the optimal solution of loss recovery
server designation. We then solve new challenges of downstream data delivery by proposing Wait-
for-First-Packet (WFP) pulses for reliable short-message delivery; candidacy-based solution for
the different reliable delivery semantics; and two-phase NACK based recovery process. From ns2-
based simulations, we show that GARUDA-DN performs significantly better than the basic schemes
proposed thus far in terms of latency and energy consumption.
For the upstream data delivery, we address an energy efficient aggregation scheme to gather
correlated data with theoretical solutions: the shortest path tree (SPT), the minimum spanning tree
(MST) and the Steiner minimum tree (SMT). To approximate the optimal solution in case of perfect
correlation among data, we propose GARUDA-UP which combines the minimum dominating set
(MDS) with the shortest path tree (SPT) in order to aggregate correlated data. To reduce the redun-
dancy among correlated data and simplify the synchronization among transmission, the aggregation
takes two stages: local aggregation among sensors around a node in the MDS and global aggre-
gation among sensors in the MDS. From discrete event simulations, we show that GARUDA-UP
outperforms the SPT and closely approximates the centralized optimal solution, the SMT, with less




The advances in the integration of micro-electro-mechanical system (MEMS), microprocessor, and
wireless communication technology have enabled the deployment of large-scale sensor networks. A
wireless sensor network consists of two kinds of entities [89]: (1) the sink that queries and collects
information; and (2) the sensor that senses environmental phenomena and reports data to the sink.
In general, a few sinks and a huge set of small untethered sensors are randomly deployed in a multi-
hop and ad-hoc fashion1 to sense a physical phenomenon cooperatively. The physical phenomena
include temperature, humidity, light, noise levels, and the presence or movement of certain objects.
Sensor networks have a wide range of applications [4]: military applications [101] to detect and
track hostile objects in a battle field; environmental research applications [7] to monitor a seismic
tremor, a tornado or a flood; industrial applications [3] to guide and diagnose robots or machines
in a factory; and educational applications [82] to monitor developmental childhood or to create a
problem-solving environment.
This wide variety of applications has spurred a tremendous amount of research in sensor net-
works over the past few years [4]. These research works have spanned over all layers of the network
protocol stack. At the physical and the data link layer, energy-efficient and robust schemes, such
as SMAC [102] and UWB (Ultra Wide Band) [15], have been proposed. Above these layers, new
routing and transport protocols, such as Directed diffusion [36], SPIN [32], PSFQ [92], and CODA
[93], have been proposed to fit the requirements of sensor networks, which include data-centric
processing, in-network processing, and attribute-based naming.
Notwithstanding the fact that these research works have different goals, we notice that all of
them have a common concern of minimizing energy consumption. Since wireless sensors are battery
driven, and their sizes are too small to accommodate a large battery, they are constrained to operate
1The deployment in an ad hoc fashion does not require a centralized infrastructure. Each sensor can go through several
number of hops to report data to a sink.
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using an extremely limited energy budget. For instance, the total stored energy in asmart dust mote
is only 1 J [62]. Since this small amount of energy is the only power supply to a sensor node, it
plays a vital role in determining the lifetime of sensor networks. Therefore, energy conservation is
a significant issue at all layers.
To tackle the problem of energy conservation, new algorithms have been proposed at all protocol
layers, and they can be classified into two main categories. The first type is topology control [13],
which decides per-node transmission powers and hence constructs multi-hop paths between sensors
to sinks, in order to minimize energy consumption. The second type is data delivery to reduce
energy consumption ranging from the data link layer [102] and the network layer [32, 36] to the
transport layer [67, 71, 92, 93]. While topology control impacts energy consumption, it is important
for the data delivery between sources and sinks to be conducted in an energy efficient manner as
well.
This thesis, therefore, tackles the problem of energy conservation by addressing the above two
categories. In particular, the following are the two contributions: (i) optimal topology control
schemes to construct sensor networks for optimal energy conservation and (ii) energy-aware data
delivery framework with robustness to losses. While these two problems have the common objec-
tive of energy conservation, each has its own distinct objective to be accomplished. The secondary
objectives of the topology control schemes and the data delivery framework are to maximize the
total throughput and to minimize the latency of delivery, respectively.
Although it is difficult to control transmission powers in a distributed fashion, optimal topology
control has been explored to prolong network lifetimes [64, 97]. To date, a minimally connected
topology has been regarded as an optimal solution because of its ability to reduce interference to
other nodes. However, we care to identify and exploit the trade-offs between energy consumption
and throughput performance in order to construct the optimal topology. Specifically, this thesis
shows that the optimal topology in terms of throughput per unit energy depends on node density
and traffic load of sensor networks. An adaptive topology control (ATC) scheme for throughput
and energy awareness is then proposed. The ATC scheme controls the transmission power in a
decentralized fashion. Therefore, the proposed scheme achieves maximum throughput performance
while minimizing energy consumption simultaneously.
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Since enabling communication between sensors and sinks is the major role of sensor networks,
many research works [32, 36] have investigated energy-aware data delivery. Because of the distinc-
tive characteristics of multipoint-to-point communication vs. point-to-multipoint communication,
the data delivery problem in sensor networks can be seen as consisting of two problems: downstream
and upstream data delivery. Although those two delivery seem to be different, they are closely re-
lated to each other due to the relationship between a query from a sink and replies from sensors
at the application level. Therefore, we propose two solutions, GARUDA-DN and GARUDA-UP,
which share a common delivery structure, so that we can solve those problems with a common
framework.
For the downstream, a direction from a sink to sensors, wireless sensor networks experience
wireless and congestion losses more severely than other wireless networks because of the low ca-
pability to recover from losses and the high node-density. Therefore, robustness is also important to
energy conservation since unreliable data delivery, which increases the probability of data retrans-
mission under high loss rates, results in the consumption of a large amount of energy. Although the
problem has been addressed by previous works [28, 103] in the context of wireless ad-hoc networks,
such approaches cannot be directly applied to the sensor environment due to the resource constraints
of sensors. Therefore, we propose a sink-to-sensors energy-aware data delivery scheme, GARUDA-
DN2, in order to solve the downstream problem while considering robustness simultaneously.
For the upstream, a direction from sensors to a sink, most of research works on upstream data
delivery have considered the redundancy of data more importantly than the ene-to-end reliability
because in-network processing called data aggregation modifies the redundant data and reduce the
size of them. Therefore, we propose a energy efficient data aggregation scheme, GARUDA-UP, in
order to tackle the upstream problem while utilizing a common delivery structure that GARUDA-
DN constructs to solve the reliable downstream data delivery problem.
The rest of the thesis is organized as follows: In Chapter 2, the applications of wireless sensor
networks are classified into three basic classes and the generic challenges are discussed. In addition,
previous research works are presented based on the protocol layers. In Chapter 3, the problem def-
inition and motivation of topology control are described. Then proposed adaptive topology control
2A mythological bird that “reliably” transported Gods.
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(ATC) schemes: ATC-CP, ATC-IP, and ATC-MS are presented. By analyzing convergence and eval-
uating performance, the proposed schemes are shown as energy-efficient topology control schemes.
In Chapter 4, the reliable upstream data delivery is defined and motivated with simulations. To solve
the reliable delivery problem, an ideal solution and a practical solution are presented. After the de-
tailed framework called GARUDA-DN is shown, we address the other semantics of delivery using
the basic framework. Then GARUDA-DN’s outperforming the basic frameworks is shown through
extensive simulations. In Chapter 5, the energy efficient upstream correlated data delivery is de-
scribed and addressed with theoretical solution for the problem. To approximate the ideal solution,
we propose GARUDA-UP which shares the concept of the minimum dominating set from the basic
GARUDA-DN proposed in Chapter 4. Then the energy efficiency of GARUDA-UP is compared
with the shortest path tree and an approximation of the Steiner minimal tree which are the optimal
solutions for zero correlation and perfect correlation cases, respectively. Finally, in Chapter 6, the





In the past decade, many wireless sensor networks have been deployed. Based on basic function-
alities, we categorize the applications into three basic applications: (i) data collecting, (ii) event
monitoring, and (iii) object tracking application. Most of wireless sensor networks will fall into one
of these basic classes or hybrid class which combines more than two basic applications.
2.1.1 Data Collecting Applications
Scientists in environmental research areas want to collect different kinds of sensor readings, e.g.,
temperature, humidity, pressure, noise levels and the current characteristics of objects, from a set
of different positions periodically in order to gather statistics and detect trends. Based on the col-
lected data, they analyze offline. In addition to the environmental research, military and commercial
applications require the basic functionality for collecting data distributed spatially or temporally.
Therefore, these data collecting applications are characterized by having a large number of
source nodes periodically sensing and transmitting data back to sinks which request and process
them. Moreover, the redundant deployment of sensor nodes produces a huge amount of spatial and
temporal data. However, the limited energy and transmission capacity of WSNs requires the low
transmission rate and long lifetime of networks. To satisfy the above requirements, it is necessary
to find an energy efficient topology and optimal routing strategies at a network layer.
In general, typical data collecting applications use a tree-based topology where a routing tree
is rooted at a sink node[16]. Depending on the location of sources which can be correlated with
each other, the optimal structures of trees may be different; for example, the shortest path tree is
optimal in case of non-correlation among data, or the Steiner minimal tree is optimal in case of
perfect correlation among data.
After the topology or network is constructed, each sensor will sample environmental data, e.g.,
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temperature and humidity, based on different time intervals. The sampling rate can be from several
minutes to few days depending on the significance of data. However, since small time interval pro-
duces large amount of data than longer interval, it is necessary to decide the frequency of sampling
data based on the significance of data and capacity of WSNs.
Basically, those two things, optimal gathering structure and sampling frequency, will decide the
lifetime of WSNs for data collection applications. Since the major role of data collection application
is to gather information over long period of time, the lifetime of WSNs is one of critical metrics for
the evaluation of performance.
On the other hand, the latency or delay is not a critical factor on the performance of networks
because the data transmission can be compromised to improve the network efficiency. For example,
delay caused by optimal transmission scheduling may be indispensable to the optimal data gather-
ing.
For an instance of data collecting applications, environmental application[84] is a natural candi-
date for applying WSNs because the data to be collected are distributed over large region and long
period of time. Environmental sensors are used to study vegetation response to climate trends and
diseases; acoustic and imaging sensors can identify, track, and measure the population of birds and
other species.
Commercial industry also has been interested in sensing as a means of lowering maintenance
cost and improving performance of machines. Monitoring machines’ health by collecting data for
vibration or lubrication level is a typical example of industrial applications of WSNs.
2.1.2 Event Monitoring Applications
Another class of sensor network applications is an event monitoring. Compared to the data collect-
ing applications, an event monitoring application tries to detect events, e.g., environmental anomaly,
disaster, or security violation. In general, the event is different to data in terms of the spatial and
temporal characteristics because the event will occur not periodically over global area but sporadi-
cally over local area. Although each node has to sense data periodically, it does not need to report
data to sinks. However, the node which senses an anomaly should report the event immediately and
reliably to sinks.
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Once nodes detect events, they should notice the events to a set of sinks within limited time
boundary, e.g., less than a few seconds. Other nodes which forward the events also should respond
quickly. Therefore, at event monitoring applications, reducing the delivery latency of events is more
significant than reducing the energy consumption of data delivery because of two reasons: (i) events
are rare and (ii) the event delivery has time-constraint.
One of popular applications for monitoring events is a battlefield surveillance. Critical terrains,
approach routes and paths can be rapidly covered with sensor networks and closely watched for the
activities of the opposing forces. In case of chemical and biological warfare, WSNs can be deployed
in the friendly region and used as a chemical or biological warning system to warn friendly forces
so that they can reduce the casualties drastically.
Another event monitoring example is a forest fire detection. Since sensor nodes may be ran-
domly and densely deployed in a forest, a WSN can detect a fire and relay the origin of the fire to a
base station. The quick notice of a fire can prevent disaster. This application can also be installed in
commercial and residential buildings to replace aged fire alarms with small amount of overhead for
reinstallation.
2.1.3 Object Tracking Applications
The third class of WSN applications is to track mobile objects, e.g., vehicles (tanks and platoons)
of opposing forces, natural monuments and valuable assets. The major goal of object tracking
applications is to find the current location of objects or the trajectory of movement of mobile objects.
To track the objects in a simple way, a small tag which is similar to normal sensor node can be
attached to the object. In WSNs, other sensor nodes are deployed to communicate directly to the
sensor nodes attached to the mobile objects. These tags can receive the current location information
from sensors and give their identification information to sensors so that their location can be tracked
by WSNs.
If a mobile object is too hostile to attach a tag, sensor nodes or sinks need to have functionality
to recognize the ID of mobile objects.
The major concern of object tracking applications is how to keep track of movements with less
amount of information exchange among sensor nodes and sinks.
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One of military applications to track objects is targeting. WSNs can be incorporated into guid-
ance systems of the intelligent ammunition. In this case, each sensor should be equipped with
functionality to identify mobile objects.
The tracking application can be used in commercial industry as a inventory control and man-
agement system. Sensor nodes are attached to each item in a warehouse so that users can find out
the location of an item or the number of items within a specific area.
2.1.4 Hybrid Applications
Most of real applications have combined with more than two basic applications. For example, battle
field applications require three basic functionalities: sensing fields, tracking objects and detecting
dangerous objects.
In health areas, the WSNs can be used to track doctors and patients and collect health informa-
tion of patients inside a hospital. Each patient has a small tag which has several functionalities: (i)
sensing heart rate, (ii) detecting a heart attack, (iii) tracking location information, and (iv) exchang-
ing information with doctors’ sensor nodes.
To solve these multi-modal applications, we should address them with one of two approaches:
a unified architecture to handle all three of applications and different architectures to address them
individually. Depending on the given and limited characteristics of WSNs, one of two approaches
will be chosen to solve the multi-modal applications.
2.2 Challenges in Wireless Sensor Networks
In general, wireless sensor networks share commonalities with existing wireless ad-hoc networks
which use multi-hop communication without centralized coordinations. However, there are several
factors which make WSNs different to wireless ad-hoc networks as follows:
• Energy
Since the motto of sensor network is to develop tiny sensor nodes cheap enough to dispose
without recharging battery, the energy conservation is a critical issue in WSNs. For instance,
a sensor node, Mote, has a total stored energy on the order of 1J[62]. For wireless integrated
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network sensors (WINS)[90], the total average system supply currents must be less than 30
mA to provide long operating life. Moreover, inaccessibility of sensor nodes after deployment
makes energy consumption more critical in WSNs.
• Scalability
To cover areas with sensors which have a short transmission distance due to frugal energy
budget, WSNs have to scale to much large numbers (e.g., more than 10,000) of sensor nodes.
Without any centralized coordination, scalability of WSNs makes itself different to wireless
ad-hoc networks which have up to a few thousands of nodes.
• Redundancy
Due to the frequent node failures and inaccessibility of failed nodes, WSNs are required to
have high redundancy. Therefore, sensor nodes are normally deployed with a high degree of
connectivity instead of minimal connectivity. Because of the high degree of redundancy, the
failure of single node can be negligible. At the same time, the redundancy has negative effects
on the performance of WSNs because it causes redundant transmission causing broadcast
storm problem[54].
• In-network Processing
In general, previous transport protocols used in wired and wireless have assumed the end-
to-end approach guaranteeing that data from senders should not be modified by intermediate
nodes until data reach a receiver. However, data at WSNs can be modified or reduced into
smaller amount of data by intermediate nodes in order to remove redundancy of informa-
tion inside data. Therefore, previous solutions cannot accommodate this new concept of
in-network processing, called data aggregation or diffusion in WSNs.
• Data Centric Processing
WSNs have a large scale in terms of number of nodes which cannot be assigned individually
with unique identification, e.g., IP address. Therefore, sensor nodes cannot be no longer
accessed by unique ID. Instead of addressing nodes with ID, it is more natural to access the


















Figure 1: Protocol Layers of Nodes in Wired and Wireless Networks
For example, an environmental monitoring system requests the temperature readings through
a query, such as“collect temperature readings in the region bound by the rectangle (x1,y1,x2,y2)”,
instead of a query such as“collect temperature readings from a set of nodes of which addresses
are x, y, and z.”
2.3 Research in Protocol Layers
In this section, we present previous research works on wireless sensor networks and classify them
into different protocol layers that have been used in wired and wireless protocol classification1
shown in Figure 1.
2.3.1 Research in Application Layer
In general, WSNs are application-specific networks. Depending on different application scenarios,
there are different requirements that an application layer has to satisfy. Among a variety of research
works at an application layer, query dissemination, localization, synchronization, and security are
1In general, WSNs cannot be classified exactly into the following layers because they require new architectures due




The basic functionality of WSNs is to collect data by sending a request or command, called“query”
through WSNs. There have been several research works [19, 77] which provide user applications
with interfaces to issue queries, respond to queries, and collect incoming replies. As discussed be-
fore, these queries are generally not issued to particular nodes. Instead, attribute-based or location-
based naming is preferred. Sensor query and tasking language (SQTL)[77] is proposed as an appli-
cation that provides even a larger set of services. SQTL plays the role of a programming interface
between sensor applications and a middleware. It is a procedural scripting language, designed to be
flexible and compact, with a capability to interpret simple declarative query statements.
2.3.1.2 Localization
Localizing sensor nodes is one of popular research areas. There have been several research works
including (i) exploiting received signal strength indicators, (ii) time of arrival, (iii) time difference of
arrival, and (iv) angle of arrival. Despite adequate performance, techniques based on the above tech-
nologies are not quite applicable to WSNs because they require extensive hardware, infrastructure,
and pre-deployment fine-tuning.
Given the inherent challenges of WSNs, a set of localization schemes are proposed. [9] as-
sumed a heterogeneous network containing powerful nodes with established location information.
And these nodes beacon their position to neighbors that keep an account of all received beacons.
Using this proximity information, a centroid model is applied to estimate the listening nodes’ loca-
tion. In [55], DV-HOP consists of heterogeneous nodes: beaconing nodes which flood their location
information throughout a network maintaining a running hop-count at each intermediate node and
listening nodes which estimate their location based on the received beacon locations and the hop-
count from the corresponding beacon. Additionally, there were other approaches that integrated
beacons or anchor nodes with precise location information and used the iterative increase in preci-
sion by distributed algorithms in [66, 73, 76].
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2.3.1.3 Synchronization among Sensors
Time synchronization is a critical issue for any distributed system. Since most of WSNs are operated
in a distributed fashion, WSNs make particularly extensive use of synchronized time: for example,
to integrate a time-series of proximity detections into a velocity estimate [11]; to measure the time-
of-flight of sound for localizing its source; to distribute a beamforming array [100]; or to suppress
redundant messages by recognizing that they describe duplicate detections of the same event by
different sensors [36]. Sensor networks also have many of the same requirements as traditional
distributed systems: accurate timestamps are often needed in cryptographic schemes, to coordinate
events scheduled in the future, for ordering logged events during system debugging, and so forth.
2.3.1.4 Security
Security issue for WSNs is still a wide open area. Although several works seem to be directly
adopted from ad-hoc networks, the principal threats and possible attacks to the correct functioning
of WSNs are still missing a theoretical analysis due to the challenges: limited processing power,
storage, bandwidth, and energy.
[60] introduces the Security Protocols for Sensor Networks (SPIN) comprised of Sensor Net-
work Encryption Protocol (SNEP) andµTESLA. The function of SNEP is to provide confidentiality
(privacy), two-party data authentication, integrity, and freshness.µTESLA is to provide authentica-
tion to data broadcasts. SPINS presents an architecture where the base station accesses nodes using
source routing.
2.3.2 Research in Transport Layer
Although TCP is the most popular transport protocol in wired and wireless networks, it cannot be
used in WSNs directly. TCP is the end-to-end protocol which guarantees reliable delivery without
information modification. WSNs, however, have a new delivery concept calleddata aggregation
which requires in-network processing instead of end-to-end processing2.
And WSNs also have a point-to-multipoint (direction from a sink to sensors) or multipoint-to-
point (direction from sensors to a sink) communications while normal TCP assumes point-to-point
2In [89, 4], they address that in-network processing combines transport layer with network layer in WSNs.
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communication model. Therefore general approaches for point-to-point model cannot be directly
adopted into WSNs. We address two major functionalities of transport layer: congestion control
and reliability.
2.3.2.1 Congestion Control
Since upstream direction has more amount of data compared to downstream, most of works for
congestion control concentrate on the upstream flows which result in multipoint-to-point commu-
nications. To address multipoint-to-point traffic of WSNs, ESRT[71] includes a congestion control
component that serves the dual purpose of achieving reliability and conserving energy. The algo-
rithms of ESRT mainly run on the sink, with minimal functionality required at resource constrained
sensor nodes. ESRT protocol operation is determined by the current network state based on the
reliability achieved and congestion condition in the network. If the event-to-sink reliability is lower
than required, ESRT adjusts the reporting frequency of source nodes aggressively in order to reach
the target reliability level as soon as possible. If the reliability is higher than required, then ESRT
reduces the reporting frequency conservatively to conserve energy while still maintaining reliability.
2.3.2.2 Reliability
RMST[83] and PSFQ[92], both proposed as reliable transport layer solutions for sensor networks,
attempt to provide end-to-end reliability at upstream (from sensors to a sink) and downstream di-
rection (from a sink to sensors) with minimal cost, respectively. RMST acts as a filter in Directed
Diffusion[36], tracking fragments so that receiver initiated requests can be instantiated when indi-
vidual pieces of an application payload get lost. PSFQ caches packets along the path to the sender,
initiating fragment recovery as required, starting with its local neighborhood.
2.3.3 Research in Network Layer
At a network layer of WSNs, we need to address “data aggregation” as well as routing problems.




There are a set of routing schemes proposed in wireless ad-hoc networks, such as DSR [8] and
AODV [59]. Most of these routing schemes use a flooding method to discover a path to a destination.
However, WSNs cannot use the flooding method because they may contain at least thousands of
nodes and even up to millions of nodes. The flooding over large scale and high density sensor
networks will cause broadcast storm problem[54] which results in significant energy consumption
and finally a network breakdown.
Data-centric routing and location awareness of sensor nodes motivate the location-based routing
schemes because location is of interest of most of applications rather than specific nodes’ IDs.
MFR [85] proposed a routing scheme that forwards a packet to the node that makes the most
progress toward a destination. [23] proposed a greedy geographic forwarding protocol with limited
flooding to circumvent the voids (a special region having a node with the Euclidean shortest distance
to a destination, which does not have a path to the destination) inside a network. And GPRS [40]
uses the perimeter forwarding method to get around voids.
2.3.3.2 Data Aggregation
Since WSNs deploy large number of sensor nodes with high density, data from sensors have high
level of redundancy. To gather these data from sensors to a sink efficiently, data aggregation tech-
niques are proposed. Most of previous works focus on application dependent data aggregation
techniques, in which aggregation depends on the application layer information.
A recent work[16] starts to consider the data aggregation problem in a viewpoint of optimization
that minimizes delivery cost by reducing redundancy among data. [16] proposes a simplified infor-
mation model and tries to solve the problem of gathering by aggregating correlated data with two
simple heuristics. It considers a correlation model and proposes two simple heuristics for a given
correlation factor (0< ρ < 1): (1) leaves deletion heuristic: the resulting spanning tree is considered
as a good approximation of the optimum minimum cost spanning tree; (2) balanced shortest path
tree and multiple traveling salesman problem (TSP) tree: This solution is based on the assumption
that the optimum solution should be a combination of partial SPT and partial TSP.
[35] proposes a simple modification to the directed diffusion to come up with a structure that
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encourages aggregation. Briefly, it uses a greedy incremental tree to aggregate the information from
the different sources where the sources try to reach the aggregation tree that is already constructed
in the least number of hops.
2.3.4 Research in Data Link Layer
The data link layer is responsible for medium access control (MAC) and error control. It ensures
reliable point-to-point and point-to-multipoint connections in a link level.
2.3.4.1 Medium Access Control
MAC is an effective methodology that allows devices on a network to share their interconnecting
media. Although there are large number of works on MAC for wired, wireless cellular and ad-hoc
networks, they cannot be used in WSNs efficiently.
Since WSNs use battery-operated computing and sensing devices, we expect sensor networks
to be deployed in an ad-hoc fashion, with individual nodes remaining largely inactive for long
periods of time in order to save energy. If something is detected, then they should become active.
These characteristics of sensor networks and applications motivate a MAC that is different from
traditional wireless MACs such as IEEE 802.11 in almost every way: energy conservation and
self-configuration are primary goals, while per-node fairness and latency are less important.
To reduce energy consumption, S-MAC [102] uses three techniques: (i) periodic sleeping mode,
(ii) virtual clusters formed by neighboring nodes to synchronize on sleep schedules, and (iii) in-
channel signaling to reduce contention latency.
In [99], a CSMA (carrier sensing multiple access) based MAC scheme for WSNs is presented.
Traditional CSMA based schemes are deemed inappropriate because they assume stochastically
distributed traffic which is independent to each other. However, [99] found that two components,
listening mechanism and backoff scheme, are energy efficient and robust to collision.
2.3.4.2 Error Control
Wireless channels provide error rates that are typically around10−2. Such high error rates result
from multi-path fading which characterizes mobile radio channels. To increase the apparent quality
of a communication channel there exist two distinct approaches: (i) forward error correction (FEC)
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which employs error correcting codes to combat bit errors by adding redundancy (henceforth parity
bits) to information packets before they are transmitted and (ii) automatic repeat request (ARQ)
wherein only error detection capability is provided and no attempt to correct any packets received
in error is made; instead it is requested that the packets received in error be retransmitted.
To the best of our knowledge, these two approaches are not explored enough at WSNs. In
[78], convolutional coding effects for FEC have been considered. They found that FEC is generally
inefficient if the decoding is performed using a micro-processor and recommended an on-board
dedicated Viterbi decoder.
2.3.5 Research in Physical Layer
The physical layer is responsible for frequency selection, carrier frequency generation, signal de-
tection and modulation.
2.3.5.1 Frequency
For a frequency of radio links, there are several options: (i) industrial, scientific, and medical (ISM)
bands, which offer license-free communication in most countries; (ii) infrared which also is license-
free and robust to interference from electrical devices; and (iii) optical medium.
According to [61], certain hardware constraints and trade-off between antenna efficiency and
power consumption limit the choice of a carrier frequency for such transceivers to the ultrahigh
frequency range, such as 433MHz or 914MHz in ISM band. Most of the current hardware for
sensor nodes is based on RF circuit design. For instance, the low-power sensor device in [99] uses
a single channel RF transceiver operating at 916MHz.
Infrared based transceivers are cheaper and easier to build. Many of laptops, PDAs and mo-
bile phones offer an infrared data association interface. However, it has a major drawback which
between a sensor and a receiver, requires a line of sight (LOS).
The smart dust mote in [96] uses optical medium for transmission with two schemes: (i) passive
transmission using a corner-cube retroreflector (CCR) and (ii) active communication using a laser
diode and steerable mirrors.
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2.3.5.2 Modulation
Since modulation schemes affect the reliable communication and energy consumption of WSNs,
there are several research works on modulation schemes.
[78] compared binary modulation to M-ary modulation schemes and argued that under start-up
power dominant condition, the binary modulation scheme is more energy efficient.
Ultrawideband (UWB) has been used for baseband pulse radar and ranging systems and has
recently drawn considerable interest for communication applications[15]. Since UWB uses base-
band transmission, it does not require intermediate carrier frequencies. Low transmission power
and simple transceiver circuitry make UWB an attractive modulation scheme of WSNs.
2.3.6 Research in Inter-Layer Planes
There are a few inter-layer planes, which help sensor nodes to coordinate the sensing task and reduce
the overall energy consumption: topology control and mobility management.
2.3.6.1 Topology Control
The topology control plane manages the transmission of sensor nodes so that the topology of net-
works can be maintained to minimize energy consumption and maximize throughput performance.
There exist considerable previous works addressing the topology control problem of minimiz-
ing transmission power, guaranteeing network connectivity. For example, [97] proposed a fully
distributed algorithm that only relies on directional information between nodes. [64] presented a
centralized topology control algorithm, along with a distributed heuristic.
Unlike the above deterministic guarantee of connectivity, [72] analyzed the connectivity of a
sensor ad hoc network using a probabilistic approach in order to find out the minimum transmission
power to be used at all nodes. The lower and upper bound on the probability of network connectivity
are derived for certain transmission range assignments.
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CHAPTER III
ATC: ADAPTIVE TOPOLOGY CONTROL
3.1 Problem Definition
The battery power in mobile nodes is a premium resource in sensor networks. Not surprisingly,
energy-aware protocols have been proposed at several layers of the protocol stack [12, 52, 63, 68,
75, 79, 80]. More recently, using effective topology control to optimize energy usage in the network
has come into focus. Briefly, the topology control problem can be defined as the determination of
the optimal transmission range (and hence the transmission power) to be used by the mobile nodes
in the network - with the choice of the transmission range directly impacting the effective network
topology.
Several related works have investigated the problem of topology control from the perspective
of optimal throughput per unit energy performance [1, 43, 51, 64]. The common thesis of the
aforementioned works is that the transmission range used by mobile nodes should be the minimum
required to keep the network connected. We refer to such a topology as theminimally connected
topologyin the rest of the thesis.
The optimality of the minimally connected topology can be explained intuitively as follows.
When the transmission range is decreased, the average hop-count for the paths traversed by flows
increases linearly. However, the transmission power per hop decreases super linearly (given that
the path loss exponent typically ranges from 2 to 4). Hence, the overall energy consumption in the
network for the same amount of data transferred is minimized in a minimally connected topology.
In [1, 43, 51, 64], the authors also propose distributed algorithms to achieve approximations of a
minimally connected topology.
While the optimality of the minimally connected topology in terms of throughput per unit energy
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performance is indeed correct for a generic1 sensor network, there is a key but straightforward
phenomenon that changes the optimality. Specifically, when the transmission range in a network
is decreased, the average hop-count of flows in the network increases, which in turn increases the
total number of one-hop flows2 in the network, thus increasing the aggregateinduced loadin the
network3.
However, a decrease in the transmission range also increases thespa ial-reusein the network be-
cause of the smaller interference ranges, thus increasing the network capacity (total number of bits
that can be transmitted in the network in unit time). It can be shown that, with a decrease in trans-
mission range, while hop-count increases linearly, the spatial-reuse in fact increases quadratically
since the inhibition area of a transmission is proportional to the square of the transmission range
(assuming omni-directional transmissions). Hence, any increase in the aggregate induced load in
the network is easily offset by the higher spatial-reuse in the network, thus leaving the throughput
unaffected for the same basic load in the network. Alternately, it can be argued that decreasing the
transmission range allows for the basic load to be increased further.
Based on this intuitive reason, most of research works for topology control have concentrated on
the minimally connected topology to minimize the energy consumption as well as the throughput.
3.2 Motivation
3.2.1 Terminology and Models
In this section, we define the terminology and describe simulation model used in the following
preliminary observation.
3.2.1.1 Terminology
• Topology Control vs. Power Control
The topology of a sensor network consists of sensors and wireless links between the sensors.
1A generic sensor network is not restricted to the node density [29]. Therefore, it can consist of several thousands of
nodes or more.
2We define such flows as mini-flows later in the thesis.
3We distinguish the basic load offered by the sources of the flows from the induced load that is a basic load multiplied
by the average number of hops traversed by flows.
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In a wireless sensor network, a link between two nodes (sender and receiver) is determined by
the transmission power used at the sender. While the topology will be inevitably affected by
mobility or interference, it can also be controlled intentionally by adapting the transmission
power. In this thesis, we focus on topology control through adaptation of transmission power
in order to acquire a desired topology. To distinguish power control [52] from topology
control, we confine the terminology of power control to a scheme that tunes a power to reduce
energy consumption without changing the topology.
• Typical Sensor Network vs. Generic Sensor Network
In this work, we define atypical sensor networkas a sensor network with a few hundred nodes
distributed in an area of a few square miles. This definition of the typical sensor network is
also consistent with the focus of a large body of related work including [12, 44, 64].
• Mini-channel
We define amini-channelas a maximal sub-section of the network where at most one trans-
mission can take place for any given transmission slot. For example, in IEEE 802.11, when a
transmission is in progress, the neighbors of the source and the destination cannot be involved
in another transmission simultaneously.
• Mini-flow
We refer to a one-hop transmission within a mini-channel as a mini-flow. Note that an end-
to-end flow will consist ofhop-countnumber of mini-flows.
• Spatial Re-use Factor
We definespatial-reuse factoras the number of simultaneous transmissions observed during
a transmission slot. It can be measured as the total number of transmissions divided by the
maximum number of transmissions within a mini-channel during the simulation period. Con-




Thecontention timeis defined as the average of the sum of the back-off times and the trans-
mission times experienced by packets traversing a node.
• Utilization of CSMA/CA
We defineutilization as the total throughput of a mini-channel. We study the utilization as a
function of the number of mini-flows contending in a mini-channel. Figure 4 is an illustration
of the utilization curve of a typical MAC protocol including CSMA/CA.
• Static Topology Control using Constant Transmission Power
We definea static topology controlas an approach whereinall stations in the networkuse the
same constant transmission power. Further, the stationsd ot adapt the transmission power
based on network conditions.
3.2.1.2 Models
• Simulation Model for Energy Consumption
To emulate a realistic environment, we measure power by monitoring three components: (i)
transmission power required to send a packet, (ii) receiving power required to receive or lis-
ten to a packet, and (iii) idle power required to stay awake. The transmission power includes
both the power required to drive the circuit and the transmission power from the antenna.
The power required to drive the circuit is set to1.1182W [12], while the antenna transmis-
sion power is computed based on the transmission range using the two-ray ground reflection
model, and is equal to7.2∗ 10−11∗ d4W for a transmission range ofd meters [12]. The
receiving and idle power values are assumed as1W and0.83W respectively [12].
• NS2 Environment
The wireless physical layer ins2 is based on the IEEE 802.11 DS/SS specifications. The
signal propagation model is a combination of the free space propagation model (for distances
less than 100m) and the two-ray ground reflection model (for distances greater than 100m)
[18, 20]. The data rate of the underlying channel is 2Mbps. To exclude the effect of transport
layer protocol, we use a constant bit rate traffic over UDP for the sources. The packet size
is set to 512 bytes. Source destination pairs are randomly chosen from the network stations.
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The IEEE 802.11 protocol in the distributed coordination function mode (CSMA/CA) is used
at the MAC layer. Dynamic source routing (DSR) [8] is used as the routing protocol. Trans-
mission range is varied from the minimum range required to keep the network connected to
the maximum range required to make the network fully connected.
3.2.2 Preliminary Observations
In this section, we first use simulations to study the throughput per unit energy performance of a
sensor network under different load conditions, and when using different transmission ranges. In
the process, we observe that the minimally connected topology using minimum transmission power
could not obtain optimal performance under higher traffic loads. Finally, we provide a simple
analysis to explain the observed results and motivate the need for adaptive topology control that
reacts to the load conditions in the network.
We simulate three different kinds of environments: (i) low traffic load, (ii) moderate traffic load,
and (iii) heavy traffic load. For three different load conditions, we use 5 flows, 15 flows and 35
flows with packet transmission rates of 5, 15, and 45 packets (512 bytes packet size) per second,
respectively. We observe throughput and throughput per unit energy as a function of the transmis-
sion distance. Extensive results for several other environments, such as different node densities and
different network sizes, are presented in [56, 57].
We present the following metrics for all the simulation results: (a) Per-flow throughput measured
in Kbps, (b) Per-flow throughput per unit energy measured in bps/Watt, (c) Spatial-reuse factor, (d)
Average per-flow hop-count measured in hops, (e) Contention time, and (f) Utilization of the IEEE
802.11 MAC protocol.
From Figure 2(a), it can be observed that (i) for the lightly loaded scenario, the maximum per-
flow throughput is achieved at a transmission range of 300m (Because transmission range of 200m
cannot guarantee the connectivity at all scenarios, 300m is considered as a minimum transmission
power.); (ii) for the moderately loaded scenario, the maximum per-flow throughput is achieved at a
transmission range of approximately 800m, and (iii) for the heavily loaded scenario, the utilization
is poor and the maximum throughput is achieved approximately at 1000m (the throughput curve is
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(f) IEEE 802.11 Utilization
Figure 2: Simulation Results in case of Varying Traffic Load, Fixed Number of Nodes, and Fixed
Network Size (100 nodes are located in 1000m×1000m area. All figures show a function of trans-
mission distance except Figure (f).)
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This illustrates the fact that for a given topology, the optimal transmission range (in terms of
throughput performance) is variable, and is a function of the load in the network. It is important
to note that merely observing throughput does not reveal the true performance as a transmission
range of 1000m (for the scenarios considered) will achieve a high throughput, but will also have a
transmission power that is approximately 18 times more than the transmission power required for a
transmission range of 500m. Hence, we also present the throughput per unit energy results for the
scenarios. The peaks of this result are at 300m, 600m, and 500m for the lightly loaded, moderately
loaded, and heavily loaded scenarios, respectively.
We now highlight the impact of the transmission range on the different factors that affect per-
formance, namely spatial-reuse, hop-count, and MAC contention time (which is representative of
the induced load relative to the network capacity). Figures 2(c), 2(d), and 2(e) show the variation of
the above factors with transmission range. The spatial-reuse factor stays below2 for all scenarios
while the hop-length goes up to3 for the minimal transmission range (300m).
An equally revealing result is that the contention time shows a peak at around 300m for the
moderate and heavy load scenarios (the decrease in contention time at 200m is due to the partitioned
condition of the network at that transmission range). Such an increase in contention time reveals
the higher induced load in the network when the transmission range is decreased. Since magnitude
of the basic load by itself is high in these scenarios, such an increase in the induced load can push
the operating point of the MAC protocol (see Figure 2(f)) down to the over-utilized region. We
illustrate the relationship between the contention time and the MAC utilization in Chapter 3.
Under low load conditions, the contention time does not show any significant increase as the
induced load due to the transmission range decrease is easily absorbed by the MAC utilization
scalability. In other words, since the operating point in the utilization curve to start with is in the
under-utilized region, the increase in induced load merely pushes the operating point up the MAC
utilization curve.
The adaptive topology control algorithms that we present in Chapter 3 are based onachieving
the contention time equivalent to non-over-loaded network conditions.
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3.3 Related Works
• [43, 44] conceptualize the power control problem and provide a protocol which suggests that
low common transmission power maximizes throughput capacity, extends the battery life,
and reduces the contention at the MAC layer. Although their inference is valid in a general
sense, we show that the low common transmission power cannot always provide the optimal
throughput in typical ad-hoc environments.
• In [64], the authors proposed two transmission power control algorithms to create 1-connected
and 2-connected (bi-connected) topologies. The results presented show that such minimally
connected topologies improve the throughput and power consumption significantly. While the
2-connected topology delivers better performance, the authors do not study further degrees of
connectivity or the impact of the different factors considered in this paper.
• [97] proposes a distributed power control algorithm based on directional information. Each
station increases transmission power until it finds a neighbor node in every cone of angleα,
whereα <= 2∗ π/3, to guarantee a maximum connected node set. The resulting network
topology increases network lifetime by reducing transmission power and reduces traffic in-
terference by having low node degrees. The work infers its results from an average degree of
stations in the network, and does not use traffic to study either throughput or throughput per
unit energy.
• In [70], authors study the effects of transmission range on AODV’s multicast performance at
varying transmission ranges. They show that increasing the transmission range has pros and
cons in an AODV multicast environment; they conclude that the transmission range should
be adjusted to meet the targeted throughput while minimizing battery power consumption.
• In [52], authors propose a power control method at the MAC layer that finds the lowest power
level required between two communicating nodes. The method reduces total interference
and hence increases throughput of the wireless network. The mechanism assumes that the
underlying topology is decided by an external approach. After the topology is pre-determined,
their method increases throughput by reducing interference. We, however, show that the
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underlying topology can itself be adapted to achieve optimal performance.
3.4 Theoretical Analysis
This section provides a theoretical reason of the observed results.
3.4.1 Per-flow Throughput
Several related works have analyzed the capacity and the performance of wireless sensor networks.
In [30], the authors derive the end-to-end throughput of a sensor network as a function of the number
of nodesn, to beO( 1√n). In this section, since transmission range is the variable of interest, we derive
the end-to-end per-flow throughput of a sensor network as a function of the transmission range.
To derive the per-flow throughput, we first define the capacity of a wireless multi-hop network.
The capacity is the maximum bound that can be achieved only if all flows are one-hop mini-flows.
Considering the impact of the 802.11 (CSMA/CA) MAC protocol on the throughput, we can assume
that a wireless network consists of several independent regions (mini-channels) in which transmis-
sions can occur simultaneously. Hence, (1) defines the total capacityC of a multi-hop network as
the sum of the capacityΓmc of each mini-channel.σ is a spatial reuse factor representing a number
of mini-channel in a network.
C = σ×Γmc (1)
While the capacity aggregates mini-flows’ throughput in different mini-channels, the per-flow
throughput averages them belonging to a same flow. Since mini-flows share a mini-channel, the






f ×h , (2)
where fm f is the total number of mini-flow in a network,f is the number of flows, andh is the
average hop-count for per flow.
To evaluate the impact of transmission power on throughput, we assess the impact of trans-






















Figure 3: The Ratio of Spatial Reuse Factor to Hop Count as a Function of Transmission Distance
parameter,σ, h, andΓmc are the parameters of interest. At first, the ratio ofσ to h is derived as
a function of transmission power and the impact of the ratio on throughput is evaluated. Then the
impact ofΓmc is analyzed.
3.4.2 Spatial-Reuse Factor and Hop-Count
In generic sensor networks, the increase of spatial-reuse factor is what allows the higher induced
load due to transmission range decrease, to prevent any lowering of the throughput. However, as
observed in 2 (c) and (d),σ does not increase at the same rate as hop-count, and further does not
exceed the hop-count in terms of the absolute value. Hence, the induced load in the network is
bound to increase with decreasing transmission range.
To verify the assumption about spatial-reuse factor and average hop-count per flow, we approx-













whereτ is a function of the inhibition region of the MAC protocol used (τ≈ 5 for CSMA/CA),
D is the size of square-shaped network grid, and r is a transmission range. The derivation ofσ in
(3) comes from the calculation of a number of mini-channels, which are circles with a radius, at
theD2 square area.
To deriveh in (4), the expected Euclidean distance (ED) between two nodes(a source and a







x2 +y2(1−x)(1−y)dxdy= 0.52∗D. (5)
Using the above equations (3) and (4), in Figure 3 we show the ratio of the spatial-reuse factor
σ and the average hop-counth as a function of transmission ranger. It is observed that the spatial-
reuse factor begins to surpass the hop-count only when the transmission range is less than 20 meters.
To estimate the minimum number of nodes which coverD2 area with a 20 meters of transmission




According to (6), the 20 meter transmission distance can be obtained only at very high node
densities (for instance of a 1000m× 1000m area, more than 3183 nodes are required).
Hence, under typical sensor environments which have less than 3000 nodes, the ratioσh de-
creases asr decreases. Since the ratioσh is proportional to the throughput of a sensor network, we
can explain the phenomenon which a throughput decreases as a transmission range decreases
However, note that this translates into poor performance only for the moderate and heavy load
conditions as seen in Section 3.2. For the low load scenarios, the above observation seemingly does
not have any impact on the throughput. We explain this in the next section.
3.4.3 Mini-channel Utilization
Given that the ratioσh decreases with a decrease in transmission range in typical sensor networks,






















































Figure 4: Utilization of a CSMA/CA MAC Layer Protocol
transmission range is changed. In other words, we focus on the parameterΓmc in (2).
In general, the throughput of a mini-channel is proportional to the utilization of the MAC layer
protocol within the mini-channel. Figure 4 shows the utilization curve for a typical MAC protocol
(within a mini-channel) as a function of the number of nodes which share the mini-channel [87].
In the under-utilized region, the offered load is lower than the maximum MAC capacity and
hence the observed throughput is the offered load itself. In the over-utilized region, the performance
of the MAC suffers drastically and the observed throughput consequently is a small fraction of the
offered load. In the optimally utilized region, the MAC is fully utilized and the observed throughput
is close to the offered load. Essentially,
Γmc = min(L,U(L)∗CMAC) (7)
is the capacity of a mini-channel, whereL is the offered load to a mini-channel, andU(L) is the
normalized utilization factor of the MAC protocol at the loadL and the MAC capacityCMAC.






Using the above equation as the basis, we proceed to explain the impact of transmission range
decrease under the three different traffic load conditions:
• Low load: At low loads,U(L) scales with increasing load, and henceΓmc increases asf×hσ
when the transmission range decreases. Note that this translates to a maintenance of the
observed throughput for the same basic offered load.
• Moderate load:At moderate loads,U(L) is already near the peak of the utilization curve.
Hence any increase in the load (due to transmission range decrease) that will decreaseU(L)
will causeΓmc to fall asU(L)∗CMAC. Coupled with the fact thatσh also decreases due to the
decrease of transmission range in Figure 4, this phenomenon reduces the throughput observed
by end-to-end flows.
• Heavy load:Under heavy basic loads,U(L) is already down on the utilization curve. Any
increase in the load will decreaseU(L) further, but only marginally (since U(L) is already
quite low). Hence the impact on the observed performance is not much.
3.4.4 Summary of Motivation for Adaptive Topology Control
From the analysis of the impact of each parameter on the throughput, the influence of spatial-reuse
factorσ and hop-counth is less than what they are expected in a typical sensor network. Instead,
the throughput of a mini-channelΓmc is revealed to be the major factor on deciding the throughput
Γ in typical sensor networks.
In summary, under low load conditions, it is desirable to operate using the minimally connected
topology as the throughput performance does not degrade, but at the same time the energy con-
sumption is minimized.However, for moderate loads, it is desirable to reduce the transmission
range only to the point where the induced load causes the utilization of a mini-channel to reach its
peak.At this transmission range, the throughput is still maintained, and the energy consumption is
reduced to the minimum possible while not pushing the mini-channel to the over-utilization region.
For the heavy load conditions, since the basic load by itself has pushed the mini-channel utilization
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to the over-utilized region (thus causing the throughput to be very low), it is desirable to operate
at the minimum transmission range required to keep the network connected. However, ideally the
network should not be operated with the basic load exceeding the capacity of the network.
In the rest of the thesis, we propose an adaptive topology control algorithm that can adapt a
transmission power to the load conditions in the network when determining the optimal transmission
range.
3.5 Design Goals and Key Ideas
In this section, we present the key goals and design elements of a load-sensitive adaptive topology
control strategy.
3.5.1 Goals
The following are the key goals that the design of our proposed topology control strategy is based
on:
• Adaptiveness: Since the traffic load in a network can change dynamically, the topology con-
trol strategy should be adaptive to the network conditions.
• Local Information: Since using global information in a distributed environment such as a
sensor network can incur high overheads, the topology control strategy should use purely
local information in its approach.
• Localization: If the traffic load in one sub-area of the network changes, ideally the topology
control strategy should impact only nodes within that sub-area. This goal is assuming that
there is no fundamental requirement for all nodes in the network to use the same transmission
power.
• Convergence: The topology control strategy should converge once the network conditions
stabilize. It is also essential for a distributed scheme to converge faster than the typical rate
of dynamics in the network.
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• Network Partitions: In wireless sensor networks, network partition is a very critical problem
to solve. However, we assume that a solution to connect the network exists orthogonal to
the topology control strategy proposed in this thesis [64, 97]. Hence, the proposed schemes
will limit the transmission power between the minimum power that is required to connect the
network minimally (as indicated by the connectivity approach) and the maximum power that
a node can transmit.
3.5.2 Key Ideas
Because of the shared channel nature of wireless sensor networks, contentions and collisions occur
among neighbors within each mini-channel. Assuming that there is no contention among adjacent
mini-channels, the total throughputΓ of a sensor network can be approximated as (2).
The throughputΓmc within a mini-channel (shown in Figure 5) is a function of the traffic load,
represented by the number of mini-flowsfmc within a mini-channel. The number of mini-channels
σ (shown in Figure 6) is a function of the transmission distancer. Since the number of mini-
flows within a mini-channel is a function of the transmission distance, the estimated throughputΓ
is a function of the transmission distance. Thus, if global information about the number of mini-
channels, and local information about load within a mini-channel are known, the optimal transmis-
sion distance that maximizes the throughput of a sensor network can be estimated.However, it is
unreasonable to expect the availability of such information in a sensor network due to its distributed
nature.
Hence, we adopt a completely distributed method to increase the throughput of each mini-
channel. To ensure the maximum utilization of mini-channels, the appropriate traffic load, such
as the optimal number of mini-flows, should be maintained within a mini-channel. The method
consists of two phases: (1) estimating utilization (traffic load) of a mini-channel and (2) adapting
transmission power to maximize utilization of a mini-channel.
3.5.2.1 Estimation of Traffic Load within a Mini-channel
To estimate exactly the current traffic load of each mini-channel, each node measures the local
contention time defined in Section 3.2.1.1. Because the contention time is the delay experienced




























































































































(b) 5 Packets Per Second at Each Flow
Figure 5: Relationship between Traffic Load and Contention Time as a Function of the Number of
Mini-flows within a Mini-channel
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larger contention time indicates a higher traffic load in the mini-channel. Figure 5 (a) and (b) show
the relationship between traffic load and contention time in a mini-channel for two different packet
transmission rates. Similar relationships hold for other rates of packet transmissions. The dotted
line is the utilization of a mini-channel (which is equal to the aggregated throughput in the mini-
channel) as a function of the number of mini-flows within the mini-channel. The solid line is the
average contention time, which was measured at all nodes within a mini-channel, as the number
of mini-channels was increased. In Figure 5 (a), 20 is the optimal number of mini-flows that can
achieve the maximum efficiency at the MAC layer. If the number of mini-flows is below 20, the
mini-channel remains under-utilized. Beyond 20 mini-flows in a mini-channel, the mini-channel is
over-utilized and has a lower throughput because of severe contention among mini-flows.
To identify the current traffic load region, every node uses two thresholds for the contention
time: (i) α, a lower bound for an optimally utilized region and (ii)β, an upper bound for the
optimally utilized region. Figure 5 (a) shows the optimal values for the thresholds in case of 15
packets per second (7.5Kbps) packet transmission rate. It can be seen that throughputs above 80%
of the maximum throughput are located when the contending number of mini-flows is between
15 and 35 (labelled as the optimally utilized region). Corresponding to 15 and 35 mini-flows,
the contention times are 0.1 and 0.01 seconds respectively. Therefore, to utilize the capacity of
a mini-channel optimally, the contention time has to be maintained between 0.1 and 0.01 seconds.
Through observations made from extensive simulation results for different packet transmission rates
(see Figure 5 (b)), we empirically choose 0.01 and 0.1 seconds, as the lower thresholdα and upper
thresholdβ, respectively.
3.5.2.2 Adapting Transmission Power
After measuring the contention time, each node can identify the current status of utilization within
its mini-channel. Upon inferring over-utilization, a node increases the transmission power to enlarge
the area of its mini-channel, which in turn will reduce the number of mini-flows. On the other hand,
in case of under-utilization, a node will decrease the transmission power, which will increase the
number of mini-flows. The relationship between transmission power and the number of mini-flows



























Figure 6: Relationship between the Number of Mini-flows Per Mini-channel and Transmission
Distance: 15 flows(each flow has a rate of 5 packets per second) are used and 100 nodes are located
in 1000m×1000m area.
number of mini-flows by the spatial reuse factor.
The reasoning behind increasing transmission range to decrease the number of mini-flows is
as follows: When the transmission range for a node in the network is increased, the number of
mini-flows in the networkwill either remain the same or will decrease. If the number of mini-flows
remains the same, the contention level will remain the same causing the concerned node to increase
its transmission range further. On the other hand, a decrease in the number of mini-flows will
reduce the overall contention level in the network. The reason for this phenomenon also leading to
a decrease in the contention level within the mini-channelis the limited size of the typical sensor
networks we consider. With an average diameter of 4-5 hops even when the network is minimally
connected, any decrease in hop-count for the flow typically results in a decrease in the contention
level for all the mini-channels that it traverses. A similar (but inverse) argument holds for decreasing
transmission power in case of under-utilization.
Note that the increase decision is motivated by the desire for increasing throughput by going
from the over-utilized region to the optimally utilized region. On the other hand, the decrease
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decision is motivated by the desire for decreasing energy consumption by going from the under-
utilized region to the optimally utilized region.
3.6 ATC Protocol
In this section, we first present a building-block algorithm for adaptively adjusting the transmission
power based on load conditions of local areas.
At the first time, each node will choose the minimum transmission power, which connects the
network minimally, as an initial power. Several works [64, 95, 97] have shown how to find the
minimum power that guarantees connectivity.
After selecting the initial power, each node repeats a basic algorithm periodically. The basic
algorithm starts and continues to measure the contention time during the period. And then it deter-
mines a transmission power. Finally, it synchronizes the transmission power among others based on
different schemes, such as ATC-CP, ATC-IP, and ATC-MS, which we explain subsequently.
Based on the methodology of synchronization, the proposed scheme can be divided into three
adaptive topology control schemes: (i) ATC-CP, adaptive topology control scheme using common
power, (ii) ATC-IP, adaptive topology control scheme using independent power, and (iii) ATC-MS,
adaptive topology control scheme using a master-slave coordination. Briefly, ATC-CP is targeted
for networks where the underlying routing and MAC protocols assume that all nodes in the net-
work use the same transmission range. On the other hand, ATC-IP allows nodes in the network
to independently adjust the transmission power. Finally, in ATC-MS, nodes independently adjust
transmission power, except for coordination between one-hop neighbors.
3.6.1 Basic Algorithm
All three adaptive schemes use the same basic algorithm till they determine the optimal transmission
power locally. However, the schemes differ in the degree of coordination between the network
nodes once they have determined the optimal local transmission power. Figure 7 shows the basic
scheme which is used by all three schemes. For each periodT, three phases, measurement, decision,

















Figure 7: Procedure for the Basic Scheme at Each PeriodiT
power and status that were decided during the previous period. At the same time, each node starts
to measure the traffic load using the contention time. At the end of the period, each node decides
the power that has to be used during the next period.
3.6.1.1 Measurement Phase
Each node observes the contention time over a period ofT seconds, referred to as anepoch. While
a smallerT will enable quicker power adaptation to changes in the environment, the trade-off is the
stability of the algorithm. We empirically setT to one second.
3.6.1.2 Decision Phase
After each node measures the contention time, it compares the measured contention time with two
thresholds,α andβ (described in Figure 5).
• Increasing Transmission Power: If a node detects the measured contention time to be above
the upper thresholdβ, it increases the transmission power by the amount of∆ (∆ must be
decided based on the transmission hardware specification. In this work, we use∆ amount
of power to increase 100 meter transmission distance.) in order to decrease the number of
contending mini-flows in the surrounding mini-channel. The corresponding improvement in
utilization would in turn improve the throughput performance.
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• Maintaining Transmission Power: If a node observes the measured contention time to be
within the range betweenβ andα, it maintains the transmission power in order to continue
utilizing the capacity of the channel optimally.
• Decreasing Transmission Power: However, if a node observes the measured contention time
to be below the lower thresholdα, it should decrease the transmission power by∆ amount
of power to increase the number of contending mini-flows which go through the node. Note
that although the end-to-end throughput would remain the same after this phase, the energy
consumption would reduce thus improving the performance of throughput per unit energy.
3.6.1.3 Synchronization Phase
In ATC-IP, each node starts using its locally computed optimal transmission power, independent of
other network nodes. Hence, ATC-IP does not need to propagate and synchronize the power with
the other nodes. However, in both ATC-CP and the ATC-MS, nodes synchronize with other nodes in
the network (all nodes and one-hop neighbors respectively). In the rest of the section, we elaborate
on the details of the three schemes.
3.6.2 ATC-CP
Most existing protocols for sensor networks assume the existence of symmetric links, with a key
example being the IEEE 802.11 MAC protocol that requires bi-directional links.We propose ATC-
CP for such networks where link symmetry is critical.In ATC-CP, all nodes in the network use the
same transmission power. After each node independently uses the basic algorithm outlined earlier
to determine the optimal transmission power, only the largest transmission power (among all nodes
in the network) is chosen. The selection of the largest transmission power is achieved through a
network wide flood. Note that although ATC-CP might seem highly inefficient, in practice (and as
seen in Section 3.8) the algorithm performs quite well when compared to static topology control
schemes. This can be attributed to the limited spatial-reuse in the network, which in turn leads to a
high-correlation between the loads in the different mini-channels in the network.
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3.6.2.1 Transmission Power Advertisement
After observing the contention time, and deciding the power with the basic algorithm, each node
advertises its transmission power to the other nodes by flooding an advertisement for the transmis-
sion power. The flood forward mechanism at intermediate nodes is set up so that messages which
carry a smaller advertised value than that of earlier forwarded messages within the same epoch, are
suppressed to decrease the overhead of flooding. Note that while network floods performed using
series of local broadcasts can induce the broadcast storm problem [54], other mechanisms can be
used to alleviate some of the overheads.
3.6.2.2 Route Re-computation
Once all nodes are informed of the largest transmission power, the next step is to re-compute new
routes for the flows because of the altered topology. In case of an increase in transmission power,
some flows can experience path shortening. Most multi-hop routing protocols have automatic route
shortening mechanisms. For example, the dynamic source routing (DSR) protocol is equipped with
such aroute optimizationmechanism that will detect shorter routes and update the concerned source
accordingly. However, in case of a decrease in power, some flows can suffer link failures. While
mechanisms could conceivably be developed to performr ute lengtheningin an optimal fashion,
we rely on the routing protocol’s route re-computation process to recover from such failures. The
performance benefits shown in Section 3.8 are notwithstanding the overheads due to such route
failures.
Since most existing routing and MAC protocols assume bi-directional and symmetric links, the
ATC-CP is preferable for adoption in networks with such protocols. However, it has two associated
overheads due to: (i) advertisement of common power to all nodes and (ii) use of the worst case
transmission range throughout the network.
3.6.3 ATC-IP
Because of the inherent overheads involved in global coordination, it is desirable for the ideal power
control scheme to support distributed coordination among nodes. In ATC-IP, nodes use the lo-








Figure 8: Illustration of Support for an Asymmetric Link at MAC Layer
nodes. However, because two neighboring nodes may use different transmission powers, it is highly
probable that some links in the network become asymmetric. While several recently proposed pro-
tocols tackle the presence of asymmetric links at the routing layer [8, 45], the possibility of wide-
spread proliferation of asymmetric links will also necessitate changes at the MAC layer (recall that
the IEEE 802.11 MAC protocol requires bi-directionality). We pause to outline a simple means to
adapt the IEEE 802.11 MAC protocol for asymmetric links in the context of ATC-IP.
3.6.3.1 Extending IEEE 802.11 for Asymmetric Links
In the conventional IEEE 802.11 MAC, a sender transmits RTS and DATA messages to a receiver,
and the receiver responds with the CTS and ACK messages to the sender. Because the MAC layer
relies on bi-directionality, asymmetric links will induce link failures. If the receiver, however, uses
the power notified by the sender (say piggybacked on the RTS packet) to transmit CTS and ACK
packets, asymmetric links can be supported successfully (see Figure 8). While this will increase the
header overhead by about one byte, it is a negligible increase4.
4The default sizes of RTS, CTS, DATA, and ACK packets in ns2 are 35 bytes, 28 bytes, 512 bytes, and 28 bytes,
respectively.
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3.6.3.2 Asymmetric Routes and DSR
Although sophisticated routing schemes could potentially be used to use asymmetric routes, such
mechanisms are outside the scope of this thesis. For our simulations, we restrict the route selection
process to choose only symmetric routes by sending back DSR route-replies along the route the
route-request traversed through.
3.6.4 ATC-MS
Since mobile nodes within a mini-channel will experience the same level of contention, most nodes
will eventually converge to the same transmission power after some delay. Hence, it is possible
to decrease the convergence time by forcing neighbors within a one hop distance to use the same
power.Note that a one-hop coordination is sufficient since a mini-channel (as defined by the IEEE
802.11 MAC protocol) is a two-hop region.Hence, when the node in the center of the mini-channel
coordinates with all its neighbors, it synchronizes with all nodes within a mini-channel. We refer to
the node at the center of a mini-channel, that has the highest locally computed transmission power,
as themasterand its neighbors asslaves.
To support the ATC-MS scheme, we change the MAC layer to enable the master to broadcast
the current transmission power to one-hop neighbors. Specifically, we piggyback two fields: (1)
the transmission power (2) the status of the node (master or slave)5. This scheme also requires the
MAC changes discussed under ATC-IP for supporting asymmetric links.
3.6.4.1 Master/Slave Election
At the end of every epoch, a node estimates the power which is optimal for the locally observed
contention and compares it with the maximum power which was last advertised by its master node.
If the estimated power at the node is larger, the node becomes a master. Otherwise, the node
becomes a slave.
5Note that while we chose to adapt the MAC layer headers to piggyback the information, the information can be
propagated through other means also.
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During Epoch:
1: // Whenever a node receives a RTS packet from master node
2: if AdvertisedPower> Max AdvertisedPower
3: // Update maximum power
4: Max AdvertisedPower= AdvertisedPower
5: // Whenever a node transmits a RTS packet
6: if Status== MASTER
7: // advertise power by piggybacking at a RTS packet
8: f lag master= true
At The End of Epoch:
9: // Estimate optimal power using the measured contention time
10:EstimatedPower= EstimateOptimal Power(Ct)
11: // Compare the estimated power with maximum advertised power
12: if EstimatedPower> Max AdvertisedPower
13: // Become a master
14: Status= MASTER
15: else
16: // Become a slave
17: Status= SLAVE
Figure 9: Power Adaptation of ATC-MS during and at the End of Epoch
3.6.4.2 Transmission Power Synchronization
During each epoch, a node measures the contention time and stores the maximum power which was
advertised by a master node. When the node transmits a RTS, it piggybacks its status (master or
slave) and the transmission power. Figure 9 outlines ATC-MS scheme described thus far.
3.7 Convergence Analysis of ATC Schemes
Although we use adaptive schemes to change the transmission ranger (or power) from minimum
power to ensure connectivity of the network to the maximum power for each node to use practi-




Suppose that we have an irreducible, aperiodic, and discrete-time Markov chain representing the
processXn which adjusts the transmission power from the minimum power connecting the network
minimally to the infinite power connecting the network maximally. Each state of the processXn
represents the transmission power of which a node addedn×∆ to the minimal transmission power6.
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Pi(i+1) andPi(i−1) mean the transition probability fromi state toi + 1 state and fromi to i−1,
respectively. And the transition is decided by comparing the measured contention timeCTi of state
i with the thresholdβ andα as like:
Pi(i+1) = P[CTi > β] (10)
and
Pi(i−1) = P[CTi < α]. (11)
3.7.2 Analysis
In order to show the stability of the proposed adaptive scheme, we use the following lemma:
Pakes’s Stability Lemma[6]:
At first, to show the stability, define the driftDi as
6∆ will be dependent on a hardware specification.
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kPi(i+k), i = 0,1, . . . . (12)
Suppose thatDi < ∞ for all i, and that for some scalarδ > 0 and integeri ≥ 0, we have
Di ≤−δ, f or∀i > i, (13)
then the Markov chainXn has a stationary distribution.
Intuitively speaking, if the sign ofDi is larger than0, the state tends to increase. Therefore, the
chain will be stable if the drift is negative for all large enough states(proof is shown at [6]).
In our scheme, drift can be defined as
Di = (−1)Pi(i−1) +(0)Pii +(1)Pi(i+1) =−Pi(i−1) +Pi(i+1), i = 0,1, . . . (14)
Due to the inverse proportional relationship between the transmission range (which is propor-
tional to the state indexi) and the contention timeCTi 7, we can assume that
CT0 > CT1 > · · ·> CTi > CTi+1 > · · · . (15)
If the measured contention timeCTi is a non-decreasing function of a transmission range, the
transition probabilitiesPi(i+1) andPi(i−1) show the following characteristic
P[CT0 > β]≥ P[CT1 > β]≥ ·· · ≥ P[CTi > β]≥ P[CTi+1 > β]≥ ·· · (16)
and
P[CT0 < α]≤ P[CT1 < α]≤ ·· · ≤ P[CTi < α]≤ P[CTi+1 < α]≤ ·· · . (17)
If we choose thresholdα such that




7Since Figure 5 shows the proportional relationship between contention time and a number of mini-flows, and Figure
6 shows the inverse-proportional relationship between a number of mini-flows and a transmission range, the inverse-
proportional relationship between a contention time and a transmission range can be derived syllogistically.
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then we can also see that




sinceP[CT0 > β] = 1−P[CT0 < α] < 12.
By replacingPi(i−1) andPi(i+1) in (14) with those of (10) and (11), the driftDi shows
Di =−Pi(i−1) +Pi(i+1) =−P[CTi < α]+P[CTi > β], f or∀i > 0. (20)
From (18) and (19),Di cannot be larger than or equal to0 as like
Di ≤−δ, f or∀i > 0,δ > 0. (21)
Therefore, based on the Stability lemma 1, the Markov chainXn has a stationary distribution.
Finally, the stationary distribution of the Markov chainXn proves the convergence of the power
although the infinity of power is assumed.
3.8 Performance Evaluation
In this work, three schemes of adaptive topology control have been proposed. To compare the
performance of the adaptive schemes with those of the static schemes, extensive simulations are
performed under realistic environments.
3.8.1 Evaluation Environments
The NS2simulator is used for all evaluations. The environment is largely similar to that used in
Section 3.2 - (a) all flows are User Datagram Protocol (UDP) flows, (b) Dynamic Source Routing
(DSR) is used at the routing layer, and (c) results from nine different sample runs lasting for 900
seconds are used for each data point. In order to acquire results for realistic environments, four




















Figure 10: Illustration of Dynamic Traffic Load in Simulations
density - 400 nodes in a 1000m×1000m area, moderately-loaded mobile networks, and heavily-
loaded mobile network) are used. Figure 10 illustrates the dynamic traffic load (ranging from 10
flows to 25 flows during the simulation time) used.
In each figure, Static-MIN stands for static topology control using the minimum transmission
power required to keep the network connected. Static-MAX stands for static topology control using
the minimum transmission power required to keep the networkfully connected. Common, Indepen-
dent, and Master-Slave stand for ATC-CP, ATC-IP, and ATC-MS, respectively.
3.8.2 Evaluation Results
3.8.2.1 Moderate Node Density Network
In this scenario, 100 stationary nodes are located randomly in a 1000m×1 00m area. Figures 11
(a) and (b) show the aggregate throughput and the energy consumption; and throughput per unit
energy, respectively. Although static control using maximum power achieves the best throughput,




























































































(b) Throughput per unit Energy
Figure 11: Simulation Results for Different Topology Control Schemes: 100 Stationary Nodes in
1000m×1000m Area
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Among adaptive schemes, ATC-MS outperforms ATC-CP and ATC-IP in terms of both through-
put and throughput per unit energy. Since ATC-MS uses coordinated power control (unlike ATC-
IP), it decreases the possibility of route failures, and also decreases the convergence time of the
transmission power adaptation in the highly loaded portions of the network.
It is observed that the energy consumptions among the adaptive schemes are similar. We can
attribute this to the major portion of the energy consumption spent on listening (which is a little
less than that for transmitting for distances less than 300m). This is due to the fact that most of the
nodes in the scenario listen. Hence, the difference in energy consumption is small, regardless of the
control scheme.
3.8.2.2 High Node Density Network
To observe the performance under high node densities, we use scenarios in which 400 stationary
nodes are located randomly in a 1000m×1000m area. In Figure 12, although the absolute differ-
ences among the different control schemes are small, ATC-MS outperforms the others in terms of
throughput per unit energy. Comparing the results with that of the 100 stationary nodes case, it is
seen that the throughput per unit energy of the 400-node case is less than that of the 100-nodes case.
This is due to the fact that a larger fraction of the nodes in the 400-node scenario remain in the listen
state (since the number of flows remains the same).
3.8.2.3 Mobile Network
Since a fundamental characteristic of sensor networks is mobility, we also observe the improvement
in performance for a scenario with 100 mobile nodes with maximum speeds ranging up to 20 meter
per second. The network area is 1000m×1000m.
Figures 13 (a) and (b) show that, in the presence of mobility, ATC-MS again achieves the best
performance over the other schemes. Moreover, when compared to the stationary nodes case in
Figure 11, ATC-MS does better with mobility. Also, the static control scheme with minimum























































































(b) Throughput per unit Energy































































































(b) Throughput per unit Energy





























































































(b) Throughput per unit Energy
Figure 14: Simulation results for Different Topology Control Schemes: 100 mobile nodes in
1000m×1000m area and 35 flows.
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3.8.2.4 Heavily Loaded Mobile Network
To evaluate performance under a combination of heavily-loaded traffic and a mobile environment,
we use more number of flows (ranging from 20 to 35) with mobile nodes having maximum speeds
of up to 20 m/s. Figure 14 shows that ATC-MS still outperforms the others. Due to the heavy
load, the throughput of each scheme is less than that of the moderately loaded mobile network in
Figure 13. However, ATC-MS under mobility achieves more throughput per unit energy than under
a stationary environment.
3.8.2.5 Impact of TCP
To evaluate performance of Transmission Control Protocol (TCP) with adaptive topology control
schemes, we vary the numbers of TCP flows (ranging from 10 to 30) with 100 mobile nodes having
maximum speeds of up to 20 m/s. Each flow uses Constant Bit Rate (CBR) traffic with data rate
of 7.5Kbps. Figure 15 (a) shows that the throughput of Static-MAX case almost reaches that of
ATC-MS. However, in Figure 15 (b), the throughput per unit energy of ATC-MS still outperforms
those of the others.
Although TCP flows with Static-MIN scheme achieves similar throughput performance, the
normalized standard deviations of TCP flows using Static-MIN scheme are larger than those of
ATC-MS scheme(see Figure 16). Because smaller deviation means better fairness among TCP
flows, it is better to keep smaller standard deviation among TCP flows. Therefore ATP-MS scheme
provides a higher degree of fairness.
3.8.2.6 Convergence of ATC-IP and ATC-MS
In this section, we show the convergence properties of the proposed distributed algorithms for sce-
narios with dynamic traffic loads. Figure 17 shows the instantaneous change in transmission power
with changes in the number of flows. To study the convergence of the two adaptive (and distributed)
topology control schemes, we show a snapshot of the transmission power changes at all nodes in the
network during two time intervals: from 70 to 140 seconds, and from 200 to 270 seconds. As seen in
Figure 10, the number of flows increases from 10 to 13 flows at 90 seconds, and the number of flows


































































































































(b) Throughput per unit Energy
Figure 15: Simulation results for Different Topology Control Schemes: 100 mobile nodes in




































Figure 16: Normalized Standard Deviation of Each Scenario between Static-MIN and ATC-MS
Schemes
of the transmission power in response to the change in the traffic load. Furthermore, Figures 17(c)
and (d) show that the convergence time of ATC-MS is shorter than that of ATC-IP. The quicker con-
vergence time can decrease the transient time involved in reaching an optimal transmission power,
contributing to the better performance of ATC-MS.
In Chapter 3.7, we already proved non-divergence of the transmission range and showed the
characteristic of a stationary distribution by stability lemma in [6]. The non-divergence of the
transmission range is proved by showing that the tendency to drift is negative for all large enough
states.
3.8.2.7 Overheads of Adaptive Topology Control
In this section we study the overheads caused due to the adaptive nature of the proposed topology
control schemes. Specifically, frequent changes in the transmission power used by nodes can result
in link failures that in turn lead to route failures and route re-computations.
Figure 18 shows the number of route errors for static topology control schemes and adaptive
topology control schemes when the maximum speed for each mobile station is 20 m/s. In Figure 18,





































































(d) ATC-MS from 200 to 270 second
Figure 17: Illustration of Convergence for ATC-IP and ATC-MS: (a) and (b) Snapshot from 70
Seconds to 140 Seconds in Figure 10 - 100 Stationary Nodes Located in 1000m×1 0m Area,
(c) and (d) Snapshot from 200 Seconds to 270 Seconds 10 - 100 Stationary Nodes Located in
1000m×1000m Area.
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Static-MIN Static-MAX Common Independent Master-Slave
Mobile (max speed=20m/s)
Stationary
Figure 18: Number of Routing Errors for Adaptive and Static Topology Control Schemes
results for a stationary network. Both network scenarios have 100 nodes in a 1000m×1 0m area.
Despite the adaptive topology control, the number of route errors for the adaptive schemes is fewer
than five percentage of the static control scheme using MIN power. The static control using MAX
power has the smallest number of route errors since all nodes are connected fully at all times.
Figure 18 shows that the number of error messages for static-MIN outnumbers that of the others.
This can be explained as follows: Route errors can be triggered even due to high contention related
packet losses (This is due to the fact that the MAC layer cannot distinguish a neighbor having moved
out of range from the neighbor not responding due to high contention.). This problem is exacerbated
in a static control scheme since the topology is not adapted when the traffic load is high. In case of
adaptive schemes, since the adaptive change of topology decreases the contention level, the number
of route errors is significantly fewer.
In terms of byte overheads, the fields that need to be added to MAC headers (the RTS header)
include (1) transmission power that a node will use during the next period and (2) a flag that indicates
the status of the node. We add only one byte each for the two fields to the packet of RTS whose size
is now 40 bytes.
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3.9 Summary
A topology control with a transmission power in wireless sensor networks is a relatively under-
studied problem. In general, the minimal transmission power is assumed to create the topology
which produces the maximum performance, such as throughput or throughput per unit energy.
This work, however, shows that in contrast, the transmission power to create the optimal topol-
ogy is a function of the load in the network. This argument is substantiated with simulation results
in a variety of scenarios. From the observations, it can be motivated that a topology should be
changed to the environments by a variable transmission power.
Finally, three adaptive topology control schemes are proposed: (i) the ATC-CP using common
power among all nodes, (ii) the ATC-IP using independent power, and (iii) the ATC-MS using
a master-slave coordination method. Since wireless sensor networks do not have any centralized
method to synchronize the common power, the ATC-CP has an overhead to flood the common power
at every period. On the other hand, the ATC-IP using independent power is a distributed scheme
in which each autonomous node operates the topology control separately and independently. Since
wireless sensor networks have mini-channels where nodes contend with each other and have similar
contention time, the ATC-MS harmonizes transmission power of nodes within a mini-channel with
a maximum power within the mini-channel.
Although the implementation of these three proposed schemes merely modifies the MAC layer,
all the adaptive schemes outperform static topology control schemes. In particular, the ATC-MS
shows the best performance under all environments.
From the evaluation of the proposed adaptive topology control schemes, it can be concluded
that the topology should be adapted to the environment in order to produce the best performance in
terms of the energy consumption and the throughput.
57
CHAPTER IV
GARUDA-DN: RELIABLE DOWNSTREAM DATA DELIVERY
4.1 Problem Definition
The increased awareness of the wide variety of applications for sensor networks has spurred a
tremendous amount of research in the area over the past few years [4]. Because of the frugal energy
budget of sensor networks, a significant amount of such work focuses on energy-aware network
protocols [32, 36, 38].
In addition to the energy conservation problem, sensor networks suffer from a high rate of
data loss due to wireless channel errors, congestion, and broadcast storm [54]. Under high rate
of data losses, unreliable data deliveries increase the odds of data retransmission and hence waste
a significant amount of valuable energy. Therefore, it is necessary to consider the robustness of
protocols while taking into account energy conservation of the networks.
In this chapter, we consider the problem ofreliable downstream point-to-multipoint data deliv-
ery, from the sink to the sensors, in wireless sensor networks (WSNs). The need (or lack thereof) for
reliability in a sensor network is clearly dependent upon the specific application the sensor network
is used for [92]. Consider a security application where the sensors are required to detect and identify
the presence of given targets. Given the critical nature of the application, it can be argued that any
message from the sink has to reach the sensors reliably. We elaborate on this further through the
discussions below. We also use the discussions to identify the three classes of messages:
• If the underlying network is composed of reconfigurable sensors1 [53], the sink may want to
send a particular (say upgraded) image detection/processing software to the sensors. We refer
to such messages ascontrol codethat a sink might want delivered to sensors. Obviously, it is
highly undesirable that the control code, or parts of it, do not reach a subset of sensors.
• Next, the sink may have to send a database of target images to the sensors, to help in image
1Sensors that can operate in one of several modes of operation.
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recognition triggered by subsequent queries. We refer to such data as thequery-data. We
separate such data from the query itself as the query-data can be expected to be much larger
in size, and will be sent less often.
• Finally, the sink can send out one or morequeriesrequesting information about the detection
of a particular target. The sensors can then match targets detected with the pre-stored images,
and respond accordingly. It is then highly desirable that the queries reach all the sensors
reliably to prevent the case that the presence of a target might get unreported.
The problem of reliable data delivery in multi-hop wireless networks is by itself not new, and has
been addressed by several existing works in the context of wireless ad-hoc networks [88]. However,
such approaches do not directly apply to a sensor environment because of three unique challenges
imposed by the following considerations: (i)Environment considerations:The constraints imposed
by a WSN environment is substantially different from those imposed by other types of multi-hop
wireless networks. A few examples include the limited lifetime of network nodes, the scarcity of the
bandwidth and energy, and the size of the network itself. (ii)Message considerations:While most
approaches for group reliable transport over multi-hop wireless networks in related work consider
large sized messages (spanning several packets), most messages in a sensor network might be small
sizedqueries. This raises fundamental issues on what kind of loss recovery schemes can be em-
ployed. (iii)Reliability considerations:The notion of reliability that is traditionally prevalent is that
of a simple 100% reliable data delivery. However, WSNs might require other notions of reliability
ranging from reliable delivery to only a sub-region of the network to partial probabilistic reliability
for scoped-resolution based querying.
In this chapter, we address the above challenges and present an approach called GARUDA2-DN
that provides reliable point-to-multipoint data delivery from the sink to the sensors. GARUDA-
DN is scalable with respect to the network size, message characteristics, loss rate, and reliability
semantics, and consists of the following elements as the cornerstones of its design: (i) an effi-
cient pulsing based solution for reliable short-message delivery; (ii) a virtual infrastructure called
the core that approximates a near optimal assignment of local designated servers, which itself is
2A mythological bird that reliably transported gods.
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instantaneously constructed during the course of asingle packet flood; (iii) a two-phase NACK
based recovery process that effectively minimizes the overheads of the retransmission process, and
performs out-of-sequence forwarding to leverage the significant spatial re-use possible in a WSN;
and (iv) a simple candidacy based solution to effectively support the different notions of reliability
that might be required in a WSN. We show through both macroscopic and microscopic results that
GARUDA-DN shows great promise in terms of its performance.
4.2 Motivation
We first confine the robust data delivery problem to a simple and specific reliable delivery problem
with several assumptions. We then show that the inherent redundancy in sensor networks cannot
guarantee any strict reliability semantics due to a variety of reasons. We argue that robustness to
losses is a necessary condition in order to conserve energy since unreliable data delivery can increase
energy consumption.
4.2.1 Assumptions
In this work, we first address the issue of reliability in the following context:
• Downstream Reliability:Although a strong case can be made for mechanisms to ensure re-
liability in both the upstream and the downstream directions in mission critical applications,
we restrict the scope of this work to downstream reliability.
• Communication and Node failures:A scheme that addresses reliability in a sensor network
environment, has to deal with (i) Communication failures and (ii) Node failures. The pro-
posed algorithm will handlebothcommunication and node failures through it’s design as we
elaborate in Section 4.7.
• 100% reliable message delivery:Reliability in sensor networks can have several dimensions
as we mention in Section 4.4. At first, we focus on a basic framework that provides 100%
reliability to all sensors. We then extend the basic framework to cover all semantics in Sec-
tion 4.8.
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• Message size:We assume that the message size to be sent by the sink consists of one or more
packets. It is interesting to note that for one of the types of messages: the query, it is likely
that the message size more often than not does not exceed one packet. At the same time,
support for reliable delivery of one packet messages pose unique challenges as we discuss in
Section 4.4.
• Metrics: We consider latency, retransmission overhead and energy consumption as the met-
rics of interest for comparison with other existing approaches. The goals in GARUDA-DN
are hence to minimize these metrics.
• Network Model:We assume that both the sink and the sensors in the network remainstatic.
We also assume that there is exactly one sink coordinating the sensors in the field. Further,
since sensor networks have a large number of sensor nodes, the GARUDA-DN approach must
be scalable to the number of nodes in the network.
4.2.2 Observations
Sensor networks are typically characterized by a high degree of redundancy. While the redundancy
is motivated by the need to extend the lifetime without redeployment, it can be conjectured that the
high degree of redundancy will also provide communication reliability. However, due to several
reasons that we outline below, the redundancy by itself cannot provide any reliability guarantees,
thus necessitating separate mechanisms for that purpose. While the factors compromising reliability
are by no means new, we believe that this discussion serves the important purpose of highlighting
the impact of the factors in the specific context of a sensor environment. The factors that contribute
to the lack of reliability are:
4.2.2.1 Wireless Channel Errors
Wireless networks in general are highly influenced by random channel errors due to interference,
and effects such as fading.While the inherent redundancy of a sensor network can provide redun-
dant paths for packet delivery to a single node, we contend that unreliability due to random wireless





















Figure 19: Delivery Ratio as a Function of Random Wireless Error Rate in Sensor Network: 95%
Confidence Interval for the Mean over 20 Simulation Runs
reliably (defined as the success rate) with increasing random wireless channel error rate. The mes-
sage size is set to 100 packets (packet size = 1KB), and the network is a 650x650m grid with 100
nodes. It can be observed that the success rate decreases from 100% to about 88% as the random
channel error rate increases from 0 to 20%.
4.2.2.2 Congestion and Contention
The downstream and the upstream traffic will typically share the same channel, the capacity of
which is limited. Hence, the downstream traffic reliability is clearly affected by the congestion
caused by the upstream traffic. Figure 20 illustrates the effect of background traffic on the per-
centage of nodes receiving a message reliably for the same network topology and message size as
mentioned in Section 4.2.2.1, but with no channel error. It can be observed that the success rate
decreases from about 97% when the aggregate background traffic3 is about 25 Kbps to about 76%
when the aggregate background traffic is increased to 400 Kbps.
4.2.2.3 Broadcast Storm
Broadcast storm is the term associated with the set of problems that arise when flooding is performed
in multi-hop wireless networks through a series of local broadcasts [54]. While the problem was
initially identified in the context of ad-hoc networks, its impact in sensor networks is higher because























Figure 20: Delivery Ratio as a Function of Background Traffic Load in Sensor Network: 95%
Confidence Interval for the Mean over 20 Simulation Runs
of the larger density of such networks. Hence, when a message from the sink is propagated as a
series of local broadcasts, the problems categorized under the broadcast storm phenomenon, namely
more collisions and higher degree of contention, result in several network nodes not receiving parts
of the message. Figure 21 presents the percentage of nodes that receive a message reliably as the
number of nodes in the network (for a fixed grid size of 650x650m) increases. The success rate
drops from about 99% for the 100 node scenario to 83% for the 800 node scenario. (There is
no background load or random wireless channel errors for the scenarios used to obtain the results
presented in Figure 21).
Shown that the lack of reliability is a genuine problem in sensor networks, we need a reliable
data delivery scheme in sensor networks.
While the above discussions substantiate our contention that the lack of reliability is a genuine
problem in sensor networks, in the rest of the section we discuss some related work that pertain to
providing reliability.
4.3 Related Works
To provide robust data delivery, researchers have proposed several approaches at the different pro-





















Figure 21: Delivery Ratio as a Function of Number of Nodes in Sensor Network: 95% Confidence
Interval for the Mean over 20 Simulation Runs
[10, 49], (ii) MAC layer approaches, such as reliable MAC [88], and (iii) transport layer approaches,
such as reliable multicast [24, 47] and reliable transport protocol [83, 92].
• [24, 46, 47, 69] are reliable multicast approaches specifically designed for wired or multi-hop
wireless environments which assume an address-centric routing layer and global unique node
identification. Since wireless sensor networks require a data-centric routing layer without
global identification, such approaches cannot be applied directly to wireless sensor networks.
• FEC has been an appealing approach to prevent feedback implosion that can happen when
performing a large scale reliable multicast [10]. However, [48] evaluates the utility of FEC for
reliable multicast and compares the effectiveness of FEC with that of a subcasting4 enabled
multicast. [48] argues that FEC provides little benefit for an efficient reliable multicast pro-
tocol like [47] that uses subcasting. Since wireless sensor networks inherently support local
subcasting because of the shared nature of the wireless channel, the gain of FEC in wireless
sensor networks can be argued to be minimal. Currently the effect of FEC in wireless sensor
networks is being evaluated.
4Subcasting is a functionality that involves multicasting of a retransmitted packet by a loss recovery server over the
entire subtree rooted at the server. Hence, all instances of that lost packet within the subtree are recovered by the single
subcast.
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• Several works have been proposed to perform efficient flooding in multi-hop wireless net-
works [54, 58]. [98] classifies some of these approaches as probability-based, area-based, and
neighbor-knowledge based schemes. While such approaches improve the successful delivery
rate of messages, they still cannot guarantee any strict reliability semantics that GARUDA-
DN supports. Such approaches in fact can be used in tandem with GARUDA-DN.
• In [25], the authors propose schemes to minimize the latency and the number of retransmis-
sions involved in flooding using a scheduling scheme that constructs a broadcast tree and
schedules transmissions with a greedy strategy. The approach is not targeted toward large
scale networks, supports only the simplest form of reliability semantics, and does not lever-
age the unique characteristics of sensor environments.
• PSFQ [92] is a transport layer protocol that addresses the issue of reliability in sensor net-
works. The key idea in the design of PSFQ is to distribute the data from a source node by
transmitting data at a relatively slow speed, but allowing nodes that experience losses to re-
cover missing data packets from immediate neighbors aggressively. However, PSFQ does not
provide any reliability for single packet messages as it uses a pure negative acknowledgement
(NACK) based scheme. Also, it uses in-sequence forwarding for message delivery to accom-
plish the pump slowly operation. This results in the wastage of precious bandwidth as we
elaborate in Section 4.4.
• In [71, 83], the authors propose reliable transport layer solutions to provide some level of
reliability by controlling the reporting rate of sensors or by having multiple paths between
sensors and a sink. They are concerned with upstream reliable delivery from sensors to sink.
4.4 Design Preliminaries and Challenges
The problem addressed in this work is that of reliable sink-to-sensors downstream data delivery in
wireless sensor networks (WSNs). We restrict the focus of the work to WSNs with a single sink






























Figure 22: Comparison of ACK and NACK Schemes: under a Scenario that a Sink Broadcasts
Reliably a Message to All Sensors
reasons such as random wireless errors, congestion, or other failures. The problem scope includes
tackling the diverse reliability semantics that might be required in WSNs. The goal is thus to achieve
reliability while minimizing bandwidth usage, energy consumption, and delay, with the solution not
only addressing the unique characteristics of WSNs, but also leveraging them where appropriate.
4.4.1 Preliminary Design Choices
In this section, we first motivate the basic choices involved in the design of an approach for reliable
sink-to-sensors delivery. Specifically, we organize our discussions in terms of the loss detection,
loss recovery and the forwarding schemes. We then summarize the basic design choices and outline
the key research challenges that need to be addressed.
4.4.1.1 Loss Detection Scheme
The request mechanism involves the approach used by sensors to initiate a retransmission request.
While conventional transport protocols such as TCP use a positive acknowledgement mechanism
(ACK), it is well established that in point to multi-point communication [24], using a negative ac-
knowledgement (NACK) scheme is preferable in order to avoid the ACK implosion problem. Fig-
ure 22 illustrates the request transmission overheads (total number of request packets transmitted)
to reliably deliver a message of 100 packets (of size 1KB) to a network ofn n des in a 650mx650m

























Figure 23: Comparison of Local and Non-Local Recovery Schemes: under a Scenario that a Sink
Broadcasts Reliably a Message to All Sensors
The background load was fixed at an aggregate of 80Kbps, and the random wireless loss rate was
set at 5%. It was observed that the total number of ACKs transmitted was an order of magnitude
higher than the number of NACKs transmitted under the same conditions.
While a NACK based scheme is indeed preferable, it has one obvious disadvantage in the prob-
lem context considered in this thesis. When a message consists of only one packet, a NACK based
scheme cannot suffice as receivers have no way of inferring that a lost packet was sent in the first
place. This problem5, more generically, is associated with conditions where a receiver does not
receiveanyof the packets transmitted by the sender. Under such conditions, a NACK based scheme
simply cannot provide the desired behavior. At the same time, in a sensor environment, it is very
likely that one class of messages - the query, more often than not, consists of only a few packet
transmissions. Thus, while a NACK based scheme should be used to avoid the ACK implosion
problem, it needs to be supplemented with additional mechanisms to handle the case where none of
the packets in a message are received at a node.
4.4.1.2 Loss Recovery Scheme
The recovery scheme determines which node can respond to a retransmission request. We refer to
the nodes that are allowed to respond with a retransmission asrecovery servers. Recovery servers



























Figure 24: Comparison of Designated and Undesignated Recovery Server Schemes: under a Sce-
nario that a Sink Broadcasts Reliably a Message to All Sensors
can either be local (local recovery), or non-local (non-local recovery). A typical example for local
recovery is where any neighbor of the requesting node is allowed to respond. An extreme case
for non-local recovery is where all retransmissions have to be performed only by the sink. Given
the scale of a sensor network, it is evident that non-local recovery is not a scalable solution (see
Figure 23).
Even given that local recovery is to be performed, another design decision that needs to be
made is whether the local servers are explicitly designated (d signated server scheme), or any sen-
sors can act as recovery servers without designation (undesignated server scheme). The drawback
of the undesignated scheme is that multiple neighbors can respond to the same retransmission re-
quest causing additional collisions and contention (see Figure 24), for the same network topology
mentioned earlier in this section). Whereas, in the case of the designated scheme, if the designation
is performed appropriately such that multiple recovery servers are not assigned within the same
contention region, retransmissions from designated servers can be made to be free of collisions with
retransmissions from other designated servers.
On the other hand, the problem of optimal designation both from the perspective of minimizing
the number of retransmissions and in terms of updating the designations in accordance with the

























Figure 25: Comparison of In-sequence vs Out-of-sequence Forwarding Schemes: under a Scenario
that a Sink Broadcasts Reliably a Message to All Sensors
4.4.1.3 Forwarding Scheme
The forwarding scheme refers to whether packets received out-of-sequence are forwarded by the
underlying flooding mechanism. While the basic flooding scheme will forward packets irrespective
of whether they are out-of-sequence or in-sequence, a case can be made not to forward out-of-
sequence packets when a NACK based request mechanism is used [92]. Essentially, when a packet
is lost and subsequent out-of-sequence packets are forwarded, all downstream nodes (from the point
of loss) will detect the hole in the packet sequence and issue NACK requests despite the fact that
upstream nodes do not have the missing packets. In [92], a case is thus made to forward packets
only in-sequence to eliminate the transmissions of unnecessary NACKs.
However, a key drawback of the in-sequence forwarding strategy is that precious downstream
network resources can be left under-utilized when forwarding is suppressed. A good measure of the
utilization of a network is thespatial re-useachieved, where spatial re-use is defined as the total
number of packets transmitted in the network in unit time. Figure 25 shows the degree of spatial
re-use in the out-of-sequence and in-sequence schemes respectively for the same network topology
mentioned earlier in this section. It was observed that the in-sequence scheme clearly under-utilized
the network capacity.
Summary of Design Choices:
We summarize the basic design choices discussed thus far as follows:
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1. A NACK based loss recovery scheme is preferable to an ACK based scheme as the latter
suffers from the ACK implosion problem.
2. Local and dynamically assigned designated servers are essential to minimize the retransmis-
sion data overhead.
3. Out-of-sequence forwarding should be preferred to maximize the spatial reuse in the network.
4.4.2 Challenges
We now present the fundamental challenges that need to be addressed for providing effective down-
stream reliability in WSNs.
4.4.2.1 Environment Constraints:
There are two primary limitations in a WSN that need to be tackled to provide effective downstream
data reliability: (i) bandwidth and energy constraints and (ii) frequent node failures.
The bandwidth and energy constraints may be tackled by minimizing the amount ofretrans-
missionoverheads to ensure reliability. This in turn will reduce both bandwidth and energy con-
sumption due to the reliability process. The proneness to node failures, on the other hand, should
be tackled by not relying on statically constructed mechanisms (say, a broadcast tree) that do not
account for the dynamics of the network. Note that “dynamic” mechanisms that periodically re-
fresh any constructions are not desirable as the overheads due to the reliability process have to be
minimized too.
Another characteristic of the target environment that needs to be accounted for is the scale of
the network. WSNs can be expected to be of a large scale in terms of the number of nodes, and
hence the diameter of the network. This in turn means that there is a tremendous amount ofspatial
reusepossible in the network, that should be tapped for achieving the best capacity, and hence delay.
However, the specific loss recovery mechanism used may severely limit such spatial re-use as we
elaborate in the next section.
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4.4.2.2 ACK/NACK Paradox:
While the previous challenge was with regard to the constraints imposed by the environment, this
challenge stems from the constraints imposed by typical message types that can be expected to
use the downstream reliability. While the query-data and control code can be expected to be of
non-trivial message size, queries pose a unique problem because of their short message sizes.
Negative acknowledgments (NACKs) are well established as an effective loss advertisement
mechanism in multi-hop wireless networks in particular, and group communication in general as
long as the loss probabilities are not inordinately high. However, NACKs cannot handle the unique
case of all packets in a message being lost at a particular node in the network. Since the node is not
aware that a message is expected, it cannot possibly advertise a NACK to request retransmissions.
If the message sizes are large, the probability of all packets in the message not arriving at a
node will be negligible. But, for message types like queries, where it is very reasonable to expect
messages to be merely a few packets long (if at all), the probability that a node does not receive any
packet in a message is non-negligible, and hence has to be explicitly tackled.
While an ACK based recovery scheme would address the problems, its other deficiencies (in
terms of ACK implosion) however clearly prohibit it from being used.
Finally, revisiting the issue of tapping spatial re-use, a NACK based loss recovery scheme will
inherently requirein-sequence forwardingof data by nodes in the network to prevent a NACK
implosion [92]. This will clearly limit the spatial re-use achieved in the network.
4.4.2.3 Reliability Semantics:
Our final discussion is on constraints that are imposed by thenotion of reliabilitythat typical WSNs
will require.
Two characteristics that are innate to a WSN environment are location dependency and redun-
dancy in deployment. A query can be location dependent such as “Send temperature readings from
rooms X, Y, and Z”. At the same time, the redundant deployment of sensors in the field means that
in order to get reliable sensinginformation, it is not necessary for all sensors in the field to reliably
deliver their locally sensed data to the sink. Furthermore, a sink might also choose to reliably deliver





























Figure 26: Types of Reliability Semantics
involves incrementally increasing resolution.
We thus define the reliability semantics that can be required in WSNs based on the above char-
acteristics. We classify the reliability semantics into four categories: (i)del very to the entire field,
which is the default semantics, (ii)delivery to sensors in a sub-region of the field, which is represen-
tative of location based delivery, (iii)delivery to sensors such that the entire sensing field is covered,
which is representative of redundancy aware delivery and (iv)delivery to a probabilistic subset of
sensors, which corresponds to applications that perform resolution scoping.
Figures 26(a)-(d) illustrate categories (i) through (iv) respectively. Thus, any reliability solution
should not only support the default reliability semantics, but also the other types of semantics that
are unique to wireless sensor environments.
In the rest of the thesis, we describe the GARUDA-DN approach to provide reliable sink-to-
sensors data delivery.
4.5 Theoretical Approaches
Before proposing a solution of the problem for reliable downstream delivery, we need to address the
problem theoretically in order to solve the problem optimally. In this section, a theoretical approach
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for the problem is shown.
4.5.1 Ideal Solution: Minimum Set Cover Problem
To solve the reliability problem at wireless sensor networks, it is necessary to formulate the prob-
lem into an optimization problem which has been known as a common and typical problem and
investigated for optimal solutions.
4.5.1.1 Problem Description
As each packet is broadcasted through a WSN, some nodes cannot receive the packet correctly
and successfully. For each packet, a WSN has different sets of nodes which do not receive the
packet. Assuming that the lost packet can be retransmitted and recovered by one of neighbors
which received the lost packet before, a solution tries to designate a set of nodes, called recovery
servers, which retransmit the lost packet in an optimal fashion. We will call this problem as loss
recovery server designation problem.
By the nature of local broadcasting of wireless communication, one recovery server can recover
the lost packet of all neighbors around it. Therefore, it is optimal to minimize a size of the set of
recovery servers covering all nodes which did not receive the packet. And it is necessary to find the
optimal recovery sets for different loss patterns of each packet.
4.5.1.2 Problem Definition
The above loss recovery server designation problem can be defined as a set cover problem in the
graph theory, the problem of covering a base set (nodes which did received a packet successfully)
with as few elements of a given subset system (a set of recovery servers) as possible. Based on the
above problem description, the formal definition can be derived as follows:
Minimum Set Cover
Instance: A base setS= {s1, · · · ,sk}, a set of nodes which did not receive a packet successfully,
and a collectionF = {S1, · · · ,Sm} of msubsets ofS, wherem is bounded by some polynomial inn.
Problem: Find a subsetC6 ⊆ F with minimum cardinality, such that every element ofS is
6Each subset inC is the set of nodes which are covered by a recovery server.
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contained in at least one of the sets inC.
[42] showed that the decision version of the minimum set cover (MSC) is NP-complete.
A common approach of coping with NP-hard problems is approximation algorithms that run
in polynomial time and deliver solutions that are close to the optimal solution. For set cover, we
evaluate an approximation algorithm by considering the ratio between the number of subsets used
in the cover output by the algorithm and the number of subsets used by the optimal solution. This
ratio is always at least one, and the largest value that it can attain depending on an input instance set
S is the approximation ratio of the algorithm defined asAPX(MSC)OPT(MSC) such thatAPX(MSC) is the cost
of approximation algorithm andOPT(MSC) is the cost of optimal solution.
In general, there is a lower bound for performance ratio of the approximation of MSC to the
optimal solution of MSC. And [21] showed that there is no efficient approximation algorithm with
a quality guarantee better than that of a simple greedy algorithm, namelyln(k).
4.5.2 Reduction to Minimum Dominating Set Problem
If we define the loss recovery server designation problem as the MSC problem, the given setS
will be different depending on loss patterns. From the definition of MSC problem, the setS for
different packets will be different because the given setS is a set of nodes which did not receive a
packet. Therefore, to find the minimum number of servers to cover the loss patternS, we need to
individually solve the MSC problems whenever loss patterns are different to previous ones.
In real environment, it is hard to solve the NP-complete problem with decentralized fashion.
What is worse, it is impractical to separately solve different instances of the MSC problem depend-
ing on different loss patterns in WSNs.
Therefore, we address the loss recovery server designation problem with an alternative which
has similar complexity and advantages to solve the problem in decentralized fashion.
4.5.2.1 Definition of Minimum Dominating Set (MDS)
In a graph, a dominating set is a subset of nodes such that for every nodev in a graph, either a)v is
in the dominating set or b) a direct neighbor ofv is in the dominating set. The minimum dominating
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set problem asks for a dominating set of minimum size. It’s formal definition is as follows:
Instance: A graphG = (V,E).
Problem: Find a subsetD with minimum cardinality forG, i.e., a subsetD⊆V such that for all
u∈V−D, there is ad ∈ D for which (u,d) ∈ E.
4.5.2.2 Reason to Choose MDS
The MSC is equivalent to the MDS problem under L-reduction closely related to each other and
have been shown to be NP-hard [26, 42]. In common, two problems try to find a subset covering
neighbors with minimum cardinality. Therefore, one of two problems can be transformed into
the other without loss of information. Instead of solving MSC problems, we can solve the other
problems of MDS that are transformed from the MSC problems.
In network research area, MDS problem has been considered as one of popular approaches to
solve various networking problems[81]. Since WSNs require decentralized algorithms, it is easy
to address the MSC problem using the MDS problems of which solutions have characteristics of
decentralization.
4.5.2.3 Decoupling a Solution of MDS from Loss Patterns
Although the MDS problem has different instances reduced from different instances of MSC prob-
lem, an instance for MDS problem can include a whole network by covering a set of nodes and
edges which are not adjacent to a given setS. Therefore, we can handle the MDS problem without
concerning the loss patternS although there are trade-offs: the advantage of MDS is that we can
solve MDS problem without considering different instances for different loss patterns; and the dis-
advantage of MDS is that the cost of optimal solution for an instance of MDS is larger than that of
optimal solution for an instance of MSC for given loss patternS.
4.5.3 Performance Ratio between MDS and MSC
To make a solution practical, we need to decouple the given setSfrom assumptions of the problem.
Therefore, the practical solution of MDS problem will cover all nodes in a WSN irrespective of
75
specific loss patterns.
To find the ratio between the practically approximated solution and the optimal solution, we
define two costs(The cost means the number of dominating nodes in a given graph or the size
of cover set in a set system):PAPX(MDS) is the practically approximated solution for the MDS
problem that does cover not loss patternsS, but all nodesV; andOPT(MSC) is the cost of optimal
solution for the MSC problem that is related to loss patterns. Then the cost ratio isPAPX(MDS)OPT(MSC) .
Given a graphG = (V,E) and a set system(X,S), we assume that a given graphG = (V,E) has
the maximum degree of network,Gd which limits the maximum number of neighbors at any node
in the graph. To compare the costs with easy explanation, we divide a problem into three cases: (i)
a given setS is subset of dominating setD which is approximated by practical solution, (ii) a given
setS is subset of the complement setD, and (iii) the other case when a part of given setS is subset
of setD and remaining part of setS is subset of setD.
CASE 1:
If S⊆ D, each elementsi in a setS= {s1,csc· · · ,sk} is located at one of nodes in setD which
guarantees minimum number of nodes covering all nodes inV.
In this case, the cost ofPAPX(MDS) to cover setS is equal tok that is the size of setSalthough
the size of dominating setD is larger than that ofS. And in best case, the cost of optimal solution




since the maximum number of nodes inS to be covered is limited by the maximum degreeGd







If S⊆ D, each elementsi in a setS= {s1, · · · ,sk} is a neighbor of nodes in setD which guaran-
tees minimum number of nodes covering all nodes inV.
In worst case, the cost ofPAPX(MDS) to cover setSis less than or equal tok since each element
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sk can be dominated by different nodes in setD. And in best case, the cost of optimal solution of
MSC is same as in (22) since the maximum number of nodes inS to be covered is limited by the
maximum degreeGd of a graph. Therefore, we can find the upper bound of the ratio same as in
(23).
CASE 3:
If SD ⊆ D andSD ⊆ D, such thatS= SD∪SD, in worst cast, each element in setSD and setSD
still can be dominated by different nodes in setD. Therefore,|S| number of nodes from MDS setD
are required to cover setSat most. And in best case, the cost of optimal solution of MSC is same as
in (22) since the maximum number of nodes inS to be covered is limited by the maximum degree
Gd of a graph. Therefore, we can find the upper bound of the ratio same as in (23).
Therefore, for all cases, the ratioPAPX(MDS)OPT(MSC) is bounded byGd, which is not much different to
the approximation ratio ofAPX(MSC)OPT(MSC) , ln(k), because the average value ofGd is log(n) [31].
From the above proof, we can use the approximated solution of MDS to solve the MSC which
is the optimal solution of the loss recovery server designation problem.
4.6 GARUDA-DN Design
In this section, we present an overview of GARUDA-DN’s design that explicitly tackles the chal-
lenges identified in Section 4.4. The centerpiece of GARUDA-DN’s design is an instantaneously
constructible loss recovery infrastructure called thecore. Thecore is an approximation of the mini-
mum dominating set (MDS) of the network sub-graph to which reliable message delivery is desired.
While using the notion of a MDS to solve networking problems is not new [81], the contributions of
this work lie in establishing the following for the specific target environment:the relative optimality
of the core for the loss recovery process, how the core is constructed, how the core is used for the
loss recovery, andhow the core is made to scalably support multiple reliable semantics.
We present acore constructionapproach that constructs thecoreduring the course of a single
packet flood, and propose atwo-phase loss recoverystrategy that usesout-of-sequence forwarding
and is tailored to satisfy our basic goals of minimizing retransmission overheads and minimizing
delay. Finally, we show how a simplecandidacybased approach forcoreconstruction can make the
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corescalably support multiple reliability semantics.
The second cornerstone of the GARUDA-DN design is a pulsing based approach to deliver a
single packet reliably to all the network nodes. Recall the trade-offs identified in Section 4.4 for
reliable delivery of short-messages. Since GARUDA-DN can ensure the reliable delivery of the
first packet of messages of any size, it is no longer vulnerable to theall packets lost problemthat
straightforward NACK based schemes are susceptible to. This enables GARUDA-DN to tap the
advantages of NACK based schemes, but at the same time avoid any pitfalls that consequently arise.
In the rest of the section, we provide high level overviews of each of the above components. For
the sake of clarity, we start with discussing the details about thecor infrastructure in GARUDA-
DN. We assume that the first packet is reliably delivered for the initial discussions. Then, in Section
4.6.4, we present the details of how GARUDA-DN achieves reliable first packet delivery.
4.6.1 Loss Recovery Servers: Core
GARUDA-DN useslocal and designated loss recovery serversin its loss recovery process. The
motivations for localized recovery - reducing bottlenecks at the (otherwise) non-local servers, and
reducing recovery time; and designated servers - preventing unnecessary redundant retransmissions
by neighbors upon a retransmission request, have been well established in related work ([24]), and
we do not delve further into the motivation in the interest of space.
Thecore in GARUDA-DN thus forms the set of local designated loss recovery servers that help
in the loss recovery process. The challenges that hence arise are (i) how should the core nodes be
chosen in order to minimize retransmission overheads? and (ii) how can thecorebe constructed in
a manner that is appropriate for the limiting characteristics (dynamic topology change due to node
failures) of the target environment?
Ideally, the core designation should be done on a per-packet basis based on the loss pattern
experienced during the packet delivery. Once the loss pattern is known, performing optimal7 server
designation reduces to the well knownminimum set-cover problem(MSC) [37] as discussed in
Section 4.5.
While the solution to the set-cover problem is ideal, it is obviously not a feasible one from the
7In terms of the number of retransmissions required.
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standpoint of performing such a core designation on a per-packet basis.
GARUDA-DN, instead, performs core designation on a per-message basis8, nd independent
of the loss patterns of the packets. It designates loss recovery servers by dynamically electing a
subset of the nodes in the network ascorenodes for each message delivery. While thecore is thus
not optimal for each packet loss pattern (does not approximate the minimum set cover for the loss
pattern), it approximates the minimum dominating set (MDS) [22]
4.6.1.1 Instantaneous Core Construction
In GARUDA-DN, thecoreis constructed using the first packet delivery. The reliable delivery of the
first packet determines thehop countof the node in the network, which is the distance of the node
from the sink. A node, which has ahop countthat is a multiple of three, elects itself as a core if it
has not heard from any other core node. In this fashion, the core selection procedure approximates
the MDS structure in a distributed fashion. The uniqueness of thecore in GARUDA-DN lies in the
following characteristics: (i) thecore is constructed using a single packet flood, more specifically
during the flood of the first packet; and (ii) the structure of the sensor network topology (with sensors
placed at fixed distances from the sink) is leveraged for more efficient, and faircoreconstruction.
Note that such an instantaneous construction of the core nodes during the first packet delivery of
every new message addresses any vulnerability in the network in terms of node failures occurring
at the granularity of a message. We defer the discussion of how our approach handles node failures
occurring during a message transmission to Section 4.7.
4.6.2 Loss Recovery Process
4.6.2.1 Out-of-Sequence Forwarding withA-mapPropagation
In GARUDA-DN, an out-of-order forwarding strategy is used while forwarding packets as opposed
to an in-sequence forwarding scheme. A key drawback of the in-sequence forwarding strategy is
that precious downstream network resources can be left under-utilized when forwarding of higher
sequence number packets is suppressed in the event of a loss. An out-of-sequence forwarding on
the other hand can overcome this problem as nodes that have lost a packet can continue to forward
8Performing designation at any larger time granularity will compromise the goal of addressing network dynamics and
supporting different reliability semantics.
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any higher (or lower) sequence number packets that they might have received. However, such an
approach can potentially lead to unnecessary NACK implosion, where downstream nodes will issue
a chain of NACK requests for holes detected in the sequence of packets received, even when the
concerned packets are not available.
To inhibit such unnecessary retransmission requests, GARUDA-DN uses a scalableA-map
(Availability Map) exchange between core nodes that conveys meta-level information represent-
ing availability of packets with bits set. Any downstream core node initiates a request for a missing
packet only if it receives anA-mapfrom an upstream core node with the corresponding bit set. The
core recovery phase in GARUDA-DN is highly efficient as the core nodes initiate requests only
when they are sure of an upstream core node having a particular packet. While the overhead asso-
ciated with the A-map is an obvious concern, the performance results for GARUDA-DN in Section
4.9 take into account the A-map overhead, and hence any improvements shown are after accounting
for the A-map overhead.
4.6.2.2 Two-Phase Loss Recovery
Once thecore is constructed, the framework employs atwo-phase recovery processthat first in-
volves the core nodes recovering from all lost packets, and then the recovery of lost packets at the
non-core nodes. The reasons for using two-phase recovery are threefold: (i) the number of non
core nodes will be a substantial portion of the total number of nodes in the network, and hence
precluding any contention from them is desirable; (ii) when the core nodes perform retransmissions
for other core nodes, holes corresponding to a single packet among a core node’s neighbors would
also be filled with a single retransmission; and (iii) when only the core nodes are performing re-
transmissions during the second phase, due to the nature of thecore(ideally, no two core nodes are
within two hops of each other), the chances for collisions between retransmissions from different
core nodes are minimized.
• Loss Recovery for Core Nodes: The recovery process for the core nodes is performed in par-
allel with the underlying default message-forwarding. This is done in order to ensure that the













Figure 27: Core Structure When Target SubgraphGS⊂G
process for the core nodes does not increase the contention in the network significantly be-
cause the fraction of core nodes is very small compared to the total number of nodes in the
network, and all requests and retransmissions are performed as unicast transmissions to the
nearest upstream core that has a copy of the lost packet.
• Loss recovery for Non-core Nodes: The second phase of the loss recovery starts only when
a non-core node overhears anA-mapfrom the core node indicating that the core node has
received all the packets in a message. Hence, the second phase of the loss recovery does not
overlap with that of the first phase in each local area, preventing any contention with the basic
flooding mechanism, and with the first phase recovery.
While the two phase loss recovery can potentially increase latency, we show in Section 4.9 that
the proposed framework incurs a latency which is in fact significantly smaller than competing ap-
proaches.
4.6.3 Multiple Reliability Semantics
In this section, we outline briefly how thecore construction can be simply modified to account
for the multiple reliability semantics identified in Section 4.4. We first assume, without loss of
generality, that a given instance of reliability semantics will require reliable delivery to a subset
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GS of the nodes in the underlying graphG. Consider the subsetGS to consist ofK components,
where each component is connected, but the components themselves are not connected with each
other. The desired infrastructure for such a setting will entail the computation of the MDS for each
component, and connecting the components back to the sink using atraveling salesman path (TSP),
if bandwidth costs were the optimization criterion [91].
GARUDA-DN uses a simpler, but reasonably effective, technique of computing the individual
MDSs and connecting them back to the sink using an approximation of theshortest path tree(SPT).
While this may incur additional bandwidth costs, note that it will have the benefit of better delay
properties, in addition to being implicitly constructible as we describe in Section 4.8. Figure 27
shows GARUDA-DN’s solution that finds the minimum dominating set within each partition and
approximates the SPT connecting all minimum dominating sets (MDS) to the sink.
The MDS within each component is constructed with minor changes to thecore construction
algorithm that merely involves nodes employing acandidacycheck before participating in thecore
construction algorithm. The candidacy check is where nodes, upon receiving the first packet, deter-
mine whether or not they belong in the subsetGS. Nodes outsideGS but required for the construction
of the SPT are inducted into the core structure through aforced candidacymechanism.
4.6.4 Reliable Single/First Packet Delivery
Thus far, we have discussed the details of thecore infrastructure in GARUDA-DN,assuming that
the first packet is delivered reliably to all nodes in the network. In the rest of the section, we outline
how such first packet reliability is achieved.
Since NACK based request schemes do not suffice for a single packet delivery (or when all
packets in a message are lost) without any support, we consider an ACK based scheme as an al-
ternative just for the first packet9. However, such an approach will still incur the undesirable ACK
implosion problem identified in Section 4.4.
GARUDA-DN addresses the reliable delivery of the first packet using aWait-for-First-Packet
(WFP) pulse, which is a small finite series of short duration pulses, where the series is repeated
9Note that as long as one of the packets is delivered to every node with sufficient information about the message, e.g.,
length, a NACK based scheme can be successfully used to provide guaranteed reliability.
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periodically. The pulse has an amplitude that is much larger than that of a regular data transmission,
and a period that is significantly smaller than that of a regular data transmission. The unique property
of the pulse is that any receiving node, irrespective of whether it is currently idle or receiving a
regular data packet, can sense the pulse due to the pulse’s specific amplitude/period characteristics.
When a sink wants to send the first packet, the sink transmits the finite series of WFP pulse on
a periodic basis. The sensor nodes within the transmission range of the sink, upon reception of the
pulses, also start pulsing with the same periodicity between two series of pulses and this process is
repeated until all the nodes start pulsing in anticipation of the reception of first data packet. The sink
after pulsing for a finite duration (so as to ensure that the pulses have propagated across multiple
hops in the network), transmits the first packet as a regular data packet transmission and stops
sending any further WFP pulses. Every sensor upon reception of the first packet also performs the
same set of two actions.
Essentially, the WFP signal serves two purposes: (i) it allows the sink to inform the sensors
about an impending message that has reliability requirements, and (ii) it enables sensors to request
for retransmissions when they do not receive the first packet successfully. It might appear that
resource constrained sensors can be overloaded, in terms of energy consumption, and cost, with the
addition of the pulsing mechanism. However, we argue that the addition of the WFP signal alleviates
several problems associated with reliable message delivery, and can in fact provide benefits that far
outweigh the costs.
Briefly, (i) since the WFP pulse is just used to indicate the arrival of an impending new trans-
mission, it requires a simpler modulation scheme than the default data transmissions and, is more
robust to fading effects; (ii) the message advertisement scheme using WFP pulses is inherently ro-
bust to collisions, as the collisions of WFP pulse with other such pulses or data transmissions does
not prevent sensors hearing the WFP pulses from inferring the impending message transmission
(they still will sense that the WFP pulses are being sent) [34]; (iv) unlike in the ACK based scheme,
where the ACK implosion can adversely impact the data transmissions as they do not scale well to
increasing number of nodes in the network, the WFP pulse serves as animplicit NACK and (be-
cause of their small width) interferes to a very minimal extent with the regular data transmissions;













Figure 28: Transmission Time of Wait-for-First-Packet Pulse
transmission, thus rendering any additional energy consumption to be far less than the actual energy
savings because of the other benefits10.
4.7 GARUDA-DN Framework
The details of the GARUDA-DN framework is presented in this section assuming a simple under-
lying flooding mechanism. However, GARUDA-DN can as well be integrated with the flooding
scheme itself. We assume that every incoming flooded packet is passed to GARUDA-DN if it is
part of a message that requires reliability.
The different components of GARUDA-DN are explained in the chronological order that they
occur when a reliable message is flooded. Hence, we first describe the details of GARUDA-DN’s
pulse based single packet delivery mechanism, and then go on to describe thecore construction
and loss recovery procedures. Note that the reliable single packet delivery is leveraged for the
instantaneouscoreconstruction.
4.7.1 Single/First Packet Delivery
4.7.1.1 WFP Pulse Transmission
Since a WFP Pulse can be regarded as a short period signal which does not include any information,
the transmission period of the WFP pulse is significantly smaller when compared to the transmis-
sion timeTD required for a regular data packet. Also, twice the regular transmission power is used
10We profile the energy savings through the use of WFP pulses in Section 4.9.
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to transmit the pulses to achieve a relative amplitude of 3dB at the receiver (with respect to a default
reception). The detection of a WFP pulse at a receiver is done based on a simple energy detection
strategy that monitors changes in the amplitude of the energy of the incoming signal, and the du-
ration of any such changes [34]. Note that the changes in energy can be detected even at receivers
whose local channel is busy with an ongoing data transmission. The only nodes that cannot hear the
WFP pulses are those that are not listening (either in transmit mode, or in a power-down mode).
To increase the robustness of the pulse detection, every set of pulse transmission includesp
pulses transmitted consecutively within a periodTP (TP << TD). Figure 28 shows the transmission
scheme for the WFP pulse. Hence, receivers infer an incoming WFP signal only after detectingp
pulses.
The basic (and the only required) mechanism for WFP pulsing in GARUDA-DN does not use
any carrier sensing, and hence is referred to asforced WFP pulsing. This ensures that nodes that
need to transmit the WFP (either as an advertisement or a NACK for the first packet) can do so
without having to suffer from any MAC layer starvation problems. However, such transmissions
clearly increase the chances for collisions with regular data packet transmissions, and hence are
performed with a periodTs, whereTs >> TD.
However, the forced pulsing in GARUDA-DN is complimented with a carrier-sensing based
WFP, and a data packet piggybacking based advertisement scheme that reduce the impact of the
forced WFP11.
4.7.1.2 First Packet Delivery in GARUDA-DN
The delivery procedure for the single/first packet consists of three modes: (1) the advertisement
which notifies the ensuing single/first packet to all nodes with the forced WFP pulses; (2) the deliv-
ery which sends the single/first packet through simple forwarding; and (3) the recovery which sends
NACKs using WFP pulses to request for retransmission of the single/first packet.
Figure 29 shows the basic procedure of the single or the first packet delivery with a simple
topology. When a sink wants to initiate a reliable single/first packet delivery, it sends a set of forced
WFP pulses without sensing the wireless channel. When neighboring sensors hear WFP pulses,


































Figure 29: Example for Single or First Packet Delivery
they send a set of forced WFP pulses immediately. After a deterministic period that is set based on
the diameter of the network, the sink transmits the single/first data packet subject to the medium
access scheme, e.g., CSMA (Carrier Sensing Multiple Access).
If the node A receives the single/first packet, it changes its operation from the advertisement
mode to the delivery mode by halting the WFP pulses, and by sending the single/first data packet
after carrier-sensing. However, if the single/first packet is lost, nodes will continue to transmit the
WFP pulses, which in turn trigger retransmissions. Figure 30 shows the case of retransmission.
Since the forced WFP pulses sent everyTs period play the role of a NACK signal, node B will
wait for a duration of at leastTs to send next set of forced WFP pulses. Therefore, the latency for
the single/first packet delivery is directly dependent uponTs.
To reduce the latency, GARUDA-DN uses another kind of WFP pulse which a node sends after
a regular carrier sensing operation. Node B sendsp number of WFP pulses after carrier-sensing
(WFPcs) opportunistically (unless it has received the single/first packet) with a periodTc which is
smaller thanTs. The periodTc should be proportional to the hop distance of the node B from the
sink because a node should wait until the upstream nodes between the node and the sink receives





























Figure 30: Example for Loss Detection and Recovery
Tc = i×∆×TD, (24)
wherei is the hop distance from a sink to a node, and∆ is the maximum node degree.
Since a node senses the state of channel before transmitting WFPcs pulses, the WFPcs pulses
have a lesser probability of colliding with data packets than WFP pulses. When a node gets to
transmit WFPcs pulses, it resets the timer corresponding to theTs time period for forced WFP pulses.
A further opportunistic optimization that GARUDA-DN uses is the piggybacking of the NACK
information on the regular data packet transmissions. The NACK is merely the sequence number of
the last message ID the node has received thus far. Any neighbor that is aware of a greater message
ID and has the corresponding first packet then retransmits. We refer to this as an implicit NACK
mechanism.
4.7.2 Instantaneous Core Construction
4.7.2.1 Core
In this section we present the details of the instantaneousc reconstruction assuming a simple 100%
network-wide reliable flood. We revisit the case of other reliability semantics in Section 4.8.
Assuming a network organization with the sink at the center of a sensor field, the first packet
delivery establishesband-idsfor nodes based on the hop distance that they perceive from the sink12.





















Figure 31: Instantaneous Core Construction in GARUDA-DN
This is shown in Figure 31. We consider all nodes with the same band-id as forming a “band” with
a certain id. The bands can thus be viewed as concentric circles around the sink.
4.7.2.2 Procedure
Thecoreconstruction algorithm works as follows:
Sink:
• When the sink sends the first packet, it stamps the packet with a “band-id” (bI ) of 013.
When a sensor receives the first packet successfully, it increments itsbId by one, and sets the
resulting value as its own band-id. The band-id is representative of the approximate number
of hops from the sink to the sensor14.
Nodes in3i bands:
• Only sensors with band-ids of the form3i, wherei is a positive integer, are allowed to elect
themselves as core nodes.
13To balance the load of core and non-core nodes, the sink can choose the band-id among 0, 1, and 2. Therefore3i
bands (core bands) can be changed dynamically
14Note that due to the availability of multiple paths from a sink to sensors, it is possible that the computed band-id is
either greater than the minimum number of hops from the sink to the sensors.
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• When a sensorS0 with a band-id of the form3i forwards the packet (after a random waiting
delay from the time it received the packet), it chooses itself as a core node if it had not heard
(or snooped) from any other core node in the same band. Once a node chooses itself as a core
node, all packet transmissions (including the first) carry information indicating the same.
• If any node in the core band that has not selected itself to be a core receives a core solicitation
message explicitly, it chooses itself as a core node at that phase.
• Every core nodeS3 in the3(i +1) band should also know of at least one core in the3i band.
If it receives the first packet through a core in the3i band, it can determine this information
implicitly as every packet carries the previously visited core node’s identifier,bId, andA-
map. However, to tackle a condition where this does not happen,S3 maintains information
about the node (S2) it received the first packet from, and theS2 node maintains information
from the node (S1) it received the first packet from. After a duration equal to the core election
timer, S3 sends an explicitupstream core solicitationmessage toS2, which in turn forwards
the message toS1. Note that by this time,S1 will already have chosen a core node, and hence
it responds with the relevant information.
Nodes in3i +1 bands:
• When a sensorS1 with a band-id of the form3i +1 receives the first packet, it checks to see
if the packet arrived from a core node or from a non-core node. If the sourceS0 was a core
node,S1 sets its core node asS0. Otherwise, it setsS0 as a candidate core node, and starts a
core election timer15. If S1 hears from a core nodeS′0 before the core election timer expires,
it sets its core node toS′0. However, if the core election timer expires before hearing from any
other core node, it setsS0 as its core node, and sends a unicast message toS0 informing it of
the decision.
Nodes in3i +2 bands:
• When a sensorS2 with a band-id of the form3i +2 receives the first packet, it cannot (at that
point) know of any3(i + 1) sensor. Hence, it forwards the packet without choosing its core
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Figure 32: Number of Core Codes vs. Total Number of Nodes
node, but starts its core election timer. If it hears from a core node in the3(i +1) band before
the timer expires, it chooses the node as its core node. Otherwise, it arbitrarily picks any of
the sensors that it heard from in the3(i + 1) band as its core node and informs the node of
its decision through a unicast message. If it so happens thatS2 does not hear from any of
the nodes in the3(i + 1) band (possible, but unlikely), it sends an anycastcore solicitation
message with only the target band-id set to3(i + 1). Any node in the3(i + 1) band that
receives the anycast message is allowed to respond after a random waiting delay. The delay
is set to a smaller value for core nodes to facilitate re-use of an already elected core node.
• A boundary condition that arises when a sensor with a band-id of3i + 2 is right at the edge
of the network, is handled by making the band act just as a candidate core band (3i). Such a
condition can be detected when nodes in that band do not receive any response for the anycast
core solicitation message.
Thus, at the end of the first packet delivery phase, each node knows itsbId, whether it is a core
node or not, and in the latter case its core node information. In addition, every core node in the













Figure 33: Loss Recovery for Core Nodes in GARUDA-DN
4.7.2.3 Optimality of the Core
Since the core nodes approximate a minimum dominating set, an obvious question is how is the
coreconstruction set up in a way to minimize the number of core nodes. Ideally, for any given core
node, there should not be any other core node in its 2-hop neighborhood. The proposed framework
attempts to achieve this condition using a two-pronged approach: (i) only nodes in 3i bands (core
bands) are allowed to contend to become a core node; and (ii) of the nodes that belong to the
core bands, only nodes that have not heard from any other core node from its band are allowed to
choose themselves as core nodes. Figure 32 shows the number of core nodes as the node density is
increased from 100 to 800. As we can see, the number of core nodes decreases from 30% when the
node density is 100 to about 13% when the node density is 800. Every non-core node preferentially
chooses its core by choosing a node which has already advertised itself as core in the3i band, thus
minimizing the number of core nodes in the network.
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4.7.3 Two-Phase Loss Recovery
4.7.3.1 Loss Recovery for Core Nodes
Loss Detection When a core node receives an out-of-sequence packet, the core node infers a loss.
A core node sends a request to an upstream core node only if it is notified through anA-m pthat
the missing packet is available at the upstream core node.
Loss Recovery When a core node receives a unicast request from a downstream core node, it
performs a unicast retransmission for the request. Figure 33 shows the loss detection and the loss
recovery between core nodes at3i band and core nodes at3(i +1) band. If any of the non-core nodes
on the path of the unicast request has the requested packet, it intercepts the request and retransmits
the requested packet.
The use of theA-mapis central to the core recovery process. For the sake of brevity, we assume
that theA-mapis capable of representing all packets of a message irrespective of the message size.
The core recovery process works as follows:
Upstream Core Nodes:
• A core node, when it forwards a packet, stamps on the packet the following meta information:
(Cid,A-map,bId,vFlag), which consists of the core node’s identifier, bit map, band-id, and
valid flag respectively. The valid flag is used by a recipient core node to determine whether
the path in the meta information is valid or not.
• When a core node receives a retransmission request, it responds with unicast retransmissions
of the available packets.
Intermediate Non-core Nodes:
• Any non-core nodeNCid that forwards a packet leaves theA-mapinformation untouched, but
adds its own identifier as follows: (Cid +NCid ,A-map,bId). If the number of the identifiers in
the incoming information is equal to three, the non-core node does not add its identifier and
sets thevFlag to NULL.
Downstream Core Nodes:
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• Thus, when a core node receives the meta information, it not only knows of what packets the
source core node has, but also the path it can use to request for a retransmission. If thevFlag
is NULL, the core node still uses theA-mapinformation, but falls back on any earlier cached
path to the relevant core node for issuing the request.
• Each core node maintains twoA-maps locally: myBMwhich represents the successfully re-
ceived packets, andtotBM which represents both the received and the requested packets.
• When a core node receives an incomingA-map(inBM), it checks to see if theA-mapis from
a valid source. If the source is valid, it then checks to see if the A-map conveys availability
of a packet that has neither been received nor been requested. If at least one such packet is
available, the node creates a requestA-map, updates itstotBM, and sends the request. It also
starts an expiry timer for the request.
• For a successful packet reception, the core node updates itsotBM andmyBM. Also, when a
timer expiry occurs for a request,totBM is updated accordingly.
• When a core node does not hear anA-mapfrom any of its upstream core nodes for a specified
duration (core presence timer16), it explicitly issues a request to the default upstream core
node to which the upstream core node responds with its currentA-map.
4.7.3.2 Loss Recovery for Non-Core Nodes
A non-core node snoops all (re)transmissions from its core node. Once it observes anA-mapfrom
its core node with all the bits set, it enters the non-core recovery phase by initiating retransmission
requests to the core node. Alternatively, if it does not hear from its core node for the periodco e
presence timer, it sends an explicit request to the core node to which the core node responds with
its currentA-map. Figure 34 presents the loss detection and recovery between non-core nodes and
a core node. Since all retransmissions from the core nodes are snooped by the non-core nodes,
redundant retransmissions for the same loss are removed.













Figure 34: Loss Recovery for Non-core Nodes in GARUDA-DN
4.7.3.3 Loss Recovery in Case of Node Failures
To address the issue of node failures at core nodes and non-core nodes, we adopt simple back-up
mechanisms which can reasonably handle node failures. Also note that any reliability guarantees
provided in the presence of node failures are conditional on the underlying network still remaining
connected. Since there is no node that relies on a failed non-core node, the failures of non-core
nodes do not compromise on the reliability mechanisms of the proposed framework. Therefore, we
discuss the case of core node failures which impact core nodes and non-core nodes as follows:
Downstream Core Node Depending on the Failed Core NodeIf a core node at3i band fails
after core construction, other core nodes that designate the failed core node as an upstream core
suffer packet losses. After packet losses make a timer for node failures expire, other core nodes at
3(i +1) band fall back on ananycastcore solicitation message to either “join” another core node at
3i band, or to induce another node in the core3(i +1) band to join the core.
Non-Core Node Depending on the Failed Core Node If a non-core node at3i +1 band or3i−1
band realizes that its core node at3i band has failed, the non-core nodes will also fall back on an
anycast core solicitation message sent to 1-hop neighbors at the3i band.
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If non-core node at3i + 2 band realizes that its core node at3(i + 1) band has failed and it is
at right at the edge of the network, it declares itself as a core node and sends a core solicitation
message to a core at the3i band.
4.8 Supporting Other Reliability Semantics
In Section 4.7, GARUDA-DN was described in the context of single and multiple packet delivery,
while assuming the simplest form of reliability semantics along the other dimensions (all nodes,
100% reliability). In this section, we revisit the GARUDA-DN design and show how it can ac-
commodate the other reliability semantics. Specifically, we discuss three variants in terms of the
reliability semantics: (i) reliable delivery to all nodes within a sub-region of the network; (ii) reli-
able delivery to minimal number of sensors required to cover entire sensing area; and (iii) reliable
delivery to p% of the nodes in the network.
The fundamental difference between the context in Section 4.7 and in the following variants is
that only a subset of the nodes in the network require reliable delivery. The variants differ inwhich
subset of nodesreceive the message delivery. We refer to the problem of determining the subset as
thecandidacyproblem. Also, in all of the solutions discussed, the first packet is always delivered
to all nodes in the network. All subsequent packets are delivered based on the candidacy.
Generically, the solutions to the three variants use three common elements to tackle the other
reliability semantics:
• The first packet carries information to identify the eligibility for candidate nodes that should
receive the entire message reliably. For example, in the case of reliability within a sub-region,
the first packet may carry a coordinate based description of the sub-region.
• Participation in thecore construction is limited to only those nodes that have chosen them-
selves as candidates. Note that the other aspects of thecore-construction still remain the same
(nodes only in the3i bands can select themselves as core nodes, etc.). At the end of thec re
construction, each independent component of the candidate sub-graphGS thus has its own
core.
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• The last element in GARUDA-DN is that offorced candidacyto enable thecoreof the differ-
ent components to be connected back to the sink. Thus non-candidate nodes in the3i bands
on the path from each component to the sink are forced to participate as candidate core nodes
to ensure connectivity. The forced candidacy is actually achievable in GARUDA-DN with
very minimal changes to its original design (as described in Section 4.7). Essentially, non-
candidate nodes in core bands, if they would have otherwise chosen themselves as core nodes
identify themselves as non-candidate core nodes when the first packet is forwarded. A down-
stream candidate core node that has not heard from any other candidate upstream core node
explicitly requests the upstream non-candidate core node to become a candidate. Through this
process, a structure that is an approximation of independent MDSs (within each component
of GS) connected through an SPT is achieved.
In the rest of the section, we elaborate on how the candidacy for the three variants are established
in GARUDA-DN.
4.8.1 Reliable Delivery within a Sub-Region
As we motivate in Section 4.4, it is quite likely that the sink requires reliable delivery of a query
or a message only to sensors within a specific sub-region of the network area. We assume that the
specifications of the sub-region are available in the form of coordinates. Without loss of generality,
we also assume that the sub-region is rectangular in shape (although the GARUDA-DN design
by itself does not have any such limitations). The sub-region can either be contiguous or non-
contiguous with the region occupied by the sink.
The desired sub-region coordinates is piggybacked on the first packet sent by the sink. Each
sensor in the network that receives the first packet can thus determine locally whether it is a candi-
date or not, based on its own location and the desired sub-region. Once the candidacy is determined,
the behavior of sensors is exactly the same as described in Section 4.7, except if the sensor were
to be on a core band. Whereas in the default operation, a sensor does not choose itself as a core
node only if it hears from another core node before it transmits, under this variant, a sensor does not
choose itself as a core node if it is not a candidate irrespective of the other conditions. Note that this
does not mean that such a sensor can later be forced to become a core node, as we elaborate next.
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4.8.2 Reliable Delivery to Cover Sensing Field
This variant requires reliable delivery while remaining aware of the inherent redundancy in the
sensor network deployment. Specifically, under this variant, reliable delivery needs to be performed
only to a minimal subset of the sensors in the network such that the entire sensing field is covered.
For purposes of this discussion, we assume that the sensing rangeS is always less than or equal to
the transmission rangeR.
Unlike in the previous variant where the candidacy of each node is determined locally, in this
variant coordination between nodes is required in order to eliminate sensors, which are covering a
region already covered by other sensors, from the candidacy. In GARUDA-DN, the core nodes are
best equipped to perform such coordination as they are immediately adjacent to all non-core nodes
that depend on them, and under ideal conditions are at least a distance of2R away from the nearest
core node (which gives a core node a virtual “ownership” of at least the sensing region defined by its
transmission range). Thus, non-core nodes under this variant seek permission from their respective
core nodes to become candidates. Each core node keeps track of the coverage of the region defined
by the square17 of side2(S+T) (with itself at the center). It provides permission to a seeking non-
core node only when the node can cover an area not already covered inside the square. Note that
given our assumptions aboutSandT, no non-core node within a core node’s transmission range can
have a sensing coverage area that even lies partially outside the above defined square.
All core nodes implicitly become candidates. This is reasonable even without any coordination
with other nearby core nodes as under ideal conditions, the distance between a core node and its
nearby core nodes will be2R, which in turn means that a core node can choose itself as a candidate
without concern of overlapping with a nearby core node’s sensing region.
4.8.3 Reliable Delivery to Probabilistic Subset
This variant involves support for reliable message delivery to say p% of the network sensors. Such
semantics might be useful when the sink intends to performscopedsensing. In other words, the
sink can at the outset decide to sense only 25% of the field, with the intent of increasing the sensed
region only upon some triggers detected during the preliminary sensing.
17As an approximation of a circle for simplicity.
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Just as in the case of delivery within a sub-region, determining candidacy in this variant is
purely a local process. When a sensor receives the first packet, it chooses itself as a candidate with
a probability ofp. If the sensor is on a core band, and decides not to be a candidate, it does not
choose itself as a core node irrespective of the other conditions.
4.9 Performance Evaluation
This section evaluates the performance of the GARUDA-DN framework for 100% reliability to all
sensors. For single packet reliable delivery, we compare GARUDA-DN’s performance with that of
an ACK-based scheme that uses ACK feedback for packet delivery along with a retransmission time-
out. For multiple packet delivery, we compare the GARUDA-DN framework with both in-sequence
delivery and out-of-sequence delivery mechanisms that use NACKs. We also provide microscopic
results to highlight the efficiency of specific components of the GARUDA-DN framework.
4.9.1 Simulation Environment
TheNS2simulator is used for all evaluations. For all experiments: (a) the first 100 nodes are placed
in a grid fashion within a 650m x 650m square area to ensure connectivity, while the remaining
nodes are randomly deployed within that area, and the sink node is located at the center of one of
the edges of the square; (b) transmission range of each node is 65m [74]; (c) channel capacity is 1
Mbps; and (d) each message consists of 100 packets (except for the single packet delivery part); and
the size of packet is 1 KB. Carrier Sense Multiple Access/Collision Avoidance (CSMA/CA) is used
as the Media Access Control (MAC) protocol. We use basic flooding as the routing protocol. All
the simulation results are shown after averaging the metrics over 20 randomly generated topologies
and calculating 95% confidence intervals.
As described in Section 4.2, losses can occur due to wireless channel errors, or collisions during
transmissions. To emulate the two types of losses, we choose a fixed packet loss rate of 5% for
wireless channel error, and vary the number of nodes in the network (and hence the network density)
















Figure 35: Latency Comparison between GARUDA-DN and Basic ACK Scheme for First/Single
Packet Delivery
4.9.2 Metrics
To evaluate the performance of the GARUDA-DN framework, we use the following metrics:
• For single packet delivery, we consider (1) latency which is the duration for all nodes to
receive all packets in a message, (2) the total number of data packets sent by the sink or for-
warded by other sensor nodes (including recovery packets) to capture the amount of overhead
involved in the reliable delivery of a message, and (3) the overall energy consumption per
node.
• For multiple packet delivery, in addition to the metrics mentioned for single packet delivery,
we present (4) the total number of requests sent or forwarded by nodes,
• For microscopic analysis, we consider (5) the aggregateA-mapoverhead which is measured
as the total bytes spent in exchangingA-maps, (6) the number of recovery events that occurs
during the first recovery phase between cores, and the second recovery phase between core
and non-core nodes with increasing node density, and (7) the latency as the wireless error rate

























Figure 36: Number of Data Packet between GARUDA-DN and Basic ACK Scheme for First/Single
Packet Delivery
4.9.3 Evaluation of Single Packet Delivery
As an alternative mechanism to provide reliability for single packet delivery, we simulate a basic
ACK scheme, in which a sender retransmits a data packet until it receives an explicit ACK feedback
from each of its receiving neighbors. We describe each of the results in detail below:
4.9.3.1 Latency
The latency involved in receiving a single packet reliably with increasing number of sensors is
presented in Figure 35 for both the GARUDA-DN framework and the ACK based scheme. The
latency of the proposed scheme was significantly smaller because of the WFP pulses approach,
which used an implicit NACK scheme. This means that there was no explicit NACK sent to the
sender of a packet if a packet was not received, thus not increasing the load in the network. We also
observed that the latency scaled well with the increase in the number of nodes because of the same
reason. However, in the ACK based scheme, the latency was appreciably higher because every ACK
was addressed to the sender node and the sender retransmitted if it had not received the ACK from
























Figure 37: Energy Consumption between GARUDA-DN and Basic ACK Scheme for First/Single
Packet Delivery
4.9.3.2 Number of Data Packets Sent
Figure 36 shows the number of data sent by the GARUDA-DN framework and the ACK based
scheme. It is interesting to note that in the GARUDA-DN framework, the number of data sent
increased more or less linearly (with a slope of 1 approximately) as the number of nodes increased.
The implicit NACK scheme coupled with the inherent redundancy involved in the flooding process
itself is the main reason for this trend. The implicit NACK scheme alleviates congestion related
losses, while the inherent redundancy and the broadcast nature of the flooding process ensures that
the packet is received successfully without any need for retransmission even in the presence of
losses. For the ACK based scheme, the number of data packets sent was appreciably higher and
showed a non-linear increasing trend with increasing number of nodes in the network. This is
again because of the increased load in the network due to the presence of ACK transmissions thus
increasing the losses in the network.
4.9.3.3 Energy Consumption
The energy consumed per node in joules for both the schemes are shown in Figure 37. The energy
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Figure 38: Latency among GARUDA-DN and Alternatives for Multiple Packets Delivery
scheme. This is because of two reasons. Firstly, the total number of transmissions on the GARUDA-
DN scheme was significantly smaller than the basic ACK scheme. In fact, it showed a linear increase
with increasing number of nodes. Secondly, the WFP pulses were just series of short duration pulses
so that they did not consume more amount of energy than normal data packets.
4.9.4 Evaluation of Multiple Packet Delivery
To compare the performance of the GARUDA-DN framework for multiple packet delivery, we have
implemented two simple reliable transport protocols that allow in-sequence and out-of-sequence
forwarding respectively, coupled with NACK based error detection and non-designated local recov-
ery servers.
4.9.4.1 Latency
Figure 38 shows the latency for 100% delivery as a function of increasing number of nodes in the
network. The GARUDA-DN framework had significantly lower latencies compared to the other two
schemes when the node density was increased. The reasons for reduced latencies are two-fold: (1)
the advantage gained by having a designated server as opposed to a non-designated which reduced
the amount of data sent (Figure 24 in Section 4.4); and (b) the advantage gained by using out-of
































Figure 39: Number of Data Packets Sent among GARUDA-DN and Alternatives for Multiple Pack-
ets Delivery
with NACK scheme was significantly higher at higher node densities and increased at a much faster
rate than the other two schemes because of the NACK implosion problem. Although, our core
construction scheme used out-of-sequence delivery, we piggybacked theA-mapof the core node
along with the transmission of each packet which allows the non-core nodes to wait for the core to
recover from all loses prior to any retransmission requests thus eliminating the NACK implosion
problem.
4.9.4.2 Number of Data Packets Sent
The number of data sent for all three schemes are presented in Figure 39. Among the three schemes,
GARUDA-DN performed the best followed by the in-sequence with NACK and the out-of-sequence
with NACK schemes. The number of packets sent in GARUDA-DN was about 10% lower than that
of in-sequence with NACK scheme for node density of 400, 600, and 800 and 55% to 80% lower
when compared with out-of-sequence with NACK scheme. The reasons for GARUDA-DN’s signif-
icantly better performance is again mainly due to the improvement gained by having a designated
server as opposed to a non-designated server; and for the out-of-sequence with NACK scheme, poor







































Figure 40: Number of Loss Recovery Request Packets Sent among GARUDA-DN and Alternatives
for Multiple Packets Delivery
4.9.4.3 Number of Request Packets Sent
Figure 40 shows the number of requests sent with increasing node density for all three schemes.
GARUDA-DN had the least number of requests, followed by the in-sequence and the out-of-
sequence schemes. The values for GARUDA-DN were about 20-30% of the in-sequence scheme
and about 1-5% of the out-of-sequence scheme depending on the node density. The reason for the
increasing trend shown by the out-of-sequence scheme with increasing node densities is again due to
the NACK implosion problem. While in-sequence uses a per packet NACK scheme, GARUDA-DN
usesA-mapexchange when doing a NACK request and hence recovers from all losses that can be
serviced (depending on whether the requesting node is core or not, this is different)in one request.
4.9.4.4 Energy Consumption per Node
The average energy consumed per node is significantly smaller for the GARUDA-DN case when
compared to the other two cases (Figure 41). The average energy consumed for all three cases was
directly proportional to the number of transmissions, which was the sum of the number of requests
sent and the number of data sent per node. Since, the sum of the number of request and data sent
was the least for the GARUDA-DN scheme, the energy consumed per node was also significantly
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Figure 41: Energy Consumption among GARUDA-DN and Alternatives for Multiple Packets De-
livery




The second important aspect in the GARUDA-DN framework is the overhead incurred byA-map
transmission by the core nodes while sending both data and requests and the non-core nodes while
sending the requests only. While we do not expect theA-mapoverhead to be a problem for non-core
nodes as their recovery happens only after their corresponding core nodes have recovered from all
loses, it is an issue for the core nodes. However, Figure 42 indicates otherwise when theA-map
overhead is compared with the total data sent by the GARUDA-DN scheme. There are two main
reasons for this: firstly, the number of core nodes was only a small fraction of the total number of
nodes (10-30%); and secondly, the number of requests was substantially lower (less than 1%) than
the amount of data. In fact, from the Figure 42, we see that theA-mapoverhead was only 0-3% of
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Figure 42: Microscopic Analysis: theA-mapOverhead
4.9.5.2 Number of Recovery Events
We investigate the number of recovery events for core and non-core nodes and compare it with the
total number of recovery events (Figure 43). This result helps us understand the two phase recovery
process better. It shows that the core recovery process (first phase recovery) was two times more
likely than the non-core recovery process (second phase) since non-core nodes were allowed to
snoop recovery packets during the first recovery phase.
4.9.5.3 Effect of Random Wireless Errors
We have compared GARUDA-DN with the in-sequence with NACK scheme for packet error rates
ranging from 0% to 50%. For fair comparison between results of GARUDA-DN and those presented
in [92], a linear topology consisting of 21 sensors was used in the simulation. Figure 44 shows
that the latency of the GARUDA-DN was much shorter than that of the in-sequence with NACK,
and the difference between them increased with the increase of error rate. Although we assume
a severe environment with error rate up to 50%, the latency of the GARUDA-DN shows almost
constant. GARUDA-DN, therefore, is more adequate to wireless sensor networks since wireless
























Figure 43: Microscopic Analysis: the Number of Recovery Events
4.9.6 Evaluation of GARUDA-DN Variants
4.9.6.1 Reliable Delivery within a Sub-Region
Figures 45(a)-(c) present performance results for the first variant for a 200 node, 650mx650m net-
work with a transmission range of 67m per node. Figure 45(a) shows the partitioning of the network
grid into sub-regions. Figure 45(b) shows the latency incurred with increasing number of regions
for both contiguous and non-contiguous regions respectively. While it is obvious that the latency
increases with increasing number of regions, an interesting observation is that they latency for the
non-contiguous regions scenario is always more. Recall that this is due to the latency involved in
non-candidates being forced into candidacy. Figure 45(c) shows the number of data packets trans-
mitted for the same scenarios. For the contiguous regions scenario, the achieved number of can-
didates is typically very close to the ideal number of candidates. However, for the non-contiguous
regions, the achieved numbers are typically higher due to the forced candidacy of nodes to achieve
connectivity.
4.9.6.2 Reliable Delivery to Minimal Set of Sensors
Figure 46 shows the number of nodes selected as candidates for the second variant. It can be
observed that the number of nodes chosen decreases with increasing ratioSR. The decrease is not
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Figure 44: Latency of GARUDA-DN for Different Loss Rates
grid with a transmission range of 67m), the minimum value forSR required to cover the entire area
is approximately 0.5. As the ratio ofSR increases beyond 0.6, we see a more pronounced decrease
in the number of candidate nodes. This is because the overlap area among nodes become more
pronounced as the sensing range approaches the transmission range.
4.9.6.3 Reliable Delivery to Probabilistic Subset
Figure 47 presents simulation results for the third variant. The scenario considered is 200 nodes in a
650mx650m grid, with nodes having a transmission range of 67m. The number of candidate nodes
chosen with increasing probability is shown. It can be seen that at lower probabilities, the achieved
number of candidates is larger than that of the expected number due to the forced candidacy of
nodes to achieve connectivity. However, for larger probabilities (≥ 50%), the achieved number of
candidate nodes closely approximates the ideal values.
4.9.7 Summary of Evaluation
We have compared GARUDA-DN with an ACK based scheme (for single packet messages) and
with both in-sequence and out-of-sequence NACK schemes (for multiple packet messages) and
results indicate that GARUDA-DN performs substantially better both in terms of latency and the






















































































































(c) No. of Nodes Requiring Reliable Delivery for Different Sub-regions
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Figure 47: Probabilistic Reliable Delivery of GARUDA-DN Variant: the Number of Candidates
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scheme is because of the WFP pulses approach used by GARUDA-DN where the WFP pulses act as
an implicit NACK, thus not increasing the load in the network. GARUDA-DN performs better in the
multiple packet messages scenario largely due to the way it addresses the NACK implosion problem
by A-mappropagation while exploiting the high spatial reuse due to out-of-sequence forwarding.
4.10 Summary
In this thesis, we have proposed a new framework for providing sink-to-sensors reliability in wire-
less sensor networks. We have identified several challenges to provide sink-to-sensors reliability
and addressed the challenges by proposing key elements: (1)Wait-for-First-Packet (WFP) pulse, (2)
core structure approximating the minimum dominating set, (3) instantaneously constructible opti-
mal core structure, (4) availability bitmap, and (5) two-phase recovery process. Note that, although
we have proposed an effective way to realize the WFP pulse in-band, it is equally possible to use
out-of-band signaling in scenarios where a pilot radio is available. We have also identified three
new types of reliability semantics unique to downstream sensor environment and elaborated how
our proposed framework can provide reliability to such variants. We have shown through ns2-based
simulations that the proposed framework performs significantly better than the basic schemes pro-
posed thus far in terms of latency and energy consumption. We have also profiled the A-map over-
head in GARUDA-DN and observed it to be minimal. We have also studied how the mechanisms
in GARUDA-DN can handle node failures.
111
CHAPTER V
GARUDA-UP: ENERGY-EFFICIENT UPSTREAM DATA
AGGREGATION
5.1 Problem Definition
In Chapter 4, we addressed the reliable downstream data delivery for queries and application codes
with the GARUDA-DN approach which approximates the optimal solution by utilizing the mini-
mum dominating set (MDS). Corresponding to a query from a sink, some or all sensor nodes of
interest will respond to the query and send data to a sink through a upstream data delivery structure.
This task of collecting sensor data from the sensors in the field is referred to asdata aggregation.
In this Chapter, we consider the problem of data aggregation in environments where the data
from the different sensors arecorrelatedto each other. In wireless sensor networks, there are three
types of data correlation as follows:
• Spatial Correlation:
This refers to the correlation of data containing information about an event or phenomenon,
which overlaps in the spatial domain. For example, consider the query:What is the tempera-
ture in the region defined by the rectangle (x1,y1,x2,y2)?Given the typical dense deployments
of sensors in WSNs, it is very likely that data reported by different sensors within the rect-
angular region overlap in terms of the sub-area the sensors are reporting temperature for. An
extreme case in the above example is a scenario where two sensors that are right next to each
other report the temperature, as the data are then (almost) perfectly correlated. We refer to
this special case where the data are fully correlated as having a degree of correlation,ρ, of 1.
• Semantic Correlation:
This refers to the correlation of data that are reporting information, which is semantically
correlated. For example, consider the query:What is the number of cars within the field
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defined by the coordinates (x1, y1, x2, y2)?In this example, even if sensors are reporting data
aboutdifferentcars, the information is still correlated and can be aggregated1, as the required
information is merely the count of the number of cars.
• Temporal Correlation:
There is also another type of correlation when there is some relationship in the information
transmitted by the same sensor over time. We refer to this type of correlation asTemporal
Correlation.
Depending on the type or the degree of correlation among data, an energy-efficient data aggre-
gation structure can be different. In this thesis, we focus on the construction of an energy-efficient
correlation-aware structure to optimize aggregation costs for scenarios when there is spatial and/or
semantic correlation. We do not focus on temporal correlation, which can be addressed by coding
techniques to reduce the amount of redundant data transmitted [14].
Such correlation of the data to be collected can be leveraged by appropriately fusing the data
inside the network to the best extent possible, thereby reducing the delivering cost for the gathering
process. In WSNs, this processing at intermediate nodes is called “in-network processing” which
makes sensor networks different to the other networks, e.g., cellular or ad-hoc networks.
Hence, the specific problem we address in this thesis can be stated as:Given that there is
correlation among sensor data, how can the data gathering structure be built so as to minimize the
cost of delivering data ?
Intuitively, it is energy-efficient to construct a tree for gathering data since a tree does not have
redundant links among nodes. Assuming a tree structure as a solution, it is better to aggregate
data near sources so as to prevent redundant data from going through other paths. Therefore, one
could design a data aggregation tree which makes source nodes favor path selection to increase early
sharing of paths among sources and reduce energy consumption.
Assuming perfect aggregation (i.e., the size of aggregated data is equal to that of data before
aggregation because in case of spatial correlation, data have same redundant information, or in
case of semantic correlation, the level of interest for data can be kept by lossy filtering), the total
1We use the terms aggregation, merging, and fusion interchangeably in the rest of the thesis.
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cost of delivery is the number of links on a tree. Therefore, the optimal aggregation tree is the
Steiner minimal tree (SMT) which is known to be a NP-hard problem[33]. And the decision version
of the Steiner minimum tree problem is a NP-complete[42]. Consequently, no polynomial time
algorithm for the SMT problem is likely to exist. Although there have been many research works
on approximation of the SMT problem, they require high computational complexity and centralized
algorithm that generic WSNs can hardly support. As a candidate for the approximated solution of
the SMT, the minimum spanning tree (MST) of which cost is at most two times of the cost of the
SMT has been investigated.
Assuming no correlation among data, the optimal solution is the shortest path tree (SPT) where
each source has the shortest path to the destination, sink. Since aggregation cannot reduce the size
of data, it is better for each source to favor an individual shortest path.
In this thesis, we first limit the scope of problem to the perfect correlation among data since
no optimal solution is known yet in case of partial correlation among data. In this context, we
present a simple, scalable, and distributed approach called GARUDA-UP for approximating the
Steiner minimum tree, and thereby achieve the potential cost benefits introduced earlier. Moreover,
we can solve the upstream data delivery problem without any overhead because GARUDA-UP uses
the same minimum dominating set structure, the core, which already has been constructed through
GARUDA-DN’s query delivery.
To aggregate perfectly correlated data in an energy-efficient way, the GARUDA-UP basically
uses two structures that GARUDA-DN has constructed during downstream data delivery: (i) the
minimum dominating set (MDS) which is same to the core structure proposed in Section 4.6 and
(ii) the shortest path tree which is constructed through a basic flooding. The purpose of the MDS
structure is to aggregate correlated data from neighboring sources; that of SPT is to gather aggre-
gated data among core nodes in the MDS. Through theoretical analysis and simulations, we derive
the delivery cost incurred by GARUDA-UP for varying conditions, and compare them with those
of other structures, e.g., SPT and MST.
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5.2 Motivation and Idealized Models
5.2.1 Correlation of Data
In this thesis, we consider a multi-hop WSN with one sink at the center andn sensors distributed
randomly in a sensor field. The sink sends a query andk of then sensors respond to that query. We
consider the problem of efficiently aggregating the information sent by thek sensors to the sink.
Specifically, the goal is to optimize the message complexity, or the transmission cost, for the
sensor data generated by thek sensors to reach the sink. It is assumed that there is correlation,
defined asρ, among the sensor data generated by thek s nsors. We consider the case when there is
a reasonable degree of correlation between the information collected from different sensors.
For example, letm1 andm2 be the amount of data generated by two sensors in response to a
query. Without loss of generality, if the size of the data generated by any sensor in response to a
particular query is the same,m, we havem1 = m2 = m. Now, the message size after aggregation of
data from these two sources is:
A(m1,m2) = m1 +(1−ρ)×m2 (25)
whereA(m1,m2) is the amount of data after aggregatingm1 andm2. For this case, when the
information from the two sensors are perfectly correlated (ρ = 1), we see that the message size after
aggregation is the same as the amount of data generated by the sources (m). On the other hand, if
there is no correlation (ρ = 0) between the two sensor data, the message size after aggregation is of
size2m.
Considering a more general case where the correlated information from(i−1) sensors merges
with the sensor data of theith sensor, the message size after the merge is
A(m1, · · · ,mi−1,mi) = A(m1, · · · ,mi−1)+(1−ρ)×mi (26)
whereA(m1, · · · ,mi) is the amount of data after aggregating a set of nodes fromm1 to mi .
Without loss of generality, if we assume that the message sizemi of all the sensors ism, then the
message size after the merge is
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A(m1, · · · ,mi−1,mi) = m+(1−ρ)× (i−1)×m (27)
Thus, we take a conservative standpoint in only considering the correlation between any pair of
sensor data.
The following types of correlation are within the scope of this work:
• Spatial Correlation: As mentioned in Section 5.1, it refers to the redundancy in the sensor
data generated by the different sensors sensing the same event. In this case the degree of
correlation,ρ can vary between0 and1 depending on the proximity of the sources among
themselves and with respect to the event.
• Semantic Correlation: This refers to the correlation in the data generated because of the
semantics of the query. As we have mentioned in Section 5.1, even though the content of the
data generated by each source may not by spatially correlated, the size can still be reduced if
they are semantically correlated.
Examples of such correlation in the data generated include queries that request for average,
minimum, maximum, median, first, and last.
5.2.2 Problem Statement
For our discussions, we determine the message complexity of correlation aware and unaware schemes
for a givenk number of sources and distribution ofk sources amongn sensors in a network. We
assume that perfect aggregation is possible whenever data from two or more sensors merge. Given







whereMC represents the objective function, i.e., the message complexity,T represents the total
number of transmissions required for the query response from allk sensors andmi represents the
















Figure 48: Example: A Typical WSN Environment
message size even if the sensor data generated in response to a query has the same size, because
when two or more sensor data are aggregated at an aggregation point the amount of information
generated may not be the same as the size of the original sensor data. The problem can now be
formulated as “Construct the optimal aggregation structure for receiving the query response fromk
of then sensors in a sensor field, where the optimal aggregation structure is the structure that can
minimize the objective function by enabling the best aggregation possible”.
To understand the problem statement, let a typical sensor network environment as shown in
Figure 48. Figure 48 (a) shows a default aggregation structure that is unaware of the correlation in
the sensor data generated by the sources. It is representative of most of the current sensor network
routing protocols [36, 40, 71] in the upstream direction. While there might be some opportunistic
aggregation possible because of the overlap of paths from different sources, these structures do not
optimize for the total number of transmissions and typically have a large message complexity. If we
assume perfect correlation (ρ = 1), the sizes of messages forwarded will be the same even if sensor
data from several sources fuse. If we refer to this size of the message asm bytes, the message
complexity (in bytes) for the default case is:
MC = m×T = m×35= 35m (29)
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whereT refers to the total number of transmissions which for the figure 48(a) is35. In contrast,
if we consider the optimal aggregation structure for the same scenario as shown in Figure 48 (b),
which minimizes the number of transmissions, the message complexity (in bytes) is:
MC = m×T = m×26= 26m (30)
The above example clearly illustrates the potential benefit of having an optimal aggregation
structure in terms of reducing the message complexity.
5.2.3 Optimal Solutions for Different Correlation Factors
In this section, we determine the optimal structures for two extreme cases: (i) zero correlation
among data and (ii) perfect correlation among data. In case of zero correlation, since all data from
sources have no redundant information inside them, the size of aggregated data is the sum of those
of original data. However, in case of perfect correlation, since all data from sources have same kinds
of information, the size of aggregated data should be equal to that of each original data.
5.2.3.1 Zero Correlation among Data
Here, we will identify the optimal structure for the zero correlation aggregation approach and de-
termine the message complexity of that structure. The best representative structure for the zero
correlation is aShortest Path Tree(SPT). A typical zero correlation approach optimizes delay from
every source to the sink. Due to this reason, the paths that are chosen from every source to the
sink are typically the shortest path. This leads to the formation of the shortest path tree rooted at the
sink. This observation that correlation unaware approaches can be represented by SPT has also been
corroborated in other related works [16, 17]. From now on, we will choose SPT as representative of
any correlation unaware approach.
Let us determine the message complexity of SPT in network graph. In a network graph, there
are finite number of points enclosed within the disk. As before, we considerk sources in the disk
with n nodes.
Proposition 1: The message complexity for SPT in a network graph isO(min(k
√
n,n)).
Proof: If we consider then nodes to be uniformly distributed within the disk, the average
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number of nodes along the radius of the network isc×√n [30], wherec is a constant. The number





where kn represents the probability of a node being a source andc×
√
n represents the number
of nodes along the path. From (31), the number of paths,l , required by thek sources to reach the












Since a network graph has a finite number of nodes in the network, the message complexity is
represented in terms of number of transmissions. From (33), the message complexity,MC, n terms
of the total number of transmissions is given by:









This represents the message complexity for SPT in a network graph.¥
5.2.3.2 Perfect Correlation among Data
Now, we consider correlation aware approaches assuming perfect correlation among data from all
sources.
Proposition 2: The optimal aggregation structure for the perfect correlation withn nodes and
k sources, when the sensor data fromk sources are perfectly correlated (ρ = 1) is a network Steiner
tree.
The proof follows from definition of a network Steiner tree [105]. LetG = (V,E,d) be the
network graph with a vertex setV, an edge setE and distance functiond. The distance function in
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our environment is the edge cost, which is a function of both the message size and the distance as
described in (28). Whenρ = 1, the message size is the same even after fusion of data. So, in this
case, the edge cost is a function of the distance only. As defined in [105], the network Steiner tree
is the shortest tree spanning a given vertex subset within a networkG. From this definition and our
problem environment, the Steiner tree is the optimal aggregation structure whenρ = 1. ¥
It has been observed in [16] that forρ < 1, there is no existing optimal aggregation structure.
The reason is that the message complexity now is a function of both the message size and the number
of transmissions.
Although a network Steiner tree has the optimal cost for our target problem, there are no poly-
nomial time algorithms for finding the Steiner tree in a graph [41]. Even approximation algorithms,
such as the ones proposed in [39, 86], are computationally very expensive. For this reason, we con-
sider theMinimum Spanning Tree(MST) as the approximated optimal solution. It has been proved
in [27, 86, 94] that the cost of Euclidean Steiner tree and Euclidean MST are of the same order. It
has also been shown that the cost of network Steiner tree and the network MST is also of the same
order [86, 105]. From now on, we will consider then twork MSTas the optimal solution of the
target problem.
We now consider the message complexity of the MST in a network graph. As before, we
considern nodes andk sources.





Proof: The average number of nodes along the path from a source to the sink isc×√n [30],
wherec is a constant. From [86, 94], the maximum number of paths,l , required by thek sources




From (36), the message complexity,MC, given by the total number of transmissions is given
by:
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The above derivation concludes the proof.¥





n). In general, the solution needs centralized computation and the
exact location of all thek sources at the sink[27, 86]. Even the approximation algorithms for com-
puting MST require the knowledge of the location of sources. However, it is not practical to assume
that a sink knows which sensor is going to send a messagea priori. For this reason, we conclude
the need for a decentralized approach that approximates the optimal aggregation structure without
the knowledge of the exact location of sources.
5.3 Related Works
In this section, we analyze some related works that have been proposed to perform aggregation
for problems similar to the optimal information collection problem that has been considered in
this thesis. We can categorize these works into three types: (i) default aggregation in WSNs, (ii)
intelligent aggregation in WSNs, and (iii) graph theory based approaches.
5.3.1 Default Aggregation in WSNs
[36] is a data-centric routing framework for gathering information from the sensors to the sink in
a WSN. While, it is possible that aggregation can happen opportunistically due to any overlapping
paths from the sources to sink, it may not be efficient because of following two reasons: (i) the
structure from the sensors to the sink does not approximate a Steiner tree or a MST; and (ii) the
nodes that are incidentally chosen as aggregation points do not have any notion of the amount of time
to wait before it can aggregate the data from all sensors downstream of it efficiently. While, [104]
addresses the second problem to a certain extent, it is still of concern that the proposed structure
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may not be optimal. [50, 65] are other aggregation structures proposed in the context of sensors-
to-sink communication in WSNs. However, they are not proposed in the context of aggregation of
information for correlated sensor data and are not efficient for the problem considered in this work.
5.3.2 Intelligent Aggregation in WSNs
There have been a couple of works that have been proposed to do explicit aggregation in the context
of sensor networks. [16, 17] propose a simplified information model and try to solve the problem of
aggregating correlated data with two simple heuristics. They consider a correlation model similar
to the one considered in this paper and propose two simple heuristics for a given correlation factor
(0< ρ < 1): (1) Leaves deletion heuristic: Starting from a SPT, each source node does a local search
to find a neighboring source node such that the cost of sending information first to the neighbor and
then to the sink is smaller than the cost of both nodes to send their information to a sink separately.
After a certain number of iterations, the resulting spanning tree is considered as a good approxima-
tion of the optimum minimum cost spanning tree; and (2)Balanced SPT/multiple traveling salesman
problem (TSP) tree: This solution is based on the assumption that the optimum solution should be
a combination of partial SPT, and partial TSP. They find the SPT for nodes within a certain distance
to the sink and successively add nodes to the tree such that the message cost is minimized. This is
a simple suboptimal nearest neighbor approximation of the multiple TSP. However, for both solu-
tions,a priori knowledge of location of sources is assumed. Furthermore, due to the computation
cost of tree construction, both approaches are more suitable for continues information collection
rather than a one-shot collection process.
[2] assumes a more generic cost functionf (x) givenx sources. Assuming thatf (x) is a concave
non-decreasing function andf (0) = 0, it argues that there exists an information collection structure
that is good for all canonical concave cost functionsf . For this sub-optimal solution, it shows that
the cost is at most1+ log(k) times the optimal cost, wherek is the number of sources. However,
this work does not identify or construct the optimal tree for a specific cost function. This algorithm
gives a good approximation for a large class of cost functions in the context of WSNs. However,
the algorithm is centralized in nature, and assumes the knowledge of the exact location of sources.
For this reason, this solution can only be useful for offline computation.
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[35] proposes a simple modification to the directed diffusion to come up with a structure that
encourages aggregation. Briefly, it uses a greedy incremental tree to greedily aggregate the infor-
mation from the different sources where the sources try to reach the aggregation tree that is already
constructed in the least number of hops. This is in stark contrast to directed diffusion, where the
gradients are set in the direction of the sink and aggregation happens only in a opportunistic fash-
ion. However, this approach is only a heuristic and does not guarantee any cost bounds in relation to
the optimal solution for the problem. Also, in pathological scenarios where sources are uniformly
distributed, the solution may not be able to aggregate efficiently.
5.3.3 Graph Theory Techniques
In [39], an information flow model is considered, where a single server sends a data item to a set of
clients requesting this data. The distribution and number of clients is not knowna priori. However,
each client in a network will choose to contact the server independently with some probabilitypi .
Using properties of concave cost functions, the authors prove that the optimal solution is a special
case of the Steiner minimum tree, which they call as a maybecast tree. A hub and spoke model is
proposed as an approximation of the optimal maybecast tree.The paper uses existing heuristics for
the Steiner minimum tree construction can be used to solve the problem of connecting the hubs to the
root with minimum cost. This approach is also centralized as the clustering and the determination
of hubs are all done in a centralized fashion. [94, 105] present a set of heuristics to approximate the
optimality of the Steiner minimum tree. However, these approaches are still centralized and cannot
be realized in the context of WSNs.
5.4 Design Goals and Key Idea
In this section, we present the design goals and key elements of a proposed upstream correlated data
aggregation scheme.
5.4.1 Problem Scopes and Goals
In real life, the correlation factorρ can be between 0 (no correlation among data) and 1 (perfect
correlation) depending on the location of data or semantics of query. To the best of our knowledge,
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a theoretically optimal solution for general data aggregation problem assuming correlation factor
between 0 and 1 has not been identified yet.
In the thesis, we limit the correlation factor to 1 when all data are perfectly correlated with each
other. As discussed before, the optimal solution is the Steiner minimum tree (SMT) known to be a
NP-hard problem[42].
Although there have been many previous works in [33] on the approximation of the SMT, those
schemes still require computational and communication overheads that WSNs cannot support. In
this thesis, we design an aggregation structure that approximate the optimal solution in a distributed
fashion with less amount of overhead than distributed approximation of the SMT.
The following are the key goals that the design of our proposed data aggregation strategy is
based on:
• Perfect Correlation:
As discussed, this thesis focuses on the aggregation problem assuming all data from sensors
are perfectly correlated. Therefore, the amount of aggregated data is equal to the amount of
original data before aggregation.
• Efficiency:
Since the energy conservation is the critical issue in WSNs, the goal of design is to minimize
the energy consumption at data aggregation. To minimize the energy consumption, it is better
to reduce redundancy among data while data are delivered. Therefore, the proposed scheme
will aggregate correlated data as soon as and as much as possible to reduce redundancy.
• Scalability:
In general, WSNs might have more than tens of thousands sensors. The proposed scheme
should be operated efficiently with reasonable amount of overhead linearly increasing to the
scale of WSNs.
• Decentralization:
Since using global information in a distributed environment such as a sensor network can in-
cur high overheads, the proposed scheme should use purely local information in its approach.
Then it will be operated in a decentralized fashion over large scale of WSNs.
124
• Loose Synchronization:
To minimize the cost of aggregation, most of theoretical solutions use tree structures, e.g., the
shortest path tree, the minimum spanning tree and the Steiner minimum tree. Although these
tree structures reduce the redundancy among data, they also requires synchronization among
nodes that transmit, aggregate or forward data. However, since the synchronization is also
one of hard problems in WSNs, the proposed scheme will relax the degree of synchronization
so that it can be operated without assumption of other synchronization algorithms.
• Mobility and Node Failures:
The dynamic change of network topology due to mobility and node failures makes aggre-
gation schemes in WSNs inefficient and even more out of service. Therefore, the proposed
scheme will address this problem by constructing a aggregation structure dynamically and
instantaneously.
5.4.2 Key Ideas
5.4.2.1 General Heuristics for Steiner minimum tree
Although there have been many research works on the approximation algorithms for the Steiner
minimum tree (SMT) which is the optimal solution in case of the perfect correlation case, most of
works assume centralized coordination which WSNs can hardly support. To approximate the SMT
solution in distributed environments, several heuristics have been investigated[33]:
• Shortest Path Heuristics
They start from any source and expand the tree until it spans all sources. This expansion is
typically based on the addition of the shortest paths between a source in the tree and another
source not yet in the tree[86].
• Tree Heuristics
Another class of heuristics is based on the idea of constructing a tree spanning all sources.
Usually a variant of the minimum spanning tree algorithm is used to obtain this initial tree.
Then various strategies to improve the initial tree can be applied[86].
• Vertex Heuristics
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The major difficulty when solving the Steiner minimum tree problem is to identify non-
sources that belong to the SMT in order to connect sources in the SMT. Once given, the
SMT can be found easily; it is a minimum spanning tree for the subnetwork induced by the
sources and selected non-sources. The general idea behind vertex heuristics is to identify
“good” non-sources.
5.4.2.2 Heuristics in GARUDA-UP
From the definition of the Steiner minimum tree (SMT), we need to find an additional set of nodes
that are not sources and inserted into the SMT in order to achieve the shortest connectivity. In graph
theory, this set is called “Steiner points”. Therefore, one of the above heuristics also tries to find
these Steiner points. However, since these Steiner points depend on the locations of sources, we
need to find the optimal set of Steiner points after we know the exact locations of sources. Again,
we are confronted with the same situation as that when we solve the minimum set cover problem
for the loss recovery server designation in Section 4.5.
Instead of solving the SMT problem of which optimal solutions are different to each other based
on given set of sources, we address it with the minimum dominating set (MDS) problem of which
optimal solution is not changed irrespective of given set of sources.
Assuming perfect correlation among all data, it is well known that the early aggregation around
sources is to reduce redundant data in tree structures. And we can utilize the above heuristic using
the MDS approach. Each node in MDS can work as a Steiner point if it has any neighboring sources
around it.
Furthermore, we already have the simple and decentralized solution, the core, for the MDS
problem in reliable downstream data delivery discussed in Chapter 4. One of major applications in
reliable downstream data delivery is a query dissemination that is tightly coupled with data gathering
problem. Therefore, after a query flooding constructs the core structure, data aggregation can use
the core to find the set of Steiner points which aggregate data from neighboring sources.
Then the data at some core nodes can be forwarded to its upstream core locating at inside core
band since the core structure has the shortest path information toward a sink. Eventually, all data
from core nodes will reach a sink through the shortest path that was constructed while a query was
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flooded.
Although there is a gap between the optimal solution of the Steiner minimum tree and the
approximated solution using the minimum dominating set, the proposed MDS approach can obtain
a promising result compared to other approximations that assume centralized coordination and high
computational complexity. In Section 5.5, we will discuss the optimality of the proposed scheme,
GARUDA-UP.
5.5 GARUDA-UP Design
In this section, we present a high level overview of the GARUDA-UP approach and the design
elements in detail. We also derive the message complexity of the proposed scheme and show that it
has a comparable order with the optimal solution. Only for the presentation, we assume a circular
network field withn sensor nodes randomly distributed in the field. We assume that each sensor
knows only the identification information of neighboring sensors without any global coordination.
By default, the location information of source nodes is not known and the information from all
sensor nodes is perfectly correlated to each other(ρ = 1).
5.5.1 Overview
There are three key elements in the design of the GARUDA-UP approach: (i) Designation of aggre-
gation nodes: approximate the minimum dominating set through the core construction procedure
discussed in Section 4.7, and guarantee that every node should know its aggregation node around
itself; (ii) Data gathering at each core node: first allows sources not in the core set to transmit data
based on the contention based scheduling; (iii) Aggregation among core nodes: next allows nodes
in the core set to transmit aggregated data from sources to any node in the inside core band so that
aggregated data can reach a sink eventually through the shortest path to a sink; and (iv) Synchro-
nization: bounds nodes in the core set to the time constraint based on band-id (the number of hops
from a sink) so that data between core nodes can be aggregated efficiently. We will describe the de-
tails of each of the elements and the rationale behind the realization of these elements in the sections
below.
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5.5.2 Construction of the Core Set
The purpose of constructing the core setC is to find the MDS of which size is minimum enough to
cover all nodes in setN in a network graphG = {N,E}. Since nodes in the MDS act as the Steiner
points to aggregate data, it is better to minimize the number|C|= nc of nodes in the MDS.
As mentioned before, GARUDA-UP uses the same procedure to construct the core set in order
to approximate the minimum dominating set in a network(see Section 4.7) without any overhead
of constructing the core structure for upstream correlated data delivery.
5.5.3 Aggregation at a Core Node
Once the core setC is determined by the instantaneous construction procedure, each non-core node
nci not in setC should know its core node at core bands or non-core at core bands. If a node does
not have any neighboring node at core bands, it declares itself as a leaf node which exceptionally
will send data up to a core node in a inner core band through the shortest path tree.
If a source node not in setC wants to transmit data, it sends data to a core node in setC or
a neighboring non-core node in core bands so that data can be aggregated at a core node in core
bands. Since a core node acts as a Steiner point, the MDS aggregates data with minimum number
of Steiner points so that early aggregation can reduce redundant data as early as possible.
5.5.4 Aggregation among Core Nodes
While constructing the core structure, GARUDA-UP also has the shortest path tree rooted at a sink.
Basically, every node in a network has its precedent node in the shortest path tree so that all data can
be forwarded toward a sink. Therefore, GARUDA-UP does not require any explicit routing scheme
that requires overhead to construct because it uses the shortest path tree, the by-product of a query
flooding.
After core nodes aggregate data from neighboring non-core nodes, they send aggregated data to
a core node in an inner core band through the shortest path tree. Instead of reaching a sink directly
from each core node, data will be forwarded to a core node at inner core band to prevent aggregated
data from selecting individual paths to a sink. Therefore, each core node transmits aggregated data
to another core node in inner core band through at most three hops.
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5.5.5 Synchronization
In general, data aggregation trees, e.g., the Steiner minimum tree, the shortest path tree and the
minimum spanning tree, require synchronization for data transmission between two nodes sharing
a link in a tree. Each node in a tree should not transmit data until it receives all data from all child
nodes. In practical systems, it is necessary to ensure that these nodes wait for an optimum delay
value to ensure perfect aggregation of the source data at the Steiner points. If a node waits for a
value less than this optimum delay, it will not be able to aggregate the data from all the sources
downstream of it. This will lead to inefficient aggregation and consequently increase the message
complexity of aggregation. Therefore, most of aggregation schemes require synchronization for
data transmission of all nodes in an aggregation tree.
GARUDA-UP, however, does not require the above tight synchronization that all nodes in a tree
should follow. Instead, GARUDA-UP needs a loose synchronization that only core nodes in a tree
should follow. The other non-core are not required to follow the loose synchronization since they
are located at leaf nodes of a tree. Practically, we can implement the loose synchronization between
two core nodes at different core bands by an easy way. For example, we can synchronize those two
core nodes with band-id (hop distance from a sink to a node). Core nodes with lower band-id wait
for longer time than other nodes with higher band-id.
5.5.6 Message Complexity
In this section, we derive the message complexity of the proposed scheme, GARUDA-UP, for the
case when there is perfect correlation (ρ = 1) among all data generated by sources.
Given a network graphG = {N,E}, we assume that there is a minimum dominating setC of
which size isnc. In worst case, allk sources are located at non-core nodes so that each source
should transmit its data at least one time. And all core nodes should transmit the aggregated data up
to another core node at an inner band by at most three transmissions because any pair of two core
nodes has a path consisting of at most two non-core nodes. Therefore, total message complexity is
as follows:
MC = k+3nc, (39)
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wherek is the number of sources andc is the cardinality of MDSC.
There are several upper bounds for the cost of the MDS as a function of the number of nodes
n. [5] proves thatnc ≤ n1+ln(DG+1)DG+1 , whereDG is the minimum degree of a network. However, to
the best of our knowledge, there is not known yet the upper bound for the cost of the MDS, which
is comparable to a logarithmic or square root function. Therefore, we will compare the message
complexity of GARUDA-UP with those of other two theoretical approaches, SPT and MST, using
extensive simulations in Section 5.7.
5.6 GARUDA-UP Framework
In this section, we will present the GARUDA-UP approach in detail and describe the functionalities
performed by the sink, sources and the core node acting as the Steiner point (We will use those two
terminologies, Steiner point and core node interchangeably in the rest of this Chapter.). Basically a
source can be one of non-core, core and leaf nodes based on constructed core structure.
For the data aggregation, GARUDA-UP uses two stages: (i) at stage 1, sources only at non-core
nodes including leaf nodes transmit data; and (ii) at stage 2, core nodes transmit data to another core
nodes. Those two stage will occur separately.
5.6.1 Core Construction
As proposed, GARUDA-UP uses the same core construction procedure of GARUDA except one
minor rule about core the solicitation message from non-core node in Section 4.7.2. Figure 49
shows the instant result for core construction by disseminating a query through a network. Basically,
all nodes can access a precedent in the shortest path tree rooted at a sink. Based on this core
structure, a node in a network should be one of core nodes, non-core nodes, or leaf nodes as follows:
• A core node is a node at a core band of which band-id2is 3i. Two core nodes in the same core
band should have at least two-hop distance between each other to reduce the total number of
core nodes. A core node also keeps the information of a precedent in the shortest path tree
2In the thesis, the band-id means the shortest hop distance from a sink to a node in a network.
130
     
     
     
     
     
     	

   
       
           
       
Figure 49: Instantaneous Core Construction in GARUDA-UP
root at a sink so that the core at3i band can transmit the data to another core node at inner
core3(i−1) band eventually.
• All nodes at non-core bands3i +1 or 3i−1 should be a non-core node. And some nodes at
core band3i might become a non-core node based on the core construction procedure. All
non-core nodes should access two nodes: its core node at3i b nd and its precedent in the
SPT, of which band-id is less than its band-id. Some non-core nodes at3i +1 or 3i−1 band
cannot have a neighboring core node at3i band. In this case, they can still access a core node
at3i band through its neighboring non-core node at3i band indirectly.
• For exceptional cases, some non-core nodes of which band-id is3i +2 cannot have any neigh-
boring nodes located at core band3i +3. These non-core nodes declare themselves as a leaf
node. Then they always transmit data to a precedent that is a non-core node at inner band
3i +1.
5.6.2 Stage 1: Original Data Transmission
We assume that all nodes know the start time of data transmission for each query.
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Figure 50: Stage 1: Original Data Transmission in GARUDA-UP
5.6.2.1 Non-core Nodes
If a non-core node at3i−1 or 3i +1 band is a source node, it will transmit data to its core at core
bands after a delayδnc3. If the receiving node at core band3i does not declare itself as a core node,
it will forward the data to its core node at the same core band3i. We use a contention-free medium
access control scheme to coordinate all non-core sources around a core node based on the number
of non-core nodes around the core node. In Figure 50, all non-core nodes, white circles, send data
to core nodes, gray circles. Between different groups around each core node, we don’t need to
consider scheduling because they are separated with each other at least two-hop distance.
5.6.2.2 Leaf Nodes
If a leaf node at3i+2 band is a source node, it will transmit data immediately to its neighboring non-
core node at3i + 1 bands so that the neighboring non-core node can receive the data successfully
before it sends its own data. In Figure 50, leaf nodes at band 5, checked circles, send data to
3The delayδnc is set based on the maximum number of leaf nodes around a non-core node so that leaf nodes can
transmit data successfully to a non-core node withinδnc.
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Figure 51: Stage 2: Aggregated Data Transmission in GARUDA-UP
non-core nodes at band 4.
5.6.2.3 Core Nodes
If a core node at core bands is not a source node, it does not need to transmit data unless it receives
any data from its non-core nodes or core nodes at outer core band. Although the core node has data
to send, it will wait for a timeδc4 so that it can wait and aggregate its own data with incoming data
from other core nodes that are located at outer bands.
5.6.3 Stage 2: Aggregated Data Transmission
After stage 1, we assume that all data from non-core nodes are received by core nodes and ag-
gregated with other data. The remaining procedure is to deliver the aggregated data to a sink. To
deliver these aggregated data, GARUDA-UP uses the shortest path tree that was constructed during
the corresponding query flooding. Figure 51 shows delivery paths between core nodes at different
core bands. Compared to the original shortest path tree, the paths have some differences. Instead
of reaching a sink directly using the SPT, it is better to reach another core node at inner band since
4The delayδc is set inverse proportionally to the band-id.
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it can reduce redundancy among other aggregated data. Whenever a non-core node at core bands
receives aggregated data from other core nodes at outer bands, it will forward them to its core node
at the same core band.
5.6.4 Other Considerations
Since wireless sensor networks have constraints: scarce energy and frequent node failures, etc, the
proposed scheme needs to address these constraints. Especially, GARUDA-UP tackles the unbal-
anced energy consumption by proposing a load balancing method and a node-failures problem by
proposing a backup mechanism.
5.6.4.1 Load Balancing
A load balancing scheme is important to ensure that the resources of all non-source nodes are
utilized to roughly the same extent over a period of time. This is done by making sure that the
same set of Steiner nodes are not selected for multiple queries sent by the sink. In GARUDA-UP,
nodes at core band3i can consume more amount of energy than other nodes at non-core bands
3i + 1 or 3i + 2 because some of them should be selected as core nodes which should act as an
aggregating point as well as a source. To solve this load balancing problem, GARUDA-UP uses a
method to shift the bands during the construction of core structure. Instead of selecting core nodes
at 3i bands, GARUDA-UP can select them at3i +1 or 3i +2 bands by shifting the core band. The
other non-core nodes will be selected at one-hop inner nodes and one-hop outer band around the
shifted core bands. The remaining procedure will be same. Therefore, GARUDA-UP can balance
the load through other bands with this shifting method.
5.6.4.2 Node Failures
We discuss the impact of node failures on the correctness and optimality of the proposed scheme.
Basically, since each query constructs a new core structure through flooding, node-failures before
query flooding are discarded in this consideration. We consider node failures after core construction
at all possible sensor nodes:
• If a non-core node at3i−1 or 3i +1 fails, and it is one of nodes in a path between two core
nodes, then a core node at outer core band cannot reach another core node at inner core band.
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Since all data are transmitted through a unicast communication between nodes, a sender node
can detect the non-core node’s failure. In this failure, the sender will broadcast a solicitation
message only to one-hop neighbors at inner band. If any non-core replies to this message, the
sender finds an alternative path to inner core bands.
• If a non-core node at3i band fails, and it is one of nodes in a path between two core nodes,
then the above problem can happen. If a sender at3i + 1 in a path detects the non-core’s
failure, it also broadcast a solicitation message to one-hop neighbors at inner band3i. And
the remaining procedure is the same to the above procedure.
• If a core node at3i band fails, and any sender tries to transmit data to the failed core, it can
detect the core’s failure. In this case, the sender will broadcast a solicitation message for core
to one-hop neighbors in the same core band3i. If any node at3i band replies to this message
and declares itself as a new core. Then the other non-core nodes around the new core node
will update their core information. Especially, the node that was dominated to the failed core
node will have high priority for reply with shorter delay to respond.
5.7 Performance Evaluation
This section evaluates the performance of the GARUDA-UP approach that uses a decentralized and
simple scheme under different network configurations. To do the evaluation systematically, we com-
pare it with two schemes: the shortest path tree (SPT) constructed in a decentralized fashion and the
minimum spanning tree (MST) constructed in a centralized fashion with high computational com-
plexity. We vary the node density, source density, source distribution; and compare the performance
of the three schemes.
5.7.1 Simulation Environments
• We assume a typical one-shot query-response model in sensor networks. In this model, a sink
broadcasts a query to the entire network and sensors that have corresponding information
will reply with one message. Notice that GARUDA-UP is also applicable for continuous
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query-response model, but one-shot model is where we get the best improvement over other
existing approaches, therefore we will concentrate on this model in our simulation. In terms
of message size, we assume that every source sends one message of the same size, but the
specific length of the message does not matter.
• We use a discrete event simulator for all evaluations. And the simulation topologies are largely
similar to that used in general sensor networks: 2000 to 8000 nodes uniformly distributed
within a circular field of radius 400m. The number of sources that generate messages for one






2 of the total number of nodes in the network.
• We compare GARUDA-UP with SPT since most of the current routing protocols in the con-
text of WSNs such as Directed Diffusion and GPSR try to approximate the message complex-
ity of SPT. And we are interested in how GARUDA-UP performs better compared with the
centralized algorithm. We also compare it with MST, which represents the optimal solution in
the target environment. Ideally, we should have compared it with the Steiner minimum tree.
But as we mentioned before, the computation overhead is very high, especially we are con-
sidering thousands of nodes, the time it takes to generate even one sample is prohibitive. For
this reason, we use MST to approximate Steiner Tree performance which has the same mes-
sage complexity order (O(
√
k)) and a competitive cost ratio of less than12 as that of Steiner
minimum tree, but a much less computation cost. We generate SPT with Dijkstra’s algorithm,
and MST with Prim’s algorithm.
• We evaluate the GARUDA-UP approach using message complexity that is equal to the total
cost of data aggregation. For message complexity, we measure the total number of transmis-
sions required for all responses to reach the sink.
• To focus on the comparison of aggregation efficiency of different structures, we assume a
perfect Media Access Control (MAC) layer that avoids collisions for all approaches.
• All the simulation results are derived after averaging results over 10 random seeds and are
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(b) Number of Sourcesk = n6
Figure 52: Performance Comparison among SPT, MST, and GARUDA-UP for Varying Number of
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(b) Number of Sourcesk = n2
Figure 53: Performance Comparison among SPT, MST, and GARUDA-UP for Varying Number of
Nodes and Fixing the Ratio of Number of Nodes to that of Sources to 4 and 2
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5.7.2 Different Node Densities
We first compare the performance of the decentralized GARUDA-UP with those of the SPT and the
MST. In this scenario, we assume that data from all sources are correlated perfectly (ρ = 1).
Figure 52 and Figure 53 show the cost of three schemes as a function of number of nodes for
different number of sourcesk. In these simulations, we choose the total number of nodesn as 2000,






2, respectively. To compare
the efficiency of those three schemes, we measure the message complexity, the number of total
transmission during aggregation for different schemes.
It can be seen that GARUDA-UP outperforms the SPT scheme under all situations. From the
results, we can observe that GARUDA-UP reduces the message complexity from 16% to 35% com-
pared with the SPT with small amount of overhead for constructing the core structure without cen-
tralized coordination. Although the MST uses the centralized coordination with high computational
complexity, it only can reduce the message complexity from 22% to 50% compared with the SPT.
Therefore, from the simulation results, we can say that GARUDA-UP is a good decentralized ap-
proximation to the MST.
We can also see that the cost of the SPT increases faster than that of the GARUDA-UP ap-
proach as the number of nodes increases. This is expected since more number of nodes reduce
the efficiency of aggregation in the SPT as the paths chosen by different sources are less likely to
overlap. Therefore, GARUDA-UP can be considered as a more scalable decentralized approach as
the number of nodes increases. Furthermore, it is observed that the difference between two schemes
increases as the ratio of the number of sources to the number of nodes,kn, decreases because more
number of sources increase the probability of aggregation for the SPT. As the ratiokn goes to 1,
message complexities of three schemes converge inton transmissions.
5.7.3 Different Source Densities
In Figure 54 and Figure 55, we compare the cost of three schemes: SPT, MST and GARUDA-
UP, as a function of number of sourcesk for different number of nodesn. We also can see that
GARUDA-UP still outperforms the SPT and approaches the MST. Based on our analysis of the
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(b) Number of Nodesn = 6000
Figure 54: Performance Comparison among SPT, MST, and GARUDA-UP for Varying Number of
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(b) Number of Nodesn = 2000
Figure 55: Performance Comparison among SPT, MST, and GARUDA-UP for Varying Number of







































































Figure 56: Percentage Ratio of the Number of Core Nodes to the Number of Nodes in GARUDA-
UP Simulations
to increase up to a certaink and converge to 0 ask→ n. Figure 54 and Figure 55 show that the
maximum difference occurs whenk = n4. When k is larger than
n
4 and approachesn, the costs of
both schemes will converge ton because each node aggregates all the downstream data and transmits
exactly once.
5.7.4 Number of Core Nodes
To analyze the reasons of GARUDA-UP’s outperforming the SPT and approximating to the MST,
we observe the number of core nodes of GARUDA-UP. Among two parameters on GARUDA-UP’s
message complexity: the number of source nodesk and the number of core nodesnc, the number
of core nodesnc is the only parameter that changes the message complexity of GARUDA-UP since
k is a given value. Figure 56 shows the number of core nodes selected in simulations varying the
number of nodesn from 2000 to 8000. It shows that the percentage ratio ofnck is below 2% over all
scenarios from 2,000 to 8,000 nodes and less than the number of sourcesk. In the simulations, we
assume that the number of sources is larger than 10% of nodes. Therefore, in message complexity of
GARUDA-UP, a dominating factor is the number of sourcesk of which message complexity order
is lower than the order of the SPT,O(min(k
√
n,n)) (see Section 5.2).
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5.8 Summary
In this section we compare the proposed GARUDA-UP scheme with the decentralized SPT and
the centralized MST schemes. Simulation results indicate that GARUDA-UP outperforms the SPT
substantially in terms of delivery cost for all environments. The cardinal reason for GARUDA-UP’s
superior performance over that of the SPT is because GARUDA-UP approximates the MST using




This thesis has addressed the energy efficiency in wireless sensor networks at three different lay-
ers: (i) topology control layer that decides transmission power level to construct efficient network
topology in terms of energy consumption as well as throughput performance; (ii) downstream data
delivery that brings loss-sensitive data to areas of interest reliably and efficiently in terms of la-
tency and energy consumption; and (iii) upstream correlated data delivery that gathers redundant
information with minimum energy consumption in terms of data transmission.
6.1 Contributions
Topology Control:
• Investigated the optimal topology in terms of energy consumption and throughput; and veri-
fied that the static topology control using minimum transmission power cannot always maxi-
mize the throughput per unit energy under all kinds of environment in typical wireless sensor
networks through extensive simulations.
• Presented a theoretical throughput model representing the relationship between throughput
and transmission power to motivate an adaptive topology control scheme based on different
environments, e.g., traffic load and node density.
• Proposed three adaptive topology control schemes: (i) ATC-CP which synchronizes all nodes
to use a common power to support symmetric MAC and routing algorithms; (ii) ATC-IP
which allows each node to use an individual power to eliminate coordination overheads; and
(iii) ATC-MS which harmonizes transmission power of nodes within local areas to adapt
power to the optimal power in the area with the minimum coordination overhead.
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• Compared the performance of three adaptive topology control schemes with the static topol-
ogy control schemes using minimum and maximum transmission powers; and showed that
ATC-MS outperforms the others.
Reliable Downstream Data Delivery:
• Motivated the reliability of downstream data delivery through simulations and identified dif-
ferent delivery semantics
• Formulated the reliable data delivery problem theoretically using the minimum set cover prob-
lem and transformed it to the minimum dominating set (MDS) problem for a practical and
feasible standpoint.
• Proposed GARUDA-DN consisting of (i) the core to approximate the MDS; (ii) WFP pulses
to tackle a new challenge, lost-all-packet problem; (iii) two-phase recovery to reduce possi-
bility of collision as well as utilize the broadcast nature of wireless networks; and (iv) A-map
to prevent error propagation.
• Evaluated performance of GARUDA-DN with other previous schemes; and showed that
GARUDA-DN performs substantially better both in terms of latency and the number of re-
transmissions.
• Extended GARUDA-DN to support different delivery semantics; and showed the feasibility
of the solution through extensive simulations.
Upstream Correlated Data Aggregation:
• Formulated the perfectly correlated data aggregation problem for upstream data traffic using
the Steiner minimum tree (SMT) and showed the upper bound for message complexity.
• Proposed a decentralized and simple aggregation scheme, GARUDA-UP, integrating the short-
est path tree (SPT) and the minimum dominating set to approximate the optimal solution, the
SMT.
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• Compared performance of the GARUDA-UP approach with the SPT and the SMT through
simulations; showed that GARUDA-UP outperforms the SPT and closely approaches the
centralized approximation of the SMT with less computational complexity and without global
coordination.
6.2 Future Works
There are two main directions that one can extend this work in the future. The first is to improve
the proposed scheme, GARUDA-UP, using heuristics to approach the Steiner tree closely. For
example, in addition to the shortest path tree and the minimum dominating set, one can exploit the
characteristics of the minimum spanning tree or minimum set cover with small amount of overhead
and distributed coordination.
The other way is to find an optimal solution for the upstream data aggregation problem assum-
ing correlation factor between 0 and 1; and then design an approximation solution for the general
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