Utilizing an integral representation of smooth functions of d variables proved using properties of delta and Heaviside distributions we estimate variation with respect to half-spaces in terms of \ ows through hyperplanes". Consequently we obtain conditions which guarantee L 2 approximation error rate of order O( 1 p n ) b y one-hidden-layer networks with n sigmoidal perceptrons.
Introduction
Approximating functions from R d to R m by feedforward neural networks has been widely studied in recent y ears, and the existence of an arbitrarily close approximation, for any c o n tinuous or L p function de ned on a d-dimensional box, has been proven for one-hidden-layer networks with perceptron or radial-basis-function units with quite general activation functions (see, e.g. Mhaskar 
and Micchelli 14], Park and Sandberg 15]).
However, estimates of the number of hidden units that guarantee a given accuracy of an approximation are less understood. Most upper estimates grow exponentially with the number of input units, i.e. with the numberd of input variables of the function f to be approximated (e.g., Mhaskar and Micchelli 14] , K urkov a 12]). A general result by deVore et al . 7] con rms that there is no hope for a better estimate when the class of multivariable functions being approximated is de ned in terms of the bounds of partial derivatives. But in applications, functions of hu n d r e d s o f v ariables are approximated su ciently well by neural networks with only moderately many hidden units (e.g., Sejnowski and Yuhas 18] ).
Jones 10] introduced a recursive construction of approximants with \dimension-independent" rates of convergence to elements in convex closures of bounded subsets of a Hilbert space and together with Barron proposed to apply it to the space of functions achievable by a one-hidden-layer neural network. Applying Jones' estimate Barron 1] showed that it is possible to approximate any function satisfying a certain condition on its Fourier transform within L 2 error of O( 1 p n ) b y a n e t work whose hidden layer contains n perceptrons with a sigmoidal activation function.
Using a probabilistic argument Barron 2] extended Jones' estimate also to supremum norm. His estimate holds for functions in the convex uniform closure of the set of characteristic functions of half-spaces multiplied by a real number less than or equal to B. He called the in mum of such B the variation with respect to half-spaces and noted that it could be de ned for any class of characteristic functions.
In this paper, we prove t wo main results which are complementary. The rst (3.2) bounds variation with respect to half-spaces for functions represented by a \neural network with a continuum of Heaviside perceptrons". Our second result (4.1) gives such a representation with output weights corresponding to ows orthogonal to hyperplanes determined by the input weights and biases. As a result, we s h o w that the variation with respect to half spaces of a su ciently smooth, compactly supported function f de ned on R d , for d odd, is bounded above b y a constant o f o r d e r O (2 ) 1;d times the integral over parameters of all perceptrons of an integrand which is the absolute value of the integral of the d-th directional derivative o f f over the cozero hyperplane of the a ne functions determined by perceptron parameters (weight v ector and bias). So variation with respect to half-spaces is bounded above b y the supremum of absolute values of integrals of directional derivatives of order d over orthogonal hyperplanes multiplied b y a d-dimensional volume. For single variable functions our bound is identical with a well-known bound on total variation, which in the 1-dimensional case is the same as variation with respect to half-spaces.
Consequently, f o r d odd and f a compactly supported, real-valued function on R d
with continuous partial derivatives of order d, w e can guarantee approximations for L 2 -norm with error rate at most O( 1 p n ) b y one-hidden-layer networks with n sigmoidal perceptrons for any bounded sigmoidal activation function.
Our proof is based on properties of the Heaviside and delta distributions. We also use a representation of the d-dimensional delta distribution as an integral over the unit sphere in R d that is valid only for d odd. To obtain a representation for all positive integers d, one could extend functions f de ned on R d to R d+1 by composition with a projection.
The remainder of the paper is organized as follows: Section 2 investigates functions in the convex closures of parameterized families of continuous functions and integral representations. Section 3 considers variation with respect to half-spaces, while section 4 g i v es an integral representation theorem and its consequence for a bound on variation. Section 5 is about rates of approximation and dimension independence. Section 6 is a brief discussion, while the proofs are given in section 7.
Approximation of functions in convex closures
Let R, N denote the set of real and natural numbers, respectively.
Recall that a convex combination of elements s 1 : : : s m (m 2 N ) in a linear space is a sum of the form P m i=1 a i s i , where the a i are all non-negative a n d
A subset of a vector space is convex if it contains every convex combination of its elements we denote the set of all convex combinations of elements of X by conv(X), which is clearly a convex set, and call it the convex hull of X. For any topological space X with a topology , w e write cl (A) for the closure of a subset A of X (smallest closed subset containing A). So cl C denotes the closure in the topology of uniform convergence and cl Lp the closure with respect to L p -topology. Closure of the convex hull is called the convex closure. F or a function f : X ! R the support of f denoted by supp(f) is de ned by supp(f) = cl fx 2 X f(x) 6 = 0 g. F or f : X ! R and A X, fj A denotes the restriction of f to A when it is clear from context, we omit the subscript.
Jones 10] estimated rates of approximation of functions from convex closures of bounded subsets of a Hilbert space. The following is a slight reformulation of his result. So for functions computable by perceptron networks with a \continuum" of hidden units, we can nd a suitable bound B for Jones' theorem by taking B = Let J R d and let F(J) be a set of functions from J to R and be a topology on
and call V (f J) t h e variation of f on J with respect to half-spaces and topology . For f : R d ! R , i f fj J 2 F (J), then we write V (f J) instead of V (fj J J ).
It is easy to verify that when the topology is induced by a norm, this in mum is achieved, i.e., f 2 cl (conv(E d (# V (f J) J )))g. Also, for every f g 2 F (J), V (f +g J) V (f J) + V (g J) a n d f o r e v ery a 2 R , V (af J) = jajV (f J). In particular, V (f + c J) = V (f J) + c for every constant c.
Let
Recall that for a function f : R ! R a n d a n i n terval s t] R total variation of f on s t] denoted by T(f s t]) is de ned by T(f s t]) = supf P k i=1 jf(t i+1 ); f(t i )j s = t 1 <: : :<t k = t k 2 N g (see e.g. 13]). For functions of one variable satisfying f(s) = 0, the concept of total variation on s t] coincides with the concept of variation with respect to half-spaces (half-lines) and the topology of uniform convergence, since T(f s t]) = V (f C s t]) (see Barron 2] , also Darken et al. 5, Theorem 6]).
When generalizing to functions of several variables, there is no unique way to extend the notion of total variation since we lose the linear ordering property. O n e w ell-known method divides d-dimensional cubes into boxes with faces parallel to the coordinate hyperplanes. One de nes T(f J) = supf 
