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This paper is concerned with a general approach for sequential estimation for dependent observa- 
tions, and an application to a non-standard first order autoregressive process having Weibull 
errors. The natural estimator of the autoregressive parameter when the errors are non-negative 
turns out to be an extreme value estimator. The least squares estimator serves as an alternative 
to the extreme value estimator. For fully sequential sampling schemes, the asymptotic risk accuracy 
of the extreme value estimator and the least squares estimator are established. Furthermore, when 
the errors are exponentially distributed it is shown that (asymptotically) the expected sample size 
corresponding to the extreme value estimator differs from the best fixed sample size (in absolute 
value) by at most 1 unit. Finally, the efficiencies of the two competing sequential estimators are 
computed for different values of the index of the Weibull distribution. 
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1. Introduction 
The problem of sequential estimation of a parameter in a model involving indepen- 
dent and identically distributed observations was originally considered by Robbins 
(1959) and Chow and Robbins (1965). The recent monograph of Woodroofe (1982) 
gives an excellent review of the subject and provides an overview of the current 
state of the art in this area. Application of the sequential estimation method to 
dependent observations provides a relatively new direction of research. The mono- 
graph of Basawa and Prakasa Rao (1980, Chapter 12) contains an account of some 
early work. A more recent account can be found in Sorensen (1986) who deals with 
the exponential families. Sriram (1987, 1988) investigated the problem of sequential 
estimation of the parameters in a first order autoregressive process. Basawa and 
Becker (1983) discuss sequential inference for Markov branching processes, and 
Basawa and Prabhu (1988) study sequential estimation for queuing systems. 
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This paper is concerned with a general approach for sequential estimation for 
dependent observations, and an application to a non-standard first order autoregress- 
ive process having Weibull errors. The natural estimator of the autoregressive 
parameter when the errors are non-negative turns out to be an extreme value 
estimator. The least squares estimator serves as an alternative to the extreme value 
estimator. It is of interest to compare the sequential estimators based on the least 
squares and the extreme value theory. 
The rest of the paper is organized as follows. In Section 2 we describe the general 
framework and motivate the problem of sequential point estimation of a parameter 
of interest. Further, under some broad assumptions, we establish the asymptotic 
risk accuracy (defined below) of a sequential point estimator. Section 3 is concerned 
with the comparison of any two sequential point estimators. In Section 4 the 
applications of the general results to the sequential point estimation of the 
autoregressive parameter in a first-order autoregressive process having Weibull errors 
is considered. In this section, an extreme value estimator and a least squares estimator 
of the autoregressive parameter are introduced. The asymptotic risk accuracy of the 
randomly stopped extreme value estimator and the least squares estimator, and a 
second order asymptotic property of the expected stopping time corresponding to 
the extreme value estimator are stated in Section 4 as Theorems 4.3 and 4.4, 
respectively. The efficiency of the two sequential estimators are also computed for 
different values of the index of the Weibull distribution. The proofs are given in 
Section 5. 
2. General framework 
Let X = {X,, X,, . . .} denote a sequence of possibly dependent, and not necessarily 
identically distributed random variables, defined on a probability space (E, 9, P,), 
0~ 0 c lRk, where R is assumed to be an open set. Suppose the sample vector 
X(n)=(X,, X,, . . . , X,) is defined on a corresponding probability space 
(En”,, %,,, P,,,). Let 6, be an estimator of 13 based on X(n). Consider a loss function 
I : Rk + Rf = [0, co) defined by 
1(6, - 0) = (6, - f3)‘(8, - l9) (2.1) 
where T denotes transpose. Assume that the sequence of estimators (8,) possesses 
a limit distribution specified by 
d 
nP(8,-O)-+ Y(0) for some p>O as n+a, (2.2) 
where the limiting random variable Y( 0) is assumed to be continuous with distribu- 
tion function G,. Suppose we can show the uniform integrability of the sequence 
{QnP(% - O)), n 2 1) and denote the risk function R( 8, 6,) = E/(6, - 0), then we 
find under the squared error loss (2.1) that 
R(e,6,)=n-2PA(e)+0(f2P) as n+co, (2.3) 
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where A(0) = El( Y( 19)) = CF=, EYf(0). It is assumed that EY;( IV) < ~0 for each 
i-1,2,..., k, where Y,( 0) denotes the ith component of Y( 13). 
Suppose that our goal is to estimate 8 such that 
for some prescribed value u > 0. Let n,( 8, 6) denote the smallest integer n such that 
R(B, S,,)G U. From (2.3) one finds that 
n,,(B, s)=={u-‘A(e)}“‘” (2.4) 
with corresponding minimum risk R( 8, S,,“) = u. Here cy, = p,, means that a,/PI, + 1 
as u + 0. In practice, we will take n,,( 8, 6) to be one of the two integers closest to 
{ up’A( 0))“‘“. We shall abb reviate n,( 8, 6) by n,, Note that n, is the smallest fixed 
sample size required to ensure the prescribed precision of the estimator 6,. Since 
the smallest fixed sample size in (2.4) depends on the unknown parameter 0 it 
cannot be used directly. One may define a stopping time N, in analogy with n,,, by 
N =inf{n 2 m,: n 2 [u-‘A(&)]“‘“}, (2.5) 
where m,, is an initial sample size that may depend on u. The choice of m, will be 
discussed later on. Note that n 3 m, in (2.5) is the usual condition imposed to avoid 
stopping too soon. If 6, is a strongly consistent estimator of 8, then it follows from 
(2.5) that N (00 a.s. and N -+ cc as u + 0. This and the strong consistency of 6, 
implies that ~5~ + 0 as. as u+O. From (2.5) it follows that 
[K’A(S,)]“*“C N~[~~‘A(i3~_~)]“~~+rn,. (2.6) 
Now, suppose we assume that A(0) is a continuous function of 8. Then from the 
above arguments and (2.6) we get 
N/n,+ 1 a.s. as u+O, (2.7) 
provided m, is chosen so that m,/ no+ 0 as u + 0. If we assume that { nB (6, - O), n 2 1) 
is uniformly continuous in probability (see Definition 1 below) then one can 
conclude, via Anscombe’s Theorem (Anscombe, 1952) and from (2.2) and (2.7) that 
N@(S,-8): y(e) as u-+0. (2.8) 
This result states that (2.2) continues to hold when n is replaced by the stopping 
time N. The key first order efficiency result here is to show that the risk of the 
sequential procedure 6, defined by 
R(e, s,) = i E(s, - e,)’ 
j=l 
(2.9) 
is close to R(e, 8,,J, as u + 0. More precisely, the estimator 8, is said to be 
‘asymptotically risk accurate’ if 
R(0, S,)/R(O, 6,,,,)+ 1 as u+O. (2.10) 
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Another measure of closeness of the risks R(B, 6,) and R( 8, 6,,) is known as the 
‘regret’ defined by R( 8, 6,) - R( 0, 6,J. A more refined (and often intricate) work 
will involve a second order expansion of the regret in terms of the powers of U, for 
small U. See for example Woodroofe (1977) for the estimation of the mean of a 
normal population and Martinsek (1983) for the estimation of the mean of observa- 
tions from an unknown distribution. In this paper we study the first order result 
defined in (2.10), and also investigate the behavior of the stopping time N. Our 
main conclusion regarding N is that E(( N/n,) - II+ 0 as u + 0. Moreover, we also 
study the second order behavior of N in our main example (see (4.12)). In other 
words, we also study the rate at which n,‘EN converges to 1. 
The following theorem summarizes the key assumptions made above and gives 
sufficient conditions for (2.10) to hold. Before we state the theorem we shall give a 
definition. 
Definition 2.1. A sequence {Y,,, n 3 1) of random vectors is said to be uniformly 
continuous in probability (u.c.i.p.) if for every F > 0 there exists A > 0 for which 
P 1 n-m /I Y,+.j - Yn II >E <F for all nZ1. “*:;I: n* 1 (2.11) 
If (2.11) holds for all large n and for a given A then it holds for all n 2 1 for 
possibly a smaller A. Here )I Yj/ = (I:=, Yf)“‘. 
Theorem 2.1. Suppose {S,, n 3 l} is a strongly consistent sequence of estimators of 0 
such that (2.2) holds, with EYT( f?) Y( f3) < ~0. Suppose also that: 
(Cl) {nP(& - f3), n 2 l} is u.c.i.p.; 
(C2) for each j = 1,2, . . , k, 
In 2pp (6,, - oj)*p, n 2 M} is uniformly integrable (u.i.) 
for some p > 1 + (Zp)-’ and M 3 1; and 
(C3) A(0) de$ned in (2.3) is continuous in 8. 
Assume further that: 
(C4) for the stopping time N dejined in (2.5) and n, in (2.4), 
forsomeO<e<l andu,<l. 
Then for m, in (2.5) such that u~“*~(‘+‘) G 171, =o(um”2p) for some 77 E 
(0, [2p(p - 1) - 1]/2/3) we have 
EIN/n,-11-+0 (2.12) 
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and 
6, is asymptotically risk accurate 
as u+O. 
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(2.13) 
Let n,=[n,(l-F)], nz=[n,(l+e)], A={n,<N<n,}, B={Ncn,} and D= 
{N 2 nz}. Also, IF and F denote indicator and complement of a set F, respectively. 
Proof of Theorem 2.1. It was already shown that (2.2) and (C2) yield (2.3), and the 
continuity of A(0) yields N/n,+ 1 a.s. as u + 0 (See (2.6) and (2.7)). The following 
rate of convergence of the tail behavior of N will be heavily used to obtain (2.12) 
and (2.13). Now, 
P{ N s n,}~ P{[u-‘A(&)]“‘” s n for some m, i n G n,} 
s P(A(6,) s ur~:~ for some m, s n s n,} 
s K, If 
n p2Pci 
,I = m,, 
= O( m,(2PB~l)) 
= O(u (zppll(~p+z~,~’ ) as u+O, (2.14) 
where the last inequality was obtained using (C3) and P{ 116, - 01]> A} = 0( n-2”P) 
as n + 00, which follows from (C2). Similar but simpler arguments yield 
C P{N>~}=O(U’~~“~~)‘~~) as u+O. (2.15) 
n--2*> 
As for (2.12), observe that (N/n,,-l))sl, where x =max{-x,0} for any real 
x. Therefore, by the dominated convergence theorem and (2.7), 
E(N/n,-l))+O as u+O. (2.16) 
Moreover, since (N/no - l)‘I, = 0 we have 
E(N/n,-l)+=E(N/n,-l)+~~+n,‘E(N-n,)+++n,’(n,-n,)P(D) 
G2e+o(l) as u+O, 
by (2.15). Since F is arbitrary (2.12) follows. As for the asymptotic risk accuracy of 
SN write 
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Now, by the Holder inequality, (C2) and (2.14) we have 
i u-‘E(6, - O;)‘I, s u-’ i E max (IS,, - O,)‘I, 
,=I ,=I ml,,:-n-=n, 
s u-’ ; E’/P max (CT,, - 0j)2pP”y( B) 
,‘I m,,an=nl 
=0(l) as u+O, (2.17) 
where we used q-’ = (p-l)/pandthat 77~(0,[2p(p-I)--1]/2P).Asimilarargu- 
ment uses (2.15) to get 
i u?E(&,, - 0,)‘I,=o(l) as u-+0. (2.18) 
,=I 
We already observed that (2.2), (Cl) and (2.7) yields (2.8). From this and (C4) 
it follows that 
u-’ ; E(aN, - O,)‘I,+ 1 as u+O. (2.19) 
,=I 
The asymptotic risk accuracy now follows from (2.17), (2.18) and (2.19). Hence the 
Theorem. 0 
Remarks. (i) In regular problems, the limiting random variable Y(0) in (2.2) is 
typically normal and p = $. Most of the current theory and applications in sequential 
estimation are concerned with the asymptotically normal estimators. In non-regular 
problems, p is not necessarily equal to 4 and Y( 0) need not be normal. For example, 
suppose that independent observations X, , X2, . . . , X, are drawn from a location- 
scale exponential distribution with density f(x) = 7-l eP’x--H”v, x 2 0 and y > 0. 
Suppose we wish to estimate ‘3 by Xc,,,n = min,,,,, X,. In this case, it is easy to see 
that n(X,,‘,,, - 0) is an exponential random variable with mean y. Here p = 1 and 
the limiting random variable is exponential. The application discussed in Sections 
4 and 5 illustrates a similar non-regular case for dependent observations. 
(ii) As stated earlier, condition (Cl) is a technical condition needed for an 
application of Anscombe’s (1952) theorem in order to deduce (2.8) from (2.2) and 
(2.7). An alternative approach is via a Reyni mixing condition (see, e.g., Billingsley, 
1968, p. 143). 
(iii) The verification of condition (C2) is not always straightforward, especially 
when dealing with dependent observations and nonregular models. See, for instance, 
Sriram (1988). Also see Sections 4 and 5 for the verification of (C2) in both regular 
and non-regular cases, when the underlying observations are dependent. Even in 
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the independent situation, if the structure of the estimator 6, is non-standard then 
also the verification of (C2) becomes difficult. See, for instance, Ghosh and Sen 
(1981) and JureEkova and Sen (1982). For most practical purposes one may arrive 
at (2.3) by considering a modified loss function 
cx& - 0) = 1 (I!$-0)‘(6,-0) if (6,,-8)T(S,-8)~hn-2”, hn-z” if (6, - O)‘( 6, - 0) > hnp2”, (2.20) 
where h > 0 is some fixed number. Since {n”“rz(& - 0), n 2 l} is a sequence of 
bounded random variables, (2.2) and the bounded convergence theorem give 
lim lim n2PE[l~(6,-O)]=A(0), 
h-m n-x 
and hence (2.3) follows. The modified loss function in (2.20) thus avoids the necessity 
to verify the uniform integrability condition. 
(iv) The condition (C4) states that u-’ c:=, (6, - 0,)” is uniformly integrable 
for sufficiently small u, in the neighborhood of n,, . This type of assumption is needed 
to ensure the result in (2.19). The verification of (C4) often depends on the form 
of the estimator 6,. When each a,,, is the sample mean of i.i.d. observations it is 
possible to verify (C4) using Lemma 5 of Chow and Yu (1981). However, when the 
estimators are of a non-standard type then one heavily relies on other properties 
of the estimator such as martingale or reverse martingale properties and uses maxima1 
inequalities to verify (C4). See, for example, Ghosh and Sen (1981), JureEkovi and 
Sen (1982) and Sriram (1987, 1988). 
(v) In many problems n, depends on one or more nuisance parameters 4 rather 
than on the parameter of interest. See for instance the references for the estimation 
of the mean of i.i.d. observations given earlier and the references in (iii). In some 
instances, one may be able to establish the independence of En and 6, where G,, 
is a strongly consistent estimator of 4. This implies the independence of N and 
SN, which can be used to express the associated regret in terms of the moments of 
N. See, for example, Woodroofe (1982, Chapter 10). A similar phenomenon occurs 
when X,,X, ,..., are independent observations drawn from a location-scale 
exponential distribution discussed in (i). Here, suppose we wish to estimate 0 by 
Xc,,,B subject to the squared error loss (Xc,,,n - 0)‘. Then R(0, Xc,,,n) = 2y2nP2. 
Therefore, the smallest integer n, such that the risk is less than or equal to u is 
given by 
n, = (2yV’)“2 
As described earlier, when y is not known define 
N =inf{n 2 m: n P= (295?)“2} 
where T,, = (n - 1))’ C:=, (Xi - Xc,,,n). It is well known that we can express T,, = 
(n - 1))’ C:L: yI, where Y, = (n - i)[X,,+,,,, - Xcl,,n], i 2 1, are i.i.d. exponential r.v.‘s 
with mean y. Further, it can be shown that for each n, 
xcl,,l? is independent of {q,,,, q,,,+, . . . , q,,}. (2.21) 
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See, for instance, Basu (1955). So, the event {N = n} is independent of XC,,,n, since 
it is determined by q,,,, . . . , q,,. Write 
N=inf n~m:(l/JZ)u”*n(n-1)s 1 
{ 
n-1 
Y 
111 I 
Denote N = f + 1, where 
t=inf 
{ 
nam-1: (1/fi)[(n+l)/n]n2u”2a i Y, . 
11-1 I 
Note that the stopping time t can be identified with t,. defined in Woodroofe (1977), 
if we let S, =I:=, y-‘Y,, c= u”‘/Jzy, (~=2 and L(n)=[(n+l)/n]. Now, from 
(2.21) we can write the regret 
x 
E(XC,,,, -0)*-U= 1 E{(x,,,,,-0)*~N=n}P(N=n)-u 
ll=m 
= E2y*/N’-u=uE[(2y2/N2~)-11. (2.22) 
Let a = (2$/u)“*. By Taylor’s theorem, 
E[a2/N2-1]=-2E(N/a-1)+3E(N-u)2u-2b~4, (2.23) 
where lb-l]<lN/u-11. N ow, apply Theorem 2.4 of Woodroofe (1977) with p = 1, 
p=l, r2=l and A-u=c-‘toget 
E(N-a)=~-1+0(l) as u-+0, 
if m > 2, where u is as in (2.4) of Woodroofe (1977). Also, from the asymptotic 
normality (see Woodroofe, 1977, Section 2), 
(N-u)/&: N(0, 1) as u+O, 
Now, use Lemma 2.3 and Theorem 2.3 of Woodroofe (1977) to show that if m > 4, 
then 
E( N - u)*u-‘~-~+ 1 as u + 0. 
From these, (2.23) and (2.22) it follows that the regret 
R(8,X,,,,,)=u-[JZ(u-1)/y+(3/~y)]u”’+0(u”’*) 
as u + 0, which provides another example of the comment made here. 
(vi) When we permit a vector of nuisance parameter C#J in the model, A(0) in 
(2.3) is then replaced by A(0, 4). The stopping rule is then defined as in (2.5) with 
A(&) replaced by A(&, c$,,), where c&, is a strongly consistent estimator of 4. All 
of the main results discussed above can be deduced in a similar fashion with 
appropriate minor modifications. See, for example, JureEkova and Sen (1982) and 
Sriram (1987). 
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(vii) Similar methods can be applied to obtain efficient sequential confidence 
intervals. Suppose 19 is a scalar, and consider the zero-one loss function 
l( 6, - e) = 
{ 
0 if [6,-BIsd, 
1 if I&-fIl>d, 
for d > 0. The risk function is given by 
R(0, 6,) = 1 - P{l8,, - 01~ d}. 
Consider the requirement R( ~9, 6,) G a, O< a < 1. This is equivalent to P{IS, - 0) s 
d}al-a. Let b,(B) be such that P{IY(0)1~b,(e)}=l-a, where Y(e) is the 
limiting random variable in (2.2). The best fixed sample size n,( 0) which guarantees 
R( 0, 6,) G a is then given by 
n,(B) -Ib<,(~)ldI”P. 
As in the point estimation of 0, define a stopping time I? by 
fi = inf{n 2 rnd: n 3 {b,(S,)/d}““}. 
Here the asymptotics is carried out either by letting d + 0 for fixed Q, or letting 
(Y + 0 for fixed d, the former being the standard situation. 
(viii) One may also consider a loss function involving a sampling cost 
/,;,(S,, - e) = (6, - e)‘(s, - 0) + cn, (2.24) 
where c is the cost per observation. One may choose no(e) so as to minimize the 
risk El,,, (8, - 0). The asymptotics is then carried out as c + 0, and the stopping time 
is defined by 
NC = inf{n > rn,.: n 2 no(&)}. 
It may be noted that n,(0) which minimizes 
R,.(8,6,)=A(0)n-2”+cn 
is given by n,( f3) = {2pA( 0)/c}“12p+“, where A( 0) is defined previously. On substitu- 
tion, and rearrangement we get 
we, snu) = w + wmw) 
for small c. 
(2.25) 
(ix) We have used a normalizing sequence n @ in (2.2). This can be replaced by 
a general norming sequence k, where 0 < k, t a, as n + 00. Appropriate modifications 
can be made in all the results to accommodate the general norming. 
3. Comparison of sequential plans 
In the previous section we considered a single estimator 6, and the corresponding 
stopping rule N defined by (2.5). Suppose now that we have two strongly consistent 
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estimators S,,, and a,,2 such that 
d 
nP(&-O)- Y’(0) as n-+co for each i = 1,2. 
Define the corresponding stopping times N, as in (2.5). The pairs (&,, Nj), i = 1,2, 
are two competing sequential plans. The question that naturally arises is which of 
the two plans is to be preferred. Let us suppose that both Ni, i = 1,2, satisfy 
N;/n,;+ 1 as u-,0, (3.1) 
where n,,; = n”,;(0) = {A,( f3)/u}“‘“, with Ai( 0) as in (2.3) for each i = 1,2. Further- 
more, assume that with respect to the loss function (2.1), both 6N,,i, i = 1,2, are 
asymptotically risk accurate in the sense of (2.10). That is, for i = 1,2, 
R(o, sN,,i)/R(e, 6, ,,,,, ) + 1 as u + 0. (3.2) 
In order to discriminate between SN,,, and 8N2,2, we introduce the following 
definition. 
Definition. The asymptotic relative efficiency (ARE) of (S,,, , N,) with respect to 
(&I,, 3 N2) is given by 
$_“o(NJN,) = grz(e), say. (3.3) 
Note that in view of (3.1), 
g,,(e) =?i-n(: n,,,lno,, = MWM~)~“‘P 
= $UW, &Z,,)lR(& &.1)P2P. (3.4) 
In other words, g12(8) for comparing two sequential plans reduces to the usual 
criterion of the asymptotic relative efficiency for the fixed sample size framework. 
Remark. Consider the loss function l,,, in (2.24). The ARE here can be defined as 
@i?(e) =v; R,(e, 6,,,,)/We, an,,,,) ={A,(e)lA,(e)>“(‘P+‘) 
which essentially reduces to (3.4) except for a minor adjustment to the power. 
4. Application to a first order autoregressive process 
Let {Xi}, i = 0, *l, 12,. . . , satisfy the autoregressive relation 
X, = 0X,_, + e,, (4.1) 
where 0<0<1, and {ei, i=O,*1,*2,. . .} is a sequence of i.i.d. r.v.‘s having a 
density of the type given by 
p(x; (Y)=Lyxn-igcl(x), osx<co, cu>o, (4.2) 
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where gu(x) + K(a) as x + 0. Note that Weibull, gamma, beta and log-gamma 
densities belong to the family of densities defined by (4.2). It is assumed that cy is 
known, and we are interested in a sequential estimator of 0. The likelihood function 
basedonX(n)=(X,,...,X,,)isgivenby 
L(e) =fx,(x,; e)a” ii (Xi - ex,_,)-’ ,b, &(X, - ex,-l)4,+ (4.3) 
,=I 
where &,(x0; 0) is the stationary density, I(. , denotes the indicator function, and 
i,, = r\T=, (X,/X,_,). Here ‘A’ denotes the minimum. For large samples one may 
ignore the first factor on the right side of (4.3). For (Y < 1, it is clear that L( 0) is 
maximized at 
in = ; (X,/X;_,). (4.4) 
,=I 
For LY > 1, the maximum occurs in the interior of the interval (0, i,,). Note that (4.4) 
does not depend on the form of g,(x) in (4.2), and consequently, for 0 < LY < 1, 6,, 
is the maximum likelihood estimator of 0 for all the members of the family specified 
by (4.2). On the other hand, for (Y 2 1, the maximum likelihood estimator depends 
crucially on the form of g,(x). From the analogy of the location model X, = 0 + e,, 
where {e,} are as defined above (see Smith, 1985; Woodroofe, 1972, 1974) one may 
deduce the asymptotic normality of the maximum likelihood estimator 8,, for ,. 
(Y > 2. However, for 1~ a < 2, eML is expected to have a non-standard limit distribu- 
tion. It is clear from this discussion that e^ ML heavily depends on g,(x), and has a 
complicated limit behavior for (Y 3 1. We may consider using the simple estimator 
i,, given by (4.4) even though it is not expected to be as efficient as &,,L for LY 2 1. 
An advantage of i?,, over e^,, is that the former does not depend on the choice of 
gcE(x) and hence is robust against variations in the model (4.2). 
Another simple estimator of 0 which does not depend on the detailed specification 
of the error density in (4.2) is the least squares estimator i,, given by 
&= f (X,-X,)(X,-,-X,) i (X,-,-X,)‘. 
i=l I i=l (4.5) 
Here X,, = n-’ I:=, Xi. In this paper we confine our attention to the two estimators 
i,, and 6,, given by (4.4) and (4.5), respectively. The following theorem gives the 
limit distribution of i,,. 
Theorem 4.1. Assume the model (4.1) and (4.2). Suppose that 5 xqp(x; a) dx < oo for 
A 
some q > CY. Then, for On defined in (4.4) we have 
n”“(&-0): z+)c;‘(e)w (4.6) 
where K(a) is as in (4.2), C,(e) = E”“X” = ljX\ln with X =Cy=, O’e_, and W has 
u Weibull(cl) density. 0 
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This Theorem follows from a more general result of Davis and McCormick (1989). 
The limit distribution of the least squares estimator c?~ is well known (see, e.g., 
Anderson, 1959) and is given next. 
Theorem 4.2. Under the model given by (4.1) and (4.2), and t?,, dejined by (4.5), we 
have 
n1/2(6n-0): N(0, l--0*). 0 (4.7) 
It may be noted from (4.6) and (4.7) that for o ~2, i,, converges to 0 at a faster 
S 
rate than 8,, and the reverse happens for a > 2. However, for LY = 2, both estimators 
have the same rate, viz., n”‘. 
For the rest of the paper assume that the errors e, have a Weibull(a) distribution, 
that is, take g,,(x) = e -‘” in (4.2). The more general case will be considered elsewhere. 
We will now apply the results of Sections 2 and 3 and study the estimators iN, and 
e”,, 3 where the stopping times N, and N1 are defined by 
N, =inf{n 2 m,,,: n ~[u~‘/A,(~~)/]““} (4.8) 
where A,(~)=K,(Lu)C~~(B) with K,(cu)=K2((r)EW2=r[(a+2)/a] (since 
K(a) = lim,,o e-l-- = 1) and C,,(0) is as in (4.6), and 
N, = inf{ n 3 m,,, : n 2 [442Qin,11,, (4.9) 
where A,(8) = (1 - 0’). Here m,,, and m,,, are initial sample sizes that may depend 
on U. The main theorems are given next. 
Theorem 4.3. Assume the model (4.1) and (4.2). For the stopping time N, defined in 
(4.8), where m,,, is such that uPri2(‘+“‘~ m,,,, = o(u~“‘~) for some 77 > 0, we have 
E(N,InO,,-lI+O, (4.10) 
where n,,, = [ up’A,( e)]““, and 
i?,, is asymptotically risk accurate, as u + 0. (4.11) 
Furthermore, if the errors e, are exponentially distributed (g<?(x) = ePx in (4.2)), then 
_ 1+o(1)~E[N,-~‘%~“‘(1-0)]~1+o(l) asu+O. (4.12) 
Theorem 4.4. Assume the model (4.1) and (4.2). For the stopping time N2 dejined in 
(4.9), where m2,U is such that u-“(‘+“‘G m2.u = o(u-‘) for some q > 0, we have 
EIN21no,2-l]+0, (4.13) 
where n0,2=[u-‘(l-02)], and 
iN2 is asymptotically risk accurate, as u -+ 0. (4.14) 
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Note. Under appropriate moment assumptions, it is possible to prove Theorem 4.4
even when the error distribution is unspecified. See, for instance, Sriram (1989).
However, for the sake of illustration we assume the error distribution to be
Weibull( a).
The above theorems are proved in Section 5.
We may compare the asymptotic relative efficiency jgI2(0) of ON, with ON, using
(3.4). It is obvious that jg12( 0) = 00 for a < 2, and 0 for a> 2. For a = 2 we get a
non-trivial value
jgI2(0) = A 2(0)/ A1(0)
=(1-02)C~(0) (since K1(2)=1)
= (1- 02)[(1 - 02)-1(1- hr) +hr(1- 0)-2]
= 1+!07T(1- 0)-1 > 1.
SO, ON, is more efficient than ON, (asymptotically), when a = 2.
S. Proofs
(4.15)
The proof of assertions (4.10), (4.11), (4.13) and (4.14) of Theorems 4.3 and 4.4
follow from Theorem 2.1 once we verify its conditions. These conditions are verified
below in a series of lemmas, the first of which deals with u.c.i.p. of{nl/"(On-O),
n ;3l}.
Lemma 5.1. Assume the model (4.1) and (4.2). Then
{nl/"(On - 0), n;3l} is u.c.i.p..
Proof. _ I/O' A _ I/O' ALet Zn{t)-(nt) (O[n/]-O) and Mn{t)-n (O[nl)-O). Now,
max IZn+j(l)-zn(1)I,,;; max IZn{t)-zn(1)1
O~j~nA 1~1"";I+A
,,;; max IZn{t)-Mn{t)I+ max IMn{t)-Mn(1)1
1~I~l+A t~l~l+A
,,;; max 1{t1/"-I)Mn{t)!+IMn(1+A)-Mn(1)1
1~I':'Sl+A
= [(1 +A)I/a -1]Mn(1) +{Mn(1) - M n(1 + A)},
(5.1)
where the last two inequalities were obtained using the fact that Mn{t) is decreasing
in t. Now,
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which tends to zero as A + 0, uniformly in n Z= 1, since M,(l), n z 1 are stochastically 
bounded by Theorem 4.1. For the second term in (5.1), Theorem 2.3 of Davis and 
McCormick (1989) yields 
M,(l)-M,(l+A): M(l)-M(l+h) as n-+co, 
where M is an extremal process which is stochastically continuous. So, we have 
that for A sufficiently small 
P{M(l)-M(l+h)>e}<~. 
But, 
limP{M,,(l)-M,(l+A)>&}=P{M(l)-M(l+A)>s}, 
n 
because the distribution of M(1) - M( 1 + A) is continuous. Hence the result follows 
from the above arguments. 0 
Before we state the next lemma, define 
GM(y)= sup P{n”“(&-0)>y}. 
HL-M 
(5.2) 
Lemma 5.2. For any p > 0, 
yPp’G,,,,(y) is integrable over (0, 00) for some M. 
Hence 
{nP’-(in - f3)p; n > l} is xi. 
Proof. Let n 3 M. Write 
P{n”“(in-0)>y}=P 
{ 
i e,/X,_,>yn-“” 
i=l 1 
S P ,i, e,/e,_, > yn-‘I” 
1. 
~P{(e,,+,/e,,)>yn~“” for i=l,...,([n/2]-I)} 
= PLn”‘-‘{(e,/e,) > yn-I’“} 
= Pr”‘2’~‘{[e~/(eQ+e,“)]C(l+y”/n)-’} 
= (1 +y7n)-[“/21+l 
~(l+ya/M)-[M’21t’ for all n>M, (5.3) 
where the last equality was obtained using the fact that ep/(er + e;) is a U(0, 1) 
r.v. and the last inequality was obtained using the fact that (1 +y/x))” is a decreasing 
function of x. From (5.3) we get 
G,(y)~(l+y”/M)-[“‘21+‘. (5.4) 
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This implies that y P-‘GM(y) is integrable over (O,CO), if [M/2]> l+p/cu. The 
uniform integrability of { H”‘~ (i,, - 19)“; n 3 M} now follows from Theorem 1.5 of 
Woodroofe (1982). For 1 c n c M write 
(iH-H)‘-(i, f?i/Xi_i)*~c:jX~ 
< e~/{B’[e,,+e_,+. . .+e_j]}p. (5.5) 
where j is to be chosen later. In order to show that E ( $n - 0)” < 00, it suffices to 
show, by (5.5) and the Cauchy-Schwarz inequality, that 
E[Il(e,+. . + em,)]‘” <cc (5.6) 
for some j > 0. But, by Lemma 2 of Sriram and Bose (1988), (5.6) holds for all 
j> (2p/&), since P[e, s x] = O(xF) as x-+ 0 for all O< E c (Y. Hence the lemma. 0 
Note that Lemma 5.2 verifies condition (C2) of Theorem 2.1. The next lemma 
essentially verifies condition (C3) of Theorem 2.1. This is stated without proof, since 
the proof is straightforward. 
Lemma 5.3. For any a > 0, C,,( 0) dejned in (4.6) is continuous in 0. 0 
The following note will be used in the proof of assertion (4.12). 
Note. Since all the moments of e, exist, the arguments for (2.14) and (2.15) yield 
P{ N, < n,,,} = 0( u”) for all q > 0, 
and 
1 P{N,>~}=O(U~) for all q>O, 
,! = n2,, 
where n,,, = [nO,l(l - &)I and n2,, = [no,,(l+s)] for some O<&<l. 
The next lemma verifies condition (C4) of Theorem 2.1. 
Lemma 5.4. For the stopping time N, defined in (4.8), 
{u-‘(e^,,-e)21,,l,l,,l,nL,,~,0(u<UO} is u.i. 
for some uO> 0. 
Proof. Use the fact that ( $n - 0) decreases in n to get 
UMN, - @21{,,,,%N,=n2,,:~ u-Y&,,, - 0)’ 
s u-‘nT,f’“n:(P( iHI,, - 0)’ 
s K,n:/P( g,,,,,, - 0)‘, 
where K0 is a generic constant obtained using the fact that uP’n;,f’” = O(1) for all 
0 < u < u0 for some small uO. The required result now follows immediately from 
Lemma 5.2. 0 
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Proof of Theorem 4.3. The proof of assertions (4.10) and (4.11) follows from the 
lemmas proved above and Theorem 2.1. 
It remains to prove (4.12). Observe that when the errors e, are exponentially 
distributed, the stopping time N, may be written as 
Now, by the definition of N,, 
N,-~u~i’2(1-0)~~u-“2(1-~)[(l-~~,)/(1-~)-1] 
= AUP”*[ 0 - I!,,]. 
So, 
E[N,-~u~“2(1-e)]~JZu~“‘E(B-a,l) 
= fiu?*n;,; En,,,,( 0 - t&), 
where n,,,, = V?U-I’“( 1 - 0). Write 
n,,,E(kV, - 0) = no,,E(~~,-8)I,~,_;n~,~,+nn0,,E(~~,-e)l~~,>n ,,,, 
(5.7) 
By the fact that (g,, - f3) decreases in n, the Cauchy-Schwarz inequality, and the 
note following Lemma 5.3, we have 
A 
n,,,,E(&$ - U,,,,,,,,,~ %,,E “‘(kl,,,, - I~)‘P”‘{ N, c n,,,} 
=o(u~“‘)o(m;l)o(u”) 
=0(l) as u+O. 
But, arguments similar to Lemma 5.4 yield that 
,. 
(5.8) 
{Q,,(&, - ~)~t,,-~,,,,j, n < no> is u.i. (5.9) 
This together with the distribution convergence no,r( iN,, - 0) 3 (1 - 0) W, where W 
is an exponential r.v. yield 
A 
P,,,E(Rv-~)I,,,~. 1.1, =(1-0)+0(l) as u + 0. (5.10) 
From (5.7) to (5.10) we have 
E[N,-&!~~“~(1-0)]~-1+0(1) as u+O. 
On the other hand, on the set {N, > m ,,,, }, 
N, - 1 =G au-“*11 - &_,I. 
(5.11) 
Therefore, by the note following Lemma 5.3, and the fact that g,, 2 0 for all n 2 1 
we get 
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where we used the fact that (0, - 0) decreases in n. But, by Lemma 5.2 we have for 
any p>O that 
Ml,,,, ~l}=P{~~,,~,-~~1-8}=O(m,~) as u-+0. (5.13) 
Now apply the Holder inequality with p > 77 + 1 and use (5.13) to get 
U 
-,/2 
~l:~m,,u(in,,c, - m,irf,I,,,3,, 
c U~~‘2(‘+vE”Q$J ijm,,,,, - ~)PP(PP”‘P{ fjm,,,,, a l} 
< u~+“+~)o( l)O( m;,!fP”) 
=O(&P-l)-~lll~I+r)) 
) 
=0(l) as u+O. 
Thus, from (5.12) to (5.14) we get 
E[N,-JZ~-“~(1-0)]~1+0(1) as u+O. 
The required result now follows from (5.11) and (5.15). q 
(5.14) 
(5.15) 
For the proof of Theorem 4.4 we will only verify condition (C2) of Theorem 2.1. 
The method of verification of the rest of the conditions is along the same lines as 
the ones in Sriram (1988). 
The following lemma is crucial for the verification of (C2). 
Lemma 5.5. Assume model (4.1). For all s > 1 and for some F > 0, 
I/,,,;:X+,,“/~,(X,~,-X.)‘J/,cr forM>s/E. 
Proof. Let n > 2. Then 
2i”,(x;~,-x,)‘=2n~‘(xi-x,)’ 
I=0 
n-1 n-2 
~,z"w-XJ2+ c cx,+,-K,' 
i=O 
n-2 
2; c (X-X+,)‘. 
,=O 
On the other hand, by letting di = X,,, -Xi we get 
n-2 n-2 n-2 
X, (en+, -ei)2= C (d,-6d,_,)2~(l+0)2 C df. 
r=, t=O 
From (5.16) and (5.17) we have that for n 5 4, 
ii, (Xl_, -r7,)’ 
n-2 
Z$(l+~9-’ 1 (e,+,-e,)* 
i=, 
[(n-2)/21 
a$(l+e))’ i& (e2,+, - e2,)2. 
(5.16) 
(5.17) 
(5.18) 
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Now, for n 2 2(M + 1) there exists I3 1 such that 21M + 2 G n < 2( I+ 1) M. So, from 
(5.18), 
n 
/ 
i (X,_,-X,)‘<4(1+e)2n r(n;)‘21(e*,+,-e2,)’ 
i=* / i=, 
~8(1+0)2(Z+1)M 
/ 
‘F (ezi+r-e,i)’ 
,=, 
c 16(1-t B)‘M/l-’ c .&,, (5.19) 
,=I 
where Z,, = C:!Ci-,jM+, (ezj+r - e2,)2. Observe that {ZI,M},~l is an i.i.d. sequence of 
r.v.‘s. Further, for each M, {I-’ Cl_, Z+, a{t-’ C:=, .&, ; t 2 I}} is a reverse martin- 
gale. Now, apply the maximal inequality for reverse sub-martingale to get 
by Lemma 2 of Sriram and Bose (1988), which is applicable since it can be verified 
that P[le, - e,l G x] = 0(x’) as x + 0 for some E > 0 when e;‘s have a Weibull(a) 
distribution. 0 
Lemma 5.6. Assume model (4.1). Then for all p 2 1 and for some F > 0, 
sup Eln(g,,-0)21p<~ for M>2p/e. 
nzZ(M+l) 
Hence, {npli,, -812p; n>2(M+l)} is u.i. for allpzl. 
Proof. By algebraic manipulations it is possible to write 
Jt;(~~-~)=J;; 
1 
V,(0)+ i e”XT-, 
I/ 
i (X,?,-x)‘, 
i=, i=l 
where e” = ej - Ee, , Xy = Xi - EX, and 
V,(0)=- 
i 
(1-0)XX[X,-X,1+X: i e” . 
i=l I 
Here XX = K1 I:=, XT. Now, squaring (5.21) we get 
(5.20) 
(5.21) 
n(GB)2c2n{ Vt(e)+(jl e*XEl)‘}/[,f, (Xi- -XH)2]2. (5.22) 
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Let p > 1. By the Cauchy-Schwarz inequality 
Therefore, it follows from Lemma 5.5 and Lemma 1 of Sriram (1988) that for 
M>(~P/&), 
(5.24) 
Now, by the Minkowski inequality 
ll~~-~~~~~~~~~~~-~~l~/~II~~ 
=0(l) as n+oo, (5.25) 
by the Cauchy-Schwarz inequality, Lemma 2 of Sriram (1987) (see (2.4)), the 
stationarity of X,,, and the Marcinkiewicz-Zygmund inequality which yields 
ll(i, e~lfi)2114p=O(~) as n+m. 
Use (5.25) and argue as for (5.23) to get 
(5.26) 
The required result follows from (5.24) and (5.26). Hence the lemma. 0 
Proof of Theorem 4.4. The proof follows from Lemma 5.6 and arguments similar 
to the ones given in Sriram (1988). 0 
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