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In the present paper we apply and discuss from the practical and com- 
putational view point results of the preceding paper by Urabe [l]. In [I], 
Urabe has considered periodic nonlinear differential systems 
dxjdt = X(x, t) t*> 
where x and X are vectors of the same dimension and .X(x, t) is smooth. 
Throughout [l] it is assumed that X(x, t) and its partial derivatives with 
the respect to the x-coordinates are continuously differentiable with respect 
to the same x-coordinates and t in a region D x L where D is a bounded 
closed set of the x-space and L is the t-axis. 
Urabe has proved that if an isolated periodic solution x(t) of (*) (see 
Section 1) lies in the interior of D, then i(t) can be always approximated by 
means of the Galerkin process, that is, the Galerkin approximations xnL(t) 
of 2(t) exist for all m sufficiently large and approach i(t) uniformly as m -+ co 
together with their first order derivatives. In this analysis Newton’s general 
method is used, and actually successive Galerkin’s approximations can be 
obtained by application of the same process. Urabe has also proved that if 
a known Galerkin approximation x,,Jt) of sufficiently high order m lies in 
the interior of D, certain smoothness conditions are satisfied and related 
inequalities, then an exact isolated periodic solution a(t) can be proved to 
exist by Newton’s method in a neighborhood of x,(t), and an error bound 
for x(t) - xm(t) can be determined. 
In the present paper we discuss the numerical problems connected with 
the application of these results. We show first of all that high order Galerkin’s 
approximations can be obtained without difficulties by Newton’s method and 
consistent use of electronic computers. Secondly, we show that the Galerkin 
approximations xm(t) so obtained for a series of numerical examples with 
m = 15 - 20 are sufficiently refined so that the existence of an exact periodic 
periodic solution x(t) in a small neighborhood of xm(t) can be proved. Finally, 
the corresponding error bound so determined is proved to be particularly small. 
* This paper was prepared under the Contract No. DA-1 I-022-ORD-2059. 
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The programs for the numerical computations described in the present 
paper have been all written by Reiter, and the computations have been 
carried out by the use of CDC 1604 at the University of Wisconsin. 
In the present paper we assume that the right member of (*) is a poly- 
nomial in the x-coordinates with periodic coefficients. The programs are 
described for this case. We do not use the explicit form of the determining 
system, but, if it is necessary, this system can be obtained essentially by the 
use of the same programs when X is a polynomial as mentioned. 
An existence analysis based on Galerkin approximations-even in 
association with very low orders of approximation (m = 1, or 2) and more 
topological in character-had been previously initiated by Cesari [2], also 
in view of qualitative applications. An example studied by Cesari in association 
with Galerkin approximations of orders m = 1 and m = 2, is re-examined 
here (No. 4.1), and the existence of the periodic solution is proved again by 
the present method and in association with Galerkin approximations of high 
order obtained by electronic computer. 
Of the present papers Sections l-4 have been written by Urabe, and the 
appendix by Reiter. 
1. PRELIMINARIES 
Let us consider a real periodic differential system 
where x and X(x, t) are vectors of the same dimension and X(x, 2) is periodic 
in t with period 2~. To determine a periodic solution of (l.l), first, we take 
a trigonometric polynomial 
xm(t) = a, + z (u2n-1 sin nt + aan cos nt) 
with undetermined coefficients (a, , a, , a2 , . . . . us,,+r , uam) where 
a0 , al , a2 , .-, aznL--l , azm are vectors of the same dimension as x and X(x, t). 
Next, substituting (1.2) into (1.1) we consider the following equation in 
these undetermined coefficients: 
dx,(t) 1 2n 
dt =%i, s X[xm(s>, ~1 ds 
+ i m$ [sin nt . , f  X[x,(s), s] sin ns ds 
+ cos nt * 
s 
2a X[x,(s), s] cos ns ds 1 
0 
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Equation (1.3) can be rewritten as follows: 
Fo(cx) = & /2n X[x,(s), s] ds 
0 
0, 
F2n-I(~) = k 1:” X[xm(s), s] sin ns ds + nu,, = 0, (1.4) 
F2J~) = t jf X[xm(s), s] cos ns ds - nu2n-1 = 0, 
n = 1, 2, . . . . m, 
where (Y = (a,, a, , a2 , . . . . u2,+i , Use). Suppose (1.4) has a real solution 
cx = (50 ) a; , ff2 , . . ., g2+1 , c2,,$ Then the trigonometric polynomial 
3,(t) = do + 2 (d2n-1 sin nt + L& cos nt) 
which is obtained from xm(t) replacing (Y by 2, will be considered as a periodic 
approximate solution of (1.1). In [l], the trigonometric polynomial (1.5) and 
the equation (1.4) have been respectively called the Galerkin approximation 
of order m and the determining equation of the mth Galerkin approximation. 
The procedure to determine an approximate solution in the above way is 
the well known Galerkin procedure [3] applied to system (1.1). 
According to [l], let us assume that X(x, t) and its derivatives with 
respect to the x-coordinates are continuously differentiable with respect to 
the same x-coordinates and t in the region D x L, where D is a closed 
bounded region of the x-space and L is the real line. Also according to [I]. 
let us restrict ourselves to isolated periodic solutions of (l.l), that is, to 
periodic solutions such that the multipliers of the relative first variation 
equation are all different from one. It is easily seen that there is no other 
periodic solution of (1 .l) with period 2a in a neighborhood of an isolated 
periodic solution. 
One of the main results of [I] is 
THEOREM 1. I f  there is un isolated periodic solution x = x(t) of (1.1) lying 
inside D, then there exist Galerkin approximations x = a,(t) to any order 
m >, me lying in D provided m, is sujiciently large. Such Gulerkin approximations 
x = f,(t) (converge uniformly as m + co to the initial exact solution x = I;(t) 
together with their first order derivatives. 
For the proof, see Theorem 1 and Corollary of Theorem 2 of [I]. 
The above theorem asserts that, if there is an isolated periodic solution 
lying inside D, then there always exist Galerkin approximations of all orders 
sufficiently high with errors as small as we desire. 
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The Galerkin approximation is obtained by solving the determining 
equation (1.4). However, the left member of the equation is usually nonlinear, 
SO, at first sight, it stems very difficult to solve the determing equation. 
But this is not the case usually. As we shall see in the numerical examples, 
the determining equation can be usually solved by Newton’s method without 
any difficulty. This is due to the rapid convergence of the Fourier series in 
all usual cases. The numerical method to solve the determing equation will 
be described in the next paragraph. 
Now let us suppose we have obtained a certain Galerkin approximation 
x = a,(t) by solving the determing equation. Then, can we assert the 
existence of an exact periodic solution from our computed result? Further, 
can we estimate the error of the obtained Galerkin approximation ? Indeed, 
both questions can be answered in the affirmative as stated by the following 
theorem. 
THEOREM 2. Assume that (1.1) h as a periodic approximate solution x = f(t) 
lying inside D and consider a continuous periodic matrix A(t) such that the 
multipliers of the linear homogeneous system 
dy/dt = A(t)y 
are all dafferent from one. 
Let Q(t) be the fundamental matrix of (1.6) such that Q(O) = E (E is the 
unit matrix) and H(t, s) = (H,,(t, s)) b e a p iecewise continuous matrix such that 
H(t,s) = 
1 
@(t)[E - @(2rr)]3P1(s) for 0 < s < t < 2rr, 
@(t)[E - @(2?r)]-1@(27r)@l(s) for 0 < t < s < 27r. (1.7) 
Let M be a positive constant such that 
and Y be a nonnegative constant such that 
where the symbol !I *a* jj denotes the Euclidean norm. 
Then, t.f there are a positive constant 6 and a nonegative constant K < 1 
such that 
(i) D, = (x 1 11 x - n(t)11 < 6 for some t} CD, 
(ii) II vx, tl - -qt)ll < K/M 
for all x, t such that (I x - n(t)\1 < 6, (1.10) 
Mr 
(iii) 1 _ K < 8, 
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where !P(x, t) is the Jacobian matrix of X(x, t) with respect to x, then the given 
system (1.1) has one and only one periodic exact solution x = S(t) in D, and 
this is an isolated periodic solution. Further, for x = i(t), we have 
II 2(t) - W)ll ,< + K 
(1.11) 
For the proof, see Proposition 3 of [I]. 
In Theorem 2 let us suppose z(t) is a certain computed Galerkin approxi- 
mation, say &(t). Let us take !P[x,(t), t] as A(t). Then by numerical integration 
of (1.6), we can find the value of M and by numerical computation of the Fourier 
coe@cients of 
&St) ___ - ~[%n(t), tl, dt 
we can$nd the value of r. Then we can easily check the existence of the constants 6 
and K satisfying (1.10). If there are such constants 6 and K, then, by Theorem 2, 
we can assert the existence of a periodic exact solution, and by (1.11) we have an 
error bound of the computed Galerkin approximation. 
If the constants 6 and K satisfying (1.10) d o not exist, then the order of the 
Gale&n approximation has to be raised. As is stated in Remark 1 of 53 of [I], 
such a procedure always ends at a certain finite order in case the given system 
has an isolated periodic solution lying inside D. In other words, in such a case 
there always exists a Galerkin approximation for which the conditions of 
Theorem 2 are allfulfilled, and thereby, the existence of an exact isolatedperiodic 
solution can be asserted. 
The details of the method to compute the value of M and r will be described 
in the next paragraph. 
2. NUMERICAL TECHNIQUES 
A. Approximate Evaluation of Fourier Coeficients. 
Our method of approximate evaluation of Fourier coefficients is based on 
the following two theorems. 
THEOREM 3. Let f(t) be a p-times (p > 1) continuously dsfferentiable 
periodic vector-function with period 277 and let its Fourier series be 
f(t) a, + 3 (a2n--1 sin nt + azn cos nt). 
TZ=l 
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Then, for any positive integer A’, 
/Ia0 -- & gf(tJ < o&v ~ 1) . [& r ~If’“‘(t)ll2 dt]li2, 
%=l 0 
~1 a2n-1 k fJf(tJ sin nt, /~ , (2.1) 
Ii a2n - $3f( t, cos nt, // < 2a,(N - 1) . [& It” lp’(t)ll2 dty2 4 t=l 
where 
(n = 1, 2, . . . . N - I), 
and 
ti 
2i - 1 
2Nn 
(i 1, 2, . . . . 2N), 
a&I-1)=1/2 hP+ 
[ (iv: 1)2” 
+ . ..y2 
< & * (N - I)-p+k 
PROOF: Put 
f&t) = a, + y$r (a2n--1 sin nt + a2n cos nt). 
Then as is well known, 
a0 = & ~fN-dti)~ 
t=l 
a2n--1 = $ $fN-,(ti) sin fZti , 
*=1 
(2.3) 
a zn = $-~f&) cos nti ) 
2=1 
(72 = 1, 2, . . . . N - 1). 
On the other hand, in a similar way as in the proof of Lemma 2.1 of [ 11, 
we see that 
llhdt) -f(t)11 < u,(N - 1) * [&- s”o’ llf’“‘(t)l12 dt]1’2. (2.4) 
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Then from (2.3) we readily obtain (2.1). Inequality (2.2) readily follows from 
the inequality 
ap2(N - 1) < 2 !a 
N-l 
g = & * (N - l)yP+l. 
By this theorem we see that the Fourier coejicients can be evaluated approxi- 
mately by the formula 
a2n--1 = $ f$f(tJ sin nt, , 
Z=l 
a,, = $ $f(t,) cos nt, 
a=1 
(n = 1, 2, . ..) N - l), 
t, = 2i-l t xv--= (i = 1, 2, . ..) 2N). 
THEOREM 4. Let 
p)(t) = a, + 8 (a2lz-1 sin nt + a2% cos nt). 
n=l 
If we compute co , cl , and c2 by the recurrence formula 
then 
c, = a, + 2c,+, cos t - c,+q 
t 
v = 2m, 2m - 1, . . . . 2, 1,O; 
C2m+4 = %n+s = C2m+2 = f&n+1 - 1 -0 ' 
y(t) = co + cl sin t - c2 cos t. 
PROOF: The recurrence formula (2.7) is rewritten as follows: 
a, = c, - 2c,+, cos t + c,,, . 
Then, if we substitute this into (2.6) and make us of the identities 
cos(n - l)t - 2 cos t cos nt + cos(n + 1)t = 0, 
sin(n - l)t - 2 cos t sin nt + sin(n + I)t = 0, 
then we readily obtain (2.8). 
(2.5) 
(2.6) 
(2.7) 
(2.8) 
409/14/I-8 
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This theorem shows that a trigonometric polynomial can be easily 
evaluated by means of the recurrence formula (2.7). Such a method is very 
convenient for machine computation. This method is conveniently used for 
evaluation of Fourier coefficients of the functions of the form X[f,(t), r] 
where f,,&(t) is a trigonometric polynomial. In fact, if we compute the values 
of $m(ti) by the above method, then we can easiiy compute the values of the 
Fourier coefficients of X[aQt), t] by formula (2.5). 
B. Numerical Solution of the Determining Equation 
We solve the determining equation (1.4) by Newton’s method. 
By formula (2.5) the determining equation can be rewritten as follows: 
F~,-l(a) = -Jo 8 X[x,(t,), ti] sin nt, + ruzsn. = 0, (2.9) 
a=1 
F&a) = 4 2 X[xm(ti), ti] cos nti - nazn+ = 0, 
2=1 
n = 1,2, . . ..m 
where Q = (a,, , a, , us , . . . . aswbI , uZm) and 
xm(t) = a, + f$ (cI~,-~ sin nt + as, cos nt), 
i=l 
t,=2i-- I 2N= 
(i = 1, 2, . ..) 2N), 
(2.10) 
N>m+l. 
The elements of the Jacobian matrix of the left member of (2.9) are given by 
Jo alp-~(~) = 7&g 8 y[%,(tJ, ti] sin pti , 
?.=l 
Jo a&) = & 8 w%&), ti] cospt, ) 
t=1 
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J2+4 o(a) = $2 Y[x,(t,), tj] sin nt, , 
i=l 
(2.11) 
Jzn ,,(a) = 4 $ W+dti>, &I ~0s nt, , 
%=I 
Jzn A~) = $ z VQti), til cm nti sin pti - 4, , 
Jzn &a) = $ $ Yl[xn(Q, ti] cos nt, cospt, 
2-l 
(n, P = 1, 2, . . . . 4, 
where !P(x, t) is the Jacobian matrix of X(X, t) with respect to X. 
The values of F,(a), J,(a) (CL, v = 0, 1, 2, . . . . 2~2) can be computed when 
the value of 01 is given. Consequently, by solving numerically the linear 
equation 
f$ J&+,, +&(a) = 0 (p = 0, 1,2, . . . . 2m) (2.12) 
t=o 
with respect to h, (Y = 0, 1, 2, . . . . 2m), we actually apply Newton’s method 
for (2.9). 
The starting values can be usually found either by solving the determining 
equation for small m or by making use of the known values of a slightly 
different system. 
C. Computation of r 
By (1.9) the constant T is a number such that 
where 
R,(t) = Ir, + 2 (Ggnml sin nt + Cr,, cos nt) 
n=1 
(2.13) 
(2.14) 
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is a Galerkin approximation obtained by solving the determining equation 
numerically. 
In order to find the value of Y. let us consider the Fourier series 
sin nt + b,, cos nt). (2.15) 
By assumption, the function of the left member of (2.15) is continuously 
differentiable with respect to t, and consequently by (2.4), it is approximated 
by some trigonometric polynomial 
b, + f$ (bzn-, sin nt + b,, cos nt) (2.16) 
?l=l 
with large m,, . Then the inequality (2.13) is approximately equivalent to the 
inequality 
r >, 11 b, z(b2,-l sin nt + b,, cos nt)li . (2.17) 
Since b,, ,6, , b, , . . . . b2mo--1 , bzmo are the Fourier coefficients of the function 
X[a,(t), t] - y , 
by the formula (2.5) the following equalities hold approximately: 
bznml = k 8 X[&(tJ, ti] sin nt, + Ma,, , 
a=1 
b,, = $ 8 X[am(ti), ti] cos nt, - ncT2,-, , 
2=1 
b ZP-1 
(2.18) 
b2p = & z X[Qti), ti] cospt, 
t=1 
(n = 1, 2, . . . . m; p = m + 1, m + 2, . . . . m,), 
COMPUTATION OF GALERKIN APPROXIMATIONS 117 
where 
N>m,-,+l, 
t. = 2i- 1 E 2NT (i = 1, 2, . . . . 2N). 
(2.19) 
By (2.18), we can compute the values of b, , b, , b, , . . . . b2nl,-l , hem,, , and 
consequently, by means of (2.17), we can get a reasonable value of r satis- 
fying (2.13). A value slightly greater than 
rnfx 11 b, + 2 (b,,-, sin nt + b,, cos nt)l 
n=l 
will yield a desired value of r satisfying (2.13). 
D. Computation of M 
When we apply Theorem 2 to a Galerkin approximation n,(t) obtained 
by solving the determining equation, it is convenient to take !P[g,Jt), t] as A(t), 
where Y((x, t) is the Jacobian matrix of X(x, t) with respect to x. 
In this case, first, for the linear homogeneous system 
(2.20) 
we compute by numerical integration the fundamental matrix @p(t) (0 < t < 27r) 
such that Q(O) = E w h ere E is the unit matrix. For numerical integration, 
in our numerical examples, we have used the Runge-Kutta method with mesh 
size 2-6~. Anyhow, by numerical integration, there are found the values of 
Q(t) at t = tA (h = 0, 1, 2, . . . . h,), where 
t, = Ah (A = 0, 1,2, . . . . h, ; h,h = 274. 
Next, by means of (1.7) we compute the matrix H(t, s), and lastly, we 
compute the value of 
(2.21) 
using an integration formula. 
In our numerical examples, by means of (1.7) we have computed the 
values of H(t, s) at 
t = to, t, , t, , **a> t,,, s = to 7 4 , t2, ***, t,,, 
and we have computed the values of 
(2’ = 128) 
2n sz ff,&(t, 4 ds 0 k,Z 
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by Simpson’s rule at t = to , t, , t, , . . . . tlz8 . For 
H&(4 4 ds, 
we have taken 
max 
A=0.2.4.....128 
where r . . . are the approximate values of the integrals jr . . . computed by 
Sympson’s rule. 
Anyhow, after having found the approximate value of ii?, we take a number 
slightly greater than the approximate value of a. This then gives a reasonable 
value of M satisfying (1.8). 
In our numerical examples, in order to know the stability of the periodic 
solution whose Galerkin approximation has been computed, we have also 
computed the eigenvalues of @(2~), that is, the multipliers of the linear 
homogeneous system (2.20). S ince x = a,(t) is close to the exact periodic 
solution x = i(t), the multipliers of the linear homogeneous system 
dr n 
yg = Y[x(t>, tlr 
are also close to those of (2.20). C onsequently, if the computed multipliers of 
the system. (2.20) are all less than one in their absolute values, then we may 
conclude that the exact periodic solution x = a(t) is stable. 
3. THE SECOND ORDER EQUATION 
In the present paragraph we shall show how the general techniques of 
Section 2 can be specialized in the case of a single second order equation. 
A. The Determining Equation and Its Numerical Solution 
Given a second order equation 
f = X(x, R, t) (a = d/dt), (3.1) 
where X(x, y, t) is periodic in t with period 27r. We assume that X(x, y, t), 
Xz(x, y, t), and X,(x, y, t) are all continuously differentiable with respect to 
x, y, and t in the region D x L where D is a closed bounded region of the 
v-plane and L is the real line. 
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Equation (3.1) is evidently equivalent to the first order system 
Put 
f  =y, 
(3.2) 
9 = -WY, 9. 
xm(t) = a, + z (u2n-l sin nt + uzn cos nt), 
f&=1 
(3.3) 
ym(t) = a,’ + f$ (ain-, sin nt + 4, cos nt). 
n=1 
Then by (2.9) the determining equation for the system (3.2) becomes 
(10’ = 0, 
(3.4) I 
%-1 + na,, = 0, 
I  
a292 
-nu2n-1 =0 (n = I,2 ,..., m); 
& z -q%(4), Y&i), ti1 = 0, 
2=1 
$8 X[x,(tJ, ym(ti), ti] sin nti + n& = 0, 
e=1 
(3.5) 
& $ X[xm(ti), ym(ti), ti] cos nt, - na,!+l = 0 
t.=l 
(n = 1, 2, . . . . m). 
Then, if we substitute (3.4) into (3.3) and (3.5), we have: 
xm(t) = u. + f$ (u2n-1 sin nt + u2n cos nt), 
n=l 
(3.6) 
mm(t) = 8 (- nu,, sin nt + na2n-l cos nt), 
n=l 
F,(a) def &% X[x (t.) y (t.) t.] = 0, m 19 m ZY z 
1=1 
F2,1(ar) def $ $ X[xm(ti), ym(ti), ti] sin nt, + n2%n-1 = 0, (3.7) 
a=1 
F,,(a) def & $ qxm(ti), ym(ti), ti] cos nti + n2u2n = 0 
z-1 
(n = 1, 2, . . . . m), 
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where 01 = (a,, , a,, ua, . . . . aarn-r , aam). Therefore, in order to seek a 
Galerkin approximation, we have only to solve (3.7) with respect to 01. 
As is readily seen, the equations (3.7) are approximately equivalent to the 
equation 
+ cos nt * 
i f ~[%n(s), Y&), sl cos as h 1 * 
Therefore, the system (3.7) may be called a determining equation of Gale&in 
approximations for the second order equation of the form (3.1). 
The elements of the Jacobian matrix of F,(a) (V = 0, 1, 2, . . . . 2m) are as 
follows: 
lo 294~) = & g [Xf) sin pti + pX:J cos pt,], 
IO 2riOL) = &f f$ [X$’ COSpt, - pXi) Sin p&l, Y 
24 
12~1 29-l(a) = 4 f$ [X2) sin pti + pX:) cos pti] sin nt, + n2i3,, , (3.8) 
a=1 
Jzn-12&) = g$rxp COS pti - PXf’ sin pti] sin nti , 
2=1 
Jsn o(a) = & 8 Xt) cos nt, , 
I.=1 
J2n2&4 = $rq sin pti + pXt) cos pt,] cos nti , 
a=1 
12n29(4 = $8 [Xf) COS pti - PX:) sin pt,] cos nt, + n2S,, 
2=1 
(n, P = 1,2, . . . . m), 
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where 
xt’ = x [x (t.) y (t.) t.] 32 m 0 m t9 I and Xf) = X,[x,(t(t,), y,,), ti]. 
The values of F”(a), j,(a) @, v = 0, 1,2 , . . . . 2m) can be computed when 
the value of (Y is given. Consequently, by solving numerically the linear 
equation 
2 J&)4 +F&) = 0 (P = 0, 1,2, *.*, 2m) (3.9) 
v=O 
with respect to h, (v = 0, 1,2, . . . . 2m), we can employ Newton’s method 
for (3.7). In other words, we can get a Galerkin approximation of the 
form (3.6) for the given second order equation (3.1). 
For system (3.2) the matrix !P(x, t) in (2.11) is of the form 
1 
yh t, = C,(rp,, t) X&y, t> 1 ’ 
From this, it is readily seen that the process (3.9) is nothing but a reduced 
form of the general process (2.12). 
B. Computation of Y 
Let c = (Z. , a; , us , . . . . tis, , &J b e a numerical solution of (3.7) and put 
5&(t) = $ + 2 (12n-1 sin nt + Zs,, cos nt), 
n=l 
(3.10) 
L(t) = s (- nff2,, sin nt + 7zZznW1 cos nt). 
n=1 
Then (3.10) is evidently a Galerkin approximation of a periodic solution of 
the system (3.2). 
For system (3.2) the inequality (2.13) is of the form 
-f&]2 + [9?$ 
and consequently, for (3i;,(t), ym(t)) of (3.10), inequality (2.13) is equivalent 
to the inequality 
(3.11) 
122 URAJ3E AND REITER 
Now let 
X[Zm(t),~,(t), t] - ‘w = b, + 2 (b,,-, sin nt + b,, cos nt). (3.12) 
a=1 
Then in a similar way as (2.17), from (3.1 l), we may suppose that 
*lJ 
r > b, + 2 (b,,-, sin nt + b,, cos nt) (3.13) 
n=l 
provided m, is large. Inequality (3.13) can be replaced by the stronger 
inequality 
(3.14) 
Since 4, , h , b2 , . . . . b2,,+ , b 2m, are the Fourier coefficients of the function 
x[a,(t), ym(t), t] - dff , 
by formula (2.5) the following equalities hold approximately: 
4, = A$ X[tz (t.) p (t.) t.] nl 21 112 2, 2, 
2-l 
h-1 = 4 f$ X[%(h), $,,(ti), ti] sin lati + n2~2,+1 , 
a=1 
b,, = & 3 X[%,&), jS,&), ti] cos nt, + n2G , 
%=l 
(3.15) 
b,, = ; $ X[%&,), i&r&), &I cos Pti 
2=1 
where 
(n = 1, 2, . . . . m; P = m + 1, m + 2, . . . . 4, 
N3mo+1, 
(3.16) 
t =2&l 
* 2NT 
(i = 1, 2, . ..) 2N). 
By (3.15) we can compute the values of b, , b, , b, , . . . . blmrl , b2,0, and, 
consequently, by (3.14) we can get a reasonable value of r satisfying (3.11). 
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A value slightly greater than 
r = I hl I + g d&-l + bin 
n=l 
will yield a desired value of r satisfying (3.11). 
In our numerical examples, m, m, , and N have been chosen so that 
m = 15, m, = 25, N = 32. 
4. NUMERICAL EXAMPLES 
A. Example 1 
2 +x3 = sin t. (4.1) 
This equation is considered by Cesari [2] in illustration of his method. 
In his paper the existence of a periodic solution of this equation is proved by 
his method and the use of Gale&in approximations of order m = 1 and 
m = 2. 
Here we shall show how our method based on high order Galerkin 
approximations is applied to this equation. 
In order to find a starting value for numerical solution of the determining 
equation, we take a Gale&in approximation of the form 
x = x1(t) = a, sin t. 
The determining equation for this approximation is evidently 
3aIs - 4a, - 4 = 0. 
This equation has one and only one real root a, = 1.4923. Thus, we take 
a, = 0, a, = 1.4923, a2=a3=-**=asg=0 
as the starting value. The final results at the electronic computer within the 
limits of the approximation are as follows: 
x = (z) = 1.4311 89037 sin t - 0.1269 15530 sin 3t 
+ 0.0097 54734 sin 5t - 0.0007 63601 sin 7t 
+ 0.0000 59845 sin 9t - 0.0000 04691 sin llt 
(4.2) 
+ 0.0000 00368 sin 13t - 0.0000 00029 sin 15t, 
? = 713 x 10-s (64, = b,, = 0 x m--9), (4.3) 
& = 11.4107, (4.4) 
S, , S, = -0.9082 f 0.4184 i (multipliers of (2.20)). (4.5) 
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Now, by means of Theorem 2, let us check the existence of an exact 
isolated periodic solution x = P(2) and seek the error bound of the Galerkin 
approximation x = f(t) of (4.2). 
Equation (4.1) is rewritten in the form of a first order system as follows: 
3i ==y, 
j =y -x3 + sin t. 
(4.6) 
Let us apply Theorem 2 to this system. 
The Jacobian matrix of the right member is 
Let us consider the region 
(4.7) 
D, = {xl 1 x - 32’(t)\ Q S for some t}. 
Then from (4.7), for any x ED, , 
and consequently, from (4.2), I x - 2(t)] < 8 implies 
I/ Y’[x] - Y@(t)] 11 < 3 S(6 + 3.1373 75670). (4.8) 
Then by (l.lO), (4.3), and (4.4), we have only to seek S and K (< 1) such that 
3S(S + 3.1373 75670) < & , 
11.42 x 72 x lo-* 
1-K 
< s. 
The second inequality of (4.9) is 
822.24 x 10-s 
l--K 
< 6. 
(4.9) 
(4.10) 
Hence, let us suppose 
6 < 0.00001. 
Then the first of (4.9) can be replaced by the stronger inequality 
(4.11) 
66 3 x 3.137: x 11.42 = 107.4;73 24 ’ (4.12) 
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Then from (4.10) and (4.12), we have 
822.24 x 1OP < 6 < _ K 
1-K ’ ’ 107.4873 24 ’ 
Now let us consider the inequality 
822.24 x 1O-s x 107.4873 24 < K(1 - K), 
i.e., 
8.8380 3772 8576 x lo-* < K(1 - K). 
This is evidently satisfied by 
K = 0.001. 
But for this value of IC, 
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(4.13) 
(4.14) 
822.24 x 1O-8 
= 1 -K 823.06306.. . x IO-* = 0.0000 08230.. . , 
(4.15) 
107.4;;73 24 
= 0.0000 09303... . 
Consequently, taking (4.11) into consideration, we see that we have only to 
choose S so that 
0.0000 08231 < 6 < 0.0000 09303. 
This shows that there are indeed positive constants S and K ( < I) 
satisfying (4.9). 
From this result, by Theorem 2, we see that the given equation (4.1) which 
is equivalent to (4.6) h as really one and only one exact isolated periodic solution 
x = S(t) in the region D, . 
Furthermore, from (4.15) we see that 
/ f(t) - a(t) 1 < 0.0000 0823 1. 
This gives the ~YYOY bound of the Gale&in approximation x = a(t) of (4.2). 
Lastly let us investigate the stability of the periodic solution x = S(t). 
From (4.5), 
I s, I> 1 s, / =0.9999 W 1. (4.16) 
Therefore, in the present example, by our method we can not decide the 
stability of the periodic solution. However (4.16) shows the stability is very 
weak even if the periodic solution may prove to be stable. 
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B. Example 2 
2 - ~(1 - x2)$ + x = EE sin wt. (4.17) 
This is the van der Pol equation with a harmonic forcing term. In connection 
with this equation, we are interested in a periodic solution with period 2~1~. 
Now in (4.17) replace t by t/w and put 
E -= A, E = El, !I.?? = A. 
W W EW 
Then Eq. (4.17) is transformed to the equation 
d2X 
- - A(1 - ~2) $ + (1 + hA)x = hF, sin t. 
dt2 
(4.19) 
Since a periodic solution of (4.17) with period 27r/w is a periodic solution 
of (4.19) with period 27r, the initial problem is then reduced to the problem 
to seek a periodic solution of (4.19) with period 2~. 
Equation (4.19) is usually discussed by the perturbation method (including 
the method of averaging [4]) under the hypothesis that 1 X / is sufficiently 
small (for instance, see [5, 61). H owever the conclusions obtained by the 
perturbation method are not guaranteed for a given value of the parameter 
unless the value of the parameter is checked by some other method (see 
Section 4 of [l]). 
In this example, making use of our method, we shall investigate whether 
or not the conclusions obtained by the perturbation method are valid for some 
specijc value of the paramete-r. 
In this example, let us suppose 
E = 0.1, w = 0.9, E = 3. (4.20) 
Then, by (4.18), 
h = l/9, A = 19/9, E, = 1013. (4.21) 
First, let us seek the first approximation of a periodic solution of (4.19) 
by the perturbation method regarding h as a small parameter (see [6]). 
Equation (4.19) is rewritten in the form of a first order system as follows: 
dx 
x =YY 
dr 
z= 
- (1 + x4)x + A( 1 - xa)~ + A& sin t. 
(4.22) 
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Then by the linear transformation 
x = E cos t + 7] sin t, 
y = 4 sin t + q cos t, 
system (4.22) is transformed to a system of the following form: 
where 
f(E, rl, t) = (- 44 + 46 + $4 - +P - @q2) 
+ (BE, - 4s - &Aq + i&)2) cos 2t 
+ (+A[ - -$q - $J2q + @) sin 2t 
+ (@ - $fq2) cos 4t 
+ (&?q - +7f) sin 4t, 
gc5 77 t) = (- +a + +I - @I - @> 
+ (- +A.f + &q - i&F,) cos 2t 
+ (&El - it - *Ar] + $? - &fq2) sin 2t 
+ (- Q&l + @) cos 4t 
+ (&? - +h2) sin 4t. 
(4.23) 
(4.24) 
(4.25) 
Since h is a small parameter, we can apply the method of averaging to (4.24) 
(see [41)- 
Namely, first, we seek a solution of the system 
s 2af( 0 
u, v, t) dt = - f (4E, - 4u - 4Av + u3 + uv2) = 0, 
s 
2a 
(4.26) 
0 
g(u, v, t) dt = - $ (4Au - 4v + u2v + v”) = 0. 
This system is readily solved as follows: 
I 
* = 4E, (4 - PIP> 
A 
v=-p, 
El 
(4.27) 
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where p(=u2 + ~2) is a root of the equation 
p3- 8$ + 16(1 + A2)p - 16E,2 = 0. (4.28) 
For A = 19/9 and El = 1013, the above equation has a unique real root 
p = 2.40745. (4.29) 
Hence, by (4.27) we get a unique solution of the system (4.26) as follows: 
u = 0.28755, v = 1.52472. (4.30) 
Next, we seek the eigenvalues of the Jacobian matrix of the left member 
of (4.26). They are the roots of the equation 
- ; (3u2 + v2 - 4) - s - ; (2UO - 4A) 
= - ; (2UV + 4A) - f (22 + 302 - 4) - s 
0. (4.31) 
If we put 
s = - f S’, 
then (4.31) becomes 
S’2 - 4(p - 2)s’ + [3p2 - 16~ + 16(1 + Aa)] = 0, 
i.e., 
A”2 - 1.62980 S’ + 66.17689 = 0. 
(4.32) 
Consequently, from (4.32) we have 
S = - ; (0.81490 & 8.09400 ;). (4.33) 
From (4.30) and (4.33) it is seen that, for sufficiently small 1 h I, the 
system (4.24) has a stable periodic solution which is close to 
t = 0.28155, q = 1.52472. 
In other words, the initial system (4.22) h as a stable periodic solution which is 
close to 
x = 0.28755 cos t + 1.52412 sin t, 
y = -0.28755 sin t + 1.52472 cos t. 
(4.34) 
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Lastly, by the method of averaging, let us seek the first approximation of 
the above periodic solution. From (4.25) the first approximation of the 
periodic solution of (4.24) is readily obtained as follows: 
5 = u + A[a(E1 - u - Av + uv2) sin 2t 
- &(2Au - 2v - u2v + v”) cos 2t 
1 
+ $u3 - 3uv2) sin 4t 
- $3 242-v - v”) cos 4t], 
7 = v + h[i(- Au + v - u%) sin 2t 
- +(2-E, - 2u - 2Av + u3 - uv”) cos 2t 
+ L(- 3u2v + v3) sin 4t 
32 
- $(u3 - 3uv79 cos 4t1. 
Hence, substituting this into (4.23), the desired Jirst appro&&ion of the 
periodic solution of (4.22) is obtained as follows: 
x = Z(t) = u cos t + v sin t + i (3u2v - v3) cos 32 + $ (3~2 - 19) sin 3t 
= 0.28755 cos t + 1.52472 sin t 
- 0.01099 cos 3t + 0.00688 sin 3t, 
y = y(t) = -u sin t + 9 cos t - J- h(3& - ~3) sin 3 
32 
(4.35) 
+ 2 h(3uv2 - 24”) cos 32 
32 
= -0.28755 sin t + 1.52472 cos 
+ 0.03298 sin 3t + 0.02064 cos 3t. 
Now let us apply our method to Eq. (4.19). 
In order to find a starting value for numerical solution of the determining 
equation, we take a Galerkin approximation of the form 
x = xl(t) = a, sin t + a2 cos t. 
409/14/I-9 
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Then for this Galerkin approximation we have the following determining 
equation: 
4E, - 4a, - 4Aa, + a23 + u2u12 = 0, 
4Aa, - 4u, + u&z1 + al3 = 0. 
This is the same equation as (4.26), and consequently, from (4.30) we have 
a, = 1.52472, a2 = 0.28755. 
Thus we take 
a, =a a, = 1.52472, u2 = 0.28755, a3 zzz a, 1 ... 1 a,&) z Q 
as the starting value. 
The computed results are as follows: 
x = 2(t) = 1.5291 15065 sin t + 0.2867 13433 cos t 
+ 0.0072 09864 sin 3t - 0.0113 71280 cos 3t 
- 0.0001 10855 sin 5t - 0.0001 54804 cos 5t 
- 0.0000 02938 sin 7t + 0.0000.00714 cos 7t 
- 0.0000 00007 sin 9t + 0.0000 00050 cos 9t 
(4.36) 
+0.OOOOOOOO1sinIlt+0.OOOOOOOOOcosllt 
+ O.QQQO 00000 sin 13t - 0.0000 00000 cos 13t 
+ O.OOQQ 00000 sin 15t - 0.0000 00000 cos 15t, 
P = 3 x 10-s (b& = b,, = *a’ = b,, = b,, = 0 x IO-S), (4.37) 
n;i = 64.85453, (4.38) 
Sr , 5’s = 0.86541 f 0.33840 i (multipliers of (2.20)), (4.39) 
P = 1.5694 2047, Q = 1.5971 2929. (4.40) 
Here P and Q are the numbers defined by the following formulas in connection 
with the Galerkin approximation of the form (3.10): 
(4.41) 
8 = 3 n l/&l + UT,, .
n=l 
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Consequently, for a(t) of (4.36), it is evident that 
1 g(t)1 < 1.5694 2047, 1 a(t)1 < 1.5971 2929. (4.42) 
Now by means of Theorem 2 let us check the existence of an exact isolated 
periodic solution x = a(t) and seek the error bound of the Gale&in approxi- 
mation x = a(t) of (4.36). 
The Jacobian matrix of the right member of (4.22) is 
1 
y~“(x~y) = L (1 + AYZ) - 2A.Xy A\1 -X”) 1 . 
Consequently 
. 
Then 
11 Y(x, y) - Y(u(n, y)112 < 4A”@ - xy)2 + P(ff2 - x2)2 
= A”{4[(* - x)jJ + x(7 - y)]” + (2 - x)“(Z + x)2} 
< A”{4[(3i’ - x)” + (7 -y)2](x” + r”) + (3 -x)2@ + x)2} 
< h2[(3 - x)2 + (y - y)2] * [4(X2 + 72) + (R + x)2]. 
However 
4(X2 + T2) + (3 + x)” = 4{y2 + [n + (x - %)]2} + [zn + (Lx - a)]2 
= 832 + 4ys + 12$(x - R) + 5(X - ay. 
Therefore, if 
we have 
4(x - q2 + (y - jq2 < 8, 
II Y(.G y) - Y($ jy < I A I S(fE2 + 4jrs + 12s 1 R 1 + 562)1/s. (4.43) 
Now let us consider the region 
08 = G, YI d/(x - “(q2 + (Y -Y(Q)” < S>, 
where p(t) = k(t). Then from (4.42) and (4.43), for any (x, y) ED, , 
II wwdw1 - wfw,~(~)lll 
= $6 d29.9592 + 18.84 S + 5 S2. 
(444) 
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Hence, in order to check the conditions of Theorem 2, by (l.lO), (4.37), 
(4.38), and (4.44), we have only to check the existence of S and K (< 1) such that 
$6 429.9592 + 18.84-y < A, 64.9 
64.9 x 3 x 1O-g (4.45) 
1 --- K < __ 6. 
The second inequality of (4.45) is 
194.7 x 10-s , r\ 
l-K Gb. (4.46) 
Therefore let us suppose 
Then since 
6 < 10-6. (4.47) 
t 29.9592 + 18.84 6 + 5 6” < 429.95921 88400 05 < 5.474, 
the first inequality of (4.45) can be replaced by the stronger inequality 
a< 
9 
64.9 x 5.474 K’ 
Then from (4.46) and (4.48), we have 
194.7 x 10-s 
<a< 
9 
1-K 64.9 x 5.474 K’ 
Now let us consider the inequality 
i.e., 
194.7 x 1O-s 9” 64.9 x 5.474 ~ K(l _ K), 
7.685514.e. x lO-6 < K(1 -K). 
Then this is evidently satisfied by 
K = O.OOOol. 
But, for this value of K, 
194.7 x 10-a 
I-K 
= 194.70... x 10-Q, 
(4.49) 
(3.50) 
(4.51) 
64 g ,’ 5 474 K = 253.33... x 1@-9. 
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Consequently, taking (4.47) into consideration, we see that we have only to 
choose 6 so that 
195 x 1O-s < 6 < 253 x 1O-s. 
This shows that there are indeed positive constants 6 and K (<l) 
satisfying (4.45). 
From this result, by Theorem 2 we see that for the values of (4.21), 
Eq. (4.19) has really one and only one exact isolated periodic solution x = a(t) 
in the region D, . Regarding the stability of this periodic solution, from (4.39) 
we have 
ISI I> 1 S, 1 = 0.92921... < 1. 
Therefore we may conclude that x = S(t) is stable. 
Further, from (4.51) we see that 
1 n(t) - i(t)1 < 195 x 10-S. 
This gives the error bound of the Gale&in approximation x = a(t) of (4.36). 
Comparing the above results with the conclusions obtained by the 
perturbation method, we see that the conclusions obtained by the perturbation 
method are really valid for the speciJic values of (4.20). 
Furthermore, if we compare the first approximation (4.35) of the periodic 
solution with the Galerkin approximation (4.36), we see that, for the specific 
values of (4.20), th e rs a J; t pp roximation is a very good approximation. 
However, as will be shown in the next example, it happens that, for certain 
values of the parameters, the first approximation obtained by the perturbation 
nzethod is not good even though the qualitative conclusions (the existence and the 
stability of a periodic solution) are right. 
C. Example 3 
f - ~(1 - x2)x + x = E sin t. (4.52) 
This is the equation (4.17) where 
E= 1, w = 1. (4.53) 
Consequently that is the equation (4.19) where 
A = 0, E, = 1. (4.54) 
If we use the perturbation method regarding E as a small parameter, then 
in the same way as in Example 2, we see that 
(i) Eq. (4.52) has a stable periodic solution provided 1 c 1 is suficientz’y smalI; 
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(ii) the$vst approximation of that periodic solution is 
x = x”(t) = -2.3830 cos t + 0.04229 sin 3t 
fOY c = 0.1. 
(4.55) 
On the other hand, if we use Galerkin’s procedure for E = 0.1, then we 
have: 
x = R(t) = - 0.1423 30099 sin t - 2.3787 85902 cos t 
+ 0.0418 67539 sin 3t - 0.0046 46924 cos 3t 
+ 0.0002 15278 sin 5t + 0.0012 23706 cos 5t 
- 0.0000 39873 sin 7t + 0.0000 09756 cos 7t 
(4.56) 
- 0.0000 00430 sin 9t 0.0000 01358 - cos 9t 
+ 0.0000 00047 sin 1 It - 0.0000 00019 cos 1 It 
+ 0.0000 00001 sin 13t + 0.0000 00002 cos 13t 
- 0.0000 00000 sin 15t + 0.0000 00000 cos 15t, 
P = 4 x 10-9 (b,, = b,, = a*- = b,, = b,, = 0 x lo-a), (4.57) 
it?i = 62.42074, (4.58) 
S, , 23, = 0.87449,0.35980, (4.59) 
P = 2.4264 4978, Q = 2.5159 2729. (4.60) 
From these results, in the same way as in Example 2, we see that 
(i) IQ. (4.52) h as really a stable periodic solution x = Z(t) for l = 0.1; 
(ii) 1 n(t) - S(t)1 < 250 x 1O-9 (4.61) 
for the Gakrkin approximation x = a(t) of (4.56). 
Comparing the above results with the conclusions obtained by the 
perturbation method, we see: 
the qualitative conclusion (the existence and the stability of aperiodic solution) 
obtained by the perturbation method is right for E = 0.1, but the first approxi- 
mation obtained by the perturbation method is not good because of the absence of 
the term -0.1423 30099 sin t. 
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APPENDIX 
A COMPUTER PROGRAM GENERATING THE EXPLICIT FORM 
OF THE DETERMINING EQUATION 
1. Introduction 
Since our method for automatic generation of coefficients of the determining 
equation can be easily extended to other equations, we shall illustrate the 
method with a specific example, namely, with the van der Pol equation of 
Section 4, C: 
P(x) = f - ~(1 - x2)K + x - l sin t = 0. (Al.l) 
From the symmetry of the equation (cf. (4.3), )we consider the Gale&in 
approximation of the form 
x = x(t) = 2 [ u2n _ 1 sin(2n - 1)t + u2n cos(2n - l)t]. (Al .2) 
*=1 
Substituting (A1.2) into (Al.l), we get 
P(x) = @$’ [F2n-1 sin(2n - 1)t fF2, cos(2n - l)t], (Al .3) 
n=1 
where the Fk’s are polynomials in the indeterminates (aI , a2 , . . . . uzN). We 
are going to seek a solution of the determining equation 
F&l, *-* 7 a2J = 0 (k = 1, 2, -** ) 2N). (A1.4) 
Having found a solution cys = (ur , . . . . Us) of (A1.4), we are also going to 
need the error term 
E = 2@$1) 1 F,(aJl. (Al .5) 
n=2N+l 
Our main task is to generate the Fk’s by the computer. 
Write 
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where Q,, is the nonlinear part ofF, and 
8, = -E, 
ai = 0 (i = 2, 3, . ..). 
L,j-1 2j-1 = L,j 2j = 1 - (2j ~ l)“, 
LV,j-, = --L&q 2j = -c(Zj - I), 
L,, = 0 for all other values of the indices. 
(A2.2) 
It proves very convenient to write 
Qn = x V,kak 642.3) 
with the matrix V = { Vnk} consisting of elements which are quadratic 
polynomials in the ak’s. 
Letting 
we have 
c, = Qa2n - $a,,-, (fz = 1, 2, . . . . 2N), 
x(t) = 2 [cnei(2n-1)t + fne-i(2n-l)t], 
?Z=l 
642.4) 
W.5) 
where the bar denotes complex conjugation. Also, 
2(t) = 2 [i(2n - l)c,ei(2n-1)t - i(2n - 1)@-+(2+l)t]. 
?Z=l 
W.6) 
Writing 
2N-1 
x* = 2 [&et(2?h)t + dne-t(2n)t], (A2.7) 
it is easily verified that 
do = 0, 
d, = $ i(2k - l)c,c,-,+, + g i(2k - l)c,&+* - 55(2k - l)Ck&-, 
k=l k=g+l k=l 
(q = 1,2, . . . . 2N - 1). (A2.8) 
Now write 
93i = ‘z [z,ei(22+l)t + ~pe--i(2P-1)t], 
??=l 
642.9) 
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so that 
zp = y c,dp-, + 5 c,&ep + f ~&+Q-I 
5=1 s=p+1 S=l 
= q + q + z; 
(p = 1,2, . ..) 3N - l), 
(A2.10) 
where 
z; = “% c, [y$ i(2Y - 1)c&-s--7+1 + $ i(27 - l)c&,+, 
s=1 7=1 r=p--s+1 
- Ng’i(2r - l)@,-,+,l 
= Gl + & + 413 t 
,z2 = -g c, [- 52r - I)E,E,+,+l - 5 i(2Y - 1)q.cT4+z) 
s=p+1 7=1 7=.S--pi1 
(A2.11) 
+ N$ri(2r - 1)~&-~+~] 
= 41 + A2 + T?23 ? 
.z3 = 2 c, ,,+zl i(2r - l)c,c,+P-, + 5 i(2r - l)cTE~~,,+l 
S=l r=1 7=5+P 
- N-z+1i(2r - l)z&S+P+7--1] 
r=l 
= & + z;, + G, * 
Interchanging the order of summation in & and X32 , we get 
2& = 2 c, 5 i(2r - l)@,+p--r 1 
r=l s-1 
(A2.12) 
,T& = 2 c, Zi(2r - l)~S~~,-,-,+l . 
r=p+1 .9=1 
In IL3 , make the substitution K = p + T + s - I and interchange the 
order of summation, obtaining 
.&, = - $J c, ‘JJ i(2r - 2s - 2p + l)Es&--s-D+l . 
r=pt1 s=1 
(A2.13) 
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We now write 
N 
%I = 2 W,kCk 
(p = 1, 2, . . . . 3N - 1). 
k=l 
(A2.14) 
Then, for k <p, we get 
W,k = ‘si(2r - l)c,c,-,++, + 
r=1 r=P-k+l 
(A2.15) 
- Nmri(2r - l)~rc~-~+,. + N$ki(2k - l)~,.c,.+,~ . 
7=1 r=l 
It can be seen that the last three terms on the right combine to give us 
WDk = ‘$i(2* - 1)cTc,-k--5+1 + $ i(2p - l)~g~+~-, (k < P). 
7=1 r=e-k+l 
(A2.16) 
By similar substitutions and transpositions, we obtain 
wm = g i(2P - u c, I29 
r=1 
(A2.17) 
wDk = yi(2p - l)f&+D+l + 2 i(2p - l)t,&-k+P (k > PI* 
+=l r=k--p+l 
(A2.18) 
We thus have represented each W,, as a sum of exactly N complex terms. 
If we write 
w,, = R,, + is,,, (A2.19) 
where the elements Rsk and SDk are real, we get, for Eq. (A2.3), 
v,,-I 2k-1 = v2,2k = ‘%I,, 
V 29 2k--1 = - v2,-l 2k = &k 
(9 = 1, . . . . 3N - 1; k=l , . . . . N). 
(A2.20) 
The matrices R and S are defined by Eqs. (A2.16)-(A2.18). Each element 
of each matrix consists of exactly 2N real terms of order 2 in the indeterminates 
(a, , ***, aaid. 
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3. Program 
The matrices R and 5’ are stored in the machine as symbol strings, encoded 
in such a manner as to facilitate differentiation and evaluation. Two machine 
cells are used to store each term. A typical term is of the form 
(A3.1) 
where /3 is a fixed real number and the ‘yn’s are integers such that 
yn = 0, 1, or 2. 
)I /I 
Cell 1 Cell 2 
FIG. 1 
Two bits (binary digits) are alloted for each exponent ‘yn . Since the 
CDC 1604 computer on which this program was run has a word length 
of 48 bits, this scheme handled N < 12, but could have easily been expanded. 
The program generated the matrices R and S once each run only. Since 
each matrix requires (2N)3 storage cells, storage limitations restricted us to 
N < 8. Again, however, only a slight modification is required to generate 
each (symbolic) element of R and S as needed. 
In order to solve the determining equation (Al.4) by Newton’s method, 
we also have to calculate the Jacobian matrix of F,(a, , . . . . a,,), the elements 
of which are, by (A2.1) and (A2.3), of the form 
By (A2.20), aVnj/8a, is readily obtained from C?R/aa, and &S’/aa, . 
However these derivatives had to be obtained each iteration for each k as 
the storage requirements for storing them were prohibitive. Also, it proves 
faster to differentiate each time rather than go to an auxiliary storage medium, 
such as tape. 
This program was run for N = 8. The results obtained agree to seven 
decimal places with those given in (4.56). The total running time including 
compilation was somewhat under 3% minutes. 
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4. Remarks 
1. The very same program, with modifications only in the matrix I,, 
can be run for the general van der Pol equation (4.17). 
Similarly the program will also generate a Galerkin approximation of 
type (A1.2) for the equation (4.1). Here we have the nonlinear term x3 and, 
using the notation of the last section, we obtain 
c,c,-k--T+l 3 f - - c~cr+k--z, (k < P), 
r=1 r=p-k+l 
w,, = 2 2 I cr I23 
T=l 
(A4.1) 
2. As is seen from (AlS), ‘f 1 we use the program described here, we can 
know the error terms completely. In some cases, this may make the present 
method preferable to the method of the text. 
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