Because sensory systems use different spatial coordinate frames, cross-modal sensory integration and sensory±motor coordinate transformations must occur to build integrated spatial representations. Multimodal neurons using non-retinal body-centred reference frames are found in the posterior parietal and frontal cortices of monkeys. We used functional magnetic resonance imaging to reveal regions of the human brain using body-centred coordinates to code the spatial position of both visual and somatic sensory stimuli. Participants determined whether a visible vertical bar (visual modality) or a location touched by the right index ®nger (somatic sensory modality) lay to the left or to the right of their body mid-sagittal plane. This task was compared to a spatial control task having the same stimuli and motor responses and comparable dif®culty, but not requiring body-centred coding of stimulus position. In both sensory modalities, the body-centred coding task activated a bilateral fronto-parietal network, though more extensively in the right hemisphere, to include posterior parietal regions around the intraparietal sulcus and frontal regions around the precentral and superior frontal sulci, the inferior frontal gyrus and the superior frontal gyrus on the medial wall. The occipito-temporal junction and other extrastriate regions exhibited bilateral activation enhancement related to body-centred coding when driven by visual stimuli. We conclude that posterior parietal and frontal regions of humans, as in monkeys, appear to provide multimodal integrated spatial representations in body-centred coordinates, and these data furnish the ®rst indication of such processing networks in the human brain.
Introduction
Sensory systems conveying spatial information to the brain use different spatial coordinate frames. In order to build integrated spatial representations and to plan accurate motor actions, cross-modal sensory integration and sensory±motor coordinate transformations must occur. In monkeys, the parietal lobe appears to have a crucial role for building and using such representations (Gross & Graziano, 1995; Rizzolatti et al., 1997; Colby & Goldberg, 1999) , but direct and persuasive evidence for comparable integrative processing in humans has been lacking. Visual, auditory and tactile information converge in the posterior parietal regions of monkeys where they become systematically combined with proprioceptive and vestibular cues so as to maintain constantly updated multimodal body-centred representations of space (Andersen et al., 1997; Duhamel et al., 1992; Lacquaniti et al., 1995) . Parietal areas have dense projections to frontal lobe areas devoted to motor control, including the premotor (PMA) and supplementary motor (SMA) areas and the frontal (FEF) and supplementary (SEF) eye ®elds; and these projections probably relay transformed and integrated spatial information to the frontal lobe. Frontal areas also respond to multimodal stimuli and encode spatial locations in body-centred coordinates (Caminiti et al., 1991) . For example, neurons in the ventral PMA respond to tactile stimuli delivered to the hand and to visual stimuli presented around the hand. Some of these cells show nonretinal visual receptive ®elds, anchored to the tactile receptive ®elds (Fogassi et al., 1996; Graziano et al., 1997) .
In humans, lesions to the parietal and frontal lobe, mainly to the right hemisphere, typically cause neglect for the contralesional side of space (Vallar & Perani, 1986) . This de®cit occurs across sensory modalities, and it is typically relative to body-centred reference frames (Bisiach, 1997) . Neuroimaging studies have also suggested an important role for parieto-frontal structures in normal visual±motor transformations needed for reaching and adaptation to reversed vision Sekiyama et al., 2000) .
Recent data suggest a role for posterior parietal and frontal cortical regions when humans code the position of visual stimuli relative to the body midline (Vallar et al., 1999; Galati et al., 2000) . Although these studies revealed human brain networks that appear to construct body-centred spatial codes using visual stimuli, only indirect evidence, that is, from lesion cases, exists to determine whether parietal-frontal circuits in humans have a speci®c (that is, visually driven) or general (that is, multimodal) role in this coordinate transformation process. Thus, the current work aimed to provide direct evidence on whether fronto-parietal networks in humans can employ other sensory modalities, in addition to vision, for bodycentred spatial coding. To this end, we used functional magnetic resonance imaging (MRI) methods to examine brain activation that occurs during perceptual coding of visual or somatic sensory stimuli with respect to the body mid-sagittal plane, which is the plane of bilateral body symmetry, and constitutes a fundamental principle of spatial perception (Ventre et al., 1984; Jeannerod & Biguer, 1989) .
Materials and methods

Participants
Ten healthy right-handed adults (aged 24±29 years; ®ve males, ®ve females) gave their informed consent according to procedures that had undergone review and received local ethical approval prior to participating in the experiment. Prior to magnetic resonance (MR) imaging, participants underwent a preliminary session in a different laboratory, where they were instructed and received training in the behavioural tasks. Candidate participants were included in the MRI component of the study only after having achieved a performance level > 90% in all conditions.
Apparatus
A Siemens Vision Magnetom MR system (Siemens Medical Systems, Erlangen, Germany) operating at 1.5 T and equipped for echo-planar imaging was employed for acquiring anatomical and functional MR images using a quadrature volume head coil for radio frequency transmission and reception. The nasion was aligned with a laser crosshair projection, so that each participant's head would be approximately centred in the standing magnetic ®eld of the MR system once within the MR bore. Head movement was minimized by mild restraint and cushioning, and participants lay supine in the MR bore.
Visual stimuli were generated using custom-written software on a personal computer located outside the MR room, and projected via mirroring to a back projection screen using an LCD video projector (Model VPL-351QM, Sony Corporation, Tokyo, Japan) connected to a personal computer. In almost complete darkness, participants viewed the visual stimuli via a mirror apparatus mounted on the head coil. We paid particular attention to minimizing visible boundaries, such as the edges of the mirror and the scanner. Black plastic covered the inner wall of the scanner to prevent vision of the MR system, and the projection brightness was kept as low as possible. With these precautions, participants could only see a dimly lighted semicircular screen on a dark background.
Somatic sensory stimuli were delivered to the participant's right hand by an experimenter, who moved it according to instructions and timing signals presented on a separate screen. Participants had no vision of their hands or the experimenter's screen. The participant's right hand was placed on a custom-built horizontal plastic board, with special guides for the end-point positions of the hand. The board was placed over the participant's legs and fastened to the MR bed. The participant's left hand rested on the board so as to allow for pushbutton responses (see below).
Preliminary training and psychophysical data collection were performed in a separate laboratory in complete darkness. Participants lay supine and viewed a computer screen through a mirror. Stimuli and tasks were identical to those in the MR session. Bottom, two exemplar trials of the visual tasks, with each trial comprising two video`frames' (black rectangles). Time¯ows downward, and each frame lasts 1.5 s. In each trial, the bar moved either leftward (Trial 2) or rightward (Trial 1) for one frame, then remained still for one frame. Participants responded during the second frame, based either on the ®nal position of the bar (`right' is correct for both trials) or on the direction of the movement (`right' for Trial 1 and`left' for Trial 2). (B) Somatic sensory tasks. Top, possible positions and paths of a participant's right hand during the somatic sensory tasks. Bottom, two exemplar trials of the somatic sensory tasks. The participant's hand was held by the experimenter (not illustrated). In each trial, the hand was moved either leftward (Trial 2) or rightward (Trial 1) for one frame, then it remained still for one frame. Participants responded during the second frame, based either on the ®nal hand position (`right' for both trials) or on the movement direction (`right' for Trial 1 and`left' for Trial 2).
Tasks
We used a 2 Q 2 factorial design with sensory modality, visual and somatic sensory, and spatial condition,`position' and`direction' as main factors, yielding four experimental tasks. The factorial design allowed characterization of regions whose activity depended on the main effect of spatial condition (activation for the two position tasks relative to that for the two direction tasks) and the main effect of FIG. 2 . Activation related to body-centred judgements. Red label indicates multimodal body-centred regions (see also Table 1 ). These areas had more functional MR signal for the position than for the direction tasks in both sensory modalities. Green label indicates visual regions with body-centred enhancement, exhibiting a signi®cant modality by spatial condition interaction (see also Table 2 ). These areas had more functional MR signal for the visual than for the somatic sensory modality, and for the position than for the direction task in the visual modality. Statistical parametric maps showing areas of activation (P < 0.05 corrected, population-level inference) are superimposed on a three-dimensional reconstruction of (A) the surface and on selected (B) transverse and (C) coronal slices from a standard brain. The activation in whole brain image is a`projection' and does not depict the exact location of signi®cant activation occurring within the brain. Stereotaxic coordinates (mm) are reported for each slice. sensory modality (activation for the two visual tasks relative to that for the two somatic sensory tasks). Furthermore, the factorial design allowed assessment of interactions, for example a speci®c effect of spatial condition in one of the two sensory modalities.
The two spatial conditions were designed so that statistical comparison between the position and direction tasks isolated the process of building body-centred representations relative to a stimulus position. Thus, the position tasks required coding the location of a visual or somatic sensory stimulus relative to the perceived body mid-sagittal plane (left or right). The direction tasks required judging the stimulus movement direction (leftward or rightward), independently of its body-centred position. Both spatial conditions entailed spatial decisions, but they differed in the type of spatial decision: body-centred in the position task, but independent of the body-centred perception in the direction task. The required processing for the two spatial conditions was identical for the visual and somatic sensory modalities, though the stimuli necessarily differed between the two sensory modalities. However, within each sensory modality, the stimuli were identical for the two spatial conditions, therefore eliminating speci®c sensory effects. Similarly, the effect of spatial condition (position or direction) was not a factor in assessment of how a region responded to visual or somatic sensory stimuli. Finally, the experimental and factorial design allowed us to control for a variety of other variables that were balanced across all four tasks or across a row or column of the factorial design. These possible confounds included the manual responses, the task dif®culty, the experimental timing and the eye movements.
Each trial lasted 3 s and had a 1.5-s stimulus period and a 1.5-s response period. In the visual tasks, participants viewed a 2°long (visual angle) grey vertical bar, presented on a dark background. The bar appeared in one of four prede®ned positions on the screen, spaced at 2°of visual angle (3°left, 1°left, 1°right and 3°right with respect to participant's body mid-sagittal plane, Fig. 1A, top) . In each trial, the bar moved either leftward or rightward by one (1.3°/s) or two (2.6°/s) positions during the stimulus period, stopped and remained immobile during the response period (Fig. 1A, bottom) . In the somatic sensory conditions, the participant's right index ®nger touched the plastic board in one of four prede®ned positions, spaced at 6 cm (9 cm left, 3 cm left, 3 cm right and 9 cm right with respect to a participant's body mid-sagittal plane: Fig. 1B , top). These distances corresponded to » T4°(3 cm) and T 12°(9 cm) of angular displacement from the body mid-sagittal plane across the variable height participants. These prede®ned locations were selected in a preliminary psychophysical study to approximately match task dif®culty across the two modalities, as measured by reaction time and error rate. In each trial, at the beginning of the stimulus period, an experimenter grasped the index ®nger, raised the forearm from the current resting location and relocated the index ®nger until it touched the new end-point stimulus location, either leftward or rightward by one or two positions. The hand then remained immobile on the board during the response period (Fig. 1B, bottom) .
In both modalities, participants responded at the end of each stimulus period by pressing one of two buttons with the index or middle ®nger of the left hand. In the position tasks, participants judged whether the vertical bar or the position touched on the board by their right index ®nger was located to the left or to the right of their body mid-sagittal plane, and pressed either the left or the right button accordingly. In the direction tasks, participants judged whether the bar or the right index ®nger had moved leftward or rightward, and again pressed either the left or the right button accordingly.
We paid particular attention to appropriately instruct participants, so as to avoid the use of possible alternative strategies to solve the tasks. Participants were asked to focus on the position of their body mid-sagittal plane during the position tasks, and on the stimulus movement during the direction tasks. When interviewed at the end of the experimental session, they all con®rmed they did not use any other alternative strategy.
During the visual tasks, participants were requested to ®xate gaze on the vertical bar, pursuing it during its motion. During the somatic sensory tasks, participants were requested to ®xate a cross presented centrally on the screen. The ability to follow these instructions was con®rmed by visual inspection of eye movements in the preliminary psychophysical study. In the functional MR environment, we did not have the means of registering or evaluating eye movements, so we could not control for adequacy of pursuit nor whether participants performed catch-up saccades. Whilst the eye movements differed for the visual and somatic sensory modalities, they were equivalent for the two spatial conditions performed for each modality. As noted above, the potential confounding effect of eye movements is eliminated in the two visual tasks and the comparison across modalities would not seem unduly in¯uenced by this variable.
Procedure
After positioning a participant in the MR system and performing a shimming procedure to account for inhomogeneities in the standing magnetic ®eld, we acquired a three-plane T1-weighted scout image to aid slice positioning for subsequent acquisition of functional MR images. We then acquired a T1-weighted volumetric image set (1 mm isotropic voxels, 160 sagittal slices, Siemens multiplanar rapid acquisition gradient echo sequence, TR 11.4 ms, TE 4.4 ms). Then, we acquired functional MR images in the axial plane using bloodoxygenation-level-dependent imaging (Kwong et al., 1992) . Twenty contiguous 5-mm-thick slices, without gaps, were acquired to sample the brain from the superior convexity to include most of the cerebral cortex, but not the entire cerebellum. The imaging sequence used interleaved excitation order (TR 3 s, TE 64 ms, 128 Q 128 image matrix, 2 Q 2 mm in-plane pixel size, 20 mm 3 voxel size). Each participant underwent a single functional MR imaging session, lasting » 14 min, alternating two visual (V) and two somatic sensory (S) runs. The order of runs (i.e. VSVS or SVSV) was balanced across participants. Between runs, a 9-s pause was given in which acquisition was interrupted. Each run started with the acquisition of two fMRI volumes to achieve steady-state transverse magnetization. Then participants alternated two position (P) and two direction (D) blocks. Each block lasted 51 s, and started with a 3-s instruction period, with the letter P or D appearing at the centre of the screen for 1.5 s. Sixteen 3-s trials followed. Eight trials each had leftward or rightward stimulus motion; eight trials each ended with the bar or hand to the left or to the right of the body midline. Four different pseudo-random balanced sequences of movement directions were used in each of the four trial blocks. The block order (i.e. PDPD or DPDP) was the same across runs for each participant and was balanced across participants. During each block, 17 functional MRI volumes were obtained. In total, we acquired 280 functional MRI volumes for each participant.
Data analysis
Image preprocessing and statistical analysis were performed using the SPM99b software platform (Wellcome Department of Cognitive Neurology, London, UK), implemented in MATLAB (The MathWorks Inc., Natick, MA, USA). The functional scans from each participant were corrected for head movement that occurred during the functional MRI data acquisition, with the ®rst scan as a reference and via a rigid body transformation using a least squares approach . The resulting motion-corrected data set was coregistered to the T1-weighted high-resolution volumetric image. Functional MR images were then resampled and transformed into a standard space, using transformation parameters determined from the volumetric image through an automatic nonlinear stereotaxic normalization procedure . The template image was based on average data provided by the Montreal Neurological Institute (Mazziotta et al., 1995) and conformed to a standard coordinate referencing system (Talairach & Tournoux, 1988) . The ®nal voxel size after normalization was an isotropic 4 mm. Finally, images were spatially smoothed using an isotropic gaussian kernel (8 mm full-width-at-half-maximum).
Images were analysed using a two-stage random-effect approach (Holmes & Friston, 1998; Friston et al., 1999) . At the ®rst stage, the time series of functional MR images obtained from each participant was analysed separately. The effects of the experimental paradigm were estimated on a voxel-by-voxel basis, according to the general linear model Worsley et al., 1992; Friston et al., 1994) . The four experimental tasks were modelled as box-car functions, convolved with a synthetic haemodynamic response function (to account for the delay of the haemodynamic response). Additional explanatory variables modelled included the temporal derivatives of the convolved box-car functions (to account for small temporal shifts in the signal); the head movement parameters (translations and rotations around the three axes), estimated during the preprocessing stage (to remove the components of the signal correlated to head movement); a set of cosine basis functions working as a high-pass ®lter (to remove low-frequency confounds); and a constant term.
For each subject-speci®c model, linear compounds of the regression parameter estimates (i.e. linear contrasts) were used to estimate the size of the effects of interest. Subject-speci®c effect size images were entered at the second stage into one-sample t-tests, testing the null hypothesis that the mean effect size was equal to zero in the whole population from which our participants were extracted.
For each effect of interest, we obtained a statistical parametric map of the t statistic. Clusters of more than four adjacent voxels surviving a threshold of P < 0.01 were formed (Friston et al., 1996) and characterized in terms of spatial extent. The signi®cance of each cluster was estimated using distribution approximations from the theory of gaussian ®elds, resulting in a corrected P-value (Worsley et al., 1992; Worsley et al., 1995) . Activation clusters were retained as signi®cant at P < 0.05 corrected. The statistical parametric maps were superimposed onto the standard brain supplied by SPM99b. Standard brain atlases (Talairach & Tournoux, 1988; Duvernoy, 1991) were used to assign Brodmann areas and for most gyral and sulcal nomenclature.
Hypothesis testing
The experimental hypothesis required identi®cation of regions involved in body-centred coding of stimulus position either multimodally or with modality speci®city. To demonstrate multimodal Brain regions are listed where a main effect of spatial condition was found (greater functional MR signal for the position in comparison to the direction spatial condition), with the exclusion of voxels which either did not demonstrate signi®cant conjoint activation in both modalities or showed signi®cant interactions with sensory modality (see Materials and methods for details). Coordinates, Brodmann areas (BA), and anatomical location (Talairach & Tournoux, 1988; Duvernoy, 1991) are shown for the activation peaks.
body-centred regions, we ®rst computed the main effect of spatial condition (position > direction). Such a main effect of spatial condition can exist only if a region is activated by the position task in at least one sensory modality. However, its presence does not guarantee that a signi®cant effect indeed exists in both modalities. Thus, we also checked the effect of spatial condition separately in the two modalities and discarded those voxels where the conjunction of the effects of spatial condition (position > direction) in the two modalities was not signi®cant at P < 0.01. Furthermore, also voxels showing signi®cant spatial condition by sensory modality interaction were discarded, because in factorial designs the main effect is not interpretable by itself in the presence of an interaction. The resulting set of regions was characterized as a multimodal body-centred network.
Regions having a signi®cant spatial condition by modality interaction were instead considered as modality-speci®c body-centred regions. The source of interactions was evaluated by planned comparisons, by examining the effect of spatial condition separately in the two modalities. Finally, we also examined the main effect of sensory modality. This comparison was done simply to verify whether modality-related signal changes could be observed in regions belonging to known sensory processing pathways.
Results
Behaviour
Psychophysical data were collected during the preliminary behavioural session, with stimuli, tasks and procedures identical to those in the functional MR session. Participants performed with high accuracy exhibiting error rates ranging from 0.6 to 3.3%. Response times ranged from 442 to 500 ms, and were » 30 ms slower in the position than in the direction tasks (F 1,9 = 17.98, P < 0.01). No signi®cant modality effect or interaction between spatial condition and modality emerged for the reaction times or errors.
Brain activation patterns
Regions showing greater fMR signal in the position than in the direction spatial condition in both sensory modalities were found bilaterally in the posterior parietal and frontal cortex (Fig. 2 , red label, and Table 1 ). The parietal clusters were centred around the intraparietal sulcus, along the posterior bank of its ascending segment, corresponding to the inferior postcentral sulcus, and along its horizontal and descending segments, spanning both the superior and inferior parietal lobules. Bilaterally, the activated parietal region extended inferiorly until the parieto-temporo-occipital junction, with the left cluster spanning the boundary with the occipital lobe in the transverse occipital sulcus. In the right hemisphere, the cluster extended more than the left cluster in the superior±anterior direction to reach the posterior bank of the superior postcentral sulcus, and in the medial direction to reach the precuneus. Overall, the right parietal activation was more extensive than on the left (paired t-test on the numbers of activated voxels in each subject; t 9 = 3.61; P < 0.01).
The frontal activation was found in medial and lateral cerebral regions. The medial activation was located in the portion of the superior frontal gyrus anterior to the anterior commissure, nearby and anterior to the pre-SMA region (Picard & Strick, 1996) . The lateral Brain regions having a signi®cant interaction between sensory modality and spatial condition. These regions were activated in the visual vs. the somatic sensory modality, and in the visual position vs. the visual direction task. Other details as in Table 1 and in Results. Brain regions having a signi®cant main effect of sensory modality are reported, with higher signal either in the visual or in the somatic sensory modality.
Coordinates of single peaks of activation are not reported for brevity. Other details as in Table 1 and in Results. frontal activation occurred along the precentral sulci of both hemispheres, in two distinct clusters of voxels centred on the superior and the inferior segments. The superior clusters were primarily located at the junction with the superior frontal sulcus, in the region likely corresponding to the FEF in humans (Paus, 1996) . The inferior clusters encompassed the junction with the inferior frontal sulcus, with the right one extending more anteriorly and inferiorly into the middle and inferior frontal gyri. Similar to the parietal activation, the lateral frontal activation was more extensive on the right (t 9 = 3.59; P < 0.01). A signi®cant modality by spatial condition interaction was found in a set of regions in the extrastriate cortex (Fig. 2 , green label, and Table 2 ). Activation clusters included a region located just posterior to the occipito-temporal junction in the left hemisphere, and just anterior to it in the right hemisphere, in a site consistent with the presumed location of the human V5 complex (Zeki et al., 1991; Tootell et al., 1995) . In both hemispheres, the clusters extended medially into the parieto-occipital ®ssure. The right activation cluster extended inferiorly until the fusiform gyrus. Planned comparisons showed that all interaction regions showed increased functional MR signal both in the visual position and the visual direction task, compared to the corresponding somatic sensory tasks. Furthermore, the signal was signi®cantly greater in the visual position than in the visual direction task, whilst there was no effect of spatial condition in the somatic sensory modality. Thus, these regions can be characterized as visual regions with body-centred enhancement.
Finally, we examined the main effect of sensory modality ( Table 3 ). As expected, the two visually based tasks yielded increased functional MR signal in a wide aggregate of voxels located in the extrastriate cortex bilaterally (Fig. 3, blue label) . This activation cluster encompassed the intraoccipital sulcus, the cuneus, and the lingual and fusiform gyri. On the left, the anterior boundary of the cluster was just posterior to the occipito-temporal junction. In the right hemisphere, this cluster extended somewhat anteriorly, reaching the anterior occipital sulcus, the occipito-temporal junction and the temporal portion of the fusiform gyrus. The tasks based on somatic sensory stimuli yielded increased functional MR signal in wide portions of the left hemisphere, contralateral to the stimulated forearm, in the depths and surrounding the central sulcus, in the PMA, SMA, superior and inferior parietal lobules, and insula (Fig. 3 , yellow label). Less extensive activation occurred around the right central sulcus and in the right PMA, SMA and insula. We also found cerebellar activation that lay principally along the midline, though extending outward to involve lobules III, IV, V, and VI in both hemispheres.
Discussion
The current work compared brain activation induced by a spatial condition involving judgements about the body mid-sagittal plane (the`position' task) with that induced by a spatial condition involving judgements about stimulus movement (the`direction' task), with the two spatial conditions performed both in the visual and in the somatic sensory modality. The principal ®nding was a multimodal bilateral activation, more extensive in the right hemisphere, of parietal and frontal structures when participants decided about the body-centred location of visual and somatic sensory stimuli. Because the parietofrontal activation did not distinguish between position judgements based on visual or somatic sensory stimuli, we suggest the existence of a common multimodal network used to encode a stimulus relationship to the body midline. However, we did also ®nd an occipital network that had involvement in body-centred judgements, but only those related to visual cues, a result suggesting a spatial preprocessing stage prior to entry in the parieto-frontal processing stream.
The current ®ndings cannot easily be explained by one of several extraneous factors related to the experimental design features of the work. First, it is unlikely that the task-induced activation related either to processing of the visual or somatic sensory stimuli per se or to eye movements, because stimuli and eye movements, though different between modalities, were identical for the position and direction tasks within each modality. Second, the manual key presses required for indicating decisions about stimulus position or direction probably have no explanatory power, because they occurred for all tasks. Third, it is unlikely that the body-centred activation related FIG. 3 . Modality-speci®c sensory regions. Statistical parametric maps illustrating location of brain areas with more activation for the visual in comparison to the somatic sensory modality (blue label) and for the somatic sensory in comparison to the visual modality (yellow label). Activation is superimposed on a three-dimensional reconstruction (A) of the surface and (B) on a series of transverse slices from a standard brain. Other details as in Fig. 2. only to spatial processing, because by design the direction tasks also involved a spatial judgement, but one having independence of bodycentred stimulus position. Finally, an effect of general cognitive factors, such as task dif®culty, also appears unlikely. The tasks were designed to yield comparable error rates; participants were extensively trained in the tasks before the fMRI experiments and were included in the functional MRI study after having achieved a performance level > 90% in all tasks (see Materials and methods). All tasks were performed easily as demonstrated by the extremely low error rates. Moreover, if any of the four tasks had required higher levels of working memory load, performance control or vigilance (that can be considered cognitive counterparts of task dif®culty), we would have observed activation in speci®c regions related to these aspects of cognitive processing, such as the anterior cingulate (Barch et al., 1997; Paus et al., 1998) . Although the position tasks yielded slightly longer response times than the direction tasks, this can not be considered as an index of differential dif®culty, without considering that increased processing time in the position condition may be well due to the additional cognitive components requested by design, such as the spatial coordinate conversion needed to build up body-centred spatial representations.
It could also be argued that participants might have solved the position tasks without using body-centred coordinates. For example, even if the possible positions of the visual stimuli were not marked on the screen and the predetermined positions of the somatic sensory stimuli were never visible to participants, they could in principle have learnt the possible stimulus positions during the training session and then relied on a mental (allocentric) representation of the stimulus array as a spatial reference for position judgements. In the visual modality, they could even have referred to the boundaries of the screen. This strategy would, however, be dif®cult to follow, because the screen background was dim. Furthermore, participants had been previously trained on the task in a completely dark environment outside the MR system. Most remarkably, all participants con®rmed that they used the requested strategy and focused attention on the position of the body mid-sagittal plane.
Thus, the most parsimonious explanation of our ®ndings would seem related to body-centred spatial judgements. The functional MR signal increase in parietal and frontal regions during body-centred judgements may be best understood as a discrete step of information processing that occurred only during the position tasks; that is, the conversion of stimulus position information from reference frames intrinsic to each sensory modality, retinotopic or somatotopic, into a body-centred coordinate framework.
This coordinate conversion requires integration of visual and somatic sensory inputs with an internal representation of the body, or body schema. The body schema includes representations of relative positions of body parts, such as the orbital eye position, the head-ontrunk orientation, and the shoulder and elbow joint angles. For ef®cient use of the body schema, for example, to make judgements about the body centre, these representations must be updated continuously by integrating incoming proprioceptive signals and efferent copies of motor commands. In our position tasks, participants continuously updated the representation of the position of the moving eyes, or of the moving arm. We believe that the currently observed parieto-frontal activation relates to accessing this internal representation and using it in a coordinate conversion process. The current data cannot determine which coordinate frame (e.g. eye, head, shoulder, trunk) has the most salient role for stimulus to body-centre relationships; further experiments will address this issue.
A classical view of parietal lobe function based predominantly on early neuropsychological observations (Head & Holmes, 1911 ) is that the parietal lobe represents an association cortex that combines sensory information from multiple modes and builds a central map of the body and external space (Critchley, 1953) . Work with experimental animals in recent decades has con®rmed the integrative role of the posterior parietal cortex in multimodal integration and sensory± motor transformations (for reviews see Andersen et al., 1997; Colby & Goldberg, 1999) . The notion of a uni®ed internal representation of space has been superceded by the concept of multiple representations, with discrete subregions of the posterior parietal cortex having partially independent spatial maps (Colby & Duhamel, 1991; Gross & Graziano, 1995) . These subregions contain neural mechanisms that appear to perform complex spatial computations and operate by integrating visual, auditory and tactile sensory data with information about the position of relevant body parts Duhamel et al., 1998) . This integration forms body-part-centred representations (Andersen et al., 1997; Duhamel et al., 1992; Galletti et al., 1993; Duhamel et al., 1997) , that may mediate speci®c behavioural goals, such as programming saccades or reaching movements (Graziano & Gross, 1998; Colby, 1998 ). In the current study with humans, the requirement to code the position of visual or somatic sensory stimuli relative to a body landmark (the mid-sagittal plane) may activate a parietal cortical network involved in sensory± motor coordinate transformations that constructs body-anchored spatial codes.
Similar reasoning, also supported by experimental ®ndings, can be extended to our observations of multimodal activation in the frontal cortex. Direct reciprocal connections exist between the posterior parietal cortex and PMA of monkeys, which together appear to act as an integrated visual±motor controller (Wise et al., 1997) . Among other functions, PMA also appears to have an important role in integrating sensory stimuli with the body schema. Some ventral PMA neurons respond to visual, auditory and tactile stimuli , coding stimulus position in nonretinal, body-centred coordinates that are anchored to speci®c body parts (Fogassi et al., 1996; Graziano et al., 1997) .
Neuroimaging experiments in humans have supported the notion that parieto-frontal circuitry mediates a variety of behaviours related to spatial functions. Different subsets of these parieto-frontal regions have been implicated in motor actions, such as visually guided eye (Sweeney et al., 1996; Doricchi et al., 1997) and hand (Grafton et al., 1992) movements, and in cognitive operations, such as orienting spatial attention (Corbetta et al., 1993; Corbetta et al., 2000; Hop®nger et al., 2000) and storing or retrieving object locations from working memory (Haxby et al., 2000) . Other studies have focused on visual-motor transformations, such as those required to reach to visual targets or to adapt to reversed vision (Sekiyama et al., 2000) . In two previous neuroimaging experiments (Vallar et al., 1999; Galati et al., 2000) which used perceptual tasks based on perception of the body mid-sagittal plane, we found evidence for body-centred representation in the parietofrontal network, but this prior work only used visual stimuli. The present study complements and extends these data, demonstrating that parietal and frontal regions become activated to a comparable extent also when information to be spatially encoded does not come from the visual system. Despite different experimental paradigms, activated regions were strikingly similar to our previous experiments, though they were somewhat more extensive, perhaps due to greater statistical power (more participants and more images per participant).
The ®ndings of the present study show for the ®rst time that in humans visual and tactile information converge into a set of common (multimodal) spatial processing units and operate through the use of body-centred coordinates (Andersen et al., 1997) . Additionally, the observed activation asymmetry suggests that this multimodal bodycentred processing network in humans appears more extensive in the right-hemisphere. A right hemisphere preponderance is generally found in human neuroimaging studies of spatial functions (Corbetta et al., 1993; Gitelman et al., 1996; Nobre et al., 1997; Vallar et al., 1999; Galati et al., 2000) indicating that judgements about the body centre may share encoding with other spatial functions. Similarly, spatial de®cits occur more commonly following damage to the right hemisphere (Bisiach & Vallar, 1988) .
Another important outcome of the current work is that a set of extrastriate regions, activated in the visual modality, showed enhanced activation in the visual body-centred task. This result suggests that body-centred codes generated by visual stimuli become engaged relatively early in modality-speci®c processing steps. These occipital regions may participate in visual spatial processing prior to sensory±motor transformations occurring in the posterior parietal cortex. More speci®cally, they might contribute to integrate retinal information with an eye position signal, which is essential for visual spatial processing. Neurons modulated by eye position have been found in several extrastriate regions of the macaque cortex, including areas V5 and V5a , area V6a in the parietooccipital sulcus (Nakamura et al., 1999) , area V3a (Galletti & Battaglini, 1989) , and even area V1 (Trotter & Celebrini, 1999) . One could expect, similarly to the visual modality, enhanced activation in higher order somatic sensory cortices (such as area 5 and the parietal operculum) for the somatic sensory position task. The lack of this ®nding might suggest that body-centred computations of somatic sensory data take place directly in multimodal integration areas.
Two caveats about our interpretations should be considered. First, the present results speci®cally concern body-centred spatial processing: the areas showing body-centred activation may or may not use also other kinds of spatial codes. Previous work (Galati et al., 2000) indicated that portions of the parieto-frontal circuit do become involved in allocentric (object-centred) spatial processing. Second, our design considered the body as a whole, and as such purposefully did not address the issue of discriminating among particular coordinate frames (centred on the eye, head, torso, shoulder, etc.), which may have contributed to the observed activation. For example, neurons in the activated regions may well show purely eye-centred ®ring properties (Colby et al., 1995) . Coding of tactile stimuli in eyecentred coordinates has been in fact demonstrated in the superior colliculus (Groh & Sparks, 1996) and may also exist in the parietal cortex, as is the case for auditory stimuli (Stricanne et al., 1996) . It may be argued that, if the above neurophysiological hypothesis is correct, the term`body-centred' would not be appropriate in our case. However, one should distinguish between the cognitive-behavioural levels and their single-neuron implementation. Frames of reference may be implicit and manifest not only at the single neuron level (Galletti et al., 1993; Duhamel et al., 1997) , but also at the neural population level (Andersen, 1995) , or even only at the behavioural level (Lacquaniti, 1997) . Note that no single neuron has been described that codes the position of a stimulus with respect to an abstract reference such as the body midline. Notwithstanding, the body midline remains a fundamental principle of spatial perception and orientation. Our data do not imply that neurons in activated areas respond in trunk-centred coordinates, but that they participate in the process of building up a body-centred representation that is fundamental for human spatial behaviour. Thus, it remains that the fundamental question addressed in the present paper concerns the possible existence of a multimodal system for body-centred spatial judgements. Future studies will further specify the functional anatomy of this spatial network and distinguish anatomic and functional regions implicated in different kinds of cognitive operations and/or using different body parts as spatial references.
