Abstract. We prove that boundary value problems for fully nonlinear second-order parabolic equations admit Lp-viscosity solutions, which are in C 1+α for an α ∈ (0, 1). The equations have a special structure that the "main" part containing only second-order derivatives is given by a positive homogeneous function of second-order derivatives and as a function of independent variables it is measurable in the time variable and, so to speak, VMO in spatial variables.
Introduction
In this article we take a function H(u, t, x),
where S is the set of symmetric d × d matrices, and we are dealing with the parabolic equation
∂ t v(t, x) + H[v](t, x)
:= ∂ t v(t, x) + H(v(t, x), Dv(t, x), D 2 v(t, x), t, x) = f (1.1) in subdomains of (0, T ) × R d , where T ∈ (0, ∞),
Our main goal is to establish the existence of L p -viscosity solutions of boundary value problems associated with (1.1), solutions, which are in C 1+α for an α ∈ (0, 1).
Let us briefly discuss what the author was able to find in the literature concerning this kind of regularity. The articles cited below contain a very large amount of information concerning all kinds of issues in the theory of fully nonlinear elliptic and parabolic equations, but we will focus only on one of them. Trudinger [12] , [13] and Caffarelli [1] were the first authors who proved C 1+α regularity for fully nonlinear elliptic equations of type F (u, Du, D 2 u, x) = f without convexity assumptions on F . The assumptions in these papers are different. In [1] the function F is independent of u ′ and, for each u ′′ uniformly sufficiently close to a function which is continuous with respect to x. In [12] and [13] the function F depends on all arguments but is Hölder continuous in (u ′ 0 , x). Next step in what concerns C 1+α -estimates for the elliptic case was done byŚwiȩch [11] , who considered general F , imposed the same condition as in [1] on the x-dependence, which is much weaker than in [12] and [13] , but also imposed the Lipschitz condition on the dependence of F on u ′ 1 , ..., u ′ d . In [12] and [13] only continuity with respect to u ′ 1 , ..., u ′ d is assumed. In case of parabolic equations interior C 1+α -regularity was established by Wang [14] under the same kind of assumption on the dependence of H on (t, x) as in [1] and assuming that H is almost independent of u ′ 1 , ..., u ′ d . Then Crandall, Kocan, andŚwiȩch [2] generalized the result of [14] to the case of full equation again as in [11] assuming that H is uniformly sufficiently close to a function which is continuous with respect to (t, x) and assuming the Lipschitz continuity of H with respect to u ′ 1 , ..., u ′ d and the continuity with respect to u ′ 0 . On the one hand, our class of equations is more narrow than the one in [2] because we require the "main" part of H, called F , be positive homogeneous of degree one. On the other hand, we do not require H to be Lipschitz with respect to u ′ 1 , ..., u ′ d , the continuity with respect to u ′ suffices. Also we only need F to be measurable in t and VMO in x, say, independent of x and measurable in t.
Our methods are absolutely different from the methods of above cited articles. We do not use any ideas or facts from the theory of viscosity solutions. Instead we rely on the methodology brought into the theory of fully nonlinear equations by Safonov [9] , [10] and on an idea behind the proof of the main Lemma 4.3 inspired by a probabilistic interpretation of solutions of (1.1). We only focus on interior estimates of solutions in smooth domains leaving to the interested reader investigation of the same issues in nonsmooth domains or near the boundary of sufficiently regular ones.
The article is organized as follows. Section 2 contains main results and some comments on them. In Section 3 we use a theorem from [8] to approximate the equations with H and with its main part F by those for which the solvability is known. We also leave to the interested reader carrying our results over to elliptic equations.
In Section 4 we show that the approximate principal equation with F admits solutions locally well approximated in the sup norm by affine functions. This is the most important part of the article. Section 5 contains estimates of C 1+α -norms of approximate equation with full H and in Section 6 we give the proof of our main Theorem 2.1. The last Section 7 is actually an appendix, which we need in order to be able to represent positive homogeneous of order one functions depending on parameters, such as F , as supinf's of affine functions whose coefficients inherit the regularity properties of the original function with respect to the parameters.
Main results
To state our main results, we introduce a few notation and assumptions. Fix a constant δ ∈ (0, 1], and set
where and everywhere in the article the summation convention is enforced.
The function H(u, t, x) is measurable with respect to (t, x) for any u and Lipschitz continuous in u ′′ for every u ′ , (t, x) ∈ R d+1 .
(ii) For any (t, x), at all points of differentiability of H(u, t, x) with respect to u ′′ , we have (
There is a functionH(t, x) and a constant K 0 ≥ 0 such that
(iv) There is an increasing continuous function ω(r), r ≥ 0, such that ω(0) = 0 and
for all u, v, t, and x.
For R ∈ (0, ∞) and (t, x) ∈ R d+1 introduce
For a Borel set Γ in R d+1 by |Γ| we denote its Lebesgue measure. Also for a function f on Γ we set
in case Γ has a nonzero Lebesgue measure in R d+1 . Similar notation is used in case of functions f (x) on R d . We fix a constant R 0 ∈ (0, 1] and for κ ∈ (0, 2] and measurable f (t, x) introduce
Remark 2.1. By Hölder's inequality for
In the following assumption there are three objects
. The values of κ 1 and θ are specified later in the proof of Lemma 5.3. Assumption 2.2. We have a representation
(i) The functions F and G are measurable functions of their arguments.
(ii) For all values of the arguments
and there exists a κ ∈ (1, κ 1 ] such thatH κ < ∞.
(iii) The function F is positive homogeneous of degree one with respect to u ′′ , is Lipschitz continuous with respect to u ′′ , and at all points of differentiability of F with respect to u ′′ we have
Remark 2.2. Assumption 2.2 (ii) is stronger than Assumption 2.1 (iii) which is singled out for methodological purposes. Also observe that one can take θ = 0 in Assumption 2.2 (iv) if F is independent of x.
Fix a T ∈ (0, ∞) and for domains Ω ∈ R d define
For κ ∈ (0, 1] and functions φ(t, x) onΩ T set
For κ ∈ (1, 2] and sufficiently regular φ set
The set of functions with finite norm For sufficiently regular functions φ(t, x) we set
Similarly we introduce F [φ] and other operators if we are given functions of u, t, x.
Everywhere below Ω is a bounded C 2 domain in R d and T ∈ (0, ∞). The following is the main result of the paper. We refer the reader to [2] for the definition of L p -viscosity solutions and their numerous properties.
in Ω T (a.e.) with boundary condition v = g on ∂ ′ Ω T . Furthermore, for any r, R ∈ (0, R 0 ] satisfying r < R and (t,
where N depend only on d, δ, K 0 , and κ (in particular, independent of ω).
Remark 2.4. A typical example of applications of Theorem 2.1 arises in connection with the theory of stochastic differential games where the so-called Isaacs equations play a major role. To describe a particular case of these equations, assume that we are given countable sets A and B and, for each α ∈ A and β ∈ B, we have an S δ -valued function a αβ (t, x) defined on R d+1 and a real-valued function G αβ (u ′ , t, x) defined for u ′ , (t, x) ∈ R d+1 . Suppose that these functions are measurable and Assumption 2.2 (ii) is satisfied with G αβ in place of G for any α ∈ A and β ∈ B (andH independent of α ∈ A and β ∈ B). Also suppose that Assumption 2.1 (iv) is satisfied with the same function ω and with G αβ in place of H for any α ∈ A and β ∈ B. Finally, suppose that for any R ∈ (0, R 0 ] and (t,
Upon introducing
one easily sees that Theorem 2.1 is applicable to the equation
This example is close to the one from the introduction in [2] and is more general, because G αβ are not assumed to be linear in u ′ . On the other hand, we suppose that Assumption 2.2 (ii) is satisfied with G αβ in place of G uniformly in α, β. In the situation of [2] only sup inf α∈A β∈B
Remark 2.5. Assumption 2.2 (iii), (iv) can be replaced with the following which turns out to be basically weaker (cf. (3.3)): There exist countable sets A and B and functions a αβ (t, x) satisfying the conditions of Remark 2.4 and there are numbers f αβ (independent of (t, x)) such that
Auxiliary equations
In the first result of this section only Assumptions 2.1 is used. By Theorem 2.1 of [8] there exists a convex positive homogeneous of degree one function P (u ′′ ) such that at all points of differentiability of P with respect to u ′′ we have P u ′′ (u ′′ ) ∈ Sδ, whereδ =δ(d, δ) ∈ (0, δ/4) and such that the following fact holds in which by P [v] we mean a differential operator constructed as in (2.1).
Assume thatH is bounded. Then the equation
and N is a constant depending only on Ω, T , K 0 , and δ (in particular, independent of ω).
Theorem 3.1 is applicable to the equation
which we want to rewrite in a different form.
First we observe that if in Section 7 we take B = {0} × S δ , take a strictly convex open set B ′ 0 in S such that S δ ⊂ B ′ 0 ⊂ S δ/2 , and set B 0 = {0} ×B ′ 0 , then by Theorem 7.2 we have
where
andλ αβ (t) is defined similarly. From Section 7 we also know that, for a constant µ > 0, we have
is positive homogeneous, convex, and P u ′′ ∈ Sδ, there exists a closed set A 2 ⊂ Sδ such that
For uniformity of notation introduceÂ as a disjoint union of A 1 and A 2 and for β ∈ B and α ∈ A 2 set
Also for α ∈Â and β ∈ B introduce σ αβ (t,
. Next we have the following which is essentially Remark 3.1 of [3] with the proof based on the positive homogeneity and Lipschitz continuity of F with respect to u ′′ .
Lemma 3.2. There is a function
Note that by Lemma 3.2 and Theorem 7.3 for any R ∈ (0, R 0 ] and (t, x) ∈ R d+1 µ R,t,x := -
where the constant N depends only on d and δ. On Sδ the function a 1/2 is Lipschitz continuous and therefore (3. 3) also holds if we replace a with σ.
Finally, observe that equation (3.2) is easily rewritten as
where f
4. Main estimate for solutions of (3.2)
holds (a.e.) in C R . By the maximum principle such u is unique.
Here is the main result of this section.
Theorem 4.1. There exist constants κ 0 ∈ (1, 2] and N ∈ (0, ∞) depending only on d and δ such that for each r ∈ (0, R] one can find an affine function u =û(x) such that
inC r for any κ ∈ (0, 2], where µ R = µ R,0,0 andĝ =ĝ(x) is any affine function of x.
By using parabolic dilations one easily sees that one may take R = 1. In that case we first prove a few auxiliary results. Introduceū as a unique solution of (3.2) (in C 1 ) withF in place of F and the same boundary condition on ∂ ′ C 1 . Below by N with occasional subscripts we denote various constants depending only on d and δ. Then for any ε > 0 there exists an infinitely differentiable function g ε on R d+1 such that inC 1
where N depends only on d. Furthermore, for w = u,ū inC 1 we have
Proof. The first assertion is well known and is obtained by first continuing g(t, x) as a function of t to R to become an even 2-periodic function, then continuing thus obtained function across |x| = 1 almost preserving (4.1) in the whole space and then taking convolutions with δ-like kernels.
Then, since K ≥ 0, for w ε = u − g ε we have
which in light of (4.2) implies that
Next, it is easily seen that there is a constant N (= N (d, δ)) such that for φ ε (t, x) = N N 1 ε κ−2 (1 − |x| 2 ) we have
in C 1 . It follows by the parabolic Alexandrov maximum principle that in 4) where N depends only on d and δ.
On the other hand,
and with perhaps different constant in the formula for φ ε
which along with (4.4) yields (4.3) for w = u. The proof of (4.3) for w =ū is identical and the lemma is proved.
Proof. To simplify some formulas observe that if [g] C κ (C 1 ) = 0, then g is an affine function of x independent of t, so that u =ū = g and we have nothing to prove. However, if [g] C κ (C 1 ) > 0, we can divide equation (3.2) by this quantity, and, since our assertion means, in particular, that N in (4.5) is independent of K, we can reduce the general situation to the one in which (4.1) holds. Therefore, below we assume (4.1).
On sufficiently regular functions u(t, x,x), t ∈ R, x,x ∈ R d , introduce
Observe that for λ,λ ∈ R d we have . (4.6) One of reasons we need the function w is that, as is easy to see, there is a λ > 0 depending only on d and δ such that for all α, β on C 1 we have
where the inequality follows from the fact that a 1/2 is a Lipschitz continuous function on Sδ, so that |σ
After that we proceed in two steps.
Step 1. Estimate of u−ū from above. According to Lemma 4.2 for |x| = 1 and |x| ≤ 1 we have
This inequality also obviously holds if |x| = 1, |x| ≤ 1 or if t = 1 and |x|, |x| ≤ 1. This shows that for ε ∈ (0, 1)
]. Actually, above we could have replaced ε κ−6 with ε κ−4 but later on we will need to deal with terms of order ε κ−6 |x −x| 2 anyway. Also observe that for ε ∈ (0, 1),
It follows that for ε ∈ (0, 1),
which implies that
. It is also easily seen that by increasing N 2 if needed (which does not violate the above inequality) we may assume that in (0, 1)
Hence, by the maximum principle (see, for instance, Theorem 2.1 of [5] or Theorem 3.4.2 of [6] 
which for x =x in light of (4.6) yields
).
If
and if
, so that generally
Step 2. Estimate of u −ū from below. Notice that
and the above computations show that (for sufficiently large N )
. By the maximum principlev ε ≤ v ε , which leads to the desired estimate of u −ū from below and the lemma is proved.
Lemma 4.4. There exist constants κ 0 ∈ (1, 2] and N ∈ (0, ∞) depending only on d and δ such that for any r ∈ (0, 1)
whereĝ =ĝ(x) is any affine function of x.
Proof. First observe thatū −ĝ satisfies the same equation asū and the C κ (C r )-seminorms of these functions coincide if κ ∈ (1, 2] . It follows that we may concentrate onĝ ≡ 0.
For any ρ ∈ (0, 1) the function δ hū satisfies an equation of type
in C ρ with some (a ij ) taking values in Sδ if h is sufficiently small. By Corollary 4.3.6 of [6] for such h and r ∈ (0, ρ) we have
where N and γ ∈ (0, 1) depend only on δ and d. By letting h → 0 we conclude
Next observe that for any function f (x) of one variable x ∈ [0, ε], ε > 0, we have
By applying this fact to functions v(x) given in B 1 we obtain that for any r n+1 < r n+2 ≤ 1 and any ε ∈ (0, 1)
inB r n+1 . Coming back to (4.8) and setting
we conclude
where the constants N i are different from the one in (4.8) but still depend only on δ and d. We first take ε so that
then take n = 2k, k = 0, 1, ..., multiply both parts of (4.10) by 2 −5k and sum up with respect to k. Then upon observing that (1 + γ)2k ≤ 4k we get
.
By canceling (finite) like terms we find
Next, we use the fact thatū itself satisfies the equation
with some (a ij ) taking values in Sδ. Furthermore, for any T ∈ (0, r 2 ] and 
This provides the necessary estimate of the oscillation ofū in the time variable and along with (4.11) shows that
. Now the assertion of the lemma follows from the fact that
The lemma is proved. Proof of Theorem 4.1. Takeû(t, x) =ū(0, 0) + x i D iū (0, 0) and observe that in C r |u −û| ≤ |u −ū| + |ū −û| ≤ N (µ
so that the theorem is proved.
5. Estimating C κ -norm of solutions of (3.1)
In this section we assume thatH is bounded and investigate solutions of (3.1) which exist by Theorem 3.1. We take κ 0 ∈ (1, 2] from Theorem 4.1, take a µ ∈ (0, 1], and suppose that Assumption 2.2 (iv) is satisfied with θ = θ(µ) so that (3.3) holds for any R ∈ (0, R 0 ] and (t, x) ∈ R d+1 .
where the constants N depend only on d and δ.
Proof. Observe that
where h defined by the above equality satisfies
with boundary data u = v on ∂ ′ C R . Then there exists an Sδ-valued function a such that in C R we have
By the parabolic Alexandrov estimate (cf. our comment concerning this estimate in a more general situation in the proof of Lemma 6.1)
After that our assertion follows from Theorem 4.1 and the lemma is proved.
Here is a result, which can be easily extracted from the proof of Theorem 2.1 of [10] .
Lemma 5.2. Let r 0 ∈ (0, ∞), κ ∈ (1, 2), φ ∈ C κ (C r 0 ) and assume that there is a constant N 0 such that for any (t, x) ∈ C r 0 and r ∈ (0, 2r 0 ] there exists an affine functionφ =φ(x) such that sup Cr(t,x)∩Cr 0 |φ −φ| ≤ N 0 r κ .
where N depends only on d and κ.
Lemma 5.3. Take r 1 ∈ (0, R 0 ], r 0 ∈ (0, r 1 ), and define
be a solution of (3.1) in C r 1 and let κ ∈ (1, κ 1 ]. Then there exists θ = θ(κ, d, δ) ∈ (0, 1] such that, if Assumption 2.2 (iv) is satisfied with this θ, then 1) where
Proof. To specify θ we first take a µ ∈ (0, 1] and suppose that Assumption 2.2 (iv) is satisfied with θ = θ(µ) so that (3.3) holds for any R ∈ (0, R 0 ] and (t, x) ∈ R d+1 .
Then take (t 0 , x 0 ) ∈ C r 0 , ε ∈ (0, 1), define
and notice that for any (t, x) ∈ C r ′ 0 (t 0 , x 0 ), r ∈ (0, 2r ′ 0 ], and R = ε −1 r, we have C R (t, x) ⊂ C r 1 . Therefore, by Lemma 5.1 we can find an affine functionv(x) such that sup
where the constants N depend only on d and δ and
It follows by Lemma 5.2 that
where N 1 depends only on d, κ, and δ. We can now specify θ and ε. First we chose ε ∈ (0, 1) so that
Since κ 0 − κ ≥ (κ 0 − 1)/2 > 0 and κ 0 depends only on d and δ and N 1 depends only on d, κ, and δ, ε also depends only on d, κ, and δ. After that we take µ = µ(d, κ, δ) ∈ (0, 1] so that 2) where N = N (d, δ, κ) and
Now observe that if (t, x), (s, x) ∈ C r 0 and t > s, then either |t−s| ≤ (r ′ 0 ) 2 , in which case (t, x) ∈ C r ′ 0 (s, x) and
Next if (t, x), (t, y) ∈ C r 0 and x = y, then either |x − y| < r ′ 0 , in which case (t, y) ∈ C r ′ 0 (t, x) and
This proves (5.1) and the lemma. 
where N depends only on d, δ, K 0 , and κ.
Proof. We proceed as in the proof of Lemma 4.4. Fix a number c ∈ (0, 1) such that c 4 > 3/4 and introduce
where c 0 is chosen in such a way that r n → R as n → ∞. Then Lemma 5.3 and (4.9) allow us to find constants N 1 and N depending only on d, δ, K 0 , and κ such that for all n and ε ∈ (0, 1)
we choose ε < 1 so that 2 −1 + N 1 ε κ−1 ≤ 3/4 and then recalling that κ ≤ 2 conclude that
where the last series converges since 3c −4 /4 < 1. By canceling like terms we come to (5.3) and the theorem is proved.
Proof of Theorem 2.1
First assume thatH is bounded. For K > 0 denote by v K the solution of (3.1) with boundary condition v = g on ∂ ′ Ω T . By Theorem 3.1 such a solution exists is continuous inΩ T and has locally bounded derivatives.
Then the beginning of the proof of Lemma 5.1 shows that for an Sδ-valued function (a ij ) we have
and the parabolic Alexandrov estimate shows that 1) where N depends only on d, δ, K 0 , and the diameter of Ω. Also
2) which, after we continue (v − g)(t, x) for t ≥ T as zero, by Theorem 4.2.6 of [6] yields that there exists an α = α(d, δ) ∈ (0, 1) such that for any domain
where N depends only on the distance between the boundaries of Ω ′ and Ω and on T , d, δ, K 0 , the diameter of Ω, and the L d+1 (Ω T )-norms ofH and |∂ t g| + |D 2 g| + |Dg|. Now we are going to use one more piece of information available thanks to Theorem 2.1 of [8] which is that v K ∈ W 1,2 p (Ω T ) for any p. Then treating (6.2) near (0, T ) × ∂Ω we can flatten ∂Ω near any given point, then continue v − g (in the new coordinates) across the flat boundary in an odd way. We will then have a function of class W 1,2 d+1 to which Theorem 4.2.6 of [6] is applicable. In this way we estimate the C α -norm of v near the boundary of Ω and in combination with (6. 3) obtain that 4) where N 0 depends only on T , d, δ, K 0 , the diameter of Ω, and the L d+1 (Ω T )-norms ofH and |∂ t g| + |D 2 g| + |Dg|. It follows that there is a sequence K n → ∞ and a function v such that v n := v Kn → v uniformly inΩ T . Of course, (2.3) holds, owing to Theorem 5.4. Furthermore, (6.4) holds with the same constants and v in place of v K and Dv n → Dv locally uniformly in Ω T .
Next, we need an analog of Lemma 6.1 of [8] . Introduce H 0 (u ′′ , t, x) = H(v(t, x), Dv(t, x), u ′′ , t, x).
Lemma 6.1. There is a constant N depending only on d and δ such that for any C r (t, x) satisfying C r (t, x) ⊂ Ω T and φ ∈ W 1,2 d+1 (C r (t, x)) ∩ C(C r (t, x)) we have on C r (t, x) that
where a = (a ij ) is an Sδ-valued function and 
where the constant N = N (d, δ). Actually the above references only say that (6.7) holds with N = N (r, d, δ) in place of N r d/(d+1) . However, the way this constant depends on r is easily discovered by using parabolic dilations. We obtain (6.5) from (6.7) by letting n → ∞. In the same way (6.6) is established. The lemma is proved.
and the sets {(f, l) ∈ B : f + l, y ≥ H(y)} are nonempty and closed for any y ∈ R d .
Next, let B 0 be a relatively strictly convex closed bounded set in R d 1 +1 such that B 0 ⊃ B and the distance between the relative boundaries of B and B 0 is strictly positive. Then introduce A := R d 1 and for α ∈ A define Also let (f αβ (t, x), l αβ (t, x)) correspond to H(u, t, x) and (f αβ (t),l αβ (t)) correspond toH(u, t) constructed as before Theorem 7.2. Then Proof. Let λ αβ (t, x) correspond to H(u, t, x) andλ αβ (t) correspond tō H(u, t) constructed as before Theorem 7.2. Then it suffices to prove that (with 0/0 = 0) and our assertion follows. The theorem is proved.
