In recent years, the foreign fibers in cotton lint significantly affect the quality of the final cotton textile products. It remains a challenging task to accurately distinguish foreign fibers from cotton. This article proposes an embedded system based on field programmable gate array (FPGA) þ digital signal processor (DSP) to recognize and remove foreign fibers mixed in cotton. With substantial tests of this system, we collect massive samples of foreign fibers and fake foreign fibers. Based on these samples, a convolution neural network mode is developed to validate the classification of the suspected targets from the detection subsystem, to improve the detection reliability. After training several model architectures, we find a model with the best balance between performance and computation. The high success rate (up to 96% in the validation set) demonstrates the effectiveness of the model. Moreover, the computation time (5 ms on a single image based on an eightcore DSP) indicates the efficiency of the detection, which ensures the real-time application of the system.
Introduction
The foreign fibers include hair, ropes, plastic film, polypropylene twines, and so on which can seriously affect the quality of the final cotton textile products. How to accurately identify and eliminate the foreign fibers mixed in raw cotton is one of the most concerned focuses in the textile industry. In recent years, a variety of principles and various types of cotton fiber cleaning machine have come out. The main detecting principles can be categorized into three types: photoelectric detection, ultrasonic detection, and optical recognition. Based on the optical detection principle, computer vision techniques have the advantages of low cost, fine consistency, superior speed, good objectiveness, and high accuracy. 1, 2 The working environment of the foreign fiber machine is usually high temperature, high humidity, and high dust, which means that very rigorous industrial standards are required for the foreign fiber machine, such as low power consumption and high reliability. In addition, the detection of different fibers requires real-time and stable work, so the calculation time of each processing step should be accurate enough and adjustable, to remove the fibers accurately. Therefore, a good system to remove cotton fiber should be suitable for low-cost, miniaturization and high-reliability design of cotton sorting equipment in cotton mills. 3 A large number of algorithms have been proposed for foreign fiber in cotton extraction and classification, [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] which have been used in various applications. However, all these algorithms require manual participation to extract features and to design feature models. Besides the classic machine-learning technology, a new technology called deep learning (DL) has been more and more widely used recently. 16 An obvious advantage of DL is feature learning, that is, the automatic feature extraction from the raw data, with the features from higher levels of the hierarchy being formed by the composition of lower level features. 17 In this article, we proposed a real-time detection algorithm based on the classical machine learning and its implementation on an embedded system using DSP þ FPGA. The system has a large number of cotton mills. 18 The cotton flow speed in these mills ranges from 4 m/s to 15 m/s. These cotton mills are commonly used all over the world. We collect a large number of samples from different machines and different production lines and then label the samples in typical fiber classes, such as polypropylene, fluorescent fiber, and plastic sheeting. According to the characteristics of deep neural network and the requirement of real-time processing, we propose a model with the best balance between performance and computation. In addition, under the requirement of low cost and the stability of industrial scenarios, we propose a hybrid multicore scheduling algorithm for an eight-core DSP to improve the realtime performance of the CNN model in practical applications.
Materials and methods

Hardware
The system consists of a cotton pipeline, camera, light source, high-pressure spray valve, processing subsystem, industrial control computer, and removal subsystem, as shown in Figure 1 The processing subsystem uses DSP þ FPGA, which reduces the cost compared with the same level of graphics processing unit (GPU) architecture. 19 This also improves the processing efficiency and enhances the adaptability of the system industrial scene. The imaging unit monitors the cotton flow passing through the channel. After finding the suspected fiber, the detection subsystem sends the target area to the confirmation subsystem based on the DL neural network. The confirmation subsystem sends the corresponding elimination instruction to the removal subsystem through the removal algorithm. The structure diagram of a foreign fiber cleaning machine is shown in Figure 2 .
Detection subsystem
To extract targets quickly and accurately, detection algorithms usually adopt a strategy from simple to complex. In this article, target detection algorithms are summarized as shown in Figure 3 .
The first two steps are used to extract candidate regions from the whole image quickly and confirm them preliminarily, such as edge information. In the second step, the suspected targets in the first two steps are further confirmed using the fine features of foreign fibers, such as size, texture, area, and invariant moments. After acquiring the detection target area, the final foreign fiber detection result is obtained using the classifier based on a neural network to classify and recognize the target.
Considering the universality of the system, we also use the traditional statistical learning machine algorithm. According to the operation characteristics of the camera in the actual equipment and considering the influence of the environment on the optical path, we use the following image features for statistical learning:
1. In white light, ultraviolet light, and polarization, there are the color difference or edge gradient difference between foreign fibers and cotton. 2. The number of foreign fibers is smaller than cotton, so cotton and background account for the main part of data statistics.
3. When cotton changes, the cotton part of the image will change, but the proportion of foreign fibers in the total is still small. 4. According to the different materials of foreign fibers, as well as the transverse wind speed of the whole cotton flow pipeline and the size of cotton, there are differences in the actual foreign fibers speed.
Based on the above image features, we design the detection algorithm flow as shown in Figure 4 . The algorithm has good performance in the field environment of the complex cotton flow channel and also has strong adaptability to multi-light path and anti-interference ability.
The camera sends RGB raw data to the FPGA by Camera Link. The FPGA converts the RGB raw data into three channels: (1) RGB raw data. (2) In cotton flow, the direction of foreign fibers is random, so we use the Laplace operator to calculate gradient information in our system design. The operator is a simple implementation and rotation invariance. The standard Laplace transform of a two-dimensional (2-D) image function is the second derivative of isotropy. The discrete form as formula (1)
The operator always represented as a matrix 0 1 0
In formulas (3) to (5), the default value of X n ; Y n ; and Z n is 95.047, 100.0, and 108.883, respectively.
In formula (7), ÁL represents the L difference between two points, Áa represents the a difference between two points, and Áb represents the b difference between two points. Considering the working condition of foreign fiber machine, we introduce the weight of channel differences: a; b for different illumination, modify formula (7) to
After the above three kinds of data are transferred from FPGA to DSP, the system starts the target detection algorithm. It is always difficult to select the reasonable threshold of binary segmentation in target detection. Maximum class square error method designed by Nobuyuki Otsu (OTSU) is a common threshold selection method, but it is very sensitive to noise and target size and only effective for images with a single peak of between-class variance. In the foreign fiber machine system, cotton flow and background are the main parts of the image, with foreign fibers only a few. Threshold extracted by OTSU method cannot effectively segment foreign fibers and cotton. If we use more complex threshold selection method, the computation will be greatly increased, which is not conducive to the realtime implementation of the system. Consider the above problems, we use simple statistical learning to extract the threshold. In the cotton flow, we believe that the probability of foreign fibers should be less than 0.5%-1% of cotton, so we expose the probability parameter e to the users. The system calculates the statistics of the gradient and color histogram in the idle state (formulas (9) and (10)) and calculates the summation threshold according to the probability parameter e (formulas (11) and (12)), then we count the color difference and gradient data inversely from the maximum value (255), and the actual segmentation threshold of the color difference and gradient data can be obtained when the closest summation threshold is reached, as shown in Figure 5 . After obtaining the threshold, we use it to binarize the gradient and color difference data and combine these result for detection, as shown in Figure 6 Sum
Image classification
In the classification and recognition algorithm of foreign fibers, we use the idea based on DL. The basic DL tool used in this work is the convolution neural networks (CNNs). 20 The current strategy commonly used for extracting the CNN features is to use the existing large CNN-based training data sets, such as IMAGENET, 21 to extract the feature as described in previous studies. [22] [23] [24] This is actually a typical transfer learning strategy, which can work well when the tested images are similar to the original data sets for the CNN training. However, this transfer learning strategy could not work efficiently in our study since the IMAGENET data sets are not similar to the data sets we use currently. Therefore, we have to train a new CNN model using our fiber sample data sets. For this sake, we need a good CNN architecture. Unfortunately, the commonly used CNN architecture is not suitable for our case due to two aspects. First, the commonly used CNN architecture usually has a very deep structure, which will cause over-fitting problems due to our limited fiber data sets. Second, it is time-consuming when using this deep structure for the feature extraction, which makes it not suitable for real-time applications in the practical industrial field. Thus, we design a new CNN architecture as shown in Figure 7 .
As shown in Figure 7 and Table 1 , our CNN structure consists of seven convolution layers, one global avgpool layer, one Softmax layer, and does not have a fully connect layer. Two Maxpool layers are added into Conv1 and Conv3 to downsample for not only reducing the parameters but also retaining the most useful sampled features, and a rectified linear unit (ReLU) is also adopted at all the convolution layers. Next, a global avgpool layer combined with a Softmax classifier is implanted to output the classification result for the specific input image. The designed CNN structure can not only improve computational performance but also lead to good segment effects on the background and cotton.
Convolution layer is the basic component of CNN. The parameters of the convolution layer are composed of a set of learnable kernels. For example, if we use a 2-D image I as our input, we probably also want to use a
Formula (13) can also be written as formula (14) Sði; jÞ ¼ ðI Â KÞði; jÞ ¼ X convolution process is taken as the result, as shown in formula (15)
While ði lþ1 ; j lþ1 Þ is the position coordinate of the convolution result, satisfying the following formulas (16) and (17) 
The hyperparameters of the convolution layer mainly include the size of the convolution kernel, the stride of convolution operation, and the number of convolution kernels. The convolution kernel size usually is small, such as 3 Â 3 or 1 Â 1. Compared with large size, the small one enhances the capacity of the CNN and the complexity of the model. More important, it can effectively reduce the number of parameters and the amount of computation. So our system mainly uses 3 Â 3 and 1 Â 1 convolution, the stride of the convolution operation usually set as 1, as shown in Figure 7 . In addition, padding operation can be used before convolution operation, which is mainly used to process the edge information of input data and keep the size of input and output.
ReLUs are used as a substitute for saturating nonlinearities. This activation function adaptively learns the parameters of rectifiers and improves accuracy at a negligible extra computational cost. It is defined as formula (18) 
where y l represents the input of the nonlinear activation function f on the l-th channel.
The most common classification objective function in CNN is Softmax, also called cross-entropy loss function, as shown in formula (19) . It is mainly used to characterize the probability of output results in different classes
N represents the total number of samples per training, y i is the real class label of sample i, h refers to the final output of the network or the predicted result of sample i by the designed network, and C represents the number of classes, which is 10 in our system.
Training and testing data sets
The training set pictures of different fibers have their own particularities. For example, most of the fibers are concentrated in the center of the samples. The distribution patterns of the cotton and background are unified to a certain extent, where several kinds of different fibers locate. The database used here includes 10 different classes, and each class has 76,421 training samples and 19,106 valid samples, as shown in Table 2 and Figure 8 .
The entire database is initially divided into two data sets, that is, the training set and the testing set, which is carried out by randomly splitting the 95,527 images so that 80% of them form the training set, and the rest 20% form the testing set. The 80/20 splitting ratio of the training/testing data sets is the most commonly used one in current neural network applications. Note that other similar splitting ratios (e.g. 75/25 or 70/30) would not lead to significant discrepancies on the performance of the developed models. 25 We use the standard stochastic gradient descent algorithm 26 to learn the parameter determination of the proposed CNN, which includes a feed-forward pass stage and a back propagation pass stage. The learning algorithm of CNN is shown in Algorithm 1. 
Augmentation process
The main purpose of applying augmentation is to increase the data sets and introduce slight distortion into the images, which helps reduce over-fitting during the training stage. In machine learning, over-fitting appears when a statistical model describes random noise or error rather than the underlying relationship. 27 In our foreign fiber data sets, considering that the position of the camera in practical application is fixed, we only use 90 , 180 , 270 among the random flip. Then, we add random white noise and randomly change the ambiguity of the image to expand the data set, as shown in Figure 9 . Figure   9 (a) represents the resulting images obtained by applying random noise transformation on the train image. Figure 9 The formula of noise operation is as follows Iði; jÞ represents the input image pixel at position ði; jÞ, and d refer to mean value and variance of the Gaussian distribution, respectively, and x is the random value between 0 and 1.
The rotation operation is shown in formula (21)
Results
The training set and the testing set are sampled during different time spans and different factories to increase diversity. The time interval is more than 1 year, and the factory location covers most of the provinces in mainland China. To train the model, we manually annotate 95,527 samples as shown in Figure 8 . The learning rate follows a specific annealing schedule, which starts from 0.1 and descends following the equation
In formula (26) , Batch num represents the current batch number, Batch max denotes the maximum batch size, and power is the hyperparameter. In this article, we use a value of 4 for the hyperparameter.
The CNN model is trained using the training hyperparameters as presented in Table 3 . A single PC was used for the entire process of training and testing the foreign fiber classification model described in this article. Training of the CNN has performed in the GPU mode. Every training iteration took approximately 12 h on this specified machine whose basic characteristics are presented in Table 4 . Figure 10 shows the average loss and valid accuracy in top1 and top2 on the training during each epoch after 300 epochs trained, the average loss declined not obvious. Besides, the classification accuracy of top1 and top2 in the validation data sets reached more than 94%, so we considered that the trained model was able to use in our system. Figure 11 shows classification cases of the randomly selected images throughout the validation data sets. Figure 11 (a) shows samples of correct classification and Figure 11 (b) shows samples of some errors in the classification of our model. From the error classification result of the images, it is more in line with our classification expectations. In the practical application of our system, we can judge them to be or not to be true foreign fibers under the top2 situation and classic detection algorithms.
Design and implementation
In the industrial application of machine vision, the common hardware options are central processing unit (CPU), advanced RISC machine (ARM), graphics processing unit (GPU), FPGA, DSP, and so on. The applications and comparisons among them are summarized below: a. Compared with CPU and ARM, DSP, the FPGA and GPU have great advantages in large-scale mathematical operations. [28] [29] [30] [31] [32] [33] [34] However, GPU is mainly manufactured by NVIDIA (Santa Clara, California) manufacturers, which does not provide driver source code and needs to bind with ARM or CPU. In addition, the operating system has to be Windows or Linux, which are not real time. b. In power consumption, FPGA and DSP also have advantages against GPU in high-performance computation. c. Compared with FPGA, DSP has advantages in software upgrade, development, and maintenance.
Considering the power consumption, the real-time requirement of the system, as well as the difficulty of software development and maintenance, we choose the embedded processing system based on FPGA þ DSP for the design in this study. The DL algorithm is generally implemented on PC by MATLAB or Python, which costs a lot of time since the convolution layer is time-consuming. GPU can significantly improve computation efficiency but does not fix the industrial environment as discussed above. Based on the architecture of DSP þ FPGA, we optimize the program and obtain better performance.
In this article, we implement the algorithm on the TMS320C6678 multicore platform. 35 We combine the C language with linear assembly language to implement the forward algorithm in DL. Moreover, we use a multicore system based on DSP to achieve the best performance.
Multicore scheduling algorithm
According to the characteristics of DSP, we design a multicore scheduler algorithm based on TMS320C6678. Based on the multicore DSP applications, static scheduling is usually used, which is called as "the specified core does the specified things." 36 Sometimes the tasks are statically assigned to processors, and the tasks within each processor are scheduled by a local scheduler, which makes the application development simple and more convenient for debugging. However, static scheduling is against load balancing. Therefore, if one wants to take full advantage of the intercore parallelism, he needs to split the specified application into roughly equal parts. But for some specific applications, such as the CNN classification algorithm, the data between layers are strictly dependent, thus it often comes out that some cores are very busy, while the others are in idle waiting. Unlike static scheduling, dynamic scheduling is applied to many multicore systems, such as the load balancing algorithms in the Linux systems. 37 This scheduling method is beneficial to load balance because it can be simply summarized as doing uncertain things for uncertain cores. Dynamic scheduling can automatically adjust the capacity of each core to achieve balance. However, there are uncertainties in dynamic scheduling, which makes it difficult to debug or develop. Moreover, the cache resources are not fully utilized, and the work performed by each core often varies greatly, which makes the program and the data in cache stay constantly refreshed, and thus reduces the efficiency. Taking into account the advantages of the DSP, we design a hybrid scheduling algorithm to make full use of the cache mechanism. Embedded systems usually adopt the concept of the task to form a multitask system. In this case, each task has its own context space, so it runs safely. However, the efficiency of context switching among the multitasks is low, which is not conducive to the real-time performance of the system. Therefore, in the design of the DSP scheduling algorithm, we adopt the software interrupt (SWI) mode that is similar to hardware interrupt. All SWI modes have a unified context space with high context switching efficiency. The more parallel the tasks are, the more obvious the efficiency advantage is.
The inter-core message is used interactively among multicore subsystems. Combining inter-core message with hardware navigation queue peculiar to TMS320C6678, we design a hardware-managed inter-core message queue. Each inter-core message can send a 32-bit message, which only bears an address of the shared memory so that the multicore subsystem does not have any barrier access.
For multicore software systems, the computation applications are divided into parallel parts so that they can be executed to make full use of multicore parallel processing capabilities. However, in multicore systems, an application is not the only serial in time, but also dependent on running space. In this article, we define the application parts that can be decomposed independently by the application layer tasks as a "job." The execution of a job is not disorderly. There are strict constraints among them, which are called as a dependency. Dependency describes the order of execution among jobs, which mainly include the constrained entities of the previous job, that is, the jobs that are executed before the execution of the current job. Dependency dynamically allocates the sub-core resources according to the actual algorithm and splits the job statically, which maximizes the efficiency of the cache resources and the shared memory access.
Software design
TMS320C6678 consists of eight sub-C66 cores with a maximum dominant frequency of 1.4 GHz. Each core contains 32 KL1P, 32 KL1D, 512 KL2, and 4 MB of shared memory. 35 We named eight sub-cores numbered as 0-7, and the core 0 is responsible for scheduling and interfaces, such as network access, data access, which is called as "master core," while the cores 1-7 are responsible for job execution as "slave core," as shown in Figure 12 .
The soft hybrid scheduler is composed of function, interrupt handler, hardware queue, configuration program, and scheduling algorithm. As shown in Figure 13 , the job usually has five states, which are Waiting, Ready, Execution, End, and Null.
The Waiting state means the job has just been generated and stored in the job list. The job needs to wait for the execution of all the other higher level jobs in the stored job list. When the higher level job is finished or there is no higher level of job independence, the scheduler will execute the dispatch algorithm. If there is an idle slave core, the job will be arranged to the target slave core execute, otherwise, it will enter into the ready state.
The Ready state denotes that job has entered into the job's dispatch queue, and the dependency has been lifted, but at present, all slave cores are in busy. The job is waiting for the slave core resources in the dispatch queue. When the slave core resources are available, the job enters into the execution state.
The Execution state means that the job has been mapped into the running map, that is, a slave core is executing the job. After the slave core's execution is done, the scheduler executes the callback operation. Once the job's execution is finished, it enters into the end state.
The End state means the job is stored in the callback list and the corresponding execution is done, but some followup work is needed, for example, updating the dependency of the next job.
In the Null state, the job releases resources. According to the above descriptions, the key factors of the scheduler's efficiency depend on the job dispatch and execution request. In the computation process, each job expects to be executed as soon as possible. Therefore, if an idle slave core is available, the scheduler will dispatch work immediately to the slave core for the job execution. If no idle slave core is available, the job will enter into the corresponding dispatch queue and ready state. When the idle core appears, that is to say, the master core receives the slave core idle message for the first time, the master core will remove the high priority job from the job's dispatch queue and send it to the slave core. In a word, under this mechanism, all the waiting jobs are always the earliest to be executed, and all the idle slave cores are always the earliest to get a job, which guarantees the efficiency of the scheduler.
Combining the CNN classification algorithm with the hybrid scheduler and the static scheduler, we design a typically hidden layer in the parallel job with our CNN architecture which is described in Table 1 . The structures of the type 2 schedules are shown in Figure 14 .
As can be seen from Figure 14 (a), the static scheduling algorithm divides the input image into eight parts (corresponding to eight cores), allocates the same resources to eight cores in system design, and divides the convolution operation into eight parts to carry out their respective CNN algorithms. In addition, considering the overlapping part of the convolution operation, we need to add several additional rows of overlapping data. Figure 14(b) shows the flow of the hybrid scheduling algorithm in the system. When the CNN algorithm operates at each layer, the computing units are dynamically allocated according to the given eight-core idle situation, so that the idle core can enter the bus state at any time, and the utilization of multicore can be fully improved. Figure 14(c) shows the eightcore utilization percentage of the two algorithms under a given 1000 pictures. In some cases, the utilization percentage of the static scheduling algorithm will be reduced to less than 70%. The main reason is that the static scheduling algorithm sets the specified core to do the specified things, other idle core resources cannot be fully utilized in these cases. However, in this case, the hybrid scheduling algorithm uses multicore resource management to avoid the long waiting of idle cores and divides the computing units according to the number of idle cores, thus fully improving the utilization of multicore.
To improve the ability of DSP, not only the efficient multicore scheduling mechanism but also the reasonable memory allocation is needed. In this system, we mainly use half of L2 for the L2 cache, which can greatly improve the cache capacity. The other half of the L2 is used for each slave core's stack space as the temporary variable usage area in the job: 4 MB on-chip shared memory is accessible to all cores, so there will be bus conflicts when multicores access data at the same time. Nevertheless, the in-chip shared memory accessing speed is higher than DDR3. We can put the static tables used in the algorithm and the trained CNN weights into the shared memory inchip.
Experiments
Hardware experiment and analysis
We use the same DL algorithm on the personal computer (PC) and DSP for the same images that need to be predicted, and the statistical calculation time is presented in Table 5 . The PC is configured as i7 2600 at 3.4 GHz, 8 GB DDR3, and the DSP uses TI's c6678 multicore platform with 1.25 GHz main frequency and 2 GB DDR3. The actual velocity of the cotton flow is between 4 m/s and 14 m/s, and the distance between the valve and camera is 350 mm in our machine. The time of detection and classification ranges from 25 ms to 87 ms. Therefore, our design satisfies the real-time requirements.
Classification of foreign fibers
The equipment installed on the practical production line is shown in Figure 15 . The tested production line is 350-500 kg/h, and the cotton speed ranges from 8 m/s to 14 m/s. The tested foreign fiber samples are shown in Figure 16 . Corresponding results from the testing cases are shown in Table 6 .
The success rate reaches up to 97.8% for the model test. For the 500 testing samples, only nine samples' classes were not correctly identified by the CNN model. Among the nine misclassified samples, several faulty ones contained similar artificial features. In these specific cases, the faulty images were registered in the class cnf_8 (cotton stalk, green one), but the network identified it as the cf_0 (polypropylene, red one), which are shown in the classification tables in Figure 17 .
As shown in Figure 17 , the cotton stalk is very similar to some polypropylene in human vision. However, the overall shape of the cotton stalk and the wrapping state in the cotton flow are different from the polypropylene. The model can easily extract features from most stalks, but the network itself is not sure about the misclassified stalks. In the practical operation process, we will further consider the case that treats the polypropylene as a real foreign fiber to be removed, to avoid missing real foreign fibers. In addition, paper and some cloth foreign fibers turn out easily misidentified, as shown in Figure 17 . In general, the ultraviolet, transparent film, mulch film, feather, and colored Figure 18 . The deployment of the system in the production line: a machine (a) with and (b) without a classification subsystem. polypropylene are also easy to classify because of their obvious characteristics.
Deployment
In our study, we deploy a system with classification subsystem and a system without classification subsystem in a factory in Yuncheng County, Heze City, Shandong Province, China, as shown in Figure 18 . The main foreign fibers are gray polypropylene filament and transparent film. Without the classification subsystem, the number of hits per hour is about 2800 times, and among them, 80% are cotton stalks, which are very close to the polypropylene filament in the image, as shown in Figure 19(c) . After appending the classification subsystem, the interference of cotton stalk and yellow cotton is effectively eliminated, and the number of strikes is reduced by around 85%. The real foreign fibers account for a large proportion, while the pseudo foreign fibers do not exist. The main reason is that when they pass through the classification subsystem, the subsystem cannot distinguish whether they belong to the pseudo foreign fibers or the real foreign fibers merely from the image.
Conclusions
In this article, we develop a foreign fiber sorting system based on DSP and FPGA. After collecting foreign fiber pictures in different environments, we create a sample library containing 95,527 typical foreign fibers. By considering the working environment of the foreign fiber cleaning machine, we design a CNN model that can best balance the performance and computation and deploy the model on multicore DSP. The high success rate up to 96% for the validation demonstrates the effectiveness of the model. In addition, we propose a hybrid scheduling algorithm based on the multicore DSP, which makes full use of cache resources, and is able to classify a single image within 5 ms. The computation time is 5 ms on a single image based on an eight-core DSP, which indicates the efficiency of the detection. This ensures the high-accuracy foreign fiber removal and real-time performance of the system. We prove that DL is very effective in detecting and classifying foreign fibers in cotton. Compared with traditional algorithms, it has the advantages of a fixed algorithm, no need to extract features manually, self-learning, and evolution, and can also be realized on low-cost industrial equipment.
After implementing the foreign fiber classification subsystem based on DL, we get the real foreign fibers and pseudo foreign fibers information from each machine, which provides a reference for cotton textile mills to control product quality.
In future work, we need to enrich the sample based on the number and diversity of foreign fibers. At present, the designed CNN model has shown its potential. Through reasonable improvement and enrichment of the sample base, the robust image classification technology based on DL in foreign fiber classification can be further improved. In addition, further study needs to be carried out by implementing a foreign fiber detection and classification system based on DL on lower power and lower cost devices. Image classification results rank second is polypropylene, and the classification score has reached 37.3%. In practice, we will consider that such results belong to real foreign fibers, which need to be removed.
