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One sentence summary: Experiments reveal that small clusters of hard spheres
with short-range attractions favor equilibrium structures determined by geometrical
rules.
The study of clusters has provided the most tangible link between
local geometry and bulk condensed matter. But experiments have
not yet systematically explored the thermodynamics of even the
smallest clusters. Here we present experimental measurements of
the structures and free energies of colloidal clusters in which the
particles act as hard spheres with short-range attractions. We ﬁnd
that highly symmetric clusters are strongly suppressed by rota-
tional entropy, while the most stable clusters have anharmonic vi-
brational modes or extra bonds. Many of these are subsets of close-
packed lattices. As the number of particles increases from 6 to 10
we observe the emergence of a complex free energy landscape with
a small number of ground states and many local minima.
An isolated system of 10 interacting atoms or molecules will in general adopt
a structure that differs in symmetry and average energy from that of a bulk liquid,
solid, or even a system containing 100 particles. Yet the study of such small clusters
has shed light on a wide variety of phenomena in condensed matter physics and
physicalchemistry. SinceFrankﬁrstpredicted(1)thaticosahedralshort-rangeorder
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would be a hallmark of liquid structure, the study of small cluster geometry has
provided key insights into the frustration underlying non-equilibrium phenomena
such as nucleation and the glass transition (2, 3, 4). Experimental studies (5, 6)
have conﬁrmed this approach through the discovery of local cluster-like order in
bulk liquids and glasses, with recent results (7) suggesting that structural arrest in
condensed phases may be related to geometrical constraints at the scale of a few
particles.
There remain many unresolved questions about cluster geometry and the con-
nection to bulk behavior. Although experiments and simulations have determined
the minimum potential energy clusters for various interactions (8,9,10), the likeli-
hood of observing a particular cluster structure depends on its free energy (11,12).
What cluster structures are favored by entropy? And how does the competition be-
tween potential energy and entropy evolve as the number of particles N approaches
the bulk limit? Experiments on atomic clusters have not systematically explored
these questions; they are limited by short cluster lifetimes, non-equilibrium condi-
tions, and the difﬁculties of obtaining real-space structures of individual clusters in
free space (13).
We report experimental results for the structures and free energies of small equi-
librium clusters as a function of N, with N  10. The experimental system is de-
scribed in Fig. 1. We use colloidal particles rather than atoms because we can
precisely control the interactions and directly observe the three-dimensional (3D)
structures of the clusters using optical microscopy. To a good approximation our
particles act as “sticky” hard spheres, arguably the simplest non-trivial interaction
that leads to clustering. The attraction arises from a depletion interaction with a
range of about 1:05 times the particle diameter and a depth of about 4kBT. Because
the pair potential is short-ranged, the total potential energy U of a given structure
is well approximated by U =CUm, where C is the number of contacts or depletion
“bonds” and Um the depth of the pair potential (14). While in bulk these particles
form a gel, the range and depth of the interaction are consistent with an equilibrium
phase diagram showing a ﬂuid-crystal transition. (17).
We create clusters by isolating small numbers of polystyrene (PS) microspheres
in cylindrical microwells ﬁlled with water and poly(N-isopropylacrylamide) (poly-
NIPAM) nanoparticles, which cause the depletion interaction. We chemically func-
tionalize the microwells so that particles cannot stick to the surfaces. This allows
3D clusters to form in the middle of the wells, unaffected by the boundaries. Af-
ter the clusters reach equilibrium, we use optical microscopy to observe the cluster
structures, and we collect statistics by scanning through the microwell plate, which
contains thousands of isolated clusters. Although the number of particles per well is
not controlled, we generate enough clusters at each N  10 to measure their occur-
rence frequencies. We then determine the free energies from the ensemble statistics
through the Boltzmann distribution: DF =  kBT lnP, where P is the probability of
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Figure 1: (A) Diagram of experimental system (14). We use lithography to make
microwells with depth and diameter 30 mm (see also Fig. S1). These are ﬁlled
with a suspension of 1.0 mm diameter polystyrene (PS) spheres and 80 nm poly(N-
isopropylacrylamide) (polyNIPAM) microgel particles, which induce a depletion
attraction as illustrated in (B). The number of PS particles per well varies, but the
average is about 10. (C) Pair potential as estimated from the Vrij approximation
to the Asakura-Oosawa potential. (15,16). Because the range of the depletion at-
traction is less than 1/10 the PS sphere diameter, the interaction is strictly pairwise
additive. (D) Optical micrograph of microwells with assembled colloidal clusters
suspended inside. The circles highlight individual clusters in different microwells.
There are about 104 microwells per slide. (E) High magniﬁcation optical micro-
graphs of colloidal clusters in microwells with N = 2;3;4;5 particles. These are the
only structures that form for N  5.
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observing a given cluster.
We classify our clusters by comparing them to ﬁnite sphere packings. A previ-
ous theoretical study (18) enumerated the mechanically stable clusters of idealized
hard spheres with inﬁnitesimally short-ranged interactions, revealing the minima
of the potential energy landscape as a function of N. All of the minima at each
N  9 have the same potential energy, a situation not observed with longer-ranged
potentials (19). Here we explore the structures and probabilities of these packings
at ﬁnite temperature, which allows us to map the free energy landscape (20,21,11).
All the observed cluster structures agree with the theoretical predictions. For ex-
ample, for N < 6 we observe one unique structure for each N: a dimer for N = 2,
trimer for N = 3, tetrahedron for N = 4 and triangular dipyramid for N = 5. The
optical micrographs in Fig. 1 show the structures of the smallest clusters.
The ﬁrst interesting case is N = 6. Here we observe two structures (Fig. 2 and
Fig. S2), both with C = 12 contacts and therefore equivalent potential energy. The
ﬁrst is the octahedron, a Platonic solid. The second we call a “polytetrahedron.” It
consists of a triangular dipyramid with a third tetrahedron added to one of the faces.
We observe transitions between the two states on time scales of minutes, indicating
that the system is at equilibrium (Movie S1).
Even though these two structures have the same potential energies, the polyte-
trahedron occurs about 20 times more often than the octahedron, implying a free
energy difference of about 3kBT. This difference can be attributed only to entropy.
As shown in Fig. 2, the measured probabilities for the two structures agree well
with theoretical calculations based on standard approximations for the rotational
and vibrational entropies in the classical limit (14).
Notably, the rotational entropy makes the largest contribution to the free energy
difference between the two structures (Fig. S2). The rotational partition function is
related to two geometrical quantities: the number of orientations, which is propor-
tional to the moment of inertia, and the rotational symmetry of the cluster, or, alter-
natively, the number of ways one can assemble the same cluster by permuting parti-
cle labels (22). Formally, the ratio of the permutational degeneracies of two clusters
is inversely proportional to the ratio of their symmetry numbers (23). This permu-
tational degeneracy accounts for a factor of 12 in the polytetrahedron:octahedron
probability ratio. The remaining factor of 2 comes from the differences in the mo-
ments of inertia and the vibrational entropies.
This illustrates a general rule for clusters with short-range attractions: among
clusters with the same potential energy, highly symmetric structures are highly un-
favorable at equilibrium. By contrast, for the longer-ranged Lennard-Jones 6-12
potential the octahedron has lower potential energy than the polytetrahedron (19),
so that the dominant structure depends on temperature. The dominance of the poly-
tetrahedron in our system may have consequences for nucleation: the equilibrium
phase of attractive hard spheres is a face-centered cubic (FCC) crystal (17), which
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Figure 2: Comparison of experimental and theoretical (14) cluster probabilities P at
N =6, 7, and 8. Structures difﬁcult to differentiate experimentally have been binned
together at N = 7 and N = 8 to compare to theory. The calculated probabilities
for the individual states are shown in light gray bars, and binned probabilities in
dark gray. Red dots indicate the experimental measurements, with 95% conﬁdence
intervals given by the error bars (see (14) and Table S1). Renderings and point
groups in Sch¨ onﬂies notation are shown for each structure. The number in the
subscript of each symbol indicates the order of the highest rotational symmetry
axis, and the letter indicates the symmetry group. The highest symmetry structures
are those in D, T, and O groups. Structures in C1 and C2 groups occur in chiral
pairs.
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contains octahedral, not polytetrahedral, subunits.
At N = 7 the ﬁrst chiral structures arise. We observe six cluster structures, two
of which are chiral enantiomers. The experimental measurements agree well with
the theoretical values for the probabilities of each structure, as shown in Fig. 2.
For these small clusters, the most pronounced inﬂuence on the probabilities
comes from symmetry. At N = 8, three of the 16 different possible sphere packings
never occur in the experiments. These three structures have the highest symmetry
numbers, s = 4;6;12.
A few structures differ by such small changes in particle spacing that we cannot
differentiate between them in our microscope. All of these are variants of pentago-
nal dipyramids. In a pentagonal dipyramid of 7 spheres, the top and bottom spheres
of the pyramid are separated by a small gap of  0:05d, where d is the sphere di-
ameter. If these two spheres are brought together, a gap of  0:09d opens between
two of the spheres on the pentagon. Because we cannot resolve this gap in our ex-
periments, we have binned these structures together at both N = 7 and N = 8. The
one statistically signiﬁcant discrepancy between experiment and theory occurs at
N = 8; it arises because the experimental potential has a range comparable to the
gap distance. Although we account for this extra potential energy in the probabil-
ity calculations, the probabilities are sensitive to the magnitude of the potential at
the gap distance. If the interaction energy differs from our estimated value by only
0:1kBT in the gap, the theoretical calculation falls within error of the experimental
value. This difference could be due to polydispersity in either the depletant or large
spheres, or to another interaction such as van der Waals forces.
The probability distributions in Fig. 2 are “ﬁeld guides” to the free energy land-
scapes at N = 6, 7, and 8. Each structure represents a local free energy minimum,
the depth of which is proportional to the probability. We note two topographical
features besides the trend toward structures with low symmetry: ﬁrst, the number of
local minima increases dramatically with N, and second, the landscape is relatively
ﬂat for N = 7 and 8. In other words, there are many shallow minima, but no one
minimum has a free energy much larger than any other.
The landscape undergoes a qualitative change for N  9. Theoretically we ex-
pect some W=77 structures at N =9 and W=393 at N =10, too many to catalogue
experimentally. We therefore measure only a subset of structures identiﬁed by our
theoretical study (18). The subset we choose consists of clusters that fall into either
of two categories: non-rigid structures, in which one of the vibrational modes is
a large amplitude, anharmonic shear mode, and structures with more than 3N  6
bonds. Non-rigidity arises when a cluster contains half-octahedra that share at least
one vertex, allowing the cluster to twist over a ﬁnite distance without breaking or
forming another bond. We expect these packings to have high vibrational entropy.
Structures with more than 3N  6 bonds can occur for N  10. These are the ex-
pected ground states.
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Figure 3: (A) Optical micrographs and renderings of non-rigid structures at N = 9
(see also Movies S2 and S3) and (B) N = 10 (Movies S4–S6). (C) structures of
3N  5 = 25 bond packings at N = 10 (Movies S7–S9). The anharmonic vibra-
tional modes of the non-rigid structures are shown by red arrows. Experimentally
measured probabilities are listed at top. Annotations in micrographs indicate clus-
ters corresponding to subsets of hexagonally close-packed (HCP) or face-centered
cubic (FCC) lattices.
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Indeed, these special packings do occur with high frequency, as shown in Fig. 3
and Table S2. Because most clusters at N = 9 and 10 have equal potential energy,
low symmetry, and therefore comparable rotational entropy, we expect the average
probability of any one structure in a set of W possible clusters to be of order 1=W. At
N = 9 we expect an average probability of about 1%, and at N = 10, about 0:25%.
By contrast, the one non-rigid structure at N = 9 occurs with P  10%. Using
the theoretical W and the experimental P we estimate that the free energy of the non-
rigid structure is about 2kBT lower than that of an average structure at N = 9 (14).
Thus the structure is highly stable, by nearly half the free energy of an extra bond.
The stabilization comes from the vibrational entropy associated with the non-rigid
mode depicted in Movie S3. Our theoretical calculations (14) predict P  3%,
which is lower than the observed probability but higher than all other clusters at N =
9. The discrepancy is due to the sensitive dependence of the vibrational partition
function on the curvature of the pair potential near the minimum, a consequence of
the non-rigid mode. A more precise calculation requires an accurate measurement
of electrostatic effects in the experimental pair potential near the depletion well.
At N =10, only three of the 393 theoretically possible clusters have 3N 5=25
contacts, yet these occur about 10% of the time. Although we have only limited
statistics for higher N, we continue to observe the prevalence of a few packings with
3N 5 or more bonds. The structures with extra bonds have combined probabilities
of 20 30% at N = 11 and N = 12 (Table S2). Again these probabilities are large
compared to 1=W, even though in several cases the clusters have high symmetry.
The potential energy gain is therefore large enough to overcome the deﬁciency in
rotational entropy.
Perhaps the most striking feature of these clusters is that many are subsets of
lattice packings, and in particular of the hexagonally close packed (HCP) lattice.
The lattice packings are marked in Fig. 3. The underlying reason appears to be that
both non-rigidity and extra bonds require the clusters to have octahedral subunits.
The propensity for icosahedra (8,24) in longer-range systems is absent in ours. We
observe no icosahedra at either N = 12 or N = 13, presumably because neither
12-sphere or 13-sphere icosahedra are special clusters for short-range interactions:
neither are non-rigid, neither have more than 3N 6 bonds, and both have very high
symmetry numbers (s = 60).
Using the same statistical mechanical approximations used to estimate probabil-
ities for N  8, we can calculate the free energies of all mechanically stable sphere
packings that have been enumerated (18) up to N = 10. This yields the free energy
landscape shown in Fig. 4. We see that in general the locus of states is correlated
with the rotational entropy, which is proportional to kBln
 p
I=s

. The only states
that lie below this locus occur at N =9 and 10. These correspond to either non-rigid
structures or structures with extra bonds, both of which appear as deeper minima.
The diagram also reveals some new features. First, low-symmetry polytetrahe-
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Figure 4: Calculated minima of the free energy landscape for 6  N  10 (14). x-
axis is in units of the rotational partition function, where I is the moment of inertia
(calculated for a particle mass equal to 1) and s the rotational symmetry number.
The bond strength for the calculation is Um = 4kBT. Each black symbol represents
the free energy of an individual cluster. The number of spokes in each symbol
indicates the symmetry number (dot=1, line segment=2, and so on). Red symbols
are non-rigid structures, which ﬁrst appear at N = 9, and violet symbols have extra
bonds, ﬁrst appearing at N = 10. Vertical gray lines indicate the contribution to
the free energy due to rotational and vibrational entropy. The reference states are
chosen to be the highest free energy states at each N. The general trend is for low
symmetry states to be favored in proportion to their rotational entropy, kBln(
p
I=s).
The potential energy contribution accounts for the vertical space between the violet
symbols and their gray lines.
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dral states proliferate as N increases. At N = 10, where clusters with extra bonds
ﬁrst appear, the absolute probability of observing these ground states is low because
of the large number of low-symmetry states that lie at slightly higher free energy.
Second, the highest free energy structures for N = 6 10 are convex deltahedra
(25), polyhedra with a long history in condensed matter physics (26,3). These are
not always the most symmetric structures: at N = 8 the highest free energy state
is the deltahedron, a snub disphenoid, which has lower symmetry than an 8-sphere
tetrahedral cluster. The convex deltahedra also happen to be the same “minimal-
moment” structures formed in capillary-driven assembly of colloidal particles (27).
The optimal packings under these non-equilibrium conditions therefore correspond
to the least optimal packings at equilibrium.
Our results suggest that nucleation barriers and structural motifs in attractive
hard sphere systems such as colloidal suspensions will be different from those in
systems with longer-range potentials, which tend to favor symmetric structures at
sufﬁciently low temperatures. For N < 9 all of our clusters have nearly equiva-
lent potential energy, and therefore the rotational entropy selects against symmetric
structures at all temperatures. Speciﬁcally, the symmetry number and the permuta-
tional degeneracy have the greatest effect on the free energy; differences in moment
of inertia do not contribute as much. Thus even if cluster rotations are hindered, as
they may be in a bulk supercooled liquid, the permutational degeneracy might still
inﬂuence the probability of formation. At higher N the most probable structures we
observe involve combinations of octahedra and tetrahedra. Many of these structures
are compatible with an HCP lattice but not FCC. Our results also suggest that the
curvature of the pair potential near the minimum should affect nucleation, because
the curvature determines the free energy of the non-rigid clusters.
Structures with ﬁve-fold symmetry such as the pentagonal dipyramid and icosa-
hedron are highly unfavorable in our system. Therefore we do not expect icosahedra
or other clusters with ﬁve-fold symmetry to be a structural motif in attractive hard
sphere gels or ﬂuid cluster phases (28) where the attraction is short-ranged.
In conclusion, we ﬁnd that the most stable small clusters of hard spheres with
short-ranged attractions can be determined by geometrical rules: (1) rotational en-
tropy favors structures with fewer symmetry elements; (2) vibrational entropy fa-
vors non-rigid clusters, which have half-octahedral substructures sharing at least
one vertex; and (3) potential energy favors clusters with both octahedral and tetra-
hedral substructures, allowing them to have extra bonds.
Our picture of the free energy landscape is still incomplete. The qualitative fea-
tures of the landscape are independent of temperature for our experimental system
becausethedepletioninteractionisfundamentallyentropic(14). Thiswillnotbethe
case for other types of interactions, such as DNA-mediated attractions (29). Also,
under non-equilibrium conditions we expect a different distribution of structures
then the ones shown here. Finally, our model for the landscape does not account for
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energy barriers or the connectivity between minima. It will be interesting to see if
further studies can explain the emergence of bulk crystallization or structural arrest
in terms of these topographical features and their geometrical underpinnings.
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Materials and Methods
1 Preparation of Particles, Microwells, and Clusters
The model colloidal suspension we use consists of two types of particles, large polystyrene (PS) spheres,
and small poly(N’-Isopropylacrylamide) (poly(NIPAM)) spheres, which are used as a depletion agent to
cause the larger spheres to attract one another. We synthesized the poly(NIPAM) spheres along with a third
type of particle, poly(N’-Isopropylacrylamide-co-Acrylic Acid) (poly(NIPAM-co-AAC)) particles, which
were used to coat the microwells and prevent the large PS particles from sticking to them.
1.1 Synthesis of poly(NIPAM) Hydrogel Particles
We use precipitation polymerization to synthesize poly(N’-Isopropylacrylamide) hydrogel particles. 2 g of
N’-Isopropylacrylamide (NIPAM, monomer, 99%, Acros Organics), 25 mg N,N’-Methylenebisacrylamide
(crosslinker, 99%, Promega), and 0.18 g (6 mM) sodium dodecyl sulfate (SDS, 99%, EMD Chemicals)
were dissolved in 98 mL deionized (DI) water (Milli-Q synthesis grade, Millipore). The solution was
stirred and heated to 70°C under nitrogen for 30 minutes to remove extra oxygen in the solution. 25 mg
of potassium persulfate (KPS, 99%, Acros) were dissolved in 2 ml DI water and loaded into the reactor
to start the polymerization reaction. The reaction ran for 4 hours. Afterward, the poly(NIPAM) hydrogel
particles were cleaned by dialysis against DI water for seven days, with water changes every 24 hours. We
used a Zetasizer Nano ZS (Malvern Instruments) to measure the size of poly(NIPAM) hydrogel particles.
The hydrodynamic diameter of our particles was 80 nm at 20°C and 40 nm at 40°C in DI water.
We synthesized a separate batch of poly(N’-Isopropylacrylamide-co-Acrylic Acid) (poly(NIPAM-co-
AAc)) hydrogel particles to coat the microwell boundaries and glass substrate. This makes the microwell
boundaries rough and prevents polystyrene particles from sticking to them through depletion interactions.
The poly(NIPAM-co-AAc) hydrogel particles were synthesized using the same procedure as the 80 nm
poly(NIPAM) particles, except that we added 25 mg acrylic acid (99%, Sigma) to the reactants.
1.2 Fabrication and Surface Modiﬁcation of Hydrogel Microwell Plates
Microwell array plates were fabricated by soft lithography. As Fig. S1 shows, the surfaces of microwells
and glass slides were then coated with a monolayer of 100 nm poly(NIPAM-co-AAc) hydrogel particles in
1order to prevent a depletion attraction between the PS particles and the boundaries. The fabrication involved
the following steps:
1. Design of photomask: A photomask pattern was designed in AutoCAD (Autodesk Inc.). The pattern
(20mm20mm) has an array of circles 30 mm in diameter with a pitch of 60 mm on a square lattice.
The pattern was printed on a photomask transparency at 20,000 dpi resolution by CAD/Art Services,
Inc. (http://www.outputcity.com/)
2. FabricationofSU-8mastermold. Underacleanroomenvironment, amastermoldofSU-8photoresist
(MicroChem Corp.) layer with the microwell pattern was fabricated on a silicon wafer by standard
photolithography procedures (S1). The SU-8 3035 was spin-coated at 3000 rpm onto a silicon wafer
(University Wafer), setting the thickness of the SU-8 layer at 35 mm (http://www.microchem.com/
products/su_eight.htm).
3. Silanization of hydrogel-side cover slips and top glass slides: Precleaned No. 1 cover slips (24mm
30mm, VWR) were silanized so that they could later be covalently bonded to the hydrogel. The
same procedure was performed for precleaned glass slides (25mm75mm, VWR), which were later
bonded to poly(NIPAM-co-AAc) particles. Cover slips were immersed in 1.0% w/w 3-Methacryloxy-
propyltrimethoxysilane (98%, Sigma) in anhydrous ethanol solution for 24 hours at room temperature.
Glass slides were immersed in 1.0% w/w (3-Aminopropyl)triethoxysilane (98%, Sigma) in anhydrous
ethanol solution for 24 hours at room temperature. Then the cover slips and glass slides were rinsed
with anhydrous ethanol and blow-dried with compressed air. The silanization was completed by
leaving the cover slips and glass slides in an oven at 110°C for one hour.
4. Hydrogel microwell fabrication: Pre-gel solution was prepared by dissolving 10% w/w acrylamide
(99%, Promega), 0.5% w/w N,N’-Methylenebisacrylamide (crosslinker,99%, Promega), 0.5% w/w
allylamine (98%, Alfa Aesar) and 0.1% w/w DAROCUR 1173 (photoinitiator, Ciba) in DI water. The
pre-gel solution was poured onto the SU-8 master mold and covered by putting the silanized cover
slip on top. The solution was placed 10 cm from an UV lamp (B-100YP, UVP) for 10 minutes to
polymerize the hydrogel. The polymerized microwell plate was carefully separated from the SU-8
master mold, rinsed with DI water, and stored in DI water.
5. Surface coating of hydrogel microwell plates and glass slides: The surfaces of the hydrogel microwell
plate and top glass slide were coated with a monolayer of 100 nm poly(NIPAM-co-AAc) hydrogel
particles. The fabricated hydrogel microwell plate and silanized glass slides were immersed in a
dialyzed colloidal suspension of 100 nm poly(NIPAM-co-AAc) particles for 24 hours at room tem-
perature. Afterward the poly(NIPAM-co-AAc) hydrogel particles were irreversibly adsorbed onto the
surfaces. After this surface treatment, we were able to form 3D colloidal clusters of PS spheres in the
middle of the microwells. Without the surface treatment, PS spheres formed 2D crystallites on the
boundaries of the microwells.
1.3 Sample Preparation
The aqueous colloidal suspension added to the microwells was a mixture of 1.0 mm sulfate latex polystyrene
(PS) particles (Batch# 2090,1, Molecular Probes, polydispersity (standard deviation in particle diame-
ter)=3%) and 80 nm poly(NIPAM) hydrogel particles in water. The concentration of PS was 10 3% w/v
and poly(NIPAM) 1.0% w/w (the volume fraction is estimated to be fs  25% at 20°C). 15 mM NaCl were
added to screen the long-ranged electrostatic repulsion between the PS particles. 0.1% w/w Pluronic P123
(BASF) surfactant was also added to stabilize the PS particles in the salt. This procedure ensured that the
2depletion attraction between polystyrene particles induced from poly(NIPAM) could be reversed by diluting
the poly(NIPAM) particles.
The hydrogel microwell plate and glass slides were rinsed with the PS/poly(NIPAM) suspension at least
5 times so that the hydrogel plate had the same ionic and surfactant concentration as the suspension. After
the last rinse, the wells were ﬁlled with the suspension, and the microwell plate and glass slide were sealed
with epoxy (Devcon 5-minute epoxy) around the edges of the cover slip. The number of particles N per well
were randomly distributed with a mean of about 10. Before putting the sample on the optical microscope
for observation and counting, we waited 24 hours for the system to reach equilibrium at 22:01:0°C. We
found that the hydrogel microwells tend to deform 10 days after sample preparation, so the observation and
data collection was done within 7 days, and the sample was discarded afterward.
Under these experimental conditions, the colloidal clusters could transit between different mechanically
stable conﬁgurations (Movie S1), demonstrating that the system is at equilibrium.
2 Experimental Methods
2.1 Data Acquisition
We used an inverted optical microscope (Eclipse TE-2000, Nikon Corp.) equipped a 100X objective
(N.A.=1.4) and Nomarski differential interference contrast to observe the structures of the colloidal clus-
ters. The images and videos (720720, 40 frames per second) were digitally recorded by CCD cameras
(Digital Sight DS-5Mc, Nikon Corp. for still images, and EO-0312C, Edmund Optics for movies) onto a
personal computer. We scanned sequentially through the microwells and recorded videos of clusters in each
before analyzing the data.
2.2 Structure Identiﬁcation
We resolved the 3D structures of colloidal clusters by scanning through the recorded videos frame by frame.
Although the microscope captures a 2D image with narrow depth of ﬁeld, over time we can image all the
particles in the cluster due to the Brownian rotational motion. We map out the nearest neighbors for each
particle by looking at the 2D image and following it as the structure rotates in 3D space. We then compare
this data to the contact matrices or computer renderings of different ﬁnite sphere packings identiﬁed in (S2).
2.3 Counts and Error Analysis
We calculated the probabilities of each structure from the number of occurrences in four different mi-
crowell arrays. To estimate the sampling error we used the Wilson score interval method (S3) (http:
//faculty.vassar.edu/lowry/prop1.html) to estimate the lower and upper limits of the 95% conﬁ-
dence interval. For the small probabilities observed in our experiments, this method gives a much more
accurate approximation of the conﬁdence interval than a normal approximation to the multinomial distribu-
tion. The experimental statistics are shown in Table S1. Table S2 summarizes the experimental statistics of
clusters for 9  N  12.
3 Theoretical Methods
In the experiment, we measure the probability of structure s, where s is determined by comparison to the
sphere packings enumerated in (S2). In order to calculate the expected theoretical probability and other
thermodynamic parameters for s, we start with the theoretically calculated coordinates for s. For each
enumerated packing we know the equilibrium positions of all the particles, r0
i = (x0
i ;y0
i ;z0
i ). With these
3coordinates, we calculate the potential energy Us, the partition function Zs, and the free energy Fs using the
methods below.
Calculations were done on an Intel-based desktop computer in the Python language (http://www.
python.org) with the SciPy extensions (http://www.scipy.org).
3.1 Pair Potential
In our calculation of the potential energy we consider two major interactions between two PS particles, the
depletion attraction UAO and an electrostatic repulsion UDLVO. UAO was modeled by the Asakura-Oosawa
depletion theory in a binary spherical mixture (S4–S6):
UAO(r) =  kBT
fs
(2as)3(2as+2al  r)2(2as+2al +
r
2
) (1)
where r is the center-to-center distance between two PS particles, fs the volume fraction of poly(NIPAM)
depletant ( 25%), and al and as the radii of the large PS particles (500 nm) and small poly(NIPAM) (40
nm) depletants. The range of the interaction is the diameter of the poly(NIPAM) depletant 2as = 80nm.
The surfaces of PS particles have negatively-charged sulfate groups. When two PS particles are very
closetoeachother(ri;j '2al =1:0mm), thereisascreenedCoulombrepulsionbetweenthem. Thismodiﬁes
the shape of the depletion well at small separation:
UDLVO(r) = kBTZ2lB

ekal
1+kal
2 e kr
r
(2)
where Z is surface charge valence per PS particle, lB is Bjerrum length, k 1 is the Debye screen length
(S7). For our experimental conditions, Z = 7:6105 (from manufacturer), lB = 0:7nm, and k 1 = 2nm.
The pair potentialU(r) we use for calculations is the summation of the depletion attraction and Coulomb
repulsion:
U(r) =UAO(r)+UDLVO(r): (3)
The pair potential has a minimum at 1:02d, where d is the sphere diameter. We therefore normalize all
distances in the problem to the position of the minimum. The calculated well depth is about 2kBT. The
true well depth in our system is probably closer to 4kBT, as estimated from the typical time for cluster
rearrangements, which is on the order of tens to hundreds of seconds. A better theoretical estimate of the
well depth requires a measurement of the true surface charge of the particles. In calculating the free energy
landscape (Figure 4), we chose Z =6:4104, which gives a potential depth of 4kBT at a distance of 1:005d.
All other calculations used the parameters given above.
The attractive interaction is short-ranged compared to the PS particle diameter. Because the ratio of the
large to small sphere diameters is large, the total potential energy of a colloidal cluster is pair-wise additive.
U =å
i;j
U(rij) =å
i;j
U(jri rjj): (4)
The details of the potential have little effect on the calculated free energy except in two cases: non-rigid
clusters and clusters derived from the pentagonal dipyramid. For non-rigid clusters the curvature of the well
affects the integral in Eq. 13. For clusters with gaps within the range of the potential a small difference
(0:1kBT) in the magnitude of the potential at the gap distance can have a signiﬁcant ( 5%) effect on the
summed probabilities in Table S1.
43.2 Free Energy, Entropy and Partition Function
In the canonical ensemble (NVT) ensemble, the probability Ps of a state s is given by the Boltzmann distri-
bution:
Ps µ e bFs = Zse bUs; (5)
where Zs is the partition function and Fs is the Helmholtz free energy of state s. We calculate the internal
partition function Zs and then use Eq. 5 to calculate the free energy Fs of a structure s (S8).
The entropy of the cluster is proportional to the internal partition function Zs. Zs can be written as the
product of three approximately independent terms:
Zs = Zt;sZr;sZv;s (6)
where Zt;s is the translational partition function, Zr;s the rotational partition function, and Zv;s the vibrational
partition function for a colloidal cluster s.
The translational partition function is proportional to the free volume that the structure can explore.
Because the volume of the microwell ( (30mm)3 = 3104mm3) is much larger than the size of a cluster
( 10mm3), the free volume is approximately the same for all clusters, and the boundaries have no effect on
the cluster conﬁgurations. Thus we assume Zt;s to be the same for all clusters.
3.3 Rotational Partition Function
The rotational partition function reﬂects the number of orientations and particle permutations of the cluster.
Zr = cr
p
I
s
; (7)
where cr, a product of the temperature and fundamental constants, is the same for all clusters, I the deter-
minant of the moment of inertia tensor, and s the rotational symmetry number. We calculate I from the
coordinates ri of the particles assuming the mass of each particle mi is the same. We normalize the masses
to 1 for the calculations of I shown in the paper.
To calculate s we use an algorithm for symmetry detection (S9, S10). This algorithm identiﬁes the
point group, which also allows us to determine which structures are chiral. These correspond to clusters in
C1 orC2 groups, with no v or h subgroups.
3.4 Vibrational Partition Function
To calculate the vibrational partition function we assume that the vibrations of each particle about its equi-
librium position are harmonic. The total potential energyU can be expanded around the equilibrium conﬁg-
uration:
U(ri) =U(r0
i +dri) =U0+
3N
å
i;j
¶2U
¶xi¶xj
dxidxj +O(x4) (8)
U0+
1
2
3N
å
a
kaq2
a (9)
where xi are the Cartesian coordinates of each individual particle xi 2 fx1;y1;z1;x2;:::zNg and qa is the
internal coordinate of the structure.
5The vibrational motions are separated into different non-interacting modes, the normal modes (S11).
The normal mode spring constants ka are calculated by numerically solving for the eigenvalues of the
Hessian:
Hij =
¶2U
¶xi¶xj
: (10)
The Hessian is calculated from numerical derivatives of the pair potential. H has 3N eigenvalues, six of
which are zero, corresponding to translational and rotational degrees of freedom. The other 3N  6 are the
spring constants of the vibrational modes. A vibrational mode with eigenvalue ka has vibrational partition
function:
Zv;a µ
Z +¥
 ¥
e bU(qa)dqa =
Z +¥
 ¥
e 1
2bkaq2
a =
r
2p
ka
; (11)
where qa is the coordinate of the normal mode a.
The vibrational partition function of a cluster is the product of the partition functions of each individual
Zv;a:
Zv = cv
3N 6
Õ
a
r
2p
ka
: (12)
where cv is a constant that is the same for all clusters.
3.5 Vibrational Partition Function for Non-Rigid Structures
The normal mode analysis overestimates the partition function for a non-rigid structures because the non-
rigid mode has a zero eigenvalue. To approximate the partition function for non-rigid structures we must
ﬁrst ﬁnd the normal mode eigenvectors, then integrate the Boltzmann factor along the non-rigid mode eigen-
vector. Because the non-rigid mode has a zero-eigenvalue, we ﬁrst “shift” the translational and rotational
eigenvalues to a non-zero constant in order to keep these modes from mixing with the non-rigid mode (S12).
We then solve for the 3N 7 normal mode eigenvalues and the null-space of the matrix (which contains only
the non-rigid eigenvector) using singular value decomposition.
If the non-rigid mode has index a = 0, then its contribution to the partition function is:
Zv;0 µ
Z +¥
 ¥
e bU(q0)dq0; (13)
where the integral is taken along the non-rigid eigenvector, and the potential energy is calculated numerically
from the pair potential. To calculate the vibrational partition function we multiply the 3N  7 normal mode
partition functions (Eq. 11) by the numerically integrated partition function for the non-rigid mode.
3.6 Calculation of Probabilities and Free Energies
We calculate the internal partition function up to a constant, Ztcrcv at a given particle number N. This
constant is the same for all clusters, so it cancels when we compute the probability:
Ps =
Zse bUs
åPs
(14)
Given the coordinates of individual particles ri, the internal partition function Zs is calculated from Eq. 6,
and potential energy Us is calculated from Eq. 4. We then use the Boltzmann distribution to calculate the
free energy of structure s:
Fs =  kBT lnPs F0; (15)
6where F0 is the reference free energy for a given N. For each N we use the highest free energy cluster as the
reference state.
The depletion interaction is entropic in origin. Although we have chosen to include the depletion po-
tential in the internal energy term U of the free energy, it scales linearly with T, so that any ratio of the
probabilities of two structures is also independent of temperature.
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100 nm poly(NIPAM-co-AAc)
Hydrogel
Top Glass Slide
Bottom Cover Slip
Fig. S1. Schematic view of surface treatment of microwells and glass slides. Boundaries of microwells are
coatedwithmonolayersof100nmpoly(NIPAM-co-AAc)hydrogelparticlestopreventadepletionattraction
between the PS particles and planar surfaces.
8Contacts
Symmetry number
Moment of inertia
1/2
Zr
Zv
PredictedP
ObservedP
12
24
2.8
0.12
0.034
4.0%
4.3%
Octahedron
1.0 μm
Oh
12
2
3.2
1.6
0.061
96.0%
95.7%
Polytetrahedron
1.0 μm
C2v
(rotational)
(vibrational)
Fig. S2. Comparison of polytetrahedral and octahedral clusters at N = 6. Top shows optical micrographs
and renderings of the two structures with point groups indicated in Sch¨ onﬂies notation, and bottom the en-
tropic contributions to the probability of each. Zr is the rotational partition function and Zv the vibrational
partition function. The predicted probability of formation is calculated from the product ZvZr. The main
contribution to the probability comes from the rotational partition function through the symmetry num-
ber. The calculated ratio of probabilities is 24 : 1, which agrees well with the experimental data (see also
Table S1).
9Table S1. Number of observations and probabilities of clusters at N = 6, 7, and 8. “Graph #” is a unique
identiﬁer for each cluster at each N, calculated from the contact graph generated by version 2.2 of the
program NAUTY (http://cs.anu.edu.au/~bdm/nauty/; see also (S2) for details of the sphere packing
calculations). Anasterisk(*)followingthegraphnumberindicatesachiralenantiomer. “Index”corresponds
to the position of each cluster in the plots of Fig. 2. Index 1 corresponds to the leftmost cluster at each N. A S
symbol indicates a sum of probabilities of several similar structures, used to compare to experiment. “Point
Group” is given in Sch¨ onﬂies notation. s is the rotational symmetry number of the cluster, and Ptheo is the
theoretical probability, calculated as described in the theoretical methods section. “Counts” is the number
of times a packing was observed experimentally. We use the Wilson score interval method to estimate the
95% conﬁdence intervals of the experimentally measured probabilities Pexp.
N Index Graph # Point Group s Ptheo Counts Pexp (95% conf. inter.)
6 1 2 C2v 2 96.00% 266 95.68% (92.38% – 97.64%)
2 4 Oh 24 4.00% 12 4.32% (2.27% – 7.36%)
7 1 4 C2v 2 24.29%
2 22 D5h 10 2.83%
å1 : 2 27.12% 51 26.4% (20.5% – 33.3%)
3 8 C3v 3 16.20% 29 15.0% (10.5% – 21.0%)
4 17 C2 2 24.29% 50 25.9% (20.0% – 32.8%)
5 17 C2 2 24.29% 48 24.9% (19.1% – 31.7%)
6 26 C3v 3 8.10% 15 7.8% (4.6% – 12.7%)
8 1 82 C1 1 9.28%
2 82 C1 1 9.28%
3 77 C1 1 9.28%
4 77 C1 1 9.28%
5 224 Cs 1 8.94%
6 271 Cs 1 5.40%
å1 : 6 51.44% 76 66.7% (56.6% – 74.5%)
7 27 Td 12 0.77% 0 0.0% (0.0% – 4.0%)
8 107 Cs 1 9.28% 7 6.1% (2.7% – 12.6%)
9 366 Cs 1 9.28% 12 10.5% (5.7% – 17.9%)
10 374 C1 1 9.28% 7 6.1% (2.7% – 12.6%)
11 374 C1 1 9.28% 4 3.5% (1.1% – 9.2%)
12 204 C2v 2 2.32% 3 2.6% (0.7% – 8.0%)
13 294 C2v 2 2.32% 1 0.9% (0.05% – 5.5%)
14 397 D3d 6 0.77% 0 0.0% (0.0% – 4.0%)
15 358 Cs 1 4.64% 4 3.5% (1.1% – 9.2%)
16 408 D2d 4 0.64% 0 0.0% (0.0% – 4.0%)
10Table S2. Number of observations and probabilities of clusters for 9  N  12. Clusters are categorized
by number of bonds and rigidity. “Counts” is the number of times a packing was observed experimentally.
We use the Wilson score interval method to estimate the 95% conﬁdence intervals for the experimentally
measured probabilities Pexp.
N Number of bonds Rigidity Counts Pexp (95% conf. inter.)
9 21 (3N 6) Non-Rigid 4 11% (4%–27%)
21 (3N 6) Rigid 32 89% (73% – 96%)
10 25 (3N 5) Rigid 4 12% (4% – 29%)
24 (3N 6) Non-Rigid 7 21% (10% – 39%)
24 (3N 6) Rigid 22 67% (48% – 81%)
11 29 (3N 4) Rigid 2 7% (1% – 24%)
28 (3N 5) Rigid 7 24% (11% – 44%)
27 (3N 6) Rigid 20 69% (49% – 84%)
12 33 (3N 3) Rigid 0 0% (0% – 34%)
32 (3N 4) Rigid 1 10% (0.5% – 46%)
31 (3N 5) Rigid 1 10% (0.5% – 46%)
30 (3N 6) Rigid 8 80% (44% – 96%)
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