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Abstract
In recent years differential systemswhose solutions evolve onmanifolds ofmatrices have acquired a certain relevance in numerical
analysis. A classical example of such a differential system is the well-known Toda ﬂow. This paper is a partial survey of numerical
methods recently proposed for approximating the solutions of ordinary differential systems evolving on matrix manifolds. In
particular, some results recently obtained by the author jointly with his co-workers will be presented. We will discuss numerical
techniques for isospectral and isodynamical ﬂows where the eigenvalues of the solutions are preserved during the evolution and
numerical methods for ODEs on the orthogonal group or evolving on a more general quadratic group, like the symplectic or Lorentz
group. We mention some results for systems evolving on the Stiefel manifold and also review results for the numerical solution of
ODEs evolving on the general linear group of matrices.
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1. Introduction
Recent researches explore the connection between dynamical systems of the general form
X′(t) = F(X(t)), X(t0) = X0, t > 0,
(where X(t) is a square or rectangular matrix) and numerical algorithms for solving the above problems. Some major
examples of this occurrence are the close link between the QR algorithm and the Toda lattice ﬂow [1], the connection
between the discrete and the continuous power method in computing the largest eigenvalue of a symmetric matrix, the
relationship between the double bracket ﬂow and the solution of problems in optimization and linear programming [2].
Furthermore, several differential equations represent the continuous counterpart of a numerical method, and specially
designed dynamical systems (i.e. the projected gradient ﬂows) can be used as tools to determine the solution of speciﬁc
tasks at hand [10].
A common structure underlies almost all of these ﬂows: they are differential systems whose solutions are matrix
functions evolving on a given manifold. Examples of commonly appearing manifolds are O(n), the group of n×n real
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orthogonal matrices, the set of symplectic matrices, the generalized orthogonal group, the manifold of oblique rotation
matrices, the (rectangular) Stiefel manifold, the general linear group of matrices and so on (see for instance [26,29,32]).
Three major streams can be delineated in the numerical studies of dynamical systems on manifolds: (i) the mod-
iﬁcation of classical methods for ODEs to this new class of differential systems in order to maintain the solution
on the manifold; (ii) the development and the enhancing of new discretization methods which properly integrate the
system under consideration making use of theoretical knowledge about the invariants of the system; (iii) the design
and development of differential systems on manifolds for solving problems which arise naturally in various ﬁelds of
mathematics, like linear algebra, control theory, data analysis, etc. (see [30]).
Lie-group and Cayley methods, Munthe–Kaas algorithms or projected schemes are examples of numerical methods
which, on the basis of a deep knowledge of geometric structures and of differential geometry concepts, generate
numerical solutions which share qualitative features with the underlying exact differential systems. In the context of
systems on a Lie group, the exponential map plays an important role by transforming an element of the Lie algebra
into an element of the group and by representing the basis of exponential integrators for such problems. In this
case, the emphasis should be placed on Lie-algebra structure in order to construct less expensive and more efﬁcient
approximations of the exponential matrix [6,7,37,38].
On the other hand, many applications require accurate long-time integration which can be improved preserving
the qualitative behaviour of the discretized solution of a dynamical system. A particular example is provided by the
computation of Lyapunov exponents of a dynamical system, which represent a useful tool for studying the stability of a
nonlinear differential system and to gain information on the statistical properties of a differential system [23,25,19,20].
On the basis of the above discussion, this paper looks at just some of the advances obtained by the author and his
co-workers on this topic. In [28] and in the bibliography therein, the interested reader can ﬁnd an exhaustive treatment
on geometric numerical methods for ODEs. We would like to apologize for not mentioning many authors working in
this area.
2. Examples of ODEs on matrix manifolds
In this section we will show two classical examples in which differential systems on matrix manifolds appear. To
begin with, we are going to highlight the importance of the orthogonal group of real matrices O(n) in several contexts.
The following examples serve also to emphasize the importance of constructing numericalmethods that provide discrete
approximation while preserving quadratic invariants.
2.1. Isospectral ﬂows
The Toda lattice is a mass–spring system where the force from the spring is an exponentially decaying function of
its stretch. For this mechanical system the equations of motion are given by
x¨k = e−(xk−xk−1) − e−(xk+1−xk), k = 0, . . . , n
with boundary conditions e−(x1−x0) = e−(xn+1−xn) = 0. If we change variables to bk = 12 e(xk−xk+1)/2 and ak = − 12 x˙k
we obtain the differential equations:
b˙k = bk(ak+1 − ak),
a˙k = 2(b2k − b2k−1), k = 0, . . . , n
with b0 = bn = 0. Therefore, if we deﬁne the following two tridiagonal matrices:
Y =
⎡
⎢⎢⎢⎣
a1 b1 0 . . . 0
b1
. . .
. . .
. . .
...
0
. . .
. . .
. . . bn−1
0 . . . 0 bn−1 an
⎤
⎥⎥⎥⎦ , B(Y ) =
⎡
⎢⎢⎢⎣
0 b1 . . . 0
−b1 0 . . .
...
0
. . .
. . . bn−1
0 . . . −bn−1 0
⎤
⎥⎥⎥⎦ ,
then the set of differential equations for (bk, ak) becomes equivalent to
Y˙ = [B(Y ), Y ], Y (0) = Y0, (1)
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where Y0 is a symmetric n × n matrix, B(Y ) is a skew-symmetric matrix function (i.e. B(Y ) = −B(Y ) when Y is
symmetric) and [·, ·] is the Lie-bracket commutator (i.e. [A,B] = AB − BA for any pair of n × n matrices A,B).
System (7) models an isospectral ﬂow, the exact solution of which is a symmetric matrix function which preserves the
eigenvalues of the initial condition matrix Y0. The solution can be written as Y (t) = Q(t)Y0Q(t), where Q(t) is an
orthogonal matrix function satisfying the Flashka differential system:
Q˙(t) = B(Y (t))Q(t), Q(0) = I, t0, (2)
where I is the n× n identity matrix. Consider a partition of the time interval deﬁned by tk+1 = tk + h, for k0, where
t0 = 0, and h> 0 is the time step. Thus, from a numerical point of view, the main step is the orthogonal integration
of the matrix function Q(t) at each time step tk . Once an orthogonal approximation Qk of Q(tk) is obtained, the
approximation Yk  Y (tk) is given by Yk = QkY0Qk which preserves the eigenvalues of Y0 [4,5].
2.2. Continuous QR factorization
A different context in which ODEs on matrix manifolds appear is in the numerical evaluation of Lyapunov exponents
of dynamical systems. Let us consider the linear system
Y˙ (t) = A(t)Y (t), Y (0) = Y0 ∈ Rn×n, (3)
where A(t) is a bounded continuous matrix function, Y (t) represents the fundamental matrix solution of an
n-dimensional system of differential equations x˙ = f (x), x(0)= x0. The continuous orthogonalization of the columns
of the fundamental matrix is used to approximate Lyapunov exponents of the system under study. The usual way to
derive a continuous QR factorization of Y is to differentiate Y = QR, that is Q˙R + QR˙ = AQR. By using (3) and the
orthogonality of the matrix function Q(t), we obtain
R˙ = A˜R, A˜ = QAQ − QQ˙. (4)
By differentiating the constraint QTQ = I , it follows that QQ˙ is a skew-symmetric matrix and by exploiting the
triangular structure of R, it is possible to derive the following differential equation for the Q factor:
Q˙ = QH(Q) where (H(Q))ij =
{
(QAQ)ij , i > j,
0, i = j,
−(QAQ)ji , i < j.
(5)
From the numerical point of view, again, the key issue is how to properly integrate the differential system in the variable
Q. In particular, how to ensure that the computed solution remains orthogonal in order to preserve accurate Lyapunov
exponents [23,25].
3. Isodynamical ﬂows
Dynamical systems representing a natural generalization of isospectral ﬂows appear in the context of balanced
realizations which are a useful tool to perform model order reductions of dynamical systems (see [31]). Speciﬁcally,
an isodynamical matrix differential system has the following form:
A˙(t) = [(t, A(t), B(t), C(t)), A(t)], A(0) = A0,
B˙(t) = (t, A(t), B(t), C(t))B(t), B(0) = B0,
C˙(t) = −C(t)(t, A(t), B(t), C(t)), C(0) = C0,
t > 0, (6)
where [, A] =  · A − A · , is the matrix Lie-bracket operator. The solution (A(t), B(t), C(t)) of (6) is given by
(A(t), B(t), C(t)) = (S(t)A0S−1(t), S(t)B0, C0S−1(t)), (7)
where S(t) ∈ GL(n,R), the set of nonsingular n × n matrices, is solution of the following differential system:
S˙(t) = (t, S(t)A0S−1(t), S(t)B0, C0S−1(t))S(t), t0,
S(0) = I . (8)
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We observe that a solution (A(t), B(t), C(t)) evolves on the similarity orbit
O(A0, B0, C0) = {(T A0T −1, T B0, C0T −1)| T ∈ GL(n,R)} (9)
and when O(A0, B0, C0) is a compact subset (as for instance when  is a skew-symmetric matrix), it exists for all
t ∈ R.
Methods for the numerical solution of the isodynamical system (6) can be derived by using one-step explicit
Runge–Kutta (RK) schemes. The main feature to preserve during the integration is the isospectrality of the com-
ponent A(t) for each t. Actually, at each time step tk , we only need to compute Sˆk+1 the solution of differential system
in the new variable Sˆ(t) = S(t)S−1k with initial condition Sˆ(tk) = I . Thus for small h, the matrix Sk+1 = Sˆk+1Sk will
be nonsingular and therefore the following numerical scheme will be isodynamical:
Ak+1 = Sk+1AkS−1k+1,
Bk+1 = Sk+1Bk,
Ck+1 = CkS−1k+1.
k0. (10)
We observe that the approximation of S(tk+1), the theoretical solution of (8) at tk+1, is given by Sk+1Sk . . . S1. More-
over, once Sk+1 and S−1k+1 have been computed, the components Ak+1, Bk+1, Ck+1 may be evaluated simultaneously.
The isodynamical method (10) inherits the order of accuracy of the RK scheme it is based on, and preserves the
numerical transfer function
Gt(s) = C(t)(sI − A(t))−1B(t) ∈ Rp×m, t ∈ I, s ∈ R, (11)
i.e. Gk+1(s) = Gk(s), for all k0 and s ∈ R. Moreover, it can be proved that for sufﬁciently small h, the equilibrium
points of (6) agree with the ﬁxed points of (10) (see [17]).
4. Numerical methods for ODEs on quadratic groups
The orthogonal group is an instance of quadratic group. Particularly, given an orthogonal matrix H ∈ Rn×n, the
quadratic groupH(n) related to H, is given by the set
H(n) = {Y ∈ GL(n,R)| YHY = H }.
Moreover, the Lie algebra h¯ associated toH(n) is given by the set
h¯ = {A ∈ Rn×n|AH + HA = 0},
that is the tangent space ofH(n) at the identity matrix.
The orthogonal group O(n) follows when we set H = I , but there exist other examples of quadratic groups which
are important in the applications. For instance, the symplectic group arises from the canonical symplectic matrix
J =
(
Om Im
−Im Om
)
with Lie algebra given by the set of Hamiltonian matrices
sp(2m) = {A ∈ R2m×2m| AJ + JA = 0}.
The generalized orthogonal groupSOp,m(R) is the group following from H = diag(Ip,−Im). This is the well-known
Lorentz group when p = 3 and m = 1 [34,35]. The mathematical form of a dynamical system onHn(R) is
Y ′(t) = F(Y (t))Y (t), Y (0) = Y0 ∈Hn(R), t ∈ [0, T ], (12)
where F : Hn(R) → h¯ has to be a sufﬁciently smooth matrix function which maps elements of the quadratic group
into elements of the Lie algebra.
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In fact, by differentiating the quadratic form and using the fact that the matrix function Y (t) has to satisfy (12) we
obtain
d
dt
[YHY ] = Y˙HY + YHY˙ = YF(Y )HY + YHF(Y )Y
= Y[F(Y )H + HF(Y )]Y (13)
thus, if thematrix functionFmaps any n×nmatrix into amatrix of the Lie algebra, then the quadratic formY(t)HY (t)
remains constant for all t0.Actually, one can prove that to preserve the quadratic invariant it is sufﬁcient that F maps
elements of the quadratic groupHn(R) into elements of the Lie algebra h¯.
As emphasized in the previous examples, a preserving numerical method for solving (12) should generate a sequence
of approximations which remain in the group. In the following pages, we will summarize some results about the numer-
ical integration of dynamical systems on quadratic group, addressing the interested readers to the recent monographs
[28,32] for further details.
Concerning well-known class of RK methods, we recall that no explicit scheme preserves quadratic invariants. On
the other hand, it has been proved that implicit Gauss Legendre Runge Kutta (GLRK) methods keep the numerical
solution on the quadratic group Hn(R) if and only if the matrix function F in (12) is such that F : Rn×n → h¯
(see [3,23]).
However, the high computational costs due to the implicit nature of GLRK schemes constitute their main drawback
and the main motivation for searching different approaches. One alternative approach is given by projected methods,
which have been primarily developed for orthogonal systems [23]. A projected method consists of two main steps:
ﬁrstly, an explicit scheme is applied to (12) to obtain Yk , the approximate solution at tk , then this approximation is
projected onHn(R). For instance, in the special case of O(n), a QR factorization of Yk may be performed and the Q
factor is assumed as approximate solution on the orthogonal group. Of course, when the group is different from O(n)
it could not be so easy to ﬁnd a projection of Yk on it.
Another class of numerical methods for differential systems on matrix manifolds are the Lie-group methods. The
major motivation for Lie-group methods is the possibility of exploiting theoretical knowledge of the Lie-group, in
order to replace the dynamical system (12) with a differential equation evolving on the associated Lie algebra. Usually
this transformation is performed by using the exponential map, which maps elements of h¯ into elements ofHn(R).
Hence, after the differential equation on h¯ is derived, any standard numerical scheme may be adopted to approximate
the solution, being the Lie algebra a linear space. It is then possible to return to the quadratic group by means of the
exponential map. Nevertheless, exponential methods for the geometric integration of dynamical systems on quadratic
groups require several computations of matrix exponentials. Thus strategies for reducing their costs are required
(see [18,37,38]) and some of these are based on splitting or on the generalized polar decomposition [39].
4.1. The Cayley methods for quadratic groups
Actually, when the Lie group is a quadratic matrix group, the Cayley map may be used, instead of the exponential
map, to transform elements of h¯ intoHn(R) and vice versa. Cayley methods allow us to employ explicit schemes for
solving the differential equation on the Lie algebra of the group leading to semi-explicit schemes where no iteration
is required [22]. The main computational cost of this approach lies in the evaluation of a certain number of Cayley
transforms at each step, depending on the order of the method.
The Cayley map is deﬁned as R(z) = (1 − z)−1(1 + z), for z ∈ C\{1}. Denoting by (M) the spectrum of a n × n
matrix M, the following result holds.
Theorem 1. Let Y (t) be the solution of (12). Suppose that −1 /∈ [Y (t)] for any t0, then Y (t) may be written as
Y (t) =R[A(t)], for all t0, where A(t) is a continuous matrix function satisfying the differential system
A′(t) = 12 (I − A(t))F (R(A(t)))(I + A(t)), t0,
A(0) = A0 =R−1(Y0). (14)
Moreover, if 1 /∈ [A(t)], then A(t) ∈ h¯, for any t0.
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It should be noticed that any numerical method applied to (14) provides a numerical solution on the Lie algebra
h¯.Thus, the Cayley methods are derived by a computational approximation of (14). Particularly, by considering the
v-stage explicit RK method identiﬁed by the Butcher array
(15)
with c = (c1, . . . , cv), b = (b1, . . . , bv), A = (aij ) ∈ Rv×v , and denoted by Yk an approximation of the solution of
(12) at tk , the Cayley method based on the previous RK method is given by
Ak+1 = Ak + h2
v∑
i=1
bi(I − Aki)F (Yki)(I + Aki),
Aki = Ak + h2
i−1∑
j=1
aij (I − Akj )F (Ykj )(I + Akj ),
Yki =R[Aki], i = 1, . . . , v,
Yk+1 =R[Ak+1]. (16)
Actually, the restriction on the eigenvalues of the solution Y (t) is not a practical one because if we consider the new
variable Y˜ (t) = Y (t)Y−10 , then the new ODE on the quadratic group starts with the identity matrix and (at least close
to the initial point) its solution has no eigenvalue close to −1. Thus, at each time tk , we only need to compute the
numerical solution Ak+1, at the next step tk+1, using the new ODE in the Lie algebra which starts with the zero matrix.
Therefore such a numerical approximation Ak+1 will be close to the zero matrix when the time step h is small. This
remark leads to the following Cayley method with restarting:
Ak+1 = h2
v∑
i=1
bi(I − Aki)F (Yki)(I + Aki),
Aki = h2
i−1∑
j=1
aij (I − Akj )F (Ykj )(I + Akj ),
Yki =R[Aki]Yk, i = 1, . . . , v,
Yk+1 =R[Ak+1]Yk , (17)
which is more expensive than (16) but which may be used even if the solution Y (t) has eigenvalues close to −1.
Notice that the Cayley method (17) based on an explicit RK method of order p, provides a local error of order p + 1
(see [22,36]). Every step of the CayRK method (17) requires v + 1 matrix–matrix products because of the matrix
products of the Cayley transforms by Yk . Therefore, when v is large, it may be beneﬁcial to avoid these products and a
combination of the Cayley procedures (16) and (17) may be advantageous. This may be done using the same differential
equation on the Lie algebra until its solution becomes too large. Then, given Yk ,Ak and a ﬁxed tolerance , we compute
Ak+1 by means of (16) until ‖Ak+1‖< . Instead, when ‖Ak+1‖, the new Ak+1 is computed by (17).
It is interesting to notice that if our ODE evolves on the intersection of two quadratic groups (for instance on the
ortho-symplectic subgroup) then the Cayley methods (or the Lie group methods) preserve the numerical solution on
the intersection of these quadratic groups [21].
Cayley methods may be also used to integrate differential systems of the form (12) which show an exponential
monotonic behaviour, that is differential systems, whose solution satisﬁes
Y(t)HY (t) = exp(H)Y0 HY 0, t > 0,
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where  is a non-zero constant. In this case the Lie algebra is replaced by the set
h¯ = {A ∈ Rn×n|AH + HA = H },
and the new variable X(t) = exp( 12 t)Y (t) satisﬁes a differential system on the quadratic group related to H. Thus by
solving the differential system in the X variable and by using Y (t)= exp(− 12 t)X(t) we can derive the solution of the
initial problem (see [27]).
5. Numerical methods for ODEs on the Stiefel manifold
The Stiefel manifold is given by the set of rectangular matrices
Stn,p(R) = {Y ∈ Rn×p | YY = Ip},
where 1pn and Ip is the p × p identity matrix. It reduces to the unit sphere in case p = 1 and to the orthogonal
group O(n) when p = n. This manifold provides a special constraint for a class of ODEs in the computation of a few
Lyapunov exponents of dynamical systems, in the Procrustes problem, in the computation of electronic structures and
others [11,26,9]. A systems of ODEs onStn,p(R) can be written as
Y˙ (t) = F(Y (t))Y (t), t > 0, Y (0) = Y0 ∈Stn,p(R), (18)
where F is a Lipschitz bounded matrix function satisfying the weak skew-symmetric condition
∀Y ∈Stn,p(R) : Y[F(Y ) + F(Y )]Y = 0. (19)
Adopting the orthogonal extension of (18) to a square orthogonal system all known orthogonal methods (GLRK, Lie-
group type and Cayley methods) can be employed to preserve the solution on the Stiefel manifold [36]. However,
the computational cost required by this approach is of the order of n3 operations per step, which is far to be optimal
especially when p is much smaller than n.
On the other hand, algorithms of order of n2p may be derived by using the geodesic concept onStn,p(R).A geodesic
curve is a generalization of a “straight line” to a general manifold and is deﬁned as the curve minimizing the path length
between two point on the manifold. A key tool for the construction of numerical methods based on geodesic concept
is given by the following result [11,26].
Theorem 2. Let Q0 ∈ Stn,p(R), and let H be an element of the tangent space of Stn,p(R) at Q0. Consider the
following matrix function:
G(t,Q0, H) = Q0M(t) + (I − Q0Q0 )HN(t), t > 0, (20)
where M(t),N(t) ∈ Rp×p are the solutions to the linear differential system
M˙(t) = BM(t) + CN(t), M(0) = Ip,
N˙(t) = M(t), N(0) = 0 (21)
with B =Q0 H and C =−H(I −Q0Q0 )H . Then G(0,Q0, H)=Q0, G˙(0,Q0, H)=H , and G(t,Q0, H) evolves
on Stn,p(R) for any t > 0. Moreover, if Y (t) is the solution of (18) and we assume Q0 = Y (0) and H = Y˙ (0), then
G(t,Q0, H) given by (20) is a ﬁrst order approximation of Y (t), that is G(t,Q0, H) − Y (t) = O(t2).
The matrix function G(t,Q0, H) in (20) is the unique geodesic onStn,p(R) starting with Q0 and in the direction
H. Exploiting the results provided by Theorem 2, one-step ﬁrst order methods which produce a numerical solution
on the Stiefel manifold can be derived by a computational expression of (20). The computational expression is an
approximation of the solution Y (t) at tk+1 given by
K1 = F(Yk)Yk ,
Yk+1 = G(h, Yk,K1), (22)
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where G(h, Yk,K1) is the geodesic curve evaluated at h, with initial position Yk and direction given by the vector ﬁeld
K1 = F(Yk)Yk .
To construct higher order algorithms, linear combinations of different directions (tangent vectors) at the same initial
point Yk may be used. In the following, we report the second order geodesic schemes presented in [11]. Particularly, if
we consider an explicit 2-stage second order RK method deﬁned by the tableau
(23)
then a class of RK-type methods on the Stiefel manifold is given by
1. K1 = F(Y0)Y0;
2. Y01 = G(a21h, Y0,K1);
3. K˜2 = F(Y01)Y01;
4. Y˙01 = G˙(a21h, Y0,K1);
5. S2 = K˜2 + a21 h2 (K˜2, Y01, Y˙01);
6. K2 = TY0 (S2);
7. K = b1K1 + b2K2;
8. Y1 = G(h, Y0,K).
(24)
It should be noted that steps 4–6 of the previous algorithm represent a ﬁrst order approximation of the parallel transported
vector (−a21h, K˜2, Y01, Y˙01) while TY0 (S2) is the projection of S2 on the tangent space of the Stiefel manifold at
Y0 (see [11]). A different approach providing higher order methods has been proposed in [8]. In this section we have
presented methods of complexity O(n3) and O(n2p). A major bulk of work on fast O(np2) algorithms has been
presented over the last years, which for a lot of practical problems, where p>n, are particularly effective (see for
instance [8,24,33]).
6. Numerical methods for systems on the oblique manifold
Let diag(A) be the diagonal matrix whose entries are the ones of the main diagonal of A. Then the manifold
OB(n) = {Y ∈ GL(n,R)|diag(YY ) = I } of the square oblique rotation matrices is a constraint appearing in some
minimization problems and in multivariate data analysis [12]. A dynamical system evolving on OB(n) can be written
in the following form:
Y˙ (t) = Y−(t)F (Y (t)), Y (t0) = Y0 ∈ OB(n), t ∈ [0, T ], (25)
where F : OB(n) → SK(n) is a continuous and locally Lipschitz matrix function. By differentiating the constraint
diag(YY ) = I , we obtain that SK(n) needs to be the set {F ∈ Rn×n|diag(F ) = 0} which is the tangent space of
OB(n) at the identity matrix.
Concerning numerical methods which properly integrate (25), we may observe that Lie-group methods do not
preserve the constraint diag(YY ) = I . In contrast to this, because GLRK schemes preserve quadratic invariants (see
[29]), they may be used to generate numerical solutions on the oblique manifold as well as numerical procedures based
on the projection onOB(n) of the numerical solution obtained by any explicit one-step ormultistepmethod.We observe
that a projection Y of a matrix Q on OB(n) is given by the closest oblique rotation in the least square sense, i.e.
Y = Q diag(QTQ)−1/2
with
‖Q − Y‖‖Y‖‖I − diag(QTQ)1/2‖,
see [12].
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7. Problems on the general linear group
The previous class of ODEs in (25) is a particular case of more general ODEs on the general linear group GL(n,R)
which may be expressed in the following form:
Y˙ = Y−F(t, Y, Y−, YY ), Y (0) = Y0, t ∈ [0, T ], (26)
where Y : [0,+∞] → Rn×n is continuous and F : [0,+∞] × (Rn×n)3 → Rn×n is a continuous globally Lipschitz
matrix function and the initial value Y0 is nonsingular.
We emphasize that the property of the solution Y (t) of (26) to be nonsingular for all t > 0, is not guaranteed a priori,
since the presence of a ﬁnite escape point of rank deﬁciency is not precluded. In fact, there are two maximal connected
open subsets which comprise GL(n,R), namely GL+(n,R) = {M ∈ Rn×n| det(M)> 0} and GL−(n,R) = {M ∈
Rn×n| det(M)< 0}. These two sets are disjoint and separated by the variety of singular matrices. Furthermore, even if
the solution Y (t) belongs to GL(n,R) for all t > 0, it could approaches singular matrices during the evolution.
In general, any differential equations of the form (26) can be rewritten upon deﬁningZ(t)=Y−(t) for all t ∈ [0, T ].
Differentiating Y(t)Z(t) = I and using (26) we get
Y˙ (t) = H(Y(t), Z(t)), Y (0) = Y0 ∈ GL(n,R), (27)
Z˙(t) = −Z(t)H(Y (t), Z(t))Z(t), Z(0) = Y−0 , (28)
where H(Y(t), Z(t)) = Z(t)F (Y (t), Z(t)). Despite the simplicity of the substituting approach, where no explicit
inversion of matrices is required, the above system has a double dimension with respect to the original one. Moreover,
when one has to deal with differential equations whose solution Y (t) possesses an additional structure, as in case of
ODEs evolving on the oblique manifold, the substituting approach does not preserve such a structure [13–16].
7.1. Auxiliary-equation approach
Often, in the solution of ODEs of the form (26) one is interested in the approximation of the new variable X(t) =
Y (t)Y (t) instead of Y (t) (see [16]). Thus, by differentiatingX(t)=Y (t)Y (t)we get X˙(t)= Y˙(t)Y (t)+Y T(t)Y˙ (t),
and using (26) the following differential system may be derived:
X˙(t) = F(t, Y (t), Y−(t), X(t)) + F(t, Y (t), Y−(t), X(t)),
X(t0) = X0 ≡ Y (t0)Y (t0). (29)
If diag(F ) = 0, then the ﬂow is diagonal preserving, that is diagX(t) = diagX(t0) for all t0. By considering the
v-stage RK method in (15) we get
Xk+1 = Xk + h
v∑
i=1
bi G(tki , Yki, Y
−
ki , Xki),
Xki = Xk + h
i−1∑
j=1
aij G(tkj , Ykj , Y
−
kj , Xkj ), (30)
where G(t, Y, Y−, X) = [F(t, Y, Y−, X) + F(t, Y, Y−, X)] and where Yki may be computed by
Yki = Yk + h
i−1∑
j=1
aijY
−
kj F (tkj , Ykj , Y
−1
kj , Xkj ), (31)
or by solving the quadratic matrix equation Xki = Yki Yki for i = 1, . . . , v.
On the other hand, when Yk+1 is required, it may be computed by solving the quadratic matrix equation
Xk+1 = Yk+1Yk+1 (32)
by means of the numerical procedure proposed in Section 7.2.
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Different auxiliary equations can be obtained if we specialize the matrix function F. We will brieﬂy take this into
account in the following.
Case F = const, or F = F(t): In this case the variable X(t) satisﬁes the following differential equation X˙(t) =
F(t) + F(t) and its numerical approximation can be easily obtained by solving
Xk+1 = Xk + h
v∑
i=1
bi[F(tki) + F(tki)], (33)
starting from X0 = Y0 Y0.
Case F = F(YY ): The auxiliary equation (29) becomes X˙(t) = F(X) + F(X) and the auxiliary method can be
rewritten as
Xk+1 = Xk + h
v∑
i=1
bi[F(Xki) + F(Xki)],
Xki = Xk + h
i−1∑
j=1
aij [F(Xkj ) + F(Xkj )], i = 1, . . . , v. (34)
It should be pointed out that the schemes (33) and (34) preserve the order of accuracy of the RK method in the variable
X even if the solution Y (t) approaches a singular matrix at some t. Moreover, they do not require any matrix inversion or
matrix multiplication and are diagonal preserving, that is diag(Xk+1)= diag(X0) for all k1, whenever diag(F )= 0.
When Yk+1 is required, it may be computed by solving (32).
CaseF =F(Y ): In this case, the matrix X satisﬁes the differential equation X˙(t)=F(Y (t))+F(Y (t)) and applying
an explicit RK scheme the auxiliary approach reads:
Xk+1 = Xk + h
v∑
i=1
bi[F(Yki) + F(Yki)],
Xki = Xk + h
i−1∑
j=1
aij [F(Ykj ) + F(Ykj )], (35)
while Yki may be computed by
Xki = Yki Yki, i = 1, . . . , v.
In this case, the accuracy of the X variable depends on the solution Y, that is the numerical solution becomes of ﬁrst
order of accuracy when Y (t) approaches a singular matrix at some t ∈ [0, T ].
7.2. How to solve the quadratic matrix equations
When, at each step, an approximation Yk+1 of the solution of (26) is needed we must solve the quadratic equation
Yk+1Yk+1 = Xk+1. (36)
Different strategies can be adopted to recover the matrix Yk+1: we can use the functional ﬁxed-point iteration scheme
(Yk+1)(m)(Yk+1)(m+1) = Xk+1, m0
with initial guess given by (Yk+1)
(0) = Yk or we can employ the Newton method which starting from Yk solves
recursively the equationF(Yk+1) = Yk+1Yk+1 − Xk+1 = 0 via the iteration:
Y
(m+1)
k+1 = Y (m)k − (F′Y (m)k (Dk))
−1F(Y (m)k ), m0,
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whereF′
Y
(m)
k
denotes the Freshét derivative ofF at the matrix Y (m)k . However, the convergence of these techniques
is not guaranteed when the solution path Y (t) approaches a singular matrix: in such a case, small time steps h could
be required for the numerical integration of (36). In order to avoid this inconvenience a gradient-based techniques
minimizing the residual ‖Yk+1Yk+1 − Xk+1‖ could be applied. Moreover, it should be pointed out that if additional
information about the structure of the solution of (26) is known, as for instance if Y (t) is a triangular matrix, we can
state the approximation Yk+1 = Lk+1, being Xk+1 = Lk+1Lk+1 the Cholesky factorization of Xk+1, while when Y (t)
is symmetric then its approximation at each step can be evaluated by setting Yk+1 = X1/2k+1, where X1/2k+1 is the unique
square root of Xk+1 (see [16]).
8. Conclusions
This paper is a survey of the numericalmethods recently proposed by the author and his co-workers, for approximating
the solutions of ordinary differential systems evolving on matrix manifolds. In particular, we have reviewed numerical
techniques for integrating isospectral and isodynamical ﬂows where the eigenvalues of the solutions are preserved
during the evolution, numerical methods for ODEs evolving on the orthogonal group or evolving on a more general
quadratic group, like the symplectic or Lorentz group. Furthermore, we mentioned some results for systems evolving
on the Stiefel manifold together with some results for the numerical solution of ODEs evolving on the general linear
group of matrices.
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