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Three-Dimensional Digital Topology 
AZRIEL ROSENFELD ~ 
Computer Vision Laboratory, Computer Science Center, 
University of Maryland, College Park, Maryland 20742 
Basic concepts of connectedness, cavities, and holes are defined for subsets of 
three-dimensional arrays. Three-dimensional arcs and curves are also defined and 
characterized. 
1. INTRODUCTION 
Geometrical properties of subsets of digital pictures play an important role 
in computer image analysis and recognition (Rosenfeld and Kak, 1976). In 
particular, there is a well-developed theory (Rosenfeld, 1979) of 
"topological" properties such as connectedness for subsets of two- 
dimensional arrays. 
The analysis of three-dimensional arrays has become of increasing interest 
with the rapid growth of computed tomography, in which discrete 3D 
representations of solid objects are reconstructed from sets of projections. 3D 
arrays can also be obtained from sets of cross-sections in microscopy; and 
time sequences of images can also be regarded as 3D arrays in which the 
third dimension is time. Thus it has become desirable to study the 
geometrical properties of subsets of 3D arrays. 
Some early work on 3D digital geometry was done by Gray (1970) (see 
also Park and Rosenfeld (1971)), and several theoretical papers on digital 
topology also considered generalizations to higher dimensions (Mylopoulos 
and Pavlidis, 1971; Tourlakis and Mylopoulos, 1973). 3D digital convexity 
is treated in Kim and Rosenfeld (1980). Herman and his colleagues (1981) 
have presented a theory of surfaces in 3D, where a surface is composed of 
"faces" of solid objects; by contrast, in Morgenthaler and Rosenfeld (1980) 
a theory of surfaces is presented in which a surface is a "thin" solid object. 
See also Morgenthaler (1980) on the 3D genus and its applications, and 
Tsao and Fu (1981) on 3D thinning. 
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The present paper summarizes the basic concepts of 3D connectedness, 
cavities, arcs and curves. 
2. CONNECTEDNESS AND DISTANCE 
Let 27 be a 3D array of lattice points, which we may assume without loss 
of generality to be n × n Y n, e.g., 27= {(i,j, k)[ 1 ~< i,j,k<~ n}. Let S be a 
nonempty subset of 27; we can regard S as specified by a mapping from Y~ 
into {0, 1 }, where the points of S are those that map into 1, so that we can 
refer to points of S as l's, and to points of the complement ff of S as O's. 
The points of 27 are sometimes called "voxels" (short for "volume elements"; 
analogous to "pixels" = "picture elements" in two dimensions). 
Any (i, j, k )E  27 has three types of neighbors (some of which may not 
exist if (i, j, k) is on the border of S): 
(a) Six "face neighbors": ( i+ 1,j ,k), ( i , j+ 1, k), and ( i , j ,k+ 1) 
(b) Twelve "edge neighbors": ( i+ 1, j+  1, k), ( i , j± 1, k+ 1), and 
(i + 1,j, k + 1), where the two signs in each triple are chosen independently 
(c) Eight "corner neighbors": ( i+ 1, j+  1, k + 1), where all three 
signs are chosen independently. 
This nomenclature corresponds to regarding (i, j, k) as the center of a unit 
cube; then the face (edge, corner) neighbors of (i, j, k) are the centers of the 
unit cubes that share a face (edge, corner) with (i, j, k)'s cube. 
We will call the face neighbors "6-neighbors," and all three kinds of 
neighbors "26-neighbors," and we will consider only these two types of 
neighbors. If A, B are disjoint subsets of 27, we say that A and B are 6- 
adjacent if some point of A is a 6-neighbor of some point of B: "26- 
adjacent" is defined analogously. Many of the results in this paper would 
also hold if we used 18-neighbors instead of 26-neighbors, but we have 
chosen to use the 6- and 26-types ince they are the unit-distance neighbors 
in the two natural metrics on 27 (see below). 
A path n is a sequence Po, P1 ..... Pm of points (e.g., Ph = (ih, Jh, kh)) such 
that Pi is a neighbor of Pi -  1, 1 ~< i ~< rn. Note that this is two definitions in 
one, depending on whether "neighbor" means "6-neighbor" or "26- 
neighbor"; n can be a "6-path" or a "26-path." 
Two points P, Q are said to be connected in S if there exists a path P = 
P0, P1 ..... Pm = Q from P to Q consisting entirely of points of s. Evidently, 
connectedness i  an equivalence r lation (P is connected to P for any P ~ S; 
if P is connected to Q, then Q is connected to P; 'if P is connected to Q and 
Q to R, then P is connected to R). This relation partitions S into equivalence 
classes (= maximal sets of points each pair of which is connected in S). 
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These classes are called the connected components of S. Here again we have 
two definitions, and can speak of 6- or 26-connectedness and of 6- or 26- 
components. 
An algorithm for labelling the 6-components of a given set S is presented 
in Park and Rosenfeld (1971); it is analogous to the standard two- 
dimensional algorithm, and makes use of a plane-by-plane, row-by-row scan 
of 22. The details are straightforward, and the 26-case is also analogous. 
The grid distance between two points (x, y, z) and (u, v, w) is defined as 
Ix - u] + lY - vl + ]z - w], and the lattice distance between them is defined 
as max[ [x -u l ,  ]y-v], Iz-w]]. These are exactly analogous to the 2D 
definitions of city block and chessboard istance, respectively, and can be 
immediately extended to digital arrays of any number of dimensions. 
Readily, they are metrics on 22. 
Just as in the 2D case, it is easily shown that the grid (lattice) distance 
between two points is the length of a shortest 6-path (26-path) between the 
points. In particular, the points whose grid (lattice) distance from P is 1 are 
just the 6-neighbors (26-neighbors) of P. 
We can also define distance within a given connected set S in terms of 
paths that lie in S, where the type of path (6- or 26-) corresponds to the type 
of connectedness u ed for S. Specifically, for any P, Q in S, we define the 
intrinsic distance ds(P, Q) as the length-of a shortest path in S from P to Q. 
Readily, this too is a metric. 
As an application of the concept of intrinsic distance, we can prove, 
exactly as in the 2D case (Rosenfeld, 1979), that any connected set S 
contains points whose deletion does not disconnect S. (The proof given in 
Rosenfeld (1979) is incorrectly stated in terms of ordinary, rather than 
intrinsic, distance; we give the correct version here.) 
Proof Let P be any point of S, and let Q C S be such that d~(P, Q) is a 
local maximum, i.e., ds(P, Q') ~ d~(P, Q) for all neighbors Q' of Q. We show 
that every point of S -  {Q} is connected to P, so that S - {Q} is connected. 
Let n be a path from P to some point R E S - {Q}, and let Q' be the point 
just after the last occurrence of Q on 7r (if there are no occurrences, we are 
done). Let ~' be a shortest path in S from P to Q'; then Q cannot occur on 
n', since if it did, n' would be strictly longer than ds(P, Q))d~(P, Q'). 
Hence 7r', together with the part of n from Q' to R, is a path from P to R in 
S -  {Q}. II 
3. CAVITIES, HOLES, SURROUNDEDNESS, AND BORDERS 
From now on, when we denote a subset of 22 by S, we will assume that 
this subset does not meet the border of 22, i.e., that for all (i, j, k )E  S we 
have 1 < i, j, k < n, so that the border of 22 consists entirely of 0's. Thus if 
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we now define connectedness and components for the complement S of S, 
exactly one of these components contains the border of Z. This component 
will be called the outside of S; all other components of ff (if any) will be 
called cavities in S. (In 2D, the outside is called the background.) These 
concepts are defined only for an S that does not meet the border of Z. 
In the 2D case, nonbackground components of S are called holes. In 3D, 
there also exist "holes" (e.g., a ring has a hole), but they are not easy to 
define precisely. We suggest here only a definition for the class of connected 
sets that have no cavities or holes. In 2D (Rosenfeld and Kak, 1976, 
pp. 366-367) a set S that has no holes can be shrunk to a single point by 
repeated eletion of "simple" border points (=points P E S adjacent o 
whose deletion does not disconnect the set of neighbors of P that belong to 
S, regarded as a subset of the 3-by-3 neigborhood of P). In 3D we can 
analogously define simple points (Morgenthaler, 1980; Tsao and Fu, 1981), 
using the 3-by-3-by-3 neighborhood; and define a connected set to have no 
holes or cavities if it can be shrunk to a simple point by repeated eletion of 
simple points. Note that this definition does not allow us to say how many 
holes the set has, nor does it allow us to distinguish between holes and 
cavities. To distinguish them would require us to introduce topological 
concepts; see, e.g., Cairns (1961). 
It turns out to be desirable to use opposite types of connectedness for S 
and for S--i.e., if we use the 6-definitions for S, then we use the 26- 
definitions for S, and vice versa. (Analogously, in 2D, if we use 4-neighbor 
definitions for S, then we use 8-neighbor definitions for S.) This convention 
assures that various concepts to be introduced later, such as borders, are well 
behaved. 
Let A, B be subsets of Z. We say that A (6- or 26-) surrounds B, or B is 
(6- or 26-) surrounded by A, if any (6- or 26-) path from (a point of) B to (a 
point of) the border of Z must meet (i.e., contain a point of) A. More 
generally, let A, B, C be subsets of L'; we say that B (6- or 26-) separates 1 A 
from C if any (6- or 26-) path from A to C must meet B. Thus A surrounds 
B iff A separates B from the border of Z, where the type of surroundedness, 
6- or 26- is the same as the type of separation. Clearly B (6-, 26-) separates 
A from C, where A and C are (6-, 26-) connected, iff A and C lie in distinct 
(6-, 26-) components of/~. 
PROPOSITION 1. Any S surrounds its cavities, and is surrounded by its 
outside, where "surrounds" is in the sense of the eonneetedness of ft. 
Proof. Since the cavities and outside are in different components of S, 
I "Separatation" in this paper should not be confused with its use in topology. Note, in 
particular, that in our definitions of surroundedness and separation, A, B, and C need not be 
disjoint. 
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any path (in the S sense) from a cavity to the border (which is a subset of 
the outside) cannot consist entirely of points of S-, so must meet S. On the 
other hand, such a path from S to the border must meet the outside, since 
the border is a subset of the outside. II 
Let C be a component of S and D a component of ~ The remainder of 
this section deals with adjacency and surroundedness relations between such 
components. Note first that in considering adjacency between components of 
S and components of S, it does not matter whether we use 6- or 26- 
adjacency, by virtue of 
PROPOSITION 2. I f  a component C of T ~_ 2; and a component D of T are 
26-adjacent, hey are also 6-adjacent. 
Proof. Suppose, for example, that C is 6-connected, D is 26-connected, 
and that P ~ C, Q c D share an edge (i.e., exactly two of their coordinates 
differ by i 1). Let R be the point which agrees with P in one of these coor- 
dinates and with Q in the other; thus R is 6-adjacent to both P and Q. I fR is 
in T, it is in C, and if it is in T, it is in D; thus in either case we have a point 
of C (R or P) 6-adjacent to a point of D (Q or R). Similarly, let PC  C, 
Q @ D share a corner (all three of their coordinates differ by + 1), and let R 
be a point that agrees with P in one coordinate and with Q in the other two, 
so that R is 6-adjacent to P. If R is in T, it is in C, and we now have R C C, 
Q ~ D sharing an edge, which is all we need by the previous case. But if 
R C T, it is in D, so that P~ C and R ~ D are 6-adjacent. | 
PROPOSITION 3. S is adjacent to every component of ff (i.e., to its 
cavities and to its outside). 
Proof. Let P be a rightmost point of a cavity, and let Q be the right-hand 
neighbor of P (this exists because P is not on the border of Z); if Q were in 
S, it would be in the cavity, so it must be in S. Similarly, let P be a 
rightmost point of S; then its right-hand neighbor Q must be in S, and 
cannot be in a cavity since it is not surrounded by S (when we move 
rightward from Q, we must reach the border of 22 without meeting S), so 
must be in the outside. II 
Using these results, we can establish some basic properties of surroun- 
dedness. Let S be a set, and a(S) the set of points surrounded by S (in the 
sense of the connectedness of 5). Note that S ___ a(S). In fact, cr(S) is just the 
union of S with its holes, since P C ff is surrounded by S iff it is not in the 
background component of S. By transitivity of surroundedness, it follows 
that a(S) has no holes. Clearly a(S) does not meet the border of Z, since S 
does not. 
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PROPOSITION 4. I f  S is connected, so is g(S). 
Proof. Every hole of S is adjacent to S (see Propositions 2 and 3); and if 
S is 6-connected, so that its holes are 26-connected, they are unions of 6- 
connected components each of which is also adjacent to S by the argument 
used to prove Proposition 3. Thus if P is any point in a hole of S, there is a 
path in the sense of S's connectedness from P to a point Q of the hole that is 
adjacent to S, hence from P to a point of S. Since S is connected, it follows 
by concatenating pths that there is a pth (in that sense) from any such P to 
any point of S or to any point in a hole of S, so that g(S) is connected in the 
same sense that S is. l 
Let A be a subset of S, and B a subset of S that is adjacent to A. The set 
of points of A that are adjacent to points of B (in the sense of the connec- 
tedness of if) is called the B-border of A. The A-border of B is defined 
analogously. 
PROPOSITION 5. I f  C is an S-component and D & an S-component, then 
the D-border of C and the C-border of D are S-connected. l 
In 2D, this is proved by defining a border following algorithm, proving 
that it visits the entire border, and observing that the points it visists are all 
connected to the starting point. The situation in 3D is more complicated, 
since the border points cannot be visited in a simple sequence. For a proof 
that borders are connected in three (or more) dimensions, using different 
definitions of border and connectedness, seeHerman and Webster (1981). 
We will assume from now on that borders are connected. We then have 
the following results, just as in the 2D case: 
COROLLARY 6. Let C be a component of S, and let D~ and D 2 be 
distinct components of S that are adjacent o C; then C separates D 1 from 
D E in the sense of the connectedness of
Proof. If D 1 and D E were  in the same component D of (7 (in the sense of 
~s  connectedness), they would both meet the C-border of D, which is 
impossible since they are different components of S, and the C-border is a 
connected subset of S. Thus they are in different components of tff, which 
implies that C separates them, by the remark just preceding 
Proposition 1. l 
COROLLARY 7. The adjacency graph of S (i.e., the graph whose nodes 
are the components of S and S, and where two nodes are joined by an arc iff 
the corresponding components are adjacent) is a tree. 
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Proof It is not hard to see that this graph is connected, and by 
Corollary 6 it can have no cycles, l 
COROLLARY 8. Let C, D be adjacent components of S, S, respectively; 
then either C surrounds D (in the sense of the connectedness of S) or vice 
versa. Moreover, exactly one component of ff surrounds (in the sense of the 
eonnectedness of S) and is adjacent o any given component of S (and vice 
versa, for a nonoutside component of S). 
Proof By Corollary 6, two D's cannot be in the same component of C; 
hence at most one can be in the outside component, so that all others are 
surrounded by C. The D o that contains (e.g.) the point to the right of a 
rightmost point of C cannot be surrounded by C. On the other hand, any 
path (in the sense of S's connectedness) from C to the border of 22, when it 
last leaves C, must enter a component of S that is adjacent o but not 
surrounded by C. This component can only be D 0, which proves that D o 
surrounds C. (The D0-border of C is called its outer border.) | 
COROLLARY 9. The adjacency tree of S can be regarded as a directed 
tree, rooted at the outside component of if, under the relationship of 
surroundedness. | 
We conclude this section with a final observation about surroundedness: 
PROPOSITION 10. The border of a(S) (or the union of the borders of its 
components, if it is not connected) is contained in S. 
Proof Note that since a(S) has no holes, each of its components has just 
one border, namely its outer border. If P is on the border of (a component 
of) a(S), it is adjacent o a point of the outside component of a(S), since 
or(S) has no holes. Hence, there is an S-path from P to the border of £' that 
does not meet a(S) except at P itself. Since S surrounds a(S), some point of 
the path must be in S; but since S ~_ a(S), this point can only be P itself. II 
4. ARCS AND CURVES 
An arc or simple path is a path that does not cross or touch itself, i.e., Pi 
is a neighbor of Pj. iff l i - j l  = 1 (from which it follows that P i¢P j  unless 
i = j ) .  Alternatively, we can define an arc as either a single point, or a 
connected set a of points each of which has exactly two neighbors in a, with 
two exceptions, called the endpoints, that have only one neighbor each. Just 
as in the 2D case, it is easily shown that the set of points on a simple path 
satisfies this last definition, and conversely, given such a set a, the points can 
be ordered to yield a simple path. 
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A simple closed curve (for brevity: a "curve") is a path such that Pi is a 
neighbor of Pj iff l i - j l  = 1 (modulo n), where n is the number of points on 
the path. Alternatively, we can define a curve as either a single point, a pair 
of adjacent points, or a connected set 7 of points each of which has exactly 
two neighbors in 7, and we can show the "equivalence" of the two definitions 
just as in the case of an arc. It will be convenient to exclude "degenerate" 
cases of curves that satisfy the definitions because they have very few points. 
We will assume from now on that a curve has more than four points (this 
rules out patterns such as 11 I in the 6-case and such as ~ I in the 26-case). 
PROPOSITION 11. No curve is both a 6-curve and a 26-curve. An arc is 
both a 6-arc and a 26-arc iff it is a straight line segment parallel to one of 
the coordinate axes. 
Proof If a is both a 6- and 26-arc, the neighbors of any P ~ a must be 
opposite 6-neighbors, since otherwise they would be 26-neighbors of each 
other; hence a can only extend in one principal direction. In particular, there 
can be no such curve 7, since its points could only get farther apart, so it 
could never close. II 
PROPOSITION 12. An arc or curve has no cavities. 
Proof Let ~ be any path between two points in the complement of the 
arc a or curve 7. For any point P of a or 7 that lies on 7r, since P has at most 
two neighbors in a or 7, we can divert 7r through the other neighbors o that 
it avoids P. In this way, all occurrences of points of a or 7 can be eliminated. 
Thus any two points of c~(~7) are connected in ~7(~7). II 
PROPOSITION 13. An arc has no holes. 
Proof An endpoint is a simple point, and when it is deleted, what 
remains is still an arc; this can be repeated until we obtain a one-point 
arc. II 
PROPOSITION 14. A curve that has more than four points has a hole. 
Proof It has no simple points. II 
5. CONCLUDING REMARKS 
This paper has introduced some of the basic concepts of digital topology 
for 3D arrays, involving connectedness, cavities, holes, arcs and curves. As 
in the 2D case, these concepts are needed in order to properly define various 
algorithms for topology-dependent processing of 3D arrays. In particular, we 
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need to understand connectedness in order to define algorithms for counting 
objects (Park and Rosenfeld, 1971); and we need to understand arcs (and 
surfaces, which are treated elsewhere (Morgenthaler and Rosenfeld, 1980)), 
in order to define connectedness-preserving thinning algorithms (Tsao and 
Fu, 1981), since the result of thinning a rod-like object should be a set of 
arcs, and the result of thinning a plate-like object should be a set of surfaces. 
The concepts underlying these processes are treated in this paper and its 
companion (Morgenthaler and Rosenfeld, 1980). 
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