RANCANGAN D-OPTIMAL UNTUK REGRESI POLINOMIAL KUBIK TERBOBOTI OLEH FUNGSI EKSPONENSIAL by Valentino, Agil
Rancangan  D-optimal  Untuk Regresi Polinomial Kubik 
Terboboti Oleh Fungsi Eksponensial 
 
 
Agil Valentino Sabir, M Saleh AF, Anisa 
Program Studi Statistika, Jurusan Matematika, Fakultas MIPA 
Universitas Hasanuddin 
Email: agilvalentino@gmail.com 
 
 
 
ABSTRAK 
 
Dalam rancangan percobaan perlu untuk mengetahui titik-titik rancangan yang 
akan dicobakan sehingga hasil percobaan sesuai dengan hasil yang diharapkan. 
Rancangan optimal dengan kriteria D-optimal diharapkan dapat memberikan solusi 
yang efisien untuk menentukan titik-titik rancangan yang diperlukan dalam percobaan. 
Pada model regresi polinomial kubik terboboti oleh fungsi eksponensial, dalam hal ini 
penentuan titik-titik rancangan untuk fungsi eksponensial 𝜆(𝑥) = 𝑒−𝑥 didapatkan dari 
akar polinomial laguerre. Untuk meyakinkan bahwa titik-titik rancangan yang 
ditentukan merupakan titik-titik rancangan optimal maka dilakukan pembuktian 
menggunakan teorema ekuivalensi, jika nilai variansi terstandarisasi dari tiap-tiap titik 
rancangan sama dengan jumlah parameter maka diharapkan nilai variansi 
parameternya minimum sehingga model yang dihasilkan signifikan. 
 
Kata Kunci : Rancangan D-optimal, polinomial laguerre, regresi polinomial kubik 
terboboti, teorema ekuivalensi. 
 
 
ABSTRACT 
 
In the experimental designis necessary to know the design points that will be 
tested so that the results of the experiment in accordance with the expected results. 
Optimal design of the D-optimal criterion is expected to provide an efficient solution 
to determine the points needed in the experimental design. In the cubic polynomial 
regression model weighted by the exponential function, in this case the determination 
of the design points for the exponential function 𝜆(𝑥) = 𝑒−𝑥 is obtained from the roots 
of the Laguerre polynomial. To ensure that the design points are determined is the 
optimal design points is carried out to verify by using equivalence theorem, if the value 
of the standardized variance of each design point is equal to the number of parameters, 
then the expected value of the minimum variance parameters so that the 
resultings model produced are significant 
 
Keywords :  D-optimal design, Laguerre polynomials, weighted cubic polynomial 
  regression, equivalence theorem. 
 
I. PENDAHULUAN 
1.1 Latar Belakang 
Analisis regresi merupakan alat 
statistik yang sering digunakan  untuk 
menentukan hubungan antara peubah 
bebas X dan peubah tak bebas Y.Untuk 
menentukan pola hubungan antara 
peubah bebas X dan peubah tak bebas Y 
diperlukan suatu rancangan yang sesuai 
sehingga dihasilkan inferensi statistika 
yang dapat memaksimalkan informasi 
yang diperlukan, oleh karena itu 
digunakan rancangan optimal. Dengan 
rancangan optimal, akan ditentukan 
titik-titik rancangan dari peubah tak 
bebas X sehingga pengamatan cukup 
dilakukan pada titik-titik rancangan 
tersebut. Dengan alasan ini rancangan 
optimal disebut sebagai rancangan 
percobaan yang efisien. Rancangan 
dibentuk oleh titik-titik rancangan 
dengan masing-masing proporsi 
pengamatannya. 
Ada beberapa kriteria dalam 
rancangan optimal salah satunya adalah 
rancangan D-optimal..Antille,  et all. 
(2003) mengembangkan  rancangan D-
optimal untuk regresi polinomial 
terboboti atau model yang mengandung 
sifat heterokedastisitas. Hoel (1958) dan 
Karlin dan Studden (1966a) dalam 
Antile, et all. (2003) membuktikan 
fungsi bobot yang dapat digunakan 
dalam penentuan rancangan D-optimal 
untuk model regresi polinomial 
terboboti. Beberapa peneliti 
menggunakan fungsi bobot yang 
berbeda beda. Huang et al (1995) 
menggunakan fungsi bobot dengan 
bentuk kuadrat dari peubah faktor. 
Chang and Lin (1997) 
menggunakanfungsi bobot dengan 
bentuk pangkat positif dan bentuk 
fungsi eksponensial. Antille  et al (2003) 
menggunakan fungsi bobot dengan 
bentuk arc tg dan eksponensial. Dette 
and Trampisch (2010) 
menggunakan fungsi bobot yang 
sangat kompleks dan 
rumit.Widiharih dkk (2013a) 
mengaplikasikan tiga macam fungsi 
bobot dari Hoel (1958) dalam Antille 
et al (2003) dan diterapkan untuk 
regresi polinomial derajat tiga. 
 
1.2 Rumusan Masalah 
Rumusan masalah yang akan dikaji 
pada penelitian ini, antara lain : 
1. Bagaimana menentukan 
rancangan (𝝃) untuk model 
regresi polinomial kubik 
terboboti oleh fungsi 
eksponensial 𝜆(𝑥) = 𝑒−𝑥? 
2. Bagaimana membentuk matriks 
rancangan 𝑴(𝝃) untuk regresi 
polinomial kubik terboboti oleh 
fungsi eksponensial 𝜆(𝑥) =
𝑒−𝑥? 
3. Melakukan pembuktian untuk 
pemenuhan kriteria D-optimal 
pada model regresi polinomial 
kubik terboboti oleh fungsi 
eksponensial 𝜆(𝑥) = 𝑒−𝑥. 
 
1.3   Batasan Masalah 
 Adapun batasan  masalah  pada  
tugas akhir ini, antara lain : 
1. Tugas akhir ini merupakan studi 
literatur yang ingin menjelaskan 
pembentukan suatu rancangan 
optimal pada model regresi 
polinomial kubik terboboti oleh 
fungsi eksponensial 𝜆(𝑥) = 𝑒−𝑥. 
 
2. Penulisan tugas akhir ini bukan 
ditujukan untuk mengestimasi 
parameter pada model regresi 
polinomial kubik terboboti tetapi 
hanya ingin menunjukkan 
bagaimana membentuk suatu 
rancangan yang optimal yang 
diharapkan dapat membuat model 
rancangan pada suatu 
 percobaan memiliki nilai 𝑣𝑎𝑟(?̂?) 
minimum. 
 
3. Pemilihan fungsi bobot dengan 
bentuk fungsi eksponensial yang 
dapat digunakan pada rancangan D-
optimal untuk regresi polinomial 
kubik terboboti, berdasarkan 
pembuktian yang dilakukan oleh 
Hoel (1958) dan Karlin dan Studden 
(1966a).  Salah satu dari fungsi 
bobot  tersebut  akan digunakan pada 
tugas akhir ini, yaitu𝜆(𝑥) = 𝑒−𝑥. 
 
1.4 Tujuan 
Adapun tujuan dari penelitian ini,  
antara lain : 
1. Menentukan rancangan (𝝃) untuk 
model regresi polinomial kubik 
dengan fungsi bobot  𝜆(𝑥) = 𝑒−𝑥. 
 
2. Menunjukkan bahwa Rancangan 
D-Optimal memiliki nilai variansi 
terstandardisasi untuk masing-
masing titik rancangan 𝑥. 
 
II. TINJAUAN PUSTAKA 
2.1 Regresi Polinomial kubik dengan 
Heterokedastisitas 
2.1.1 Regresi Polinomial 
Regresi polinomial merupakan 
regresi linier berganda yang dibentuk 
dengan menjumlahkan pengaruh peubah 
tak bebas 𝑋 yang dipangkatkan secara 
meningkat sampai derajat ke-𝑑. Model 
regresi polinomial, struktur analisisnya 
sama dengan model regresi linier 
berganda. Artinya, setiap pangkat atau 
orde peubah tak bebas 𝑋 pada model 
polinomial, merupakan transformasi 
peubah awal dan dipandang sebagai 
sebuah peubah tak bebas 𝑋 baru dalam 
linier berganda. 
Secara umum model 
regresi polinomial derajat 𝑑adalah 
sebagai berikut,  
𝑦𝑖 = 𝛽0 + ∑ 𝛽𝑗
𝑑
𝑗=1 𝑥𝑖
𝑗 +
𝜀𝑖,        𝑖 = 1,2, . . 𝑛  (1) 
Dimana:  
𝑦𝑖    :  nilai pengamatan ke- 𝑖; 
𝑥𝑖
𝑗
:  nilai peubah𝑥 ke- 𝑖; 
𝑗 = 1,2, . . 𝑑 
𝛽0   :  titik potong / parameter 
intersep  
𝛽𝑗:  parameter pengaruh peubah𝑥𝑖  
terhadap peubah 𝑦𝑖 
𝜀𝑖   : galat ke- 𝑖 
 
Dengan asumsi-asumsi yang harus 
dipenuhi adalah: 
1.  E(εi) = 0 
2. Cov(εi,εj) = 0, i≠j (tidak terjadi  
autokorelasi) 
3. Varians homogen (tidak terjadi 
heteroskidastisitas) 
4. Tidak terjadi multikolinieritas 
(korelasi antar vaiabel bebas) 
5. Error berdistribusi normal 
  
2.1.2 Weighted Least Square (WLS) 
Heterokedastisitas adalah suatu 
kondisi dimana data mempunyai 
varians galat yang tidak konstan atau 
tidak seragam. Varians disekitar garis 
regresi tidak sama. Secara simbolis 
ditulis sebagai  𝑣𝑎𝑟(𝜀𝑖) = 𝜎𝑖
2, yang 
berarti varians kondisional dari  𝑌𝑖 
tidak lagi konstan. 
Jika terjadi heterokedastisitas 
sedangkan asumsi-asumsi lain 
terpenuhi, maka penaksiran dengan 
OLS tetap tak bias dan konsisten tetapi 
penaksir tidak lagi efisien baik dalam 
sampel kecil maupun besar. Dengan 
perkataan lain, dalam penyampelan 
berulang penaksir OLS secara rata-rata 
sama dengan nilai populasi sebenarnya 
(sifat tak bias), dan dengan 
meningkatnya ukuran sampel sampai 
tak terhingga penaksiran mengarah pada 
sebenarnya (sifat konsisten) tetapi 
variansi ?̂?𝑗tidak lagi minimum bahkan 
jika besarnya sampel meningkat secara 
tak terbatas. Variansi yang tidak 
minimum ini mengakibatkan selang 
kepercayaan untuk ?̂?𝑗menjadi lebar 
(Gujarati,1978). 
Agar i  memenuhi asumsi 
identik maka dilakukan transformasi, 
dengan cara mengalikan i dengan 
0,5
iw , 
atau vektor dengan matrik P-1 dari sisi 
kiri. P adalah matrik diagonal dengan 
elemen 5,0
iw , dan wi komponen kolom 
W. Matrik diagonal yang elemennya 
terdiri dari komponen vektor W dinamai 
matrik pembobot, misal dinotasikan 
Wp. (Winahju, 2013) 
Sekarang, vektor residual menjadi f,  
f = P-1.  (2) 
Matrik P ditentukan sedemikian rupa 
sehingga memenuhi : PTP = PP = P = 
V. Residual baru ini, yaitu fi  , sudah 
memenuhi segala asumsi, dinotasikan fi 
~ iidn(0, 2).  Persamaan regresi baru : 
P-1Y = P-1X + P-1,   (3) 
 
 
2.2 Rancangan D-optimal 
2.2.1 Rancangan (𝝃) 
Rancangan (𝝃) dengan 𝑝 buah titik 
rancangan dinotasikan dengan :  
𝝃 = [
𝑥1 𝑥2   ⋯ 𝑥𝑝
𝜔1 𝜔2  ⋯ 𝜔𝑝
]          (8) 
Dengan,  
𝜔𝑖 adalah bobot rancangan  
 𝜔𝑖 =
𝑟𝑖
𝑛
 
𝑛 adalah banyaknya titik pengamatan. 
𝑝 adalah jumlah parameter. 
𝑟𝑝 adalah besar titik pengamatan pada 
𝑥𝑝. 
Maka,rancangan 𝜉memenuhi syarat 0 ≤
𝜔𝑖 ≤ 1 dengan  ∑ 𝜔𝑖 = 1
𝑝
𝑖=1 . 
 
2.2.2 Polinomial Laguerre 
Polinomial Laguerre pertama kali 
diperkenalkan oleh Edmond 
Laguerre (1834 – 1886) yang 
dinotasikan 𝐿0,  𝐿1, … , dan 
seterusnya  secara berurutan dan 
didefinisikan dengan formula 
Rodrigues sebagai berikut : 
 𝐿𝑛(𝑥) =
𝑒𝑥
𝑛!
𝑑𝑛
𝑑𝑥𝑛
(𝑒−𝑥𝑥𝑛);   𝑛 > 0 (9) 
Fungsi polinomial derajat 
𝑛,𝑓𝑛(𝑥)memenuhi sifat ortogonal 
pada interval0 ≤ 𝑥 ≤ ∞ yang 
memiliki fungsi bobotdiperlihatkan 
pada integrasi berikut: 
∫
𝑤(𝑥)𝑓𝑛(𝑥)𝑓𝑚(𝑥)𝑑𝑥 = 0;       
𝑚, 𝑛 = 1,2, … , (𝑛 ≠ 𝑚)
∞
0
(10) 
Polinomial Laguerre untuk 
fungsi bobot 𝜆(𝑥) = 𝑒−𝑥 memenuhi 
sifat ortogonal untuk 𝑥 non negatif, 
didefenisikan sebagai berikut: 
𝐿𝑛(𝑥) = ∑
(−1)𝑚( 𝑛𝑛−𝑚)𝑥
𝑚
𝑚!
𝑛
𝑚=0  (11) 
(Abramowitz and Stegum, 1997) 
 
2.2.3 Matriks Rancangan 𝑴(𝝃) 
 Matriks rancangan 𝑴(𝝃) adalah 
sebagai berikut : 
𝑀(𝑥, 𝜉) = ∫ 𝜆(𝑥) 𝑓(𝑥)𝑓𝑇(𝑥)(𝑑𝜉𝑥)
              (12) 
Dengan,  
𝑓𝑇(𝑥𝑖) = [1   𝑥𝑖  𝑥𝑖 
2𝑥𝑖
3]  
dan 𝜆(𝑥) = 𝑒−𝑥 
(Atkinson et al. 2007) 
Sehingga, persamaan (12) menjadi: 
𝑀(𝑥, 𝜉) = ∑ 𝜔𝑖𝑓(𝑥𝑖)
𝑛
𝑖=1 𝑓
𝑇(𝑥𝑖)       (13) 
Dengan, 
 𝑓𝑇(𝑥𝑖) = [𝜆(𝑥𝑖)𝑥𝑖𝜆(𝑥𝑖)𝑥𝑖
2𝜆(𝑥𝑖)𝑥𝑖
3𝜆(𝑥𝑖)] 
dan 𝜔𝑖 adalah bobot untuk masing-
masing titik rancangan.  
 
 
2.3  Teorema Equivalensi 
  Kriteria rancangan untuk D-
Optimal disajikan dalam logaritma 
adalah sebagai berikut : 
Ψ{𝑴(𝝃)} = |log 𝑴−𝟏(𝝃) |
=  −log |𝑴(𝝃)| 
Teori ekuivalensi berisi tiga syarat 
untuk rancangan optimal 𝝃∗ yaitu :  
1.  Rancangan  𝝃 meminimumkan  
Ψ{𝑴(𝝃)}       .   
2.  Rancangan 𝝃 memaksimumkan 
𝜙(𝒙, 𝝃), dimana  
𝜙(𝒙, 𝝃) =
𝝏Ψ{𝑴(𝝃)} 
𝝏𝒙
 
3.  Di sepanjang ruang 𝝌, nilai 
minimum 𝜙(𝒙, 𝝃) = 0 terjadi di titik-
titik rancangan.  
     Akibat dari syarat yang ketiga maka 
didapatkan syarat berikutnya, yaitu :  
4.  Untuk rancangan 𝝃 yang tidak 
optimal, nilai minimum untuk 𝜙(𝒙, 𝝃) 
di sepanjang 𝝌 adalah < 0      
 
Pada rancangan D-optimal, berlaku  
𝜙(𝒙, 𝝃) = 𝑝 − 𝑑(𝑥, 𝝃) 
Dimana 𝑑(𝑥, 𝝃) merupakan variansi 
terstandardisasi dari respon yang 
didefinisikan sebagai berikut:  
𝑑(𝑥, 𝝃) = 𝒇𝑻(𝑥)𝑴−𝟏(𝝃)𝒇(𝑥) 
    
Variansi terstandardisasi 
𝑑(𝑥, 𝝃) merupakan fungsi dari 
rancangan (𝝃) dan titik  . Dengan 
mengikuti syarat ketiga dari teori 
equivalensi dengan 𝜙(𝒙, 𝝃) ≥ 0 maka 
akan dihasilkan  
𝑑(𝑥, 𝝃) ≤ 𝑝 
dengan 𝑝 merupakan jumlah parameter. 
Pada umumnya titik rancangan juga 
berjumlah 𝑝, dengan  𝑝 = 𝑑 + 1 dan 
berbobot  
1
𝑝
  untuk masing-masing titik. 
Nilai 𝑑 disini bukan variansi 
terstandardisasi, namun merupakan 
derajat polinomial.  Nilai variansi 
terstandardisasi yang maksimum 
𝑑(𝑥, 𝝃) = 𝑝  berarti memenuhi kriteria 
rancangan D-Optimal lokal. 
 
 
 
 
IV. HASIL DAN PEMBAHASAN  
4.2 Rancangan  D-Optimal  untuk 
Regresi Polinomial Kubik dengan  
Heteroskedastisitas. 
4.2.1    Rancangan (𝝃) 
 Rancangan (𝜉) merupakan matriks 
berisi titik rancangan atau level yang 
telah ditentukan sebelumnya, dimana 
setiap barisnya menunjukkan 
eksperimen dan setiap kolomnya 
menunjukkan variabel faktor yang 
berpengaruh. Sedangkan N 
merupakan jumlah  titik  rancangan 
secara keseluruhan (populasi). Akan 
dipilih beberapa titik rancangan yang 
dapat mewakili pengamatan secara 
keseluruhan. Bila dari 𝑛 titik 
rancangan, 𝑥1     ada  𝑟1 ulangan, 𝑥2  
ada  𝑟2 ulangan, dan seterusnya 
hingga 𝑥𝑛 ada  𝑟𝑛 ulangan, maka 
𝑛 = 𝑟1 + 𝑟2 + ⋯ + 𝑟𝑛. Rancangan 
memiliki 𝑛 titik rancangan yang 
didefinisikan sebagai: 
𝝃 = [
𝑥1 𝑥2   ⋯ 𝑥𝑝
𝜔1 𝜔2  ⋯ 𝜔𝑝
] 
dengan 𝜔𝑖 =
𝑟𝑖
𝑛
  adalah bobot 
rancangan dan 𝑛 adalah banyaknya 
ulangan secara keseluruhan serta 𝑟𝑖  
adalah besarnya ulangan pada 𝑥𝑖. 
Maka untuk suatu rancangan 𝝃 
memiliki syarat 0 ≤ 𝜔𝑖 ≤ 1 dengan  
∑ 𝜔𝑖 = 1
𝑝
𝑖=1 . Seringkali untuk model 
dengan 𝑝 parameter, terdapat 
minimal 𝑝 titik rancangan atau level 
dengan besar bobotnya adalah 
1
𝑝
, 
sehingga suatu rancangan dengan 𝑛 
titik rancangan menjadi 𝑛 + 1 titik 
rancangan agar sama dengan jumlah 
paramater 𝑝 sehingga menjadi 
optimal (Atkinson et al. 2007). 
  Untuk mendapatkan titik titik 
rancangan 𝑥𝑖 pada model regresi 
polinomial kubik yang memiliki 
fungsi bobot 𝜆(𝑥) = 𝑒−𝑥 didapatkan 
dari akar-akar polinomial Laguerre, 
yaitu 
𝐿𝑛+1(𝑥) = ∑
(−1)𝑚( 𝑛𝑛−𝑚)𝑥
𝑚
𝑚!
𝑛
𝑚=0    (18) 
 Dengan  𝑛 merupakan derajat 
polinomial dan terletak pada interval 
 𝜒 = [0, ∞). Untuk nilai 𝑛 = 3, 
persamaan (18)  
𝐿4(𝑥) = 1 −   4𝑥  +   3𝑥
2  −   
4
6
𝑥3   +   
1
24
𝑥4 
Dengan menggunakan bantuan software 
maple 13, didapatkan akar-akar 
polinomialnya sebagai berikut: 
 
𝑥1 = 0,3225 
𝑥2 = 1,7457 
𝑥3 = 4,5366 
𝑥4 = 9,3950 
Akar-akar polinomial ini adalah titik-
titik rancangan untuk model regresi 
polinomial kubik dengan bobot  𝜆(𝑥) =
𝑒−𝑥. Setelah titik rancangan diketahui, 
kemudian mencari nilai bobot untuk 
masing-masing titik rancangan. 
Rancangan (𝝃) dengan 𝑝 buah titik 
rancangan memenuhi syarat 
 0 ≤ 𝜔𝑖 ≤ 1 dengan  ∑ 𝜔𝑖 = 1
𝑝
𝑖=1 . 
Sehingga untuk model regresi 
polinomial kubik, bobot tersebut 
bernilai  
1
𝑝
=
1
4
  sehingga rancangan 
optimal adalah sebagai berikut : 
𝝃 = [
0,32 1,75
1
4
1
4
4,54 9,40
1
4
1
4
] 
 
4.2.2   Matriks Rancangan 𝑴(𝝃)  
Matriks rancangan 𝑴(𝝃) adalah sebagai 
berikut : 
𝑀(𝑥, 𝜉) = ∫ 𝜆(𝑥) 𝑓(𝑥)𝑓𝑇(𝑥)(𝑑𝜉𝑥) (12) 
Sehingga, persamaan (12) 
menjadi:
  
𝑀(𝑥, 𝜉) = ∑ 𝜔𝑖𝑓(𝑥𝑖)
𝑛
𝑖=1 𝑓
𝑇(𝑥𝑖) (13) 
Dengan, 
 𝑓𝑇(𝑥𝑖) = [𝜆(𝑥𝑖) 𝑥𝑖  𝜆(𝑥𝑖)  𝑥𝑖
2𝜆(𝑥𝑖) 𝑥𝑖
3𝜆(𝑥𝑖)] 
dan  
𝜔𝑖 adalah bobot untuk masing-masing 
titik rancangan. Sehingga matriks 
rancangannya 𝑴(𝝃) adalah:   
[
0.227766978 0.14642674
0.14642674 0.208461
0.208461 0.5057
0.505651 1.703246
0.208461 0.50565131
0.505651311 1.703246
1.703246 7.378062
7.378062 38.88089
]  
Adapun determinan dari 
𝑴(𝝃) =0.013148     Sehingga, 
𝑴−𝟏(𝝃) 
[
21.57165 −50.7206
−50.7236 160.8804
22.4875 −2.32837
−77.9884 8.411165
22.49001 −77.9911
−2.33176 8.411698
41.878 −4.83209
−4.82309 0.602829
] 
 Bentuk matriks 𝑴−𝟏(𝝃) ini akan 
digunakan pada perhitungan nilai 
variansi terstandarisasi. 
 
4.3 Variansi Terstandarisasi  ?̅?(𝒙, 𝝃) 
Rancangan D-Optimal, berlaku  
𝜙(𝒙, 𝝃) = 𝑝 − ?̅?(𝑥, 𝝃) (14) 
  Dimana ?̅?(𝑥, 𝝃) merupakan variansi 
terstandardisasi dari respon yang 
didefinisikan sebagai berikut:  
?̅?(𝑥, 𝝃) = 𝝀(𝑥𝑖)𝒇
𝑻(𝑥𝑖)𝑴
−𝟏(𝝃)𝒇(𝑥)  
 (15) 
   Variansi terstandardisasi 
?̅?(𝑥, 𝝃) merupakan fungsi dari 
rancangan (𝝃) dan titik  . Dengan 
mengikuti syarat ketiga dari teori 
equivalensi dengan 𝜙(𝒙, 𝝃) ≥ 0 
maka akan dihasilkan  
?̅?(𝑥, 𝝃) ≤ 𝑝    (16) 
   dengan 𝑝 merupakan jumlah 
parameter. Pada umumnya titik 
rancangan juga berjumlah 𝑝, dengan  
𝑝 = 𝑛 + 1 dan berbobot  
1
𝑝
  untuk 
masing-masing titik 𝑥𝑖.  
Dengan menggunakan persamaan 
(15), dihasilkan variansi 
terstandarisasi dalam bentuk  
persamaan polinomial, yaitu : 
 
?̅?(𝑥, 𝝃) = 𝝀(𝑥)𝒇𝑻(𝑥)𝑴−𝟏(𝝃)𝒇(𝑥) 
= [𝜆(𝑥)   𝑥 𝜆(𝑥)    𝑥2𝜆(𝑥)   𝑥3𝜆(𝑥)] 
= [(𝑒−𝑥)  (𝑥𝑒−𝑥)  (𝑥2𝑒−𝑥)   (𝑥3𝑒−𝑥)] 
= [(𝑒−𝑥)21.57165 − 101.444𝑥 +
205.8579𝑥2 − 160.64𝑥3 +
58.70086𝑥4 −        9.65518𝑥5 +
0.602829𝑥6] 
Nilai-nilai ekstrim pada persamaan 
polinomial dari variansi terstandardisasi 
tersebut, merupakan akar dari turunan 
pertama persamaan polinomial. Hasil 
perhitungannya, adalah sebagai berikut 
: 
 ?̅?(𝑥, 𝝃) = [(−101.444 +
411.7158𝑥 − 481.92𝑥2 +
234.8034𝑥3 − 48.2759𝑥4 +
3.616974𝑥5)]             (16) 
Untuk mendapatkan nilai-nilai ekstrim 
dari persamaan (16), persamaannya 
menjadi: 
0 = (−101.444 + 411.7158𝑥 − 481.92𝑥2 +
234.8034𝑥3 −  48.2759𝑥4 + 3.616974𝑥5) 
Sehingga, dihasilkan titik-titik ekstrim sebagai 
berikut:   
𝑥 = [0,32;   1,75;   4,54;   9,40; ]  (17)17) 
akan dibuktikan bahwa  titik-titik 
ekstrim pada persamaan (17) 
mempunyai nilai variansi terstandarisasi 
maksimum. Nilai ?̅?(𝑥, 𝝃) yang 
dihasilkan oleh nilai ekstrim tersebut 
adalah sebagai berikut : 
?̅?(0,32;  𝝃) =   4,00062 ≈ 4 
?̅?(1,75;  𝝃) =   3,98777 ≈ 4 
?̅?(4,54;  𝝃) =   3,911132 ≈ 4 
?̅?(9,40;  𝝃) =  4,087802 ≈ 4 
Dari hasil di atas telah terbukti bahwa 
titik-titik rancangan 𝑥 =
[0,32;   1,75;   4,54;   9,40]  mempunyai 
nilai variansi terstandardisasi 
maksimum ?̅?(𝑥, 𝝃) ≈ 4 = 𝑝.  Jadi, 
rancangan optimal (𝝃) memenuhi 
kriteria rancangan D-Optimal. 
Titik-titik rancangan optimal tersebut 
memenuhi kriteria D-optimal, dimana 
invers matriks informasi yang terbentuk 
memenuhi teorema equivalensi 
?̅?(𝑥, 𝝃) = 𝑝 atau sama dengan jumlah 
parameter. Dengan hasil ini diharapkan  
titik-titik rancangan optimal tersebut 
merupakan titik-titik 𝑥𝑖 yang mampu 
membuat nilai 𝑉𝑎𝑟(𝛽) menjadi 
optimal untuk model regresi 
polinomial derajat 3 terboboti oleh 
fungsi 𝜆(𝑥) = 𝑒−𝑥. 
 
V. KESIMPULAN DAN SARAN 
5.1  Kesimpulan 
1. Rancangan  D-Optimal  untuk 
model regresi polinomial kubik 
terboboti oleh fungsi 
eksponensial 𝜆(𝑥) = 𝑒−𝑥  adalah 
sebagai berikut :  
𝝃 = [
0,32 1,75
1
4
1
4
4,54 9,40
1
4
1
4
] 
2. Terbukti bahwa titik-titik 𝑥 =
[0,32;   1,75;   4,54;   9,40; ] 
merupakan titik-titik 𝑥  yang 
optimal menurut kriteria D-optimal 
yang dibuktikan oleh teorema 
equivalensi dimana nilai variansi 
terstandarisasi untuk tiap-tiap titik 𝑥 
yang dipilih memenuhi  ?̅?(𝑥, 𝝃) ≈ 4. 
3. Dengan hasil ini diharapkan titik-
titik rancangan optimal tersebut 
merupakan titik-titik 𝑥 yang 
mampu membuat nilai 𝑣𝑎𝑟(?̂?) 
minimum bila diterapkan pada suatu 
rancangan untuk model regresi 
polinomial kubik terboboti oleh 
fungsi eksponensial 𝜆(𝑥) = 𝑒−𝑥. 
5.2   Saran 
Untuk penelitian selanjutnya 
yang berkaitan dengan rancangan 
optimal, terkhusus pada kriteria D-
optimal sebaiknya diterapkan pada 
suatu studi kasus agar dapat 
mengintrepetasikan nilai 𝑉𝑎𝑟(𝛽) 
yang minimum sesuai model regresi 
yang akan digunakan.   
 
  
DAFTAR PUSTAKA 
 
Abramowitz and Stegun, 1964, Handbook of Mathematical Functions, Applied 
Mathematics Series, Vol. 55, Chapter 22, National Bureau of Standards. 
Antille, G., Weinberg, A., 2000, A Study of D-optimal  Designs Efficiency for 
Polynomial Regression, Université de Genève. 
Antille, G., Dette,H., and Weinberg, A., 2001, A Note On Optimal Designs In 
Weighted Polynomial Regression For The Classical Efficiency Functions,  
Journal of Statistical Planning and Inference, 113, 285-292. 
Atkinson,A.C., Donev, A.N., and Tobias,R.D., 2007, Optimum Experimental   
Designs, with SAS, OXFORD University Press.   
Boon, J.E.,2007, Generating Exact D-optimal Designs for Polynomial Models,  Spring 
Sim ,Vol.2 , 121-126. 
Budhianti, N.R.,  2013, Rancangan D-optimal Untuk Regresi Polinomial Derajat 3 
Dengan Heteroskedastisitas,  Jurnal Gaussian, Volume 2, Nomor 2, Halaman 
129-135. 
Chang, F.C., and Lin, G.C., 1997, D-optimal Designs for Weighted Polynomial 
Regression, Journal of Statistical Planning and Inference ,62, 317-331. 
Gujarati, D., 1978,  Ekonometrika Dasar,  Terjemahan Sumarno Zain,  Penerbit 
Erlangga, Jakarta. 
Shina, A.F.I., 2012, Rancangan D-Optimal Lokal Untuk Regresi Polinomial Orde 3 
Dengan Heteroskedastisitas, Jurnal Gaussian, Volume 1, Nomor 1, Halaman 
39-46. 
Widiharih, T., Haryatmi, S., Gunardi, 2013, D-optimal Designs for Weighted 
Exponential and Generalized Exponential Models, Applied Mathematical 
Sciences, Vol. 7, 22, 1067 – 1079. 
Winahaju, W.S., Regresi Terboboti (Weighted Regression / Weighted Least Square), 
http://oc.its.ac.id/jurusan.php?fid=1&jid=3, diakses pada 3 november 2013. 
 
