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Resumen 
 
 
En este proyecto se evalúa una técnica de procesado de vídeo que permite 
estimar la velocidad de vehículos que se desplazan por una carretera 
mediante una cámara de vídeo no calibrada. El algoritmo implementado para 
la obtención de la velocidad ha sido programado en MatLab. 
 
El marco contextual en el que se sitúa este proyecto se corresponde con el de 
uno de los servicios ofrecidos por los Sistemas de Transporte Inteligente (ITS): 
el servicio de recepción de la información de tráfico. A partir de este servicio, 
cualquier usuario podrá recibir información de tráfico vía radio (como por 
ejemplo, datos sobre la velocidad media de circulación en una autopista 
determinada). En este proyecto se considerará la existencia de una estación 
central de monitorización de tráfico, en la que los operarios se encargan de 
orientar las cámaras por control remoto. Una vez orientadas las cámaras, se 
ejecutará el algoritmo de procesado de imagen y, finalmente, se obtendrá la 
velocidad media de los vehículos en esa determinada carretera. Por último, 
esta información podría ser enviada a los usuarios que lo requiriesen (vía 
radio). 
 
En este proyecto se incluyen los resultados y conclusiones de unas pruebas 
experimentales para verificar el funcionamiento del algoritmo implementado y 
el orden del error en las estimaciones de dicha velocidad. Los resultados de 
estas pruebas son muy variables, pues el error cometido en la estimación de la 
velocidad dependerá en gran parte de los fotogramas de interés que se 
seleccionen del vídeo. Por lo general, esta técnica de estimación de la 
velocidad ofrecerá unos resultados aceptables siempre y cuando se tengan en 
cuenta diversos criterios a la hora de realizar las grabaciones, tales como: que 
la carretera esté libre de curvas, rampas y zonas soleadas, que la cámara 
permanezca lo más estática posible durante la grabación, consideración de 
intervalos de varios frames para el cálculo de la velocidad, etc. 
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Overview 
 
 
In this project is evaluated a video processing technique which is able to 
estimate the speed of vehicles driving in a highway by using an uncalibrated 
video camera. The algorithm implemented to obtain the average speed of the 
vehicles was programmed in MatLab. 
 
The frame in which this project is placed belongs to one of the services given 
by the Intelligent Transportation Systems (ITS): the reception service of the 
traffic information. Applying for this service, any user will be able to receive 
traffic information (for instance, data relating to the traffic average speed in a 
specific highway) by radiofrequency means. In this project, it will be considered 
the existence of a traffic monitoring head office, in which the operators take 
charge of orientating the cameras by remote control. Once the cameras are 
orientated, the image processing algorithm will be executed and, as a result, 
the average speed of the vehicles will be obtained in that highway. Finally, this 
information might be sent to the users who require it to (by radiofrequency 
means). 
 
This project includes the results and conclusions of some experimental tests 
that were carried out to verify the proper operation of the algorithm which was 
implemented and the accuracy in the estimates of the speed. However, the 
results of those tests are very variable due to the fact that, the error made in 
the speed estimation, will depend mostly on the two critical frames selected 
from the video. In general, this speed estimation technique will always give 
acceptable results if some criterions are taken into account when the videos 
are recorded, such as: the highway must not have any bends, ramps nor sunny 
areas, the camera must remain as much static as possible during the 
recording, an interval of several frames to calculate the speed must be 
considered, etc. 
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1. INTRODUCCIÓN 
 
 
1.1. OBJETIVO DEL PROYECTO 
 
Este proyecto hace referencia a uno de los servicios ofrecidos por los Sistemas 
de Transporte Inteligente (ITS): el servicio de recepción de la información del 
tráfico. A partir de este servicio es posible recibir información del tráfico actual 
en un terminal (como por ejemplo, la recepción en un terminal móvil de la 
información sobre la velocidad del tráfico en una carretera determinada), 
además de una posible ruta alternativa para evitar la circulación por zonas 
congestionadas. En general, la finalidad de los ITS es la de asegurar una 
movilidad más fluida durante los trayectos, haciendo que éstos sean más 
rápidos y menos estresantes. 
 
En el presente proyecto se considerará la existencia de una estación central de 
monitorización de tráfico, en la que los operarios se encargan de dirigir las 
cámaras situadas en las carreteras (por control remoto). Una vez las cámaras 
estén orientadas, sin necesidad de conocer con exactitud sus respectivas 
orientaciones ni posiciones (cámaras no calibradas), se ejecutará el algoritmo 
de procesado de imagen para obtener la velocidad de los vehículos y enviar 
posteriormente dicha información (por vía radio) a los usuarios que lo requieran 
(aunque esta última parte no es objeto de estudio en este proyecto). 
 
Por lo tanto, el objetivo de este proyecto es proporcionar una estimación 
de la velocidad del tráfico a partir de una cámara no calibrada; es decir, a 
partir de una cámara cuyos parámetros de posición y orientación son 
desconocidos.  
 
Esta técnica se desarrolló e implementó en Washington y, por lo tanto, otro de 
los objetivos de este proyecto es verificar el grado de exactitud obtenido con las 
estimas de velocidad que la técnica ofrece [1][2]. 
 
La estructuración del proyecto es la siguiente:  
En el apartado 1.2 se explicarán otras técnicas existentes para la estimación de 
la velocidad del tráfico; en el capítulo 2 se explicará el algoritmo implementado 
a partir de MatLab [3] que sigue la técnica por la que se ha optado (se 
explicará el procedimiento seguido a partir de las funciones programadas); en 
el capítulo 3 se describirá una prueba práctica de verificación del 
funcionamiento del algoritmo y, por último, en los apartados 4, 5 y 6 se 
detallarán las conclusiones obtenidas, referencias y anexos, respectivamente.        
 
 
1.2. ALGUNAS TÉCNICAS EXISTENTES 
 
Antes de explicar la técnica desarrollada en este proyecto para la estimación de 
la velocidad del tráfico, se explicarán otras técnicas existentes implementadas 
para también estimar parámetros de tráfico. Comparando las técnicas que se 
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explicarán a continuación con la que se ha desarrollado en este proyecto, se 
podría afirmar que la técnica seleccionada es mucho más práctica debido a que 
no es necesario conocer los parámetros de posición y orientación de la cámara 
antes de realizar las grabaciones. Además, se trata de una técnica menos 
compleja a partir de la cual es posible estimar la velocidad de cualquier 
vehículo, ya sea pequeño u oscuro.  
 
1.2.1. Detección de vehículos para un sistema de monitorización de 
tráfico 
 
Introducción 
 
Esta técnica de monitorización de tráfico se basa en la realización de 
grabaciones de vídeo en tiempo real para conseguir detectar y capturar 
vehículos. Una vez detectados y capturados, a continuación ya se podrá 
estimar la velocidad de dichos vehículos.  
 
 
Procedimiento 
 
El proceso a seguir se divide en dos grandes pasos: 
 
1. Detección de vehículos 
2. Captura de vehículos 
 
 
1. Detección de vehículos. 
 
Este primer paso tiene como objetivo la distinción de los objetos en movimiento 
respecto del fondo de la secuencia de imágenes. Además, es el más 
importante y crítico del proceso, ya que los errores cometidos en esta parte 
influirán directamente en el siguiente paso (debido a la conexión entre ambos 
pasos). 
 
Respecto a las dificultades existentes, hay que decir que varios factores 
podrían obstaculizar la detección de vehículos, tales como los cambios de luz 
solar, la aparición de sombras durante las grabaciones y la oclusión de los 
vehículos ocasionada por objetos como postes, farolas, árboles, etc. 
 
En general, se dispone de varios métodos para detectar vehículos. 
Concretamente, en esta técnica se utiliza un método basado en la detección de 
bordes mediante la aplicación del algoritmo de Canny [4], de manera que un 
píxel se considerará como ‘borde’ si la variación de intensidad de dicho píxel es 
superior a dos umbrales prefijados.  
 
A continuación, los píxeles de interés detectados se tendrán que separar del 
ruido (antes de agruparlos para formar los vehículos). Para ello, se dividirá la 
imagen en varias regiones rectangulares y se calculará la densidad de píxeles 
en cada una de ellas. Si la densidad de píxeles es superior a un determinado 
umbral, la región se marcará como primer plano (región de interés); de lo 
     3 
contrario, dicha región será considerada como ruido y, por lo tanto, se 
descartará. 
 
Por último, se aplicará un procedimiento para agrupar los píxeles y formar los 
vehículos de cada región de interés. 
 
 
2. Captura de vehículos. 
 
Una vez detectados los vehículos, se capturarán a partir del algoritmo de Lucas 
y Kanade [5] y se estimará el desplazamiento de cada uno de ellos. 
  
Primero de todo, se seleccionarán dos frames consecutivos y, en cada uno de 
ellos, se marcarán pequeños bloques de idéntico tamaño para identificar cada 
uno de los vehículos detectados. Cada bloque del primer frame será 
desplazado hasta encajar con su respectivo bloque del segundo frame. De este 
modo, se obtendrá el desplazamiento de cada bloque y, por lo tanto, el 
desplazamiento en píxeles de cada vehículo.  
 
Para calcular la velocidad de cada vehículo se definirá una zona de medida 
(determinada por dos líneas) a partir de la cual se podrá detectar cuando un 
vehículo entra y sale de dicha zona (Fig. 1.1). Por lo tanto, siendo conocidos el 
desplazamiento del vehículo y los instantes en los que entra y sale de esta 
zona predefinida, la velocidad de un determinado vehículo se puede calcular 
como el desplazamiento dividido entre el intervalo de tiempo transcurrido. 
 
 
 
Fig. 1.1
 Frame de un vídeo [6] 
 
 
1.2.2. Estimación de la velocidad del tráfico de una autopista a partir 
de vídeos de baja resolución 
 
Introducción 
 
Por lo general, para extraer parámetros de tráfico (tales como la velocidad, la 
densidad de tráfico, etc) se debe procesar una gran cantidad de información de 
vídeo y, además, se requiere un eficiente algoritmo de procesado de imagen. 
A diferencia de lo anterior, el objetivo de esta técnica es presentar un simple 
algoritmo de procesado de imagen a partir del cual se lleguen a obtener los 
mismos resultados. 
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Las ventajas de esta técnica son las siguientes: 
- No se basa en la captura de un determinado vehículo (lo que a nivel 
computacional resultaría muy costoso). 
- Es una técnica muy robusta al ruido. 
 
 
Procedimiento 
 
El proceso a seguir se divide en dos pasos: 
 
1. Primero de todo, de cada frame se extraerá el perfil de intensidad de 
cada carril y, a partir de estos perfiles de intensidad, se determinará el 
flujo de intensidad en el dominio espacio-tiempo, en el cual los vehículos 
aparecen como líneas. 
2. A continuación ya se podrá estimar la velocidad del tráfico. 
 
 
1. Perfiles de intensidad. 
 
Para generar el perfil de intensidad de un carril, primero se creará una máscara 
en un determinado frame (escogido arbitrariamente), la cual dejará pasar las 
intensidades de los píxeles en una región de interés (Fig. 1.2). 
 
 
 
Fig. 1.2
 Imagen filtrada [7] 
 
 
Seguidamente, se calculará la luminancia del frame y, para cada columna, se 
escogerá el máximo valor de intensidad. De esta manera, se obtendrá el perfil 
de intensidad correspondiente a dicho frame: 
 
 
 
 
Fig. 1.3
  Perfil de intensidad [7] 
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A continuación, lo anterior se aplicará a todos los frames del vídeo y, una vez 
se tengan todos los perfiles de intensidad, se seleccionará la posición (en 
píxeles) del máximo valor de intensidad de cada frame (la posición del pico 
máximo) y se realizará una interpolación para conseguir todos los valores 
intermedios. Como resultado se obtendrá el flujo de intensidad en el dominio 
espacio-tiempo (Fig. 1.4 y Fig. 1.5): 
 
 
       
 
Fig. 1.4
 Flujo de intensidad             Fig. 1.5 Flujo de intensidad 
(autopista I-80E). [7]                                      (autopista I-80W). [7] 
 
 
Para cambiar las unidades de píxeles a pies, se calculará un factor de escala a 
partir de las dimensiones de la autopista medidas en la imagen y sus 
correspondientes dimensiones reales. 
 
Tal y como se puede observar, los resultados del flujo de intensidad se podrían 
equiparar a una trayectoria, en la cual las líneas se corresponden con los 
vehículos que circulan en ese momento. De hecho, vehículos diferentes se 
pueden corresponder con una única línea al igual que, dos vehículos que 
circulan muy próximos el uno del otro, también se pueden corresponder con 
una única línea.  
 
Por otro lado, una limitación existente es que los vehículos oscuros o pequeños 
serán difícilmente detectados. 
 
 
2. Estimación de la velocidad. 
 
Una vez obtenida la representación del flujo de intensidad, se podrá estimar la 
velocidad de circulación de los vehículos. Para estimar la velocidad del tráfico 
en un punto determinado (t,x) de la gráfica correspondiente al flujo de 
intensidad, se definirán dos rectángulos de las mismas dimensiones. Uno de 
ellos se centrará en el punto ( )xt ,τ+  y el otro en el punto ( )xt ,τ− . 
Seguidamente,  el rectángulo centrado en ( )xt ,τ+  se desplazará hacia arriba 
hasta quedar centrado en un punto que pertenezca a una de las líneas que 
conforman  la gráfica del flujo de intensidad y, del mismo modo, el rectángulo 
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centrado en ( )xt ,τ−  se desplazará hacia abajo hasta quedar centrado en la 
misma línea que el anterior rectángulo. Gráficamente se podría representar del 
siguiente modo: 
 
 
 
Fig. 1.6 Representación gráfica de la estimación de la velocidad del tráfico en 
un punto (t,x). 
 
 
Por último, siendo valores conocidos los centros de ambos rectángulos, la 
velocidad en el punto (t,x) se puede calcular como la pendiente del segmento 
de línea que tiene como extremos los dos centros: 
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En el caso de determinar la velocidad en todos los puntos (t,x) que conforman 
la línea en cuestión, la velocidad total sería la siguiente: 
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2. ALGORITMO DE PROCESADO DE IMAGEN 
 
 
A continuación se presenta el algoritmo implementado a partir de MatLab para 
la obtención de la velocidad de los vehículos mediante una cámara no 
calibrada. Este capítulo se divide en tres apartados: 
 
1. Calibración de la cámara y obtención del factor de escala de la imagen 
2. Estimación de la velocidad 
3. Estimación del error cometido 
 
 
 
 
     8 
 
 
 
 
 
 
 
 
 
 
 
2.1. CALIBRACIÓN DE LA CÁMARA Y OBTENCIÓN DEL 
FACTOR DE ESCALA DE LA IMAGEN  
 
En este apartado se explicarán todas las funciones implementadas para la 
calibración automática de la cámara y para la obtención del factor de escala 
medio que permitirá conocer la relación entre píxeles de la imagen y metros 
reales de distancia recorridos por cualquier vehículo. Una vez calculado el 
factor de escala medio, ya se podrá determinar la distancia real recorrida por el 
vehículo y, por consiguiente, su respectiva velocidad media.  
 
El proceso de calibración de una cámara se basa en encontrar los valores de 
posición y orientación de dicha cámara a partir de un punto o puntos conocidos 
en el espacio, los cuales son proyectados en 2D en cada uno de los 
fotogramas capturados por la cámara. En este algoritmo, el punto que se 
tomará como referencia para posteriormente calcular los parámetros de la 
cámara es el punto que une las dos líneas que conforman los bordes de una 
carretera en el infinito: el punto de fuga. A partir de este punto y asignando 
manualmente el ángulo de inclinación de la cámara respecto al eje vertical (ø), 
se podrá hallar el ángulo de giro de la cámara respecto al eje horizontal (θ), su 
respectiva distancia focal (f’) y la altura a la que se encuentra del plano 
terrestre (h’). La distancia focal es un parámetro específico de la cámara que se 
     9 
corresponde con la distancia existente entre el plano de las imágenes 
capturadas y el centro de la lente. 
 
Una vez calibrada la cámara, para calcular el factor de escala medio (en 
píxeles/m) será necesario determinar el periodo de repetición (en píxeles) de 
las rayas que conforman la línea discontinua de separación de carriles de la 
carretera. Para ello, se tendrá que realizar una transformación de sistemas de 
coordenadas espaciales que permita visualizar la carretera desde un plano 
paralelo al de la superficie terrestre. Conociendo el periodo de repetición (en 
píxeles) de las rayas que conforman esta línea discontinua en la imagen y su 
correspondiente periodo real en metros, se podrá calcular el factor de escala 
medio que se utilizará para obtener el desplazamiento (en unidades de 
distancia) recorrido por cada vehículo en el intervalo transcurrido entre dos 
frames. 
  
El proceso de calibración de la cámara y obtención del factor de escala consta 
de 6 funciones que se describirán a continuación: 
 
2.1.1. Carga del vídeo y cálculo del fondo de imagen  
 
El primer paso que se debe realizar en el procesado de imagen es la carga y el 
promedio de la secuencia de imágenes capturadas mediante la cámara. Es 
importante destacar que en todo momento se trabajará con la luminancia de las 
imágenes, la cual se corresponde con la intensidad de brillo de dichas 
imágenes. Por lo tanto, para calcular la luminancia de cada una de las 
imágenes de la grabación (la dimensión de las cuales es de 640x480 píxeles a 
color), se realizará una suma ponderada de las componentes de color rojo, 
verde y azul de cada uno de los píxeles que forman cada imagen: 
 
 
                              Y = 0,299*R + 0,587*G + 0,114*B                          (2.1) 
 
donde: 
 
Y: Luminancia de cada píxel de la imagen (valor comprendido entre 0 y 255). 
R: Componente de color rojo de cada píxel de la imagen. 
G: Componente de color verde de cada píxel de la imagen. 
B: Componente de color azul de cada píxel de la imagen. 
 
Como resultado se obtendrá una secuencia de imágenes (un vídeo) en escala 
de grises.  
 
Una vez calculada la luminancia de cada una de las imágenes, ya se podrá 
realizar el promedio de la secuencia de imágenes. Realizando este promedio 
se consigue eliminar el tráfico (los vehículos) y resaltar los bordes y las líneas 
de la carretera (Fig. 2.1); es decir, el resultado obtenido se corresponde con el 
fondo de la imagen (background). 
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                                                    ∑= lIL
B 1                                                   (2.2) 
 
donde: 
 
L: Número total de fotogramas de la grabación. 
Il: Luminancia de cada uno de los fotogramas. 
 
 
Considerando una situación real 
(es decir, una cámara totalmente 
estática situada a una cierta altura 
de una carretera), el promedio se 
realiza a partir de una larga 
secuencia de fotogramas, pues de 
esta manera se consigue reducir al 
mínimo la frecuencia de tráfico en 
la imagen. A diferencia de lo 
anterior, en este proyecto no 
siempre se ha podido adquirir una 
secuencia de vídeo con una 
cámara totalmente estática y, por 
lo tanto, ocasionalmente en esas  
Fig. 2.1
 Background (B) 
 
situaciones se ha realizado el promedio a partir de un número limitado de 
frames, ya que de lo contrario se habría obtenido un fondo de imagen muy 
difuso (a causa del ligero movimiento de la cámara durante la grabación). 
 
En el caso de no percibir una elevada intensidad de tráfico, otra manera de 
obtener el fondo de imagen de la secuencia sería considerando un único frame. 
Es decir, en esta situación el background se puede considerar directamente 
como el frame anterior o posterior al paso del vehículo, siendo necesario que la 
carretera esté libre de vehículos en esos instantes de tiempo. Procediendo de 
esta manera, los resultados finales que se obtienen serían muy similares a los 
que se podrían obtener en una situación real. 
 
 
2.1.2. Detección de bordes  
 
A partir de esta función se pueden detectar todos los bordes del fondo de 
imagen mediante el uso de la función ‘edge.m’ (disponible en el toolbox 
‘images\images’ de MatLab). La salida de esta función se corresponde con una 
matriz binaria “que llamaremos BW”, de tal manera que en cada posición de la 
matriz, se encontrará un 1 o un 0 dependiendo de si se ha detectado un borde 
o no: 
 
1 = se ha detectado un borde (sobre el fondo de imagen el píxel se representa 
de color blanco). 
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0 = no se ha detectado ningún borde (sobre el fondo de imagen el píxel se 
representa de color negro). 
 
En general, la función ‘edge.m’ presenta diversos métodos para la detección 
de bordes, tales como el operador de Sobel [8][1], el algoritmo de Canny, etc. 
En el artículo tomado como referencia para la realización de este proyecto se 
utilizó el operador de Sobel, el cual se basa en el cálculo de la magnitud y 
dirección del vector gradiente de cada uno de los píxeles. El vector gradiente 
de un píxel determinado se define como un vector orientado en la dirección de 
máxima variación de intensidad de dicho píxel (de negro a blanco), cuya 
magnitud depende de esa misma variación de intensidad. De este modo, si un 
píxel presenta una intensidad de brillo constante, la magnitud del vector 
gradiente será 0. Una vez calculada la magnitud y dirección del vector 
gradiente de cada uno de los píxeles, se aplicará el método de Otsu para hallar 
el umbral óptimo con el que se comparará la magnitud del vector gradiente de 
cada píxel. En el caso de que dicha magnitud sea superior al umbral, el píxel se 
considerará como ‘borde’; de lo contrario, se considerará que ese determinado 
píxel no pertenece a ningún borde. El método de Otsu se puede implementar 
con MatLab a partir de la función ‘graythresh.m’ (disponible en el toolbox 
‘images\images’). 
 
A diferencia de lo anterior, en este proyecto se decidió utilizar el algoritmo de 
Canny, debido a las imprecisiones en la detección de bordes que conllevaba la 
utilización del operador de Sobel. De hecho, se podría afirmar que el algoritmo 
de Canny es uno de los métodos más precisos para la detección de bordes, 
gracias a su gran capacidad para detectar bordes tanto de mucha como de 
poca intensidad.  
 
 
Algoritmo de Canny 
 
El algoritmo de Canny sigue una secuencia de tres pasos: 
 
1. Obtención del gradiente 
2. Supresión no máxima 
3. Histéresis de umbral 
 
 
1. Obtención del gradiente 
 
En este paso se calcula la magnitud y la orientación del vector gradiente en 
cada uno de los píxeles del fotograma. Antes de calcular el vector gradiente, se 
realiza un suavizado de la imagen original y una eliminación del posible ruido a 
partir de la aplicación de un filtro gaussiano sobre la imagen. El filtrado 
gaussiano se puede interpretar como la convolución de la imagen con una 
máscara predefinida, cuyos elementos vienen determinados por la desviación 
estándar del filtro ( )σ  y por una constante (c). Tal y como se muestra a 
continuación, los elementos de la máscara de convolución se calculan 
mediante la siguiente ecuación: 
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2
22
2
)(
·),( σσ
ji
ecjiG
+−
=                                      (2.3) 
donde: 
 
i,j: Fila y columna de cada elemento de la máscara considerando que el origen 
se encuentra en el centro de dicha máscara. 
 
 
c: Constante por la que se debe multiplicar cada elemento para que la suma de 
todos ellos sea igual a 1. 
 
σ : Desviación estándar del filtro cuyo valor está comprendido entre 0 y 3 
(cuánto más cercano a 3 sea el valor de σ , más suavizada quedará la imagen 
original). En este proyecto, este valor se ajusta manualmente. 
 
Un ejemplo de máscara de convolución de 5x5 elementos sería el siguiente (se 
considera 1=σ ): 
        
(2.4) 
 
Una vez se suaviza la imagen, para cada píxel se obtiene la magnitud y la 
orientación del vector gradiente. El vector gradiente de una imagen f(x,y) en un 
punto (x,y), se define como un vector bidimensional dado por la ecuación: 
 
 
                                 [ ]












∂
∂
∂
∂
=





=
y
yxf
x
yxf
yxG
yxG
yxfG
y
x
),(
),(
),(
),(),(                                  (2.5) 
 
 
Tal y como se ha comentado anteriormente, el vector gradiente es un vector 
perpendicular al borde que apunta en la dirección de máxima variación de 
intensidad (de negro a blanco). Su magnitud [ ]),( yxfG  y dirección ),( yxφ  
vienen dadas por: 
 
 
            
[ ] ),(),(),( 22 yxGyxGyxfG yx +=                                 (2.6) 
                            
                                       ),(
),(),(
yxG
yxG
arctgyx
x
y
=φ                                              (2.7) 
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Cuanto mayor sea esta variación de intensidad, mayor será la magnitud del 
vector gradiente. 
 
 
2. Supresión no máxima 
 
En este segundo paso se realiza una supresión de los píxeles que no 
presentan una máxima variación de intensidad (pequeña magnitud del vector 
gradiente). Para ello, se consideran las direcciones de 0º, 45º, 90º y 135º 
(respecto al eje horizontal) y a cada píxel se le asigna una de estas direcciones 
(la que más se aproxime a la dirección del vector gradiente calculada 
anteriormente). A continuación, se compara la magnitud del vector gradiente en 
la dirección asignada con la de al menos uno de sus píxeles vecinos en esa 
dirección. En el caso de que esta magnitud sea menor, se le asigna un 0 de 
magnitud a dicho píxel; de lo contrario, se le asigna al píxel el valor que tenga 
la magnitud del vector gradiente. Siguiendo este mismo procedimiento para 
cada uno de los píxeles, se consigue suprimir los píxeles que no presentan una 
elevada variación de intensidad y se obtienen los píxeles que se podrían 
considerar como posible ‘borde’. Un dato importante a añadir sería la 
introducción de ruido durante este procedimiento, el cual podría ocasionar una 
confusión en la asignación de valores de magnitud del vector gradiente de cada 
uno de los píxeles. De ser así, los píxeles con valor de magnitud 0 podrían 
pasar a tener un valor diferente y a considerarse como ‘borde’. 
 
 
3. Histéresis de umbral 
 
Un último paso en la aplicación del algoritmo de Canny es la realización de una 
histéresis de umbral con el objetivo de eliminar el posible ruido detectado en el 
paso anterior. Se consideran dos umbrales (el primero más pequeño que el 
segundo), de manera que para cada píxel de la imagen (con valor diferente de 
0) se observa si la magnitud del vector gradiente es superior al segundo 
umbral; de ser así, se asignará un 1 a dicho píxel. De lo contrario, se tendrá 
que comparar si ese valor de magnitud es superior al primer umbral. En el caso 
de que sea superior, también se asignará un 1 a ese píxel, pero si se trata de 
un valor inferior, se le asignará un 0 (es decir, por debajo del primer umbral no 
se detectará ningún píxel como ‘borde’). Como resultado, se obtiene una 
imagen binaria (salida de la función) que en adelante se representará como 
una matriz. 
 
En la Fig. 2.2(Der) se muestra un ejemplo de la salida de esta función: 
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Fig. 2.2 (Izq) Background (B). (Der) Imagen binaria (BW). 
 
 
2.1.3. Detección de líneas  
 
Una vez obtenida la matriz binaria (BW) en la función anterior, se aplicará la 
Transformada de Hough a dicha matriz para poder detectar las líneas 
principales que conforman la carretera. A partir de la función ‘hough.m’, se 
obtendrá la matriz H y los vectores ρ y θ. 
 
A continuación, se explicará de forma muy analítica los pasos que sigue la 
Transformada de Hough mediante el siguiente ejemplo: 
  
Supóngase la siguiente matriz binaria (BW) de la Fig. 2.3, donde los píxeles 
de interés se encuentran en las siguientes coordenadas (X,Y): (5,1), (6,2), 
(7,3), (8,4), (9,5). 
 
 
 
 
Fig. 2.3 Matriz binaria (BW) 
 
 
Para representar la línea que definen estos píxeles de valor 1, se considera la 
ecuación de una recta a partir de los parámetros ρ y θ (coordenadas polares): 
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y = 





+




 −
θ
ρ
θ
θ
sinsin
cos
x                                         (2.8) 
 
 
Simplificando la ecuación, 
 
ρ(θ) = x·cosθ + y·sin θ 
 
θ∈[-90,90] en grados 
 
Tal y como se muestra en la siguiente figura (Fig. 2.4), θ se corresponde con la 
dirección (medida con respecto al eje x) en la que se evaluará cada uno de los 
píxeles de interés (para cada 
píxel se trazará una recta que 
corte perpendicularmente con 
esa dirección) y ρ con el 
módulo del vector o de cada 
uno de los vectores que se 
formen en esa dirección θ 
(distancia desde el origen de 
coordenadas a la recta que 
atraviesa el píxel de interés). 
Un dato importante a tener en 
cuenta sería la ubicación de 
este origen de coordenadas, 
ya que dependiendo de donde 
se sitúe, se obtendrán 
diferentes resultados para los 
valores de ρ y θ. 
 
 
Fig. 2.4 Representación de la línea 
 
 
En este caso, se considera que el origen se encuentra en la parte superior 
izquierda de la matriz binaria (BW). 
 
Partiendo de la ecuación de la recta en coordenadas polares (ρ(θ) = x·cosθ + 
y·sin θ), para cada θ se calcula la ρ correspondiente de solamente los píxeles 
de interés (los píxeles de interés son los que están a ‘1’ en la matriz binaria 
BW) y se almacenan los resultados en un vector (Fig. 2.5). 
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Fig. 2.5 Vectores θ y ρ 
 
 
En este ejemplo, la matriz binaria (BW) sólo consta de 5 píxeles con valor ‘1’; 
por lo tanto, para cada ángulo θ sólo se obtendrán 5 posibles valores de ρ. 
En cuanto a estos valores de ρ, se observa que para θ=-60º, la ρ es la misma 
para los 5 píxeles; es decir, los 5 píxeles están alineados y, por lo tanto, eso 
significa que se ha encontrado una línea principal. A diferencia de eso, para 
θ=90º no hay ningún valor de ρ igual y, 
por lo tanto, se deduce que los píxeles de 
interés no se encuentran alineados 
horizontalmente. 
 
A partir de los vectores θ y ρ de la Fig. 
2.5 se rellena la matriz H (Fig. 2.6) que 
devuelve esta función, de manera que el 
valor de cada una de las posiciones de 
esta matriz se corresponde con el 
número de píxeles que comparten un 
determinado valor de ρ, alineados en la 
dirección perpendicular a θ. Por ejemplo, 
para el caso anterior, se obtendría lo 
siguiente: 
 
La línea definida por θ=-60º y ρ=2 
atraviesa 5 píxeles de interés. El resto de 
líneas posibles tan solo atraviesan 1 píxel 
o ninguno.  
 
Fig. 2.6 Matriz H 
 
 
En general, los valores máximos de la matriz H se corresponden con las líneas 
detectadas. En este ejemplo se puede afirmar que se ha detectado una única 
línea. 
 
Para acabar de ilustrar la técnica de Hough para la detección de líneas, se 
presenta la siguiente imagen binaria (Fig. 2.7) de dimensiones conocidas: 
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Fig. 2.7 Imagen binaria 
 
 
Previamente se realizarán los cálculos reales de θ y ρ de cada una de las 
líneas, con el objetivo de verificar que los resultados que se obtengan al aplicar 
la Transformada de Hough sean los correctos. Los cálculos se muestran en las 
siguientes tablas: 
 
 
Tabla 2.1. Cálculo de los ángulos α, θ1 y ρ1 
 
α  1θ  1ρ  
º45
200
200
arctan =





 90º-α  = 45º 200 · sinα  = 141,42 
 
 
Tabla 2.2. Cálculo de los ángulos β, θ2 y ρ2 
 
β  2θ  2ρ  
º565,26
400
200
arctan =





 90º- β  = 63,43º 400 · sin β  = 178,88 
 
 
Una vez realizados estos cálculos trigonométricos, se aplicará la Transformada 
de Hough a la imagen binaria y se representará con MatLab la matriz H 
obtenida. Los resultados se muestran en la Fig. 2.8: 
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Fig. 2.8(a) Representación gráfica de la matriz H  
      
 
 
 
Fig. 2.8(b) Máximos de la matriz H (ampliación de la Fig. 2.8(a)) 
 
 
Los resultados obtenidos se aproximan mucho a los cálculos trigonométricos 
realizados: encontramos un máximo en θ1=45º y ρ1=140,31 y un segundo 
máximo en θ2=63º y ρ2=179,40. Se podría comentar que estas pequeñas 
diferencias son debidas a  la falta de precisión en la realización del trazado de 
las dos líneas, ya que éste se realizó manualmente.  
 
Tal y como se ha comentado anteriormente, los valores máximos de la matriz H 
indican que en esas posiciones de la matriz se han detectado líneas 
principales, cuyo número de píxeles es igual al valor encontrado en dicha 
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posición. En la representación gráfica adquieren una elevada intensidad, 
debido a la concentración de píxeles en esas coordenadas. 
 
A partir de la función ‘houghpeaks.m’ (disponible también en el toolbox 
‘images\images’ de MatLab) se hallarán las coordenadas de los máximos de la 
matriz H detectados (Fig. 2.9). Para asegurarse de que sólo se detecten líneas 
principales, en esta misma función se fijará un umbral de detección de los 
máximos, de manera que sólo se considerarán máximos de Hough los valores 
de la matriz H que sean iguales o superiores a dicho umbral (el resto de valores 
harán referencia a líneas de pocos píxeles, líneas no principales de la imagen 
binaria). Además, mediante esta función también se podrá especificar el 
número máximo de máximos de Hough que se desea detectar. 
 
 
 
 
Fig. 2.9 Detección de las coordenadas de los máximos de la matriz H 
 
 
Una vez detectadas las coordenadas de los máximos de la matriz transformada 
de Hough, a partir de la función ‘houghlines.m’ (disponible en el toolbox 
‘images\images’ de MatLab)  se representarán las líneas principales (Fig. 2.10). 
Para ello, a esta función se le pasarán las coordenadas de los máximos como 
parámetro de entrada y, de este modo, se obtendrá como resultado un vector 
de líneas. Además, como parámetros de entrada, también se puede especificar 
la mínima longitud de la línea encontrada (despreciando las líneas que se 
encuentren por debajo de ese valor) y la mínima separación entre líneas, de tal 
manera que si se detectan dos líneas separadas una distancia menor que el 
valor especificado, tan solo se representará una única línea. 
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Fig. 2.10 Líneas detectadas 
 
 
Por último, detallar que a partir de esta función, el usuario podrá seleccionar la 
vía en la que desea detectar las líneas principales; es decir, los bordes de la 
carretera por la que circulan los vehículos cuyas velocidades se desea medir. 
Todo esto se realiza mediante la función ‘ginput’ de MatLab, la cual permite 
seleccionar con el mouse la región del background (B) en la que se desean 
detectar las dos líneas principales que limitan la carretera.  
 
 
2.1.4. Cálculo del punto de fuga  
 
A partir de esta función se puede determinar el punto de corte de las líneas 
principales encontradas (supuestamente de las líneas que limitan la carretera y 
que se cortan en un punto del infinito). Considerando la ecuación de una recta 
en coordenadas polares, se construirán las siguientes 3 matrices: 
 
X
 : matriz 2x1 incógnita de coordenadas 
∞
u
∞
v (punto de intersección de las 
líneas). 
 
X = 





∞
∞
v
u
                                                    (2.9) 
 
 
Y: matriz 2x2 que contiene los cosenos y los senos de los ángulos que 
representan a las líneas principales extraídas de la matriz transformada de 
Hough. 
 
        Y = 





22
11
sincos
sincos
θθ
θθ
                                    
(2.10)
 
 
 
Z: matriz 2x1 que contiene los parámetros ρ  de las dos líneas indicadas 
anteriormente. 
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    Z = 





2
1
ρ
ρ
                                                         
(2.11)
 
 
 
Sabiendo que θθρ ·sin·cos
∞∞
+= vu   se puede afirmar que Z = Y · X. 
 
 
          





2
1
ρ
ρ
= 





22
11
sincos
sincos
θθ
θθ
· 





∞
∞
v
u
                                         
(2.12) 
 
 
Finalmente, despejando X  se obtendrán las coordenadas del punto de fuga 
(
∞
u  y 
∞
v ). 
 
 
2.1.5. Transformación de dominios espaciales 
 
Esta función permite pasar del sistema de coordenadas utilizado por la cámara 
al sistema de coordenadas utilizado por la carretera (y viceversa). 
Concretamente, lo que interesa es realizar un estiramiento (“straightening”) de 
la zona de interés para poder conseguir los objetivos siguientes:  
 
 Calcular el factor de escala promedio que habrá que aplicar a la 
secuencia de imágenes; es decir, conocer la relación entre píxeles de la 
imagen y distancias reales. 
 
 Calcular el desplazamiento (en distancia) de cada vehículo. 
 
Por lo tanto, se podría decir que se trabajará en dos dominios: en el dominio 
espacial de la cámara y en el dominio espacial de la carretera. Hasta entonces, 
el dominio en el que se ha estado trabajando se correspondía con el de la 
cámara, cuya zona de interés se  podría representar por un triángulo 
comprendido por las dos líneas que limitan la carretera y que interseccionan en 
el punto de fuga. Al realizar este cambio de sistemas de coordenadas, se 
modificará esta región de interés: se pasará a considerar una región de interés 
rectangular. En la Fig. 2.11 se muestran los dos sistemas de coordenadas 
espaciales. 
 
Y, X, Z (sistema de coordenadas de la cámara) ↔  x, y, z (sistema de coordenadas de la carretera) 
 
donde: 
 
Y: Se corresponde con el eje paralelo a la fila central de la imagen grabada por 
la cámara. 
X: Eje orientado a lo largo de la línea de visión de la cámara. 
Z: Eje paralelo a la columna central de la imagen grabada por la cámara. 
ø: Ángulo de inclinación de la línea de vista de la cámara (X) respecto al plano 
horizontal de la cámara (ø < 0).  
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h’: Se corresponde con la altura a la que se encuentra la cámara respecto de la 
superficie de la carretera. 
x: Eje paralelo a la dirección de la carretera que intersecciona con el eje X 
formando un ángulo ø. 
y: Eje perpendicular a la dirección de la carretera. Forma un ángulo θ con el eje 
Y de la imagen. 
z: Eje perpendicular al plano xy. 
 
 
 
 
Fig. 2.11 Sistemas de coordenadas espaciales 
 
 
Para realizar esta conversión de sistemas de coordenadas espaciales será 
necesario utilizar la matriz de rotación A, cuyos coeficientes se podrán calcular 
a partir de los ángulos θ y ø. 
 
 
A = 










−
−
φφ
θφθθφ
θφθθφ
cos0sin
sinsincossincos
cossinsincoscos
                             
(2.13)
 
 
 
Uno de los requisitos imprescindibles para realizar correctamente esta 
conversión (situación ideal) sería el hecho de que la cámara no se encuentre 
inclinada hacia alguno de sus laterales; es decir, el eje Y tiene que ser 
totalmente paralelo al plano xy (a la superficie de la carretera). Tal y como se 
observa en la matriz A, el coeficiente a32 es 0, de modo que se está 
considerando que no existe ningún ángulo de inclinación del eje Y con respecto 
al plano xy de la carretera. 
 
Previamente a la transformación de dominios espaciales, se tendrá que 
trasladar el sistema de coordenadas de la cámara X,Y,Z a un sistema de 
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coordenadas bidimensional u.v con la finalidad de proyectar la imagen grabada 
por la cámara en 2D. Para ello, se utilizarán las siguientes ecuaciones: 
 
 
                                                 
X
Yfu '=
      
(2.14) 
 
                                                 
X
Zfv '=        (2.15) 
donde: 
 
f’: Se corresponde con la distancia focal de la cámara. 
 
En definitiva, los pasos a seguir para realizar esta transformación son los 
siguientes: 
 
1. Siendo conocidas las coordenadas del punto de fuga (
∞
u ,
∞
v ), se escoge un 
ángulo de inclinación de la cámara ø (típicamente unos -8º) y se calcula la 
distancia focal f’: 
 
 
  
∞
v  = f’·tan ø    f’ = )º8tan(−
∞
v
                                     
(2.16)
 
 
 
2. Seguidamente, con el resultado anterior se calcula θ: 
 
 
∞
u = -f’·sec ø ·tan θ    θ = arctan 




 −
∞
φ'·secf
u
 = arctan 




 −
∞
'
·cos
f
u φ
             
(2.17)
 
 
 
3. A partir de θ y ø se puede calcular la matriz de rotación A: 
 
 
    A = 










333231
232221
131211
aaa
aaa
aaa
 = 










−
−
φφ
θφθθφ
θφθθφ
cos0sin
sinsincossincos
cossinsincoscos
                  
(2.18) 
 
 
4. A continuación se definirán dos puntos (p1 y p2), que se corresponderán con 
los extremos de las rectas que interseccionan en el punto de fuga: 
 
Las coordenadas de esos dos puntos y del punto de fuga se representan en la 
Fig. 2.12: 
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p1 = (u1,Vmax) 
p2 = (u2, Vmax) 
VP =
∞
p = (
∞
u , 
∞
v ) 
 
Vmax se corresponde con el valor menor 
de v de los extremos (de las líneas) que 
forman la base del triángulo (es decir, 
con el máximo valor de v que tienen en 
común las dos líneas). 
 
 
 
 
 
 
 
 
Fig. 2.12 Área de interés en dominio espacial de la cámara 
 
 
Tomando el background (B) de un vídeo real el resultado sería el siguiente: 
 
 
 
 
Fig. 2.13 Representación gráfica del área de interés  
 
 
Una vez obtenidos p1 y p2 se pasarán estos puntos al dominio espacial de la 
carretera y se obtendrán q1 y q2 (Fig. 2.14). Para realizar esta transformación 
se empleará la matriz A definida en (2.17). Las operaciones a realizar son:  
 
 
        
vafa
vauafahx
·'·
··'·
'·'
3331
131211
+
++
=                                         (2.19) 
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vafa
vauafahy
·'·
··'·
'·'
3331
232221
+
++
=                                        (2.20) 
 
 
(Nota: Inicialmente el valor de h’ es desconocido; por lo tanto, se considerará 
h’=1). 
 
De esta manera se hallará x1’, y1’, x2’, y2’ y se obtendrá q1 = (x1’, y1’) y q2 = (x2’, 
y2’). 
 
En MatLab estos cálculos se realizan de forma matricial. En este caso, para 
pasar del dominio uv al dominio x’y’ se define la siguiente matriz MI: 
 
u,v  x’,y’ 
 
 
        MI = 










3331
232221
131211
0'·
'·'·''··
'·'·''··
afa
hahafha
hahafha
          
[ ]










=










21
2121
21 11
·'·'·
'·'·
vv
uuMIyy
xx
λλ
λλ
λλ
        (2.21) 
 
 
Por lo tanto, para obtener los valores de x1’, y1’, x2’ e y2’ es necesario calcular 
previamente el valor de λ, despejándolo de la propia relación matricial (2.20).  
 
 
Fig. 2.14 Area de interés en el dominio espacial de la carretera 
 
 
5. Con los resultados obtenidos ya se puede calcular h’ y ya se pueden calcular 
los puntos q1 y q2 definitivos a partir del procedimiento aplicado anteriormente 
(Nota: W se corresponde con la anchura de la base triangular de la región de 
interés del dominio espacial u,v de la cámara): 
       
      26 
      h’ = 
'' 12 yy
W
−
 ;  W = u2 – u1                                       (2.22) 
 
 
6. A partir de aquí ya se pueden definir las dimensiones de la región de interés 
rectangular del dominio espacial de la carretera (Fig. 2.15): 
 
Ymin’ = y1’; 
Ymax’ = y2’; 
Xmin’ = max(x1’, x2’); 
Xmax’ = Xmin’ + height 
En este dominio la anchura del rectángulo queda definida por W = y2’- y1’, 
mientras que la altura (height) se corresponde con un valor que se asigna 
heurísticamente. Al igual que en el dominio espacial de la cámara, en este 
dominio también queda recortada el área de interés (debido a que los puntos q1 
y q2 no se encuentran alineados). Es por este motivo que Xmin’ se 
corresponderá con el valor máximo de la coordenada x’ de los puntos q1 y q2. 
 
 
 
Fig. 2.15 Dimensiones de la región de interés rectangular 
 
 
7.
 Una vez conocidos estos vértices se podrán deducir todos los puntos 
intermedios x’, y’ y, por lo tanto, ya se podrán trasladar estos puntos al dominio 
espacial de la cámara con el objetivo de asignar a cada uno de ellos su 
respectivo valor de luminancia: 
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Al igual que en el caso anterior (en el cual se pasaba del dominio u,v al dominio 
x’,y’), este cambio de sistemas de coordenadas también se llevará a cabo de 
forma matricial. De este modo, para pasar del dominio x’,y’ al dominio u,v se 
definirá la siguiente matriz M: 
 
x’,y’  u,v 
 
 
M = 

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(2.25) 
 
 
A continuación se representarán en el sistema de coordenadas de la cámara 
todos los puntos del dominio x’,y’ (Fig. 2.16 y 2.17) y se demostrará que 
coinciden con la región de interés predefinida; es decir, con parte del triángulo 
comprendido por los vértices p1, p2 y ∞p . El hecho de que los puntos coincidan 
con todo el área del triángulo o tan solo con una pequeña parte, dependerá del 
valor de ‘height’ (altura del rectángulo) que se haya asignado previamente. 
 
 
          
 
Fig. 2.16
 height = 4096 filas de puntos    Fig. 2.17 height = 512 filas de puntos  
x’,y’ y W = 438 columnas de puntos   x’,y’ y W = 438 columnas de puntos                                                           
x’,y’ x’,y’ 
  
8. Por último, se realizará una interpolación lineal de cada uno de los puntos 
x’,y’ para obtener el valor correcto de luminancia (valor comprendido entre 0 y 
255) de cada uno de dichos puntos, ya que tal y como se puede observar, un 
mismo píxel del background de la secuencia de imágenes contiene más de un 
punto x’,y’. (Nota: La luminancia hace referencia a la intensidad de la imagen; 
es decir, a una imagen en escala de grises. Se corresponde con la suma 
ponderada de las componentes de rojo, verde y azul del color del píxel). 
 
Para realizar la interpolación se utilizará la función ‘interp2.m’ que hay 
disponible en el toolbox ‘matlab\polyfun’ de MatLab. La matriz resultante se 
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corresponderá con el background (rotado 90º en sentido antihorario) de esa 
región específica de la imagen (véase la Fig. 2.19). 
 
 
                    
 
Fig. 2.18
 Puntos del dominio x’,y’   Fig. 2.19 Matriz S correspondiente 
representados sobre los píxeles de  a la transformación del fondo de 
   la imagen (dominio u,v)                           imagen (girado 90º). height =4096    
filas   de puntos x’y’ 
  
         
2.1.6. Detección de la línea discontinua y obtención del factor de 
escala 
 
Una vez obtenido el background (resultado de la función anterior) y habiéndose 
transformado la región de interés al dominio x’,y’ (de forma que la región de 
interés corresponde a un rectángulo), el siguiente paso será detectar el periodo 
de repetición de las rayas que forman la línea discontinua de la carretera. Una 
vez conseguido ese valor y conociendo el periodo real de una línea 
discontinua, se podrá calcular el factor de escala medio que relaciona píxeles 
con metros; es decir, para saber cuántos píxeles de la imagen se corresponden 
con 1 metro de distancia. 
 
 
scale factor [píxeles/m] = 
periodstripetrue
periodstripeimage
__
__
                    (2.26) 
 
 
Periodo de las rayas que forman la línea discontinua de la imagen 
 
Para detectar la fila de interés del background (fila en la que se encuentra la 
línea discontinua de la carretera), primero se normalizará a 1 toda la matriz S 
(Fig. 2.19) y se realizará una autocorrelación por filas (recuérdese que se ha 
decidido que la carretera transcurra horizontalmente en la imagen). 
 
 
         ∑ ∑ −+=−−+=
r r
cccc HrcSkrcSrcSkrcSkC µµµ ),(),()),()(),(()(      (2.27) 
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                                                ∑=
r
c rcSH
),(1µ                                       (2.28) 
 
donde: 
 
Cc: Se corresponde con la matriz de autocorrelación. 
S: Matriz resultante de la transformación del fondo de imagen. 
c: Columnas de la matriz S. 
r: Filas de la matriz S. 
k: Desplazamiento. 
cµ : Valor medio de las columna c de la matriz S. 
H: Parámetro ‘height’ de la matriz S.  
 
Para realizar la autocorrelación se aplicará la Transformada Rápida de Fourier 
por filas [9][2] a toda la matriz y se eliminará el nivel medio de cada fila; es 
decir, se forzará que la primera columna de la matriz (que representa la 
frecuencia de 0Hz) sea 0. La utilización de la Transformada Rápida de Fourier 
hace recomendable (para acelerar su cálculo) emplear una potencia de 2 como 
número de puntos en la variable ‘height’.  
 
 
      [ ] [ ]∑
−
=
−
=
1
0
2
·
N
n
N
knj
enxkX
pi
                                                
(2.29)
 
 
 
Una vez hecho esto, se calculará el módulo al cuadrado de la matriz y se  
aplicará la Antitransformada Rápida de Fourier por filas [9][2]. 
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∑
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Por último, se buscará la fila en la que se encuentra el valor máximo de 
únicamente la zona central de la matriz resultante (de este modo, se evitará la 
posible detección de líneas que se encuentren en los laterales de la carretera). 
Esta fila se corresponderá con la de la línea discontinua central de la carretera 
(línea discontinua de la Fig. 2.19). Representando la matriz de autocorrelación 
(Fig. 2.20(Der)) y la fila que contiene al máximo de la autocorrelación (Fig. 
2.20(Izq)) se obtienen los siguientes resultados: 
      30 
          
 
Fig. 2.20 (Izq) Fila de interés de la matriz de autocorrelación. (Der) Matriz de            
autocorrelación por filas del fondo de imagen.                                  
  
 
La autocorrelación se basa en la superposición (cilíndrica) de una imagen 
consigo misma, de manera que una de las dos imágenes se irá desplazando 
sobre la otra (se realizará una convolución). De este modo, cada vez que los 
píxeles de las imágenes coincidan completamente, la salida de la 
autocorrelación será máxima. Tal y como se puede observar en las 
representaciones anteriores, cada pico se corresponde con un máximo de la 
autocorrelación; por lo tanto, conociendo la distancia entre dos máximos, se 
podrá obtener el periodo de repetición (en píxeles) de las rayas que forman la 
línea discontinua. 
 
 
Periodo real de las rayas que forman una línea discontinua 
 
El periodo real de una marca longitudinal discontinua para la separación de 
carriles en vías donde la velocidad de circulación está comprendida entre los 
60 Km/h y los 100 Km/h es de 12,5 m [10]. Marca M-1.2 de la Fig. 2.21: 
 
 
      31 
 
 
Fig. 2.21 Marcas longitudinales discontinuas para la separación de carriles 
normales 
 
 
Una vez sabidos los dos periodos de la marca discontinua (periodo en píxeles y 
periodo en metros) ya se puede calcular el factor de escala. 
 
 
2.2. ESTIMACIÓN DE LA VELOCIDAD
 
 
Finalmente, queda por implementar una función que determine el número de 
píxeles recorridos por un móvil de interés para luego, mediante el factor de 
escala, estimar la velocidad del mismo. 
 
Se seleccionarán del vídeo que contiene el desplazamiento del móvil dos 
frames de interés (no necesariamente consecutivos) y se calcularán sus 
respectivas luminancias. Una vez hecho esto, a una parte de cada uno de ellos 
(determinada por ‘height’) se le aplicará la ‘Transformación de dominios 
espaciales’ explicada anteriormente. De esta manera, tal y como se muestra en 
las Fig. 2.22 y 2.23, se conseguirá pasarlos al sistema de coordenadas 
utilizado por la carretera y girarlos 90º. 
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(Nota: En este caso se han seleccionado los frames #16 y #19 de una 
secuencia de 47
 
frames adquiridos a intervalos de 0,04s). 
           
 
          
     
 
Fig. 2.22
 Frame #16         Fig. 2.23 Frame #19 
 
 
 
 
Fig. 2.24
 Transformación del fondo de imagen (girado 90º)  
 
 
Una vez se tienen los dos frames girados 90º, se restará el background de la 
Fig. 2.24 a los dos frames para poder disponer solamente del vehículo (se 
suprimirá la carretera). Como resultado, se obtienen las Fig. 2.25 y 2.26: 
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Fig. 2.25
 Frame #16 - Background     Fig. 2.26 Frame #19 - Background 
 
 
A partir de aquí ya se podrá realizar una correlación cruzada (de estos dos 
frames) para obtener el desplazamiento del vehículo en píxeles. 
 
 
∑ ++ −−+=
r
lcllclc rcSkrcSkCC )),()(),(()( 1,1, µµ  
                                     ∑ ++ −+=
r
lclcll HrcSkrcS 1,,1 ),(),( µµ                          (2.31) 
 
donde: 
 
CCc: Matriz resultante de la correlación cruzada de los dos frames. 
Sl: Matriz correspondiente al primer frame de interés (Fig. 2.25). 
Sl+1: Matriz correspondiente al segundo frame de interés (Fig. 2.26). 
c: Columnas de las matrices Sl y Sl+1. 
r: Filas de las matrices Sl y Sl+1. 
k: Desplazamiento. 
lc,µ  y 1, +lcµ : Valores medios de las columnas de las matrices Sl y Sl+1, 
respectivamente. 
H: Parámetro ‘height’ de las matrices Sl y Sl+1. 
 
Para realizar la correlación cruzada, primero se normalizará a 1 las dos 
matrices correspondientes a los dos frames. Seguidamente, se aplicará la 
Transformada Rápida de Fourier a cada una de las filas de los dos frames y se 
forzará que la frecuencia de 0Hz sea 0 (se eliminará el nivel de continua que en 
la luminancia pudiera tener la fila). 
 
Por último, se calculará el complejo conjugado de la matriz que se corresponde 
con el segundo frame (frame #19) y el resultado se multiplicará por la matriz 
que se corresponde con el primer frame (frame #16). Una vez hecho esto, se 
aplicará la Antitransformada Rápida de Fourier por filas.  
                                        
 
Representando la matriz resultante de la correlación cruzada en 2D (Fig. 
2.27(Izq)) y en 3D (Fig. 2.27(Der)), se obtienen las siguientes gráficas: 
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Fig. 2.27 (Izq) Correlación cruzada en 2D. (Der) Correlación cruzada en 3D. 
 
 
A partir del resultado obtenido, para saber la distancia en píxeles recorrida por 
el vehículo se considerarán dos posibles situaciones: 
 
 Si el pico máximo resultante se encuentra en una posición superior a 
‘height’/2, la distancia recorrida será negativa y, por lo tanto, la velocidad 
que se obtenga también será negativa (eso significará que el vehículo se 
está desplazando en dirección hacia la cámara): 
 
 
       desplazamiento = resultado correlación cruzada – ‘height’        (2.32) 
 
 
 De lo contrario, si el pico máximo resultante se encuentra en una 
posición inferior a ‘height’/2, la distancia recorrida será positiva y, por lo 
tanto, la velocidad también será positiva (en este caso se considerará 
que el vehículo se está desplazando en dirección contraria a la que se 
encuentra la cámara, alejándose de ella). 
 
 
    desplazamiento = resultado correlación cruzada                (2.33) 
 
 
Retomando el ejemplo que se está analizando, se observa que el pico 
resultante de la correlación cruzada se encuentra en 3764. Sabiendo que el 
parámetro ‘height’ es 4096, la distancia recorrida por el vehículo entre estos 
dos frames sería: 
 
desplazamiento = resultado correlación cruzada – ‘height’ = 3763-4096 = -333 
píxeles. 
 
Para saber la correspondencia en metros de este desplazamiento se aplicará el 
factor de escala calculado anteriormente: 
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−
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mpíxeles
píxeles
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333
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Por otro lado, para saber el tiempo transcurrido entre los dos frames de interés, 
se realizará el siguiente cálculo (Nota: Recuérdese que la velocidad de 
grabación de la secuencia [frames/s] es conocida): 
 
 
[ ] [ ][ ] === sframes
frames
sframesvelocidad
framesframesuencia
sdotranscurritiempo
/25
3
/
_sec
_ 0,12s   (2.35)                  
 
 
Finalmente, a partir de estos dos últimos resultados ya se puede obtener la 
velocidad media del vehículo durante ese intervalo de tiempo: 
 
 
      
[ ] [ ][ ] s
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mentodesplazamihKmv
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2.3. ESTIMACIÓN DEL ERROR COMETIDO 
 
En este apartado se estimará el error cometido en la determinación de la 
velocidad obtenida. 
 
La varianza de la velocidad se puede calcular mediante la siguiente ecuación: 
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donde: 
 
s: Velocidad obtenida en [m/s]. 
L: Periodo en [m] de las rayas que forman la línea discontinua de la carretera. 
l: Periodo en [píxeles] de las rayas que forman la línea discontinua de la 
carretera. 
∆t: Intervalo de tiempo en [s] entre fotogramas consecutivos. 
 
Teniendo en cuenta que el error cometido en la consideración del periodo real 
de la marca discontinua es del orden de 0,3m ( Lσ ) y que se ha tomado por 
valor del periodo real 12,5m (L), el porcentaje de error cometido en este 
parámetro es de 2,4%: 
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Del mismo modo, considerando que el error cometido en la obtención del 
periodo en [píxeles] de la marca discontinua de la carretera es 
aproximadamente de 1 píxel ( lσ ) y que este periodo es superior a 40 píxeles 
(l), el porcentaje máximo de error cometido en este parámetro es de 2,5%: 
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Por último, si se tiene en cuenta que el error cometido en el intervalo de tiempo 
entre fotogramas consecutivos ( t∆σ ) es inferior a 5ms y que dicho intervalo es 
de 0,04s (∆t), el porcentaje máximo de error cometido en este parámetro es de 
12,5% (Nota: Tal y como se comentó anteriormente, la velocidad de grabación 
de la secuencia es de 25 fotogramas/s. Por lo tanto, el tiempo transcurrido 
entre fotogramas se puede calcular como s
sfotogramas
fotograma
t 04,0
/25
1
==∆ ): 
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Una vez calculados estos tres porcentajes, ya se puede calcular el error 
cometido en la estimación de la velocidad de los vehículos: 
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Tal y como se observa, el error es de un 13% aproximadamente.  
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3. EJEMPLOS PRÁCTICOS Y VERIFICACIÓN DE LOS 
RESULTADOS OBTENIDOS 
 
 
En este capítulo se explicarán las pruebas de campo realizadas el 22 de Mayo 
de 2008. Estas pruebas se basaron en realizar 4 grabaciones a un mismo 
vehículo (desde diferentes perspectivas), donde en cada grabación se intentó 
que el vehículo circulase a una velocidad diferente. El objetivo de estas 
pruebas es verificar que las velocidades estimadas en cada grabación a partir 
del algoritmo explicado anteriormente se aproximan a las velocidades reales. 
Para ello, se compararán las velocidades estimadas con las obtenidas a partir 
de un receptor GPS embarcado en el vehículo. De este modo, si ambos 
resultados coinciden o se aproximan, se podrá confirmar que el algoritmo 
implementado funciona correctamente. 
(Nota: El error cometido en la determinación de la velocidad mediante el 
receptor GPS utilizado es del orden de 0,04Km/h. El procesador que incorpora 
dicho receptor GPS es de la marca SIRF [11]).  
 
A continuación se describirán los resultados obtenidos para uno de los vídeos: 
 
 
Tabla 3.1. Características del vídeo 
 
Nombre del vídeo ‘video43_v1.wmv’ 
Número total de frames 94 frames 
Frames de interés Frame #17 y Frame #20 
Parámetro ‘height’ 4096 píxeles 
  
 
Primeramente, se calculará el fondo de imagen (realizando el promedio de la 
secuencia de imágenes de la grabación) y se detectarán todos los bordes. Los 
resultados se muestran en las siguientes figuras (Fig. 3.1 y Fig. 3.2): 
     
 
                        
 
Fig. 3.1
 Cálculo del fondo de imagen     Fig. 3.2 Detección de bordes 
 
 
A continuación, se detectarán las líneas que conforman los bordes de la 
carretera (Fig. 3.3) y se determinará el punto de intersección de ambas líneas 
(Fig. 3.4): 
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Fig. 3.3 Detección de líneas  Fig. 3.4 Punto de fuga 
 
 
Una vez hallado el punto de intersección de las dos líneas (punto de fuga), se 
realizará la transformación de dominios espaciales con el objetivo de trasladar 
el fondo de imagen al dominio espacial de la carretera y así poder calcular el 
factor de escala. El resultado de la transformación se muestra en la siguiente 
figura (Fig. 3.5): 
 
 
 
 
Fig. 3.5 Fondo de imagen en el dominio espacial de la carretera (girado 90º) 
 
 
El siguiente paso será detectar el periodo de repetición (en píxeles) de las 
rayas que forman la línea discontinua de separación de carriles. Para ello se 
realizará una autocorrelación por filas de la matriz representada en la Fig. 3.5. 
La fila de interés (fila en la que se encuentra la marca discontinua) de la matriz 
de autocorrelación resultante se representa en la siguiente figura (Fig. 3.6): 
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Fig. 3.6 Fila de interés de la matriz de autocorrelación 
 
 
La distancia entre los dos primeros máximos de la Fig. 3.6 se corresponde con 
el periodo de repetición de las rayas (en píxeles). Siendo conocido el periodo 
real (en metros), el factor de escala se puede calcular como: 
 
image_stripe_period = 1342 píxeles. 
true_stripe_period = 12,5 m. 
 
scale factor [píxeles/m] = 
m
píxeles
periodstripetrue
periodstripeimage
5,12
1342
__
__
= = 107 píxeles/m 
              (3.1) 
 
Por último, para estimar la velocidad del vehículo, se seleccionarán del vídeo 
dos fotogramas en los que aparezca dicho vehículo (Fig. 3.7 y Fig. 3.8) y a 
cada uno de ellos se les aplicará la transformación de dominios espaciales. Los 
resultados obtenidos se muestran en las Fig. 3.9 y Fig.3.10: 
 
 
          
 
Fig. 3.7
 Frame #17 en el dominio     Fig. 3.8 Frame #20 en el dominio 
espacial de la cámara       espacial de la cámara 
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Fig. 3.9 Frame #17 en el dominio    Fig. 3.10 Frame #20 en el dominio 
espacial de la carretera      espacial de la carretera 
 
 
Para calcular el desplazamiento del vehículo en píxeles se realizará una 
correlación cruzada entre los dos fotogramas. Para ello, se tendrá que restar el 
fondo de imagen con el fín de disponer únicamente del vehículo (Fig. 3.11 y 
Fig. 3.12). El resultado de la correlación cruzada se muestra en la Fig. 3.13. 
 
 
           
 
Fig. 3.11
 Frame #17 - Background    Fig. 3.12 Frame #20 – Background 
 
 
 
 
Fig. 3.13 Correlación cruzada 
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Posición del pico máximo = 310 
 
La posición del pico máximo es inferior a ‘height’/2; por lo tanto, el 
desplazamiento en píxeles será: 
 
Desplazamiento = Resultado de la correlación cruzada = 310 píxeles.    (3.2) 
 
El signo positivo de este desplazamiento indica que el vehículo se está 
alejando de la cámara. 
 
Por lo tanto, siendo conocidos el factor de escala (calculado anteriormente) y la 
velocidad de grabación de la secuencia (25 frames/s), ya se puede calcular la 
velocidad del vehículo (en Km/h) a partir de las siguientes ecuaciones: 
 
 
[ ] [ ][ ] mpíxeles
píxeles
mpíxelesfactorscale
píxelesentodesplazami
mentodesplazami
/36,107
310
/_
== = 2,90 m       (3.3) 
 
 
[ ] [ ][ ] sframes
frames
sframesvelocidad
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3
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Si se compara este resultado con el obtenido mediante el receptor GPS (86 
Km/h), se observa que ambas velocidades son prácticamente iguales. En la 
siguiente figura se muestran las medidas de velocidad obtenidas por el receptor 
GPS en cada punto de la carretera: 
 
 
 
Fig. 3.14
 Medidas de velocidad (en Km/h) obtenidas por el receptor GPS  
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A partir del ejemplo explicado anteriormente se podría confirmar que el 
algoritmo implementado ofrece unos resultados muy precisos, pero a 
continuación se detallará que no siempre es así, ya que la precisión en la 
estimación de la velocidad depende en gran parte de los dos fotogramas de 
interés seleccionados. En la Fig. 3.15(Izq) se muestran las diferentes 
velocidades estimadas para el mismo vehículo a partir de todas las 
combinaciones posibles entre los dos fotogramas de interés del 
“vídeo43_v1.wmv”. Es decir, dependiendo de qué fotograma inicial y final se 
seleccione, se obtendrá una velocidad u otra mediante el algoritmo 
implementado. Por otra parte, en la Fig. 3.15(Der) se muestra el porcentaje de 
error cometido en la estimación de la velocidad para las diferentes 
combinaciones de fotograma inicial y final: 
 
 
        
 
Fig. 3.15 (Izq) Velocidad estimada según los frames escogidos. (Der) 
Porcentaje de error según los frames escogidos. 
 
 
Tal y como se observa en las dos figuras anteriores, la velocidad estimada para 
los fotogramas #17 y #20 es de 87Km/h y su correspondiente error cometido en 
dicha estimación es de sólo un 1%. De lo contrario, en el caso de seleccionar 
otros fotogramas tales como el #23 y el #24, se observa que el porcentaje de 
error cometido es de un 90% (Fig. 3.15(Der)). Se podría afirmar que, por lo 
general, cuanto menor sea el intervalo de tiempo transcurrido entre los dos 
fotogramas de interés seleccionados (como por ejemplo, en el caso de 
seleccionar dos fotogramas consecutivos), mayor será el porcentaje de error 
cometido en la estimación de la velocidad. 
 
Para el resto de grabaciones (de las 4 mencionadas con anterioridad), las 
velocidades estimadas y los porcentajes de error se muestran en las siguientes 
figuras: 
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Fig. 3.16 (Izq) Velocidades estimadas (“vídeo40_v1.wmv”). (Der) Porcentajes 
de error (“vídeo40_v1.wmv”).   
 
 
        
 
Fig. 3.17 (Izq) Velocidades estimadas (“vídeo41_v1.wmv”). (Der) Porcentajes 
de error (“vídeo41_v1.wmv”).  
 
  
      
 
Fig. 3.18 (Izq) Velocidades estimadas (“vídeo42_v1.wmv”). (Der) Porcentajes 
de error (“vídeo42_v1.wmv”). 
 
      44 
En general, una vez analizados los resultados anteriores de velocidad estimada 
y error cometido, se confirma que no parece existir ningún criterio de selección 
de fotogramas (a priori) que permita minimizar el porcentaje de error cometido 
en la estimación de la velocidad.  La única consideración que se puede extraer 
tras el procesado de estos vídeos, es que en la mayoría de los casos, la 
selección de dos fotogramas consecutivos conlleva a obtener porcentajes de 
error muy elevados. 
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4. CONCLUSIONES 
 
 
Las conclusiones que se pueden extraer de este proyecto son las siguientes: 
 
1. La técnica de estimación de la velocidad de los vehículos explicada 
anteriormente ofrecerá unos resultados aceptables siempre y cuando se tengan 
en cuenta los siguientes criterios a la hora de realizar los vídeos: 
 
- La cámara debe permanecer lo más estática posible durante la 
grabación y, como condición principal para que se realice correctamente 
la transformación de dominios espaciales, ésta no debe estar inclinada 
hacia alguno de sus laterales; es decir, el eje Y tiene que ser totalmente 
paralelo al plano xy (a la superficie de la carretera).  
 
- La carretera en la que se estimará la velocidad de los vehículos debe 
estar libre de curvas y rampas. 
  
- La cámara utilizada debe apuntar directamente a la carretera formando 
un ángulo lo suficientemente inclinado como para que se aproveche el 
campo visual de la imagen (a diferencia de la Fig. 4.1(Der)); es decir, el 
punto de intersección de los bordes de la carretera debe quedar fuera 
del área de grabación (Fig. 4.1(Izq)).  
 
 
       
 
Fig. 4.1 (Izq) Punto de fuga fuera del área de grabación. (Der) Punto de 
fuga dentro del  área de grabación. 
 
 
- El vídeo se debe realizar desde un lateral de la carretera y nunca desde 
el centro (Fig. 4.2(Izq)), ya que  una de las condiciones que se debe 
cumplir para que se detecten correctamente las dos líneas que 
conforman la carretera, es que la coordenada vertical ‘v’ seleccionada 
con el mouse por el usuario (en el sistema de coordenadas utilizado por 
la cámara) sea inferior a una de las líneas y, a la vez, superior a la otra 
(Fig. 4.2(Der)). 
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Fig. 4.2 (Izq) Vídeo realizado desde el centro de las dos vías. (Der) 
Vídeo realizado desde un lateral. 
 
 
- Se debe procurar que los extremos de las dos líneas de la carretera (en 
la parte inferior de la imagen) estén alineados. De no ser así, se 
desaprovecharán píxeles al seleccionar el parámetro ‘height’ que se 
desea aplicar para realizar la transformación de dominios espaciales, 
pudiéndose dar el caso de recortar una raya de la línea discontinua (Fig. 
4.3(Izq) y 4.3(Der)). 
 
 
     
 
Fig. 4.3 (Izq) Extremos no alineados. (Der) Representación de los 
puntos x’,y’ en el dominio espacial de la cámara. 
 
 
- La carretera no debe contener ninguna zona soleada en el área de 
interés (limitada por ‘height’), debido a que el sol obstaculiza la detección 
del periodo de las rayas que forman la línea discontinua de separación 
de carriles y, por lo tanto, esta situación influye directamente en el 
cálculo del factor de escala. Tal y como se observa en las siguientes 
figuras: 
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Fig. 4.4 (Izq) Carretera libre de zonas soleadas. (Der) Carretera con 
zonas soleadas. 
 
 
- El parámetro ‘height’ debe ser lo suficientemente elevado como para que 
se cubra al menos 3 rayas de la línea discontinua de la carretera. De lo 
contrario, será imposible obtener el factor de escala. 
 
- Tanto si el vehículo se está desplazando en dirección a la cámara como 
en dirección opuesta, es necesario que los 2 frames de interés se 
escojan en el intervalo de tiempo en que el vehículo se encuentra cerca 
de la cámara. En el caso de que se escojan cuando el vehículo se 
encuentre lejos, se perderá precisión en el desplazamiento, ya que al 
realizar la transformación de dominios espaciales, la resolución de la 
imagen empeora cuanto más alejado se está de la cámara. 
 
2.
 Respecto al porcentaje de error cometido en la estimación de la velocidad, 
se puede afirmar que éste dependerá de los dos fotogramas de interés 
seleccionados de la grabación (siendo, por lo general, superior al 10% 
considerado en el artículo seguido para la realización de este proyecto). En la 
mayoría de casos, este valor será más elevado cuanto menor sea el intervalo 
de fotogramas entre los dos fotogramas de interés, llegando a alcanzar 
porcentajes de error superiores al 90% (como por ejemplo, en el caso de que 
los dos fotogramas de interés sean consecutivos).  
 
Por último, como líneas futuras del presente proyecto, quedaría pendiente 
analizar los resultados del algoritmo implementado bajo las siguientes 
circunstancias: 
 
- Considerando diferentes velocidades de circulación de los vehículos, ya 
que en las pruebas prácticas de este proyecto tan solo se trató de 
estimar velocidades comprendidas entre los 70 y los 80Km/h. 
- Midiendo las rayas de la marca discontinua de la carretera y la 
separación entre ellas para obtener el periodo real de repetición (en [m]) 
sin ningún tipo de error. 
- Realizando las grabaciones desde otras perspectivas; es decir, variando 
la posición de la cámara para examinar si las estimaciones de velocidad 
se acercan más a las reales.  
- Considerando regiones donde los vehículos se encuentren más alejados 
de la cámara. 
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- Mejorando la técnica de detección de líneas de bordes de la carretera. 
- Determinando automáticamente el parámetro σ del filtro gaussiano. 
 
La utilización de esta técnica como parte integrante de sistemas de transporte 
inteligente puede ayudar a mejorar el flujo circulatorio y, como consecuencia, a 
reducir el consumo de carburante, reduciendo la emisión de gases que 
provocan el efecto invernadero y ocasionando una mejora en la calidad del 
medioambiente. 
   
Respecto a la valoración personal de este proyecto, debo afirmar que ha sido 
muy positiva. Considero que toda la fase de implementación ha sido realmente 
muy interesante y muy dinámica. Una de las cosas que más he valorado 
durante el desarrollo del mismo, ha sido el hecho de haber podido abarcar un 
proyecto que ya se implementó anteriormente en Washington y que se llegó a 
poner en funcionamiento en una situación real. Por otra parte, estoy muy 
satisfecha de los conocimientos que he adquirido sobre el procesado de 
imagen (los cuales desconocía en su mayor parte) y opino que éste es 
verdaderamente complejo y delicado en el sentido de que es muy fácil perder 
precisión si no se ajustan correctamente los parámetros utilizados. 
 
En cuanto a las dificultades encontradas en la realización de este proyecto, se 
podría decir que no han habido muchas y, las que ha habido, han sido debidas 
a ajustes de parámetros o a la programación de funciones a partir de MatLab. 
En este contexto, agradezo francamente el soporte recibido por parte de mi 
tutor. 
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6. ANEXOS 
 
 
FUNCIONES IMPLEMENTADAS 
 
1. mpgload_and_ C_background 
 
function B = mpgload_and_C_background(filename,K,show) 
 
Parámetros de entrada: 
 
- filename: Nombre y extensión del archivo de vídeo. 
- K: Vector de frames de todo el vídeo (Dimensiones: 1 x número total de 
frames). 
- show: Variable que permite mostrar por pantalla los resultados de las 
funciones o alguna variable interna de la función. 
 
 1 = se muestran los resultados. 
 0 = no se muestran los resultados. 
     
Parámetros de salida: 
 
- B: Matriz que contiene el background del vídeo (Dimensiones: 480 x 
640). 
 
 
2. E_detect 
 
function BW = E_detect (B, sigma, show) 
 
Parámetros de entrada: 
 
- B 
- sigma: Desviación típica del filtro gaussiano utilizado en el algoritmo de 
Canny para eliminar el ruido. 
- show 
 
Parámetros de salida: 
 
- BW: Matriz binaria del mismo tamaño que B. Cada elemento de la matriz 
será 1 o 0 dependiendo de si se detecta un borde (1) o no (0). 
 
 
3. frames_capture 
 
function [B1, B2] = frames_capture(filename, k, show) 
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Parámetros de entrada: 
 
- filename 
- k: Vector que contiene los dos frames de interés que se utilizarán para 
estimar la velocidad (Dimensiones: 1x2). 
- show 
 
Parámetros de salida: 
 
- B1: Matriz que contiene la luminancia del primer frame de interés 
(Dimensiones: 480 x 640). 
- B2: Matriz que contiene la luminancia del segundo frame de interés 
(Dimensiones: 480 x 640). 
 
 
4. L_detect 
 
function [H, theta, rho, peaks, x, y, lines, h1] = L_detect (B, B1, B2, BW, 
Npeaks, threshold, show) 
 
Parámetros de entrada: 
 
- B 
- B1 
- B2 
- BW 
- Npeaks: Número de picos de Hough que se quieren detectar como 
máximo en la matriz H. 
- threshold: Umbral a partir del cual se considera que se ha detectado un 
pico de Hough en la matriz H. 
- show 
 
Parámetros de salida: 
 
- H: Matriz cuya numeración de filas y columnas se corresponde con la 
numeración del vector ‘rho’ y del vector ‘theta’ respectivamente. Cada 
uno de los elementos de esta matriz hace referencia al número de 
píxeles que comparten un determinado valor de ‘rho’ y ‘theta’; es decir, 
el número de píxeles alineados que forman una recta (Dimensiones: 
longitud vector ‘rho’ x 180). 
- theta: Vector formado por los ángulos comprendidos entre -90º y 90º 
(Dimensiones: 1 x 180). 
- rho: Vector obtenido a partir de los valores de ‘theta’ (mediante la 
ecuación de una recta en coordenadas polares). Dimensiones: 1 x 
longitud vector ‘rho’. 
- peaks: Matriz con las coordenadas de los picos de Hough sobre la 
matriz H (Dimensiones: 2 x 2). 
- x: Vector de ángulos ‘theta’ (en grados) de cada pico de Hough 
encontrado en la matriz H (Dimensiones: 1 x 2). 
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- y: Vector de distancias ‘rho’ de cada pico de Hough encontrado en la 
matriz H (Dimensiones: 1 x 2).  
- lines: Vector de líneas principales detectadas. Cada uno de los 
elementos del vector (cada línea) contiene 4 campos: coordenada de 
inicio de la línea, coordenada de final de la línea, ángulo ‘theta’, distancia 
‘rho’. (Dimensiones: 1 x 2). 
- h1: Figura que se corresponde con B. 
 
 
5. V_point 
 
function [X,Y,Z] = V_point (Npeaks, lines, y, show, h1) 
 
Parámetros de entrada: 
 
- Npeaks 
- lines 
- y 
- show 
- h1 
  
Parámetros de salida: 
 
- X: Matriz de coordenadas u,v (punto de intersección de las líneas 
principales de la carretera). Dimensiones: 2x1. 
- Y: Matriz de parámetros ‘theta’ (Dimensiones: 2x2). 
- Z: Matriz de parámetros ‘rho’ (Dimensiones: 2x1). 
 
 
6. S_transformation 
 
function m_ZI = S_transformation (X,lines, B, show,r0,c0,height) 
 
Parámetros de entrada: 
 
- X 
- lines 
- B 
- show 
- r0: Fila central del background (B). 
- c0: Columna central del background (B). 
- height: Tramo de la carretera escogido (longitud) para realizar la 
conversión de dominios espaciales; es decir, para pasar del dominio 
espacial de la cámara al dominio espacial de la carretera. 
 
Parámetros de salida: 
 
- m_ZI: Matriz de intensidades que hace referencia a una parte del 
background (B) girada 90º. Esta parte del background se determina 
mediante el parámetro ‘height’ (Dimensiones: W x height). 
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7. S_detection 
 
function s_factor = S_detection(m_ZI, show) 
 
Parámetros de entrada: 
 
- m_ZI 
- show 
 
Parámetros de salida: 
 
- s_factor: Valor que se tendrá que aplicar a la distancia (en píxeles) 
recorrida por cada vehículo (entre los dos frames de interés) para saber 
con cuantos metros recorridos se corresponde en la realidad. Unidades: 
píxeles/m. 
 
 
8. TS_estimation 
 
function [speed, dist_recorrida, variación_tiempo] = TS_estimation(m_ZI, 
m_ZI_1, m_ZI_2, height, s_factor, k, show) 
 
Parámetros de entrada: 
 
- m_ZI 
- m_ZI_1: Matriz de intensidades que hace referencia a una parte del  
primer frame de interés, habiendo sido girada 90º a partir de la función 
‘S_transformation’ (Dimensiones: W x height). 
- m_ZI_2: Matriz de intensidades que hace referencia a una parte del  
segundo frame de interés, habiendo sido girada 90º a partir de la función 
‘S_transformation’ (Dimensiones: W x height). 
- height 
- s_factor 
- k 
- show 
 
Parámetros de salida: 
 
- speed: Velocidad en Km/h. 
- dist_recorrida: Distancia (en metros) recorrida por el vehículo entre los 
dos frames de interés. 
- variación_tiempo: Tiempo (en segundos) transcurrido entre los dos 
frames de interés. 
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