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Human body motion tracking using inertial sensors requires an attitude es-
timation filter capable of tracking in all orientations. One way to represent orienta-
tion is to use Euler angles, but they have singularities and therefore are not suit-
able for human body tracking applications. Quaternions can be used to represent 
orientation without incurring singularities. 
A quaternion-based Kalman filter has been designed for this purpose and 
implemented in this thesis. Also, a new suboptimal algorithm to compute the qua-
ternions based on magnetometer and accelerometer data is implemented. This 
new algorithm called “Factored Quaternion Algorithm” is computationally simpler 
than previous methods and provides a decoupling property from magnetometer 
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This thesis is part of an ongoing effort to develop an integrated system 
that tracks human motion in real time using MARG (Magnetic, Angular Rate, and 
Gravity) sensors. The final goal of this system is introducing humans in motion 
into virtual environments for Virtual Combat Training purposes. Human body mo-
tion tracking using inertial/magnetic sensors requires an attitude estimation filter 
capable of tracking in all orientations. Quaternions were selected to express ori-
entation since they avoid the singularities Euler angles have at pitch angles of 
. 90± D
To determine the orientation of the sensor, a suboptimal algorithm, the 
Factored Quaternion Algorithm, to estimate the orientation quaternion based on 
magnetometer and accelerometer data was used. Extensive experiments 
showed that the Factored Quaternion Algorithm estimate is accurate under all 
conditions where there is not high linear acceleration involved. Motion involving 
fast rotation rates is also a case where the estimate is not accurate. This esti-
mate did not make use of the angular rate measurements that are available from 
the MARG sensors. 
To compensate during the transition periods of the static orientation esti-
mate, a Kalman filter for human motion tracking [Ref. 2] was implemented. The 
Kalman filter blended the static estimated quaternion with the angular rate meas-
urements, providing a new orientation estimate free of error during high accelera-
tion motion. 
Exhaustive testing of the Kalman filter using MATLAB determined that the 
estimate calculated by the filter accurately represented the orientation of the sen-
sor and did not introduce a significant lag into the process. 
Implementation of the Kalman filter in real time was carried out using Java 
language and it was integrated into the MARG Project avatar developed earlier 
 xv
this year. The current development includes two MARG sensors to track the mo-
tion of the right arm. 
 
 xvi
I. INTRODUCTION  
A. MOTIVATION 
The MARG Project is an ongoing effort to develop an integrated system 
that tracks human motion in real time using inertial/magnetic sensors. Due to 
their small size, MARG (Magnetic, Angular Rate and Gravity) sensors are suit-
able to use for human motion tracking purposes and introduction of humans into 
virtual environments for Virtual Combat Training. The work by Kavousanos-
Kavousanakis [Ref. 1] implemented an algorithm to efficiently calculate the orien-
tation of the human body limbs using quaternions. However, this algorithm was 
geared towards slow motion and static orientation, and the orientation estimate 
had errors when the motion involved large linear acceleration. Furthermore, the 
estimate did not make use of the available angular rate measurements, which 
could compensate for the transition periods of large acceleration. 
With the availability of angular rate sensors, orientation after rotations can 
be determined by integrating angular rates. Given that we know the initial posi-
tion of a body, the orientation after rotational motion can be estimated. However, 
this estimate will be accurate only for small time intervals, due to the tendency of 
angular rate sensors to drift. This tendency to drift is in part due to temperature, 
and becomes evident on a sensor that, sitting still, will give an erroneous meas-
urement of, for example, 0.001 rad/s. 
This thesis makes an attempt to compensate the drifting of the angular 
rates and the transition periods of the static orientation estimate by implementing 
a Kalman filter for human motion tracking [Ref. 2]. The Kalman filter blends the 
static estimated quaternion with the angular rate measurement, to provide a new 
orientation estimate that is free of error during high acceleration motion. 
Also in this thesis, a new suboptimal algorithm to estimate the orientation 
of a body using magnetometer and accelerometer data [Ref. 3] was implemented 
and compared with previous methods. 
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B. THE MARG SENSOR PROJECT 
The main objective of the MARG project is to insert humans in motion into 
virtual environments for Virtual Combat Training purposes. Having this in mind, 
the MARG sensors were designed as a set of three magnetometers, three accel-
erometers and three angular rate sensors, all mounted on an orthogonal three-
dimensional frame. Figure 1 shows the latest model of sensors, the MARG III. It 
is about the size of a wristwatch (28x30.5x17.3 mm) and it is expected to be 
smaller in the near future. 
  
 




The magnetic and gravity sensors used in the MARG III sensor are the 
Honeywell HMC1051Z/HMC1052 and the ADXL202E from Analog Devices, de-
scribed in [Ref 1]. 
The unit selected to measure the angular rate was the Tokin CG-L43 ce-
ramic gyro designed by NEC/TOKIN and will be later described in Chapter IV. 
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C. THESIS GOALS 
The main goal of this thesis was to implement a Kalman filter based on 
quaternions to track human motion to be used in the MARG III project. In order to 
achieve this goal, the following issues had to be addressed: 
• Implement the Factored Quaternion Algorithm as a means to de-
termine a static orientation quaternion, 
• Obtain statistical properties of MARG sensor data measurements, 
• Linearize the process model of the Kalman filter, 
• Test the performance of the Kalman filter using real data, 
• Validate and evaluate the quaternion-based Kalman filter, and 
• Implement the quaternion-based Kalman filter for human body mo-
tion tracking using MARG sensors in real time. 
 
D. THESIS ORGANIZATION 
Chapter II presents the basics of quaternion algebra. The quaternion rota-
tion operator is introduced as a means to represent rotation in three-dimensional 
space. The importance of using unitary quaternions during rotations to preserve 
the magnitude of the original vectors is presented in this chapter. 
Chapter III presents the Factored Quaternion Algorithm. This algorithm is 
used to determine a static orientation quaternion using magnetometer and accel-
erometer data. The chapter then compares the results of this method with the re-
sults of the QUEST algorithm [Ref. 1]. 
Chapter IV discusses Kalman filter theory and presents the process model 
for the quaternion-based Kalman filter. The Extended Kalman filter is presented 
as a means to linearize the process model. The angular rate sensors used in the 
MARG III sensor are described in this chapter. 
3 
Chapter V presents the implementation of the Quaternion-based Kalman 
filter. Real data from the MARG III sensors determined the statistical properties 
of the model. Results of implementing the Kalman filter using MARG III data are 
summarized. Implementation in real time was done in this chapter using the ava-
tar created by Yildiz [Ref. 4].  
Chapter VI presents the conclusions and recommendations for future 
work. 
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II. REPRESENTATION OF ROTATIONS USING QUATERNIONS 
This chapter introduces the concept of quaternions, some algebra of qua-
ternions and how they can be used to represent rotations in a three-dimensional 
space. 
There are various ways of representing orientation, and the use of Euler 
angles is one of them. Euler angles are used to represent roll, pitch, and yaw of a 
body. There is one constraint when using Euler angles for this purpose: this rep-
resentation has singularities at pitch angles of ±90º. 
Quaternions avoid these singularities by having a fourth element. The ad-
dition of this element is at the constraint of being a unit length. 
 
A. INTRODUCTION TO QUATERNIONS 
Hamilton invented quaternions in the mid 1800’s [Ref. 5]. They are some-
times called hyper-complex numbers of rank 4, and can be thought as having 
one scalar part and one vector part. Therefore three-dimensional vectors can be 
considered quaternions with scalar part equal to zero (also called pure quater-
nions). 
A quaternion can be expressed as 
 0 1 2 3 0q q iq jq kq q q= + + + = +
G G G G
 (1) 







 are three orthogonal unitary vectors. k
G
Quaternion addition follows the same rules as addition of complex num-
bers, that is, the sum of two quaternions is accomplished by adding correspond-
ing components. 
The product of a scalar and a quaternion is done by multiplying each 
component of the quaternion by the scalar. However, the product of two quater-
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nions is not that simple. The vector part of the quaternion has the following spe-
cial rules: 












GG G GG  (3) 
The above rules imply that quaternion products are not commutative, and 
quaternion multiplication can be defined as follows. Given two quaternions 
 0 1 2 3 0
0 1 2 3 0 ,
p p ip jp kp p p
q q iq jq kq q q
= + + + = +
= + + + = +
G G G G
G G G G  (4) 
then 
 0 0 0 0pq p q p q p q q p p q= − + + + ×G G G G Gi G  (5) 
where  represent vector dot and cross products, respectively. ( ) and ( )×i
As in complex numbers, the conjugate of a quaternion q q0 q= + G  is de-
fined as q q . The conjugate of the product of two quaternions is equal to 







( )qp ∗ =
The norm of a quaternion is the same as the magnitude of a four-
dimensional vector, and it is defined as 
 2 2 20 1 2q q q q q q q
∗= = + + + 23 . (6) 
If the norm of a quaternion is equal to one, as it is the case with the quaternions 
used within this thesis, the quaternion is called a unit quaternion. With these two 






− = . (7) 
The inverse satisfies the property q q1 1 1qq− −= = . If the quaternion is unitary, the 
inverse of the quaternion is equal to the complex conjugate of the quaternion, 
. 1q q− ∗=
 
B. ROTATIONS IN THREE-DIMENSIONAL SPACE 
Euler’ theorem states that: “Any two independent orthonormal coordinate 
frames can be related by a sequence of rotations (not more than three) about 
coordinate axes, where no two successive rotations may be about the same axis” 
[Ref. 5]. The angle of rotation about a coordinate axis is called Euler angle, and it 
can be used to describe the orientation of the body. 
Rotations in three-dimensional space can be accomplished using rotation 
matrices. A vector v  can be rotated from a frame B to a frame A by pre-
multiplying it by an appropriate rotation matrix, that is 
G
 w Rv=G G  (8) 
where R is a three-by-three rotational matrix. 
Rotations can also be represented using quaternions. The rotation opera-
tion of Equation (8) can be represented using quaternions by the triple product 
 w qvq∗=  (9) 
where v and w are pure quaternions (three-dimensional vectors with the scalar 
part equal to zero). 
The product of two quaternions qv is another quaternion, which is a rota-
tion from the orientation described by q to the cumulative orientation of q and v 
[Ref. 6]. Applying this statement to the first product of Equation (9) and making 
use of Equation (5) gives 
 0qv q v q v q v= − + + ×G GG Gi G  (10) 
7 
and, after some algebra manipulation, 
 ( ) ( ) (∗= = − + + × )G G G GG Gi220 2 2w qvq q q v q v q q q vG0  (11) 
which is a pure quaternion. Moreover, if q is a unit quaternion, then w is a pure 
quaternion with the same magnitude as v; that is, w
G
 can be thought a being a 
rotated version of v  about the axis of rotation q . 
G G
Now, let u  be a unit vector and q the quaternion defined by 
G
 10 2cos sinq q q u= + = θ + 12 θ
G G
 (12) 
where q defined in such a manner is a unit quaternion. It is clearly seen that the 
vector q  lies along the same axis as the vector u . 
G G
Vectors v  and w of Equation (9) can be rewritten as being the sum of two 
vectors 
G G
 v a n= +G GG  (13) 
and 
 w a m= +G GG  (14) 
 
where  is a scaled version of a cq=G G qG , that is, it lies along the same axis (vector 
 is on the same axis too), and nu  and m
G
 are orthogonal to q
G
. Equation (9) can 
be rewritten as 
G G
 ( )0w q a n q qaq qnq ,∗ ∗= + + = + ∗G G G G  (15) 
where the product 
 qaq a∗ =G G  (16) 
has no rotation effect, that is, it is rotating the vector a
G
 about itself. Now, the 
product qnq  can be substituted into Equation (11), and ∗
G
 ( ) ( ) ( ) (2 22 20 0 0 02 2w qnq q q n q q n q q n q q u n∗= = − + × = − + ×G G G G G G G GG G )G  (17) 
8 




 are orthogonal. 
Now let n u ; therefore n
G
⊥ = ×G G ( )sin 2n u n u n⊥ n= × = π =G G G GG G  since u  is a 
unitary vector. This implies that, as v
G
G




 is rotated into m . 
Equation (17) can now be rewritten as 
G
 ( )220 02w qvq qnq q q n q q n .⊥= = = − +G G G G GG G  (18) 
Figure 2 shows a geometric interpretation of the above equations, where 
the vector v is rotated an angle 
G θ  about the vector aG . Equations 13, 18 and 14 
are repeated on the figure. 
 
Figure 2.   Quaternion Rotation Operator Geometry [From Ref. 5.]. 
 
As an example, suppose that u i0 0 j k k= + + =G , v i 0 0j k i= + + =G  and 
1 1 1
2 2 2cos sin cos sinq u= θ + θ = θ +
= GG
1
2k θG . Then using Equation (17) and recognizing 
that v n  
9 
 ( )( )( )
( ) (
( ) ( )
1 1 1 1
2 2 2 2
2 21 1 1 1
2 2 2 2
cos sin cos sin
              cos sin 2cos sin
              cos sin .
w qvq k i k
v
i j
∗= = θ + θ θ − θ
= θ − θ + θ θ ×
= θ + θ
G G
)u vG G G  (19) 
If we let , the operation rotates v90θ = D 90  about  into juDG G . From the defi-
nition of 12s= θ + G 12 θco sinuq , it is noted that uG  serves as the rotating axis and θ  
as the rotating angle. 
 
C. SUMMARY 
This chapter described some algebra of quaternions that is going to be 
used later to process the sensor data. Concepts like quaternion norm, conjugate 
and inverse were explained in detail. These concepts were used in the develop-
ment of the quaternion rotation operator. 
Quaternions are of special interest in this thesis since they are used to 
perform rotations in three-dimensional space, and will be used to develop the 
Kalman filter in the subsequent chapters. 
Chapter III introduces the Factored Quaternion Algorithm, which makes 
use of the quaternion algebra derived in this chapter. 
10 
III. THE FACTORED QUATERNION ALGORITHM 
This chapter introduces the Factored Quaternion Algorithm [Ref. 3] used 
to determine the preliminary orientation quaternion that the Kalman filter will re-
quire. The motivation to implement this algorithm into the MARG project was the 
computational simplification of this method compared to other algorithms imple-
mented in the past to compute the orientation quaternion (Gauss-Newton Itera-
tion and QUEST Algorithm in [Ref. 6] and [Ref. 1], respectively). 
The Factored Quaternion Algorithm is a suboptimal method that uses 
magnetometer and accelerometer data to estimate the orientation quaternion 
based on the fact that the gravity vector has no contribution in determining the 
heading of an object. Due to this “decoupling” property, the orientation quaternion 
can be estimated through a set of sequential rotations about three orthogonal 
axes. 
 
A. COORDINATE SYSTEMS 
In order to start describing this new method to determine the sensor orien-
tation, it is helpful to consider the MARG III sensor as a strap-down inertial meas-
urement unit attached to a rigid body. The terminology used here will be the 
same as that widely used in aeronautical applications and corresponds to the 
Body Coordinate System, where the x-axis of the sensor is aligned with the nose 
of the aircraft ( Bx ), the y-axis is pointing out through the right wing ( ), and the 
z-axis is pointing down the belly of the aircraft ( ) as it is shown in Figure 3.   
By
Bz
It is also convenient to define the terms roll, pitch and yaw as follows [Ref. 
7]: 
• Roll: rotation about the longitudinal axis of the aircraft (the x-axis). 
Positive roll angles are defined as the y-axis turns toward the z-
axis, that is, the right wing goes down. 
11 
• Pitch: rotation about the y-axis of the aircraft. Positive pitch angles 
are defined as the z-axis turns toward the x-axis, that is, the nose 
goes up. 
• Yaw: rotation about the z-axis of the aircraft. Positive yaw angles 
are defined as the x-axis turns towards the y-axis, that is, the nose 
moves to the right when viewed from above. 
 
Figure 3.   Body Coordinate System [From Ref. 7.]. 
 
Another coordinate system of interest is the Earth fixed coordinate system 
[Ref. 7], also known as the North-East-Down (NED) coordinate system. In this 
coordinate system, the Earth is considered flat and non-rotating. The x and y 
axes, namely Ex  and , lie in the Earth plane and are pointing north and east, 
respectively. The z-axis ( ) is orthogonal to the 
Ey
Ez Ex  and Ey  axes and points 
straight down towards the center of the Earth as is depicted in Figure 4.   
12 
 
Figure 4.   Earth Fixed Coordinate System [From Ref. 7.]. 
 
 
B. FACTORED QUATERNION ALGORITHM 
The Factored Quaternion Algorithm described in this section was devel-
oped by Professor Robert G. McGhee in [Ref. 3]. The following is a summary of 
the algorithm where the sign of the gravity vector was changed to comply with 
the sensor readings. 
A body is in its reference orientation when the B B Bx y z  axes of its Body co-
ordinate system are aligned with the E E Ex y z  axes of the Earth fixed coordinate 
system. This body can be put into any arbitrary orientation by three consecutive 
rotations: the first about its Bx -axis (roll), the second about its By -axis (pitch), 
and the third rotation about its z -axis (yaw), as seen in Figure 5.   B
13 
 
Figure 5.   Aerospace Euler Sequence [From Ref. 5.]. 
 
The Factored Quaternion Algorithm uses this property of rotations to de-
termine three different quaternions, one for elevation angles, one for roll angles 
and one for azimuth orientation. These three quaternions are combined into a 
single quaternion that performs the overall rotation of the body. 
 
1. The Elevation Quaternion 
When a body is at rest in its reference orientation, the accelerometer that 
measures the gravity in the Bx -axis will read zero acceleration as well as the 
accelerometer measuring the gravity in the By -axis, whereas the accelerometer 
reading the gravity in the -axis will read 1g. In [Ref. 3] the gravity vector is de-
scribed as being –1g. The sign has been changed in this thesis to comply with 
the sensor readings. If the body is rotated by an angle 
Bz
θ about its -axis, the 
accelerometer measurement in this axis will not change (it will still be reading 
zero acceleration), but the 
By
Bx  component of the gravity vector will change as fol-
lows 
 sinxa g= − θ  (20) 
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and the -axis component of the gravity vector will be Bz
 cosza g= θ . (21) 
These two components of gravity can be grouped into a two-dimensional 
unit vector h a a= G GG ; then, from Equation (20) 
 sin xhθ = − . (22) 
It is important to notice here that, at this point, a rotation about the Bx -
axis will not change the value of Equation (22), and therefore it holds for any ori-
entation. The cosine of  can be found from the trigonometric identity θ
 2cos 1 sinθ = − θ  (23) 
where the positive root is chosen since θ  is restricted, by convention, to the in-
terval ( )2, 2−π π . 
To determine the quaternion that will rotate the body a pitch angle θ  about 





− θθ =  (24) 
and 
 ( )12 1 cossin sign sin 2
− θθ = θ  (25) 
where the function “ sig ” is equal to 1 for positive arguments and –1 for nega-
tive arguments. This artifact is needed because 
( )n i
sinθ  is an odd function of , and 
it changes sign within the interval of interest; whereas the cosine, being an even 
function of , is always positive in this interval. 
θ
θ
The elevation quaternion is then represented by the unitary quaternion 
 ( )1 12 2cos sin 0,1,0eq = θ + θ . (26) 
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2. The Roll Quaternion 
If the body is rolled by an angle ϕ , the reading of the Bx -axis acceler-
ometer will not change, but the By  and axes’ accelerometers readings will 
be 
Bz
 cos sinya g= θ ϕ  (27) 
and 
 cos cosza g= θ ϕ . (28) 














ϕ = + +
ϕ = + +
 (29) 
Since the roll angle  is restricted to be in the interval ϕ ( ),−π π , the sine 
and cosine of 12 ϕ  will have the same sign as the sine and cosine of ; then 
Equations (24) and (25) can be used to determine the sine and cosine of 
ϕ
1
2 ϕ , 
and the roll quaternion is represented by the unit quaternion 
 ( )1 12 2cos sin 1,0,0 .rq = ϕ + ϕ  (30) 
It should be noted here that, whenever the sensor is oriented with its x-
axis pointing straight down or up, the denominator of Equation (29) is equal to 
zero. In those cases the roll angle is not defined and it can be assumed to be 
zero, leading to a roll quaternion ( )1,0,0,0rq = . 
 
3. The Azimuth Quaternion 
Since the azimuth orientation of the body does not change the elevation 
and roll quaternions, the magnetic field measurements are used to determine the 
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azimuth quaternion. These measurements, in body coordinates, need to be 
transformed into Earth fixed coordinates. 
Let p
G
 be the normalized measured magnetic field vector in body coordi-
nates. The following relation transforms this vector into Earth fixed coordinates 
 1 1e r r em q q pq q
− −=  (31) 
where 0p p= + G  and 0m = + mG  are pure unitary quaternions. The order in which 
the quaternion product of Equation (31) takes place is as defined at the begin-
ning of this section. 
After this transformation, the vector m
G
 is aligned with the local magnetic 
field vector . n
G
If the body is now rotated by an angle ψ about its -axis, the relation be-





sin cos 0 .
0 0 1
n
ψ − ψ  = ψ ψ   
G G
 (32) 
Since at this stage m  and n
G G
 are known vectors, Equation (32) can be 
viewed as a system of Equations in sinψ  and cosψ . For ideal measurements, 









   ψ  =      −ψ     
 (33) 
The yaw angle  is restricted by convention to the interval ( ; there-
fore Equations (24) and (25) can be used again to solve for the sin and cosine of 
ψ ),−π π
1
2 ψ . The azimuth quaternion can now be represented by the following unitary 
quaternion 
 ( )1 12 2cos sin 0,0,1 .aq = ψ + ψ  (34) 
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Once the three individual quaternions have been determined, the overall 
unitary quaternion that will rotate the body coordinates into earth fixed coordi-
nates is given by the static orientation quaternion 
 .s a eq q q qr=  (35) 
The order in which the product of Equation (35) takes place is defined by 
the sequence of rotations used to describe the Factored Quaternion Algorithm. 
 
C. PERFORMANCE OF THE FACTORED QUATERNION ALGORITHM 
Several experiments involving different controlled scenarios were per-
formed and the data from the MARG III sensors was collected. Rotations were 
performed using the HAAS tilting/rotating table shown in Figure 6.   
 
Figure 6.   HAAS Tilting/Rotating Table [After Ref. 1.]. 
 
Four types of experiments were conducted in order to evaluate the per-
formance of the Factored Quaternion Algorithm. The first one involved position-
ing the sensor in several different static orientations. Typical results are shown in 
Table 1 for three different approximate orientations of the sensor (sensor was 









Roll 0.8070° –0.0009° 
Pitch 0.5289° 0.0042° N-E-D 
Yaw 0.9308° –0.0033° 
Roll 88.5160° 87.7196° 
Pitch –6.5358° –5.0421° N-D-W 
Yaw 2.8150° 1.9508° 
Roll –0.9301° 1.5125° 
Pitch 0.4892° 1.6482° E-S-D 
Yaw 84.1001° 83.1932° 
Table 1.   Static Orientation Comparison of QUEST and Factored                        
Quaternion Algorithm. 
 
In the NED orientation, the data used for the experiment was the same as 
the data used as reference. The accuracy of the QUEST algorithm in this case is, 
in part, due to the fact that it uses the magnetic and the gravity reference vectors, 
compared to the Factored Quaternion Algorithm that only uses the local magnetic 
reference vector. Regardless of that, the suboptimal Factored Quaternion Algo-
rithm is a very good estimate of the body orientation, and it has a similar per-
formance to the QUEST algorithm in the other orientations where the reference 





The second type of experiment involved slow rotational motion. The sen-
sor was rotated 720º at a constant rate using the tilting/rotating table of Figure 6.  
The performance of the Factored Quaternion Algorithm was similar to the per-
formance of the QUEST algorithm. Figure 7 shows a typical result for a starting 
orientation of x-east, y-down, and z-north; and a rotation about x. The graphs on 
the left column show the estimated roll, pitch, and yaw using the QUEST algo-
rithm, while the graphs on the right column show the estimated position using the 
Factored Quaternion Algorithm. 
 
Figure 7.   Dynamic Comparison of QUEST and Factored Quaternion                     
Algorithms. Sensor Rotated 720° About the x-axis at a Rate                                 
of 30°/s. 
 
Since the axis of rotation was not exactly aligned with the x-axis of the 
sensor, there are small rotational motions about the y- and z-axes. However, the 
spread of these rotations is slightly smaller in the Factored Quaternion Algorithm 
than in the QUEST Algorithm. 
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The third type of experiment involved a rotation at a faster rate. The sen-
sor was placed at the end of a 1-meter pole attached to the rotating table with its 
xyz axes aligned with West-North-Down directions. The sensor was rotated 90º 
about the y-axis at a rate of 60º/s and then rotated –90º at the same rate (in the 
inverse direction). 
Figure 8 shows the typical performance of both algorithms at fast angular 
rate rotations. Added to that, there were high acceleration vibrations at the end of 
the rotation, in which the acceleration exceeded 1g, and both algorithms demon-
strated a poor performance during such periods, producing inaccurate orientation 
quaternions. 
 
Figure 8.   Dynamic Comparison of QUEST and Factored Quaternion                     
Algorithms. Sensor Rotated 90° About the y-axis at a Rate                                  
of 60°/s. 
 
The fourth experiment was a comparison of the time required to compute 
the orientation quaternion in both algorithms. Since the QUEST algorithm re-
quires the computation of the adjoint of a 3 3×  matrix and eigenvalues of a 4 4×  
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matrix, it was expected that the computation time would be considerably reduced 
using the Factored Quaternion Algorithm. The test was conducted using 
MATLAB on a PC with a Pentium III processor at 866 MHz and 256 Mb of RAM. 
Since the time to compute a single quaternion was too small to be meas-
ured using MATLAB, the time was measured for every 5000 quaternion esti-
mates. Figure 9 shows the average time, over 5000 iterations, required to com-
pute 5000 orientation quaternions (50 seconds of data at the current sampling 
rate). 
 
Figure 9.   Time Required to Estimate 5000 Orientation Quaternions Using       
QUEST and Factored Quaternion Algorithms. 
 
Since computation time depends on the platform and language being 
used, the improvement was not as high as expected but, still, the Factored Qua-
ternion Algorithm required less time to compute the orientation estimate than the 
QUEST algorithm. The computation time was faster by approximately 20% using 




The Factored Quaternion Algorithm introduced in this chapter produces a 
suboptimal estimate of the orientation quaternion. Extensive experiments show 
that this estimate is accurate under all conditions where there is not high linear 
acceleration involved. In human motion, high linear accelerations usually occur 
only for small periods of time. 
The next chapter presents a Kalman filter that blends the information of 
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IV. QUATERNION-BASED KALMAN FILTER 
This chapter describes the angular rate sensors used in the MARG III pro-
totype. It then discusses the calibration procedure and filtering of the measured 
data. The theory behind the Kalman filter is briefly described along with the re-
cursive expressions that are used to estimate the process model. The process 
model that is going to be used in the design of the Kalman filter is introduced, 
and the expressions for the state variables’ derivatives are determined. The 
chapter concludes with a presentation of the Extended Kalman filter. 
 
A. ANGULAR RATE SENSORS 
The unit that measures the angular rate in the MARG III sensors is the 
Tokin CG-L43 ceramic gyro designed by NEC/TOKIN. The CG-L43 is a miniature 
angular rate sensor made up of a single piezoelectric ceramic column printed 
with electrodes and capable of detecting a maximum angular rate of °/s [Ref. 
8]. Three CG-L43 ceramic gyros are mounted in orthogonal axes inside the 
MARG III sensor to measure the angular rate in the xyz body coordinates. 
90±
When the MARG III sensor was designed, the CG-L43 was the smallest 
rate sensor available on the market. At the present time, NEC/TOKIN has re-
leased the next generation of ceramic gyros, the CG-L53. This rate sensor has 
dimensions of 6 x 10 x 2.5 mm (less than half the volume of the CG-L43), and it 
will be used in the next generation of MARG sensors, the MARG IV, which will 
significantly reduce the overall size of the MARG sensor. Table 2 shows some of 







Characteristic Units Range 
Supply Voltage V +3 
Reference Voltage Output V +1.3 
Current Consumption (max) mA 4 
Maximum detectable Angular Rate (at 25° C) deg/sec ±90 
Sensitivity (at 25° C) mV/deg/sec 0.66±20%
Output Voltage at zero angular rate (at 25° C) mV ±300 
Output Voltage at zero angular rate (at any 
temperature) 
mV ±500 
Dimensions mm 8x16x5 
Frequency Response Hz 100 
Table 2.   Specification of the Angular Rate Sensors [After Ref.8.]. 
 
1. Rate Sensor Calibration 
In order to use the data provided by the rate sensors, the output voltage of 
the sensor must be converted into a meaningful quantity such as rad/s. To 
achieve this, a calibration procedure must be followed, in which the null value is 
determined along with the corresponding scaling factor [Ref. 9].  
The null value of a rate sensor is determined by averaging the output volt-
age of a static sensor over a period of time. Since rate sensors have a tendency 
to drift, this value will slightly change depending on the operating conditions. To 
compensate this, the null value can be corrected by using a low-pass filter with a 
long time constant. A simple low-pass filter used for this purpose is described in 
the next section. 
The scaling factor can be determined by integrating the output of a sensor 
while it is rotated to a known angle about a particular axis. The scaling factor is 
given by: 
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=  (36) 
where the estimated rotation is the result of integrating the output of the sensor 
during the rotation, with a scaling factor of unity [Ref. 9]. The calibrated angular 
rate is then given by: 
 ( )    cal ang rate volts null value scaling factor= − ×  (37) 
where the scaling factor is considered to include the desired units for the angular 
rate. The operation described by Equation (37) can be viewed as that of a high-
pass filter (the null value represents the DC component of the signal). 
Before calibration of the angular rate sensor, the response of the sensor at 
different angular rate rotations was tested. The sensor was rotated negative 90° 
and then positive 90° about a single axis at a time at a rate of 15°/s; the same 
procedure was repeated with rates of 30, 60 and 75 °/s. A typical result for one 
MARG III sensor is shown in Figure 10. 
 
Figure 10.   Voltage Response and Linearity Output of the Angular Rate                 
Sensors at Increasing Magnitudes of Rate Rotations. 
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The previous figure shows a linear response of the sensor at angular rate 
rotations of up to 75 °/s. It also shows that the elements sensing the rate of rota-
tion in the x and y axes have a response negative in sign to that of the rotation. 
This was detected during the calibration procedure and corrected by using a 
negative scaling factor. 
The null value and scaling factor can be obtained from the linearity graphs 
on the right of Figure 10. Using the equation of the line, the null value is the y in-
tercept, and the scaling factor is the slope of the line. 
Given the linear response of the angular rate sensors, the calibration of 
the sensors only needs to be done once unless the characteristics of the individ-
ual components of the MARG sensor vary (due, for example, to the replacement 
of an angular rate sensor). 
 
2. Low-Pass Filter 
The tendency of the angular rate sensors to drift can be corrected by con-
tinuously computing the null value of a static sensor. Since a MARG sensor used 
for human motion tracking will rarely remain static for more than a fraction of 
time, a low-pass filter with a very long time constant is suitable for this purpose. 
In the frequency domain, the null value of a rate sensor is viewed as a DC 
component only, and a low-pass filter with a small cut-off frequency will allow 
only the DC component and low frequency variations due to drift. When the input 
to the filter is the voltage measured by the angular rate sensors, the output is the 
null value compensated by the drift error. 
Since the filter is going to be implemented in real time, simplicity in the de-
sign of the filter was desired to avoid computational load. A simple one-pole low-
pass filter was used in this thesis. The filter was selected to be the first order sys-
tem described by the following transfer function: 






= = + τ  (38) 
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where  is the time constant of the filter. The transfer function of Equation (38) 
can be represented using the following differential equation (assuming zero initial 
conditions): 
τ
 ( ) ( ) ( )1 1 .x t u t x t= −τ τ  (39) 
Using the first-order approximation of the Taylor series expansion of ( )x t , 
leads to the following expression for ( )x t t+ ∆ : 
 ( ) ( ) ( )1 t tx t t x t u t∆ ∆ + ∆ = − + τ τ   (40) 
where  is the sampling interval. Equation (40), can be written as a discrete dif-
ference equation: 
t∆
 ( ) ( ) (1 1t tx n x n u n∆ ∆ = − − + − τ τ  )1  (41) 
with a transfer function: 
 ( ) ( )( )
1X zH z
U z z
− α= = − α  (42) 
where 1 tα = − ∆ τ . 
Figure 11 shows the frequency response of the digital filter described by 




Figure 11.   Frequency Response of the Low-Pass Filter. 
 
 
3. High-Pass Filter 
The operation described by Equation (37) can be done by a high-pass fil-
ter, and can be written in terms of the following difference equation: 
 ( ) ( ) ( )1y n u n x n scaling factor = − − β×    (43) 
where  is the calibrated angular rate, ( )y n ( )x n  is the output of the low-pass fil-
ter,u n  is the current measurement, and ( 1− ) β  is a factor that will compensate 
for the gain of the filter. 
Taking the z-transform of Equation (43), and substituting  by means 
of Equation (42) yields to the following transfer function: 
( )X z
 ( ) ( )( ) 2
1 .
Y z zH z
U z z z
− = = αβ  − α   (44) 
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The compensating factor β  is determined in such a way that the transfer 
function of Equation (44) has unity gain at high frequencies. This is done by 
evaluating the transfer function at 1z = − . The value of β  is given by: 
 1
2
+ αβ = α  (45) 
Figure 12 shows the frequency response of the high-pass filter described 
by Equation (44). It is noted that the filter blocks the low-frequency drift while 
passing high-frequency data without attenuation. 
 
Figure 12.   Frequency Response of the High-Pass Filter. 
 
 
B. KALMAN FILTER RECURSION 
The Kalman filter was originally designed to solve the linear minimum 
mean-square error filtering problem using state space methods, where the meas-
urements are included as functions of the state [Ref. 10]. The system to be esti-
mated is described by a set of linear differential equations. 
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The discrete model of the Kalman filter can be described by [Ref. 10]: 
 1k k k kx x w+ = Φ +  (46) 
for the process model, and 
 k k kz H x vk= +  (47) 
for the measurement equation, where it is assumed that w  and v  are statisti-
cally independent discrete white noise processes with zero mean and known co-
variance matrices Q  and R , respectively. The rest of variables of Equations 
(46) and (47) are defined as: 
k k
k k
   ( 1) process state vector at time ,k kx n t= ×  
   1( ) state transition matrix relating  to ,k kn n x xk +Φ =  ×
   z m  ( 1) measurement vector at time , andk kt= ×
   H m  ( ) output matrix relating the state vector to the ideal measurement.k n= ×
The Kalman filter recursion solves five equations to estimate the state vec-
tor using the previous estimate and a weighted version of the difference between 
the measurement and the estimate. The weights are known as the Kalman gain 
, and are defined as: kK
 ( ) 1T Tk k k k k k kK P H H P H R −− −= +  (48) 
where  is the error covariance matrix of the state vector kP
− ˆkx
−  (the superscript −  
denotes the a-priori estimate), and the Kalman gain is calculated such that the 
mean square estimation error is minimized. 
Once the measurement vector is available to the Kalman filter, the update 
of the state vector can be calculated by: 
 ( )ˆ ˆ ˆ .k k k k k kx x K z H x−= + − −  (49) 
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The error covariance matrix, P , of the updated state vector k ˆkx  is calcu-
lated by the following expression: 
 ( )k k kP I K H Pk−= −  (50) 
where I is an  identity matrix. The estimate in now projected one-step ahead 
by the following equation: 
n n×
 1ˆ ,k k ˆkx x
−
+ = Φ  (51) 




k k k kP P
−
+ kQ= Φ Φ + . (52) 
The overall Kalman filter recursion is depicted in Figure 13. The initial es-
timate is chosen based on the statistical properties of the system. 
 




C. THE PROCESS MODEL 
The process model is the mathematical expression that describes the be-
havior of the system to be estimated by the Kalman filter. 
In order to define a model that will describe the process to be estimated by 
the Kalman filter, the state variables that will represent the dynamics of the sys-
tem must be defined. Given that the Kalman filter to be implemented is going to 
be used to track human motion, it is desirable for the model to describe the rate 
of rotational motion. For that purpose, the model must include the xyz axes angu-
lar rates measured in the body coordinates as a part of the state vector. 
The quaternion estimate described in Chapter III by the Factored Quater-
nion Algorithm will also be included in the state vector. The relation between an-
gular rates and quaternion derivative is given by [Ref. 5]: 
 1
2
q q= ⊗ ω  (53) 
where q is the orientation quaternion estimate in Earth coordinates,  is the an-
gular rate vector in body coordinates and 
ω
⊗  represents quaternion multiplication.  
The state vector is now defined as a 7-dimensional vector with the first 
three components being the angular rates and the last four being the elements of 
the quaternion. Figure 14 shows the process model used in the design of the fil-
ter [Ref. 2]. Since the quaternion that represents orientation must be unitary, the 
quaternion is normalized in the last step of the model. 





ω q q q
 
Figure 14.   Process Model for the Quaternion-based Kalman Filter                           
[After Ref. 2.]. 
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In the model, the angular rates ω  are generated by the white noise forcing 
function w and are weighted by the time constant τ . On the other hand, the qua-
ternion is generated by a mathematical expression. Based on the model of Fig-
ure 14, the state equations are given by [After Ref. 2]: 
 ( )1 1 t      1,2,3i i i
i i
x x w i= − + =τ τ  (54) 
for the angular rates, and 
 [4 1 5 2 6 31 ,2 ]7x x x x x x x= − + +  (55) 
 [5 1 4 2 7 31 ,2 ]6x x x x x x x= − +  (56) 
 [6 1 7 2 4 31 ,2 ]5x x x x x x x= + −  (57) 
and 
 [7 1 6 2 5 312 ]4x x x x x x x= − + +  (58) 
for the quaternion. 
The measurement equation for the Kalman filter is given by: 
 ( )z Hx v t= +  (59) 
where z is the measurement vector, H is a 7 7×  identity matrix, and v is the vec-
tor of measurement noise. Equation (59) implies that the measurements are the 
same as the state vector. 
It should be noted that Equations (55) to (58) are non-linear differential 
equations. A linearization process must be followed before applying the Kalman 
filter recursive equations of Figure 13. 
There are various versions of the Kalman filter that are used to estimate a 
model involving non-linear equations. Two of them are the Linearized Kalman 
filter and the Extended Kalman filter. The former linearizes the model about a 
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pre-computed nominal trajectory that does not depend on the measurements. 
Since the trajectory of human motion is random, using the Linearized Kalman fil-
ter will not render accurate results. The Extended Kalman filter, on the other 
hand, linearizes the model about the estimated trajectory that is being updated 
by the estimates of the filter. 
 
D. THE EXTENDED KALMAN FILTER 
The Extended Kalman filter linearizes a non-linear process model about 
the estimated trajectory of the filter. The state space linear model defined by 
Equations (46) and (47) can be rewritten for the non-linear model as: 
 ( ) ( ), ,dx f x u t w t= +  (60) 
and 
 ( ) ( ),z h x t v t= +  (61) 
where f and h are known non-linear functions, u  is a deterministic forcing func-
tion, and w and v are statistically independent white noise processes. 
d
Since Equations (55) to (58) are non-linear functions of x only, Equation 
(60) can be simplified to: 
 ( ) ( ).x f x w t= +  (62) 





fx x w t
x =
∂∆ = ∆ +∂  (63) 
and 








∂ = − = ∆ +  ∂  (64) 
where x∗  is the actual trajectory. 
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From Equations (63) and (64), it is noted that the state vector of the new 
linearized model is the incremental vector x∆ . Since the sensors do not measure 
incremental quantities, but total quantities instead, it is convenient to keep track 
of the total quantities when the Extended Kalman filter is implemented. The stan-
dard update equation applied to the linearized system is: 
 ( )ˆ ˆ ˆ .k k k k kx x K z H x−∆ = ∆ + − ∆ −  (65) 





ˆ ˆ      
k k k k k k k
k k k k
kx x K z h x t H x
x K z z
− ∗ −
− −
 ∆ = ∆ + − − ∆ 
= ∆ + −
 (66) 
where . Adding ( )ˆ ,k k k kz h x t H x− ∗= + ˆk− kx∗  to both sides of Equation (66) and substi-
tuting the expression for , ˆkz
−
 ( )ˆ ˆ .k k k k k k kˆx x x x K z z∗ ∗ −+ ∆ = + ∆ + − −  (67) 
It is noted here, that the left side of Equation (67) is equal to the estimate 
at time k, ˆkx , and the addition of the first two terms of the right side is equal to 
the a-priori estimate at time k, ˆkx
− . Therefore, Equation 66 can be rewritten as: 
 ( )ˆ ˆ ˆ .k k k k kx x K z z−= + − −  (68) 
Equation (68) is the update equation for the state vector of the Extended 
Kalman filter and can be used instead of Equation (49) in the recursive Kalman 
filter equations. 
The projection equation of the state vector in the Extended Kalman filter 
can be derived from the non-linear equation of the process model, Equation (62). 
The equation that projects ˆkx  into 1ˆkx
−
+  is given by: 





x x f x
+
−
+ = + ∫ t  (69) 
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where the integral can be solved using numerical integration methods. The re-
cursive Extended Kalman filter equations are summarized in Figure 15.   
 
Figure 15.   Extended Kalman Filter Recursive Equations. 
 
E. SUMMARY 
This chapter presented the angular rate sensors that are used in the 
MARG III sensor. It also introduced a calibration and filtering procedure to elimi-
nate drift of the angular rate measurements. An emphasis was placed on having 
simple recursive filters to be easily implemented in real time and to avoid compu-
tational load. 
This chapter also presented the Kalman filter recursive equations that are 
going to be used. The process model that describes the dynamics of the system 
under consideration was introduced. The state variables of the model were de-
fined to be the angular rates and the quaternion orientation estimate given by the 
Factored Quaternion Algorithm described in Chapter III. The equations describ-
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ing the dynamics of the quaternion part of the model were found to be non-linear 
functions of the state vector. 
The Extended Kalman filter was introduced as a method to linearize the 
process model and to obtain a new set of equations for the dynamics of the sys-
tem. Such equations were given in terms of incremental quantities instead of total 
quantities as in the standard Kalman filter. A procedure to describe the recursive 
equations of the Extended Kalman filter in terms of total quantities was de-
scribed. 
Chapter V will use the Kalman filter theory developed in this chapter to 
implement the Extended Kalman filter in real time using the avatar created by 
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V. FILTER IMPLEMENTATION 
This chapter presents the implementation of the Quaternion-based Kal-
man filter. The statistical properties of the measured angular rates are deter-
mined and the steps taken to linearize Equations (55) to (58) are described. After 
the system equations were linearized, MATLAB implemented the Kalman filter 
using real data collected from the sensors. Extensive tests were conducted to 
evaluate the accuracy of the estimate produced by the Kalman filter. After testing 
in MATLAB was completed, the filter was implemented in real time using the 
Avatar and communication protocols developed by Yildiz [Ref. 4]. 
 
A. STATISTICAL PROPERTIES OF THE MARG SENSOR DATA 
In order to implement the Kalman filter described in the previous chapter, 
it is necessary to determine the appropriate values for the matrices Q  and R . 
These matrices represent the confidence in the system model and the measure-




1. Process Noise Matrix 
The process noise matrix Q  is a measure that reflects the reliability of the 
process model, and is given by [Ref. 10]: 
k
 ( ) ( )E Tk k kQ w t w t =    (70) 
where E is the expectation operator, and ( )kw t  is the discrete white noise of the 
state Equations (54) to (58) and is given by: 
 ( )
( )
















It should be noted at this point that ( )i γw  is the continuous, independent 
white noise process of Equations (54) to (58), with zero mean and variance D . 
Therefore, 
i







 jδ − τ = τ =   ≠
 (72) 
This implies that the process noise matrix is a diagonal matrix with non-
zero elements only in the first three positions of the main diagonal, and can now 
be computed using Equations (70) to (72): 




0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0






    =      

where  are given by: 11 22 33, , and q q q
 











q w t w t
D ∆− τ
 =  
= −  τ  
  (74) 
 











q w t w t
D ∆− τ
 =  















q w t w t
D ∆− τ
 =  
 = −  τ  
 (76) 
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Up to this point, the variance of the white noise processes D  and the time 
constants of the process model 
i
iτ have been assumed known. To implement the 
Kalman filter these parameters must be found. 
Having the data from the sensors available, the variances and time con-
stants can be found using a simulated process model for the angular rates only, 
where the variance and time constants are adjusted until the output of the simu-
lated model better matches the real data collected from the MARG sensors. For 
this purpose, a sensor was attached to the arm of a person and random motion 
data was collected. A procedure similar to that described in [Ref. 11] was imple-
mented in this thesis using the Simulink model of Figure 16. 
 
Figure 16.   Simulation of the Process Model Used to Determine Statistical              
Data of the Angular Rate Measurements. 
 
The resultant values are shown in Table 3, where 1 2,  ,  and 3ω ω ω  are the 
angular rates in the x, y, and z body coordinate axes, respectively. The variances 
are given in rad/s and the time constants in seconds. 
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Although the resultant variances might seem to large, one must remember 
that the model is supposed to generate the angular rates of ordinary human-like 
motion. Since human motion is random in nature and can subject to large rota-
tion rates, the values variance and time constant obtained using the model rep-
resent a first-order approximation of the real data. 
 
Angular rate Variance  (iD
2 2srad ) Time constant  (s) iτ
1ω  50 0.5 
2ω  50 0.5 
3ω  50 0.5 
Table 3.   Variance and Time Constant of the Simulated Process Model. 
 
Figure 17 shows a comparison between the simulated angular rates and 
the real angular rates obtained from a MARG III sensor for random arm-motion. 
The graphs on the left represent the angular rates generated by the simulation 
model of Figure 16. The graphs on the right are the angular rates measured by a 
MARG sensor for random motion of the arm. The resultant simulated angular 
rates are, statistically, an accurate representation of the real angular rates col-
lected from MARG sensor data. 
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Figure 17.   Comparison of Real Angular Rates From the MARG Sensors                
and Simulated Angular Rates. 
 
2. Measurement Noise Matrix 
For ideal measurements, the white process of Equation (59) is zero. How-
ever, this is usually not the case [Ref. 10]. The Kalman filter uses the measure-
ment noise as part of the recursive equations to estimate the process under 
study. The measurement noise matrix R  is a parameter that represents the con-
fidence in the accuracy of the measurements, and is given by [Ref. 10]: 
k
 ( ) ( )E Tk k kR v t v t . =    (77) 
Equation (77) leads to the following expression for the measurement noise ma-
trix: 








0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
.0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0









    =      

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Since the noise process ( )kv t  is assumed to be uncorrelated, the off-
diagonal elements are all zero. The elements in the main diagonal are the vari-
ances of the measurement error. These variances can be found experimentally 
using real data from the MARG sensors. For this purpose, the measurements 
from a static MARG sensor were collected. 
Since the state vector elements are the angular rates, and the estimated 
orientation quaternion computed from accelerometer and magnetometer data us-
ing the Factored Quaternion Algorithm, the variance of each of these elements 
was computed for the collected data. 
Several experiments were conducted to determine the variance of the 
quaternion part of the measurement. It turned out that the variance depends on 
the orientation of the sensor. For the Kalman filter implementation, the variance 
selected for each element of the measurement was the largest value from all the 
experiments. Table 4 shows typical values of the variance that were used in the 
measurement noise matrix . kR
r11  r22  r33  r44  r55  r66  r77  
0.01 0.01 0.01 0.0001 0.0001 0.0001 0.0001 
Table 4.   Measurement Error Variances. 
 
B. IMPLEMENTING THE EXTENDED KALMAN FILTER 
The Extended Kalman filter described in Chapter IV to linearize the proc-
ess model will be applied in this section to Equations (54) to (58), repeated here: 
 ( )1 1      1,2,3,i i i
i i
x x w t i= − + =τ τ  (79) 
 [4 1 5 2 6 31 ,2 ]7x x x x x x x= − + +  (80) 
 [5 1 4 2 7 31 ,2 ]6x x x x x x x= − +  (81) 
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 [6 1 7 2 4 31 ,2 ]5x x x x x x x= + −  (82) 
 [7 1 6 2 5 31 .2 ]4x x x x x x x= − + +  (83) 
First, the incremental state equations must be determined for the process 
model Equations (79) to (83). In order to obtain the state equations given in 
terms of incremental quantities, the partial derivatives of the non-linear equations 
are taken and evaluated at ˆx x= . This leads to the following linear equations for 
the angular rates: 
 ( )1 1       1,2,3.i i i
i i
x x w t i∆ = − ∆ + =τ τ  (84) 
It is noted here that this equation has the same form as Equation (79). 
The linearized quaternion part of the state Equations (80) to (83) is given 
by: 
 4 5 1 6 2 7 3 1 5 2 6 3
1 ˆ ˆ ˆ ˆ ˆ ˆ ,
2 7
x x x x x x x x x x x x x∆ = − ∆ + ∆ + ∆ + ∆ + ∆ + ∆    (85) 
 5 4 1 7 2 6 3 1 4 3 6 2 7
1 ˆ ˆ ˆ ˆ ˆ ˆ ,
2
x x x x x x x x x x x x x∆ = ∆ − ∆ + ∆ + ∆ + ∆ − ∆    (86) 
 6 7 1 4 2 5 3 2 4 3 5 1
1 ˆ ˆ ˆ ˆ ˆ ˆ ,
2 7
x x x x x x x x x x x x x∆ = ∆ + ∆ − ∆ + ∆ − ∆ + ∆    (87) 
and 
 7 6 1 5 2 4 3 3 4 2 5 1
1 ˆ ˆ ˆ ˆ ˆ ˆ .
2 6
x x x x x x x x x x x x x∆ = − ∆ + ∆ + ∆ + ∆ + ∆ − ∆    (88) 
Equations (84) to (88) represent the continuous time process model in 
terms of incremental quantities. In order to use the recursive Extended Kalman 
filter equations of Figure 15, the discrete time equations must be determined. Us-
ing Laplace transform techniques, the discrete time model is: 
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 ( ) ( )
( )





i k i k i
t
x t x t w i
++ −γ∆− −τ τ
+∆ = ∆ + γ γ =∫  (89) 
for the angular rates, and 
 
( ) ( ) ( ) ( ) ( )
( ) ( ) ( )
4 1 4 5 1 6 2 7 3
1 5 2 6 3 7
ˆ ˆ ˆ
2
ˆ ˆ ˆ                                   ,
k k k k k
k k
tx t x t x x t x x t x x t
x x t x x t x x t
+
k
∆ ∆ = ∆ − ∆ + ∆ + ∆ +
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( ) ( ) ( )
5 1 5 4 1 7 2 6 3
1 4 3 6 2 7
ˆ ˆ ˆ
2
ˆ ˆ ˆ                                   ,
k k k k k
k k
tx t x t x x t x x t x x t
x x t x x t x x t
+
k
∆ ∆ = ∆ + ∆ − ∆ + ∆ +





( ) ( ) ( ) ( ) ( )
( ) ( ) ( )
6 1 6 7 1 4 2 5 3
2 4 3 5 1 7
ˆ ˆ ˆ
2
ˆ ˆ ˆ                                   ,
k k k k k
k k
tx t x t x x t x x t x x t
x x t x x t x x t
+
k
∆ ∆ = ∆ + ∆ + ∆ − ∆ +






( ) ( ) ( ) ( ) ( )
( ) ( ) ( )
7 1 7 6 1 5 2 4 3
3 4 2 5 1 6
ˆ ˆ ˆ
2
ˆ ˆ ˆ                                   ,
k k k k k
k k
tx t x t x x t x x t x x t
x x t x x t x x t
+
k
∆ ∆ = ∆ + − ∆ + ∆ + ∆





for the quaternion part of the state equations. Given the discrete time Equations 





5 6 37 1 2
6 34 7 1 2
5 37 4 2 1
6 5 34 2 1
e 0 0 0 0 0 0
0 e 0 0 0 0 0
0 0 e 0 0 0 0
ˆ ˆ ˆˆ ˆ ˆ
1
2 2 2 2 2 2
ˆ ˆˆ ˆ ˆ ˆ
1
2 2 2 2 2 2
ˆ ˆˆ ˆ ˆ ˆ
1
2 2 2 2 2 2
ˆ ˆ ˆˆ ˆ ˆ
1





x t x t x tx t x t x t
x t x tx t x t x t x t
x t x tx t x t x t x t





∆ ∆ ∆∆ ∆ ∆− − − − − −Φ =
∆ ∆∆ ∆ ∆ ∆− −
∆ ∆∆ ∆ ∆ ∆− −
∆ ∆ ∆∆ ∆ ∆− −
.
                   
 (94) 
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After all the matrices required for the implementation of the Kalman filter 
were calculated, the filter was tested using MATLAB. 
 
C. MATLAB IMPLEMENTATION 
After deriving all the required parameters to initialize the Kalman filter, the 
algorithms were implemented using MATLAB to test the performance and accu-
racy of the quaternion estimated by the Extended Kalman filter. 
Since the Kalman Gain was calculated in Equation (48) such that the sum 
of squared errors is minimized, one way to measure the performance of the Kal-
man filter is by verifying the trace of the error covariance matrix P . Figure 18 
shows the trace of  as a function of sample number for the first 200 samples of 
data obtained with the sensor at its reference position. It is noted, that the sum of 




Figure 18.   Trace of P  as a Function of Sample Number. Sensor Rotated               




Table 5 shows the elements of the quaternion for the first 5 samples. The 
initial estimate used in the recursive equations was the unit quaternion 
, and the actual position of the sensor (at the reference position, 
NED) was represented by the quaternion 
(0.5,0.5,0.5,0.5)
( )1,0,0,0 . The Kalman filter estimate, 
converged to the actual position in a single iteration. 
 
Sample qˆ0  qˆ1  qˆ2  qˆ3  
1 0.99985 0.0082135 0.0066032 0.01357 
2 0.99991 0.0057585 0.0049037 0.011901 
3 0.9999 0.0055983 0.0048826 0.011882 
4 0.9999 0.005288 0.0046884 0.011784 
5 0.9999 0.0052297 0.0046353 0.011506 
Table 5.   Quaternion Elements Estimated by the Kalman Filter. 
 
One of the reasons to implement the Kalman filter was to estimate the ori-
entation of the MARG sensor during periods of high angular rate and linear ac-
celeration. To verify the accuracy of the estimate during such transition periods, 
the performance of the Kalman filter was compared to the estimate calculated 
using the Factored Quaternion Algorithm. Two kinds of experiments were done 
for this test, first a controlled rotation using the rotating/tilting HAAS table and 






The sensor was first placed at the end of a 1-meter pole attached to the 
rotating table with its xyz axes aligned with West-North-Down directions. The 
sensor was rotated 90º about the y-axis at a rate of 60º/s and then rotated –90º 
at the same rate (in the inverse direction). Figure 19 shows the performance that 
the Kalman filter has in estimating the orientation of the sensor. The graphs on 
the left show the orientation estimated by the Factored Quaternion Algorithm, the 
graphs on the right, show the orientation estimated by the Kalman filter. The es-
timate given by the Kalman filter, greatly reduces the noise and smoothens the 
orientation estimate. 
 
Figure 19.   Comparison of Factored Quaternion Algorithm and Kalman                    
Filter Orientation Estimates. Sensor Rotated 90°                                             






Figure 20 shows the results of the experiment in which the sensor was ro-
tated randomly attached to the arm of a person. 
 
Figure 20.   Comparison of Factored Quaternion Algorithm and Kalman Filter          
Orientation Estimates. Sensor was attached to a Person’s                               
Arm and Rotated in a Random Fashion. 
 
As it is seen in the graphs on the right of Figure 20, the orientation esti-
mate given by the Kalman filter has eliminated the noise that the Factored Qua-
ternion Algorithm estimate has (graphs on the left) without having a delay. This 
result is desired, as the Kalman filter was expected to smoothen the orientation 
estimate without creating a lag in the process. 
The previous tests demonstrated that the Kalman filter was performing 
appropriately. Small variations in the variance of the measurement noise and 
process noise rendered similar results. However, as the variance of the angular 
rates approached that of the quaternion elements in R , the Kalman filter did not 




D. REAL-TIME IMPLEMENTATION 
After extensive MATLAB tests were conducted to determine if the Kalman 
filter was working properly, the filter was implemented in real time using the hu-
man-like avatar developed by Yildiz in his thesis [Ref. 4]. 
At the current state of development of the MARG project, two sensors are 
being used to track the motion of a human arm, one sensor attached to the upper 
arm and the other attached to the lower arm. The quaternions estimated by the 
Kalman filter for these two sensors are denoted here as Parent and Child, re-
spectively. Yildiz [Ref. 4] and Kavousanos-Kavousanakis [Ref. 1] performed sev-
eral successful tests on the avatar and determined that, using the QUEST algo-
rithm, it performed well under circumstances of slow angular rate and low linear 
acceleration. 
Since the avatar was already tested, this thesis only tested the perform-
ance of the Kalman filter. For that purpose, the Kalman filter recursive equations 
depicted in Figure 15 were coded using the Java language currently used by the 
client-server program that delivers the orientation quaternion to the avatar. Two 
new classes were created (one for the parent and one for the child) to hold all the 
values that the Kalman filter requires from previous iteration, i.e., ˆkx
−  and . kP
−
The tests were conducted having a person wear two sensors on his right 
arm and moving it at different speeds in a random pattern. The graphical display 
of the motion using the avatar was satisfactory. During fast movements, the ava-
tar did not loose track of the arm. Furthermore, the filtering process did not intro-
duce a significant lag, and therefore, real-time display of human motion is a-
chieved. 
Figures 21 and 22 show snapshots of the real-time human motion tracking 
test, where the user wears two MARG sensors on his arm, one on the upper arm 
and other on the lower arm. 
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Figure 21.   Real-time Implementation of the Quaternion-based Kalman Filter for Hu-
man Motion Tracking using two MARG III Sensors. 
 
 
Figure 22.   Real-time Implementation of the Quaternion-based Kalman Filter for Hu-
man Motion Tracking using two MARG III Sensors. 
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E. SUMMARY 
This chapter presented the implementation of a quaternion-based Kalman 
filter for human motion tracking using MARG sensors. Statistical properties of the 
MARG sensor data were determined in order to implement the filter. 
The equations that describe the process were linearized to be used in the 
Extended Kalman filter. The orientation estimated by the filter was compared to 
the orientation estimate of the Factored Quaternion Algorithm. Stability was 
gained during periods of high linear acceleration and fast angular rate motion as 
well as a smother transition of the orientation estimate from sample to sample. 
Implementation in real time was done using Java language and the avatar 
created by Yildiz [Ref. 4]. Extensive testing of the filter rendered satisfactory re-
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VI. CONCLUSIONS AND FUTURE WORK 
A. CONCLUSIONS 
This thesis introduced and tested a suboptimal algorithm to estimate the 
orientation quaternion based on magnetometer and accelerometer data. An ad-
vantage of this algorithm is its low computational load. The algorithm was com-
pared with the QUEST algorithm generating similar results. Extensive experi-
ments showed that the Factored Quaternion Algorithm estimate is accurate un-
der all conditions where there is not high linear acceleration involved. Motion in-
volving fast rotation rates is also a case where the estimate is not accurate. 
Before implementation of the Kalman filter could be done, the angular rate 
measurements needed to be calibrated and filtered to eliminate drift. Calibration 
and filtering of the data was done in a single step using a high-pass filter. This 
high-pass filter blocked the low-frequency drifting of the angular rate sensors 
without affecting the high frequency data. 
For the purpose of determining the statistical properties of the MARG sen-
sor measurements, data was collected in several experiments involving different 
orientations and motion patterns. The variance of the process noise and meas-
urement noise were determined in order to implement the Kalman filter. 
The implementation of a Kalman filter for the purpose of tracking human 
motion using MARG sensors was presented. The filter blended the orientation 
information obtained from the Factored Quaternion Algorithm estimate with data 
from the angular rate sensors. 
Exhaustive testing of the Kalman filter using MATLAB determined that the 
estimate calculated by the filter accurately represented the orientation of the sen-
sor and did not introduce a significant lag into the process. 
Implementation of the Kalman filter in real time was carried out using Java 
language and it was integrated into the MARG Project avatar developed earlier 
this year. The current development includes two MARG sensors to detect the 
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motion of the right arm. Visual representation of the filter’s estimated sensor ori-
entation displays accurately the motion of the arm with two sensors attached to it. 
Introduction of full-body humans into virtual environments using the MARG sen-
sors is just around the corner. 
 
B. FUTURE WORK 
This thesis presented the first real time implementation of a Kalman filter 
in the MARG project. Although the estimate determined by the filter seemed to 
be accurate, it was based in a very simple model to describe the dynamics of 
human motion. Implementation of a more accurate model to represent the dy-
namics of human motion will render more accurate results. 
As this thesis is being completed, a new model of MARG sensor is avail-
able, the MARG IV. Along with the MARG IV sensors, a new interface unit for 15 
sensors is also ready for testing. The next step in this project would be to use 15 
sensors for full body tracking. 
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