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Abstract—Multi-touch interfaces across a wide range of 
hardware platforms are becoming pervasive. This is due to the 
adoption of smart phones and tablets in both the consumer and 
corporate market place. This paper proposes a human-machine 
interface to interact with unmanned aerial systems based on 
the philosophy of multi-touch hardware-independent high-level 
interaction with multiple systems simultaneously. Our 
approach incorporates emerging development methods for 
multi-touch interfaces on mobile platforms. A framework is 
defined for supporting multiple protocols. An open source 
solution is presented that demonstrates: architecture 
supporting different communications hardware; an extensible 
approach for supporting multiple protocols; and the ability to 
monitor and interact with multiple UAVs from multiple clients 
simultaneously. Validation tests were conducted to assess the 
performance, scalability and impact on packet latency under 
different client configurations. 
 
Keywords—Touch, thin client, cross-platform, HTML5, 
UAV, ground control station, open source. 
I. INTRODUCTION 
S technology matures, the capabilities of autonomous 
systems will increase, opening new avenues for a range 
of tasks not realisable before. Tasks where the risk to 
humans is the primary concern will now be possible by a 
swarm of low cost, dependable and efficient vehicles 
shifting the human operator from the field or front line to a 
more sheltered location. The current technology trends 
indicate that in the foreseeable future the number of 
autonomous vehicles will outnumber the number of 
available operators. The paradigm of 1-2 operator(s) for one 
platform will soon not be sustainable anymore. Therefore, 
the investigation of new approaches and technologies to 
allow one operator to interact and command multiples 
vehicles (1-to-n) is due for investigation. 
One major impediment to achieve this goal is the 
hardware-centric software model. If multiple heterogeneous 
hardware interfaces are due to exist for every autonomous 
vehicle, then the need for developing software packages for 
every target hardware becomes a burden, and ultimately a 
hurdle for the development of advanced human-machine 
interfaces. The development of software interfaces that are 
transparent to the hardware and are able to be executed in 
commodity hardware can potentially unleash a new market 
of applications for unmanned aerial vehicles in an industry 
that is predicted to achieve multibillion figures [1]. 
Since the release of the iPhone in 2007 [2] and the iPad in 
2010 [3, p. 300], there has been rapid growth in the 
ownership of multi-touch devices, for example smart phones 
and tablets. For the fourth quarter of 2011 there were 158 
million smart phone shipments [4], 15.4 million iPad 
shipments and 10.5 million Android based tablet shipments 
[5]. Within the enterprise, take-up of tablets has been 
unusually rapid for a new technology. Apple reported that by 
the fourth quarter of 2010 80% of Fortune 100 companies 
had adopted the iPad in some form [6]. 
IDC forecasts for 2015 include shipments of 450 million 
PCs, 1,000 million smartphones and 180 million tablets [7]. 
While the Computer Security Update published a forecast 
that the multi-touch market will be worth $5.5 Billion by 
2016 [8]. This forecast is based on products for multi-touch 
including smartphones, tablets, laptops, televisions/LCD, 
tables and floors.  
The use of multi-touch in mobile devices can be 
evidenced by product launches such as the recent mobile 
world congress in Barcelona, Spain [11]. Users are 
developing memory models from their smartphones and 
tablets. For example, images and maps can be pinched and 
zoomed. As such new users to touch screens initially attempt 
to pinch and zoom [12]. “Nearly everyone is beginning to 
interact frequently with multi-touch technology, including 
panel operators, engineers, managers, executives and other 
decision-makers” [13]. This is leading to new devices such 
as padphones [14], personal computers [15], kiosks, point-
of-purchase (POP), point-of-information (POI) and 
industrial machinery [16]. POI and POP can be used for 
ATMs [17], vending machines, merchandising, medical 
facilities (doctors office, clinics and hospitals [18]), building 
and industrial automation. 
 However, the heterogeneous nature of the hardware and 
proprietary operative systems within each device are limiting 
the full potential for the use of this technology in society. 
This is driven, in part, by vendors releasing products 
designed to keep consumers in their ecosystem [19]. 
Within the mobile and tablet space there are three main 
platforms: iOS by Apple; Android by Google; and Windows 
8 by Microsoft. Tabletops are still immature in comparison 
to the mobile platforms. The main implementations are 
either a version of the Windows operating system or a Linux 
distribution. This raises software development issues when 
attempting to target multiple platforms. 
The immediate question facing the developer is what 
approach to use in developing across disparate platforms, 
whereby approach is defined in terms of the toolchain and 
architecture. The key toolchains and architecture available to 
the developer can be summarised as follows: 
1) Develop a native application for each platform with no 
code reuse between platforms. 
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 2) Utilise MVC (Model-View-Controller) pattern to 
abstract the model into libraries common to all 
platforms, while the view and controller are 
implemented via a native application. 
3) Develop in HTML5 and JavaScript running in an 
embedded native application utilising an embedded web 
renderer to run the application. 
4) Develop a single application utilising Qt, a cross-
platform application and UI framework. 
5) Utilise third party commercial products that support 
generation of applications for the targeted platform. 
6) Utilise or develop middleware for each targeted 
platform to run non-platform specific code that executes 
in a runtime. 
7) Develop a model with transformations to generate the 
required artefacts for the targeted platforms. 
There are several considerations that influence a 
developer’s choice for the best environment for developing 
cross-platform software. Specific needs for the developer 
will determine which considerations are of highest 
importance. Factors such as required skill sets, learning 
curve and environmental requirements all contribute to the 
cost of development.  
The work presented here is expected to contribute to the 
field of UAS HMIs by providing a cross-platform approach 
that enables the use of multiple heterogeneous hardware 
devices simultaneously to interact with multiple UAV 
platforms. The main contribution of this approach are 1) 
transparency in the support of touch based and mouse based 
user interaction; 2) Flexibility in the support for multiple 
vehicles and clients; 3) Scalability in the number of clients 
and UAV platforms and 4) Robustness to packets loss and 
unauthorised use client’s side.  
This paper is organized as follows. Section II provides an 
overview of the current technologies applicable to multi-
touch devices. Section III introduces the proposed approach 
and its main modules. Section IV presents the architecture 
implemented to validate our approach. Section V describes 
the main software modules and Section VI presents the 
testing seup and main results. Finally, Section VII presents 
the conclusions and future directions for this paper.  
II. RELATED WORK 
Initial research into ubiquitous computing included a 
focus on new types of interaction, of which touch based 
interaction received considerable attention [20], [21], [22]. 
Multi-touch interaction has been researched progressively 
from the mid 1980’s [23], [24]. However commercial 
availability of multi-touch based systems only started 
appearing in the mid-2000s [25], followed by consumer 
devices in the late 2000s. This resulted in an increase of 
research into multi-touch software architecture and 
frameworks [26], [27], [28], [29]. 
As the range of devices increased, the question of how to 
develop and support the different platforms became a 
concern. While management of multi-touch interaction is 
relatively new, supporting cross-platform development is 
not. Lessons learnt from cross-platform development can be 
applied to the issues of supporting multi-touch frameworks 
across multiple platforms. Thus an examination of current 
literature in the cross-platform development space is 
important. 
Netscape utilised a cross-platform approach with their 
server-side software suite and client-side web browser in the 
1990s [30]. Netscape’s main goal was the minimisation of 
duplicate code. This was achieved via a common language 
that could be compiled on multiple platforms. However the 
major issue for Netscape was performance. 
Other research into cross platform sensor networks found 
that stability, portability, flexibility and simplicity where 
obtained via software abstraction [31]. While there was an 
impact to performance with this approach, the impact was 
negligible. 
An obvious option for abstraction is web client based 
development. Research into mobile software development 
and how web based development can be applied found that 
while the environment is immature, they provide versatility, 
economy, usefulness, less dependence on platforms, and the 
software development kits (SDKs) and are progressing 
towards full functionality in comparison to native 
development [32]. This further supports abstraction as a 
cross-platform approach, as the use of web based 
development allows a high level of abstraction with minimal 
coding for specific platforms. 
HTML has matured enabling a cross-platform approach 
via HTML5, Cascading Style Sheets (CSS) and JavaScript. 
This is augmented by WebKit, an open source web browser 
engine and renderer. Apple’s Safari and Google’s Chrome 
web browser utilise WebKit [33]. It is available within Qt, 
iOS, and via APIs supporting multi-touch [33]. This 
positions HTML as an environment for multi-touch 
development across multiple platforms. 
As HTML is not native it can be perceived that native 
code is better than HTML. As HTML abstracts the user 
Fig. 1. Proposed system architecture for the physical system supporting 
multiple types of unmanned vehicles. Represented are UAVs (unmanned 
aerial vehicles, UGV (unmanned ground vehicles), and AUVs (unmanned 
underwater vehicles). 
 interface, issues with consistency for a given platform can be 
a concern [34]. Using a plastic interface may address 
consistency issues by allowing a native experience for the 
device and form factor [35], [36]. Charland et al. [37] 
addresses both performance and the interface when 
describing the trade-off between native software and web 
based software. While commenting that performance should 
be considered, they mention that tools like PhoneGap 
provide the ability to meet the divide in functionality. 
HTML 5 garnered a lot of attention when LinkedIn and 
Facebook both decided that HTML 5 would be the solution 
for their multi-touch mobile solutions [38], [39]. The interest 
in HTML5 by the developer community lead to other 
companies testing the HTML 5 technology [40], [41]. This 
was slightly reversed by both Facebook and LinkedIn 
deciding that a native approach would be better for mobile 
apps [42], [43]. However various commentaries have noticed 
that the issues in these cases were not so much the HTML5 
platform and technology, more an issue of how it was 
applied [44]. A general solution is to mix a native shell with 
a HTML5 core [45]. It should be noted that a key positive of 
HTML5 is the speed to develop and deploy, this is a large 
advantage for proof of concept software development [46]. 
III. PROPOSED APPROACH 
A two-staged approach was decided upon for software 
development. The first stage was to focus on the multi-touch 
user interface while supporting multiple platforms. The 
second stage focused on communications from multiple 
clients with multiple vehicles simultaneously. 
A. User Interface 
The user interface is an enabler in widening the audience 
for interaction with unmanned vehicles. Intuitive user 
interfaces can be leveraged in supporting the casual user. 
This assists in reducing training and support requirements 
for deployed solutions. As such the user interface leveraged 
modern concepts for user interaction found in popular social 
software solutions (e.g. Google+, Facebook, etc). It should 
be noted that the focus was not purely on touch based 
interaction, but also mouse based interaction. 
B. Multiple Vehicles 
The ability to interact or monitor multiple vehicles was 
seen as a key enabler in extending functionality of 
unmanned vehicles. This would enable focusing on roles of 
users beyond the engineer and the pilot. The role of the 
‘consumer’ would be a purveyor of the payload data in real-
time scenarios. For example: fire crews monitoring hot spot 
information from multiple UAVs that are patrolling forestry 
areas. 
A HTML5 solution was selected as the platform for the 
client. This was based on the ease of rapid development, 
portability between platforms and the skill sets available for 
software development. As HTML5 was selected for the 
client, WebSocket over IP was selected as the 
communication protocol between the client and the server. 
Node.js was selected as the server platform. This was 
chosen due to the availability of a mature WebSocket 
library, the ability to share JavaScript between client and 
server, the low resource requirements to run Node.js and the 
portability of Node.js between platforms. 
The intent was that the above elements would enable a 
thin client solution leveraging a lightweight server for 
dissemination of telemetry while allowing interaction. 
IV. ARCHITECTURE 
The architecture is composed of several key components: 
clients, communications server, and vehicles (see Fig. 1). 
Clients are portable touch based devices to allow easy 
interaction by users with data from the vehicles. The 
communications server can be considered the orchestrator of 
data between vehicles and clients, enabling interaction 
between the two sides. The vehicles are autonomous 
vehicles with the ability to communicate telemetry and/or 
payload information. 
Connecting the clients and communication server is an IP 
based network, which can be either public or private. The 
protocol between the clients and communications server is 
the WebSocket protocol. WebSocket has been developed 
with HTML 5 and has W3C candidate recommendation 
[47]. 
Communication between a vehicle and the 
communication server is via the physical layer(s) required 
by the vehicle. The condition being that a) the server can 
interact with hardware components required to facilitate 
communication and b) the protocol used by the vehicle is 
implemented by the communications server software. 
The aim of the architecture is to facilitate interaction by 
multiple clients with multiple autonomous vehicles. The 
following requirements where defined to support the aim of 
the architecture: 
1) All software components are to be cross platform 
capable; 
2) Client software will support touch based and mouse 
based user interaction; 
 A 
 B 
 D 
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Fig. 2.  Example portable server hardware based on a single board 
computer. The components are a Raspberry Pi (A), short range WiFi 
card (B) , long range WiFi card (C) and a battery pack (D). 
 3) No dependency on specific hardware; 
4) Software is to support portable hardware; and 
5) Architecture is to support multiple vehicles and clients. 
A. Vehicles 
Integration of vehicle support within the solution was 
approached in two stages. Stage I was to test the software 
components of the architecture and demonstrate the viability 
of the various architectural decisions. Stage II was to apply 
the results of stage I, providing a working solution using 
multiple UAVs. 
The Parrot AR Drone vehicle (version 1) was selected for 
Stage I. The Parrot doesn’t include a full autopilot and has 
no GPS. The main feature of the Parrot is that it can hold 
station. This is achieved via ultrasonic altimeter and 
downward facing camera using optic-flow. Communications 
is achieved using TCP/IP over 802.11b/g. The parrot’s WiFi 
must be operated in host mode but only allows a single 
connection.  
Two Parrot AR Drone frames were selected for Stage II. 
They were fitted with PX4 autopilots (with IO module for 
the Parrot), 3DR GPS and 433/915 MHz radios. The PX4 
autopilot includes a 3D gyroscope, 3D accelerometer, 3D 
magnetometer and barometer. The firmware for the PX4 
autopilot utilises the MAVLink protocol. This provides a 
low bandwidth communication link via the 433/915 MHz 
radios for up to one kilometre. The radios come in pairs, one 
for the ground station and one for the vehicle. 
B. Communications Server 
The server provides IP based connectivity for clients via 
the WebSocket protocol. A custom JSON (Java Script 
Object Notation) messaging scheme is used for 
communications with clients. The software for the server 
was implemented in JavaScript running on Node.js. The 
advantage of JavaScript is that the same language can be 
used for the client and server. This allows creation of 
common libraries. Thus development effort can be reduced 
while increasing quality. 
An advantage of Node.js is the low footprint (memory and 
CPU), allowing the use of low powered hardware. This was 
demonstrated via a single board computer (see Fig. 2). This 
uses a Raspberry Pi running an ARM 700 MHz processor 
with a Linux operating system. The advantages of such an 
approach are its size, power requirements, interfaces and 
price. For Stage I, the server was comprised of a Raspberry 
Pi (A), a USB WiFi card for client connectivity (B), a USB 
WiFi card for vehicle connectivity (C), and a battery pack 
(D). For Stage II the USB WiFi card (C) was replaced with a 
3DR 915 MHz radio. The Stage II approach was also tested 
on a laptop where the server and client ran on the same 
device. 
C. Clients 
Clients facilitate interaction with the vehicles via the 
communication server. Any device that can run the client 
software can act as a client.  
The software for the client was developed using HTML5, 
CSS3 and JavaScript. This allowed flexibility to support any 
platform that contains a browser that supports HTML5. 
Special focus was given to support WebKit. WebKit is the 
rendering engine used by Chrome, Safari, Opera and Midori 
web browsers (amongst others). Utilities like Phone Gap use 
WebKit to generate a native application for various mobile 
platforms. This includes iPhone/iPad, Android and Windows 
devices.  
Stage I and Stage II were demonstrated on a Nexus 7 and 
ASUS Transformer Prime (see Fig. 3). Stage II was 
demonstrated on a Nexus 7, ASUS Transformer Prime, an 
iMac and a laptop running Ubuntu. 
V. SOFTWARE 
The software can be divided into three components: 
client, server, and common (see Fig. 4). The client and 
server components run on their respective hardware 
platforms. The common components are available on both 
the client and server. The JavaScript language is utilised for 
all components. HTML5 and CSS3 are used for rendering on 
the client, while the server is run in a headless environment 
(i.e. no graphical user interface). All software components 
are freely available on GIT via the URL 
https://github.com/jamesjenner/videre. 
 
A. Common 
The common component’s main focus is to remove 
duplicate code between the client and server components. 
This is implemented by defining sets of classes and 
associated methods. The main use is primarily 
communications. 
All content for communication is formatted as JSON, thus 
leveraging JavaScript’s ability for manipulating JSON data. 
Elements within the messaging purposely utilise English to 
enable simple debugging.  
Fig. 3. A Nexus 7 and ASUS Transformer Prime running the client in the 
chrome browser while connected to the same server. The user interface 
displayed has the left side pane activated, which is overlaying the 
navigation area.  
 B. Client 
The client utilises HTML5, CSS3 and JavaScript. The 
client is comprised of several modules, while leveraging the 
common component for communication with the server. 
The content manager orchestrates UI flow and the 
common components of the UI. The UI is grouped by areas 
and tabs. A left side pane manages navigation while a right 
side pane provides context aware options. The content 
manager keeps track of this information and orchestrates 
what is displayed based on interaction with the navigation 
pane and area tabs.  
The payload manager tracks payload information. This 
includes map rendering and interaction with the payload UIs.  
The navigation manager handles user interaction with a 
map for navigation purposes. This includes waypoint 
handling, waypoint state, planned path and actual path. 
The vehicle register monitors vehicles and any associated 
telemetry. The vehicles register is utilised by the other 
managers to determine vehicle state. For example, the 
content manager uses the vehicle register to show telemetry. 
The server manager controls all communication with the 
server. The server inspects messages, notifying other 
components as required. 
C. Server 
The server runs on Node.js. Node.js uses an event driven 
non-blocking I/O model which is programmable via the 
JavaScript language. This makes Node.js a natural fit as the 
communications coordinator between clients and vehicles.  
The implementation of the server is divided into 
components with specific areas of responsibility. This is 
enforced via the inheritance and event model used by 
Node.js. This allows encapsulation of each component, 
increasing reliability by limiting impact of any changes. 
A key aspect of the server is that it utilises a command 
line approach for configuration. Command line options 
cover all aspects of the server, which can be saved into a 
configuration file for ease of use. The options that are 
available are listed via the --help and -h command line 
options.  
The client manager is responsible for all communication 
with clients. The client manager manages connection 
attempts, authentication, inbound and outbound messages. 
The client manager provides an authentication process which 
can support three modes.  
The supported communication modes are unsecured, 
mixed mode and secured only. The use of unsecured is for 
situations where security isn’t a concern, for example, when 
using a private network. Mixed mode communications 
transmits telemetry via an unsecured connection, while 
client based vehicle commands are transmitted via a secure 
connection. This is intended to reduce the load on the server 
and any connected clients, as encrypting packets create extra 
load on the server [48]. The secure mode requires all 
transmissions via a secure connection. 
In addition to the communications channels, the client 
manager applies authentication based on user id and 
password. The password is confirmed via a persisted hash 
determined via bcrypt [49] with a multi round salt. This 
provides a secure method of authentication that is future 
proof for the foreseeable future [49].  
The vehicle communications manager (VCM) is focused 
on coordinating communication with vehicles. The VCM 
was designed around the behaviour of the AR Parrot Drone 
V1 during Stage I. The key presumption was that a single 
communication device would connect to a single vehicle. 
During Stage II the VCM was refactored to support multiple 
vehicles per communication channel. This was required to 
support the MAVLink protocol and to test multiple vehicles 
simultaneously.  
With Stage II, specific channels of communication can be 
configured at runtime. Each communication channel is 
exclusively associated with a protocol. A channel can be any 
physical connection that the server hardware supports. It 
should be noted that the network port is considered a single 
channel for network connections. 
For Stage II, the vehicle communications manager 
connects to the defined channels when the server is started. 
The associated protocol is used to process messages that are 
received or sent via the communications channel. The 
protocol determines if a single or multiple vehicles are 
attached to the communication channel. This allows auto-
discovery of vehicles via the communication channel, as 
determined via the associated protocol. 
Internally the VCM allocates UUIDs (unique universal 
identifiers) to each vehicle registered via a communication 
channel. All information broadcast to clients regarding 
vehicles identifies the vehicle via the UUID. This is to avoid 
conflicts between different protocols, however can be used 
to group vehicle ids using the same protocol. For example: 
the MAVLink protocol uses a numeric identifier with a 
maximum value of 255. The use of UUID for vehicle 
identification avoids the potential for conflicts by clients 
[50]. 
D. User Interface 
The client uses an interface designed for both touch and 
mouse based interaction. This allows for usage on touch 
devices as well as personal computer hardware. 
  The software consists of several components: action bar, 
main pane and side panes (left and right). The action bar is 
Fig. 4.  Software architecture for client, server and common components. 
 context sensitive, based on the active area. The action bar 
provides feedback, navigation and supports actions. 
Feedback is provided via the title (displaying the name of 
the current section) and icons that represent state. Navigation 
is performed via the tabs and controls to open side panes.  
The left side pane provides multiple purposes. The 
primary purpose is the ability for the user to navigate 
between areas. However it is also used to determine the 
available vehicles, the defined servers and visual feedback as 
to which area is currently selected. 
The right side pane is context sensitive controls for the 
active area. For example, when a map is displayed it 
provides a list of the map styles while indicating the active 
style. For telemetry it lists all the available gauges while 
indicating the active gauges. The main pane is the focus for 
the user and allows interaction for the area that is currently 
active. 
The areas within the software consist of the following: 
1) Home – the default area on startup; 
2) Payload – payload related information; 
3) Navigation – map based user interface for viewing and 
editing navigation details; 
4) Vehicles – a separate area for each vehicle that has been 
registered with the connected servers, providing 
configuration, monitoring of telemetry and vehicle 
interaction; 
5) Servers – a tool to define or edit servers; and  
6) Preferences – definition of preferences that affect the 
various areas within the software. 
Selection of an area is available via the left hand 
navigation pane, displayed via the activation button on the 
action bar. All areas are accessible via the navigation pane. 
The navigation and vehicle areas are the primary focus of 
the software. The navigation area views all current vehicles 
while the vehicle area is specific to each vehicle. Stage I 
focused on the user interaction framework and a vehicle user 
interface. Stage I Parrot interaction requirements resulted in 
the vehicle area divided into the telemetry tab and remote 
control tab. 
The remote control tab provided a user interface for 
controlling the Parrot AR Drone. As such the controls were 
designed around the commands required to fly a Parrot. The 
key commands were take-off, land, abort, vertical controls, 
and horizontal controls. The vertical and horizontal controls 
utilised a touch UI concept to emulate joysticks [51]. The 
remote controls were deemed to be temporary, as the goal of 
the software is to interact with autonomous vehicles. 
The remote control tab was required for controlling the 
Parrot. This was because the standard Parrot is not an 
autonomous vehicle, thus direct control by a user was 
Fig. 6.  Demonstration of how navigation interaction is performed. All navigation interaction is performed via radial menus. The user can perform 
various tasks such as editing the planned navigation path or tell the vehicle to target a specific waypoint. The waypoint reflects whether it is a 
terminating waypoint, includes a patrol command and if the vehicle is currently targeting the waypoint. 
Fig. 5.  The key areas of the client application are the navigation and telemetry areas. The user selects different areas via the navigation pane. The 
navigation pane will list all servers and all remote vehicles for connected servers. For each area there is an options pane on the right hand side, this is 
context sensitive. For the navigation area, a list of available map styles is presented, while the options for the telemetry area allow the selection of 
instrumentation panels. All instrumentation panels within the telemetry area can be repositioned via touch or mouse. The state panel allows a request to 
toggle a specific state, as well as displaying the state and any informational messages. A right side pane can be accessed via the icon on the right to 
hide/display available panels. 
 Fig. 7.  Overview of the physical architecture used during testing. 
required. 
The telemetry interface (see Fig. 5) was designed to 
support an unknown number of gauges and indicators. As 
such the telemetry user interface utilises the option pane to 
show and hide gauges. When a gauge is shown on the main 
window, the user can drag the gauges around. The default 
configuration is the traditional T layout for aircraft.  
For Stage II, the vehicle area was refactored to support 
fully autonomous vehicles. The telemetry tab was retained, 
the remote control tab was removed and a properties tab was 
added. Two new gauges were introduced, the voltage gauge 
and a state control panel. The state control provides support 
for viewing the state of key attributes of the remote vehicle, 
while also allowing a request to change each state. 
The navigation pane provides the following information 
for each vehicle available via the server: 
1) Location; 
2) Targeted waypoint; 
3) Planned flight path; 
4) Waypoints and associated information; 
5) Actual flight path; 
The navigation pane provides the ability to interact with 
the vehicle planned flight path via radial menus (see Fig. 6). 
By default a vehicle is not selected (as there may be more 
than one vehicle). To select a vehicle the user can 
touch/click on a waypoint or the vehicle. Then a radial menu 
will appear with the options, including an option to select 
the vehicle. Choosing the select option will change the path 
and vehicle from grey to blue. This indicates that the 
planned flight path is active and can be edited. 
VI. IMPLEMENTATION AND TESTING 
We implemented our multi-touch framework using the 
architecture depicted in Fig. 7. Four heterogeneous clients 
and two UAVs were used in our experiments. The main aim 
of this experiment was to validate our proposed approach by 
i) Implementing our framework in four different operating 
systems and ii) Evaluating the performance in terms of 
packet’s traffic. 
A.  Hardware Architecture 
The hardware architecture is a fair representation of what 
could be implemented in real systems. A mixture of different 
wireless/wired communication technologies, mobile devices 
and operative systems are used. A main server running 
Node.js is used as a gateway to communicate with each 
UAV. Communications between the server and each UAV is 
handled by two separate radio modems at 900Mhz and 
433Mhz, respectively. Communication client-server is made 
via 802.11 (OSX and Android clients) and Ethernet 
(windows and Linux clients). Each drone is based on a 
Parrot v1 airframe in which control boards are removed and 
replaced with PX4 boards (a PX4IOAR Quad Carrier 
adapter board [52] and PX4FMU [53]). The PX4FMU is a 
flight management unit that provides an autopilot, utilising 
the MAVLink protocol for telemetry and interaction. The 
PX4IOAR is an adapter board which provides the interface 
between the PX4FMU and the Parrot AR drone motors. 
Finally, time synchronisation was handled using the same 
Fig. 8.  UAVs used during the testing procedure. Fig. 9.  Test 1. Time histogram of telemetry packets for each client. 
 network timeserver for all clients (except for nexus 7). In 
this way, differences in time were kept at a minimum. 
B. Testing Procedure 
Two experiments were conducted to evaluate the average 
latency and packet traffic load when clients and UAVs are 
increasingly added to the network. The first experiment was 
performed using one UAV and multiple clients (four). The 
second was conducted using two UAVs, and the same 
number of clients. Each client was added to the network at 
several time intervals, i.e. t = (0m, 2m, 4m, 6m) with 
corresponding clients (1, 2, 3, 4) respectively. Each packet is 
time-stamped at the server and client respectively. In 
addition to vehicle state each packet contains a packet 
number and an UAV ID. Using time, packet number and 
UAV ID we were able to match each packet sent from the 
server in each client. Therefore, the latency was computed 
using the time differences between same packets sent and 
received. Overall, the procedure for testing consisted in the 
following steps: 
1) Synchronising all hardware using the same local time 
server. 
2) Server was initialised and confirmed as running. 
3) One (or both) UAV(s) was/were started. 
4) The server automatically establishes a connection to 
the UAV(s). 
5) Once server-UAV connection is established, each 
client would connect to the server at various time 
intervals. 
Table 1 depicts the connection schedule for each client. 
Information was saved in log files at each end. The 
exception was the mobile device running Android due to an 
inability to synchronise with the time server and capture logs 
on the device. 
Time 
(m) 
Windows OSX Linux Nexus 7 
0 x    
2 x x   
4 x x x  
6 x x x x 
Table 1 Client-server connection setup during the experiments. Clients were 
connected at time 0m, 2m, 4m and 6m, respectively. 
C. Discussion  
Timing results are depicted in Table 2. Examining the 
latency results we observe no major impact in time delay 
when the number of client connections increase. We note an 
increasing trend in latency times for clients 2 and 3 when 
compared with client 1. This conclusion is however within a 
limited scope given the IP network used in the experiments 
was shared with many other clients not directly involved in 
this test (not dedicated infrastructure). 
An important property to highlight from our architecture 
is the ability to maintain reliable packet delivery rates (0% 
packet loss). This was achieved by a considered design 
choice of using a connection-oriented protocol. This is an 
important feature to ensure dependable UAV command and 
control using these types of frameworks. 
For each client and the two experiments conducted, the 
latency times are shown in Figures 9-12.  Figure 9 shows 
latency time when one UAV and three clients are using our 
Fig. 12.  Test 2. Packet latency times for UAVs 1 and 2 using 
client 3 (Linux). 
Fig. 10.  Test 2. Packet latency times for UAVs 1 and 2 using 
client 2 (OSX). 
Fig. 11.  Test 2. Packet latency times for UAVs 1 and 2 using client 1 
(Windows). 
 framework (Test 1). Whereas, Figures 10-12 show the 
latency times for each client receiving packets from both 
UAVs (Test 2). 
 
  Test 1 
 UAV Windows OSX Linux 
Average  latency (ms) 1 96.2081 123.1932 119.1819 
Std (ms) 1 60.9680 72.3133 64.5322 
  Test 2 
Average  latency (ms) 1 85.6735 121.9851 127.8314 
Std (ms) 1 49.5973 80.4291 77.1226 
Average  latency (ms) 2 106.4599 131.6521 140.1723 
Std (ms) 2 80.0339 82.5465 78.6067 
Table 2 Testing Results. Average latency and standard deviation in 
milliseconds. Client 1 (Windows), Client 2 (OSX), Client 3 (Linux) and 
Client 4 (Nexus 7). 
 
The number of total packets received by each client was 
different due to the different duration in connection time. 
For instance, Figure 12 shows the packet histogram for 
client 1 for a connection time equal to 8m. This is evidence 
by large latencies spread in the x axis. In addition, an 
interesting behaviour is observed in Figures 9-12 where the 
distribution of latencies seems to obey a multimodal 
distribution. There appears to be a large number of packets 
arriving at ~0-50ms and at ~150-200ms. 
Whilst these observed latencies might not seem suitable 
for real-time low-level command and control, the observed 
values are adequate for high-level interaction between 
vehicles and operators. For example, functions such as 
telemetry and vehicle state, waypoint and flight plan update, 
payload information, etc; are achievable within the current 
performance of the framework. During these experiments 
the focus was placed on the software side of the approach. 
However, by adopting a more thorough design of the 
network infrastructure the bandwidth and latency will 
greatly improve. The adoption hardware independent 
approaches such as the one proposed in this paper will be 
important for increasing performance of UAS operations, 
and also for reducing manpower needed for UAS missions. 
VII. CONCLUSION AND FUTURE WORK 
In this paper we presented an architecture based on the 
multi-touch hardware-independent high-level interaction 
philosophy. This approach could be considered as critical 
enabler to the advancement of the civil UAS industry which 
is predicted to reach multi billion dollars figures. We 
investigated the impact and possible solutions for cross 
platform development to support multi touch hardware. Our 
architecture was tested demonstrating no noticeable increase 
in latency with the addition of multiple clients when using 
multiple UAVs. 
However, scalability for many concurrent clients, many 
UAVs and feasibility of using multiple servers would benefit 
for further investigation. This would assist in further 
validating the architecture presented in this paper. 
Another area for consideration is the support for payloads. 
Payloads by their nature may require specialist hardware, 
incorporate proprietary protocols and create problems with 
scalability. Further investigation should be considered into 
the potential for a standard protocol, while determining the 
feasibility of a plug ‘n’ play approach to payloads. 
CREDIT 
Windows is a registered trademark of Microsoft 
Corporation in the United States and other counties [54]. 
The Android robot is reproduced or modified from work 
created and shared by Google and used according to the 
terms described in the Creative Commons 3.0 Attribution 
License [55]. Fig. 1. Proposed system architecture 
incorporates derived works for an aerial vehicle[56], surface 
vehicle [57], submersible vehicle [58] and a communications 
server [59]. 
Fig. 7.  Overview of the physical architecture used during 
testing incorporates derived works for the drone [56] and 
clock [60]. This diagram also utilises the following third 
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