Abstract Improving the network interface performance is needed by the demand of applications with high communication requirements (for example, some multimedia, real-time, and high-performance computing applications), and the availability of network links providing multiple gigabits per second bandwidths that could require many processor cycles for communication tasks. Multicore architectures, the current trend in the microprocessor development to cope with the difficulties to further increase clock frequencies and microarchitecture efficiencies, provide new opportunities to exploit the parallelism available in the nodes for designing efficient communication architectures. Nevertheless, although present OS network stacks include multiple threads that make it possible to execute network tasks concurrently in the kernel, the implementations of packet-based or connection-based parallelism are not trivial as they have to take into account issues related with the cost of synchronization in the access to shared resources and the efficient use of caches. Therefore, a common trend in many recent researches on this topic is to assign network interrupts and the corresponding protocol and network application processing to the same core, as with this affinity scheduling it would be possible to reduce the contention for shared resources and the cache misses. In this paper we propose and analyze several configurations to distribute the network interface among the different cores available in the server. These alternatives have been devised according to the affinity of the corresponding communication tasks with the location (proximity to the memories where the different data structures are stored) and characteristics of the processing core. As this approach uses several cores to accelerate the communication path of a given connection, it can be seen as complementary to those that consider several cores to simultaneously process packets belonging to either the same or different connections. Message passing interface (MPI) workloads and dynamic web servers have been considered as applications to evaluate and compare the communication performance of these alternatives. In our experiments, performed by full-system simulation, improvements of up to 35% in the throughput and up to 23% in the latency have been observed in MPI workloads, and up to 100% in the throughput, up to 500% in the response time, and up to 82% in the requests attended per second have been measured in dynamic web servers.
Introduction
The availability of high bandwidth links (multigigabit Ethernet, Infiniband, etc.) [1] , along with the rate of link bandwidth improvements can shift the communication bottleneck towards the servers. Thus, the network interface (NI) of the server is an important element in the communication path, and optimized NI architectures to reduce the corresponding communication overhead due to context switching, multiple data copies, and interrupt mechanisms have constituted a relevant researching line in the years. After first approaches such as light communication protocols and user-level network interfaces [2] , the presence of multiple processors in the computing nodes, including the emergence of multicore processor, motivated proposals towards dedicating some processors of the node to executing the communication tasks, such as the previously proposed protocol offloading and onloading approaches [3] [4] [5] [6] , and network stack parallelization strategies to simultaneously process packets from the same or different connections [7] [8] . Offloading consists in the use of processors included in the network interface cards (NICs) for protocol processing. In this case, the NIC can directly interact with the network without the host CPU participation, thus allowing not only to decrease the CPU overhead for interrupt processing, but also a protocol latency reduction for short control messages (such as ACKs) that, in this way, they would not have to go to the main memory through the I/O bus. This I/O traffic reduction contributes to avoiding the bus contention and it is also possible to improve the efficiency of the direct memory access (DMA) from the NIC, whenever short messages are assembled to generate less DMA transferences. Nevertheless, some work [9] argued that protocol offloading does not clearly benefit the communication performance of the applications because 1) the NIC CPU speed must be high enough to process the protocol as fast as not to become a communication bottleneck, and moreover, 2) the API for communicating the NIC (that executes the offloaded protocol) and the host CPU (that executes the OS, the application and the API), could be very complex, specially for the TCP stack [9] . Another proposed alternative to release host CPU cycles is the so-called protocol onloading or, more specifically, TCP onloading [10] . This technique proposes the use of a general-purpose processor in a multicore microprocessor, or in an symmetric multi-processor (SMP), for protocol processing. With onloading, the processor that executes the communication software usually has the same speed and characteristics as the host CPU, and it can access the main memory with the same rights as the host CPU. Although this alternative exploits the current trend towards multicore architectures or multiprocessor nodes, onloading the communication tasks in a multicore platform could result in an overload on memory access subsystem during intensive communication workloads, thus degrading the overall application performance. There are some papers that compare both techniques [11] and show that the relative improvement on peak throughput offered by offloading and onloading depends on the rate of application workload to communication overhead, the message sizes, and other characteristics of system architecture, such as the I/O bandwidths and the way the NIC is connected to the system processor and memory. Moreover, improvements such as the reduction in the number of interrupts, the DMA transfer optimizations, and the use of mechanisms to avoid bottlenecks in the receiverside such as split headers, asynchronous copy by using DMA, and multiple receive queues [13] could be implemented by both onloaded or offloaded approaches. Presently, the availability of multicore processors with more than four cores has opened new possibilities. More recent work on network interface optimization [8, [12] [13] [14] has been focused on simultaneous processing of packets (or messages) from the same or different connections (or flows) rather than on improving the throughput and latency of individual connections. Indeed, early work [7, 15] tried to improve performance using parallelization. Nevertheless, the parallel execution of stateful protocols, such as TCP/IP, shows difficulties related with contention and synchronization costs, and cache efficiency [8, 12, 14] . The coordinated scheduling of protocol processing and network applications on the same cores has been proposed to decrease these overheads. This strategy implies the affinity of interrupts, flows, and network data [14] that means to steer network interrupts, packet processing and received data to the same core where the corresponding network application is been executed. Two main complementary trends for allowing affinity-based network interfaces can be identified: NIC technologies [16] [17] [18] and OS software technologies [8, [12] [13] . While the NIC technologies implement features at the NIC to assign packets to their corresponding flow, distribute them among different receive queues, and steer packets to the cores on which the corresponding network application resides, the OS software technologies try to use a core (or several ones) in the multicore microprocessor to steer the incoming packets to other cores . The work here presented contributes to the approach of OS software technologies as we have devised an approach that distributes the communication tasks of the network interface among the different processors/cores in the node according to their affinity (proximity between the processors/cores where the work is done and the memory where the corresponding data structures are stored), thus trying to improve the performance in latency and bandwidth of the communication path that a given connection uses. Therefore, the existence of heavy loaded cores, that execute not only the network application but also the communication processing, is avoided by distributing these tasks among different cores whilst the locality of data accesses is kept through a suitable affinity scheduling. Although our approach allows the performance improvement of individual connections, it could also be applied to take advantage of either packet-based, or connection-based parallelism in the same way as recent Receive Packet Steering (RPS) and Receive Flow Steering (RFS) technologies.
In what follows, Section 2 describes the characteristics of our affinity-based network interface. Section 3 provides our experimental set up, and the performance evaluation of dynamic web servers and MPI workloads, while different network interface alternatives are implemented. Finally, the previous work on this area is briefly described in Section 4, and the conclusions are given in Section 5.
Affinity-Based Network Interface
In this section we describe a multicore-aware network interface (NI) that takes into account affinity concepts (AbNI, Affinity-Based NI). This network interface is able to improve the communication performance of individual connections by distributing the communication path among different cores/processors in the node. Thus it could take advantage of previously proposed onloading strategies and, in some specific NIC architectures, offloading strategies thus avoiding their respective drawbacks. It is important to note that the proposed AbNI improves the performance of communications subsystem through an adequate distribution of the communication workload, and does not imply any modification in the TCP/IP stack. In fact, a TCP/IP implementation on Linux Kernel 2.6 has been used.
Packet Receive Processing with AbNI
Fig .1 shows the main steps for packet reception in a network interface where the communication protocols are running in the same core as the application and the OS, and thus no specific optimization strategy has been implemented. We assume that our NIC supports NAPI [19] and that the device driver uses a polling method to use interrupt mitigation techniques which aims to reduce the network processing overhead on packet receiving. Throughout this paper, we call it base network interface as it is used as a reference to evaluate the improvements provided by our new interface proposals. In Fig.1 , after a new packet reaches the NIC, ( ), it is copied by DMA from the NICs memory to a given DMA area located in the main memory ( ). This area is called ring buffer, consists of a set of packet descriptors maintained by the NIC driver, and contains the pointers to the buffers and some status bits (e.g., packet received OK, CRC error). To receive a packet, each packet descriptor has to be initialized and pre-allocated with an empty socket buffer (sk buff) structure, used in the Linux to store the incoming packets. An sk buff structure containing 240 bytes to store a packet metadata corresponding to the protocols used in the higher layers, for example TCP, and 2 KB to store the packet itself. The size of the receive ring buffer depends on the MTU (maximum transfer unit), and it is set to 1 500 bytes by default, although in our case we set the MTU to 9 000 bytes which is the size of Jumbo frames, in order to reduce the interrupt rate. Each packet descriptor is mapped into the address space accessible by the NIC that, before copying the packets in the DMA area, has also to read packet descriptors which are ready to receive in order to know the memory addresses where the received packets have to be placed. Thus, after , once the ring buffer is full or a timeout expires (no more packets received), the NIC updates the corresponding descriptors with packet lengths, marks them as used, and sends a hardware interrupt to the system CPU0, through the APIC (advanced programmable interrupt controller), to inform that new packets are available to be processed ( ). Once CPU0 receives the interrupt, the interrupt handler defined in the NIC driver is started ( ). It checks the cause of the interrupt by reading the corresponding NIC register, determines the address and lengths of the packets and maps the sk buff structures, to make them accessible to the protocol stack ( ). In our implementation, this mapping is made by means of pointers to the packets on the ring buffer as explained later on. Once the sk buff is allocated and the packets coming from the ring buffer can be accessed, the function netif rx schedule() is called by CPU0 to include the device into the CPU poll list ( ). The rest of the packet processing is done in the softirq [19] , which is scheduled by the OS for protocol (IP and TCP/UDP) processing. The softirq is marked for execution (i.e., enqueued for execution) by using the function cpu raise softirq() ( ). Then, the function do softirq(), through softirq pending(), enqueues the marked softirq and, at the same time, the function softirq pending() returns a 32 bit mask indicating the status of the pending softirq routines, which are pointed by the pointer softirq vec. Hereafter, the packet stored in the sk buffer starts to be processed by higher layers through the function netif receive skb() ( ). Then, once the softirq has processed the protocols, the data are mapped by CPU0 from the sk buff (socket buffers) to the application buffers at the user memory space, thus being available for the application ( ). Network applications usually involve many processes. For example, web applications include the web server (i.e., Apache web server processes), that extracts the necessary data from the disk or memory and performs some calculations to compose the response to client processes, network stack processes, and operating system processes. In this way, when the server is overloaded due to a large number of concurrent connections and complex data computation, the architecture of the system becomes crucial for the overall performance. In Linux kernel versions previous to 2.4, packet processing was performed in the bottom half context. The main limitation of this mechanism is that bottom half cannot run concurrently, even when several CPUs are available, which is a limitation on SMP scalability. This makes the bottom half mechanism not suitable for high bandwidth network links, in which the packets per second that have to be processed is very high. Thus, the softirq mechanism, available from Linux Kernel 2.5, makes it possible to replace the bottom half mechanism thus allowing the execution of deferrable functions for the corresponding software event [19] [20] . Although softirqs of the same type (i.e., network receiving softirq) cannot run concurrently over the same CPU, this can be achieved if several CPUs are available in the system. Consequently, different softirqs can be dispatched to different processors and several TCP/IP processing threads can run in parallel on these processors. Fig.2 shows the way our AbNI receives packets. The implementation of this new network interface, AbNI, requires some modifications in the kernel code along with the use of some functions of the SMP kernel that makes it possible to take advantage of interrupt affinity. Thus, in the packet reception, interruptions coming from the NIC have to be redirected to the CPU1 as shown in Fig.2 . This is addressed by the smp affinity facility of the Linux Kernel 2.6. On the other hand, it is necessary to start the softirqs in a CPU different to the one that executes the interrupt service routine (ISR) corresponding to the NIC IRQ. In the following, we summarize the main modifications on the kernel code and the interrupt delivering mechanism that modifies its default behaviour for packet reception.
Once a frame has been retrieved from the network ( ), the NIC transfers the packet to the ring buffer by DMA ( ). Once the DMA transference finishes, the NIC interrupts the CPU (CPU1 in Fig.2 
) ( ).
As it is shown in Fig.2 , it is necessary to modify the default interrupt scheme at this point. By default, the APIC, which is responsible for hardware interrupt delivery, sends all the interrupts to CPU0 (including the eth0 interrupts from the NIC). In this way, under high packet reception rates, such as those provided by multigigabit links, a high number of interrupts per second are generated. This situation could be overcome by means of the smp affinity mask, that allows IRQ balancing by distributing the IRQs among the CPUs in the system: the interruptions from the NIC can be redirected to CPU1 ( ), while the other ones in the node interrupt CPU0. This has been accomplished through the /proc/irq virtual filesystem, by modifying the affinity mask and by configuring the APIC in such a way that the NIC exclusively interrupts CPU1. After accepting the interruption, CPU1 starts the driver ISR ( ), which maps the packets stored in the ring buffer to sk buffer structures ( ), calls the function netif rx schedule() and includes the unprocessed sk buffers into a list ( ), and the device into the CPU1 poll list ( ). All the functions listed above are executed by the interrupted CPU (CPU1). By this means incoming packets are stored in the memory addressed by CPU1. Moreover, the sk buff structures housing the incoming packets are mapped by CPU1 (that executes the interrupt handler) and sk buff handoff is necessary to allow packet processing by other CPUs in the node, under a softirq context. This is implemented by the per-CPU variables [19] [20] . These variables make it possible that each CPU on the system can own its copy of per-CPU variable. At the same time, these per-CPU variables can remain in their respective CPU caches, thus trying to minimize the traffic on the system bus due to updates (although some traffic to keep cache coherence should appear). This is the case of the softnet data structures. In fact, a per-CPU softnet data structure is defined in function netif rx schedule(). As it has been indicated, the received packets are added to an sk buffer list which can be sent to a specific CPU for processing. However, raising the softirq in a CPU different from the CPU1 ( ), that, as it has been said, executes the ISR corresponding to the NIC IRQ, requires modifications in the function netif rx schedule(), called by the NAPI interface under the softirq. As it has been said, packet processing is done by the softirq. Although the interrupted CPU1 is responsible for polling the device, the softirq should be executed in the same CPU that executes the application (CPU2 in Fig.2 ). This strategy tries to avoid cache misses due to incoming data shared by processes/threads running in different CPUs. The ISR code included in the NICs driver, also marks a softirq as pending for execution (i.e., inserts it in the softirq execution queue) and sets the initial conditions for executing the softirq by using raise softirq() (i.e., NET RX SOFTIRQ for packet receiving) ( ). We have modified raise softirq() to make it possible to execute the softirq, through the ksoftirqd corresponding to a specific CPU (10 Ç). The use of ksoftirq kernel threads, introduced from Kernel 2.6, avoids the need for checking pending softirqs continuously, which involves the do softirq() execution in an endless loop causing user threads starvation. Nevertheless, the use of kernel threads for executing network softirqs is a trade-off solution, as ksoftirqd threads (also called ksoftirqd CPUX) are low priority threads (i.e., user threads have higher priority). Then, after the first execution of do softirq() for processing the netdev max backlog number of packets, the next incoming packets will not be processed until ksoftirqd gets CPU time, and user threads will be processed with a higher priority. As our purpose is to use a specific core for packet processing, we have increased the priority of the ksoftirqd running on that core for the NET RX SOFTIRQ softirq execution. This has been achieved by means of the modifications made in the function ksoftirqd (in /linux/kernel/softirq.c). Once the packet stored in the sk buffer structure has been processed at lower layers, the routine netif receive skb() makes it possible the packet to be processed by upper layers (i.e., IP), the data are copied by CPU2 from the sk buff (socket buffers) to the application socket buffer mapped at the user memory space (11 Ç) thus being available for the application ( 12 Ç).
Algorithm 1 describes the device driver operation after a packet is received in the NIC and the functions involved in the interrupt service routine (ISR) and the software interrupt mechanism according to the previous comments regarding our implementation. Further details of the functions can be found in [19] [20] [21] .
Affinity and Data Locality Issues
In this network interface AbNI, the processor CPU1 executes the driver in the same way as an onloaded network interface could do. Moreover, CPU1 is also able to execute other tasks such as system calls for copying the data from the sk buff sockets to the application Packet is received from the network to the NIC. 2.
After DMA transfer to ring buffer in main memory IRQ is delivered to CPUi 3.
dev alloc skb() function allocates sk buff to map packets from the ring buffer.
4.
netif rx schedule() function starts higher layer packet processing. 4.1 skb queue tail () queues sk buff structures to be processed (softirq context: packet processing) and sk buff hand off to CPUj is performed 4.2 NIC is included in the CPUj poll list (dev → poll()).
raise softirq irqoff(NET RX SOFTIRQ) function is
executed on CPUj to set the NET RX SOFTIRQ flag (softirq pending). 4.4 net rx action() executes the softirq. 4.5 netif receive skb() function continues processing the packets to upper layers (i.e., IP).
5.
Application takes the data from the sk buff in the user space.
buffers. The interrupts are received by CPU1, which also executes the driver as in the onloading strategy. As it can be seen from Fig.2 , AbNI distributes the packet processing among CPU1 and CPU2, and it does not disturb CPU0 while receiving data. By this means, besides processing the OS parts not involved in the network interface, CPU0 could also be used for executing the application that consumes the packets, thus providing a whole distribution of the workload associated with the network application among CPU0, CPU1, and CPU2. By distributing the application processes in order to assign the protocol stack processing to a different CPU, it would be possible to leverage the communication performance of the node. Nevertheless, as stated in [5, 13, [22] [23] , the overall performance of a node depends not only on architectural factors but also on a software distribution that releases CPU cycles for application processing and reduces memory accesses. Data movement reduction is accomplished by less memory accesses and less cache misses, as well as a reduction in the number of system calls, thus providing more CPU cycles available for the application. However, an important question has to be considered in the approaches that bind most of the network processing workload to a single core, while the corresponding network application processes run on other cores present in the node. In this case, data to be processed by the protocol stack could be located on an L1 or L2 cache different from those corresponding to the processor that executes the application. This is an important issue in shared memory machines in which, due to cache misses, accessing to an uncached data usually spends a lot of CPU cycles, and consequently degrades the performance [7, 24] . To analyze this problem, in this paper we consider the use of different cache layouts as well as the affinity issues related with the distribution of processes and interrupts among the available cores/processors to increase the rate of accesses to local data accesses. In our proposed AbNI, process affinity has been performed by taking advantage of the sched affinity() system call , provided by Linux 2.6 Kernel, which allows the migration of threads between CPUs. This system call can be used to set the process affinity mask, which determines the CPU that will execute a specific thread. Thus, the sched affinity() system call makes it possible to avoid unnecessary process migration among different processors in order to reduce cache misses and system calls related with these migrations. In practice, this strategy allows overriding the scheduler default behaviour, and makes it possible to bind processes or threads to specific CPUs. The way to execute the NIC driver on a specific CPU has been allowed by binding the interrupt request mechanism to a specific CPU. This has been implemented by using the interrupt affinity provided by the Linux 2.6 Kernel through smp affinity, which contains the interrupt mask table for APIC programming. It makes it possible to dispatch IRQs to a specific processor which will run the NICs driver and the protocol stack. Although there are other approaches for IRQ dynamic distribution, such as the irqbalance daemon , our goal is to keep the IRQs to be dispatched to the same CPU where the softirq is going to be enqueued. In the same way, there are alternatives such as [25] that allow dispatching user-level threads to different cores on a multicore system.
Figs. 3 and 4 show two different alternative multiprocessor architectures to analyze the corresponding affinity issues. These figures also show how the application processes have been distributed in order to balance the load among the CPUs in the node. In the alternative shown in Fig.3 , called hybrid(1) (as it considers different layouts for L1 and L2 caches), CPU0 and CPU1 share the L2 cache while CPU2 that, as it has been shown in Fig.2 , executes the protocol stack and the application that consumes the packets, has its own cache memory. Thus, in Fig.3 , CPU2 is able to run the network applications (web servers processes or MPI tasks in this paper) along with the protocol stack. At the same time, interrupts are redirected to CPU1, which executes the driver of the NIC. This approach will potentially result in cache misses, and thus, in a large number of lost cycles when retrieving data from the main memory, especially when the server is under a high workload. The configuration depicted in Fig.4 is called hybrid (2) . It uses a different cache layout for the CPUs that process the operating system and the server processes, respectively. The interrupts have been also redirected to CPU1 thus avoiding that the network interface interrupts the CPU that executes the application processes (CPU2). At the same time, a unified L2 cache has been implemented. This approach solves many cache locality problems, since the cache used by CPU2, that processes the protocol stack and the application processes, is shared with CPU1, thus resulting in less cache misses. Intel I/OAT or Intel MSI-X allow the use of several receiving queues, the Linux device driver performs a sequential polling among these queues that will assign a packet processing thread to a specific CPU. In practice, the context switches and the spinlocks needed to avoid a packet to be processed by two threads at the same time will degrade the performance of the system. Recent implementations of NAPI (new API), such as TNAPI (threaded NAPI) , allow the overcoming of some of these bottlenecks present on a standard implementation of NAPI. In this way, TNAPI assigns a receiving queue to each processor in the node, thus spawning one thread per queue, and there is no competition in the thread assignment process. Nevertheless, as it has been said, processing a packet in a CPU different from executing the application, causes cache misses and will degrade the performance of the application. Thus, it is important to take into account the distribution of processes among CPUs (when the spawning protocol is processing threads), especially under high application workloads. Fig.5(a) shows the situation in which the protocol processing thread is spawned on a CPU different from the one that processes the application in case of local L2 caches. As the application data is not in the same cache memory, a main memory access may be necessary. On the other hand, Fig.5(b) corresponds to the same distribution of threads among processors as in Fig.5(a) although in Fig.5(b) both processors share the L2 cache. Fig.5 (c) also corresponds to a system with a cache layout similar to that shown in Fig.5 (b) and in Fig.4 (the hybrid(2) alternative). In this case, the protocol processing thread is spawned on the same CPU that executes the application, through the scheduling of a softirq on this CPU. Thus, the system of Fig.5(c) provides an adequate use of the shared L2 cache as accesses to main memory could be reduced since the data could be already cached in the local L2 cache. Moreover, since several softirqs may be queued on different cores, the system is scalable as it is possible to execute different network applications on different CPUs or to exploit the systems resources with a multithreaded application, such as the Apache web server. In addition, different hardware interrupts can be redirected to different cores, avoiding the bottleneck imposed by the core that receives the hardware interrupts when more than one NIC are installed on the system. In this way, it is possible to assign the interrupts coming from an NIC to a specific core, and the network processing to another one, thus making the system more flexible and able to exploit the available server resources according to their different communication/computation profiles. In the description of the operation of our Affinity-Based Network Interface (Fig.2) , we have considered the lowest number or cores (CPU1 and CPU2) required to apply our approach. In the case of having more cores, which is common nowadays, our technique can be scaled by using more than one core for processing packets of different connections. Thus, through our proposal, interrupts could be redirected to different cores depending on the network interface they are assigned to. This corresponds to the situation in which different connections (from different NICs in same cases) are used exclusively with different applications. Therefore, although our experiments have been performed by using only one flow of packets, the proposed AbNI can cope with several flows coming from different NICs by steering these flows to different CPUs. Fig.6 shows an example that considers two flows from two different NICs. In this case, interrupt affinity is used to redirect the IRQs from different NICs holding different flows to different CPUs. Further, the softirqs are executed in a different CPU depending on the packet flow and the application. Thus, a CPU is polling the NIC while the CPU executing the softirqs and the application that consumes the corresponding data flow share at least one cache level, then reducing the number of cache misses and avoiding system bus overloading due to massive memory accesses.
Experimental Setup and Results
In this section we describe the experimental results obtained by full-system simulation of different scenarios, in order to show the improvements provided by the proposed AbNI. The experiments presented in Subsection 3.1 correspond to a dynamic web server that has to process both the server software and the network tasks. In the second case (Subsection 3.2), we have used a cluster configuration in which the proposed alternatives to improve the network interfaces have been implemented in the nodes of the cluster. Thus, the performance of MPI over TCP is evaluated for different message sizes and workloads in the nodes. The experimental results have been obtained by using the full-system simulator SIMICS [17] . As it is well known, this event-driven full-system simulator makes it possible to simulate not only the hardware details of the systems but also the OS and the applications running on it. The hardware of the interface configurations described in Section 2 has been modelled in SIMICS allowing the simulation at hardware level, and a Linux 2.6 operating system has been installed with the kernel modifications previously described to configure our network interface. Thus, experimental results have been obtained by simulating not only the hardware but also the software layer, which comprises the operating system and corresponding user applications. The SIMICS simulation model corresponding to the network interface proposed here is summarized in Fig.7 . Although SIMICS allows an operating system to be installed on the machines modeled (Debian Linux with a 2.6 kernel in our case), using SIMICS for I/O simulation also requires implementing detailed timing models in order to provide accuracy and real behaviour. These timing models have been developed by us and could be connected to different parts of the architecture to provide specific timing behaviours [43] as can be seen in Fig.7 . As it was also done in [26] , by enhancing SIMICS with the corresponding timing models, it has been possible to define adequate buses bandwidths and the other hardware characteristics required to configure a system able to work with 10 Gbps network bandwidths.
We have built four different SIMICS models for our simulations: a model of the base system, two models for offloaded and onloaded network interfaces, respectively, and a model for our AbNI that has been suited to the different alternatives shown in Figs. 3 and 4 . In Fig.7 , in the case of the simulated onloaded interface, CPU1 is used for network processing and CPU2 is not, and in the case of the considered offloaded interface, the network processing is done by CPU2, which is included in the NIC (thus, CPU1 is the processor used for packet processing exclusively in the onloaded interface, and CPU2, simulated as a processor included NIC, is the only processor used for packet processing in the offloaded interface) [17] . Techniques for improving the interrupt mechanisms, such as interrupt coalescing as well as NAPI [19] [20] on the device driver packet processing framework, have been used in all cases (even for the base system). The characteristics of the system simulated for 10 Gbps links are similar to those of recent real systems (see for example [26] ). Thus, in our SIM-ICS models, each simulated CPU is running at 2 GHz, and a model of a PCI-E bus is included to connect an SIMICS device module we have developed to model a 10 Gbps NIC. The simulation models also include two- level cache layouts. The L1 cache has been divided into an instruction cache and a data cache, each with 256 lines of 64 bytes and a write-through policy. The L2 cache has 8 096 lines and 128 bytes per line, as in the L2 caches used by the IBM POWER7. We have also done some experiments with 64 bytes cache lines (the usual size in x86 processors) but no relevant performance differences have been observed. The associativity implemented in the L1 instruction cache, L1 data cache, and L2 caches are 2, 4 and 8 lines respectively. In all cases an LRU replacement policy and an MESI coherence protocol have been used.
Experimental Results on Dynamic Web Servers
In the experiments performed with dynamic web servers, we measure the effective throughput as well as the number of requests per second the server can handle. As it is well known, slow NICs can become the bottleneck in the communication path [21] . Thus, in our present experiments, we have considered similar computing speeds for all the CPUs (including the CPU in the NIC). The experiments also take into account the rate of computing workload and communication overhead in the given application, since the bottlenecks in the application can change as computing workloads change. To denote this rate of computation to communication in a given application we use the parameter γ, called application ratio in [5] , where this parameter is introduced along with LAWS, a simplified model to predict the effect of offloading in the network interfaces according to characteristics such as the computation and communication workloads, the technology of the NIC, the rate of the link bandwidth that the host can achieve before offloading, and the structural characteristics of the network interface. An application ratio γ = 2 means that the application (in the base network interface) loads the CPU two times more for computing than for communication. In order to evaluate the memory latency influence on the performance, we have conducted experiments simulating different memory access times. The results of these experiments are summarized on Fig.8 , that shows influence of the memory latency on the performance of the configuration hybrid(2). In Fig.8(a) , the peak throughput provided by using 10 ns, 14 ns and 18 ns memory latencies is shown while the message size is increased in approximately 100 bytes for each test. Although there is a slight improvement using lower latencies in peak throughput, the average throughput is not significantly improved. Fig.8(c) shows the peak throughput for all the alternatives considered in this work, including the base system, comparing the configurations hybrid(1) and hybrid(2) against previous onloaded and offloaded implementations, and the base network interface. As it can be seen, hybrid(2) outperforms the bandwidth values provided by the rest of network interfaces. In the experiments performed to obtain Fig.8 , the measured application to communication overhead ratio, γ, is 2.2. In the following, we describe different experiments using a web server application. First of all, we evaluate the configurations hybrid(1) and hybrid (2) , and compare them against offloaded and onloaded network interfaces by using dynamic web applications. In [27] , our configuration hybrid(1) has been evaluated on static web servers and, depending on the number of user connections and page sizes, it shows bandwidth improvements from 22% to 83% and requests per second (requests/s) improvements from 24% to 80% (with respect to the base system). Nevertheless, the trend on web servers is to provide not only static contents, but also data depending on the user request. As the user requests could require database accesses or perform some calculations on the server, in the case of dynamic web servers, the application workload is considerably higher [21, [28] [29] and most time unpredictable [10, [29] [30] . In [29] an experimental evaluation of dynamic web servers is shown. This work shows that dynamic responses that generate more than 64 KB imply a high overhead, thus limiting the servers performance. This overhead is not only on the hardware layer (CPU, I/O subsystem, memory, etc.) but also on the web server software. Therefore, we have programmed a web page that includes embedded perl source code for generating a random response of a specific length. Data generation for the responses on a dynamic web server could come from perl or php scripts which reside on the web server or even are embedded in the html source code. These scripts perform operations on the server generating the data to be sent to the client. On the other hand, responses on a dynamic web server could come from operations involving database accesses. The main difference between these two methods for response generation resides on the different server loadings. The first one usually involves a higher CPU load due to the operating system and the operations performed by the script itself. The latter one also involves the file system and I/O accesses to the disks which usually supposes a bottleneck. The Apache server is well known for its scalability properties. However, it is necessary to tune its parameters in order to avoid software bottlenecks in the communication path. An example is the Apache memory bottleneck. This issue is related to the number of concurrent connections the server can handle, since these connections will start httpd processes. With regards to the Apache process managing model, we have used prefork MPM (multi-processing module) since it is better suited for multiprocessor systems and therefore, for our multiprocessor/multicore simulation models. The following results in this section (Figs. 9∼11) show the performances provided by AbNI on configurations hybrid(1) and hybrid(2), by using throughput, request per second and response time of the server with respect to the base system. The base system, as it has been said (Section 2, Fig.1 ), does not implement any offloading or onloading technique and only uses one processor. On the other hand, the bandwidths of the buses, the memory, and the cache characteristics have been kept unmodified with respect to the systems that implement the different improvements. Fig.9 shows the graphs of the throughput improvement (with respect to the base configuration) provided by the distributed network interface. Fig.10 provides the improvements in the number of requests per second attended by the server, and Fig.11 gives the improvements in the response time. The results shown in Figs. 9, 10 and 11 have been obtained for 2 KB and 64 KB responses. Figs. 9 to 11 also compare the performance provided by the distributed network interface with the improvement provided by offloaded and onloaded network interfaces. Remind that, in these figures, hybrid(1) and hybrid(2) correspond to the alternative configurations presented in Figs. 3 and  4 , respectively. The changes with γ that can be seen in the improvements obtained by the configurations hybrid(1) and hybrid (2) (Figs. 9∼11) can be explained by taking into account the different rates of computation workload and communication overheads expressed through the different values of γ. As γ grows, the amount of computation workload increases with respect to the communication overhead. The proposed network interface configurations can decrease the computation cost, the communication cost, or both, by distributing them among the different processors in the node. Thus, it is not easy to predict the resulting behavior with respect to the final improvement achieved. Moreover, the performances obtained for 2 KB responses are higher since the computation layer does not impose a bottleneck in this case. On the other hand, when using 64 KB responses, the improvements provided by all the offloading-based network interfaces diminish with respect to the improvements obtained with 2 KB responses. At the same time, another side effect is that the performance improvement decreases as γ grows due to the increase of the computation workload. In general, if the relative amount of communication overhead decreases (and so γ grows), the effect of the proposed AbNI would be less important, and a decrease in the performance improvement could be expected. This is the effect observed for γ = 1.2 and γ = 1.6. For these values, hybrid(1) provides almost similar values in the improvements in the response time, requests/s and throughput, and hybrid(2) provides values that decrease from γ = 1.2 to γ = 1.6. Thus, for γ = 2.6, the distribution of processes among CPU0 and CPU1 in hybrid(1) contributes to reduce the computation cost and increases the improvements observed in Figs. 9∼11 for this configuration. This behavior on the improvements is also observed for hybrid(2) due to the proposed cache hierarchy. Moreover, as it can be seen, better improvements are obtained in the case of hybrid (2) . Therefore, the effect of cache layouts that provide an efficient management of the data distribution could be more important than processing capabilities, such as in the application here considered. On the other hand, as shown in Figs. 9, 10 and 11, the AbNI approaches (hybrid(1) and hybrid(2) configurations) provide better behaviors than other alternatives such as offloading or onloading for high values of γ. Moreover, this fact is observed even for 64 KB responses.
Results of MPI Workloads on Clusters
In this subsection, we discuss the experimental results provided by our proposed distributed and parallel network interface when it is used in cluster environments. Thus, we consider the Message Passing Interface (MPI) library [31] , which uses TCP as its underlying transport protocol and is frequently applied in parallel processing. In our experimental setups for this analysis, the nodes of the cluster implement the different configurations for the network interface proposed on Section 2. Fig.12 shows the improvement provided by different network interface configurations as a function of the application ratio, γ. Thus, for small messages (2 KB), Fig.12(a) and Fig.13(a) show a higher improvement as γ increases. Figs. 12(b) and Fig. 13(b) show the improvement in latency. In this case, the bottleneck is in the communication overhead. Since offloading techniques increase the number of free CPU cycles and improve the interrupt mechanism, there are more CPU cycles available for protocol processing. As γ increases, the application overhead grows more than the communication overhead. In this case, the improvements on the network interface leave more CPU cycles available for application processing. For larger messages (64 KB), the bottleneck could move to the nodes internal buses, especially in medium-end nodes. Therefore, the improvement provided by offloading diminishes as γ increases. Nevertheless, the hybrid(1) and hybrid(2) configurations that implement the proposed AbNI always provide a higher improvement in both throughput and latency than the other offloading/onloading techniques and are less affected by the increment of γ.
Related Work
There have been many researches on network interface optimization to reduce the communication overhead in the host CPUs that run applications. There are many commercial devices, called TCP/IP Offload Engines (TOEs) 11 Ç, [29] , that offload different parts of the TCP/IP protocol stack onto an NIC attached to the I/O bus. Other techniques related with protocol offloading are connection handoff [32] that allows the operating system to control the number of TCP connections offloaded to the NIC, and network interface data caching [33] that reduces traffic along the local buses by caching the frequently-requested data using on-board DRAM included in the programmable NIC. Onloading has been commercially released through implementations such as the Intel I/O acceleration technology (I/OAT) 12 Ç, [11, 34] , which include an onloaded protocol stack as one of its features, along with header splitting, interrupt coalescing, and enhanced DMA transfers through asynchronous I/O copy [23] . There have been some proposals [27, 35] that try to combine the benefits of offloading and onloading to accelerate the network processing by taking advantage of the existence of several processors in the node (not only in the NIC). In [35] , the network stack processing is not fully offloaded to the NIC. Instead, the data processing is done by a specific hardware accelerator while the protocol control operations are implemented by software on a specific CPU as in the onloading strategy. As the two main components of the interface exchange information asynchronously by using two queues, they are loosely coupled and avoid bottlenecks related to their interaction. The interaction between multi-core architectures and 10-Gigabit Ethernet networks is also considered in [36] , where it is demonstrated that adequate mappings of the processes of an application among different cores and the NIC can correct the imbalance created by the protocol stack processing, thus minimizing cache misses and improving the overall performance. In [37] the main physical obstruction to scale the networking performance beyond the gigabits per second is the memory system due to the scalability problem caused by the gap between the improvements on processor speed, link bandwidth, and memory latency and bandwidth. That paper presented a performance study of memory behaviour in a core TCP/IP suite with protocols implemented in the user space because the authors could not access to the source code of the operating system used in the SGI platform where the study was done. It was concluded that 1) in most scenarios instruction cache behaviour becomes decisive for the performance improvement, even for small average packet sizes and zero-copy interfaces, and 2) larger caches and higher associativity improve communication performance (mainly for TCP communication) as many cache misses in packet processing are conflict misses. Moreover, it was also indicated that network protocols should scale with clock speed except for cold caches (cases where caches do not store correct information of data and instructions at the beginning of packet processing) where cache performance shows an important decrease. The parallelization of network protocols and the exploitation of parallelism in network interfaces have also been proposed and analyzed [7] [8] 15, 38] . The different strategies that can be used to parallelize protocols are considered in [7] , where it is shown that, although computer architectural trends can influence the situation, the limited packet-level parallelism achieved in a single TCP connection can be increased in case of multiple connections. In [39] , one or more processors or hardware threads, called packet processing engines (PPEs), are dedicated to processing the network tasks, and asynchronous I/O (AIO) is used to communicate the PPE and the application. The interface between the application and the PPE uses the shared memory through AIO, in order to avoid the operating system overheads associated with socket operations. Thus, a user-level network interface was implemented to bypass the operating system in the network operations and reduce data copies. In this approach, the PPEs substitute softirq by in-line function calls thus avoiding context switches and cache conflicts with the application. The prototype evaluated in [39] by using the open source web server shows small benefits that the authors mainly relate with the use of the AIO and polling, and less with the reduced cache misses. The proposals described here do not try to bypass the operating system but making an efficient use of its characteristics. The TCP/IP stack implemented by the OS kernel is not modified although adequate cache layouts are necessary to optimize the performance. However, many operating system features and optimizations which allow the management of the available resources have been used. This deals with modifications in the softirq Linux scheduling mechanism and the network interface driver to implement a process scheduling scheme which is aware of cache locality to leverage network performance. The effect of affinity in network processing has been considered in [8, 12-14, 35-36, 40-43] , where many researchers have demonstrated that efficient process scheduling and management of multiple cores as well as the cache locality can improve the throughput. These researches reveal that processor affinity and cache locality constitute critical factors for the network performance in multi-core systems. The experiments performed in [40] regarding the advantages of using architectures which take care about the data locality and affinity issues, also have shown that these architectures outperform both offloaded and onloaded network interfaces. Moreover, in applications that use several threads [13, 35] , important improvements can be also achieved by processor affinity. In [13] , a scheduling procedure is proposed to dynamically decide the optimal core affinity of networking processes for multiple network interfaces. It is implemented at the kernel level and takes into account the cache architecture, the communication characteristics, the interrupt affinity, and the core loads to distribute the processes. The proposal shows improvements higher than a 60% in processor utilization and higher than a 30% in the bandwidth and responsiveness performances, by using microbenchmarks and emulating the application-level behaviours. The evaluation of the proposal in real applications such as parallel file systems and web servers is considered in [13] as future work. The paper [42] shows that a multiport Gigabit Ethernet can achieve a bandwidth comparable to 10-Gigabit Ethernet with adequate interrupt affinity configurations. Moreover, from the experimental results obtained in their system, the authors argued that processing packets in many cores could require more resource consumption without benefit due to the locks between the softirqs running in different cores and the low cache efficiency. Goglin [41] presented a multiqueue support for the Open-MX network stack (which bypasses the usual TCP/IP stack), so that the received packets corresponding to the same application process are handled by the same core. The positive effect of this strategy in the cache behaviour and thus in the communication intensive applications was also shown in this paper. Recent studies [14, 16] show different NIC technologies for parallel receive processing in multicore/multiprocessing environments by applying affinity strategies. Direct Cache Access [16] makes it possible to store a received packet in the cache of the core that processes the protocol and executes the network application. Receive side scaling (RSS) 13 Ç supports multiple queues and uses a hash function in the NIC to assign packets of a given flow to the same queue although it cannot steer the received packets to the same core where the corresponding application is running. The Ethernet Flow Director technology 14 Ç introduced by Intel can steer the received packets of a given flow to the same core where the corresponding communication protocol is processed and the extracted data used by the application, although packets reordering is possible. The Transport-Friendly (A-TFN) NIC, recently proposed in [14] , describes an approach to solve this problem.
In the affinity-based network interface here proposed, only one core is mainly involved in the interrupt handler and device driver processing for the specific network application that consumes the packets and the softirq is scheduled on the same core that runs the networking application in order to leverage the cache performance. Moreover, besides MPI loads, we have used dynamic web servers to evaluate our AbNI, by also analyzing their behaviours for different cache layouts and communication and computation loads. We also plan to analyze the behaviour of our proposed network interfaces in the context of multiple NICs, such as it is considered in [13] , by using our approach summarized in Fig.6 . Moreover, recent advances in Linux networking, such as Receive Packet Steering (RPS) and Receive Flow Steering (RFS), have also tried to take advantage of the presence of several cores in the nodes and to avoid the ksoftirqd [19] bottleneck by modifying the softirqs priority to manage packet flooding situations. RPS uses a hash from the protocol head to select the core where the packet is enqueued to be processed (RPS includes the rxhash field to the sk buff structure to take advantage of the capabilities of some NICs that are able to directly calculate the hash value from the received packet). Consequently it is possible that all the packets belonging to the same stream go to the same core thus increasing cache locality. RFS enhances the effects of RPS by applying affinity to steer the incoming packets to the core on which the corresponding application is running. Precisely, we plan to implement these strategies in our distributed interfaces to compare their performances with those provided by our present approaches based on TNAPI.
Conclusions
Affinity issues have been considered in this paper for improving network applications performance by using multiple processors/cores. Thus, an affinity-based network interface (AbNI) has been proposed in the paper and its performance has been analyzed in different node configurations, and compared with network interfaces that implement onloading and offloading strategies. The two different node configurations considered (hybrid(1) and hybrid(2)) have been analyzed to take into account the workload data location that could minimize the cache misses, as these configurations present different characteristics on the cache hierarchy. The experimental results obtained by using a simple ping-pong communication, a real dynamic web application, and MPI workloads in a cluster show that the considered AbNI configurations clearly outperform either offloaded or onloaded proposals in terms of throughput and requests per second, and response time has been measured for different computation/communication rates (i.e., application rates) with respect to either offloaded or onloaded proposals. Thus, improvements from 45% to 110% in throughput, from 70% to 500% percent in response time, and from 35% to 85% in requests per second have been obtained depending on the configuration and web server application rates. In most cases the hybrid(2) configuration outperforms hybrid(1) one, as it is expected considering that it provides a better data distribution. The behaviour of the improvements, obtained for different computation/communication profiles in the dynamic web application considered, can be explained by taking into account the decreasing in both communication overheads and computation costs provided by the task distribution and cache layouts of the proposed network interface configurations. On the other hand, experiments using the MPI message passing framework over TCP/IP have been performed. These experiments show improvements for small and large messages. Nevertheless, the improvements using small messages are higher as the application ratio grows due to the increase in the resources available for protocol processing. As in TCP/IP, the hybrid network interfaces provide better MPI communication performances than other offloading and onloading alternatives. When larger messages are transferred (64 KB), the bottleneck on the communication path moves to the internal buses of the node and the benefits of the offloading techniques diminish specially for high values of the parameter γ (ratio of application workload to communication overhead). Nevertheless, the proposed AbNI shows a better behaviour for high values of γ than other approaches and clearly outperforms them in both throughput and latency.
There is still much work to do at the operating system level to improve the communication performance on multicore architectures. We are now considering the effect of our proposed network interface in the context of several connections and, in the future, we will also intend to take into account the effect of cache layouts not considered here, such as the cache hierarchies of three levels, and to evaluate our approaches by using other real network applications. The code of the modified kernel functions and the code (C and python) of the network interface are available upon request to the authors.
