To solve a constrained optimization problem, equality constraints can be used to eliminate a problem variable. If it is not feasible, the relations imposed implicitly by the constraints can still be exploited. Most conventional constraint handling methods in Evolutionary Algorithms (EAs) do not consider the correlations between problem variables imposed by the constraints. This paper relies on the idea that a proper search operator, which captures mentioned implicit correlations, can improve performance of evolutionary constrained optimization algorithms. To realize this, an Evolution Strategy (ES) along with a simplified Covariance Matrix Adaptation (CMA) based mutation operator is used with a ranking based constraint-handling method. The proposed algorithm is tested on 13 benchmark problems as well as on a real life design problem. The outperformance of the algorithm is significant when compared with conventional ES-based methods.
INTRODUCTION
Population based approaches inspired by nature have been widely applied in various scientific domains due to their global search ability and very precise approximation of the global solution [1] .
Constrained optimization problems (COPs) of non-convex character requirescomplex optimization methods [2] , [3] . While designing new algorithms, the focal point is the constraint handling strategy [4] - [6] .The equality constraints in a COP impose a strict relation between problem variables. Mostly, they can be exploited to determine any unknown variable,in terms of other variables in the equation. However, sometimes,their direct use may be impossible or computationally expensive. Besides the fact that inequality constraints do not allow a direct elimination of the problem variables, they also establish relations between the unknowns in a less strict manner than the equality constraints [7] .
This paper is an extension of the work in [7] , which relies on the idea of exploiting the imposed relations between problem variables in an indirect way even if they do not mostly allow a direct use. This idea has been overlooked by most conventional constrained optimization methods. To obtain the desired behavior, a simplified version of Covariance Matrix Adaptation (CMA) based mutation strategy [8] is employed along with a ranking mechanism proposed by Ho and Shimizu [5] . By using a correlated mutation strategy, we expect that the algorithm elicits the distribution of promising solutions along the constraint boundaries and generates the next candidate solutions accordingly.
The remainder of the paper is organized as follows: in Section 2, the basics of the constrained optimization and related works are shortly discussed. Section 3 describes the proposed method in details while the results of the study will be demonstrated in Section 4. Lastly, Section 5 concludes the study.
CONSTRAINED OPTIMIZATION

Background
An n dimensional COP consists of two parts: (i) objective function, (ii) inequality and equality constraints. Without loss of generality, it is formulated as:
subject to 0, 1, … , , 0, 1, … ,
where
, r is the number of inequality, and m-r is the number of equality constraints. The equality constraints are usually converted into inequalities by adding a small tolerance 0, and an equality constraint j is rephrased as 0. The same approach is used in this work, where 1.0 4. Accordingly, for any constraint i, the violation is defined as:
Related Work
Various techniques have been proposed to deal with COPs. Extended surveys are given in [9] , [10] . The constrained optimization evolutionary algorithms (COEAs) can be classified in the following four categories: feasibility maintenance, penalty function, separation of constraint violation and objective value, multi-objective optimization evolutionary algorithms (MOEA) [11] .
Approaches based on the maintenance of feasibility status of an individual aim to transfer the individual into the feasible domain. Repairing the infeasible individuals, and homomorphous mapping are two popular methods [12] . The methods based on penalty functions are the most popular approaches thanks to low complexity of implementation [4] . They rely on penalizing infeasible individuals. The third class separates the objective value and the constraint violation. Deb [13] suggested a constraint handling method with three rules, called as three feasibility rules, to determine the winner of the tournament among two individuals. Runarsson and Yao [6] developed stochastic ranking (SR) which is proved to be efficient and highly competitive with other methods [9] .MOEA algorithms have been also widely applied in constrained optimization domain [14] , where the constraints are handled as additional objectives to be optimized.
PROPOSED ALGORITHM
Ho and Schimizu's Ranking Approach
Among the constraint handling methods mentioned above, ranking based approaches are preferred thanks to the small number of control parameters required. Based on this fact, we employ a ranking based method by Ho and Shimizu [5] incorporated into an evolution strategy (ES).The method scales the objective function (1) and the constraint terms (2) to the same orders of magnitude so that the aggregation of both terms into one would be possible.
While ranking an individual, , a COP has three numerical properties to be considered: (i) , the objective function value; (ii) ∑ , sum of the constraint violations; (iii) , 0 , number of violated constraints [5] .
Since these three terms are of different order of magnitudes, a proper combination method must be employed. The issue is solved by [5] with a simple ranking method, where three independent ranking lists are created based on the three numerical properties, , , and , respectively. For each numerical property, the individual having the smallest value is assigned a ranking of one while the ranking of the individual with the next smallest value is two, and so on. We refer Ho and Shimizu's algorithm as three ranking lists-ES (3RL-ES).
Kusakci and Can [7] propose the following ranking scheme:
, no feasible solution exists , the solution is infeasible 1, .
Equation (5) implies that the ranking of an individual is computed with R if all individuals are infeasible. If there is at least one feasible individual, the ranking is done with 1, or , depending on the feasibility status of that particular individual.
1 implies that 1 for a feasible solution [5] .
Simplified Covariance Matrix Adaptation (CMA)
Hansen and Ostermeier [8] suggested a mutation operator, CMA, which exploits the correlations between variables instead of gradient information to navigate the population in the search space. Given a population of μ individuals, CMA relies on eigen decomposition of covariance matrix C of these μ individuals. A comprehensive tutorial can be found in [15] .
A positive definite matrix , has an orthonormal basis of eigenvectors, , … , , with corresponding eigenvalues, , … , 0. Additionally, the eigendecomposition of obeys , where is an orthogonal matrix, and the columns of form an orthonormal basis of eigenvectors. , … , is a diagonal matrix with square roots of the eigenvalues of as its diagonal elements [15] .
If denotes the covariance matrix of the population sampled over a multivariate normal distribution, x , C , a new search point x is generated as:
where 0, I denotes multivariate standard normal distribution with mean zero and standard deviation one.σ g 0 is ageneration specific step size. Based on equation (6), new search points (individuals) are generated while best performing individuals out of are selected.
The covariance matrix, , is updated with a learning rate, 0 c 1 as:
where -and , 1, … , , are positive recombination weights. For α , Hansen [15] suggests that and ∑ 1, where fitter individuals are given more weight. The parameter is called learning rate and defines the extent of the information retention between two generations. A reasonable choice for is 2/ n √2 [15] .
The population mean 1 in next generation is updated as:
An updating scheme similar to (8) for step size is written as [7] ;
where x g 1 -x g stands for Euclidean norm of the difference of the population means in adjacent generations. Namely, the new step size is estimated based on the ratio between the changeof population means over the previous step size.
Why CMA can be a promising Mutation Operator for COPs?
In CMA, the contour lines of the density function of , form an (hyper-) ellipsoid while the principal axes of the ellipsoid correspond to the eigenvectors of , and the squared axes lengths correspond to the eigenvalues. In this section, the merit of the described mutation strategy is discussed.
In general, the purpose of employing a mutation operator is to introduce some random information. However, CMA relies exactly on the opposite idea of derandomizing the mutations in a way that the search is guided to more promising directions. Thus, an improvement is more likely based on an individual generated by CMA than the one generated by an uncorrelated simple mutation operator.
Yu and Gen [11] demonstrate this idea by a 2-dimensional example where CMA is compared with an uncorrelated mutation operator. Given the standard deviations in each direction, 1, and 1/3, the main part of the possible sampling region is the ellipse with the solid line in Figure 1 . If the global optimal solution lies at the point shown by the square in the figure, then the simple mutation method has little chance to catch it due to the limitations of sampling region. To achieve this goal, we can enlarge the standard deviations, e.g., 3 and 1. However, now the ellipse with dashed line is rather large so that the chance of sampling the square is still quite small. On the other hand, if we can generate the mutation ellipsoid based on the covariance matrix, the probability of sampling the optimal point is quite high with the correlated normal distribution oriented toward the square in Figure 1 . Similarly, the covariance matrix can capture the relation between variables imposed by a constraint and simulate the constraint boundary. Having this in mind, this property can be exploited while generating new individuals if CMA is combined with a proper constraint handling method.
A short literature survey reveals that CMA has been extensively employed in different subdomains of EC [16] - [18] 
Main Steps of the proposed Algorithm
The proposed algorithm is a , -ES with a ranking based constraint handling strategy formulated in (5). Adaptive tolerance adjustment scheme for equality constraints proposed by [4] is incorporated into the ranking method. The algorithm employs a simplified CMA strategy formulated in (6)- (9) . We name the proposed algorithm as Adaptive 2 Ranking Lists-ES (A2RL-ES).
The algorithm has two main stages: (i) initialization, and (ii) main loop. The steps of the algorithm are given below.
Step 1: Tolerance Initialization: Randomly generated individuals is used to determine initial tolerance values, 0 , with
where stands for average violation of individuals for constraint i.
Step 2: Covariance Matrix, Step Size, and Learning Rate Initialization: will be initialized as an -identity matrix. Based on the experiments conducted, a good choice for 0 is 0 1/ . The proper learning rate for benchmark problems [6] is estimated by [7] as 2/ √ [8].
Step 3: CMA based Mutation: CMA-like mutation is applied to parents to generate offspring, as given in (6).
Step 4: Repairing Individuals out of Definition Domain: If an offspring is outside the definition domain , the offspring is simply set on the respective boundary of S.
Step 5: Updating Tolerances: Based on the comparison of the feasible percentage of the population, 0,1 , for constraint i, and the desired ratio, 0 1, the tolerance value, 1.0 4, ∞ , is updated with given factors, 1, ∞ , and 1, ∞ , with the following formula [4] :
Step 6: Computing overall Ranking and Replacement:The ranking lists are created and combined with (5) and the best individuals out of are selected as new population. We use elitism, and the best feasible individual found so far replaces the worst one in the current population.
Step 7: Estimation of Distribution: The new distribution parameters , and 1 are updated with (7) and (9) based on the distribution of the new population.
Step 7: Stopping Criteria: The algorithm stops if maximum number of iterations has been reached or a solution has been found with | | 1.0 4, where denotes the optimal solution.
RESULTS
First Benchmark Problems
The algorithm is tested on 13 problems given in [6] . For all benchmark problems, a (20, 100)-ES has been adopted except g2 (for g2, (40,200)-ES is used), for which this strategy leads to premature convergence. This problem has been regarded as the hardest problem in the benchmark [4] , [19] . The algorithm is implemented in MATLAB and experiments are repeated 30 times. The parameter settings adopted are given in Table 1 .
The results of experiments conducted with A2RL-ES are summarized Table 2,  and Table 2 shows the best, mean, and worst objective function values obtained with A2RL-ES and 3RL-ES. When compared the mean values, A2RL-ES performs better than 3RL-ES in 8 problems, g2, g5, g6, g7, g9, g10, g11 and g13, while the same results are obtained for the other problems. 3RL-ES could not find the optimum point for problems g2, g7, g10 and g13 whereas our method finds the optimum with high reliability. The deviations in median, mean and worst objective function values reveal that 3RL-ES is not as reliable as A2RL-ES. Thus, the proposed algorithm is superior to the underlying method by [5] . Namely, the correlated mutation strategy has improved significantly the performance of the ranking based constraint handling strategy. In both tables, the boldfaced values indicate that a better or at least equal result has been achieved by the corresponding algorithm. Table 2 shows the best, mean, and worst objective function values obtained with A2RL-ES and 3RL-ES. When compared the mean values, A2RL-ES performs better than 3RL-ES in 8 problems, g2, g5, g6, g7, g9, g10, g11 and g13, while the same results are obtained for the other problems. 3RL-ES could not find the optimum point for problems g2, g7, g10 and g13 whereas our method finds the optimum with high reliability. The deviations in median, mean and worst objective function values reveal that 3RL-ES is not as reliable as A2RL-ES. Thus, the proposed algorithm is superior to the underlying method by [5] . Namely, the correlated mutation strategy has improved significantly the performance of the ranking based constraint handling strategy. The median and standard deviations of objective function values obtained over 30 runs are given in Table 3 . The last two columns in Table 3 show the average number of generations needed to find the best solution. A closer look at the table reveals that A2RL-ES was able to converge to the optimum in less than 40,000 objective function evaluations (FES) for g3, g4, g6, g8, g9, g11, and g12. The problems g1, g2, g7, and g13 required high number of function evaluations due to the high complexity they possess. Furthermore, the algorithm was very reliable as it was able to find the global optimum in all 30 runs for all problems, but g2. This is highly desired property for real life applications with limited computational time. Considering that 3RL-ES used (30,200) strategy,A2RL-ES converges to the optimum in less function evaluations (FES) for g1, g3, g4, g6,g7, g8, g9, g11, g12, and g13. However, the reliable convergence behavior of A2RL-ES to the optimum for complex problems, g2, g5, and g7 is paid with high computational costs. Thus, the proposed algorithm is in general faster than 3RL-ES. Table 4 shows the comparison of performance indicators of A2RL-ES, SR [6] , simple multimembered evolution strategy (SMES) [20] methods on the same benchmark. When compared with other ES-based methods, A2RL-ES delivers better or similar results in terms of best, median, mean, and worst objective function values for all problems. The reliability of our method is higher than the reliability of the other approaches, as it is indicated by mean and median objective function values. To check whether the differences reported above are statistically significant, we employed Holm procedure [21] . The four algorithms are evaluated based on the obtained mean objective function values. According to [22] , the algorithm demonstrating the best performance is assigned a score of four while the algorithm showing the worst performance is scored as one. For each algorithm, the scores are summed up and averaged over the number of problems. The resulting number denotes the overall score, , of the th algorithm. Next, A2RL-ES is isolated from the set of algorithms and is labeled with zero as the reference algorithm. Then, the remaining algorithms (three algorithms in our case) are sorted in ascending order based on . For each of the remaining algorithms, a z value is computed with:
A2RL-ES 3RL-ES A2RL-ES 3RL-ES A2RL-ES 3RL-ES
where and stand for the number of the algorithms considered (four in our case) and the number of the test problems, respectively.
corresponds to the overall score of A2RL-ESas the reference algorithm. Based on values, the corresponding cumulative normal distribution probabilities have been calculated. Then, the values have been compared with / , where indicates level of confidence, set to 5%. The Holm procedure tests the hypotheses whether the performances of the compared two algorithms are statistically indistinguishable. Thus, in our case, the rejection of the null-hypotheses indicates that A2RL-ES outperforms the compared algorithm. On the other hand, the acceptance of it implies that there is no significant difference between the two algorithms. The first test compares the four algorithms in terms of mean objective function values achieved over 30 runs. The results are given in Table 5 along with the decision whether the null-hypotheses is rejected. The table shows that A2RL-ES outperforms, on average, other four algorithms over 13 test problems, and the outperformance of A2RL-ES is significant.
A second test is conducted to compare the convergence speeds of the algorithm (FES needed to reach the optimum), see Table 6 . The results indicate that A2RL-ES is again significantly better than the other algorithms.
A real Life Application: Car Side Impact Design
Besides the above benchmark problems, the merit of the algorithm is demonstrated by a real life application. The problem deals with the designing of a carside, which is exposed to a certain impact according to European Enhanced Vehicle Safety Committee (EEVC) [23] . Gandomi et al. [23] used a newly emerging algorithm, firefly algorithm (FA) which mimics mate finding procedure of fire flies. A static penalty approach was incorporated to the algorithm as a constraint handling mechanism. We refer this algorithm as penalty based Firefly Algorithm (PFA). The reported results in Table 7 show that the algorithm is highly reliable and competitive when compared with PFA. A2RL-ES found a better solution, which is paid by more fitness function evaluation (FES av ) on average [24] .
CONCLUSION
Constrained optimization problems (COPs) require precisely tailored algorithms due to their complexity. If looked at from a different angle, inequality and equality constraints of a COP establish so called weak and strong relations among the problem variables, which may be exploited indirectly with the simplified (CMA)-like mutation operator. In this paper, we proposed an ES for constrained optimization which combines the correlated mutation operator and the ranking-based constraint handling strategy used by [5] . While the ranking-based constraint handling establishes a balance between feasible and infeasible population members, the algorithm learns the covariance matrix of the promising solutions in the vicinity of constraint boundaries, and increases the chance of generating individuals on the boundary. When compared with other algorithms, the algorithm delivers very promising results. The results on car-side design problem also indicate that A2RL-ES can deliver better results with more reliability. The robustness of the method is remarkable. The main drawback of the algorithm is its slightly lower convergence speed than the speed of the other methods for high dimensional problems.
