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Abstract
Learning weights in a spiking neural network
with hidden neurons, using local, stable and on-
line rules, to control non-linear body dynamics is
an open problem. Here, we employ a supervised
scheme, Feedback-based Online Local Learning
Of Weights (FOLLOW), to train a network of
heterogeneous spiking neurons with hidden lay-
ers, to control a two-link arm so as to reproduce a
desired state trajectory. The network first learns
an inverse model of the non-linear dynamics, i.e.
from state trajectory as input to the network, it
learns to infer the continuous-time command that
produced the trajectory. Connection weights are
adjusted via a local plasticity rule that involves
pre-synaptic firing and post-synaptic feedback of
the error in the inferred command. We choose a
network architecture, termed differential feedfor-
ward, that gives the lowest test error from differ-
ent feedforward and recurrent architectures. The
learned inverse model is then used to generate a
continuous-time motor command to control the
arm, given a desired trajectory.
1. Introduction
Motor control requires building internal models of the
muscles-body system (Conant & Ashby, 1970; Pouget &
Snyder, 2000; Wolpert & Ghahramani, 2000; Lalazar &
Vaadia, 2008). The brain possibly uses random movements
during pre-natal (Khazipov et al., 2004) and post-natal de-
velopment (Petersson et al., 2003) termed motor babbling
(Meltzoff & Moore, 1997; Petersson et al., 2003) to learn
internal models that associate body movements to neural
motor commands (Lalazar & Vaadia, 2008; Wong et al.,
2012; Sarlegna & Sainburg, 2009; Dadarlat et al., 2015).
For motor control, given a desired state trajectory for the
dynamical system formed by the muscles and body, net-
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works of spiking neurons in the brain must learn to pro-
duce the time-dependent neural control input that activates
the muscles to produce the desired movement. Abstracting
the muscles-body dynamics as
d~x/dt = ~f(~x, ~u), (1)
we require the network to generate control input ~u(t), given
desired state trajectory ~xD(t), that makes the state evolve
as ~x(t) ≈ ~xD(t). We train a network of spiking neu-
rons with hidden layers, to learn the inverse model of the
muscle-body dynamics, namely to infer control input ~u(t)
given state trajectory ~x(t). The inverse model is then used
to control the body, in closed loop mode.
In networks of continous-valued or spiking neurons,
training the weights of hidden neurons with a local learn-
ing rule is considered difficult due to the credit assign-
ment problem (Bengio et al., 1994; Hochreiter et al.,
2001; Abbott et al., 2016). Supervised learning in net-
works has typically been accomplished by backpropaga-
tion which is non-local (Rumelhart et al., 1986; Williams
& Zipser, 1989), reservoir computing which trains only
output weights (Jaeger, 2001; Maass et al., 2002; Legen-
stein et al., 2003; Maass & Markram, 2004; Jaeger & Haas,
2004; Joshi & Maass, 2005; Legenstein & Maass, 2007),
FORCE learning which requires weight changes faster than
the requisite dynamics (Sussillo & Abbott, 2009; 2012; De-
Pasquale et al., 2016; Thalmeier et al., 2016; Nicola &
Clopath, 2016), and other schemes for example (Sanner
& Slotine, 1992; DeWolf et al., 2016; MacNeil & Elia-
smith, 2011; Bourdoukan & Dene`ve, 2015). Here, we em-
ploy a recent learning scheme called Feedback-based On-
line Local Learning Of Weights (FOLLOW) (Gilra & Ger-
stner, 2017), which draws upon function and dynamics ap-
proximation theory (Funahashi, 1989; Hornik et al., 1989;
Girosi & Poggio, 1990; Sanner & Slotine, 1992; Funahashi
& Nakamura, 1993; Pouget & Sejnowski, 1997; Chow &
Li, 2000; Seung et al., 2000; Eliasmith & Anderson, 2004;
Eliasmith, 2005) and adaptive control theory (Morse, 1980;
Narendra et al., 1980; Slotine & Coetsee, 1986; Slotine &
Weiping Li, 1987; Narendra & Annaswamy, 1989; Sastry
& Bodson, 1989; Ioannou & Sun, 2012). FOLLOW is a
synaptically local and provably stable and convergent al-
ternative for training the feedforward and recurrent weights
of hidden spiking neurons in a network, that was employed
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to predict non-linear dynamics (Gilra & Gerstner, 2017).
While the authors of the FOLLOW scheme (Gilra & Ger-
stner, 2017) learned a forward model of arm dynamics, i.e.
predicting arm state given neural control input, we train
the network to perform full motor control, first learning the
inverse model to infer control input given current arm tra-
jectory, and then employing it in closed loop to make the
arm replicate a desired trajectory.
2. Network architecture and FOLLOW
scheme to learn inverse model
We use a network of heterogeneous leaky-integrate-and-
fire (LIF) neurons, with different biases to learn the in-
verse model of an arm, as depicted in Figure 1. The arm,
adapted from (Li, 2006), is modelled as a two-link pendu-
lum moving in a vertical plane under gravity, with friction
at the joints, 0◦ as the equilibrium downwards position, and
soft bounds on motion beyond ±90◦. As shown in Figure
1A, random 2-dimensional torque input uγ(t), γ = 1, 2 is
provided to the arm to generate random state trajectories
~x(t) analogous to motor babbling. The 4-dimensional state
of the arm (2 joint angles and 2 joint velocities), denoted
xβ , β = 1, .., 4, is fed as input to the network via fixed,
random weights. The network must learn to infer ~u(t) that
generated the arm state trajectory ~x(t).
We chose the network in Figure 1B, termed the differen-
tial feedforward network, from a variety of network archi-
tectures (see next section), to learn the inverse model. We
have K = L = 3000 neurons each in the two feedforward
hidden layers indexed by k = 1 . . .K, and l = 1 . . . L,
followed by N = 5000 neurons in the ‘computation’ hid-
den layer indexed by i = 1 . . . N . The state vector ~x is
fed to the two differential feedforward layers, undelayed to
one and delayed to the other by interval ∆, via fixed ran-
dom weights e(ff1)kβ and e
(ff2)
lβ respectively. The current into
a neuron k in the undelayed hidden layer is given by
Jk =
∑
β
eff1kβxβ(t) + bk, (2)
where bk is a fixed, random neuron-specific bias. Similarly,
the current into a neuron l in the delayed hidden layer is
given by
Jl =
∑
β
eff2lβxβ(t−∆) + bl, (3)
where bl is also a fixed, random neuron-specific bias.
The output ~ˆu(t) of the network is a linearly weighted
sum of filtered spike trains Si(t) of the computation layer
neurons:
uˆγ(t) =
∑
i
dγi
∫ t
−∞
Si(s)κ(t− s)ds, (4)
A
B
Figure 1. Network configuration for learning the inverse
model. A. During learning, random motor commands cause arbi-
trary movements of the arm (motor babbling). Given the resulting
state of the arm, the network must infer the continuous-time mo-
tor commands that caused it. The observed 4-dimensional state
variables xβ of the arm (which can be obtained from visual and
proprioceptive feedback) are provided as input to the network via
fixed random weights e(ff)iβ . The 2-dimensional motor command
uˆγ is linearly decoded from the filtered output spike trains of
the network via fixed weights dγi. A copy of the random mo-
tor command (input to the arm) is used, after a delay of ∆u,
to compute the error in the inferred motor command, i.e. error
γ(t) = uγ(t−∆u)−uˆγ(t). This deviation of the predicted com-
mand from the reference command, is fed back into the network
with fixed random encoding weights keiγ . This error signal is
used to update the network weights so as to infer the motor com-
mands causing the observed state. Twin lines in the connection
arrows denote multi-dimensional signals, but their number is not
representative of the dimensionality. B. Learning inverse model
with a differential feedforward network. The learning paradigm
and configuration are as in panel A. The input is sent undelayed
to a layer of neurons ff1 via encoding weights e(ff1)kβ and sent de-
layed by ∆ to another layer of neurons ff2 via encoding weights
e(ff2)lβ . These two layers feed into the next ‘computation’ layer with
weights w(1)ik and w
(2)
il that are plastic (in red). The error is fed-
back to the ‘computation’ layer with weights keiγ . This error pro-
jected into each neuron along with the filtered pre-synaptic spike
train is used to update the feedforward weights in red.
2
with the filtering kernel κ(t) a decaying exponential with
time constant 20 ms, and the readout weights dγi. This
readout ~ˆu(t) of the network is compared to a time-delayed
version of the command input, with delay ∆u ms, to
causally infer the past command. Borrowing from adaptive
control theory (Narendra & Annaswamy, 1989; Ioannou &
Sun, 2012), the error γ ≡ uγ(t−∆u)−uˆγ(t) is fed back as
neural currents to the computation layer neurons with fixed
random feedback weights eiγ multiplied by a gain k = 10.
The total current into neuron i in the ‘computation’ layer,
having fixed random bias bi, is a sum of the feedforward1,
feedforward2 and error currents:
Ji =
∑
k
w
(1)
ik (S
ff1
k ∗ κ)(t) +
∑
l
w
(2)
il (S
ff2
l ∗ κ)(t)+∑
γ
keiγ(γ ∗ κ)(t) + bi. (5)
The trick in the FOLLOW scheme is to pre-learn the
readout weights dγi to be an auto-encoder with respect to
error feedback weights eiγ . Learning the auto-encoder can
be accomplished by existing schemes (Voegtlin, 2006; Bur-
bank, 2015; Urbanczik & Senn, 2014), and so the auto-
encoder was pre-learned algorithmically here. Due to this
auto-encoder, the error feedback with high gain k acts as a
negative feedback that serves to make the network output
~ˆu(t) follow the true command torque ~u(t−∆), even with-
out the hidden weights being learned. The system dynam-
ics and command torque are required to vary slower than
the synaptic timescale. As explained in (Gilra & Gerstner,
2017), even the hidden neurons are entrained to fire as they
ideally should, and this enables the feedforward (or recur-
rent) hidden weights to be learned, using only synaptically
available quantities, as:
dwij
dt
= η (Ii ∗ κ)(Sj ∗ κ)(t), (6)
where Ii ≡ k
∑
α eiαα is the error current injected into
each neuron, κ is a decaying exponential filter of time con-
stant 200 ms and Sj is the pre-synaptic spike train.
This FOLLOW learning rule is applied on the plastic
weights (in red in Fig. 1B), while the current state of the
arm is fed to the network, with the network output follow-
ing the time-delayed command input torque due to the error
feedback loop. FOLLOW learning has been shown, under
reasonable approximations, to be uniformly stable using a
Lyapunov approach, with the squared error in the learned
output tending asymptotically to zero (Gilra & Gerstner,
2017). Details and parameters for generating the random
input, the arm dynamics and the fixed random network pa-
rameters are as in (Gilra & Gerstner, 2017).
After training the network on inferring the command in-
put given the state trajectory during motor babbling, we
expect that when we remove the error feedback loop, the
network will still be able to infer the command input given
the current trajectory. We show the various stages of learn-
ing and testing in Figure 2, for the differential-feedforward
network of Figure 1B.
3. Learning inverse model: inferring control
command given arm trajectory
At the start of learning, all trainable weights were ini-
tialized to zero. The state trajectory was fed as input to
the network, while the network had to learn to produce the
command (delayed by ∆u) that caused the trajectory.
In Figure 2, we show the different stages in FOLLOW
learning for the differential feedforward network (Fig. 1B).
Before learning, without feedback, the network output re-
mained zero. With feedback on, even before the weights
have been learned, the network output followed the desired
output i.e. the time-delayed reference command. With
feedback on, the network was trained with the FOLLOW
learning rule. At the end of 10,000 s of FOLLOW learning
on the feedforward weights, at learning rate 2e-3, we froze
the weights and removed the feedback, in order to test if the
network had learned the inverse model. We also tested the
network on a more structured task trajectory, in addition to
random motor babbling. The network output inferred the
command given the state trajectory, even without feedback
indicating that the network had learned the inverse model.
We used a causal delay ∆u in supplying the target com-
mands, since the command in the past that caused the cur-
rent state input needs to be inferred. The differential delay
∆ between the undelayed and delayed feedforward layers
possibly controls the accuracy of the temporal derivative.
We swept the delays ∆u and ∆ over typical network time
scales, shown in Figure 3, and found that ∆u ≈ 50 ms and
∆ ≈ 50 ms gave the lowest test error. This ∆u is consistent
with the delay due to two synaptic filtering time constants
of 20 ms each from the input state to the inferred command.
For a command delayed by ∆u = 50 ms to be inferred,
a ∆ = 50 ms differential delay allows the most accurate
computation of the derivative, perhaps because it is closest
to the time of the reference command, than a ∆ = 10 or
20 ms delay, as seen in Figure 3. Thus, for all remaining
simulations including Figure 2, we used ∆ = 50 ms and
∆u = 50 ms.
We asked whether the seemingly low-pass filtering of the
inferred torque during testing in Figure 2B, was because
the command varied faster than what the network could ap-
proximate. We used low-pass filtered commands for both
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Figure 2. Stages during FOLLOW learning of inverse model using the differential feedforward network (Fig. 1B). A,B. The
vertical red lines divide the figure into three time stages: before learning without feedback on the left, during learning with feedback in
the middle, and during testing without feedback on the right. A. The input to the network ~x(t) namely the 4-dimensional state trajectories
are shown in 4 different colours. B. A component of the reference torque u2(t−∆) to the arm (in blue) is shown along with the network
readout uˆ2(t) (in red). Before learning without feedback (on the left), the network output (red) doesn’t infer the command torque (blue).
During learning with feedback (middle), the network output follows the command torque due to the negative feedback (Fig. 1), while the
error, which decreases over time, is used to train the hidden weights. After learning (right), i.e. freezing weights and removing feedback,
the network infers the command torque even without feedback, indicating that it has learned the inverse model.
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Figure 3. Mean squared test error versus ∆ and ∆u. For dif-
ferent values of differential delay ∆ and causal torque delay ∆u,
we learned the inverse model using the differential feedforward
network, having 200 neurons in each of the undelayed and de-
layed layers and 500 neurons in the computation layer. We plot
the mean squared test error without feedback, after approximately
10,000s of learning, averaged over 4 s and per state dimension.
The star marks the mean squared test error for ∆ = 50 ms and
∆u = 50 ms.
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Figure 4. Mean squared test error versus torque filtering τ .
For increasing values of torque filtering time constant τ , we
learned the inverse model using the same differential feedforward
network as in Figure 3, with ∆ = 50 ms and ∆u = 50 ms. We
plot the mean squared test error without feedback, as in Figure 3,
with the same range for comparison. The star for τ = 0 marks the
mean squared error for the same simulation as the star in Figure
3, while the diamond below it marks the mean squared error for
the simulation with larger number of neurons in Figure 2.
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the arm and the network, with increasing filtering time con-
stants, using a decaying exponential kernel, but the test er-
ror remained almost the same, as shown in Figure 4. With a
larger number of neurons, the test error came down without
any filtering on the torque (Fig. 4), so the approximation er-
ror due to finite number of neurons seemed larger than that
due to any fast timescales in the torque. Thus, in all further
simulations, we did not use any filtering on the torque.
The network approximates the inverse dynamics using
the tuning curves of the heterogeneous neurons as an over-
complete set of basis functions (Funahashi, 1989; Hornik
et al., 1989; Girosi & Poggio, 1990; Sanner & Slotine,
1992; Funahashi & Nakamura, 1993; Pouget & Sejnowski,
1997; Chow & Li, 2000; Seung et al., 2000; Eliasmith &
Anderson, 2004; Eliasmith, 2005). As studied in adap-
tive control theory (Ioannou & Sun, 2012; Narendra & An-
naswamy, 1989; Ioannou & Fidan, 2006), the error due to
approximation causes a drift in weights, which can lead
to error increasing after some training time. The same
literature also suggests ameliorative techniques which in-
clude a weight leakage term switched on slowly, whenever
a weight crosses a set value (Ioannou & Tsakalis, 1986;
Narendra & Annaswamy, 1989), or a dead zone policy of
not updating weights if the error falls below a threshold
(Slotine & Coetsee, 1986; Ioannou & Sun, 2012). How-
ever, we did not need to implement these techniques for
learning the inverse model with our networks, suggesting
that the approximations with our finite number of neurons
were reasonable.
In learning the forward model, the command ~u must be
integrated as
∫
f(~x, ~u)dt to obtain the state ~x, see equation
(1). However, for the inverse model, the state ~x has to be
differentiated, and the function f inverted, to infer the com-
mand ~u. In principle, we could use a recurrent network, as
it is Turing complete (Siegelmann & Sontag, 1995), to ap-
proximate the inverse model, provided all the input, recur-
rent and output weights are wired correctly. However, in
the FOLLOW learning scheme (Gilra & Gerstner, 2017),
the output weights are fixed to match the error encoding
weights (auto-encoder), to enable local learning. Indeed,
we tried to learn the inverse model with a recurrent net-
work as in Figure 5A. The total current into neuron i in the
recurrent layer, having fixed random bias bi, was a sum of
the feedforward, recurrent and error currents:
Ji =
∑
β
effiβxβ(t) +
∑
j
wij(Sj ∗ κ)(t)+∑
γ
keiγ(γ ∗ κ)(t) + bi. (7)
We kept a fixed learning rate on the feedforward weights,
but increased the learning rate on the recurrent weights
A
B
Figure 5. Recurrent network cannot learn the inverse model
via FOLLOW learning. A. The learning configuration is same
as Figure 1A, except that the spiking network is recurrently con-
nected. The feedforward weights effiβ and the recurrent weights
wij are plastic under the FOLLOW rule. B. We trained the recur-
rent network on the inverse model as in A, with 900 neurons in
the recurrent layer and ∆u = 50 ms, at increasing values of the
learning rate (x-axis, log scale) on the recurrent weights, while
the feedforward weights were learned at a constant rate. We plot
the mean squared test error (y-axis, log scale) without feedback,
after approximately 500s of learning, averaged over 4 s and per
state dimension.
from effectively no learning to a reasonable learning rate
2e-3 that had worked very well for learning the forward
model using a recurrent network (Gilra & Gerstner, 2017).
As shown in Figure 5, we found that test performance
dropped sharply with learning on the recurrent weights.
Near zero learning on the recurrent weights gave the low-
est mean squared test error. Even if we included a feedfor-
ward layer between the state input and the recurrent net-
work, with learnable feedforward and recurrent weights,
as for learning the forward model in (Gilra & Gerstner,
2017), still test performance degraded with learning on the
recurrent weights. Note that a recurrent network in the
FOLLOW learning scheme, which has fixed output weights
(Fig. 5A), cannot be transformed into the differential feed-
forward architecture (Fig. 1B). Even if part of the recur-
rent network can learn to delay or hold an earlier state in
memory, it always remains connected to the output by fixed
5
weights.
Further, even from among the feedforward network ar-
chitectures we tried with FOLLOW learning, as shown in
Figure 6, we found that the best performace for a fixed
number of neurons was obtained by the differential feed-
ward network (Fig. 1B). Compared to the other feedfor-
ward architectures, we imagine that the differential feedfor-
ward network could learn to compute a temporal difference
between the undelayed and delayed states, approximating
the time derivative.
4. Moving the arm as desired using the
inverse model
Having learned the inverse model, we used it to control
the arm to reproduce a desired state trajectory, for which
the control input was not known and had to be generated by
the network. As shown in Figure 7, the desired state xDβ (t)
was fed to the network which had already been trained as
an inverse model to output the requisite control command
uˆγ . This command generated by the network was fed as
torques to the joints of the arm to produce the desired mo-
tion. In this simple feed-forward or open loop mode, small
errors in the generated control command will integrate over
time into larger errors in the trajectory of the arm, causing
large deviations from the desired trajectory over time. To
ameliorate this, we closed the loop and injected the differ-
ence in the desired state and the true state multiplied by
gain k′ = 3, back into the network input (Fig. 7). In com-
puting the error, the desired state was delayed by ∆u = 50
ms, since the network was also trained to output the con-
trol command with this lag. This feedback loop for the
error in the state variables, fed into the network via the in-
put weights during control, is different from the feedback
loop in the error for control command, fed back via the er-
ror feedback weights during learning. The latter feedback
loop is in fact used only during learning and is not present
during control.
We tested our motor control scheme for drawing a dia-
mond and a star on the wall (Fig. 8). In open loop, i.e.
not feeding back the error in state variables, the command
torque generated by the network enabled the arm to draw a
pattern similar to that desired (Fig. 8 C,D and Supplemen-
tary movies 1 and 2). However, some parts of the pattern,
which required large bending of the elbow joint were dif-
ficult to reproduce, possibly due to poorer learning at the
limits of the motion, and divergence of the state from the
desired state in open loop over time.
When we closed the loop with gain k′ = 3 the pat-
tern was reproduced better (Fig. 8 C,D and Supplemen-
tary movies 3 and 4). Here, we used only proportional
feedback with low gain. A proportional-integral-derivative
(PID) feedback should provide even better tracking of the
output without oscillations and offset.
Without the inverse model, the linear negative feedback
loop (be it proportional or PID) on the state variables can-
not make the arm follow the desired trajectory, even by tun-
ing feedback gains, because of the complicated non-linear
dynamics of the two-link arm. In our control scheme, the
intuition is that the inverse model learned in the weights of
the network produces an open-loop command that brings
the arm close enough to the desired state, such that linear
negative feedback around this momentary operating point
can bring the arm even further closer.
5. Discussion
We used a synaptically local, online and stable learn-
ing scheme, FOLLOW (Gilra & Gerstner, 2017), to train
a network of heterogeneous spiking neurons with hidden
layers, to infer the continuous-time command needed to
drive a non-linear dynamical system, here a two-link arm,
to produce a desired trajectory. We found that the differ-
ential feedforward network architecture performed best in
learning the inverse model, from among a variety of feed-
forward and recurrent architectures, under the FOLLOW
learning scheme. Under closed-loop, this trained inverse
model was then used to control the arm. We expect that
with proportional-integral-derivative feedback, the control
of the arm will improve further.
Previous methods of training networks with hidden units
incorporate only some of the desirable features of FOL-
LOW learning. Backpropagation and variants, backpropa-
gation through time (BPTT) (Rumelhart et al., 1986) and
real-time recurrent learning (RTRL) (Williams & Zipser,
1989), are non-local in time or space (Pearlmutter, 1995;
Jaeger, 2005). Synaptically local learning rules in re-
current spiking neural networks have typically not been
demonstrated for learning inverse models and non-linear
motor control (MacNeil & Eliasmith, 2011; Bourdoukan
& Dene`ve, 2015; Gilra & Gerstner, 2017; Alemi et al.,
2017). Reservoir computing methods (Jaeger, 2001; Maass
et al., 2002; Legenstein et al., 2003; Maass & Markram,
2004; Jaeger & Haas, 2004; Joshi & Maass, 2005; Legen-
stein & Maass, 2007) did not initially learn weights within
the hidden units, while newer FORCE learning methods
that did (Sussillo & Abbott, 2009; 2012; DePasquale et al.,
2016; Thalmeier et al., 2016; Nicola & Clopath, 2016), re-
quire weights to change faster than the time scale of the
dynamics, and require different components of a multi-
dimensional error to be fed to different sub-parts of the net-
work. Reward-modulated Hebbian rules have not yet been
used for continuous-time control (Legenstein et al., 2010;
6
A B C
Figure 6. Comparison of feedforward network architectures. A,B,C. In the top panel, the feedforward network architecture used to
learn the inverse model is shown. Weights in red are plastic. Each network has the same number of heterogeneous LIF neurons. Mean
squared error during training with feedback is plotted versus time over approximately 10,000s seconds of learning in the middle panels.
Reference torque component u2 (blue) and inferred torque component uˆ2 (red) given desired state are plotted versus time, during 4 s
of testing without feedback. The mean squared test error without feedback per unit time per state dimension is written above the plot.
Mean squared error during test without feedback is typically larger than that during training due to corrective negative feedback. A.
The differential feedforward network is our default network architecture, with 200 neurons in the undelayed and delayed layers and 500
neurons in the computation layer, with ∆ = 50 ms and ∆u = 50 ms. B. The direct differential feedforward network doesn’t have
intermediate undelayed and delayed hidden layers. Rather the undelayed and delayed states are directly feed on to the computation layer
having 900 neurons. C. The purely feedforward network has 450 neurons in each hidden layer.
xDβ + k
′β
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−
control input uˆγ
true state xβ
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dynamical system
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dγi
e
(ff1)
iβ
delay ∆
e
(ff2)
kβ
w
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w
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differential feedforward network
delay ∆u
Figure 7. Schematic for control using inverse model. The desired state trajectory ~xD(t) is fed into the differential feedforward network
that is already trained as an inverse model. The control input uˆγ is read out from the network. The read out control input torques are
delivered to the arm which produces the true state xβ(t), which is already close to the desired one if the inverse model performs well.
To further improve long-time performance, the true state of the arm is compared with the desired state, delayed by ∆u = 50 ms (since
the inverse model has learned to infer the control input with this delay), and the error ′β = (x
D
β − xβ) is fed back with gain k′ = 3.
The non-linear feedforward control by the inverse model brings the arm state close to the desired state, after which the linear negative
feedback control brings the arm state even closer. Twin lines in the connection arrows denote multi-dimensional signals, but their number
is not representative of the dimensionality.
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Figure 8. Control of two-link arm via inverse model. A. The
elbow and shoulder control torques generated by the learned dif-
ferential feedforward network under closed loop in the control
architecture (Fig. 7) in reponse to a desired star-drawing trajec-
tory. B. The star-drawing trajectories for the elbow angle (solid)
and angular velocity (dashed) as desired (blue) and as produced
by the arm (red) in response to the torques in A, under closed loop
control of the inverse model. C,D. The network controls the arm
to draw a diamond (C) and a star (D). On the left in blue, is the
desired trajectory, in coordinate space, that the end-point of the
arm is required to trace, starting in the direction of the green ar-
row. In the middle in red, is the trace produced by the arm under
open-loop control, i.e. no feedback of the error in state back to the
network. To the right, in red is the trace produced under closed-
loop, with feedback (gain k′ = 3) of the error in state variables.
Hoerzer et al., 2014; Kappel et al., 2017). Approaches to
control of non-linear systems seem to use non-local rules
(Sanner & Slotine, 1992; Slotine & Weiping Li, 1987; Slo-
tine & Coetsee, 1986; DeWolf et al., 2016; Zerkaoui et al.,
2009; Hennequin et al., 2014; Song et al., 2016) or use
abstract networks (Berniker & Kording, 2015; Hanuschkin
et al., 2013).
Since FOLLOW-based learning of motor control uses
spiking neurons and is local and online, it is biologically
plausible in these aspects, as a candidate learning scheme
for motor control in the brain. However, it violates Dale’s
law in that outgoing synaptic weights from a single neu-
ron in the learned network can be both positive and neg-
ative. However, even without obeying Dale’s law, it can
be implemented directly in neuromorphic hardware and in-
corporated into neuro-robotics for motor control, where the
spike-based coding provides power efficiency, and localil-
ity eases hardware implementation and speeds up compu-
tations required for learning.
Interesting directions to explore could be to learn and
control more complex dynamical systems like robotic arms
in real-time, to implement the same on neuromorphic hard-
ware, to make the FOLLOW scheme more biologically
plausible, to learn to generate the desired trajectory given a
higher-level goal via reinforcement learning, and to extend
motor control to a hierarchy of levels as in the brain.
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