A classical theorem of M. Fried [2] asserts that if non-zero integers β 1 , . . . , β l have the property that for each prime number p there exists a quadratic residue β j mod p then a certain product of an odd number of them is a square. We provide generalizations for power residues of degree n in two cases: 1) n is a prime, 2) n is a power of an odd prime. The proofs involve some combinatorial properties of finite Abelian groups and arithmetic results of [3] .
Theorem. Let β 1 , . . . , β l be rational integers. The following two conditions are equivalent:
for each sufficiently large prime number p there exists j such that the congruence
is solvable, The generalization of the above theorem to power residues of degree n, where n is any fixed exponent, is provided in [3] . But the counterpart of the above condition (G) has a quite complex combinatorial structure (condition (ii) of Lemma 3). The aim of this paper is to replace it by a condition which resembles the above condition (G) for n = 2. We succeed in two special cases: n = q is a prime (Theorem 1) and n = q m , q = 2 (Theorem 2). Theorem 1. Let K be an algebraic number field , β 1 , . . . , β l ∈ K * and q a rational prime. The following two conditions are equivalent:
for almost all prime ideals p of K at least one of the congruences
For the case of q m th power residues, but only for q = 2, we have
where q is an odd prime. The following two conditions are equivalent:
for almost all prime ideals p of K at least one of the congruences 
Proof. Without any claim for priority we prove the lemma for completeness of presentation. For any permutation τ of {1, . . . , q − 1} the sequence
gives all non-zero residue classes mod q . This observation implies
hence c (τ (q−2)) ≡ c (τ (q−1)) (mod q), which finishes the proof. Proof. The equivalence of (C1) and (C2) is proved in [3] . We will show first that (C1) and (C2) imply (C3). Let c 1 , . . . , c l be arbitrary integers. Obviously the system (g 
Lemma 2. Let G be a finite Abelian group, G its group of characters and g
and since the left hand side is not 0 there must exist A ∈ F such that
|σ(A)| ≡ |A| (mod q). So we can put B = σ(A).
We owe to A. Schinzel the proof that (C3) implies (C1). Assume to the contrary that there exists χ ∈ G such that for each 1 ≤ j ≤ l we have χ(g j ) = 1.
Denoting by e the exponent of the group G we can write χ(g j ) = ζ 
