Understanding Technical Debt and Assumption-Related Challenges in the Domain of Cyber-Physical Systems by Mamun, Md Abdullah Al
Thesis for The Degree of Licentiate of Engineering
Understanding Technical Debt and
Assumption-Related Challenges in the Domain of
Cyber-Physical Systems
Md Abdullah Al Mamun
Division of Software Engineering
Department of Computer Science & Engineering
Chalmers University of Technology and University of Gothenburg
Go¨teborg, Sweden, 2015
Understanding Technical Debt and Assumption-Related Challenges
in the Domain of Cyber-Physical Systems
Md Abdullah Al Mamun
Copyright ©2015 Md Abdullah Al Mamun
except where otherwise stated.
All rights reserved.
Technical Report No 137L
ISSN 1652-876X
Department of Computer Science & Engineering
Division of Software Engineering
Chalmers University of Technology and University of Gothenburg
Go¨teborg, Sweden
This thesis has been prepared using LATEX.
Printed by Chalmers Reproservice,
Go¨teborg, Sweden 2015.
ii
To Arina, the Reason of My Enlightenment
iv
Abstract
In today’s world software is contributing a substantial part of the new func-
tionalities and innovations of the automotive industry. So the size and the
complexity of the software is dramatically increasing with time, which comes
with additional challenges, e.g., implicit assumptions or technical debt. The
problems of assumptions have been identified as one of the key reasons to
software system projects and catastrophic system failures. On the other hand,
unreasonable accumulation of technical debt can seriously reduce the reusability
and maintainability of the software.
This thesis elaborates the idea of unveiling and understanding technical
debt and challenges of assumptions for software by applying model-driven
engineering (MDE) on the example of a self-driving car. First, we explore the
challenges of assumptions in various areas of software and system development
and show how assumptions are related to other knowledge artifacts. Then we
focus on reporting advantages and disadvantages of different approaches to
capture and automatically check architectural assumptions.
Incorporating formal methods in a rigorous assumption management tool
supports various aspects of assumptions such as traceability. From our ex-
perience with formalizing assumptions, such an approach toward managing
assumptions needs to combine several formal methods/languages. Developing
and using a dedicated tool for assumption management is possible but the
practicality of using such a tool in terms of time, budget, and manpower needs
to be researched.
Considering the heavy weight of a dedicated rigorous formal approach,
a practical step toward managing assumptions is to better incorporate the
capabilities of the tools that are already being used in a project. Using existing
capabilities is a light-weight approach because it does not cost extra money
to procure new tools, train developers to use the new tools, and adjust the
development process to incorporate it. To check the feasibility of such a
light-weight assumption management approach, we perform a study on the
development of a self-driving miniature vehicle. We particularly check whether
MDE tools can be leveraged to capture assumptions related to the sensor
management. We also explain how capturing assumptions reduces technical
debt related to knowledge distribution and documentation.
From our experience with the self-driving miniature vehicle development,
we see that MDE reduces knowledge debt through successfully capturing
structural architectural assumptions and it reduces code debt and environmental
debt through automated code generation. Thus, MDE is able to leverage
the challenges of assumptions to the extent of capturing and checking them
automatically, hence, reducing knowledge debt without necessarily using a
dedicated assumptions management tool.
Our contributions include realizing a light-weight assumption management
approach through MDE and our preliminary results show that legacy or 3rd-
party code has influence in the development of technical debt.
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Chapter 1
Introduction
The automotive industry is going through a major transition where all of the
main car OEMs (original equipment manufacturer) are putting efforts toward
self-driving vehicles. Some of the OEMs have the vision to sell fully functional
driver-less cars by 2020 [1]. Software is the primary driving force for implement-
ing different functionalities of today’s cyber-physical systems, e.g., automated
parking or automated braking. Such vehicles are highly dependent on the use
of different types of sensors to realize various driving conditions, e.g., weather,
traffic and road markings.
The dramatic transformation of today’s cars into self-driving traffic actors
is bringing a higher level of complexity which researchers and engineers need
to address. Unlike other engineering disciplines, software engineering is yet
to widely adopt sophisticated engineering practices to estimate, predict, and
build software both at the product- and the project-level.
1.1 Background and Definitions
System development, and specifically software development for highly complex
systems, suffers from invalid assumptions, which have been reported as the
root cause of complex system failures [2, 3].
1.1.1 Assumption
Dewar et al. [4] have worked on assumption-based planning and define assump-
tion in the context of organizational planning. They argue that considering
assumptions are of significance for planning where the present environment
is uncertain to predict the probable future. According to their definition,
an assumption is an assertion about some characteristics of the future that
underlies the current operations or plans of an organization. Here assertion can
be a fact or a judgment. Examples of a fact and a judgment can respectively
be “the sun has been the major source of energy on earth for more than one
million years” and “the sun will be the major source of energy on earth for the
next ten thousand years”. The examples of fact and judgment are backed by
scientific evidences and, thus, they are less challenging than assertions not sup-
ported or less supported by direct evidences. This definition of assumptions is
1
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intentionally kept broad to cover assumptions of different types like descriptive,
evaluative, predictive, explanatory, explicit, and implicit.
Hofmann [5] defines assumptions in the context of modeling. He considers
the term model an abstraction of an original system where the original system
can be anything including a software system. According to his definition, an
assumption is a statement in the sense of an assertion that is not yet empirically
confirmed. Furthermore, an assumption is:
 concerned with a subject S
 about an original O
 with the intention (purpose) I relative to
– a problem P situated in O and
– a time-frame T.
King and Turnitsa [2008] define an assumption in the context of models,
simulations and software agents as follows:
Assumption <=> (assumeFN, referent, scope, proposition) (1.1)
This can be read as “an assumption is a proposition about a referent with
a given scope and a description how the assumption is used by the model or
the system”.
Here, assumeFN is the assumption function that describes how the as-
sumption is used by the model or system, referent is the model or system
component that the assumption is about, scope is a description of which parts
of the system the assumption refers to, and proposition is a statement about
the referent ’s existence, relations, or quality.
1.1.2 Classification of Assumptions
This section focuses on the classification of assumptions by researchers from
different viewpoints. Garlan et al. [6] focused on architectural assumptions.
They discuss four main assumptions categories and some subcategories related
to components and connectors that can result in architectural mismatch. The
categories are:
 Nature of component: This category describes three subcategories in-
frastructure, control model, and data model. Infrastructure assumptions
are about the substrate on which a component is built. Control model
assumptions are about which components will control the sequencing
of computation, and data model assumptions are about the way data,
managed by a component, would be manipulated by the environment.
 Nature of connectors: The two subcategories of this category are protocols
and data model. Protocol is concerned with assumptions about the
characteristics of a connector’s patterns and interactions, and data model
is concerned with the kind of data being communicated.
 Global architecture structure: This category captures assumptions about
the topology of the system communication. It also covers existence,
i.e., presence- or absence-related assumptions of particular components
and connectors.
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 Construction process: This category includes assumptions related to the
order in which building blocks are instantiated.
Dewar et al. [4] define assumptions in the context of assumption-based
planning. In a later work, Dewar [7] has classified assumptions as shown in
Fig. 1.1. The classification is broad in the sense that it covers a wide variety of
assumptions including facts, constraints, design decisions, and design rationales.
It should be mentioned that assumptions often overlap with the concepts of
requirements, constraints, and design rationales. A brief description on how
assumptions are related to these concepts can be found in [8].
Assumptions
About problems
Implicit Explicit
Unaddressed Addressed
Non‐load‐bearing Load‐bearing
Invulnerable Vulnerable
One‐sided Two‐sided
About solutions
Figure 1.1: Classification of assumptions by Dewar [7]
Assumptions are implicit when they are not documented or communicated
in the development process, and explicit otherwise. Assumptions can be implicit
in at least two ways. First, when people are aware of the assumptions but
do not document them because of lack of consciousness about the pitfalls of
implicit assumptions. Second, there is no awareness of the implicit assumptions
among the stakeholders [9].
Lewis et al. [10] have presented a classification of assumptions from the
viewpoint of software developers while they are coding. The assumptions
types are control, environment, data, usage, and convention. Steingruebl and
Peterson [11] support the classification of Lewis et al. [10] and suggest adding a
detailed level, e.g., checklists for the major assumption types. They also mention
security as an assumption type. A classification of three assumptions classes are
presented by Lago and Vliet [12], motivated by the general information system
literature. Their study focuses on the architectural assumptions: technical,
organizational, and managerial. They also mention that an assumption is cross-
cutting if it relates more than one structural element or component. Spiegel
et al. [13] identify three major classes of constraints that are based on the
types of object attributes in the constraints (invariant vs. dynamic) and on the
object scope of the constraints (one vs. many) that are invariant, dynamic, and
inter-object.
Tirumala [14] classifies assumptions based on three dimensions namely
time-frame, criticality, and abstraction. Three assumption types static, system
configurations, and dynamic are described under time-frame. The validity
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of static assumptions remains the same during the lifetime of the software.
However, validity can be changed as the system evolves. For the system
configuration assumptions, validity does not change during a single execution
of the system, though, validity can be changed between different executions.
Dynamic assumptions are those whose validity might be changed during the
system’s execution.
King and Turnitsa [15] mentioned some possible assumptions classes, which
are intension vs. extension, primary vs. derivative, joint vs. disjoint with others,
exogenous vs. endogenous, deterministic vs. probabilistic, and controllable
vs. non-controllable.
This thesis classifies assumptions according to their validity states, e.g.,
unchecked vs. checked, conflicting, mismatched, and invalid vs. valid. An
assumption can be in different states of validity at different times of a project’s
life cycle. In addition, an assumption can be in different validity states at the
same time based on whether it is checked against artifacts within its scope or
beyond its scope e.g., other assumptions. The history of validity states can be
used to understand the evolution of assumptions. Such history can be useful
for failure investigations due to mismatched assumptions for example.
 Unchecked vs. Checked assumptions: An assumption is unchecked when
it has not been verified for its validity, and checked otherwise.
 Conflicting assumptions: An assumption is conflicting if it contradicts
or conflicts with one or more other assumptions or artifacts beyond the
scope of the assumption.
 Mismatched assumptions: An assumption is mismatched if we cannot
determine whether the associated artifacts of the assumption will fulfill
the statement or fact or not. In other words, there is no evidence provided
by the artifacts that can be matched against what is assumed.
 Invalid vs. Valid assumptions: An assumption is considered invalid if
the statement or fact of the assumption is false or incorrect; it is valid
otherwise, i.e., the stated statement holds. The validity/invalidity of an
assumption can most often be determined by verifying its statement or
fact without necessarily looking at any other assumptions or artifacts
other than what the assumption itself is related to. On the other hand,
conflicting assumptions are determined from the aggregation of more
than one assumption.
1.1.3 Technical Debt
Invalid assumptions may cause sub-optimal design decisions, of a complex
software system, that need to be corrected later. Also, the loss of implicit
assumptions over time has a negative impact on long-lived software systems.
These circumstances are connected to the concept technical debt.
Technical debt is a metaphor that uses concepts from financial debt to
describe the trend of increasing software development costs over time due
to suboptimal decisions taken at various phases of software development,
e.g., architecture and design, implementation usually to ensure speedy release.
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An unreasonably high amount of technical debt may significantly hurt software
evolution and quality.
In software engineering, the metaphor technical debt was first introduced
two decades ago by Ward Cunningham who described it as “Shipping first time
code is like going into debt. A little debt speeds development so long as it is
paid back promptly with a rewrite... The danger occurs when the debt is not
repaid. Every minute spent on not-quite-right code counts as interest on that
debt.” [16].
Figure 1.2: Landscape of technical debt by Kruchten et al. [17]
Since Cunningham introduced this metaphor, people have related technical
debt with many different kinds of problems of software development in a wide
range of spectrum ranging from deploying, selling, evolving to anything that
has an ill effect on software development. Associating technical debt with
too many concerns has somewhat diluted the concept of this metaphor and
consequently this metaphor is losing some of its strengths [17]. As a response
to this development, Kruchten et al. proposed a landscape of technical debt
toward a better definition and theoretical foundation of the term technical
debt in software engineering. This landscape, as shown in Fig. 1.2, arranges
different elements in the ranges of visible and invisible and proposes to limit
debt to the invisible elements within the rectangular box.
1.1.4 Classification of Technical Debt
McConnell classified technical debt from the viewpoint (i.e., whether the debt
is intentional or not) of the way technical debts are introduced [18] as shown
in Fig. 1.3. The unintentional technical debt refers to debt that is incurred
unknowingly. Examples of such debts are an inexperienced programmer’s code
that is of low quality and does not meet the industry standards, and acquiring
a company that had accumulated significant amount of technical debt where
the debt is identified after the acquisition. On the other hand, intentional
technical debt is a result of a deliberate decision made by the organization to
optimize for the present rather than the future, e.g., such as writing unit tests
for some code after the release because it was not possible to do it earlier due
to time pressure.
Intentional debt can be both short and long-term, focusing on the strategy
of incurring and paying-off debt. Short-term debt is taken on in a reactive
manner “usually as a late-stage measure to get a specific release out of the
door” [18]. Short-term debt is a form of a quick-fix that is expected to be paid
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Technical Debt
Unintentional Intentional
Short‐term Long‐term
Figure 1.3: Classification of technical debt by McConnell [18]
off frequently such as “We don’t have time to implement this the right way;
just hack it in and we’ll fix it after we ship” [18]. Long-term debt is a result
of proactive strategic decisions by an organization. Being related to strategic
decisions, long-term debt is sizable and is paid off in the long term such as
“We don’t think we’re going to need to support a second platform for at least
five years, so this release can be built on the assumption that we’re supporting
only one platform” [18].
The classification of Fowler [19], as shown in Fig. 1.4 as a quadrant, uses two
dimensions: deliberate/inadvertent and reckless/prudent. The deliberate/inad-
vertent is similar to what McConnell has described as intentional/unintentional
in his classification discussed earlier in this section.
Reckless                                         Prudent
I n
a d
v e
r t
e n
t    
     
     
     
     
     
D e
l i b
e r
a t
e
“We don’t have time 
for design”
“We must ship now 
and deal with 
consequences”
“What’s Layering?” “Now we know how we 
should have done it”
Figure 1.4: Classification of technical debt by Fowler [19]
Considering the other dimensions, i.e., reckless/prudent, the debt classes
are:
 Deliberate and Reckless debt: The debt is taken on intentionally but the
organization is unable to estimate the realistic accumulation of interest
over time. For example, if the debt is about taking a “quick and dirty”
way instead of a good design principle where the organization knows the
design principle, and even is capable of practicing it but they do not have
enough time to implement it. This debt is reckless if the organization is
unable to measure the accumulation of interest over time.
 Deliberate and Prudent debt: For example, from the preceding dimension
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if the organization is able to estimate the consequence of taking on the
debt, it is deliberate and prudent.
 Inadvertent and Reckless debt: The organization is neither aware that it
is taking a sub-optimal decision, nor it is able to estimate the consequence
of taking the sub-optimal decision.
 Inadvertent and Prudent debt: At the time when the debt was introduced,
the organization was unaware of it, but as they gained more experience
over time, they learn what they should have done differently and realize
that they created an inadvertent debt.
Tom et al. reported in a literature review [20] different types of debt which
are code debt, design and documentation debt, environmental debt, knowl-
edge distribution and documentation debt, and testing debt. The idea of the
knowledge distribution and documentation debt is that technical debt increases
as the organizational knowledge gets lost. They also reported different at-
tributes of technical debt from the literature which are monetary cost, amnesty,
bankruptcy, interest and principal, leverage, and repayment and withdrawal.
Li et al. reported additional classes of technical debt in a systematic map-
ping study [21] which are requirements debt, build debt, infrastructure debt,
versioning debt, and defect debt.
Both assumptions and technical debt are relatively new concepts in software
engineering. They have been used in different contexts, which is reflected in
this section. Researchers in the area of technical debt are trying to confine
the metaphor related to issues that will mostly benefit software development
because they believe relating too many issues with technical debt will make
the concept very generalized and will weaken the strength of this metaphor.
Similarly, the concept of assumption also needs to be focused for a better
definition.
1.2 Motivation and Problem Domain
Today’s Cyber-Physical Systems (CPSs) intrinsically combine many domains
and areas of expertise to achieve system goals [22]. This demands significant
interaction among people, environment, software, and hardware artifacts from
different domains, which is an indication of a highly complex system. The
multi-disciplinary nature of such complex systems deals with various concerns
that are required to be addressed. Based on research in psychological science,
the maximum number of concerns that the human brain can consciously process
at the same time is limited which has a negative effect on decision making
process that deals with multiple concerns1.
Assumptions are an integral part of software systems. It is thus challenging
for software and system developers building CPSs to consider all relevant and
significant assumptions among various components to make good decisions.
Assumptions are existent in almost all aspects of the software development,
from human factors to core software development activities like requirements
1The limited capacity of human brain was first described in 1956 by George Miller as 7±2
in article [23]. Newer research suggests that the human brain can simultaneously process as
low as 4 items [24].
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engineering, designing, implementation, verification, and validation. Thus, they
have influence on quality attributes like security, safety, and dependability.
Attempts have been made to capture assumptions formally in machine-
checkable format [14, 25] and semi-formally [10, 26, 27] which are not amenable
to automated checking. However, the formal approaches suffer from the lack of
scope of assumption categories, e.g., global architecture style or do not address
cross-cutting assumptions.
Farenhorst and Boer [28] have in a systematic literature review on knowledge
management in software architecture identified assumptions as a type of tacit
knowledge. The knowledge engineering discipline considers tacit knowledge
as volatile and challenging to preserve and transfer [29]. Among different
assumption classes, implicit assumptions are identified as the root cause of
widespread software reuse problems [6]. On the other hand, if assumptions are
not encoded in a way that they can be checked automatically as the system
evolves, validation of such assumptions would less likely be practical due to
higher cost of human labor.
To understand the area of assumptions, its current state, and the existing
challenges of assumptions, we have conducted a literature review which is
reported in paper I. The review suggests that a machine-checkable holistic as-
sumption management approach has the potential to minimize many challenges
related to assumptions.
In paper II, we worked on a proof-of-concept on formalizing architectural
assumptions from a real case named Aesop, reported by Garlan et al. [6].
The reason we want to capture assumptions formally is that it is amenable
to automated checking. The Aesop system was planned to build a design
environment generator tool supporting architectural design and analysis from
an extensive amount of COTS components so that software development cost
and time can be minimized. The estimated development time of the Aesop
project was six months and one person-year. However, in reality, only a
prototype of the system was built in about two-and-a-half person-years, which
was realized in a prototypical and low-performance way resulting in a product
difficult to maintain. Mismatched architectural assumptions were identified as
the primary source of problems for the failure of the project.
The Aesop project has considerable size, complexity, and extensive amount
of COTS components with a good description of the implicit assumptions that
caused project failure. Thus, as a proof-of-concept, we wanted to investigate
whether it is possible to formally capture and automatically check real world
cross-cutting assumptions from such a project. It is important to be able
to formally capture cross-cutting assumptions because pair-wise composition
of an assumption with its guarantee is considered too simplistic [14]. The
real-world assumptions reported in the Aesop project are either not possible or
not feasible to capture with a pair-wise composition technique. For example,
the assumption “Component X assumes that all components having a property
P are completely independent of each other i.e., there is no connection between
them” is not possible to model using a pair-wise approach. A pair-wise approach
can create inconsistencies while maintaining assumptions that are cross-cutting
in nature. For example, the assumption “Component X expects that all other
components have component Y as a library” can be modeled as a single cross-
cutting assumption. However, a pair-wise approach would require writing
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one assumptions for each of the other components. Hence, modifying such
assumptions might cause inconsistencies in the assumption model.
As we tried to capture the structural cross-cutting architectural assumptions
of the Aesop system, we were able to capture and check them automatically
to find mismatches using the Alloy language and toolkit. It should be noted
that few process-related assumptions are omitted because they do not fit in
the category of structural assumptions, and it is not possible to model some
of the assumptions using Alloy, because a single language cannot capture all
types of assumptions.
The wide variety of assumption classes discussed in section 1.1.2 tells us
that there are many different types of assumptions. From our experience of
formalizing architectural assumptions in paper II, formally modeling different
assumption classes requires several formal languages and tools. Apart from
the resources and time for building such a tool, a holistic approach based on
several formal languages and tools has challenges like availability of people who
are familiar with the formal languages and tools, learning such languages and
tools, and adjusting the development process to incorporate them.
While the practicability of a heavy-weight holistic approach on assumption
management needs to be researched, which to the best of our knowledge is not
currently reported in the existing literature, we focused on working on a light-
weight approach. The essence of the light-weight approach is that it should not
introduce additional tooling or languages for managing assumptions but should
leverage tools or languages already available in the project to facilitate quick
adoption. For example, if a project uses Alloy for specifying an architecture,
then using the same tool to specify assumptions as well would be a light-weight
approach. However, there are limitations regarding a light-weight approach,
for example, storing additional information like the validity state.
To explore the applicability of an MDE-based approach, we used self-driving
miniature cars as an example. We developed a meta-model for capturing the
sensor layout of a self-driving miniature vehicle; this is described in paper IV.
In the meta-model, we focused on similar structural assumptions as modeled in
paper II with the formal language Alloy, and found some related assumptions
which are shown in table 1.1.
Since the identified assumptions from the self-driving miniature vehicle
project are static in nature, we investigated the applicability of OCL (Object
Constraint Language) [30] as an existing standard to capture and validate
these assumptions. Using OCL, we successfully modeled and validated the
violations of the identified assumptions. Since OCL is available as a default
mechanism under the ECORE modeling workbench [31], we have not introduced
any additional tool or technique for capturing and validating the identified
assumptions, which is the reason why we call this a light-weight assumption
management approach. ECORE is a meta-model and it is a part of the core
eclipse modeling framework (EMF).
The possibility of a light-weight assumption management relies on the
availability of existing tools in a project that are capable of capturing and
validating assumptions. In general, we can expect that the more syntactically
and semantically rich an architecture is then the more applicable the light-
weight assumption management approach is. Because it is expected that a
formally rigorous architecture is built using tools or languages that can also
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Table 1.1: Relating architectural assumption categories from paper II to
assumptions in paper IV
Architectural assumption
category (Garlan et
al. [6], paper II)
Related assumptions from the self-driving minia-
ture vehicle project (paper IV)
Nature of component
(control model), Nature
of connector (protocol,
data model)
The connectionType property of the sensor
“SRF08” must use I2C bus as ConnType.
SensorClass “SRF08” can only be associated
with an Ultrasonic sensor.
Global architecture style The maximum number of Ultrasonic sensors
is 48 in case of using STM32F4 as the target
hardware environment because three I2C buses
are available each hosting up to 16 devices.
be used to capture assumptions. Since MDE approaches support architecture
models with rich syntax and semantics, such approaches can easily leverage the
benefits of capturing assumptions formally and checking them automatically
using existing tools.
In this thesis, we also focus how assumptions influence technical debt. Tom
et al. reported knowledge distribution and documentation debt as a type of
technical debt [20]. The landscape of technical debt illustrated by Kruchten et
al., as shown in Fig. 1.2, shows documentation debt as a technical debt category
that is mostly invisible, which on the other hand indicates the tacitness of the
artifacts knowledge and documentation.
Implicit assumptions are correlated with technical debt. When implicit
assumptions are not documented, they get lost over time. This happens due
to that developers forget about the assumptions they made in the past, or
that assumptions are not available at present because people have left the
organization. When the rate of the loss of assumptions is low, the technical
debt associated with the assumptions increases gradually and when a developer
with implicit knowledge leaves the organization, the technical debt increases
significantly. Thus, the loss of implicit assumption or not verifying assumptions,
as the system evolves, accumulates technical debt.
Fig. 1.5 shows how MDE is acting as a bridge between assumptions and
technical debt in general. It also shows the foci of the papers included in this
thesis. In Fig. 1.5, we have assumptions and technical debt in two filled (blue)
rounded rectangles of the figure, and they are further classified according to
different dimensions and types. The filled (green) rounded rectangles in the
type columns indicate types that this thesis has dealt with. All the rounded
rectangles (green) in the center task column indicate major tasks or concepts
realized in this thesis. The circle (blue) labeled “model-driven engineering”, in
the task column relates the major tasks that are connected to MDE. The small
black circles indicate associated papers. The links connecting black circles and
rounded rectangles (green) mean that the indicated paper is related to the
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Figure 1.5: The figure shows how MDE is mediating between assumptions and
technical debt.
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associated type or task.
Manual tasks that are repetitive over time and that have the possibility of
being automated are a form of technical debt in the environmental debt category
that accrues interest over time whenever a manual task is repeated [20]. On
the other hand, source code that is subject to refactoring form technical debt
in the category “code debt”. Automated code generation for the simulation
and the vehicle also falls under this.
1.3 Research Questions
Starting with the identification of various challenges of assumptions in software
engineering, this thesis takes a step to formally capture and automatically
check cross-cutting architectural assumptions extracted from a project that was
primarily built from COTS components. To apply the idea of a light-weight
assumption management approach, we selected a miniature self-driving car
project, and successfully captured and checked assumptions in the architecture
of the sensor management part of the car project through an MDE approach.
MDE facilitates generating code for the configuration of a 3D-simulation
environment. It also supports the automatic generation of sensor code. Such
automation reduces technical debt. Toward a more practical solution and to
further reduce technical debt, we implemented solutions to find the best pin
assignment configuration which are both faster and support higher number of
pins than our previous work. Finally, we studied the evolution of technical
debt in the development of two miniature self-driving cars. In particular, we
explore the contributing factors for the accumulation of technical debt.
The research questions are:
 RQ1 What are the challenges of assumptions in software engineering?
 RQ2 How can an MDE approach leverage light-weight assumption man-
agement and reduce technical debt during the development of a self-
driving miniature car?
1. How can the sensor management for a self-driving miniature vehicle
be supported by using MDE?
2. How can a light-weight approach toward assumptions be realized
with MDE?
3. How can an MDE approach contribute to reduce technical debt?
 RQ3 How does the use of legacy/3rd-party/open source software com-
ponents affect the evolution of the technical debt on the example of the
development of a self-driving miniature car?
1.4 Overview of Papers
Paper I: Review and Challenges of Assumptions in Soft-
ware Development
Paper I reviews existing work in assumption management and finds assumption
challenges that should be mitigated in order to build better systems. The results
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show that assumptions are concerned with many different areas of software
engineering, e.g., requirements engineering, software architecture, software
security, and knowledge management. This paper also identifies various concerns
where assumption management can make positive contributions, e.g., continuous
deployment through virtual integration, composability of COTS (commercial-
off-the-shelf) components, evidence-based software engineering, safety and
security, and verification and validation.
It is clear that there is a lack of integrated approaches toward system-
atic assumption management, enabling quantitative analysis and checks of
assumptions, which would ultimately mitigate the key challenges associated
with the assumptions. Mitigation of the challenges would support virtual
integration of components, continuous deployment, and more loosely coupled
CPS development.
A holistic assumption management framework can offer different services
such as accessing the assumptions and their properties, on-request assumptions
validation, on-request assumption updates, report errors, warnings to other
tools or frameworks that want to utilize these services.
Paper II: Towards Formalizing Assumptions on Architec-
tural Level: A Proof-of-Concept
Motivated by the idea that a holistic assumption management system based on
formal methods would mitigate challenges related to assumptions (from paper
I), we have conducted an initial study to assess the possibility of capturing
real-world assumptions amenable to be fully checked automatically. This study
focuses on the cross-cutting architectural assumptions and modeling them using
Alloy [32], which is a checker based on SAT solvers. The assumptions are
selected from a study by Garlan et al. [6] reporting assumptions identified from
a project that was aimed to build a tool for generating design environment
supporting architectural design and analysis from an extensive amount of COTS
components. When tested, our developed models successfully explored all of
the architectural mismatches related to the selected assumptions. In general,
the proposed approach supports capturing assumptions about the architectural
structure including relations and connections among different artifacts. More
specifically, the proposed approach can capture both general/high-level assump-
tions and application-specific assumptions. General/high-level assumptions
assumptions are reusable because they are less dependant on specific instances
of architectural artifacts. On the other hand, application-specific assumptions
are more tightly coupled with certain artifacts of an instance of an architecture.
Paper III: COTS-Architecture with a Real-Time OS for a
Self-Driving Miniature Vehicle
Based on our experience from paper II, which formally modeled assumptions
from a project that extensively used COTS components, we looked for a
project that extensively has used COTS components and selected a self-driving
miniature vehicle development project. This paper introduces an experimental
environment of a self-driving miniature vehicle on which we performed our
later research of relating MDE with assumption and technical debt.
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Paper III presents the hardware and software architecture of a self-driving
miniature vehicle, which is based entirely on COTS components. The choice
of COTS hardware and software components has strategic values for the long-
term evolution of self-driving miniature vehicles. These vehicles deal with a
lot of factors concerning the vehicles and their surrounding environment. The
high variability of such factors requires a thorough selection of the COTS
components for a good product line architecture for self-driving vehicles.
In order to get immediate feedback on the partially developed software
before the vehicle hardware was ready to run, the simulation environment
“OpenDaVINCI” [33] was used from the beginning of the software development.
The seamless transferability of the vehicle software from the simulation to
the hardware and early feedback from the simulation environment helped
in speeding up the project development. Our experience from this project
indicates that such an approach can significantly reduce the development time
and, thus, enable the development of an experimental self-driving miniature
vehicle in only three months.
Paper IV: MDE-based Sensor Management and
Verification for a Self-Driving Miniature Vehicle
During the realization of the design for the self-driving miniature vehicle
in paper III, it was apparent that maintaining, debugging, and testing of
the software in the real-time operating system ChibiOS/RT [34] to interface
with the sensors and actuators is error-prone, time-consuming, and tedious.
Since sensor types and their layout can vary with changes in the surrounding
environment of the vehicle and also with the increased functionalities of the
vehicle, it is worthwhile to adopt a model-based approach to maintain the
embedded software for the STM32F4 Discovery Board running on ChibiOS/RT.
In this paper, we present an MDE-based approach for managing different
sensor setups in a CPS development environment to leverage automated model
verification, support system testing, and enable code generation. The MDE-
based sensor management approach relies on a DSL to describe the domain
model of possible sensor layouts. We identified several architectural assumptions
and captured them using OCL to make them automatically checkable while
verifying an instance of the DSL model. Thus, assumptions are captured
and checked using languages or tools which are readily available within the
capacity of MDE. Throughout capturing and checking of assumptions, technical
debt in the category knowledge is reduced. To validate the system in a 3D-
simulation environment, we engineered a model-to-text (M2T) transformation.
The M2T considers an instance model of a sensor layout as input and then
generate a configuration file for the 3D-simulation environment containing
various parameters and setup information regarding the sensors. Being a
manual task, automating the generation of the configuration file for the 3D-
simulation environment reduces technical debt in the category environmental.
When the validation is completed, a considered sensor configuration is
transformed into a constraint satisfaction model to be solved by the logical
programming language Prolog. Based on this transformation, the conformance
to the embedded system specification is formally verified and possible pin
assignments for how to connect the required sensors are calculated. The
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approach was validated during the development of a self-driving miniature
vehicle using an STM32F4-based embedded system running the real-time
operating system ChibiOS/RT as the hardware/software interface to the sensors
and actuators. Performing this task manually is also time consuming, thus,
automating it reduces technical debt in the category environmental.
Paper V: Engineering the Hardware/Software Interface
for Robotic Platforms - A Comparison of Applied Model
Checking with Prolog and Alloy
This paper further extends the problem of finding a feasible pin assignment
configuration outlined in paper IV. Specifically, this paper focuses on the prob-
lem of finding a feasible, all possible, or the best pin assignment configuration
for a hardware/software interface board. Furthermore, the length of the desired
configuration is also increased compared to paper IV. Researchers and devel-
opers dealing with embedded systems for robotic platforms have to address
this task to define how a set of sensors (e.g. ultra-sonic, infrared range finders)
and actuators (e.g. steering, acceleration motors) need to be connected in the
most efficient way. We performed a formal experiment with the declarative
languages Prolog and Alloy to find the desired configuration of a length up
to ten pins with a configuration space greater than 14.5 million possibilities.
Apart from reducing technical debt through automatically finding a possible
pin assignment configuration (in paper IV), finding the best pin assignment
configuration is strategically important to reduce refactoring of the sensor code
as the system evolves in the future, i.e., adopting additional sensors. Thus,
selecting a possible pin configuration incurs an intentional short-term technical
debt. On the other hand, selecting the best pin configuration either avoids or
repays such a debt.
We have modeled the domain of possible pin configurations for such boards
and analyzed its complexity. On the example of the hardware/software interface
STM32F4 Discovery Board, which we are using on our self-driving miniature
vehicles, we have modeled the interface board’s pin configuration possibilities
into a graph-based representation. To verify a desired configuration to be
matched with a possible pin assignment, we traversed the graph and created
an equivalent target model for the declarative languages Prolog and Alloy,
respectively. Using our example resulted in about 14.5 million configuration
possibilities, we ran an experiment for the aforementioned three use cases.
We show that the number of possible configurations increases when either
the number of pins or the number of functions per pin are increased. However,
increasing the former lets the size of the problem space grow significantly
faster than increasing the latter. Furthermore, adding more physical pins is
also a costly factor; thus, researchers and engineers continuously have to deal
with the problem of finding a feasible, all possible, or the best pin assignment
configuration for their specific robotic platform. Being a repetitive and time-
consuming task, the automation of finding the pin assignment configuration
reduces technical debt.
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Paper VI: Explicating, Understanding and Managing Tech-
nical Debt from Self-Driving Miniature Car Projects
Integrating a light-weight assumption management approach with the existing
software process is a proactive way of avoiding effects of invalid assumptions such
as technical debt in the long run. This paper is a first attempt to investigate
the amount of technical debt accumulated in the already built self-driving
miniature cars. The objective is to understand how technical debt evolved
throughout the development period and plan necessary actions for the future
development of such cars to reduce technical debt. We performed a case study
on two versions of a core feature to understand the state of technical debt in the
feature implementation. Based on the case study results, a structured interview
was performed to see whether the feature developers understand specific issues
accumulating technical debt in their own source code. The structured interview
also looked for the developers’ thoughts on the possible organizational, process-,
and domain-related factors that contributed to accumulate technical debt.
The results of this study show that lack of knowledge related to programming
techniques is not the foremost driving factors for technical debt. The causes
are rather implied in factors like time pressure, hardware/software integration,
incomplete refactoring, and use of 3rd party/open source/freely available code
from the Internet.
1.5 Research Methodology
This section describes the research methodologies used in this thesis to answer
our research questions. We have used content analysis, case study, design science,
experiment, and structured interview research methods. Paper I uses content
analysis research method to identify the state of the art of assumptions in
different areas of software engineering and to gain insights regarding assumption
challenges. Case study research method is used in paper II and IV to investigate
the Aesop project and a self-driving miniature car project respectively. Design
science is used to develop a meta-model and artifact related to its verification
and code generation because it is a exploratory and improving type of research
method. In Paper V, we have used an experiment because of its rigorous
nature to compare two model-checking approaches. To understand developers’
knowledge about code smells related to technical debt, structured interviews
are performed, and are reported in paper VI.
Content Analysis
Content analysis, also called document analysis, is a research method used
to find and classify information from documents such as records, reports,
standards, etc. Content analysis allows discovering and describing focus groups
of individual, group, institutional, or social attention [35].
Krippendorff [36] defines content analysis as:
“A research technique for making replicable and valid inferences from
data to their context.”
Weber [35] defines content analysis as:
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“A research method that uses a set of procedures to make valid inferences
from text. These inferences are about the sender(s) of the message, the
message itself, or the audience of the message.”
The definition of Krippendorff [36] is broader in the sense that content type
is not restricted to the domain of textual analysis only but radio broadcasts,
films, TV programs, etc. However, for content analysis the most obvious source
of data is text.
The central idea of content analysis is to classify many words systematically
into fewer content categories based on explicit rules of coding. It is also possible
to examine trends and patterns in the target documents through content
analysis. Content analysis is a powerful technique to determine authorship [37].
It also provides an empirical basis to monitor changes in public opinion [37]
which makes it a popular research technique in the social and political science.
Computer-aided content analysis has been growing in popularity, and it
is a common technique to use. Computer-aided content analysis supports
analysing huge amounts of electronic documents automatically to sort out or
group relevant data for further analysis by the researchers [35].
Paper I of this thesis uses content analysis in the form of document analysis
to explore different types of assumptions, approaches to manage them, classify
the existing research based on the approaches and understand the state-of-
the-art of assumptions management in different areas of software engineering
from where we can infer existing open challenges related to assumptions. This
research method was used to answer RQ1.
Case Study
Case study is an empirical research method generally used for observation.
It is used to monitor projects, activities, or assignments. Throughout the
observation, data is collected on which statistical analysis can be performed.
It is normally used to establish relationships between different attributes
or tracking a specific attribute. Case study is suitable for understanding a
particular system within its context, however it suffers from low power of
generalizability [38].
Scientific disciplines such as sociology, medicine, and psychology use case
study as a standard method for empirical studies [38]. Since a case study
examines contemporary phenomena in its natural context, which is hard to
study in isolation, case study is suitable for software engineering research [39].
Researchers have different understanding of what constitutes a case study.
Positivist, critical, and interpretive are three different types of case study,
defined by Klein and Myers, based on the research perspective [40].
 A positivist case study is close to the natural science research model [41].
It looks for evidences for formal propositions, measures variables, tests
hypotheses, and makes inferences from a sample to a stated population.
Explanatory type software engineering case studies tend to lean towards
a positivist perspective.
 A critical case study targets the society with a specific focus on the social
justice, equity, enforcement of law etc., with the aim of being critical and
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emancipatory. Critical case studies identify different forms of legal and
political restrictions that can hinder human abilities by controlling them.
 An interpretive case study aims to understand phenomena where the
participants’ interpretation of their context is used to understand phe-
nomena.
Case study research method is used in Paper II toward gaining a better
understanding of applying formal methods for real-world cross-cutting struc-
tural architectural assumptions with the aim of capturing and checking them
automatically. Paper VI has also used case study for investigating the evolution
of technical debt in the development of a core feature of self-driving miniature
cars.
Design Science
Much of the research in the information system discipline can be characterized
through behavioral science and design science paradigms [42]. While behavioral
science paradigm is used to develop and verify theories explaining or predict-
ing human or organizational behavior, Hevner et al. describe design science
paradigm as:
“The design science paradigm seeks to extend the boundaries of human
and organizational capabilities by creating new and innovative artifacts”
[42].
In the early 1990s, the importance of design science research was recognized
by the information system community to improve the usage and effectiveness
of the IT artifact by solving real-world business challenges. Researchers in
information systems adapted the design research traditions of other fields and
refined design research according to the unique characteristics of the information
system domain [42].
Inherently, design science is a problem-solving process. Hevner et al. pre-
scribed a guideline for conducting and evaluating design science research based
on the principal “knowledge and understanding of a design problem and its
solution are acquired in the building and application of an artifact” [42].
In this thesis, design science is used to develop a meta-model for sensor
management of a self-driving miniature vehicle. The meta-model works as a
core of a model-driven engineering approach toward the validation of sensor
models and automated code generation for the simulation environment, and
the actual execution platform in which the vehicle functionalities are deployed.
Experiment
An experiment is a formal, rigorous, and controlled investigation that is usually
performed in a laboratory settings [38]. At the planning phase of an experiment,
independent and dependent variables are identified. During an experiment,
manipulating one or more independent variables while keeping all the other
independent variables at a fixed level, the effect of the manipulation on the
dependent variable is measured. Statistical analysis is then performed on the
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collected data for revealing relationships between the variables. Experiments
are purely quantitative because they involve measuring variables, manipulating
them, remeasuring them, and recording quantitative data on which statistical
analysis is performed [38].
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Figure 1.6: Illustration of an experiment [38]
Paper V uses an experiment to compare two model-checking approaches, us-
ing Alloy and Prolog, to find a feasible, all possible, and the best pin assignment
configuration for a hardware/software interface board.
Interview
Interviewing is a research method that can be performed in different forms
for descriptive, explanatory, and experimental research design. Interviews are
mainly of three types: structured (formal), semi-structured (semi-formal), and
unstructured (informal). In a structured interview, all questions are completely
predefined; in a semi-structured interview some of the questions are predefined
and then these questions can lead to further discussion based on the response
of the interviewees; an unstructured interview is completely open for discussion.
Interviews can be face-to-face, telephone-, mail-, email-, and web-based, and
also be a combination of these.
We have used a structured interview in the form of web-based questionnaires
for the research presented in Paper VI. We used two different questionnaires
where the first one is used to check the knowledge of developers related to code
smells accumulating technical debt in their own source code, and to know the
developers’ view on organizational, process-related issues that contributed to
the accumulation of technical debt. The second questionnaire was used to check
the level of agreement among the developers with respect to the criticality
of the code smells ranked by a commercial tool, which was used to measure
technical debt.
Validity Evaluation
We discuss threats to validity to the results of this thesis according to the
definition reported by Runeson and Ho¨st [43]:
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 Construct validity. The review in paper I was performed with a specific
focus on finding challenges of assumptions in software engineering. The
rest of the studies were performed focusing on assumptions, MDE, and
technical debt. The included papers were incrementally planned and put
into the overarching picture delivered in this thesis.
 Internal validity. The observation that a MDE-based approach reduces
knowledge debt through capturing structural architectural assumptions
is valid. However, the knowledge debt within an architecture reduces
with the capturing and checking of other knowledge artifacts, e.g., design
decision, design rationale, and constraints as well. Section 1.2 discusses
how these knowledge artifacts are closely connected to the concept of
assumptions, thus, reducing the threat of our claim. In paper II we
worked with assumptions reported from a real project. In paper IV we
identified assumptions in the sensor management part of a self-driving
vehicle development. The nature of the studied project in paper IV, V,
and VI are similar in nature. In paper VI we have studied two projects
both addressing the same competition with the same rules and conditions,
and the settings for both were the same. Therefore, the evolution of
technical debt could be studied for our specific setting.
 External validity. Since MDE-based tools are generally founded on rich
syntax and semantics, they are quite likely to be able to capture and check
assumptions, and automate tasks including code generation. Thus, in our
view, the idea of MDE being a facilitator of a light-weight assumption
management approach, and a facilitator of project automation is general
and, thus, threat to the external validity is low. Rigorous approaches
toward assumptions are not common in practice possibly due to their
demand of procuring new tools, training people, and adjusting software
process to incorporate the new tools. The idea of light-weight assumption
management is practicable and such an approach is able to overcome the
aforementioned obstacles.
 Reliability. The possibility of employing a light-weight approach toward
managing assumptions depends on the availability of proper tools or
languages in the project environment. The more rigorous an engineering
approach is, the higher the chance of employing a light-weight approach is,
because of the higher possibility of available tools or languages within the
capacity of the engineering approach. Rigorous engineering approaches
like MDE have the capability to reduce technical debt by capturing,
automatically checking assumptions, and through automation at different
levels. Our observation of the accumulation of technical debt sourcing
from legacy/3rd-party/open source code is valid, because it was the finding
from the source code review even though the developers did not rank
this as the most important source. We have reported possible reasons
why holistic or heavy-weight approaches toward managing assumption
are not common in practice. However, to give a definite answer, more
research is required.
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1.6 Conclusion and Outlook
This thesis presents a light-weight approach toward assumption management
and shows how engineering approaches, based on sound syntax and semantics
leverages capturing structural architectural assumptions, check them automati-
cally for verification, and reduce technical debt.
The practitioners are aware of the problems sourcing from the assumptions,
yet, there is a lack of rigorous approaches toward assumptions. A practical step
toward managing assumptions is using existing language or tool capabilities
that can be used for capturing and checking assumptions. The availability
of tools and the formal basis of MDE not only makes it a good candidate
for realizing such a light-weight assumption management approach but also
reduces technical debt throughout automation.
Contributions
The contributions of this thesis are presented below.
 C1: Formalized real-world cross-cutting structural architectural assump-
tions and automatically checked for verification. (RQ2)
We have captured and automatically-checked cross-cutting structural
architectural assumptions, extracted from a project that was primarily
built from COTS components, using the Alloy language and toolkit. In
our approach, the composition of an assumption with its guarantee is
not restricted between two components. Thus, we are able to relate more
than one artifact into a single assumption, which resembles the reality
as seen in the investigated real project and which is more expressible in
composition compared to a pair-wise composition of assumptions.
 C2: Realized a light-weight assumption management concept through
MDE. (RQ2)
A light-weight assumption management approach is presented in this
thesis. The idea of this approach is to use existing capabilities, e.g., tools
and techniques in the project environment without introducing new tools
and techniques to capture assumptions formally. A light-weight approach
toward assumptions is easier to adopt and implement unlike a dedicated
assumption management approach which is burdened with the cost of
procuring new tools, training people using such tools, maintaining the
tools, etc. In the example of a miniature self-driving vehicle project, we
showed how existing tools within the development environment can be
used to formally capture and automatically check assumptions rather
than using dedicated tools and techniques for capturing and checking
assumptions. The realization of the light-weight assumption management
approach is comprehended through the use of an MDE-based approach.
Details of the MDE-based approach is available in paper IV.
This thesis has discussed how managing assumption can reduce technical
debt and how an MDE-based approach is capable of reducing technical debt.
In addition, the preliminary investigation in paper VI shows that legacy/3rd-
party/open source code has influence in the development of technical debt.
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Feature developers of the self-driving car ranked legacy/3rd- party/open source
code as less important contributing factor for the accumulation of technical
debt. However, the review of the source code reveals that the mentioned sources
significantly contributed to the accumulation of technical debt.
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Future Directions
Our study with the evolution of technical debt in the development of a self-
driving miniature vehicle sheds light on some interesting results. One of the
observations of this study was that a big portion of the accumulated technical
debt originated from the legacy/3rd-party/open source/freely available code
from the Internet. We also found that issues related to imported code remained
almost the same from their introduction to the end of the project. We want
to understand why the developers did not consider refactoring the debt from
the imported code bases. From our experience with the full-scale vehicle
system development, we know that some of the OEMs use many 3rd-party
components from contractors. Therefore, we are interested to know whether car
manufacturers are also burdened with technical debt incurred by the 3rd-party
components or not.
We will continue working on the evolution of the technical debt in our
miniature self-driving vehicle development projects. We will also investigate the
state of the 3rd-party components and compare it with the past projects data to
see how they correlate. In particular, we want to investigate how technical debt
in-flows together with 3rd-party components affects the evolution of the overall
technical debt of the product. We also want to investigate how a potential
cost or impact model for calculating the technical debt differs incorporating
3rd-party components could look like.
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