A numerical study of using the error transport equation to obtain higher order accurate discretization error estimates and corrected solutions is performed for unsteady compressible flow. The proposed method uses the error transport equation, an auxiliary problem, to obtain an accurate estimate of the discretization error, which can be used as a correction to achieve higher order accuracy in the primal solution in both time and space, without the requirement of discretizing both to higher order. Several measures of timedependent functionals are used to verify this method for test cases that have a periodic steady state solution. We demonstrate the approach for obtaining accurate estimates of discretization error using the von Kármán vortex shedding test case as an application, first by verification with simpler models of diffusion and advection. It was found that some scalar measures of the unsteady functionals give the order of accuracy that we would expect from a primal discretization only, and also the expected higher order accuracy using the solutions corrected by this accurate error estimate, consistent with previous studies using manufactured solutions.
I. Introduction
Error quantification and estimation is an important aspect of using computational methods to understand physical phenomena. The deviations of computed solutions from physical observations can be attributed to two main sources of error: modelling error and numerical error, with the former arising from the inadequacy of the derived mathematical equations to describe the underlying physics, and the latter arising from the inability to solve these equations exactly. In many fluid flow applications, numerical errors are often comparable in magnitude to modelling errors. Therefore, to account for the overall discrepancies between predictions and observations, one must first be able to accurately estimate and control numerical errors in solving the derived equations. Reliable estimates of the numerical errors can give an assessment of the quality of the associated computed solution, much akin to error bars in an experimental study. In addition to appraising solution accuracy, an accurate estimate of error is useful in guiding mesh adaptation, as well as improving the solution through defect correction, 1 which we use in this study.
Discretization error is one type of numerical error, defined as the difference between the exact and computed solutions to the partial differential equation (PDE). This type of error is not well understood and controlled compared to other classifications such as iteration error or round-off error.
2 Motivated by efficiency advantages of higher order methods for a given level of error or computational budget, 3 we would like to be formally higher order accurate overall, without the need for constructing fully higher order methods in both time and space by using the error transport equation (ETE) . In this work, we wish to obtain accurate estimates of discretization error by solving the ETE, in applications to unsteady test cases with periodic steady states as an extension of our previous work for manufactured solutions, 4 which we have shown to be promising in obtaining overall higher order accuracy. The context of using unstructured meshes whose geometric features do not necessarily smoothly vary is a source of major difficulty, due to the large and nonsmooth nature of the truncation error, defined as the discrete operator applied to the exact solution that is projected onto the discrete space, and is the exact residual source term for the ETE. Solver capability on unstructured meshes is important because more flexibility is possible with complex geometries, which is common in a wide range of applications. The unstructured meshes used in the current study are from our own mesh generator, 5 which uses a constrained Delaunay triangulation algorithm; a typical mesh is shown in Figure 1 .
The ETE is an auxiliary PDE derived from the primal one which models the discretization error, having a source term which is the residual of the approximate primal solution. Following the common approach for structured meshes, the spatial part of the ETE source term is estimated by applying the higher order discrete operator on the converged primal solution, the so-called p−truncation error estimate. For unsteady problems, we can perform a method-of-lines discretization, where a system of ordinary differential equations (ODEs) is obtained after discretizing in space. Theoretical results for ODEs require the forcing term on the right to have underlying properties such as Lipschitz continuity.
6 For unstructured meshes with nonsmooth geometrical features manifested in the spatial discretization, many of these properties do not necessarily hold, since the geometric characteristics of the mesh are not preserved when taking a sequence of unnested finer meshes, leading to a forcing term that does not converge to an underlying signal.
In this study, we compute output functionals of the solution, such as the lift coefficient, as proxies to determine the order of accuracy. However, the ETE approach is by no means restricted to examining the accuracy of functionals; having an estimate of discretization error can more naturally handle cases where the quantity of interest is the solution itself, unlike adjoint methods 7 applied as a functional correction. The current discretization error estimation using the ETE is a promising competitor to these adjoint based approaches, especially when several output functionals are of interest or if there is a newly defined functional. This is because one adjoint problem needs to be formed and solved for each functional, whereas the ETE approach yields higher order accurate corrected solution variables, from which any number of functionals can be computed as a postprocessing step. Motivating this approach further, the advantages of the ETE approach is even greater for unsteady problems with long integration times, because in the adjoint formulation, the entire primal problem needs to be solved and the solution stored at each time step with the adjoint problem solved backwards in time, whereas in estimating discretization error through the ETE, the primal equation and ETE can be solved concurrently up to a time of interest, only requiring storage of local solutions and not the full solution history, which may be onerous to store in main memory, or even on disk for large simulations.
II. Methodology
Suppose the governing mathematical model can be written for the solution u(x, t) as a conservation law
where the solution u(x, t) and physical source term s are defined over a domain
The number of spatial dimensions is m = 1, 2, or 3, and F is the flux dyad in the coordinate directions. Letũ(x, t) be a continuous approximation to u(x, t). The continuous discretization error of interest is then defined as e(x, t) := u(x, t) −ũ(x, t). Substituting this for u(x, t) in Eq. (1), we get ∂ t (e +ũ) + ∇ · F(e +ũ) = s(e +ũ).
Subtracting the quantity ∂ tũ + ∇ · F(ũ) − s(ũ) from both sides, then rearranging, this yields
where R(ũ) := ∇·F(ũ)−s(ũ) is defined as the spatial residual and discretely corresponds to the flux integral for finite-volume methods. This is the continuous ETE, where we see that the discretization error is governed by a differential operator different than that for the solution, driven by a time-dependent residual of the approximate primal solution. Rather than the full form of the ETE, some simplifications are often used such as linearization. In the steady case, we have had success with linearizing the ETE about the converged primal solution, 4 but we will defer considerations for linearization for unsteady problems, since evaluating a different linearization at every time step would be impractical.
II.A. Discretization in space
In this section we discuss our approach to discretizing the problem using the finite-volume method. Integrating the PDE in the form of Eq. (1) over a control volume Ω i , i = 1, ..., M , and dividing by the volume |Ω i |, we get
The finite-volume formulation is obtained by applying the divergence theorem, from which the semi-discrete form
can be obtained, with the upper-case variables denoting averages over the control volume. We define the discrete spatial residual as
which is also known as the flux integral for finite-volume methods. We then have the following system of ODEs for the control volume averages:
as a method-of-lines type discretization. In the same way, the ETE, Eq. (3) can be discretized as
where the terms on the right make up the spatial residual for the ETE, with U being the approximate solution, τ the space-discrete version of the ETE source term −(∂ tũ + R(ũ)), and the space-discrete version of the discretization error e.
Our approach to obtaining higher order spatial accuracy in the finite-volume method for unstructured meshes uses k-exact least-squares reconstruction, 8, 9 where a polynomial is reconstructed for the solution in each control volume using data in the stencil. Fluxes can then be evaluated at quadrature points on the control volume boundaries using appropriate solution and derivative values of the polynomial. However, since we do not enforce continuity of the reconstruction across boundaries, there are different values of the solution and derivatives reconstructed on either side. A unique flux is evaluated from these two sets of values, through what is known as the numerical flux function. For advective fluxes, upwinding is applied via Roe's flux difference splitting scheme. 10 For diffusive fluxes, an arithmetic average of fluxes on either side is used, with an additional jump term 11 to couple adjacent control volumes and to stabilize odd-even modes; this is necessary for the stability of second order schemes for pure diffusion problems. For two dimensions, we define a spatial length scale h := (|Ω|/M ) 1/2 , which decreases as a sequence of finer meshes is used. In conjunction with the time step we can then determine the order of accuracy of quantities of interest. We can choose separately the discretization order of the primal equation p, the discretization order of the ETE q, and the order r to which the primal solution is reconstructed for residual evaluation. In our previous studies we have shown that p < q = r is the requirement for accurate error estimates using the ETE, and we use this in space for the entirety of this study.
II.B. Discretization in time
From the method-of-lines discretization in Eq. (7) and Eq. (8), we write the ODE system as
where f and g represent the right hand side flux integrals, and T is an estimate of the ETE source term. To discretize in time, we limit this study to implicit schemes, focusing on the Crank-Nicolson multistage scheme as a proof-of-concept. Implicit schemes were chosen because of their stability properties for stiff problems. The ETE methodology can be directly extended to other families of time integration schemes such as explicit Runge-Kutta schemes. Similar to the discretization in space, we can choose the discretization in time used for the primal problem and ETE, denoted respectively by p t and q t . In the results we will select the same ETE discretization in time as the primal, q t = p t , which has been shown to achieve higher order accuracy using uniform time steps k, so long as r t > p t is satisfied. In space, we use unstructured meshes because applications often require complex geometries. Such a requirement is not present in the time discretization, hence we consider using uniform time steps throughout this study. By doing so, we hope to preserve the smoothness in the error attributed to the time discretization. The Crank-Nicolson (p t = 2) discretization is
where the superscript is the quantity evaluated at that time level.
In general, multistep and multistage methods have their respective advantages and disadvantages. From the point of view of stability, it can be shown that A-stable multistage methods can have arbitrarily high order, whereas this is not the case for multistep methods; 12, 13 there exist so-called order barriers beyond which linear multistep methods that satisfy some notion of stability cannot be constructed. For multistage methods, however, stability comes at a cost: the work per step increases quickly for higher order time discretizations.
14 Even for the Gauss-Legendre schemes where the number of stages is relatively small, its fully implicit nature requires solutions of large nonlinear algebraic systems at each stage. Therefore, the goal of the current ETE approach of avoiding higher order time discretizations is warranted.
For completeness, we describe how the discretization would be formulated for an implicit multistep scheme known as the second order backward differentiation formula (BDF2). The BDF2 discretization for the primal and ETE can be written as
In our context the BDF2 discretization can serve as an alternative at times when the Crank-Nicolson scheme suffers from oscillations in time that are weakly damped. This phenomenon is well studied in the literature for some pure diffusion cases.
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II.C. Boundary and Initial Conditions
For boundary conditions specifying fluxes, those values are used at quadrature points when integrating over the boundary faces. For Dirichlet conditions, values are enforced as constraints in the reconstruction procedure. For linear advection, the velocity is specified at the inflow boundary, and at the outflow boundary the reconstructed velocity from the interior is used. In addition, wall conditions are enforced by imposing zero velocity (hence zero flux). For the Navier-Stokes equations, characteristic boundary conditions are used for inflow and outflow, similar to approaches found in the literature. 16 This is enforced by using the value reconstructed from the interior if the characteristic of that physical variable comes from the interior, and specifying its value if the characteristic comes from the exterior. For the boundary conditions in the ETE, they are enforced by the same type of boundary condition as in the primal problem, with value 0. For example, if a nonhomogeneous Dirichlet condition U = U B is enforced in the primal solution, then = 0 is enforced in the same way in the error variable.
For initial conditions, a cell-weighted average of the specified function is used at the initial discrete step. In previous studies for problems with known exact solutions, a natural initial condition for the ETE is = 0, which was reasonable considering that the primal problem uses the averages of the exact initial condition, or U 0 = U 0 . For problems where analysis is done on the periodic steady state but with somewhat arbitrary initial conditions for the primal problem, it is unclear what initial value should be used for the ETE. The results that we will show suggest that taking an incorrect (t = 0) for model problems with known exact solutions still gives the desired higher order accuracy at periodic steady state. It is expected, of course, that the corrected solutions will be different, but being able to show higher order accuracy for the corrected solution verifies our ETE approach and would be promising for the more difficult models.
II.D. Residual evaluation
Accuracy in evaluating the residual −(∂ tũ + R(ũ)), which is source term for the ETE, is critical to the accuracy of the error estimate, as previous studies indicate. Obtaining an accurate estimate of the discrete residual is difficult for unstructured meshes. For structured meshes with regularity, a method that works well is to compute this by the p−truncation error estimate, which involves projecting the converged primal solution onto the higher order discrete space. Examples of this can be found in the literature. 17 In the current context, we adopt the same approach by taking the control volume average of the solution at the current time level and performing a reconstruction to order r. This yields a piecewise polynomial of degree r − 1 within each control volume, from which the flux integral can be evaluated. It can be shown that if the ETE source term estimate is within O(h r ) of the exact ETE source term, this is sufficient for the discretization error estimate to be within O(h r ) of the exact error also. However, using a reconstruction to order r of the lower order solution does not give an ETE source term that is accurate to O(h r ) for unstructured meshes.
The spatial term has been investigated in previous studies for steady problems; 4 here we use the result of selecting p < q = r and focus on combining this with the time-dependent part, −∂ tũ .
Solving the primal problem gives the solution at each time step, U n , n = 0, 1, ...N , hence the time derivative −∂ tũ can be computed using a finite difference approximation in time of the primal solution at nearby time steps. For interior nodes in time a centered finite difference operator D rt to order r t is used, and the ETE source is
In this study we pick r t = 4 fixed, which is sufficiently accurate for all test cases with second order primal discretization. We denote the full sequence of discretization orders in general by the ordered 6-tuple (p, q, r; p t , q t , r t ). One-sided differences for the time derivative are used in the first and last few steps.
The primal problem and ETE can of course be solved sequentially. However, for problems with so many time steps that the memory required to store the global solution history, which is required to compute the ETE source term, becomes prohibitive, we can advance in time both the primal problem and ETE concurrently, so that only a few local solutions and residuals in time need to be stored. One way to accomplish this is to advance forward the primal problem at least r t + 1 steps, with the ETE lagging. This is required if the stencil in time for the ETE source term contains past and future data, as in the centered case. Once sufficient primal steps are taken, the primal problem and ETE can be advanced forward together one step at a time, computing the ETE source term Eq. (13), until the primal problem reaches the final time. The algorithm terminates with the ETE advancing until the final time.
II.E. Higher Order Accuracy of Error Estimates, Solutions, and Periodic Functionals
In the construction of solving the ETE, we seek to obtain higher order accuracy in the discretization error estimates relative to the exact error. This is equivalent to a higher order correct solution, and can be seen as follows. For a particular discrete solution U p to the primal problem accurate to within order p of the exact solution U , let the exact discretization error on the mesh be p , and we wish to estimate this by˜ p . If we apply the error estimate as a defect correction, then ensuring higher order accuracy of the corrected solution is equivalent to higher order accuracy of the error estimate, since
Using this fact, we can make comparisons with the quantities computed using the primal solution and ETE corrected solution. In the results to follow, there are some complications in evaluating the order of accuracy. First, we opt to study output functionals computed from solutions, which still retain the solutions' accuracy and are still functions of time. If the problem has a natural end time, we could evaluate the functional at that fixed time, as before. However, in the presence of phase error, this is not a good measure since the values may not converge over a sequence of space and time scale reductions. Hence we need some scalar measures of the functional that can be used to determine the order of accuracy of the sequence of solutions. Furthermore, in the absence of exact values, we need to use extrapolation to determine the observed order of accuracy, as we will describe in more detail in the results. To perform analysis on functionals J(t) of the solution at periodic steady state, at times it will be convenient to consider the signal in the frequency domain. This is done by computing the Fourier Transform, in the continuous sense, by the pairs
and discretely as
We can take advantage of some well known properties of this duality in the analysis of the results. For instance, Parseval's theorem says that the following integral norm can be taken, in either the time or frequency domain, in the continuous sense aŝ
Accuracy of the unsteady functionals will sometimes need to be considered in the frequency domain. In many instances quantities of interest are related to signal frequencies in a natural way. In the vortex shedding case, we will see that the Strouhal number is directly related to the shedding frequency. To the authors' knowledge, higher order accuracy of unsteady functionals has not been extensively studied in the literature.
To analyze the results, we summarize several plausible derived scalar quantities of the signal that we will use to determine the order of accuracy of the primal and ETE corrected functionals, from which the accuracy of the primal and ETE corrected solutions can be inferred:
• Pointwise values -This has been demonstrated for the solution variables in a previous study, 18 where the solution at the end time is used to monitor the order of accuracy. However, one disadvantage as we will see for more difficult test cases is that it is possible for a phase error to arise from the discretization.
Monitoring pointwise values may be ineffective for cases with varying phases, causing the solution at a fixed time to not necessarily converge to a value over a sequence of meshes.
• Maximum amplitude in time -To alleviate the phase problem, we seek other characteristic measures of the signal that are independent of phase. One easy quantity that we will examine is taking the maximum amplitude in the time domain (or similarly, peak-to-peak values).
• Energy-like integrated quantities -Integrating the square of the modulus of the signal gives physically a measure of the energy, or power when divided by the signal length. The accuracy of this measure will be examined in the results. Other similar measures such as the root-mean-square (RMS) in the time domain, or the power spectral density (PSD) in the frequency domain can also be used, and some of these are equivalent, at least in the continuous domain, through Parseval's theorem.
• Quantities derived from a one-frequency least-squares fit -As mentioned, the single frequency is related to some output quantities in a natural way for some test problems. The amplitude and frequency can be obtained by fitting the data to a sinusoidal ansatz with a single frequency, as
The amplitude A and phase ϕ can be determined from these coefficients as
III. Results
To test our higher order accuracy metrics we consider time-periodic test cases for the models of linear diffusion and linear advection, to provide guidance to our goal of a von Kármán vortex shedding case for the Navier-Stokes equations. We keep in mind that in the ETE approach, the comparison can be carried out for any functional of the solution using a single correction, unlike the adjoint approach where an auxiliary solution is required for every functional considered. In all cases, we use a second order primal discretization, and compare that with the ETE corrected result using the (2, 4, 4; 2, 2, 4) scheme. We take a sequence of meshes with smaller length scale, and reduce the time scale by the same factor, thereby keeping k/h constant. In previous works, we demonstrated the higher order accuracy of the ETE approach by monitoring the solution values at t = T f , the end time of the test case. In the current study, we will examine the accuracy of periodic functionals of solutions, which is common in practice, by means of a scalar measure as described in the previous section. The analysis on the functionals is performed after the startup transient has passed, taken arbitrarily as t > T f /2, assuming that periodic steady state is reached after this point.
III.A. Diffusion
The diffusion problem is posed as
with Dirichlet boundary conditions u| ∂Ω = 0. The time-dependent source term is s = sin(πx) sin(πy)(ν cos(νt) + 2π 2 sin(νt)), ν = 2π (21) and the initial condition is u(x, y, 0) = 0. The exact solution is then u(x, y, t) = sin(πx) sin(πy) sin(νt).
The time step and length scale are reduced by approximately a factor of two, with ratio fixed at k/h ≈ 4.2 over a sequence of three unnested refinements. The solution, error estimate, and error in error for the medium refinement at the end time are shown in Figure 2 . We will examine the convergence of two quantities
a linear functional, and the 2-norm functional
which is nonlinear. These functionals are shown in Figure 3 , with the maximum detectable frequency related to the number of samples by the Nyquist-Shannon sampling theorem. The results demonstrate the same conclusions for both smooth functionals. In the frequency domain the solution is very sharp about the forcing frequency. This smoothing of high frequencies can be confirmed by a classical von Neumann analysis on the diffusion problem. For a sequence of three spatial and temporal refinements, Figure 4 shows the convergence of the functionals using only the second order primal solution, and using the ETE corrected solution.
To determine the order of accuracy in the absence of the exact value, we use Richardson extrapolation techniques.
19, 20 Let w 1 , w 2 , w 3 be a sequence of values to monitor order of accuracy, corresponding to discretizations refined by a factor of two. Then the order of accuracy can be approximated by p ≈ log w1−w2 w2−w3 log (2) .
The results for measures of the functional are summarized in Table 1 . The integrals of the functional data in time are performed using composite Simpson's rule for quadrature, which is sufficient to detect fourth order accuracy. Indeed the expected results are observed, where the second order primal discretization gives second order accurate functionals, and using the ETE corrected solutions gives fourth order accuracy. 
III.B. Advection
Next, we consider the linear advection problem
with
2 ) sin(νt), b = 100, x 0 = y 0 = 0.5, ν = 10, and c = 1 0 T . The problem has initial conditions u(x, y, 0) = 0 , wall boundary conditions u(x, 0, t) = u(x, 1, t) = 0, inflow at u(0, y, t), outflow at u(1, y, t). We examine the performance of the ETE method on these two problems using a sequence of three meshes, again fixing k/h ≈ 4.2, with the results for the medium refinement shown in Figure 5 , where the primal solution is plotted along with the error estimate.
We investigate the effect of different initial conditions for the ETE, comparing the usual (t = 0) = 0 with the modified (t = 0) = 0.001e
x . The magnitude is small compared to the solution, but any adverse effects of this magnitude will be observable since the error in error is asymptotically smaller as the spatial and time scale is reduced. The functional examined for the order of accuracy calculations is
2 sin(πx) sin(πy).
(27) Figure 6 shows this functional in the time and frequency domains computed from the primal and ETE corrected solutions. The influence of the perturbed initial condition diminishes as t increases. The convergence of the measures of the functional are shown in Figure 7 . In Table 2 , it can be seen that the order of accuracy of the measures of the periodic functional is once again as expected, even when the initial conditions for the ETE are perturbed. 
III.C. Navier-Stokes equations
We now turn to examining unsteady functionals for the Navier-Stokes equations as a model for viscous compressible flow. For the ETE, the initial conditions are taken to be zero, in hopes that higher order accuracy can still be achieved at periodic steady state, as demonstrated for the simpler model equations. In two dimensions the vector of conserved variables consists of density ρ, momentum ρv = ρu ρv T , and energy E, which is related to pressure P by the equation of state
The Navier-Stokes equations can be written as
where the heat flux is proportional to the gradient of temperature as given by Fourier's law
and the stress tensor is
This ETE approach has been applied previously for a manufactured solution test case of a translating vortex.
18 A classical application of the unsteady Navier-Stokes equations is the phenomenon of von Kármán vortex shedding for flow around a circular cylinder of diameter D, a more difficult test case. Its oscillatory nature renders itself to an examination of the periodic steady state, when u(t + ) = u(t) for some period . The selected flow parameters are summarized in Table 3 . The left and right boundaries are inflow and outflow, respectively. The top and bottom boundaries are imposed as symmetric walls, and a no-slip condition is imposed on the cylinder surface. Over a sequence of three meshes, the time step to length scale ratio is fixed at k/h ≈ 2.0, and the solution and error estimate for the x-momentum variable for the medium refinement can be seen in Figure 8 . It was observed that if we solve only the primal problem by discretizing in space to fourth order and using BDF4, our scheme does not converge, but our ETE approach, which requires only second order discretizations in time, did not have difficulties. We use the lift coefficient due to pressure as the functional, defined as
with v ∞ the freestream velocity, c the reference length, and θ the angle v ∞ makes with the resultant forcę
where the integral is taken over the cylinder boundary Γ. The functional is plotted in Figure 9 , where the presence of some overshoots in the correction can be seen. This is not unusual in some applications of the Crank-Nicolson method, 15 and not necessarily a deficiency of the ETE method. One observation was that our boundary condition implementations were not totally non-reflecting, and the Crank-Nicolson scheme only very weakly damps these oscillations, persisting even after many periods. The BDF2 method can alternatively be used, and was found to give smoother functionals in time.
We can infer the fundamental frequency from the computed lift coefficient through the fitting method discussed in Section II.E. These frequency values are summarized in Table 4 . To proceed further, we can nondimensionalize this quantity to arrive at the Strouhal number, which we use as a proxy to measure higher order accuracy. We make a comparison with the empirical relationship obtained in the literature from experimental data. 21 Our results are shown in Figure 10 . It is quite remarkable that this validation comparison has a small relative error, considering the fact that experimental error exists in the empirical formula, as well as other forms of error present in our discretization and model. For reference, other numerical computations in the literature are also included in Figure 10 . [22] [23] [24] [25] The observation here is that using the ETE approach, we can approach our grid-converged Strouhal number at a higher order rate compared to just using the second order primal solution.
IV. Conclusion
We have applied the ETE to obtain higher order accurate estimates of discretization error for finitevolume methods on unstructured meshes for unsteady flow equations. The time-dependent ETE source term was computed using the time derivative of the primal solution using finite differences in time. This gives accurate error estimates in both time and space, which is remarkable because this does not require discretizations in both space and time to be higher order. We have considered some measures of output functionals, which are signals in time, to monitor higher order accuracy in the corrected solution using the error estimate. The choice to monitor functionals instead of solutions is not a restrictive condition; our approach by construction aims for higher order accuracy in the error estimate and is agnostic to the choice of output functionals. The results demonstrate that some measures of the unsteady functionals at periodic steady state can be used to confirm that the ETE corrected solution is higher order accurate, consistent with examining the solution values for manufactured solutions test cases.
