Based on the algorithmic proof of Lovász local lemma due to Moser and Tardos, Esperet and Parreau developed a framework to prove upper bounds for several chromatic numbers (in particular acyclic chromatic index, star chromatic number and Thue chromatic number) using the so-called entropy compression method.
Introduction
In the 70's Lovász introduced the celebrated Lovász Local Lemma (LLL for short) to prove results on 3-chromatic hypergraphs [12] . It is a powerful probabilistic method to prove the existence of combinatorial objects satisfying a set of constraints. Since then, this lemma has been used in many occasions. In particular, it is a very efficient tool in graph coloring to provide upper bounds on several chromatic numbers [3, 5, 14, 17, 20, 21, 24, 25] . Recently Moser and Tardos [26] designed an algorithmic version of LLL by means of the so-called Entropy Compression Method. This method seems to be applicable whenever LLL is, with the benefits of providing tighter bounds. For example, the Entropy Compression Method has been used in graph coloring to get bounds on non-repetitive coloring [10] that improve previous results using LLL (see e.g. [3] ) and on acyclic-edge coloring [11] . In this latter paper, Esperet and Parreau provide a general method applicable to many graph colorings. Inspired by this work, we provide a more general method and give new tools to improve the analysis.
The paper is organized as follows. In Section 2, we present the method and apply it to acyclic vertex coloring. It will be the occasion of providing improved bounds (in terms of the maximum degree). Then, in Sections 3 and 4, we describe a general method and provide its analysis. Finally, in Section 5, we apply this method to coloring problems such as generalized acyclic coloring problem, non-repetitive coloring problem, (2, F )-subgraph coloring problem, . . .
Acyclic coloring of graphs
A proper coloring of a graph is an assignment of colors to the vertices of the graph such that two adjacent vertices do not use the same color. A k-coloring of a graph G is a proper coloring of G using k colors ; a graph admitting a k-coloring is said to be k-colorable. An acyclic coloring of a graph G is a proper coloring of G such that G contains no bicolored cycles ; in other words, the graph induced by every two color classes is a forest. Let χ a (G), called the acyclic chromatic number, be the smallest integer k such that the graph G admits an acyclic k-coloring.
Acyclic coloring was introduced by Grünbaum [18] . In particular, he proved that if the maximum degree ∆ is at most 3, then χ a (G) ≤ 4. Several articles studied graphs with small maximum degree [2, 8, 9, 13, 15, 22, 34, 35, 36] and the current knowledge is that graphs with maximum degree ∆ ≤ 4, 5, and 6, respectively verify χ a (G) ≤ 5, 7, and 11 [8, 22, 23] . For higher values of ∆, Kostochka and Stocker [23] showed that χ a (G) ≤ 1 + (∆+1) 2 
4
. Finally, for large values of the maximum degree, Alon, McDiarmid, and Reed [4] used LLL to prove that every graph with maximum degree ∆ satisfies χ a (G) ≤ 50∆ 4/3 . Moreover they proved that there exist graphs with maximum degree ∆ such that their acyclic chromatic number is at least (log ∆) 4/3 . Recently, the upper bound was improved to 6.59∆ 4 3 + 3.3∆ by Ndreca et al. [27] and then to 2.835∆ 4 3 + ∆ by Sereni and Volec [32] .
We improve this upper bound (for large ∆) by a constant factor.
Theorem 1 Every graph G with maximum degree ∆ ≥ 24 is such that
χ a (G) < min 3 2 ∆ At the end of Section 2.2.1 (see Remark 10), we give a method to refine these upper bounds, improving on Kostochka and Stocker's bound as soon as ∆ ≥ 27. Alon, McDiarmid, and Reed [4] also considered graphs having no copy of K 2,γ+1 (the complete bipartite graph with partite sets of size 2 and γ + 1) in which the two vertices in the first class are non-adjacent. Let K γ be the familly of such graphs. Again using LLL, they proved that every graph G ∈ K γ with maximum degree ∆ satisfies χ a (G) ≤ ⌈32 √ γ∆⌉. Using similar techniques as Theorem 1, we obtain: Theorem 2 Let γ ≥ 1 be an integer and G ∈ K γ with maximum degree ∆. We have χ a (G) < 1 + ∆ 1 + √ 2γ + 4 .
As it is simpler, let us start with the proof of Theorem 2.
Graphs with restrictions on K 2,γ+1 's
We prove Theorem 2 by contradiction. Suppose there exists a graph G ∈ K γ with maximum degree ∆ such that χ a (G) ≥ 1 + ∆(1 + √ 2γ + 4). Let κ be the unique integer such that ∆(1 + √ 2γ + 4) ≤ κ < 1 + ∆(1 + √ 2γ + 4). We define an algorithm that "tries" to acyclically color G with κ colors. Define a total order ≺ on the vertices of G.
The algorithm
Let V = {1, 2, . . . , κ} t be a vector of length t, for some arbitrarily large t ≫ n = |V (G)|. The following algorithm takes the vector V as input and returns a partial acyclic coloring ϕ : V (G) → {•, 1, 2, . . . , κ} of G (• means that the vertex is uncolored) and a text file R that is called a record in the remaining of the paper. The acyclic coloring ϕ is necessarily partial since we try to color G with a number of colors less than its acyclic chromatic number. For a given vertex v of G, we denote by N (v) the set of neighbors of v. Proof. By induction on i. Trivially, V 0 (which is empty) can be recovered from (ϕ 0 , R 0 ). Consider now (ϕ i , R i ) and let us try to recover V i . It is thus sufficient to recover R i−1 , ϕ i−1 , and V [i]. As observed before, to recover R i−1 from R i it is sufficient to consider the lines before the last (i.e. the i th ) "Color" line. Then reading R i−1 , one can easily recover ϕ i−1 and deduce v i . Note that in the i th step we wrote one or two lines in the record: exactly one "Color" line followed by either nothing, or one "Uncolor, neighbor" line, or one "Uncolor, cycle" line. Indeed there cannot be an "Uncolor, cycle" line following an "Uncolor, neighbor" line, as v would be uncolored by the algorithm before considering bicolored cycles passing through v. Let us consider these three cases separately.
• If
Step i was a color step alone, then V [i] = ϕ i (v i ) and ϕ i−1 is obtained from ϕ i by uncoloring v i .
• If the last line of R i is "Uncolor, neighbor u", then V [i] = ϕ i (u) and ϕ i−1 = ϕ i .
• If the last line of R i is "Uncolor, cycle (u 1 , . . . , u 2k )", then V [i] = ϕ i (u 2k−1 ) and ϕ i−1 is obtained from ϕ i by coloring the vertices u j for 2 ≤ j ≤ 2k − 2 (which were uncolored in ϕ i ), in such a way that ϕ i−1 (u j ) equals ϕ i (u 2k−1 ) if j ≡ 1 mod 2, or equals ϕ i (u 2k ) otherwise. Note that this is possible because in the i th loop, the algorithm uncolored neither u 2k−1 nor u 2k .
This concludes the proof of the lemma. ✷
Let us now bound the number of possible records.
Lemma 4 Algorithm ACYCLICCOLORINGGAMMA_G produces at most o(κ t ) distinct records R.
Proof. Since Algorithm ACYCLICCOLORINGGAMMA_G fails to color G, the record R has exactly t "Color" lines. It contains also "Uncolor" lines of two types: "neighbor" and "cycle". Let t 1 be the number of "Uncolor, neighbor" lines, and let t k be the number of "Uncolor, cycle" lines, where the cycle has length 2k (2 ≤ k ≤ ⌊n/2⌋). Observe now that:
• For every "Uncolor, neighbor" step, the algorithm uncolors 1 previously colored vertex ;
• for every "Uncolor, cycle" step, where the cycle has length 2k, the algorithm uncolors 2k − 2 previously colored vertices.
It follows that:
Let us recall that the multinomial coefficient is defined for K = 1≤i≤ℓ k i by:
Let us count the number #Seq(t 1 , t 2 , . . . t ⌊n/2⌋ ) of possible sequences of "Color" | "Uncolor, neighbor" | "Uncolor, cycle" lines in the record, for fixed t 1 , t 2 , . . . , t ⌊n/2⌋ . By Equation (1), let us define the non-negative integer t 0 = t − 1≤k≤⌊n/2⌋ t k . Since each "Uncolor" line follows a "Color" line, t 0 is the number of "Color" lines not followed by an "Uncolor" line. As there are t "Color" lines, there are t t0 choices for setting the "Color" lines not followed by an "Uncolor" line. Then there are t−t0 t1
choices for setting the "Color" lines followed by an "Uncolor, neighbor" line. Following this reasoning, the number of possible sequences is given by:
To compute the total number of possible records, let us compute how many different entries (in the record) a given "Uncolor" step can produce. Observe that:
• An "Uncolor, neighbor" line can produce ∆ different entries in the record, according to the neighbor of v that shares the same color.
• An "Uncolor, cycle" line involving a cycle of length 2k can produce as many different entries in the record as the number of 2k-cycles going through v. Thus this number of entries is at most Consequently, the number of different records for fixed t, t 0 , t 1 , . . . , t ⌊ n 2 ⌋ is bounded by the following function B t :
Summing over all possible tuples (t 0 , t 1 , . . . , t ⌊ n 2 ⌋ ) satisfying Equation (1), the number of different records #Rec is bounded by:
By Corollary 19 of Section 4, we have that for a sufficiently large t,
si with s 1 = 1 and s i = 2i − 2 for 2 ≤ i ≤ ⌊ n 2 ⌋ (the s i 's satisfy Equation (9) by Equation (1)) and any real 0 < x ≤ 1. We thus have:
, we have:
Finally, we have #Rec = o(κ t ). This completes the proof of Lemma 4. ✷
Graphs with maximum degree ∆
We prove Theorem 1 by contradiction. To do so, we prove that χ a (G) < Suppose there exists a graph G with maximum degree ∆ which is a counterexample to Theorem 1. Define a total order ≺ on the vertices of G. Let N (u) and N 2 (u) be respectively the set of neighbors and distance-two vertices of u. For each pair of non-adjacent vertices u and v, let
A couple of vertices (u, v) with v ∈ N 2 (u) is special if there are less than C s ∆ 4 3 (C s is a constant to be set later) vertices w such that v ≺ u w. That is, (u, v) is special if and only if, v is in the C s ∆ 4/3 highest elements of ≺ u . Note that the couple (u, v) may be special while the couple (v, u) may be non-special. Let us denote
First upper bound
By hypothesis, χ a (G) ≥ 
The algorithm
Let V = {1, 2, . . . , κ} t be a vector of length t. Algorithm ACYCLICCOLORING_G takes the vector V as input and returns a partial acyclic coloring ϕ : V (G) → {•, 1, 2, . . . , κ} of G (recall that • means that the vertex is uncolored) and a record R.
Algorithm ACYCLICCOLORING_G runs as follows. Let ϕ i be the partial coloring of G after i steps (at the end of the i th loop). At
Step i, we first consider ϕ i−1 and we color the smallest uncolored vertex v with V [i] (line 6 of Algorithm 2). We then verify whether one of the four following events happens: Event 1. G contains a monochromatic edge vu for some u (line 8 of Algorithm 2) ; Event 2. G contains a special couple (v, u) with u and v having the same color (line 11 of Algorithm 2) ; Event 3. G contains a bicolored cycle of length 4 (v = u 1 , u 2 , u 3 , u 4 ) (line 14 of Algorithm 2) ; Event 4. G contains a bicolored path of length 6 (u 1 , u 2 = v, u 3 , u 4 , u 5 , u 6 ) with u 1 ≺ u 3 (line 18 of Algorithm 2).
If such events happen, then we modify the coloring (i.e. we uncolor some vertices as mentioned in Algorithm 2) in order that none of the four previous events remains. Note that at some Step i, for u and v two vertices of G such that (u, v) is a special couple but (v, u) is not, we may have ϕ(u) = ϕ(v); this means that u has been colored before v. Clearly, ϕ i is a partial acyclic coloring of G. Indeed, since Event 1 is avoided, ϕ i is a proper coloring ; since Events 3 and 4 are avoided, ϕ i is acyclic.
Proof of Theorem 1. As in the proof of Theorem 2, we prove that the function defined by ACYCLIC-COLORING_G is injective (see Lemma 6) . A contradiction is then obtained by showing that the number of possible outputs is strictly smaller than the number of possible inputs when t is chosen large enough compared to n. The number of possible inputs is exactly κ t while the number of possible outputs is o(κ t ), as the number of possible (1 + κ)-colorings of G is (1 + κ) n and the number of possible records is o(κ t ) (see Lemma 7) . ✷ Algorithm 2: ACYCLICCOLORING_G Input : V (vector of length t). Output: (ϕ, R).
Write "Uncolor, special u \n" in R 
else if v belongs to a bicolored path of length 6 (u 1 , u 2 = v, u 3 , u 4 , u 5 , u 6 ) with u 1 ≺ u 3 then // Bicolored path issue
Algorithm analysis
Recall that ϕ i , v i , R i , and V i respectively denote the partial acyclic coloring obtained after i steps, the current vertex v of the i th step, the record R after i steps, and the input vector V restricted to its i first elements.
We first show that the function defined by ACYCLICCOLORING_G is injective.
Lemma 6 V i can be recovered from (ϕ i , R i ).
Proof. First note that at each step of Algorithm 2, a line "Color" possibly followed by a line "Uncolor" is appended to R. We will say that a step which only appends a line "Color" is a color step, and a step which appends a line "Color" followed by a line "Uncolor" is an uncolor step. Therefore, by looking at the last line of R, we know whether the last step was a color step or an uncolor step.
We first prove by induction on i that R i uniquely determines the set of colored vertices at Step i (i.e. ϕ i ). Observe that R 1 necessarily contains only one line which is "Color"; then v 1 is the unique colored vertex. Assume now that i ≥ 2. By induction hypothesis, R i−1 (obtained from R i by removing the last line if
Step i was a color step or by removing the two last lines if
Step i was an uncolor step) uniquely determines the set of colored vertices at Step i − 1. Then at Step i, the smallest uncolored vertex of G is colored. If one of Events 1 to 4 happens, then the last line of R i is an "Uncolor" line whose indicates which vertices are uncolored. Therefore, R i uniquely determines the set of colored vertices at Step i.
Let us now prove by induction that the pair (ϕ i , R i ) permits to recover V i . At
Step 1, (ϕ 1 , R 1 ) clearly permits to recover V 1 : indeed, v 1 is the unique colored vertex and thus
Assume now that i ≥ 2. The record R i−1 gives us the set of colored vertices at Step i − 1, and thus we know what is the smallest uncolored vertex v at the beginning of Step i.
• If Step i was a color step, then ϕ i−1 is obtained from ϕ i in such a way that ϕ i−1 (u) = ϕ i (u) for all u = v and ϕ i−1 (v) = •. By induction hypothesis, (ϕ i−1 , R i−1 ) permits to recover
Step i was an uncolor step, then the last line of R i allows us to determine the set of uncolored vertices at
Step i and therefore, we can deduce ϕ i−1 . Then by induction hypothesis, (ϕ i−1 , R i−1 ) permits to recover V i−1 . We obtain V i by considering the following cases:
-If the last line is of the form "Uncolor, neighbor u", then
-If the last line is of the form "Uncolor, special u", then
-If the last line is of the form "Uncolor,
Proof. As Algorithm ACYCLICCOLORING_G fails to color G, the record R has exactly t "Color" steps. Furthermore, there are "Uncolor" steps of different types. Let t 1 , t 2 , t 3 , t 4 be the number of "Uncolor" steps of type "neighbor", "special", "cycle", and "path", respectively. Note that each "Uncolor" step of type "neighbor" (resp. "special", "cycle", and "path") uncolors 1 (resp. 1, 2, 4) previously colored vertex; thus t 1 + t 2 + 2t 3 + 4t 4 corresponds to the number of uncolored vertices during the execution of the algorithm and then t 1 + t 2 + 2t 3 + 4t 4 ≤ t. Moreover, at the end of the execution of the algorithm there are less than n colored vertices, and thus t − (t 1 + t 2 + 2t 3 + 4t 4 ) < n. Therefore, we have:
Let us count the number #Seq(t 1 , t 2 , t 3 , t 4 ) of possible sequences of "Color", "Uncolor, neighbor", "Uncolor, special", "Uncolor, cycle", and "Uncolor, path" steps in the record, for fixed t 1 , . . . , t 4 . Let t 0 = t − (t 1 + t 2 + t 3 + t 4 ). We have t "Color" steps and during the execution of the algorithm, every "Uncolor" step follows a "Color" step. So the number of possible sequences is given by:
To compute the total number of possible records, let us compute how many different entries (in the record) a given "Uncolor" step can produce. By considering vertex v in ACYCLICCOLORING_G, observe that:
• An "Uncolor" step of type "neighbor" can produce ∆ different entries in the record, according to the neighbor of v that shares the same color;
• an "Uncolor" step of type "special" can produce |S(v)| ≤ C s ∆ 4 3 different entries in the record, according to the vertex u ∈ S(v) that shares the same color;
• an "Uncolor" step of type "cycle" can produce as many different entries in the record as the number of 4-cycles going through v and avoiding S(v). We do not consider bicolored 4-cycles going through v and some vertex u ∈ S(v), since we would have a "Uncolor, special u" step instead. Thus this number of entries is bounded by 
One can see that the set of induced 4-cycles passing through v and through some vertex u ∈ N 2 (v) is in bijection with the pairs of edges {ux, uy} with x = y and {x, y} ⊆ N (v, u). 
2Cs and we thus have that K ≤ K( 8Cs . This concludes the proof of the claim. ✷
• a step "Uncolor" of type "path" can produce as many different entries in the record as the number of paths P 6 = (u 1 , u 2 , u 3 , u 4 , u 5 , u 6 ) with u 2 = v and u 1 ≺ u 3 . Thus this number of entries is bounded by Proof. Given vertex v, there are ∆ 2 possibilities to choose u 1 and u 3 , and then ∆ − 1 candidates for being vertex u i+1 once u i is known (i ≥ 3). This clearly leads to the given upper bound. ✷ This implies that for fixed t, t 0 , . . . , t 4 , the number of different records is bounded by the following function B t :
where
8Cs , and
Summing over all possible 5-tuples (t 0 , . . . , t 4 ) satisfying Equation (2), the number of different records #Rec is bounded by:
By Corollary 19 of Section 4, we have that, for p = 4 and large t,
with s 1 = s 2 = 1, s 3 = 2 and s 4 = 4 (the s i 's satisfy Equation (9) by Equation (2)) and any real 0 < x ≤ 1. We thus have:
, we have that:
One can obtain:
In order to minimize
and we obtain:
Finally, for sufficiently large t, we have #Rec = o(κ t ). This completes the proof of Lemma 7. ✷
Remark 10
For small values of ∆, note that setting C s = Table 1 that the optimal value of C s (for a given ∆) converges to 1 2 rather slowly.
Algorithm 3: ACYCLICCOLORING-V2_G
Input : V (vector of length t). Output: (ϕ, R).
Write "Uncolor, special u \n" in R Table 1 : Optimal values of C s for some given ∆.
else if v belongs to a bicolored cycle of length
2k (k ≥ 2), say (u 1 , u 2 = v, u 3 , . . . , u 2k ) with u 1 ≺ u 3 then // Bicolored cycle issue 15 for j ← 1 to 2k − 2 do 16 ϕ(u j ) ← • 17 Write "Uncolor, cycle (u 1 , . . . , u 2k ) \n" in R 18 return (ϕ, R)
A better upper bound for large value of ∆
Algorithm ACYCLICCOLORING-V2_G leads us to the following upper bound:
Let κ be the unique integer such that + 1 and let
. We now briefly sketch the proof. By considering v in Algorithm ACYCLICCOLORING-V2_G, observe that:
• An "Uncolor" step of type "neighbor" can produce ∆ different entries in the record. Set C 1 = ∆.
• An "Uncolor" step of type "special" can produce |S(v)| ≤ • Now consider cycles of length 2k, k ≥ 2. For cycles of length 4, there are at most 
Claim 11 For
and S(r), and so at most 
It remains to upper bound Q(x)
for some x such that 0 < x ≤ 1:
General method
In the previous section, we gave upper bounds on the acyclic chromatic number of some graph classes. To do so, we precisely analyzed the randomized procedure for a specific graph class and a specific graph coloring. The aim of this section is to provide a general method that can be applied to several graph classes and many graph colorings (some applications of our general method are given in Section 5).
In the remaining of this section, G is an arbitrarily chosen graph. The aim of the general method is to prove the existence of a particular coloring of G using κ colors, for some κ. A partial coloring of G is a mapping ϕ : V (G) → {•, 1, 2, . . . , κ} (• means that the vertex is uncolored). Given a partial coloring ϕ, let ϕ denotes the set of vertices colored in ϕ.
Description of Algorithm COLORING_G
Given a vertex v of G, let F(v) denote the set of forbidden partial colorings anchored at v. This set is such that for any ϕ ∈ F(v) the vertex v is colored. Note that we can have F(u) = F(v) (see an example below).
A partial coloring ϕ of G is said to be allowed, if and only if,
1. either ϕ is empty (none of the vertices is colored), 2. or there exists a colored vertex v such that ϕ / ∈ F(v) and uncoloring v yields to an allowed coloring.
In most of the applications of the general method, we have that F(u) = F(v) for any colored vertices u and v, that implies that no allowed coloring ϕ belongs to a set F(v), for some vertex v. However in some cases (see discussion at the end of the subsection) there are allowed colorings ϕ such that ϕ ∈ F(v), for some vertex v.
We aim now at proving the existence of an allowed coloring of G using κ colors, for some κ (see later Equation (7)). We assume by contradiction that G does not admit such an allowed coloring. In that case, we will show that Algorithm COLORING_G (see Algorithm 4) defines an injective mapping (Corollary 16) from κ t different inputs (for some t) to o(κ t ) different outputs (Lemma 17), a contradiction.
Algorithm 4: COLORING_G
Input : V = {1, 2, . . . , κ} t (
vector of length t).
Output: (ϕ, R).
Algorithm COLORING_G constructs a partial coloring ϕ of G. A crucial invariant of Algorithm COLORING_G is that the partial coloring ϕ obtained after any iteration of the main loop is allowed.
At the beginning of each iteration Algorithm COLORING_G chooses (by NextUncoloredElement) an uncolored vertex v.
• NextUncoloredElement(ϕ): This function takes the set of colored vertices of G in ϕ as input and outputs an uncolored vertex (unless all vertices are colored).
Then Algorithm COLORING_G colors v. This new coloring ϕ either verifies ϕ / ∈ F(v) and consequently ϕ is allowed, or ϕ ∈ F(v) and in that case ϕ is an "almost" allowed coloring since uncoloring v yields an allowed coloring. Hence, let us define these forbidden colorings that can be produced by Algorithm COLORING_G.
A partial coloring ϕ of G is said to be a bad event anchored at v, if ϕ ∈ F(v) and if the partial coloring ϕ ′ , obtained from ϕ by uncoloring v, is such that -ϕ ′ is an allowed coloring,
-v is the vertex output by NextUncoloredElement(ϕ ′ ).
We denote B(v) the set of bad events anchored at v. It is clear that B(v) ⊆ F(v). For most of the applications one could avoid introducing B(v) and just deal with F(v), however this seems mandatory for the application exposed in Section 5.3. After coloring v in the main loop, if the current coloring ϕ / ∈ B(v), then COLORING_G proceeds to the next iteration. Observe that in that case ϕ remains allowed as expected.
Suppose now that after coloring v, the current coloring ϕ ∈ B(v). Before going further into the description of COLORING_G, let us introduce the following refinements of the sets B(v). For some set T , each set B(v) is partitioned into | T | sets B j (v) where j ∈ T . We call the bad events of B j (v) the type j bad events. We now refine again each set B j (v). We partition each B j (v) into different classes B k j (v) where k belongs to some set C j (v) of cardinality at most C j , for some value C j (depending only on type j). The partition into classes must be sufficiently refined in order to allow some properties of the function RecoverBadEvent (see below).
After noticing that the current coloring ϕ belongs to B(v), COLORING_G determines the values j and k such that ϕ ∈ B k j (v). That is done using the following two functions:
• BadEventType(v, ϕ): When ϕ is a bad event of B(v), this function outputs the element j ∈ T such that ϕ is a bad event belonging to B j (v).
• BadEventClass j (v, ϕ) for some j ∈ T : When ϕ is a bad event of B j (v), this function outputs the element k ∈ C j (v) such that ϕ is a bad event belonging to B k j (v).
Then COLORING_G uncolors the vertices given by UncolorSetBadEvent, and proceeds to the next iteration. A key property of UncolorSetBadEvent is to ensure that the obtained coloring (i.e. obtained after uncoloring the vertices given by UncolorSetBadEvent) is allowed as expected.
• UncolorSetBadEvent j (v, ϕ, k) for some j ∈ T : For any bad event ϕ of B k j (v) (with colored vertices ϕ), this function outputs a subset S of ϕ of size s j (for some value s j depending only on type j), such that uncoloring the vertices of S in ϕ yields an allowed coloring.
Often the property of leading to an allowed coloring is easy to fulfill (see Lemma 12) . A set X of partial colorings of G is closed upward (resp. closed downward) if starting from any partial coloring of X, coloring (resp. uncoloring) any uncolored (resp. colored) vertex leads to another coloring of X.
Lemma 12 If every set F(u) is closed upward, then the set of allowed colorings is closed downward.
Hence in that case, for any ϕ ∈ B(v) uncoloring a set S of vertices, with v ∈ S, leads to an allowed coloring.
Proof. Let us first prove the first statement. Assume for contradiction that there exists an allowed coloring ϕ and a non-empty set S ⊂ ϕ, such that uncoloring the vertices in S leads to a non-allowed coloring ϕ ′ . As ϕ is allowed, there exists an ordering v 1 , . . . , v p , with p = |ϕ|, of the vertices in ϕ such that the restriction of ϕ to vertices v 1 , . . . , v i , denoted ϕ i , does not belong to F(v i ), for any i ≤ p. Let us denote ϕ ′ i the coloring obtained from ϕ i by uncoloring the vertices of S (if colored). As ϕ ′ is not allowed, there exists a value 1 ≤ j ≤ p such that ϕ ′ j ∈ F(v j ). But as F(v j ) is closed upwards, this contradicts the fact that ϕ j / ∈ F(v j ). Consider now the second statement. For any ϕ ∈ B(v), uncoloring v leads to an allowed coloring (by definition of B(v)). Then the proof follows from the fact that allowed colorings are closed downward.
✷ Finally, to prove the injectivity of COLORING_G, we need that the following function exists.
•
, and ϕ ′ is a partial coloring of G: The function outputs a bad event ϕ ∈ B k j (v), such that (1) ϕ = X, and such that (2) uncoloring UncolorSetBadEvent j (v, ϕ, k) from ϕ one obtains ϕ ′ , if such partial coloring ϕ exists. Moreover, the partition into classes of B j (v) must be sufficiently refined so that at most one bad event ϕ fulfills these conditions.
Example. Let us illustrate our general method with the proofs of Section 2 on acyclic vertexcoloring.
In Subsection 2.1, for Algorithm 1, the sets F(v) are all the same. They contain every partial coloring of G with a monochromatic edge or with a bicolored cycle. Hence the colorings in B(v) are the bad events such that v belongs to a monochromatic edge or to a properly bicolored cycle. Then one type (say E) corresponds to monochromatic edges, and several types (say C · 2k) correspond to bicolored cycles, one per possible length of the cycle. Then each type is partitionned into classes according to the actual monochromatic edge, or to the actual bicolored cycle, respectively. For the uncoloring process, one can notice that the number of uncolored vertices only depends on the type of bad events, s E = 1 and s C·2k = 2k − 2, and that the set of uncolored vertices only depend on the class (i.e. the monochromatic edge or the bicolored cycle). Furthermore, as the sets F(v) are closed upward and as the current vertex is always uncolored, at the end of each iteration the partial colorings are always allowed (by Lemma 12). Finally, as described in Subsection 2.1 there exists a function RecoverBadEvent j for each type of bad event j.
In Subsection 2.2, for Algorithms 2 and 3, the situation is not exactly the same. Here, the sets F(v) are still closed upward but they are not all the same. This is due to the bad event corresponding to the special couples. Indeed, if (u, v) is a special couple but not (v, u), then the colorings where these vertices use the same color necessarily belong to F(u) while some of them do not belong to F(v). However, similarly to Algorithm 1, Algorithms 2 and 3 fit to the general framework we described above.
Algorithm COLORING_G and its analysis
From the previous subsection, we have that for j ∈ T , C j and s j respectively denote the number of type j bad event classes, and the number of vertices to be uncolored in case of a type j bad event. We set
and let κ be the smallest integer such that κ > inf 0<x≤1 Q(x), i.e.
In this subsection, we prove the following:
Theorem 13
The graph G admits an allowed κ-coloring.
From now on, we assume that G does not admit an allowed κ-coloring, this will lead to a contradiction. Let V = {1, 2, . . . , κ} t be a vector of length t, for some arbitrarily large t. The algorithm COLORING_G (see Algorithm 4) takes the vector V as input and returns a allowed partial coloring ϕ of G and a text file R (called record). Let ϕ i , v i , R i , and V i respectively denote the partial coloring obtained by Algorithm COLORING_G after i steps, the current vertex v of the i th step, the record R after i steps, and the input vector V restricted to its i first elements.
Note that the algorithm and the properties of UncolorSetBadEvent j (v, ϕ, k) ensure that each ϕ i is allowed. As ϕ i is an allowed partial κ-coloring of G and since G has no allowed κ-coloring by hypothesis, we have that ϕ i V (G) and that vertex v i+1 is well defined. This also implies that R has t "Color" lines. Finally note that R i corresponds to the lines of R before the (i + 1)
th "Color" line.
Lemma 14
th ) "Color" line. By induction hypothesis, one can recover
If the last line of R i+1 is a "Color" line, then ϕ i+1 = X. Otherwise, the last line of R i+1 is an "Uncolor" line of the form "Uncolor, Bad Event j, k". Then, we have ϕ i+1 = X \ UncolorSetBadEvent j (v i+1 , X, k). That completes the proof. ✷
Lemma 15 One can recover
Proof. By induction on i. Trivially, V 0 (which is empty) can be recovered from (ϕ 0 , R 0 ). Consider now (ϕ i+1 , R i+1 ) and let us try to recover V i+1 . By induction, it is thus sufficient to recover R i , ϕ i , and the value V [i + 1]. As previously seen in the proof of Lemma 14 , we can deduce R i from R i+1 . By Lemma 14, we know ϕ i and we have v i+1 = NextUncoloredElement(ϕ i ). Note that in the (i + 1) th step of COLORING_G, we wrote one or two lines in the record: exactly one "Color" line followed either by nothing, or by one "Uncolor, Bad Event j, k" line. Let us consider these two cases separately.
• If Step i + 1 was a color step alone, then
by uncoloring v i+1 .
• If the last line of R i+1 is "Uncolor, Bad Event j, k", then the function RecoverBadEvent j (v i+1 , ϕ i , k, ϕ i+1 ) outputs the bad event ϕ This concludes the proof of the lemma. ✷
Corollary 16
The mapping V → (ϕ, R) defined by Algorithm COLORING_G is injective.
Lemma 17
Algorithm COLORING_G produces at most o(κ t ) distinct records R.
Proof. Consider any execution of Algorithm COLORING_G. Since it fails to color G (by hypothesis, G does not admit an allowed κ-coloring), its record R has exactly t "Color" lines. It contains also "Uncolor" lines of different types: let t j , for any j ∈ T , be the number of "Uncolor, Bad Event j" lines. As for each "Uncolor, Bad Event j" step the algorithm uncolors s j previously colored vertices, we have that:
Let us count the number of possible sequences of "Color" | "Uncolor, Bad Event 1" | . . . | "Uncolor, Bad Event p" lines in the record, for fixed numbers t j , with j ∈ T . By Equation (8), let us define the non negative integer t 0 = t − j∈T t j . Since each "Uncolor" line follows a "Color" line, t 0 is the number of "Color" lines not followed by an "Uncolor" line. As there are t "Color" lines, there are t t0 choices for setting the "Color" lines not followed by an "Uncolor" line. Then there are t−t0 tj choices for setting the "Color" lines followed by an "Uncolor, Bad Event j" line. Following this reasoning the number of possible sequences is at most the multinomial t t0,...,tj ,... . Then let us note that any "Uncolor, Bad Event j" line can be completed in at most C j different ways. Consequently, the number of different records for fixed t, t 0 , t j , for j ∈ T , is bounded by the following function B t :
Summing over all possible tuples (t 0 , . . . , t j , . . .) satisfying Equation (8), the number of different records #Rec is bounded by:
This completes the proof of the lemma. ✷ Proof of Theorem 13. First observe that Algorithm COLORING_G can produce at most o(κ t ) distinct outputs (ϕ, R); indeed, there are at most (1 + κ) n partial coloring ϕ of G and at most o(κ t ) records R (by Lemma 17) . This is less than the κ t possible inputs (for a sufficiently large t), and thus contradicts the injectivity of Algorithm COLORING_G (Corollary 16). This concludes the proof. ✷
Extension to list-coloring
Given a graph G and a list assignment L(v) of colors for every vertex v of G, we say that G admits a L-coloring if there is a vertex-coloring such that every vertex v receives its color from its own list L(v). A graph is k-choosable if it is L-colorable for any list assignment L such that |L(v)| ≥ k for every v. The minimum integer k such that G is k-choosable is called the choice number of G. The usual coloring is a particular case of L-coloring (all the lists are equal) and thus the choice number upper bounds the chromatic number. This notion naturally extends to edge-coloring and chromatic index.
Until now, our methods were developed for usual colorings (i.e. without lists). Every algorithm takes a vector of colors V as input and, at each Step i, a vertex v is colored with color V [i] (line 6 of COLORING_G). It is easy to slightly modify our procedure to extend all our results to list-coloring. To do so, the input vector V is no longer a vector of colors but a vector of indices. Then, at each
Step i, the current vertex v is colored with the
th color of L(v). We then adapt the proof of Lemma 15 so that
Therefore, Theorems 1, 2, and 13 extend to list-coloring.
An upper bound for the function B t
In Section 2, we introduce the function B t to count the number of different records that Algorithm ACYCLICCOLORING_G may produce. In this section, we generalize the definition of B t and we compute an upper bound.
Let
defined for non-negative integers t 0 , . . . , t p such that
Note that we then have t 0 = t − 1≤i≤p t i . Let Q : ]0, 1] → R be the function defined by
Theorem 18
For sufficiently large t, the maximum value of B t is less than t × inf
Moreover, we have:
• Otherwise, inf 0<x≤1 Q(x) = Q(X), where X is the unique positive root of the polynomial
Root X of Theorem 18 may be hard to compute. In such case, since Q(x) ≥ Q(X) for all 0 < x ≤ 1, one can consider the upper bound of Q(X) given by Q(x), for some 0 < x ≤ 1.
From Theorem 18, we get the following corollary.
Corollary 19
Summing over all possible (p+ 1)-tuples (t 0 , . . . , t p ) satisfying Equation (9), we have for sufficiently large t that (t0,...,tp)
Claim 20 If t is sufficiently large, then
Proof. Let j be such that T j is maximum among T 0 , . . . , T p , and note that T j ≥ t p+1 .
(1) We have T 0 > s. If j = 0, then T 0 ≥ t p+1 > s since t is chosen sufficiently large. Consider now the case j = 0. We have T 0 + 1 ≥ 0, T j − 1 ≥ t−p−1 p+1 ≥ 0 (for sufficiently large t), and by Equation (9), t ≥ 1≤i≤p s i T i > −s j + 1≤i≤p s i T i . Then, the mapping B t is also defined at (T 0 + 1, . . . , T j − 1, . . .). By definition of (T 0 , . . . , T p ), we thus have:
This is equivalent to:
(2) We have T k ≥ t 3ps for some k with 1 ≤ k ≤ p. Assume T j < t 3ps for every j with 1 ≤ j ≤ p. It follows that 1≤i≤p T i ≤ 1≤i≤p s i T i < t
. This also implies that
Observe now that, since T 0 − 1 ≥ 0, T 1 + 1 ≥ 0, and s 1 + 1≤i≤p s i T i < s 1 + t 3 ≤ t, for sufficiently large t, B t is defined at (T 0 − 1, T 1 + 1, . . .), and we thus have,
This implies that
, a contradiction. Hence, we have
Therefore, we have that T 0 ≥ s + 1 (by (1)) and without loss of generality
when t is sufficiently large, T k + s 1 ≥ 0, and
. .), and we thus have,
Observe now that for large value of t, we have T 1 −s k ≥ t 4ps , and T 0 +s k ≤ t (as T 0 ≤ t−T 1 ≤ t 3ps−1 3ps ). It follows:
As the right side of this inequality is strictly increasing with t, we thus have that T k > 0 for sufficiently large t. This concludes the proof of Claim 20.
✷
Stirling's approximation formula of k! [30] says that for any k > 0:
As T 0 , . . . , T p , are positive integers by Claim 20, this implies the following bound.
We thus have for sufficiently large t that B t (T 0 , . . . , T p ) < t 
Since lim xi→0
Ci xi xi = 1, we continuously extend the definition ofB t to non-negative reals.
Therefore,B t is defined on the compact of [0, t] p+1 fulfilling (10), and thus let (X 0 , . . . , X p ) be the (p + 1)-tuple maximizingB t .
Claim 21
For sufficiently large t, X 0 > 0.
Proof. Assume for contradiction that X 0 = 0. Since t = 0≤j≤p X j , let i be the integer verifying X i ≥ t p > 0. If i = 0, then the claim is true. Assume now that i > 0. For any sufficiently small real ε > 0, say that ε < 1, we have that X i − ε > 0. Moreover, since X 0 + X i = (X 0 + ε) + (X i − ε), the mappingB t is also defined at (X 0 + ε, . . . , X i − ε, . . .). By definition of X 0 , . . . , X p we thus have:B t (0, . . . , X i , . . .) ≥B t (ε, . . . , X i − ε, . . .)
It follows:
≥ 1 for sufficiently large t.
This contradicts the fact that ε < 1, and thus concludes the proof of the claim. ✷
Claim 22 For sufficiently large t, there exists a non-negative constant
Proof. This comes from the fact that for any couple
We prove now Equation (11) . Consider in the following any couple (i, j) ∈ [1, p] 2 . If, for this given i, X i = 0, then Eq. (11) is satisfied. So suppose, for this given i, X i > 0. For any sufficiently small ε ≥ 0, we have:
• X i − εs j ≥ 0;
The four previous equations imply thatB t is also defined at (X 0 +ε(s j −s i ), . . . , X i −εs j , . . . , X j + εs i , . . .). We thus have:
Since lim ε→0 α+εβ α α/ε = e β , the left hand of this inequality tends to Xj X0 si X0 Xi sj and so
Note that since C i and X 0 are positive by Claim 21, these quotients are defined. We can thus define the real value X by setting X = Xi CiX0 1/si , for any 1 ≤ i ≤ p. Finally note that since the X i are non-negative, X is non-negative.
Claim 23 If s
Proof. Note that, since we assume s i = 1 for every 1 ≤ i ≤ p,B t is defined for all non-negative X 0 , . . . , X p such that t = 0≤i≤p X i . We first prove that X i ≥ X 0 for every 1 ≤ i ≤ p. SinceB t is defined at (X 0 , . . . , X i , . . .),B t is also defined at (X i , . . . , X 0 , . . .). Hence we have:
Since C i > 1, we have X i ≥ X 0 . By Claim 21, we thus have X i > 0 for all 0 ≤ i ≤ p and we can consider the following two inequalities for sufficiently small ε:
So, from the first inequality, we obtain:
The left hand of the previous inequality tends to
X0Ci
Xi when ε tends to 0. Hence
Xi ≥ 1. From the second inequality, we have:
The left hand of the previous inequality tends to Xi X0Ci when ε tends to 0. Hence, X = Xi X0Ci ≥ 1. Finally, from the two inequalities, we derive X = 1 as claimed. ✷
Claim 24
If s k ≥ 2 for some 1 ≤ k ≤ p, then the bound given by Equation (10) is tight, that is t = 1≤i≤p s i X i . Moreover in this case, X is the unique positive root of the polynomial P (x) = −1 + 1≤i≤p (s i − 1)C i x si , and X < 1.
Proof. Without loss of generality assume s 1 ≥ 2. For contradiction, assume t > 1≤i≤p s i X i . Note that since t = 0≤i≤p X i we have X 0 > 1≤i≤p (s i − 1)X i ≥ X 1 . For any sufficiently small ε, X 0 −ε ≥ 0, X 1 +ε ≥ 0, and t ≥ εs 1 + 1≤i≤p s i X i . Hence,B t is defined at (X 0 −ε, X 1 +ε, . . .) and we have:B
Furthermore since X 0 > X 1 , for sufficiently small ε
To conclude we consider two cases:
• Consider for all 1 ≤ i ≤ p, s i = 1. Thus X = 1 (by Claim 23) . In that case note that Q(x) is decreasing. Hence we derive:
is an increasing function on [0, 1] with P (0) = −1 and P (1) > 0 (recall that s k ≥ 2 and
This concludes the proof of Theorem 18. ✷
Some applications of the method to graph coloring problems
In this section, we apply the framework described in Section 3 to different coloring problems. We improve several known upper bounds by at least an additive constant and sometimes also by a constant factor. More importantly, this framework allows simpler proofs with only few calculations. Indeed, directly using Theorem 13, one avoids the calculations made in Section 4.
Non-repetitive coloring
In a vertex (resp. edge) colored graph, a 2j-repetition is a path on 2j vertices (resp. edges) such that the sequence of colors of the first half is the same as the sequence of colors of the second half. A coloring with no 2j-repetition, for any j ≥ 1, is called non-repetitive. Let π(G) be the non-repetitive chromatic number of G, that is the minimum number of colors needed for any non-repetitive vertexcoloring of G. By extension, let π l (G) be the non-repetitive choice number of G. These notions were introduced by Alon et al. [3] inspired by the works on words of Thue [33] . See [19] for a survey on these parameters. Dujmović et al. [10] proved that every graph G with maximum degree
3 ) colors. Here we slightly improve this formula, but more importantly, we provide a simple and short proof.
Theorem 25
Let G be a graph with maximum degree ∆ ≥ 3. We have:
Proof. To do this, let us use the framework as follows. Let G be any graph with maximum degree ∆, and let n denote its number of vertices. As in this application, the sets F(v) are closed upward we directly proceed to the description of the bad events (as F(v) is deduced from B(v)), and the description of the required functions.
• Let ≺ be any total order on the vertices of G. NextUncoloredElement(ϕ) returns the first uncolored vertex according to ≺.
• Let B(v) be the set of bad events ϕ anchored at v such that vertex v belongs to a repetition in ϕ. The set B(v) is partitioned into subsets B j (v), for 1 ≤ j ≤ n/2, in such a way that in every ϕ ∈ B j (v) the vertex v belongs to a 2j-repetition. Let C j (v) be the set of 2j-vertex paths going through v. Each set B j (v) is partitioned into subsets B P j (v) according to the path P ∈ C j (v) supporting the repetition. If in a bad event ϕ ∈ B(v) the vertex v belongs to several repetitions, one of the repetitions is chosen arbitrarily to set the value j and the path P such that ϕ ∈ B P j (v). Let C j = j∆ 2j−1 as this upper bounds | C j (v)|. Indeed, there are ∆ 2j−1 possible paths on 2j vertices where v has a given position, and 2j possible positions for v, but in that case every path is counted twice. Now it is clear that an allowed coloring is a non-repetitive coloring.
• The function UncolorSetBadEvent j (v, ϕ, P ) outputs the half of P containing v, and thus s j = j. By Lemma 12, this function fulfills all the requirements.
• Given P and the sequence of colors of one half of P (which is colored in ϕ ′ ), it is easy to recover the sequence of colors of the other half of P , and so RecoverBadEvent j (v, X, P, ϕ ′ ) is well-defined.
Consider now
By Theorem 13, G admits an allowed κ-coloring (hence a non-repetitive κ-coloring), where κ is the lowest integer greater than inf 0<x≤1 Q(x). Let us now verify that κ does not exceed the bound stated in the theorem. 
The only difference with the vertex case is that C j = 2j∆ 2j−1 .
Facial Thue vertex-coloring
We consider in this subsection a slight variation of non-repetitive coloring which applies to plane graphs (i.e. embedded planar graphs). Her the restriction on repetitions only applies on facial paths. More formally, consider a plane graph G. A vertex-coloring of G is said to be facial non-repetitive if none of the facial paths (i.e. paths whose vertices are all incident to a same face) is a repetition. The notion can be extended to list coloring. Let π f l (G) denote the facial Thue choice number that is the minimum integer k such that G is facially non-repetitively k-choosable. Recently Przybyło et al. [29] proved that, if G is a plane graph of maximum degree ∆, then π f l (G) ≤ 5∆, and asymptotically, π f l (G) ≤ (2 + o(1))∆. We improved these upper bounds as follows:
Theorem 27 Let G be a plane graph with maximum degree ∆ ≥ 2. Then,
Proof. Let G be a plane graph with maximum degree ∆. As in this application, the sets F(v) are closed upward we directly proceed to the description of the bad events (as F(v) is deduced from B(v)), and the description of the required functions.
• As previously, let ≺ be any total order on the vertices of G. NextUncoloredElement(ϕ) returns the first uncolored vertex according to ≺.
• For 1 ≤ j ≤ ⌊n/2⌋ = p, let B j (v) be the set of bad events ϕ such that vertex v belongs to a repetition on a facial 2j-vertex path P . Let C j (v) be the set of facial 2j-vertex paths going through v. Each set B j (v) is partitioned into sets B P j (v), for every P ∈ C j (v), according to the path P supporting the repetition. The number of obtained classes is such that we set C 1 = ∆ and C j = 2j∆ for j ≥ 2. Indeed, there are at most ∆ possible faces for containing P , and 2j positions for v in P .
Clearly, an allowed coloring is a facial non-repetitive coloring.
• The function UncolorSetBadEvent j (v, ϕ, P ) outputs the half of the path P containing v, and thus s j = j. By Lemma 12, this function fulfills all the requirements.
• Given P and the sequence of colors of the colored half of P , it is easy to recover the sequence of colors of the uncolored half of P , and so RecoverBadEvent j (v, X, P, ϕ ′ ) is well-defined.
Consider now
By Theorem 13, G admits an allowed κ-coloring (hence a facial non-repetitive κ-coloring), where κ is the lowest integer greater than inf 0<x≤1 Q(x). Let us now verify that κ does not exceed the bound stated in the theorem.
, and as ∆ ≥ 2 one obtains that
Hence we have that κ ≤ ∆ + 4 √ ∆ + 3 . This concludes the proof of the theorem. ✷
Facial Thue edge-coloring
Consider the facial Thue choice index π ′ f l (G) of a plane graph G, that is the minimum integer k such that G is facially non-repetitively edge k-choosable. Schreyer and Škrabul'áková [31] proved that plane graphs have bounded facial Thue choice index, more precisely π ′ f l (G) ≤ 291. Recently Przybyło [28] improved that bound to 12. To obtain that upper bound with our framework, it is sufficient to consider as bad events the partial colorings having a facial 2j-repetition (for any j ≥ 1) with costs C j = 4j since an edge belongs to at most 4j facial 2j-edge paths.
Let us explain a way to improve that upper bound. The idea is that at each step the algorithm chooses the edge e to be colored in such a way that e is facially adjacent to an uncolored edge e ′ . Therefore, if at some step the algorithm colors such an edge e, then this edge belongs to at most 1 + 2j facial 2j-edge paths going through colored edges (one path in the face incident to e and e ′ and 2j paths on the other face incident to e). However, such an edge e does not always exist. For example if the algorithm has colored all the graph G but one edge, then this edge may belong to 4j colored facial 2j-edge paths. We manage to use this trick to obtain the improved bound of 10.
We will need the following definition. Given a plane graph G, its medial graph M (G) is defined as follows:
• its vertex set is the set of edges of G;
• there is an edge uv between the vertices u and v of M (G) if and only if the corresponding edges in G are facially adjacent (i.e. adjacent and both incident to the same face).
Theorem 28
For any plane graph G, any edge e * of G, and any assignment of lists of size 9, there exists a partial facial Thue edge-coloring of G where all the edges except e * are colored.
Proof. Let G be a plane graph with maximum degree ∆, and let e * be any edge of G. In this application, we want to ensure that at each iteration of the main loop the current edge to color is facially adjacent to (at least) one uncolored edge. This leads us to sets F(e) that are not closed upward. Hence they need to be described with care.
However, all the sets F(e) are equal. These sets contain all the partial colorings with a facial repetition, or where the set of uncolored edges (i.e. vertices of M (G)), including e * , induces a disconnected graph in M (G). Hence the set of allowed colorings is the set of partial colorings with no facial repetition, and where uncolored edges, including e * , induce a connected graph in M (G). We conveniently define NextUncoloredElement in order to avoid bad events dealing with the case where uncolored edges induce a disconnected graph in M (G).
• For any set X ⊆ E(G) such that e * ∈ X, and such that M (G)[X] is connected, the edge e = NextUncoloredElement(E(G) \ X) must be such that M (G)[X − e] is connected. Hence, e may be chosen among leaves of a spanning tree of M (G)[X] rooted at e * .
Hence with that definition of NextUncoloredElement we have that for any bad event ϕ, the set of uncolored edges induces a connected graph in M (G). Therefore, the bad events in B(e) correspond to colorings where every facial repetition goes through the edge e, and where the edge e is facially adjacent to an uncolored edge (its parent in the spanning tree described above, which might be e * ). Let us introduce the bad event types and classes:
• For 1 ≤ j ≤ p = ⌊n/2⌋, let B j (e) be the set of bad events anchored at e such that e has an uncolored facially adjacent edge e ′ , and e belongs to a repetition on a (colored) facial 2j-edge path P .
The partition into classes is not obvious. Let e 1 , e 2 , e 3 and e 4 be the (at most four) edges of G facially adjacent to e, and let e ′ ∈ {e 1 , e 2 , e 3 , e 4 } be the uncolored one with smallest index.
Let us now partition B j (e) into sets B e ′ ,P j (e) according to the uncolored edge e ′ and the path P supporting the repetition. We have seen earlier that given an edge e ′ there are at most 1 + 2j possible paths P . As there are up to four possibilities for e ′ this partition has 4 + 8j parts, but the cases where e ′ has distinct values are independent. Let us hence merge these parts as follow. Let B k j (e), for 1 ≤ k ≤ 1 + 2j, be the union of B (e), for some choice of paths P 1 , P 2 , P 3 and P 4 . The obtained partition has C j = 1+2j classes.
• Given the set of colored edges ϕ of some bad event ϕ ∈ B j (e), one can determine the facially adjacent uncolored edge e ′ . Hence given (also) the class k such that ϕ ∈ B k j (e), one can determine the path P supporting the repetition. The function UncolorSetBadEvent j (e, ϕ, k) outputs the half of the path P containing e, and thus s j = j. Note that as the edges of P are incident to the same face, and as e and e ′ are facially adjacent, uncoloring this set of edges leads to a partial coloring that has no repetition and such that the uncolored edges induce a connected graph in M (G), hence an allowed coloring (as required).
• Using again the fact that P can be retrived from ϕ (= X here) and k, one can easily design a function RecoverBadEvent j (v, X, k, ϕ i+1 ).
By Theorem 13, G admits an allowed κ-coloring, where κ is the lowest integer greater than inf 0<x≤1 Q(x). Let us now verify that κ ≤ 9. Observe that:
, one obtains that Q(X) < 9. Hence we have that κ ≤ 9 and this concludes the proof of the theorem. ✷ Given Theorem 28, it seems likely that π ′ f l (G) ≤ 9 for any plane graph G. Actually one can show that it is the case if G has an edge e * incident to two faces of small sizes. Unfortunately we do not achieve this bound here, but we prove:
Proof. For a given G, pick an arbitrary edge e * ∈ E(G) and an arbitrary color c ∈ L(e * ). For all the other edges of G, remove color c from their list. Now all these lists have size at least 9. By Theorem 28, it is possible to color all the edge of G except e * , avoiding facial repetitions. Then coloring e * with c cannot create any repetition, as c does not appear elsewhere in G. ✷ 
Remark 30

Generalised acyclic coloring
Let r ≥ 3 be an integer. An r-acyclic vertex-coloring is a proper vertex-coloring such that every cycle C uses at least min(|C|, r) colors. This generalisation of the notion of acyclic coloring (the r = 3 case) was introduced by Gerke et al. in the context of edge-coloring [16] and then by Greenhill and Pikhurko in the context of vertex-coloring [17] . Let A r (G) be the minimum number of colors in any r-acyclic vertex-coloring of G. By extension, let A l r (G) be the r-acyclic choice number of G. Greenhill and Pikhurko [17] proved in particular that, for r ≥ 4 and ∆ ≥ 3, every graph G with maximum degree ∆ satisfies A r (G) ≤ c∆ ⌊r/2⌋ where c = 2 (r+2)/3 r(r + 2). We reduce this constant factor as follows.
Theorem 31
Let G be a graph with maximum degree ∆ ≥ 3. For any r ≥ 4, we have that
In the following, all the defined events are strongly inspired by those defined by Greenhill and Pikhurko [17] . Let G be any graph with maximum degree ∆, and let n denote its number of vertices. Let ≺ be any total order on the vertices of G. NextUncoloredElement(ϕ) returns the first uncolored vertex according to ≺. As in this application, the sets F(v) are closed upward, we use Lemma 12, to ensure that each function UncolorSetBadEvent fulfills all the requirements. We proceed now to the description of the bad events (the sets F(v) being deduced from B(v)), and the description of the required functions. We distinguish two cases according to r's parity.
Case r even
Set r = 2ℓ with ℓ ≥ 2. We consider the following sets of bad events anchored at vertex v:
• Let B 1 (v) be the set of bad events ϕ where "there exists a vertex u at distance at most ℓ (from v) having the same color as v". Let C 1 (v) be the set of vertices u at distance at most ℓ from v.
, for every vertex u ∈ C 1 (v), according to the vertex u that is colored like v. UncolorSetBadEvent 1 (v, ϕ, u) outputs the vertex v, and thus s 1 = 1. In addition, RecoverBadEvent 1 (v, X, u, ϕ ′ ) outputs the partial coloring ϕ that correspond to ϕ ′ in which vertex v is colored with color ϕ ′ (u).
Here it is clear that an allowed coloring is a distance ℓ proper coloring. Furthermore, as r = 2ℓ, cycles C of length at most r + 1 will receive |C| distinct colors.
• Let B 2 (v) be the set of bad events ϕ where "v belongs to a path P on r + 2 vertices such that v and two other colored vertices, say a, b, have colors that already appear on P \{v, a, b}". Let us define a partition of B 2 (v). Consider the set C 2 (v) formed by all tuples (P, a, b, v ′ , a ′ , b ′ ) such that P is a path on r + 2 vertices containing vertices v, a, b, v ′ , a ′ , b ′ where |{v, a, b}| = 3, 
) outputs the set {v, a, b}, and thus s 2 = 3. In addition, 
These bad events imply that in an allowed coloring, cycles of length at least r + 2 contain at least r colors. Hence an allowed coloring is also a generalised r-acyclic coloring. Consider now
By Theorem 13, G admits an allowed κ-coloring (hence a generalised r-acyclic coloring with κ colors), where κ is the lowest integer greater than inf 0<x≤1 Q(x). Let us now verify that κ does not exceed the bound stated in the theorem. By setting X = 1 2C2 1 3 one obtains that
Hence we have that
This concludes the proof of the theorem for r even.
Case r odd
The odd case is similar to the even case. Let r = 2ℓ + 1 with ℓ ≥ 2. Let us use again the two types of bad events defined above. Now, bad events of type B 1 deal with cycles of length at most r but do not suffice to deal with cycles of length r + 1. Bad events of type B 2 are still sufficient to deal with cycles of length at least r + 2. So we do add some new events for cycles of length r + 1. A pair of vertices {u, u ′ } is said to be special if u and u ′ are at distance exactly ℓ + 1 and if there exist at least
paths of length ℓ + 1 linking u and u ′ . Consider the two following new sets of bad events:
• Let B 3 (v) be the set of bad events ϕ where "there exists a special pair {v, u} such that v and u have the same color". Let C 3 (v) be the set of vertices u such that {v, u} is a special pair. Each set B 3 (v) is partitioned into classes B • Let B 4 (v) be the set of bad events ϕ where "v belongs to a cycle C of length r + 1 = 2ℓ + 2 such that v and its antipodal vertex v ′ (on C) have the same color, do not form a special pair, and such that C contains another pair of antipodal vertices {u, u ′ } having the same color". Let C 4 (v) be the set of couples (C, u) such that C is a (r+1)-cycle containing v and u as antipodal vertices. Each set B 4 (v) is partitioned into sets B Consider now
By Theorem 13, G admits an allowed κ-coloring (hence a generalised r-acyclic coloring with κ colors), where κ is the lowest integer greater than inf 0<x≤1 Q(x). Let us now verify that κ does not exceed the bound stated in the theorem. By again setting X = 1 ∆ (r+1)/3 one obtains that
Hence we have that κ ≤ ∆ ℓ + ∆ (r+1)/3 2 + ℓ + 1 2 (r + 2) 6 + 1. This concludes the proof of the theorem for r odd.
Colorings with restrictions on pairs of color classes
For many graph colorings, the color classes are asked to induce independent sets while another property is asked to each pair of color classes. Aravind and Subramanian [6] introduced a general definition that captures many known colorings. In their definition, restrictions may apply to any ℓ color classes, for any ℓ ≥ 2. Let us restrict ourselves to the case ℓ = 2.
Given a family F of connected bipartite graphs, a (2, F )-subgraph coloring of G is a proper coloring of V (G) such that the subgraph of G induced by any two color classes does not contain any isomorphic copy of H as a subgraph, for each H ∈ F . Denote by χ 2,F (G) the minimum number of colors used by any (2, F )-subgraph coloring of G. Denote by χ 2,F (∆) the maximum value of χ 2,F (G) for any graph G having maximum degree at most ∆. For example, when F is the family of even cycles, (2, F )-subgraph coloring is the usual acyclic vertex-coloring.
Using random graphs, Aravind and Subramanian [6] showed the following lower bound on χ 2,F (∆). Hence, the same bound applies to χ 2,F (∆) for any family F containing a graph H with m edges.
The same authors later showed that this lower bound is almost tight. Let m ≥ 2 be an integer and let F be a family of connected bipartite graphs such that all the graphs have at least m edges. 
Theorem 34 We have
Proof. Let us use the framework described in Section 3 as follows. Let F = {H 1 , H 2 , . . .}. Let us also denote by n i and m i the number of vertices and edges in the forbidden graph H i for each i (recall m i ≥ m). For convenience, we introduce the value γ = m m−1 . Let G be any graph with maximum degree ∆, and let n denote its number of vertices. As in this application, the sets F(v) are closed upward we directly proceed to the description of the bad events (as F(v) is deduced from B(v)), and the description of the required functions.
• Let B E (v) be the set of bad events ϕ anchored at v such that vertex v belongs to a monochromatic edge uv (in ϕ).
From here it is clear that an allowed coloring is proper.
• The function UncolorSetBadEvent E (v, ϕ, u) outputs the singleton {v} and thus s E = 1.
By Lemma 12, this function fulfills all the requirements.
Following the approach of Aravind and Subramanian [7] , we extend the notion of special pairs introduced by Alon et al. [4] to bigger sets. For any j ≥ 2, a j-set S of G (i.e. a set of size j) is special if the set X = v∈S N (v) has size greater than ∆ j−γ(j−1) . Let us define the corresponding bad events.
• For 2 ≤ j < n, let B j·Set (v) be the set of bad events ϕ anchored at v such that vertex v belongs to a monochromatic (in ϕ) special j-set S. Let C j·Set (v) be the set of special j-sets containing v. Let us partition B j·Set (v) into classes B S j·Set (v) according to which special j-set S ∈ C j·Set (v) is monochromatic. By Claim 35 (see below), the number of classes is at most
Claim 35 Any vertex v of G belongs to less than
Proof. Observe that v belongs to ∆ ∆−1 j−1 stars (on j + 1 vertices) centered in N (v) having j − 1 leaves in N 2 (v) (first choose a center and then j − 1 of its neighbors). Now the j leaves of such a star are contained in at most one special j-set of v. On the other hand, a special j-set containing v covers more than ∆ j−γ(j−1) of these stars. Hence v belongs to less than ∆
From here it is clear that in an allowed coloring there will be no monochromatic special j-set.
• For 2 ≤ j < n, let the function UncolorSetBadEvent j·Set (v, ϕ, S) outputs a (j − 1)-subset of S containing v ; thus s j·Set = j − 1. Again by Lemma 12, this function fulfills all the requirements.
• If RecoverBadEvent j (v, X, S, ϕ ′ ) is called, then there is only one vertex of S colored in ϕ ′ , say w. Hence RecoverBadEvent j (v, X, S, ϕ ′ ) outputs the partial coloring obtained from ϕ ′ by coloring all the vertices of S with ϕ ′ (w).
As proposed in [7] , one bad event type can deal with all the graphs in F >m v ⊆ F the set of forbidden graphs having more than m vertices.
• Let B F [6] we have that the number of classes,
From here it is clear that in an allowed coloring there will be no properly bicolored copy of any H i ∈ F with more than m vertices.
• The function UncolorSetBadEvent We define a new bad event type for each graph
, that is each graph of F with at most m vertices. Let V 1 and V 2 be the two independent sets partitioning V (H i ).
• Let B Hi (v) be the set of bad events ϕ anchored at v such that vertex v belongs to a properly 2-colored subgraph S isomorphic to H i ∈ F ≤m v , and such that S does not contain a monochromatic special j-set. Let C Hi (v) be the set of all subgraphs S containing v and isomorphic to H i . The set B Hi (v) is partitioned into classes B Proof. Let us consider only the copies of H i where v corresponds to a given vertex u of H i . Now orient H i acyclically so that u is the unique sink, and let us denote by u = u 1 , . . . , u ni the vertices of H i in such a way that for any 1 ≤ j ≤ n i the out-neighborhood of u j corresponds to its neighbors with index lower than j. Note that d + (u j ) ≥ 1 for all 1 < j ≤ n i , and that m i = 1<j≤ni d + (u j ).
Observe that once u 1 , . . . , u j−1 are set, there are at most ∆ As there are n i possible choices for mapping v in H i , this concludes the claim. ✷ Now it is clear that an allowed coloring is a (2, H i )-subgraph coloring for any H i ∈ F . An allowed coloring is thus a (2, F )-subgraph coloring.
• UncolorSetBadEvent Hi (v, ϕ, S) outputs n i − 2 vertices of S including v and such that the two remaining vertices, say v 1 and v 2 , are such that v j ∈ V j for j = 1, 2. Note that s Hi = n i − 2. Again by Lemma 12, this function fulfills all the requirements.
• RecoverBadEvent Hi (v, X, S, ϕ ′ ) outputs the partial coloring obtained from ϕ ′ by properly extending the 2-coloring of the two colored vertices of S to the whole S.
Consider now
Theorem 13 tells us that G admits an allowed κ-coloring (hence a (2, F )-subgraph coloring with κ colors), where κ is the lowest integer greater than inf 0<x≤1 Q(x).
Let us now verify that κ is at most the bound given in the theorem. For the second statement we proceed similarly but there are two differences. 
Conclusion
We believe that the bound given in Corollary 19 of Section 4 is almost tight. Actually we conjecture that an optimal bound is o (inf 0<x≤1 Q(x)) t . This would not improve much the bounds obtained by Theorem 13. In fact, instead of setting κ as the least integer greater than inf 0<x≤1 Q(x), κ could equal this value in case it is an integer. However this would be of some help in the case where all s i = 1. In that case it seems that at a given step of the algorithm, while coloring v, the bad events of type j "forbid" at most C j colors to v, and so 1 + 1≤j≤p C j colors should be sufficient to color the graph greedily. It appears that the case where all s i = 1 is not more than a case where a greedy coloring algorithm applies.
One should note that the framework presented in Section 3 may, in some cases, benefit from some sophistication. The version we presented here seemed to be a good compromise between efficiency and clarity for the applications we considered. We have seen in Subsection 5.3 how, at any step i, one can get benefit from ϕ i−1 to decrease the values C j . One could also take into account the order in which the vertices of ϕ i−1 have been colored. For example, if (u, v) is a special pair (as in Subsection 2.2) and u has been colored after v to obtain ϕ i−1 , then one could be sure that the colors of u and v are distinct. Thus one would not have to consider bad events where u and v are colored the same. One could thus imagine that all the functions presented in Subsection 3.1 could depend on the ordering π in which the vertices of ϕ i−1 were colored.
Also, one can notice that Q(x) only depends on the values X k = j s.t. sj =k C j . One could thus merge the bad event types having same value s j .
Finally an interesting way of improving this framework would be handling algorithms where the costs of a given bad event may vary. For example, one can imagine that, for some vertices, a type j bad event costs C j , while for some other vertices the cost is C ′ j . A simple way to analyze this is to set the cost of each type j bad event to max{C j , C ′ j }. We wonder whether there exists a better approach.
