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1.1 
Chapter 1. Introduction 
The determination of crystal structures by X-ray diffraction techniques has becoae 
an almost analytical tool in chemistry. Several crystallography laboratories 
investigate structure determination methods which allow a chemist, without experi-
ence, to use this tool automatically. At first sight this looks as though crys-
tal logrephers, participating in the development of methods for X-ray analysis are 
digging their own graves. A closer look at the impact of crystallography in the 
natural sciences, however, reveals an ever growing demand for structure determina-
tions and therefore for the development of automatic routines. 
This thesis contributes to the accessibility of crystal structure analysis, by 
exploring an established method in its details and by presenting revised methods 
to overcome frequently occurring problems in automated crystal structure determi-
nations . 
Section 1.1. X-ray diffraction and the phase problem in X-ray analysis. 
A single crystal can be thought of as a three dimensionally repeating pattern of 
identical units, the so called unit cells. A unit cell is described by three base 
vectors a, b and £. Because of its three dimensional grating, a single crystal 
diffracts X-rays in discrete directions. Each diffracted beam is called a reflec-
tion b end its direction is described in reciprocal space by 
h«ha**kb* + l£* (1.1) 
where h,k,l «• the reflection indices (integer), д ,Ь ,£ • reciprocal space base 
vectors, orthogonally related to the base vectors a.b.c of the unit cell in direct 
space. 
From X-ray diffraction theory It follows that the intensity I of a reflection Ь is 
proportional to the squared amplitude of a complex quantity known as the structure 
factor F. : 
I h * | F h n (1.2) 
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When the atomic structure of the crystal is known, the structure factor F. can be 
calculated from 
FÎL = Д ^ . Ь е х р [ 2 п ^ ' ^ ] ( 1 · 3 ) 
where Ν = number of atoms in the unit cell; 
f* к = atomic scattering factor of atom j for reflection h, including 
a correction for thermal vibration; 
χ.
 E
 position of atom j. 
If the atomic structure of the crystal is represented by a continuous electron 
density function ρ(χ), its periodicity allows ρ (χ) to be written as a Fourier 
series 
pir^V^rFf, exp[-2nih.r] (1.4) 
h — — — 
where V = volume of the unit cell, 
χ = position of a point in direct space. 
Thus, if structure factors F. are known, ρ(χ) can be calculated directly, and the 
three dimensional arrangement of atoms In the unit cell can be obtained. 
Unfortunately, the complex structure factors F. are known only in magnitude from 
Eq.l.Z; their phases are unknown. This is the phase problem' in crystallography. 
Each method to solve a structure by X-ray diffraction data Involves finding phases 
of the structure factors. Once phases are found, the electron density function is 
easily calculated using Eq.1.4, and from its local maxima the arrangement of atoma 
in the unit cell can be deduced. 
At present a number of methods are available for the structure determination of 
small and medium sized molecules. These methods can be divided into two main cat· 
egories: 
- methods based on Patterson functions 
• direct methods. 
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The Patterson function. 
Whereas the Fourier transform of the structure factors Fu shows the distribution 
Д 
of the atoms in the unit cell, Patterson (1935) pointed out that the Fourier 
transform of the squared amplitude of F. reveals the distribution of all intera­
tomic vectors. 
The Patterson function Р(ц) can be written as 
P(u) » У 1 ! |Fh|* exp[-2nih.u] (1.5) 
—
 h — 
Since iFjJ* = F.F. , where Fw is the adjoint conjugate of Fh, and using Eq.l.S, 
P(£) can be rewritten into 
Ν N 
РЫ^
 1 ! Г г fi
 h f j th exptZni-h (li-rj-u)) (1.6) 
h i=1 j=1 ' -
From Eq.1.6 it follows that a maximum at point Ц of the Patterson function indi­
cates that there are atoms at positions {, and J, such that a = j. - $,. Since 
there are N atoms in the unit cell, the Patterson function will contain N* peaks 
of which N will be located at the origin (£, » χ.) and the remaining N(N-l) peaks 
will be distributed troughout the unit cell. The heights of Patterson peaks at 
positions (j, - g.) are proportional to Ζ,Ζ, (Z. • the number of electrons of atom 
i), and therefore heavy atoms will dominate the Patterson function. 
This feature of the Patterson function is extremely useful in the analysis of 
crystal structures containing heavy atoms. From the Patterson peaks resulting 
from symmetry related heavy atoms (Marker sections), the positions of one or more 
heavy atoms can be deduced. Using these heavy atom positions, structure factors 
can be calculated using Eq.l.S. Since the major components of the suanation in 
Eq.l.S are thereby known, the calculated phases form a first approximation of the 
phases to be assigned to the observed structure factors. Fourier transforms of 
these calculated structure factors quite often reveal a significant part of the 
structure. Problems arise however, when the heavy atoms positions have a higher 
symmetry than the symmetry of the crystal structure or when the heavy atoms are 
situated at special positions. 
The Patterson functions can also be used to solve a structure when the geometry of 
a part of the structure is known a priori. Rewriting Eq.l.S by invoking the convo-
- 1.4 -
lution theorem which states that the Fourier transform of a product is the 
convolution of the individual Fourier transforms, and substituting Eq.1.4 we 
obtain 
P(u)= V Р(Г)*РМГ) (1.7) 
indicating that the Patterson function is the convolution of the electron density 
function p(£) and its centrosymmetrlc Image ρ (χ) (= ρ(-£)) scaled by the volume 
of the unit cell. It can be derived that the Patterson function, written as the 
convolution of the electron density function with its inverted analogue can be 
seperated into intra- ander intermolecular convolutions, (see e.g. Doesburg,1984), 
using the concept of 'molecular electron density functions'. 
One intramolecular convolution is given by a convolution of a molecular electron 
density function with its inverted analogue. They sum up to: 
'intra ω - j , v i ω ( , · 8 ) 
ц 
where ! is the summation over all molecules in the unit cell. Such a sum of con­
volutions is called a self-Patterson. It represents the Intramolecular vector set 
of the molecules which is dependent on their orientations, but independent of 
their positions. 
One intemolecular convolution is the convolution of a molecular electron density 
function with the inverted analogue of another molecular density function. They 
sum up to: 
pinter <«.ì> - ¿ ,
 m? = 1 Pm*°m· <«-*> "·» 
m^m' 
This is called a cross-Patterson. It represents the intermolecular vector set of 
the molecules and is therefore dependent on both orientations and positions of the 
molecules in the unit cell. 
When the geometry of a well defined molecular fragment is known, its orientation 
in the unit cell can be found by comparing the observed Patterson function with 
the calculated Patterson function obtained from the intramolecular vector set of 
the fragment as function of three rotational parameters. (See e.g. Rossaann and 
Blow,1962; ToiUn, Hain and Rossmann,1966). 
After the determination of the correct orientation of a known molecular fragment, 
the Patterson function can also be used to determine the position of that fragment 
in the unit cell. Patterson superposition techniques (e.g. Buerger,1951) and Pat-
- 1.5 -
terson translation functions (Crowther and Bio«,1967) are, among others, well 
known examples. 
It should be noted that, although there are many procedures to position a correct-
ly oriented fragment (including methods not based on Patterson functions, see Sec-
tion 1.4), the positioning of such a fragment forms one of the main problems in 
automated crystal structure analysis. 
Direct methods. 
It is possible to derive phases of structure factors directly by mathematical and 
statistical techniques from relative intensities Iful1· These techniques to solve 
the phase problem are called direct methods and they are based, mainly, on two 
assumptions: 
- positivlty: pCi) i 0. for all values of £ and 
- atomicity: p(j) peaks in the neighbourhood of atomic positions. 
In direct methods normalized structure factors are used. They can be defined as: 
Eh» 2 fi ехрігШ.іО/U Ï iff (1.10) 
- i»1 > — j»1 / 
where t. is a correction factor related to symmetry properties of the space group. 
In practice, the amplitudes of the normalized structure factors are obtained from 
lEhl- k|Fhl/(Th(ehJ1f9i) (1.11) 
where к is the scale factor to put |F. | values on an absolute scale and T. is the 
overall isotropic temperature factor. Both к and T. can be calculated using 
Wilson-type plots (Wilson,1942). 
Alternatively, |E. | can be obtained from averaged Ifvl* values: 
VVIFhlb · 1 ( 1 · 1 2 ) 
when the average is taken for a limited sin β/λ-range with a sufficiently large 
number of reflections. From the definition of E. it follows that the average 
decrease of F. in Ь ía eliminated. Considering a structure of N equal atoms in 
the unit cell, the normalized structure factors are given by 
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Еи=М-* Σ expCanih.r.] (1.13) 
— i=1 
The average of the squared amplitudes of Ε. , taken over an arbitrary set of 
reflections is independent of (hi and appears to be 
<|Ehl4= 1 ( 1 · 1 4 ) 
The first relations between structure factor amplitudes and phases were given by 
Harker and Kasper (1948) and they initiated a large number of investigations on 
this subject. One of the basic formulae of direct methods was given by Sayre 
(1952). By considering a 'squared structure' of identical non-overlapping spheri­
cal atoms he obtained the important relation which link the structure factors: 
F h= G Σ Г, F h h l < Ы 5 А ) 
— b' li -'-
In terms of normalized structure factors this 'Sayre Equation' may be written as 
Eh = G' Σ Eh-EM,. i 1· 1 5 8) 
G and 6' are calculable scaling factors. 
The Sayre Equation (1.15) is an exact relation and involves s шипаtion over all 
reflections h. Further development of statistical and algebraic methodologies have 
shown that few terms, and even a single term, in Eq.1.15 can lead to meaningful 
results. 
For centrosymmetric structures, where E.-values are real and have a sign s. equal 
to + or -, one term of the Sayre Equation (1.15) is interpreted in terms of a 
sign-relation: 
sh V Vh'~ • ( 1 · 1 6 ) 
where - means ' is probably equal to '. 
The probability P
+
 for the sign of a triple-product EkEk^h-h' b e i n 8 positive was 
given by Cochran and Woolfson (1955), and is, for an equal atom structure, 
P
+
= J (1
+
tanh (N-í lE^Eh-h-l)) 0·") 
Thus, if the signs of the structure factors h' and ¡j-h' are known, then from 
Eq.1.16 the sign of the structure factor ^ is obtained with a probability given by 
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Eq.1.17. When there are multiple indications for the sign of a stnubire factor Jj, 
Eq.1.16 becomes 
sh~ ΗΣ' V $^' ( 1 И 8 ) 
and the probability of s. being positive is given by 
P
+
= i (1+tanh (H-* |Eh| Ζ Eh, Eh.h.)) (1.19) 
- j , _ 
In contrast to the summation in Eq.1.15, the summation here is taken over a limit­
ed number of terms only (i.e. only terms of which s. > and s. . t are known). 
For noncentrosymmetric structures Eq.l.lSB is separated into its real and imagi­
nary parts, resulting in the well known tangent formula (Karle and Hauptman, 1956) 
t . , h' l
Eh,Eh-h'l sin (y+*h-h'> ,. ,
n
. 
tanUh)=ääi " "·•" = — = ^ = — (1.20) 
- f lEh'Eh-h'l cos (•h'+*h-h') 
and the reliability of the phase •. obtained by Eq.1.20 increases with increasing 
V 
\°гН'*Ь· lEhEhlEh-h'l e x P t i ( V + *h-h , ) ] ( 1 · 2 1 ) 
By an iterative process, using Eqs.1.18 and 1.20, the phases of a large number of 
structure factors can be determined when the phases of a small set of reflections 
are known initially. Some initial information is obtained by choosing the phases 
of suitable structure factors which define the position of the origin relative to 
the position of the structure. For noncentrosymmetric structures another special 
reflection is assigned a phase to define the enantiomorph. These so called origin 
and enantiomorph phases are not sufficient to solve the phase problem. In multi-
solution methods extra variable phase information is included initially, by 
assigning numerical values to the phases of carefully selected reflections. In 
symbolic addition methods phases are represented by symbols. After the iterative 
process these values or symbols are evaluated using 'Figures of Merit' by which 
the most probable correct choices can be obtained. Popular, ingenious direct 
method pograms are for instance: MULTAN (Main et al.,1980), SHELX (Shel-
drlck,1984), SIMPLE (Schenk and Kiers,198A), MITHRIL (Gilmore,1984), XTAL (Hall 
and Stewart,1980) and DIRDIF (Beurskens et лі.,1984), the latter being explained 
in detail in Section 1.3. 
- 1.8 
1.2 The present study 
In this thesis, applications of DIRDIF procedures (Beurskens et el.,1983 and ref-
erences therein) are presented. DIRDIF stands for DIRect methods applied to DIF-
ference structure factors. After Section 1.3, in which the nain features of 
DIRDIF are described, three following chapters are devoted, respectively, to the 
practical use of these procedures, to the application to the Single Isomorphous 
Replacement method and to troublesome heavy atom structure determinations. 
In X-ray structure determination processes, translation functions are used to 
position a correctly oriented molecular fragment with respect to the symmetry ele-
ments of the space group. Section 1.4 gives an introduction to 'strengthened' 
TRAnslation functions in DIRdif Fourier space (TRADIR, Doesburg and Beurs-
kens, 1983) and to translation functions based on the correlation of 
|E|'-magnitudes. Chapter S describes an extension of the concept of strengthened 
translation functions and a subsequent chapter deals with the performance of this 
extension on structures containing strychnine or brucine fragments. The use of 
TRAnslation functions based on the CORrelation of |E|'-magnitudes, framed in the 
TRACOR program and at present available via DIRDIF, is discussed in the next chap-
ters. 
- 1.9 -
1.3 DIRDIF: Application of Direct Methods to Difference Structures for the Solu­
tion of Heavy-Atoo Structures, and Expansion of a Molecular Fragment. 
This Section is reprinted frqo 'Crystallographic Computing 3: Datacollection, 
Structure Determination, Proteins and Databases', edited by G.M.Sheldrick, 
С Kruger and R.Goddard, Clarendon Press, Oxford, 1985, 216-220. 
It serves as an introduction to the main features of the DIRDIF procedures. 
- 1.10 -
DIRDIF: APPLICATION OF DIRECT METHODS TO DIFFERENCE STRUCTURES FOR THE 
SOLUTION OF HEAVY ATOM STRUCTURES, AND EXPANSION OF A MOLECULAR FRAGMENT 
Paul T. Beurskens 
Crystallography Laboratory, Toernooiveld 
6525 ED Nijmegen, The Netherlands 
Co-authors: W.P. Bosman, H.M. Doesburg, R.O. Gould, Th.E.M. van den Hark, 
P.A.J. Prick, J.H. Noordik, G. Beurskens, V. Parthasarathi, H.J. Bruins-Slot, 
R.C. Haltiwanger, M.K. Strumpel, and J.M.M. Smits 
Abstract. When part of a structure is known, direct methods can be used to 
solve the unknown part of the structure. Often the known part of the struc-
ture consists of one or more heavy atoms, either on general, or on special 
or pseudo-special positions. The known part of the structure may also con-
sist of a molecular fragment, found by ab-initio direct methods, or by Pat-
terson rotation search techniques. 
The difference structure factors, phased by the partial structure, are used 
as input to a weighted tangent-refinement procedure for phase extension and 
for the refinement of input phases and amplitudes. If the known atoms do 
not uniquely determine the structure, symbolic addition techniques are in-
troduced to solve the (pseudo-symmetry) ambiguities. 
The method is referred to as "DIRDIF". It is most useful if the known 
part is only marginaly sufficient to solve the structure, or if the known 
atoms lie in special or pseudo-special positions (origin ambiguity), or if, 
for noncentrosynmetric structures, the known atoms form a centrosymmetrlc 
arrangement (enantiomorph ambiguity). The automatic conçuter program uses 
observed structure amplitudes, and positional parameters of the known atoms 
to produce a greatly improved electron density map, which is passed on to a 
peak search and interpretation routine. 
Vector search rotation functions, and translation functions in DIRDIF 
Fourier space, are incorporated in the program system. 
- 1.11 -
1. Introduction. Applications of direct methods to difference structure fac­
tors require at least a reconsideration of all direct methods techniques. 
For instance, how to set vp a sigma-2 listing, while the absolute values of 
the normalized structure factors change with each cycle of tangent refine­
ment? Well-established procedures for, say, convergence mapping, origin and 
enantlomorph fixation, and selection of the starting set of phases, are not 
valid when applied to difference structure factors. E.g.: is the origin 
1 2 fixed, when heavy atoms are located at 0,0,0» -τ-,Ο,Ο) —,0,0; in space group 
PÎ ? At present, most of these problems are solved, and the results are 
published and available in the computer program (see Beurskens et al., 1982, 
and references therein). 
In this section, the principles underlying the DIRDIF method, are illustra-
ted by a sivple example, where the dominating heavy atoms are in special 
positions. 
Example "NORA·· A u i S j C N C C ^ ) ^ A u l S ^ «»>2>2 
(Noordik anc Beurskens, 1971) Space group P2 /c, 
Z=2. The reflections hkl (h»2n, k+l«2n) were 
very strong relative to the remaining reflecti-
ons. the gold atoms were placed at the positions 
000, ΊΟΟ, 01.Ч and V&. A conventional difference 
Fourier synthesis would have resulted in a four­
fold superpesition of the structure. A unique so­
lution was cbtained as follows. 
For "strong" reflections, the local average 
<|F . |> is plotted as a function of ein0/X, see 
ODS 
Figure 2. 
This plot is used to bring the data on an absolu­
te scale, lb e calculated structure factors for the, 
given gold positions are: 
F , - 4f. exp(-B, sin2θ/λ2). 
cale Au Au 
where В is the mean isotropic temperature factor 
of the gold atoms. For the set of "strong" reflec­
tions, both sign and magnitude of the light atom 
contribution are given by 
F .. » IF . | - F , (Au) 
rest obs cale 
since in this case F C Ä 1 C is always positive. Figure 1. "NORA·· 
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Figure 2 Graph of a number of 
IF . I values. One example hx: 
ODS 
shown to have a negative F 
•tromt 
r # n « t ion« . 
rest 
re»* 
reflectior» -
lr...l 
^ : - - < F . b . > 
• tnOA 
For "weak" reflections, the contributions of the gold atoms to the structu­
re factors cancel, F = 0 . The structure amplitude for the rest structu­
re is given by: 
IF I = IF | 1
 rest' ' obs' 
A Wilson plot for these reflections gave the overall temperature factor of 
the light atoms (S, N, C, H). The IF . I values were normalized, i.e. con-
rest 
verted to |E | values. Where direct methods cannot be applied to the 
total structure, they can be applied to the rest structure. The sigma-2 or 
triple-product sign relationship was applied to all 
E values with |E | greater than, say, 1.0. At this stage, the set 
Γ G 51 JTÖ S t 
of "strong" reflections contained 367 reflections with |E | > 1.3, ha-
ving a known sign, and all, of course, in parity classes eee and eoo 
(eleven, o=odd). Two reflections of the set of "weak" reflections (221 and 
348, ІЕ I > 2.0) were arbitrarily given a sign to fix the origin. There­
after, signs of another 180 reflections in the set of "weak" reflections 
were easily obtained. 
A Fourier synthesis, referred to as DIRDIF Fourier synthesis, revealed the 
complete light atom structure. A generalisation of this "special" procedure 
is given in section 4. 
2. Difference-structure factors; weights 
Let us assume that a small part of a structure is known. The partial struc­
ture factor, F , is the structure factor calculated for the known atoms. 
Ρ 
IF . I is the observed structure amplitude. In conventional Fourier and 
obs 
refinement techniques IF . I is given the phase φ (phase of F ). In gene-
ODS ρ ρ 
ral, the true phase of F . deviates from the calculated phase Φ . 
- 1.13 
In Figure 3, the phase difference between 
the true F . and the calculated F is 0. 
obs ρ 
Assuming that there are no errors in the 
positions of the known atoms, the struc­
ture factor of the unknown part of the 
structure (i.e. the difference structure, 
or rest structure) is given by 
F . - F 
obs ρ 
(1) 
Of course, β is not known and one cannot 
calculate F . Let us consider the smal-
r 
l e s t and the largest possible value for 
F (see Figure 4) : 
UF_ 
|F . lexp ІФ òbs r ρ - F 
i F ^ l e x p і(*
р+ш) - F p 
Шагсіе 
Figure 3. Vector diagram 
for Equation (1). 
(2a) 
(2b) 
Note, that U F 1 s |F | S U F |. 
Considering the phase of F., φ., we have to distinguish two sets of re­
flections. 
Set 1 |F I < IF^.I : Φ. - Ф_ (3a) p| |Pob.' rl 
« · *
2
 iFp· > 'Ob.· V (3b) 
set 1: IF I < Ir ..I 
ρ oos 
set 2, |Fp| > Ir^l 
Гідгіге 4. Vector diagrams for Equation (2). 
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When a small part of the structure is known, most of the reflections belong 
to set 1 and the phase of ΔΡ. equals the calculated phase φ . 
Set 2 is a relatively small, but important set of reflections. 
(Note: all zero-observed reflections belong to set 2; they play a role on­
ly in case |F | is significantly greater than the standard deviation of 
'
F
obs'·' 
Before ¿F can be calculated (Eq. 2), the data has to be brought on an 
absolute scale. 
The Wilson-Parthasarathy formula (Parthasarathy, 1966) is used for a least-
squares refinement (Gould et al., 197S) of 
SC = the scale factor, 
В » the overall temperature parameter of the known part of the structure, 
Ρ 
В = the overall temperature parameter of the difference structure. 
A careful evaluation of these quantities leads to reliable AF. values. Af­
ter refinement of SC, В and В , and the calculation of AF., the data will 
ρ r 1 
be normalized. 
Define, and calculate: 
Ej = UFj/g (4) 
where g is the usual normalization factor for the rest structure. It is the 
purpose of DIRDIF to find the true E value; i.e. the phased, normalized 
structure factor of the rest structure. After the refinement, the resulting 
E values are converted to F values: 
r r 
F « g E (5) 
r r 
Weights 
In the conventional difference Fourier technique Ù.F. is used as Fourier 
coefficient. For many reflections, ¿F. indeed is the more probable estima-
te for F , and may be used in the summations for a difference electron den-
sity map. For other reflections, however, ΔΡ. is a better estimate for F , 
and ΔΡ. should not be used. Correctly weighted Fourier or difference-Fou­
rier coefficients are derived by Woolfson (1956), Sim (1960) and Srinivasan 
(1968). Similar weights, to be denoted W , are associated with the use of 
ΔΡ in the DIRDIF refinement procedure. M represents the 'probability' of 
ΔΡ. relative to ΔΡ., and will be used only for those cases where ΔΡ. is 
more probable than ΔΡ.. 
The phases of the reflections of set 2 (IF I > |F , |) are very reliable, 
ρ ODS 
especially if |ΔΡ | is significantly greater than zero (say, |E I > 0,7): 
for these reflections we use W. - 1.0. 
The weights W are used in the initiation of the weighted tangent refinement. 
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3. Refinement and phase extension 
All reflections with ІЕ. I greater than, say, 0.9, are subjected to tangent 
refinement and phase extension. E. is used as input to the weighted tangent 
formula if ІЕ. I and its weight W. are sufficiently large. New phases, de­
noted φ , are calculated for all reflections with ІЕ.I > 0.9. In general, 
φ is different from φ., and is a better estimate for the true φ value. 
r 1 r 
Reflections with very low weight W, (F • 0) now may have a well defined 
1
 Ρ 
phase (phase extens ion) . 
Any change in the phase of a ref lect ion n e c e s s i t a t e s an adjustment of i t s 
amplitude: for each ref lect ion 
the new φ value i s used t o calcu-
r 
l a t e the corresponding ΙE I value, 
see Figure 5. The new E values are 
subject t o e r r o r s a r i s ing from i n ­
correct E values and from in-exact 
tangent-formula r e s u l t s . Tbe re f ine­
ment, however, i s t o be repeated. 
The ' r e l i a b i l i t y ' of the tangent-
formula r e s u l t i s denoted W . 
r 
Figure 5.Construction of F 
for a given phase φ . 
Whether or not the new phases φ are accepted depends on the corresponding 
weights. If W > w. then the new phase φ is accepted with weight И . If 
W < W then the new φ value is only partially accepted, i.e. φ is re­
placed by a value inbetween φ. and φ (if permitted by space group synms-
try). 
The t 
input to the second cycle of the tangent refinement, to obtain renewed φ 
values, and so on. Convergence usually is achieved in four or five cycles. 
As a consequence of the definitions of M. and W , the original phases Φ. 
still play an important role in the second and following cycles, and phases 
of reflections of set 2 cannot change much. 
Presumably, this is the reason that the tangent refinement applied to dif­
ference structure factors, appears to be very stable in regard to the usual 
enantlomorph problems encountered in space groups such as PI and p2.. 
Ihe final E values are the 'most probable E values Ί 
new φ , |E I and W values (if ІЕ | and И are sufficiently large) axe 
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they are transformed back to F values (Eq. S), and the corresponding Fou-
rier synthesis will give the 'most probable electron density map' for the 
rest-structure. 
A typical application of DIRDIF is given in the following example. 
Example "MONOS" C I 5 H 1 6 N 2 0 2 S 
(Noordik et al., 1978) C^£\ 
-О 
ç-cf-c 
Space group P Z ^ ^ Ζ - 4. Q . ./ 
This s tructure could not ' rout ine- Q—Q Q Q 
l y ' be so lved by d i r e c t methods. |Ч| | С 
The p o s i t i o n of the sulphur atom > Ь I 
C I N 
was found from a Patterson map a s : \ ^ ' A ^ ' V 
χ ~ 0 . 0 , у - 0 . 0 9 , ζ ·» 0 . 1 4 . ι С 
This p o s i t i o n , however, i s a Q 
pseudo-specia l p o s i t i o n as the 
t r i a l model inc ludes a mirror plane a t χ » 0 (and a center of symmetry a t 
h, ht 0 ) . A conventional di f ference Fourier would have l e d t o a superposi­
t i o n of the s tructure with i t s enantiomorph. This mirror symmetry was d e s ­
troyed by s h i f t i n g the atom about 0.15 A (x - 0 . 0 2 ) ; by t h i s choice (x 
p o s i t i v e rather than negat ive) the enantiomorph i s f ixed. 
The app l i ca t ion o f DIRDIF by an automatic run of the computer program gave 
the fo l lowing r e s u l t s : 
- Part ia l s tructure factors were ca lcu la ted for a l l 1684 r e f l e c t i o n s , i n ­
c luding the unobserved (= zero-observed) r e f l e c t i o n s . 
2 
- Refinement of SC, В and В gave: В = 4.81 A for the sulphur atom, and 
2 Ρ r Ρ 
В = 4.17 A for the remaining atoms. 
(Note : we found in other structures that unreasonable values for В and В 
Ρ г 
result from errors in cell contents, or errors in the trial structure, 
which thereby may be detected). 
- The data were normalized; 331 reflections had |E I > 0.9 and were sub­
jected to the tangent refinement procedure. 
- The final 331 E values were transformed to F values; for the remaining 
r r 
reflections Sim - Srinivasan coefficients were calculated; and a Fourier 
synthesis was calculated. 
- The top 20 peaks correspond to the 19 atoms of the molecule (including 
the sulphur atom) and one false position. 
4. The trial structure forms a sub-cell: 
Origin fixation. 
In inorganic and coordination chemistry one often finds one or more heavy 
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atoms at special or pseudo-special positions, such that these atoms form a 
avb-cell of the unit cell. 
Structure factor calculation shows that the trial structure does not con­
tribute to all parity groups. A conventional difference Fourier synthesis 
would lead to a superposition of the structure with the translated struc­
ture. 
Only the heavy atoms show the extra translational symmetry,- the rest struc­
ture has to be positioned relative to the known heavy atoms. Origin fixa­
tion in DIRDIF means the specification of an origin-ambiguity. The general 
principles are extremely simple: from the subset of reflections with no 
contribution from the trial structure, the strongest ten reflections are 
given a letter symbol to represent their phases. These reflections are in­
put to the tangent formula, together with the reflections having reliable 
E values. 
At the end of the first cycle the relationships between the letter symbols, 
arising from the application of the symbolic addition technique, are ana­
lysed. Because of the origin ambiguity, there are always two or more equal­
ly probable solutions. The origin is fixed by arbitrarily choosing one of 
these solutions, and the letter symbols are eliminated in terms of phases. 
The second and following cycles are performed with numerical phases, as 
described in section 3. 
5. A centrosymmetrlc trial structure for a non-centrosymmetric crystal; 
enantiomorph discrimination 
Let us consider the following, rather common, situation. In space group 
P2. we have located one heavy atom. A conventional difference Fourier syn­
thesis would lead to a superposition of the structure with its enantiomorph. 
DIRDIF with enantiomorph discrimination (Prick, Beurskens and Gould, 1983) 
is a very convenient tool for solving this problem. 
Assume that the center of symmetry of the trial structure coincides with 
the origin. (If not, the origin will be shifted during the execution of the 
program.) Then all calculated structure factors F have phases φ • 0 or 
o P P 
180 . 
In order to destroy the center of symmetry we must find reflections with 
о о 
phases, significantly different from 0 or 180 . Such reflections are re­
cognized by: 
a. a rather low weight W, (i.e. a relatively small IF I value), and 
1 Ρ 
b. a rather Inconsistent set of sigma-2 interactions (i.e. the tangent for­
mula cannot determine whether Φ is 0 or 180 ). 
We select some ten reflections and assign letter symbols to represent their 
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phases; these reflections are input to the tangent formula, together with 
the reflections having reliable E. values. At the end of the first cycle 
relationships between the letter symbols will be found, and they are in-
o 
terpreted such that the numerical values of the letter symbols are 90 or 
-90°. The enantiomorph is selected by choosing one of the two equally pro­
bable solutions for the letter symbols. Thereafter the numerical phases 
will be refined. 
6. Tangent formula recycling by DIRDIF 
Application of direct methods for the solution of not too small structures 
often leads to an electron density map (or Б map) from which a molecular 
fragment can be recognized, and tangent fonatila recycling techniques (Karle, 
1968) were introduced to complete the solution of the structure. 
The application of DIRDIF to light-atom structures is equivalent to tangent-
formula recycling for difference-structure factors. Ihere are important dif­
ferences between the conventional tangent recycling and the present procedu­
re: different reflections and sigma-2 interactions are used, the number of 
unknown atoms that must be found is less, and the refinement is stable with 
respect to origin and enantiomorph. , 
Direct methods problems often are caused by regular patterns in the 
structure, enhanced by planarity or symmetry of the molecules: a molecular 
fragment is then easily recognized, and by "subtraction of the fragment from 
the structure", the cause of troubles is at least partly removed. DIRDIF, 
therefor, is a powerful alternative to tangent recycling. 
When a molecular fragment cannot be expanded one may assume that either 
the space group is wrong or that the fragment is misplaced. In either case 
it is useful to expand the reflection data to a half sphere, and to execu­
te the methods described above in space group PI. Automated translation 
functions, based on the DIRDIF-P1 Fourier map, can be used to position the 
known fragment (Doesburg and Beurskens, 1983). 
7. Automated vector search rotation functions 
The availability of crystallographic data bases, and programs for pre­
diction of molecular geometries, are causing a revival of Patterson methods. 
The Nordman a Schilling (1970) vector search programs have been automated 
(Strumpel et al., 1983) and incorporated in the DIRDIF system. To our expe­
rience, the vector search rotation functions are very reliable/and cer­
tainly less computer time demanding than generally believed. 
The molecular fragment of known geometry is oriented to give maximum 
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FLOW DIAGRAM OF THE DIRDIF PROGRAM SYSTEM 
known 
heavy 
atom 
positions 
known molecular 
fragment (from 
direct methods 
failure) 
position 
correct 
* 
position 
false 
run DIRDIF ^ * 
select new atoms 
(expanded model) 
^ structure 
not solved 
structure uolved 
known geometry of 
a molecular fragment 
1 
run ORIENT 
(orientation functions) 
i 
oriented fragment 
position unknown 
* 
—r— 
expand data 
4 
run DIRDIF in PI 
run TRADIR 
(translation functions) 
shift atoms to the 
correct positions 
(note: DIRDIF, TRADIR, 
ORIENT, and other«, 
are subprograms of 
the DIRDIF system.) 
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consistency with the Patterson function. The resulting set of atomic para­
meters is used for the calculation of translation functions in DI RDIF Fou­
rier space; the resulting shift vector is applied to the atomic parameters, 
and the now correctly positioned fragment is expanded by the same DIRDIF 
phase refinement proceuure. Manual intervention, although possible, is not 
required. 
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1 4 Translation functions-
TRADIR strengthened TKAnslation functions based on DIRect methods 
applied to difference structure factors. 
TRACOR' TRAnslation functions based on the CORrelation 
of (Б)2 magnitudes 
As mentioned in Section 1.1, the positioning of a correctly oriented molecular 
fragment with respect to the symmetry elements of the space group is quite often a 
major obstacle in automated structure determination processes Usually, the ori­
entation of a molecular fragment is found by rotation search methods in Patterson 
space (see e.g Braun, Hornstra and Leenhouts, 1969; Nordman and Schilling, 1970; 
Schilling, 1970, Crowther, 1972) or by a priori direct methods in which systematic 
phase errors may lead to correctly oriented but misplaced fragments (Silva and 
Viterbo, 1980) Many procedures have been suggested to determine a translation 
vector which, upon application, positions the known fragment correctly (for an 
overview, see Langs, 1975). At present, only two methods have been Incorporated 
in automated crystal structure determination programs: 
PATSEE in SHELX84 (Egert and Sheldrick, 1985) and 
TRADIR in DIRDIF (Doesburg and Beurskens, 1983). 
Since a considerable part of this thesis is devoted to the (automatic) determina­
tion of the above mentioned translation vector, a brief introduction to TRADIR and 
TRACOR is given in this section. 
TRADIR, strengthened TRAnslation functions based on DIRect methods applied to dif­
ference structure factors. 
Strengthened translation functions are defined in DIRDIF-Fourier space. This 
method for the positioning of a correctly oriented fragment combines the power of 
phase-refinement and phase-expansion by DIRDIF procedures with the computational 
elegance of convolution techniques. TRADIR consists of the following steps: 
(1) expansion of the reflection data to triclinic symmetry, 
(2) application of the DIRDIF procedures to refine and expand the phases of the 
difference structure factors, 
(3) calculation and evaluation of the translation functions and 
(4) calculation of the translation vector which, upon application, positions the 
known fragment correctly with respect to the symmetry elements. 
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ad 1. Expansion of the reflection data to triclinic symmetry. 
Usually, only symmetry independent reflections, b. a r e available. Symmetry 
related reflections, h , are generated using b
s
 =
 Ь^ (^ . i s the rotation 
matrix of the symmetry operation s; s=2,...,n ; η =number of symmetry opera­
tions) excluding Friedel-related and identical reflections. Observed struc­
ture factors |F
o
K
s
0l
s
)l=lF
o
bs(b)l a r e assigned to the generated reflections. 
Thereafter, the symmetry elements are discarded and the reflections ]) and h 
are considered to be independent. Thereby the 'symmetry-reduced' space 
group, which is either PI or a lattice-centered equivalent, is generated. 
ad 2. Application of the DISOIF procedures to refine and expand the phases of the 
difference structure factors. 
From the atomic positions of the known fragment partial structure factors, 
F , are calculated in the symmetry-reduced space group. Scale and tempera­
ture factors are calculated using the 'two-dimensional' scaling procedure 
(Gould, van den Hark and Beurskens, 1975). Initial normalized estimates for 
the structure factors of the unknown part of the structure with their 
weights are calculated and are subjected to the weighted tangent formula to 
obtain structure factors F . 
ad 3. Calculation and evaluation of the translation functions. 
The translation function defined below, is based on the measure of fit 
between a search fragment defined in terms of an electron density function 
and the electron density function of the unknown part of the structure cal­
culated by DIRDIF. The electron density function ρ of the correctly ori­
ented fragment and, in the triclinic space group only, correctly positioned 
fragment is defined by: 
Pp(£) = V"» £ b F p ехр(-2»ІЬ«г) (1.4.1) 
where the summation is over all reflections Ь (including the generated 
reflections h ). The electron density function, p . of the unknown part of 
the structure in the symmetry-reduced space group is expressed by 
P
r
(l) = V*1 I b F r βχρ(-2»11ι·£) (1.4.2) 
of which the Fourier coefficients are obtained from the application of 
DIRDIF. The electron density function ρ contains fragments ρ which are 
symmetry related to the known fragment by the symmetry elements of the true 
space group, ρ is calculated from 
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( І ) =
 ^'
 Σ1ΐ Fps ««Pt-2»*·!) ( 1 · 4 · 3 ) 
in which 
FPS = Σ ρ f. ехрСг^і^СН^+^)) (1.4.4) 
where R and t are the rotation matrix and translation vector, respective­
ly, of the symmetry operator s; the summation is over all atoms of the known 
fragment. Of course, structure factors F can be calculated directly from 
F p s(b) = Рр(1ц.) expUirih·^) (1.4.5) 
Thus F is calculated from the atomic positions of the known fragment; F is 
calculated by the DIRDIF procedures and F values for the symmetry related 
fragments are easily calculated by Eq.1.4.5. 
The electron density functions ρ , ρ and ρ can, in principle, be calcu­
lated and they could be used for the calculation of a direct space transla­
tion function. Such a 'general' translation function has been defined by by 
Argos and Rossmann (1980) and is used to define the measure of fit for ρ 
in p
r
: 
Q
s
(
a) - J fps ( , : ' a ) p r ( i ) d * α · 4 · 6 ) 
unit cell 
which will be maximum for 3 = 3«· 
However, the evaluation of such a convolution in real space is very time 
consuming. It is of great advantage to rewrite this translation function in 
terms of a reciprocal space translation function (see e.g. Crowther and 
Blow,1967). Substituting Eqs.1.4.2 and 1.4.4 and integrating term by tera 
yields 
Q
e
(i) - V"1 I h Fpe(à)Fr(|i) exp(-2»i|i«3) (1.4.7) 
where F is the adjoint conjugute of F. 
Eq.1.4.7 is used for the actual calculation of the translation function, 
since it can be simply evaluated by fast Fourier transform algorithm (FFT). 
For every symmetry element, with exception of the identity operation, the 
DIRDIF results (F -values) are used to generate a specific translation func-
tion which, upon evaluation with FFT techniques, yields a translation vector 
q«. When translation vectors q» are applied to the fragments ρ , the known 
fragment and the symmetry related fragments are positioned correctly with 
respect to the symmetry elements. 
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ad 4. Calculation of the translation vector which, upon application, positions the 
known fragment correctly with respect to the symmetry elements. 
The translation vector £i, which is used to position the known fragment ρ 
correctly relative to one synnetry element, is related to the vector <jt in a 
symmetry-dependent way. It appears that 
£. = - (I - R
s
) £. (1.4.8) 
where I is the identity matrix. 
(For the symmetry elements of which one or two directions in Eq. 1.4.8 are 
undetermined, the equation can be reduced, to yield two or one dimensional 
vector equations respectively.) 
After all translation vectors (i.e. for all symmetry operations) have been 
evaluated, an attempt is made to combine the various translation vectors £· 
into one, if possible, three-dimensional vector. 
The general idea behind the TRADIR procedure to position molecular fragments, can 
be described as the convolution of the electron density functions ρ and the 
improved electron density function ρ of the remainder of the structure. An 
extension of this concept is the use of the electron density function ρ itself as 
'search fragment' (Chapter 5). In the present TRADIR procedure, these 'alterna­
tive' strengthened translation functions, which can be described as the autoconvo-
vector £i. 
TRACOR: TRAnslation functions based on the CORrelation of |E| 2 magnitudes. 
Coimonly used rotation and translation functions in reciprocal space to find the 
orientation and/or position of a molecular fragment are all related to the func­
tion Q(R,£)=<|E. | 2|E h (R.t))*^, where |E. | is the observed normalized structure 
factor and E,(R,£) is the normalized structure factor of the known fragment as 
function of its orientation R and position £ (Rossmann and Blow, 1962; Tollin, 
1966; Lattman and Love, 1970; Langs, 1975; Nixon and North, 1976). Usually the 
average is taken over relatively strong reflections. Beurskens (1981) has shown 
that these functions can be derived from statistical considerations, without 
refering to a Patterson synthesis. From centrosymmetric and noncentrosymmetric 
probability density functions, theoretical averages of |E. |J|E, j 1 were derived as 
a function of the scattering fraction of the partial structure and as a function 
of a threshold value E-J.: i.e. only reflections with E. >E , are included in the 
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averaging. Petit, Geise and Lenstra (1984) investigated the properties of the 
probability density function Pi^ujEul'lE. (R)!') via its moments, in order to 
describe the conditions under which the rotation function Σ.|Ε.|*|E. (R)!* is a 
useful discriminator function. In particular, the effect of the size of the 
search fragment and the effect of data truncation were studied. 
The apparent power of correlation functions to position planar molecular fragments 
(Chapter 6) induced a generalization of the application of these functions. From 
the experience in using DIRDIF, it appears that it is possible to position frag­
ments with a scattering power of about lOt of the total scattering power. (Usual­
ly, the strength of various reciprocal space translation functions is illustrated 
by examples in which the scattering power of the search fragments is, at least, 
20%.) In Chapter 7, test cases confirming this experience are presented. 
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Ch¿pter 2. The practical aspects of OIRDIF applications 
Section 2.1, the first section of this Chapter, answers questions of practical 
nature on the use of direct methods applied to difference structure factors as 
implemented in the DIRDIF program system. This Section is reprinted from Acta 
Cryst. (1983), A39, 860-864. 
Section 2.2 is reprinted from Acta Cryst. (1985), C41, 1309-1312, and is an exam-
ple of the use of rerun options mentioned in Section 2.1. Originally the struc-
ture of tetracarbonyl(phenanthroline)molybdemim(0) was solved using SHELX76 
(Sheldrick, 1976), but an error in the atomic scattering factor expression for 
molybdenum hampered the least-squares refinement. It was assumed that the struc-
ture solution was incorrect, and therefore DIROIF was used to solve the structure 
using the molybdenum as known part of the structure. A subsequent weighted 
Fourier synthesis did not reveal any significant electron density beyond the pre-
viously found solution, thereby confirming the original structure solution. At 
that time it dawned upon us. After correcting the error in the form factor 
expression, the model refined to R»0.0183. 
Reference 
Sheldrick, G.H., (1976). SHELX76. Program for crystal structure determination. 
Univ. of Cambridge, England. 
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Acia Crysl. (1983) A39,860-864 
A Note on Practical Aspects of the Application otDIRDIF, a Procedure for Structure 
Elucidation When a Part of the Structure is Known 
BY V PARTHASARATtn,· PAUL T. BEURSKENsf AND H. J BRUINS SLOT 
Crystallography Laboratory, University of N(jmegen, Toernooweld, 6525 EDN\jmegen, The Netherlands 
(Received 16 May 1982, accepted i July 1983) 
Abstract 
The DIRDIF procedure (direct methods applied to 
difference structures) has been tested on a variety of 
structures It is shown that errors m the atomic 
positions of approximately 0-3 A are acceptable, that 
the minimum size of the known molecular fragment is 
about 10% of the total scattering power, and that lack 
of knowledge about the unit-cell contents is not 
deleterious 
Imroductlon 
When part of a structure is known, the DIRDIF 
method (Beurskens et al, 1982) can be effectively used 
to solve the unknown part of the structure. Although 
the vanous DIRDIF procedures include unique 
features designed for solving enantiomorph and super-
symmetry problems (see Prick, Beurskens & Gould, 
1983, and references therein), the general DIRDIF 
method has proved to be a very efficient tool for routine 
crystal-structure analyses, particularly if the known 
part is only barely sufficient to solve the structure. The 
automatic computer program uses observed structure 
amplitudes and positions of the known atoms as input 
to a structure-factor calculation and scaling routine. 
This is followed by a weighted tangent refinement of the 
difference structure factors, to yield a greatly improved 
electron density map. 
• Permanent addrns Departmcnl of Physics, Bharadndasan 
University, rtruchirapalli 620 023, India 
t Aathor to whom correspondence should be addressed 
0108 7673/83/060860-05») I 50 
To explore the effects of errors or lack of infor-
mation, we pose the following questions: 
Ql. How small may the known part be so that 
D/flD/F is still helpful? 
Q2. How much error can be tolerated m the 
positional coordinates of the known atoms? 
QÌ What are the effects of 'incorrect atoms' m an 
otherwise correct molecular fragment^  
Q4. What is the effect of unknown chemical 
composition? 
We investigated these aspects using a few known 
crystal structures as test cases. The results are 
summarized m this note. 
Calculations 
All calculations were performed by the program 
DIRDIF using default executional parameters. A 
scaling procedure (Could, Van den Hark & Beurskens, 
1975) leads to the determination of the scale factor, 
SC, Bp the (overall) isotropic temperature parameter of 
the known part (heavy atom or 'partial structure*), and 
B, the (overall) isotropic temperature parameter of the 
unknown part of the structure ('rest structure'). 
The contribution of the known part to the total 
scattering power is defined by the a prion scattering 
fraction: 
ρί = Σζ«/ΣΖ?. 
P I 
where Ζ is the atomic number, Σ, denotes summation 
over the known atoms, and Σ/ denotes summation over 
all atoms in the unit cell. 
О 1983 International Union of Crystallography 
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After the scaling procedure the scattenng fraction is 
recalculated as 
where Fp is the partial structure factor, calculated with 
temperature parameter Bp, Fob, is on an absolute scale, 
and Χ,, denotes summation over all reflections 
Note that рг
т
 depends on structural peculiarities as 
well as on the result of the scaling procedure 
Normalization of the difference structure factors, 
^ " i - O ' ^ l - l i ' ^ e x p d f i ) 
gives £ , values. I£,l is the lowest possible estimate for 
\E,\ (the l£l value of the unknown part of the 
structure) £, is 'phased' by the known atoms It is the 
purpose of the DIRDIF procedure to transform £, 
values into Er values, by two or three cycles of 
weighted tangent refinement The resulting E, values 
Table I Crystal data of test structures 
Compound MONOS 
Refertnce (a) 
Chemical formula €„4,^ fi fi 
W(as)mul 20 
Ζ 4 
Space (roup Pillili 
л (Al S 166(4) 
Ь(Al I I 409(3) 
c(A) 15 »36(41 
ο ( · ) 50 
# ( · ) 90 )(·) » 
M ( M i t t 3368 
Faul ft 0 046 
HERTA 
(« 
60 
4 
14 022(4) 
13 094(4) 
9 221(3) 
90 
93 20(2) 
90 
3565 
0 065 
AUÍP? 
(ri 
lAiMPPhJjKNO,), 
149 
4 
П,/л 
25 444(6) 
17 332(6) 
28 795(6) 
90 
97 66 (3) 
90 
2S29 
0 056 
RdcKiKcs (β) Noor&k Bcunkou. Oacnheym, Hcrschod A TvhuN 
(197») m Beurskcos Beunta» 4 Van den Hark (1976) (с) Van der 
Veldei Hour Boeman * NoordiMWtlt 
* Л (aiym u ) Number of non hydrofen atomi m UM aaymmetne 
unit 
t Л (red ) > number of independent rdlecoona. 
are converted into F, values which are used as input to 
a Fourier synthesis and peak interpretation program 
The test structures are listed in Table I, they are 
denoted by the code names MONOS, HEPTA and 
AU8P7 
MONOS is taken as an example of an organic 
molecule with one medium heavy atom (sulphur) 
Structures of this type are usually solved by direct 
methods We find it easier to obtain the sulphur 
position from a sharpened Patterson synthesis and to 
determine the remaining non hydrogen atoms using 
DIRDIF One interpretation of the Patterson synthesis 
of MONOS leads to a sulphur position with χ = 00, 
which constitutes a centrosymmetnc structure This 
enantiomorph problem can be solved by DIRDIF 
(Pnck, Beurskens & Gould, 1983) In this note, 
however, we report the DIRDIF results for slightly 
shifted positrons of the input sulphur atom For this 
compound, questions Q2 and Q4 (see above) are 
answered by the results collected in Tables 2 and 3 An 
error of 0 S A in the position of the sulphur atom is too 
much An error of 0 4 À leads to an incomplete 
structure, the highest peak in the Fourier synthesis 
gives an improved position of the sulphur atom For 
comparison, Table 2 also includes the results obtained 
by a Sim's (I960) weighted Founer synthesis As can 
be seen from Table 3, satisfactory results occur for 
widely varying cell contents 
Table 3 Test runs for MONOS varying cell content 
Error in the total 
scattenng power 
* 5 0 * 
•ÎS4«. 
0% 
-25% 
3 74 0 16 
4 19 020 
4 81 0 25 
5 77 ο υ 
•,V„ іееТаЫег 
Mt 
0 25 19 
0 27 19 
0 29 19 
0 34 19 
ТаЫе 2 Test runs for MONOS error In the position of the input S atom 
Input 
deviauont 
0 0 0 
0 10 
0 2 0 
0 3 0 
0 4 0 
oso 
*, 
4 8 1 
5 12 
6 3! 
7 63 
8 12 
7 26 
В, 
4 17 
4 IO 
3 75 
3 63 
3 61 
3 59 
Statisüc« 
SC 
0411 
0409 
0406 
0400 
0 395 
0409 
lì. 
029 
028 
0 24 
020 
020 
0 21 
« 
0 365 
0 567 
0 615 
0660 
0-674 
0 6S2 
Results from 
DIRDIF fount! 
synthesis 
Deviatrant 
AT»· (A) 
19 0 02 
IB 0 03 
17 004 
16 0 04 
7 0 26 
1 0 61 
Results from 
conventional Founer 
synthesis 
*,. 
13 
13 
10 
9 
7 
3 
Devmtiont 
0 01 
006 
0 15 
0 27 
0 38 
051 
The scittenng fraction pj = 0 25 
*Л>„ numbcTofpeikstepre*entingMoimcpo«lionjoutofthehighe»t 24pe*lt$(m«iumum 20) 
t Deviation (A) of input or output sulphur poution with respect to the refirwd powtton 
t A » the convcntionil residual (using 5C and £,) 
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HEPTA is taken as an example of an equal atom 
structure The two independent molecules consist of 
fused hexagons Such structures often lead to £ maps 
in which hexagonal patterns are found ('chicken wire') 
Here, we report the DIRDIF results for fragments of 
different size and quality, at approximately correct 
position and orientation (For the application of 
DIRDIF translation functions to misplaced fragments, 
see Doesburg &. Beurskens, 1983) For the fragments, 
which are defined in Table 4, the answers to the 
questions β I. Q2 and Qi are given in Tables S, 6 and 
7, respectively The results for different fragments show 
large variations, related to the nature of the fragments 
For instance, the fragment Fba constitutes a hexagon, 
which is not a unique feature m this structure, while 
F6c constitutes a connected chain of six carbon atoms 
belonging to different hexagons As can be seen m 
Table S, all fragments but Fba give satisfactory results 
The answer to Q2 depends on the size of the fragment 
Table 4 Description of fragments of HEPTA 
ζ Carbon atoms entered· pi 
S 6 27 28 29 30 0 10 
Fib 
Fkc 
F»a 
Fib 
Ftc 
Ш 
FiOa 
F\0b 
19 
8 
21 
II 
18 
25 
23 
21 
21 
19 
9 
10 
9 10 
27 28 
29 
25 
27 
25 
26 
23 
24 
26 27 
29 
29 
28 
25 
26 
26 
27 
27 
28 
0 10 
0 10 
о 13 
о 13 
0 13 
0 13 
0 16 
0 16 
Fila 8 9 10 Π 12 21 22 23 24 25 26 27 0 20 
f 126 7 % 9 10 11 21 23 24 25 26 27 28 0 20 
* Numbering as in Beurskens Beurskens & Vin der Hart ( 1976) 
; - 2 6 
25-
28—27 
б' 29-1 
V5-3¿ Ъ 
w 
JI-22 
1,8-19 13 
17 20-14 \ / 16-15 
Table 5 Test runs for HEPTA correct input fragment 
Lode 
F6<! 
Fbb 
Fie 
Fin 
FU 
Fie 
flOo 
Fila 
0 24 
0 20 
0 12 
0 17 
0 25 
0 19 
0 2 1 
0 24 
16 
24 
30 
27 
29 
30 
29 
30 
27 
4 0 
6 0 
49 
52 
6 0 
55 
6 0 
* N^ number оГ peaks representing atomic positions out of highest jO peaks 
* N , - mimher of peaks representing atomic positions out of highest 
^ peaks (maximum 60) 
Table 6 shows that the atomic positions of a 12 atom 
fragment may have standard deviations up to 0 4 A, 
while the smaller fragments only give satisfactory 
results with more accurate positions The six atom 
fragment F6b with a standard deviation of 0 20 À 
(which implies larger deviations for two or three atoms) 
is only marginally sufficient for the elucidation of the 
structure In Tables 5 and 6 it is shown that for small or 
poor fragments, which do not lead to the deter 
mmation of the complete structure, the first thirty peaks 
include a relatively large number of correct atomic 
positions Table 7 gives the results for some fragments 
to which 1, 2 or 3 'wrong atoms' were added at 
Table 6 Test runs for HEPTA input fragments with 
error 
Input fragment 
Code 
FM 
Ftb 
FlOa 
Fila 
S d * 
0 0 0 
0 20 
0 4 0 
0 6 0 
0 0 0 
0 20 
0 4 0 
0 6 0 
0 0 0 
0 20 
0 4 0 
0 6 0 
0 0 0 
0 20 
0 40 
0 6 0 
Statistics 
*. 
1 10 
1 33 
2 33 
7 22 
1 45 
2 4 0 
3 6 6 
4 40 
2 0 9 
2 6 0 
5 35 
6 81 
2 39 
2 75 
3 47 
7 25 
Pi. 
0 2 0 
0 14 
0 10 
0 0 4 
0 25 
0 13 
0 10 
0 II 
0 21 
0 16 
0 0 9 
0 07 
0 24 
0 19 
0 16 
0 0 8 
Results from 
DIRDIF 
Fourier 
synthesis 
N¿t 
24 
IS 
5 
14 
29 
26 
15 
1 
29 
30 
17 
12 
30 
30 
26 
6 
"»* 
40 
25 
9 
22 
52 
34 
23 
3 
59 
57 
28 
16 
60 
60 
45 
12 
Resulting 
average 
devtauont 
9 
0 16 
0 37 
0 31 
t 
9 0 27 
0 6 0 
i 
i 
0 22 
0 39 
i 
i 
0 26 
0 46 
* Standard deviation (A) of the at random shifted input atoms (in A), 
relative to their refined positions 
+ Average deviation (A) of the new positions of the input atoms 
t /ν» N„ see Table 5 { Average deviation less than 0 I A primarily due to іліегроЫкю errors, 
Tabic 7 Test runs for HEPTA effect of mcorrect 
atoms peak numbers of'wrong atoms' 
Input 
fragment 
N' 
1 
1 
I 
2 
2 
s 
3 
N + f U 
W 
13 
97 
18 
16 17 
17 23 §5 18 
58 17 27 
(»t 
65 
26 
IS 
19 
29 
19 
20 
A f + F l O » 
(a) 
21 
15 
17 
IS 30 
21 23 
12 20 
I I 21 37 
(») 
57 
26 
19 
35 
20 
21 
19 
N+FIU 
(a) (*) 
42 40 
30 24 
24 30 
22 41 44 
15 52 22 
9 10 24 32 
14 31 52 30 
• N - number of incorrect peaks 
t (a) Peak numbers for wrong atoms (peaks are numbered in order of 
decreasing peak heights) 
t (b) Peak number of the highest new erroneous peak 
S Unsatisfactory result because a wrong atom or an erroneous peak 
does not occur below all correct mput atoms 
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Table b Test runs for А1/8Я7.· error in the position of 
¡при! atoms 
The known fragmenl consists of three Au atoms 
Deviation* 
0 1 
0 2 
0 4 
0 6 
>P0 
> I 0 * 
&. 
0 36 
0 16 
0 35 
0 34 
0 28 
0 IS 
», 
<о* 
<ot 
<ot 
<ot 
12 4 I | 
21 755 
К 
0 554 
0 55« 
0 572 
0 584 
0 672 
0 643 
"S 
-
* Ьггог (A) in the poMiion of one Au alom (Two other aloms at coowt 
positions ) 
t For this entry all three Au atoms of the input fragment have an error 
>l OA 
t Temperature factor S, was reset to 0 
§ Temperature factors 0 , and B, were reset to default values 
4 N, number of gold atoms located in the DIRDIF Founer synthesis 
(masimum 8) 
Table 9. Test runs of A1/8P7.· varying cell content 
The known fragment consists of one Au atom at correct position-
Error in total 
scattenng power 0 , N9t 
0% <0" 8 
50% <0t 8 
- 75% <0t 8 
* Temperature factors B, and B, were reset to default values. 
t Temperature factor Bp was reset to 0 
t Nt number of gold atoms located in the DIKDIF Founer synthesis 
(maximum 8) 
incorrect though chemically reasonable positions, 
extending the hexagonal pattern. There is a strong 
tendency for the 'wrong atoms' not to appear within the 
list of the highest peaks. 
Au8P7 is taken as an example of a troublesome 
heavy-atom structure. In this type of gold cluster 
compound the composition and the skeleton geometry 
are often not knowr. We have solved several cluster 
compounds by finding a few gold atoms from partial 
interpretation of a Patterson synthesis, and locating the 
remaining heavy atoms using DIRDIF. The questions 
Q2, QÌ and Q4 tre answered in Tables 8 and 9. A 
known fragment consisting of three Au atoms revealed 
in all cases the positions of the remaining Au atoms, 
except when all positions were wrong. An error in the 
cell contents up to 75% has little effect on the DIRDIF 
results, as Table 9 shows: all Au atoms were located. 
Discussion of the reinita 
From these experiments, it may be concluded that 
errors in the atomic positions of approximately 0-3 A 
are acceptable (Tables 2, 6 and 8), that 'wrong atoms' 
in the peak list are de-emphasized (Table 7), that the 
minimum size of the known fragment is about 10% of 
the total scattering power (Tables S and 6), and that 
errors in the cell contents have little effect (Tables 3 
and 9). 
These results cannot be generalized quantitatively, 
since structures of different complexities and with 
different structural peculiarities may behave differently 
in a given situation. However, they are consistent with 
our many practical applications of DIRDIF to the 
solution of unknown structures. 
When DIRDIF fails to reveal the structure, valuable 
information about the nature of the problem is given by 
various statistical quantities, some of which are 
collected in the tables. 
Tables 2 and 6 show that a bad partial structure 
flarge errors in the positions of the input atoms) leads 
to large values of Bp. (An incorrect input model is 
'blown up' by the scaling procedure.) Br is not that 
much affected by the model. (For a small fragment Br 
is largely determined by the overall temperature 
parameter.) 
The effect of varying cell contents is minimized by 
the scaling procedure. The resulting temperature factor 
Bp is a function of the assumed relative scattering 
power of the input fragment. (Table 3). 
The a priori calculated scattering power of the 
known fragment, p], depends on the number and the 
type of atoms only; the experimental scattering 
fraction, ;>!,„, depends on the quality of the model, on 
structural peculiarities, and also on the result of the 
scaling procedure. Therefore, Bp and pl%p are strongly 
correlated. Nevertheless, we find it useful to observe the 
results Гогріц,: its value decreases if the model is bad. 
Other statistical quantities, such as the expectation 
value of l£,l, have been discussed previously 
(Beurskens, Prick, Doesburg & Gould, 1979). 
Tables S and 6 show that in cases in which the 
known fragment is only barely sufficient to solve the 
structure (very small fragment and/or large errors in 
the atomic positions), the input model is obtained from 
the DIRDIF Fourier synthesis with improved positions, 
and that some new atomic positions may be selected 
from the list of the largest peaks. Also, Table 7 shows 
that possible 'wrong atoms' will sink to the bottom of 
the peak list. One may therefore use selected output 
positions as input to another DIRDIF run, while 
considering the following: 
- If a well defined structure is found in the DIRDIF 
Fourier map, and only a few atoms are missing, a 
conventional Fourier synthesis may be used to locate 
the missing atoms. (At this stage the difference 
structure factors are largely determined by errors in the 
model and errors in the observed intensities; tangent 
refinement now is not advisable; the program DIRDIF 
automatically bypasses the refinement, and produces a 
conventional Fourier synthesis). 
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- If the complete structure is recognized, but of poor 
quality, a conventional Fourier synthesis may be used 
to obtain refined parameters 
- If only a fragment is recognized (say less than 60% 
of the total scattering power), this fragment may be 
used as input to DIRDIF 
- If the structure is not recognized, one should pay 
attention to the printed statistical quantities, and 
examine the input model Large Bf and small РІ^, 
indicate a bad model Too large or too small B
r
 values 
or an \E,\' average which deviates too much from 
unity are often related to scaling problems' in this case 
the user may supply reasonable values for Л, and 0 , 
and rerun DIRDIF with a severe sin θ/λ cut-off The 
following rerun options may be considered. 
* If the model consists of one or more heavy atoms, 
which appear to be shifted by more than 0· 1 A, the new 
positons may be used as input 
* For a light-atom fragment the same option can be 
applied and one may also reject the atoms that return 
low in the peak list, and include some higher peaks 
* If the input fragment completely returns in the 
DIRDIF Founer, with atomic shifts less than 0 1 A, we 
suggest adding a number of high peaks to the known 
fragment this number may be 10, 20% of the total 
number of non-hydrogen atoms, or 50% of the number 
of atoms of the input model, depending on the problem 
at hand. 
The investigations were supported (in part) by the 
Netherlands Foundation for Chemical Research (SON) 
with financial aid from the Netherlands Organization 
for the Advancement of Pure Research (ZWO). 
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Structure of Tetracarbonyl(phenanthroline)molybdenuiii(0), [Mo(CO)4(Ci2H,Nj)J, 
at 185 К 
BY HILBERT J. BRUINS SLOT 
Crystallography Laboratory, University of Nijmegen, Toemooiveld, 6525 EDNymegen, The Netherlands 
AND NICHOLAS W MURRALL AND ALAN J WELCH* 
Department of Chemistry, University of Edinburgh, Edinburgh EH9 3JJ, Scotland 
(Recttvid 3 February 198S, acctpud 14 Juut 1985) 
AbMnet M,= 388-2, monoclmic C2/m, a= ДМоKi) = 0-71069A, /i = 0-869mm"1, /'(000) = 
15482(5λ 6-11-980(3), ¿ = 8 ·177(3)λ β= 768, Γ = 185 Κ Ä = 00183 for 923 unique observed 
106-58(3)°, С » 1453-6 Â \ Ζ = 4 , 0 , = 1-77 Mg m-', reflections. The molecule possesses crystallographically 
nnposed C, symmetry, with the mirror plane bisecting 
* To whom correspondence ihould be tddressed the N-Mo—N angle. The geometry at Mo is distorted 
0108-2701/85/091309 04S01 50 с 1985 International Union of Crystallography 
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1310 TETRACARBONYL(PHENANTHROLINE)MOLYBDENUM(0) 
octahedral The trans standing CO groups are less 
strongly bound to Mo than those trans to N and, 
additionally, the former are bent away from the 
phenanthrolme hgand to afford C—Mo-C 
167 55(13)° 
Introduction. The title compound was first reported by 
Stiddard ( 1962) It is an important starting material in 
the synthesis of numerous phenanthrolme molybdenum 
complexes, most recently m our laboratories asym 
metric (^ bonded allyl species of the general formula 
(ΜοΛΐΟΟ,Μ ЛС3Н4)(С1гН,Мг)) where Jr = halide 
or pseudohalide and R - Me, Ph, or C(0)OEt 
As a as disubstituted derivative of Mo(CO)t it is, 
furthermore, a representative example of a class of 
compound whose structures shed important light on 
competitive metal—hgand bonding influences Thus we 
have performed an accurate, low temperature diffrac 
tion study described herein 
Experimental. Red blocks, 0 04 χ 0 02 χ 0 02 cm, 
from solvent diffusion using СН2С1г and η hexane, 
preliminary unit cell from oscillation and Weissenbcrg 
photography, systematic absence (AW A + к = 2л + 1) 
implied space group C2, Cm or C2/m the last proving 
to be correct by successful refinement, CAD-4 diffrac 
tometer, 185 К (ULT 1 apparatus), 25 reflections 
(14 0 < θ< 14 5°) centred, graphite monochromated 
Mo Afa, for data collection <?„„ = 22°, (0-2Θ scans in 
96 steps, cu-scan width 0 8° + 0 35°tan0, rapid pre 
scan after which reflections with / > 0 5σ(ί) 
remeasured such that final net intensity had I > S0o(l) 
subject to a maximum measuring time of 60s, two 
quadrants of data (A<:±/ and —h—k±t) measured over 
38 X ray hours with no detectable decay or movement, 
derived structure factors merged to give 947 unique 
data, RM = 0 0151, for structure solution and refine 
ment 923 amplitudes with F >2o(F) retained 
(A-16-16 *0-*12, /0-»8), Patterson synthesis (Mo) 
and difference Fourier methods, post solution empirical 
absorption correction, full matrix least squares refine 
mem (on F), w = {a2(F) + О 0002(Л21~', anisotropic 
thermal parameters for non H atoms, isotropic for H 
atoms, R = 0 0183, wR = 0 0266, S = 1 695, data 
variable raUo 7 1, max peak and mm trough m final 
ΔΡ synthesis 0 133 and -0 196 e A"3 respectively, 
max shift/e s d in final cycle 0 007, neutral scattering 
factors for C.O.N and Mo (Cromer & Liberman, 1970) 
and H (Stewart, Davidson & Simpson, 1965), com 
puter programs SHELX16 (Sheldnck, 1976), 
DIFABS (Walker & Stuart, 1983), XANADU (Roberts 
& Sheldnck, 1976) G4LC (Gould & Taylor, 1984), 
ORTEPll (Johnson, 1976), and DIRDIF (Beurskens, 
Bosman, Doesburg, Gould, Van den Hark, Pnck, 
Noordik Beurskens, Parthasarathi, Bruins Slot & 
Haltiwanger, 1984) 
Table 1 Fractional coordinates of atoms with standard 
deviations and isotropic thermal parameters 
M(>(l) 
N(l) 
CO) 
C(2) 
C(3) 
C(4) 
C(5) 
C(6) 
C(I3) 
0(I3) 
C(14) 
0(14) 
C(I5) 
OU 5) 
H(l) 
H(2) 
H(3) 
H(6) 
X 
- 0 19346(2) 
- 0 288*0(13) 
- 0 29201(18) 
- 0 35174(18) 
- 0 41022(18) 
- 0 41013(13) 
- 0 34782(15) 
047140(17) 
- 0 12132(17) 
- 0 08197(13) 
- 0 2645 (3) 
- 0 29176(24) 
- 0 09893(24) 
- 0 03898(18) 
- 0 2478(19) 
- 0 3515(16) 
0 4504 (15) 
- 0 5116(19) 
V 
0 50000 
0 38782(17) 
0 27711(22) 
0 21369(24) 
ζ {/„«/{МА") 
0 36482(3) 
0 1776(3) 
0 1835(4) 
0 0603 (3) 
0 26521 ( 2 2 ) - 0 0763(3) 
0 38208(21) - 0 0872(3) 
0 43993(21) 0 0438 (3) 
0 44354(24) - 0 2211(3) 
0 38123(24) 
0 30711(18) 
0 50000 
0 50000 
0 50000 
050000 
0 2373(22) 
0 1388(24) 
0 2243(21) 
0 398 (3) 
0 5037(3) 
0 57992(24) 
0 537! (5) 
0 6535(4) 
0 2371(4) 
0 1812(3) 
0 290(3) 
0 077 (3) 
- 0 162 (3) 
- 0 319(3) 
0 0208 
0 0223 
0 0273 
0 0314 
0 0301 
0 0252 
0 0233 
0 0318 
0 0288 
0 0437 
0 0344 
0 0652 
0 0211 
0 0349 
0 0350 
0 0231 
0 0145 
0 0466 
•tt,-l2,2;iWA«y 
Table 2 Bond lengths (À) and angles (") 
Mo(l ) -N( l ) 
МоОЬСОЗ) 
Mod) C(I4) 
Mo(lbC(15) 
N ( l b C d ) 
N ( l b C ( 5 ) 
Cd)-C(2) 
C(2)-C(3) 
С(ЗЬС(4) 
С(4ЬС(5) 
N d b M c K l H N d ) 
N(l) МоОЬСОЗ) 
N(l)-Mo(l)-C(13 ) 
N ( l b M o ( l b C ( 1 4 ) 
N( lbMo( l ) -C(15) 
С ( І З Ь М о ( І Ь С ( І З ) 
С(ІЗЬМо(І)-С(14) 
C(I3) Mo(l)-C(15) 
С(14ЬМо(ІЬС(І5) 
Mo<l>-N(l>-C(l> 
Mod)- N ( l b C ( 5 ) 
C d b N ( l b C ( 5 ) 
N d b C ( l > - C ( 2 ) 
С(ІЬС(2ЬС(3) 
C(2)-C(3)-C(4) 
C(3)-C(4)-C(5) 
C(3)-C(4>-C(6) 
2 2434(21) 
1 958 (3) 
2 024 (3) 
2 026(3) 
1329(3) 
1362(3) 
1384(4) 
1 368 (4) 
1 403 (4) 
1 403 (3) 
73 62(7) 
96 6 0 0 0 ) 
170 20(10) 
95 47(11) 
94 49(10) 
93 1 8 0 1 ) 
85 88 (12) 
85 57(11) 
167 55 0 3 ) 
126 76(18) 
• 15 72(16) 
117 52(22) 
123 1 (3) 
119 7(3) 
119 32(25) 
117 24(22) 
123 32(23) 
C(4)-C(6) 
C(5)-C(5 ) 
С<6ЬС(6 ) 
С<13)-0(13) 
C(14)-0(14) 
С(15)-0(15) 
C d b H ( l ) 
C(2) H(2) 
С(ЗЬН(3) 
С(6ЬН(6) 
С(5)-С(4ЬС(6) 
NO>-C(5>-C<4> 
N( l ) -C(5bC(5 ) 
С(4ЬС(5)-С(5) 
C(4) С ( 6 Ь С ( 6 ) 
M o ( » C(I3)-0(13) 
Мо(1)-С(І4ЬО(14) 
Мо(1)-С(І5)-0(І5) 
HdbCdbNd) 
Hdbcobcm 
Н(2)-С(2ЬС(| ) 
H(2)-C(2)-C(3) 
Н(3)-С(ЗЬС(2) 
Н(ЗЬС(ЗЬС(4) 
Н(6ЬС(6)-С(4) 
Н(6)-С(6ЬС(6 ) 
1 431 (4) 
1439(3) 
1353(4) 
1 153 (3) 
1 141 (4) 
1 146(4) 
106(3) 
0 91(3) 
0 932(24) 
1 0 2 ( 3 ) 
119 42(22) 
123 04(22) 
117 29(21) 
119 61(21) 
120 95(24) 
176 27(24) 
169 4(3) 
172 9(3) 
117 3(15) 
119 6 0 5 ) 
1174(17) 
122 9(17) 
121 4(15) 
119 3 0 5 ) 
1166(17) 
122 3 0 7 ) 
Fig 1 The molecular structure of (1) Thermal eUipsoids are 
constructed at the 30% probability level 
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Discussion. The final fractional coordinates are listed in 
Table 1, and Fig 1 presents a perspective view of the 
molecule, demonstrating the atomic numbering scheme 
adopted Denved molecular parameters, uncorrected 
for thermal effects appear in Table 2, with pnmed 
atoms generated by reflection in the crystallographic 
mirror plane at y = 0 5 In the crystal (Fig 2) 
molecules exist as weakly bound head to head doners 
cm quasi graphitic packing between phenanthroline 
ligands related through centres of inversion and twofold 
axes Closest intermolecular contacts have been 
deposited in Table 3 * 
The (Mo(CO),(phen)l molecule (1) (phen=I,I0 
phenanthroline) has crystallographically imposed C, 
symmetry about the plane bisecting the N-Mo-N' 
angle The phen ligand is not strictly planar (rmsd 
0 050 À, Table 4 deposited), but rather is of a 
shallow boat form, the two peripheral six membered 
nngs being inclined in the same sense relative to the 
central one A similar conformation is seen m molecules 
of the free ligand that crystallize in the general position 
(Nishigaki, Yoshioka & Nakatsu, 1978) No dimen 
sions within the chelate differ significantly from 
corresponding ones m free phenanthroline, and all lie 
within the appropriate ranges tabulated for a number of 
phenanthroline metal complexes (Frenz & Ibers, 1972), 
although the relevance of the latter agreement is 
somewhat reduced by the relatively high errors in 
dimensions in many previous determinations Good 
correlation also exists between the (relatively long) 
metal-N bond length and (relatively narrow) 
N-metal—N' interbond angle in (I) with those in other 
complexes previously catalogued 
* Lists of structure factors and anisotropic themal parameters 
ала Tables 3 and 4 have been deposited with the British Library 
Lending Division as Supplementary Publication No SUP 42273 
(11 pp ) Copies may be obtained through The Executive Secretary 
International Union of Crystallography S Abbey Square Chester 
CHI 2HU England 
Fig 2 The crystal structure of (I) H atoms are omitted for the sake 
of clarity 
Analysis of distances involving axial (C( 14)0(14), 
C(15)0(15)l and equatorial |C(13)0(13)] carbonyl 
groups in (1) clearly suggests a greater individual 
degree of π back bonding, Mo(</)-«CO(i[*X to the latter, 
readily understood since the axial CO ligands compete 
with each other whilst the equatorial CO's compete 
with the less strongly π acidic phenanthroline ligand 
Thus Mo(l)-C is fa 0 065 A shorter, and C-O ca 
0 010 A longer, in the equatorial plane However, 
Mo(d)-»phen(;[*) bonding is clearly evident in (1) since 
the Mo-N distances m this Mo" species are ca 0 06 A 
shorter than those in the MoVI complex 
IMoCI^O^phen)) (2) (Viossat & Rodier, 1979) 
Apart from the N-Mo—N' angle, the octahedral 
metal geometry in (1) is substantially deformed by 
virtue of the fact that the axial carbonyl groups bend 
away from the phenanthroline ligand to subtend a 
С(14)-Мо(1ЬС(І5) angle of 167 55(13)° It is of 
considerable interest to note that in (2) the trans 
standing CI ligands bend towards the phen ligand, 
Cl-Mo-Cl 157 71 (25)° A similar distortion to that 
in (2) has also been observed by Fenn (1969) m the 
closely related complex IMoBri(0)2(bpy)l (3) (bpy 
= 2,2' bipyndyl) We interpret these different angular 
deformations as being a consequence of the greater 
occupation of the phenanthroline π* Orbitals in (1) (a d* 
complex) rersus (2) and (3) (tP complexes) Thus in (I) 
we suggest a repulsive interaction between occupied 
рЬеп(я*) and axial carbonyl Orbitals, whilst m (2) and 
(3) the halide ligands act as я donors to the empty 
phen(>r*) system Future studies will therefore be 
directed towards the synthesis and structural study of 
intermediate Mo" and Mo l v phenanthroline complexes, 
and to a theoretical analysis of the bonding in this class 
of complex 
We thank the Chemistry Department of the Univer 
sity of Edinburgh for financial support H J В S thanks 
the Netherlands Foundation for Pure Chemical 
Research for support 
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Chapter 3. DIRDIF and the Single Isomorphous Replacement Method 
This chapter shows the usefulness of DIRDIF routines to break the phase ambiguity 
in the Single Isomorphous Replacement method. Preliminary investigations were 
presented as a poster at the Eighth European Crystallographic Meeting, Liege, Bel-
gium (Bruins Slot, Parthasarathi and Beurskens, 1983). Here, this application of 
DIRDIF and the test results are described in detail. 
The contents of this chapter: 
Section 3.1 Introduction 
Section 3.2 The application of DIRDIF 
Section 3.3 A numerical example 
Section 3.4 Additional remarks 
References 
3.1 Introduct ion 
In structure determinations of small and medium sized molecules containing one or 
more heavy atoms, Patterson functions reveal the position(s) of the heavy atom(s). 
Generally, these positions form a good starting point for a smooth solution of the 
structure: a Fourier synthesis of the observed structure factors to with phases 
calculated from the heavy atom positions, produces a significant part of the total 
structure (Sim, 1960). For large molecules, such as proteins, the heavy atoms are 
not powerful enough to obtain good phase approximations for the observed structure 
factors. 
Thanks are due to Dr.V.Parthasarathi for stimulating suggestions. 
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In the single isomorphous replacement method, a powerful method for the structure 
determination of large molecules, the magnitudes of the observed structure factors 
of two isomorphous compounds are compared. In this context, the term 'isomorp­
hous' is not related to its meaning in group theory (Vainshtein, 1981), but rather 
indicates that two crystal structures are almost indentical, apart from a few 
atoms which, in general, are replaced by different types of atoms. 
The fundamental equation of the isomorphous replacement method is 
FHL - F L + ГН C 3· 1) 
where F,, Fu, are the observed structure factors of the two isomorphous compounds 
and F„ is the calculated partial structure factor of the scattering matter in com­
pound HL not present in compound L. (For clarity the subscribís ¿ are omitted.) 
Usually, Ή ' are 'heavy' atoms and 'L' are 'light' atoms. 
In centrosynmetric crystals where the phases are either 0 or «, Eq.3.1 can be 
rewritten: 
•
FHI - |IFHLI * Μ (3·2> 
Eq.3.2 can be solved within the accuracy of the measurements, when the positions 
of the scattering matter in compound HL not present in compound L is known. 
For noncentrosynietric crystals, a single isomorphous substitution will lead to an 
ambiguity in the phase determination. Since the phases of the structure factors 
are no longer restricted to 0 or », Eq.3.1 becomes 
FH * FHL - F L <3·3β> 
|FH| exp(i*H) = JFUJJ ехр(і#нь) - J F J ехр(і#ь) (3.3b) 
I unknown ' 
Solving Eq.3.3a from the observed |FUT| and |F L | values, combined with the calcu­
lated values |F„| and •„, will lead to two different values of •.. 
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From Fig.3.1 it is clear that φ, of the structure factor F. can be written as 
•L = » H L ± Δ * ( 3 · 4 ) 
where Δψ is called the isomorphous phase difference. 
Condition: | F H L | = |FH + F j 
Fig.3.1 Single Isomorphous Replacement method, noncentrosymmetric case. 
•L = •„ ± Δ# 
(Η: known part; L: unknown part; HL: total) 
The possibility to use direct methods to solve the phase ambiguity was recognized 
by several authors independently. Coulter (1965) suggested the use of the tangent 
formula with starting phases from the isomorphous replacement data. The starting 
phases should be obtained from: 
1. reflections of which the phases are restricted by space group symmetry, using 
the centrosymmetric phasing method, and 
2. reflections of which the two predicted phases, •„ ± άφ are within a fixed 
limit, say 30', of each other. 
The starting phase •. is initially set equal to •„. 
Once some initial phases •» have been assigned in this way, new and 'refined' 
phases, *, . , are obtained by repeated application of the tangent formula 
(Eq.3.4), starting with the large E-values. 
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\ ІЕЬ.кЕЬ,Ь-кІ s l j , ('L.k + *L,h-k> 
t a n
* L , h E (3·4> 
h ІЕЬ.кЕЬ,Ь-кІ cos«L,k + *L.h-k> 
where f, . ж phase of a new or 'refined' reflection, 
*L k' *L h-k = i11^*^3! starting phases, and the 
summations are over the contributions of known phases. 
Fan (1965) and Karle (1966) suggested the use of the so-called component relation­
ships. These relationships predict the phase *, of a structure factor F. when the 
heavy atom contribution Г„ is known in both magnitude and phase. From F„ values 
the magnitudes of the real and Imaginairy components of F. can be determined. The 
phase ambiguity can, in principle, be solved by assigning signs to the imaginairy 
components of the structure factors according to the probability density functions 
P
+
(a. ) and P
+
(p. ), where o. and β. are the real and imaginairy components of the 
structure factors of compound L. 
Recently, Fan et al. (1984) treated the problem of the phase ambiguity in terms of 
'phase-difference relations'. This method can be regarded as a generalization of 
the component relationships mentioned earlier. Tests with experimental data of 
known protein structures are not yet published. 
The method presented here, is an application of the DIRDIF program (Beurskens, et 
ai., 1982), in particular of the powerful enantiomorph and origin fixation rou­
tines (Beurskens and Prick, 1981). A testcase, in which 1-leucine hydrobromide 
(Subraoanian, 1967) and 1-leucine hydroiodide (Chansey, Seely and Steinrauf, 1971) 
are treated as compound L and compound HL respectively, is presented to illustrate 
the use of DIROIF to solve the phase ambiguity. Concluding remarks are given to 
enforce the presented method. More elaborate investigations will be necessary to 
determine the power of this method for protein structures. 
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3.2 The DIRDIF application 
To illustrate the possibility of applying the general DIROIF routines to solve the 
phase ambiguity in the single isonorphous replacement method (henceforth denoted 
SIR), a comparison of the nomenclature used in Section 3.1 and the nomenclature 
used in Section 1.2 is appropriate. 
Recalling Fig.3.1 and Fig.4 of Section 1.3, it is noticed that both Гц (SIR) and 
F (DIRDIF) are known in magnitude and phase. The measured quantities (FUTI (SIR) 
resemble F
o b s values (DIRDIF), and F. (SIR) resembles F r (DIRDIF). Comparing the 
use of these quantities, the folowing remarks are made: 
- In the DIRDIF approach, the magnitudes of the observed structure factors F u 
and the magnitudes and phases of the calculated structure factors F of the 
known part of the structure are used to obtain phases * of the structure fac­
tors F of the remainder of the structure. Phases * can adopt any value (apart 
from space group symmetry restrictions) and the magnitudes of the structure fac­
tors IF I are recalculated to obey F , = F + F . 
* r
1
 Obs ρ г 
- In the case of SIR, the magnitudes of the observed structure factors |F H L| and 
(F.| and the magnitudes and phases of the structure factors F„ of the scattering 
matter in compound HL not present in compound L, are used to obtain phases •, 
(and ^ит)· In general, these phases can adopt, in contrast to the DIRDIF 
approach, only two values: •„ ± Δ#. 
In DIRDIF, recalling Section 1.3, AFi-values ( = smallest possible value of 
F . - F ) are often used as a first approximation of F . The phases of ΔΓι, #i, 
are initially set equal to •_. After applying the weighted tangent formula, new 
phases * are obtained. Applying this scheme in the case of SIR, |AFi|-values are 
defined as |AFi| = |ϊ\ |, and initially phased by F„. After the application of the 
weighted tangent formula, new phases, denoted •» , are obtained. Since •. is 
equal to either •„ + Δ# or •„ - Δφ, the new phases •,
 t will, in principle, 
break the ambiguity: phases •. are reset according to the smallest difference 
o f
 l*H - »L.tan * Δ*Ι· 
The weights, Wi, used in the weighted tangent formula in the DIROIF procedure, in 
general representing the 'probability' of the smallest possible value of 
IF . - F | to be correct relative to its largest possible value, are replaced by 
Wi = cos(A#), where Δ» = •„ - •,. (If Δφ is small, the approximation of F, by 
|AFI| with its initial phase *„ will be better than for large values of Ц.) 
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3.3 A numerical example 
The method to break the phase ambiguity in the SIR method, presented in the previ-
ous Section, was tested using l-leucine hydrobromide (Subramanian, 1969) and 
l-leucine hydroiodide (Cheney, Seely and Steinrauf, 1971) as isomers. 
In Table 3.1 and Figure 3.3 crystallographic and structural characteristics are 
given. 
Table 3.1 Crystallographic data of l-leucine hydrobromide and 
l-leucine hydroiodide. 
Compound 
Hoi.Formula 
a (Ä) 
b (A) 
с (») 
Spacegroup 
Ζ 
Radiation 
Intensity measurements 
no. of refi. 
no. of refi. 
final R 
(obs) 
(unobs) 
compound L 
l-leucine hydrobromide 
C.H,»NOj+.Br" 
7.29 
24.51 
5.51 
P2»2i2, 
4 
CuKo 
Weissenberg 
593 
505 
0.113 
compound HL 
l-leucine hydn 
C»H„N0, +.r 
7.693 
23.38 
5.682 
рг.г.г, 
4 
MoKo 
dlffractometer 
1205 
not given 
0.098 
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1-leucine hydrobromide 
^ Г ^ ^ І ^ 
^ 2 / / , 
153 
"θ, 
155 
oí * о, 
1-leucine hydroiodide C i 4 . s ^ | s 4 s ^ N 
^'Qe 
157 
02 
1-53 
'tir Φ 
Οι 
Fig.3.2 Comparison of covalent bond lengths and angles for 1-leucine hydrobromide 
and 1-leucine hydroiodide. The estimated standard deviations of the bond 
lengths and bond angles for atoms CI, C2, C3 and C4 are 0.03Â and 2* 
respectively. The standard deviations for the remaining atoms are 0.02Ä 
and 1'. 
Using JF . (l-leucine.HBr)| as (F. |, |Fob (l-leucine.HI)| as |FJ.T| and using chlo-
rine as scattering matter in compound HL not present in compound L (approximating 
the difference in scattering power of iodine and bromine) to calculate Fj,-values, 
the isomorphous phase differences Δ* were calculated for 995 reflections. 
AFi-values were obtained from the available F.-values and were phased by Fu· 
Weights wi = cos(At) were assigned to the normalized equivalents of AFi and were 
entered in the weighted tangent formula. After 1 cycle, phases •. were reset 
to the nearest values of *ιι±Δ#. and a Fourier map was calculated. Atoms CI, C5, 
C6, N, 01 and 02 were easily recognized from the list of peaks, along with the 
position of the scattering matter Η (chlorine). 
This result indicates the possibility of the use of the DIRDIF routines to solve 
the phase ambiguity in the case of SIR. 
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3.4 Additional remarks 
As in DIRDIF (Section 1.3), where care is taken of reflections for which 
|F | > | F 0 K S I · attention should be paid to reflections for which the isomorphous 
phase differences A# can not be calculated using Eq.3.4, in a straightforward way. 
Fig.3.3 shows a diagram for which |F H L| < |Γ.|. This case will not occur very 
often in isomorphous small-molecule structures, but will occur frequently when the 
structures are large. 
Fig.3.3 IFJUJ < IFJJ 
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In this case Δ* is greater than 90', the negative weight ( Wi = cos(A#) ) implies 
a phase shift ν Thus, the phase of AFi equals * H
+
* The initial weight of this 
reflection changes into Wi = cos(u$+ir) 
For reflections of which |F„| < |Fj,jl - |F· |, the isomorphous phase differences 
cannot be calculated At present, these reflections are not used in the weighted 
tangent refinement, but could be used in a 'symbolic-phase-correlation' kind of 
way 
For reflections having |F HJ > |FJ,JJ + |FJI, the isomorphous phase differences 
cannot be calculated either These reflections, however, strongly indicate that 
the phase •, is close to •H
+
'" Therefore, they can be used in the weighted tan­
gent refinement with initial phases •u+i' with weights Wi=l. 
Recycling of the weighted tangent formula 
The present application of DIRDIF routines to break the phase ambiguity m the 
case of SIR uses the weighted tangent formula just once, to obtain phases •, , 
ь, tan 
which can, m general, lead to a clear choice for one of the two isomorphous phas­
es *„±Δ# of F, to be correct. In order to obtain more reliable results for 
*i 4.. > the phases resulting from the application of the weighted tangent formula, L·, tan 
more than one cycle of weighted tangent refinement can be applied Intermediate 
results can be used to recalculate weights, and, if necessary, to reset phases for 
a next cycle of weighted tangent refinement. The phases •, resulting from the 
application of a cycle of weighted tangent refinement can be put into six catego­
ries depending on the a priori known values of Δ*. These categories are defined 
in Table 3.2 and visualized in Fig 3 4. 
The recalculation of weights and resetting of •, .„ . should be based on the dis-
L·, tan 
criminating power of *,
 t compared to Δ* In general, for all categories, the 
weight of a reflection to be entered in a next cycle of weighted tangent refine­
ment should be the maximum of the recalculated weight and the initial weight. In 
Table 3.2 a proposition is made for the resetting of •, tan" v a^ u e s aa^ ^ * r e c a l " 
culation of the weights for a next cycle of weighted tangent refinement. 
The foregoing considerations have not yet been tested. 
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Table 3.2 Proposed resetting of phases and weights. 
Category •. . range new estimate for •, new weight1 
I 
II 
II 
IV 
V 
VI 
•H· 
•
Η
+Δ#. 
•„+»/2. 
•н"· 
•H-w/2. 
• H " 4 * · 
.•„+W/2 
.•„+» 
.•„-«/2 
••Η-
Δ
* 
•Η 
'L.tan 
• Η
+ Δ
* 
• Η
+ Δ
* 
•
Η
-Δ# 
•Η'
4
* 
'L.tan 
cos(ο) 
1. 
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Chapter 4. Application of DIRDIF to troublesome Heavy-Atom Structures 
This Chapter deals with the application of DIRDIF routines whenever problems arise 
in the elucidation of heavy-atom structures. 
Section A.l describes a surprisingly simple but adequate method to overcome incor­
rect assumptions about space group symmetry, incorrect information about the unit 
cell contents and misinterpretation of the Patterson synthesis. 
Sections к 2 and 4.3 report the succesful application of this method. 
Section 4.1 is reprinted from J.Cryst.Spect.Res. (1984), 14, 599-602. 
Section 4.2 is reprinted from J Cryst.Spect.Res. (1984), 14, 617-622. 
Section 4.3 is reprinted from J.Cryst.Spect.Res. (1984), 14, 623-627. 
The original manuscripts of Sections 4.2 and 4 3 were submitted as full papers. 
They were accepted as 'Notes' however, and the Abstracts containing the unit cell 
dimensions of the crystal structures were ommited. Fortunately these cell dimen­
sions are given in a preceding paper of the same issue of the Journal of Crystal-
lographic and Spectroscopic Research. (See Section 4.1, Table 1.) 
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4. ι An application of DIRDIF to troublesome 
heavy-atom structures 
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and W. K. L. VAN HAVERE 
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University of Nijmegen, Toernooiveld, 6525 ED Nijmegen 
The Netherlands 
(Received June 30,19SÌ ) 
Abstract 
When a heavy-atom structure determination presents difficulties, the struc-
ture may be solved by expanding the data to triclinic symmetry, putting one 
heavy atom at the origin, and using the program DIRDIF (direct methods 
applied to difference structure factors) to locate the remaining heavy atoms. 
Introduction 
Nowadays most heavy-atom structures are solved in routine fashion by 
either direct methods or Patterson methods, in contrast to direct-methods 
program, most Patterson programs are not automated. The majority of 
heavy-atom structures, solved by Patterson techniques, are solved by first 
obtaining one or more atomic positions by inspection of the Patterson map, 
and then finding the remaining atoms by successive Fourier syntheses. As this 
approach is rather slow, most crystal-structure-solving crystallographers 
prefer to solve medium- to heavy-atom structures (e.g., sulfur- or copper-
containing small molecules) by direct methods. 
In our experience the Patterson approach can be faster and less expensive 
if the heavy atom is located by an automatic Patterson interpretation pro-
gram, and the location of the remaining atoms then done by the program 
DIRDIF (Beurskens et ai., 1982). 
'Department of Chemistry, University of Colorado, Boulder, Colorado. 
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In relatively few cases problems are encountered in the location of the 
heavy atoms. Four examples are given in this paper. The reasons for the 
failure to locate the heavy atoms were: 
i) incorrect assumptions about the space-group symmetry, 
ii) incorrect information about the composition of the compound, 
iii) erroneous interpretation of the Patterson synthesis. 
For such cases we present a surprisingly simple procedure. 
Experimental 
DI RDI F ІП PI 
The elucidation of the structure is accomplished by the following steps. 
We assume that a unique set of reflections is available, and that Friedel-
related reflections, if measured, have been averaged. 
a. For space group P\ the symmetry is discarded. For other space groups 
the reflection data are expanded to one half-sphere by applying the Laue 
symmetry relations to the unique set of reflections. (Friedel-related reflections 
are not generated.) Thereafter the symmetry elements are discarded; the 
original and generated reflections are considered to be symmetry inde· 
pendent, and. we now have a "symmetry reduced" space group which is either 
PI or a centered equivalent for nonprimitive space groups. 
b. The origin is taken as the position of one heavy atom. This is permis­
sible no matter what the space group or the composition of the crystal. The 
program DIRDIF is used to calculate phases for a Fourier synthesis. The heavy 
atom at the origin leads to calculated phases equal to 0, which constitutes an 
enantiomorph problem. The enantiomorph, however, is fixed by DIRDIF; see 
Prick et al. (1983). The Fourier program is followed by a peak search and 
interpretation routine. 
c. Since the phasing power of the one input atom is usually not sufficient 
to reveal the complete structure in one pass through DIRDIF, it is necessary to 
select a few of the highest peaks from the DiRDiF-Fourier map. No symmetry 
should be imposed on the selected peaks. One may even leave out one or two 
peaks to force the model to be less symmetric than the original Laue 
symmetry. 
d. The selected atoms (including the atom at the origin) are input to a 
second run of DIRDIF, again in the symmetry-reduced space group. This may 
result in the solution of the complete structure; if not, then a large number of 
peaks may be identifiable. In some difficult cases one or two additional DIRDIF 
cycles may be necessary to recognize the structure. 
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e. When a significant portion of the atoms is located in the symmetry-
reduced space group, the symmetry relations between equivalent molecules 
can be recognized and identified The structure is then shifted to get the 
symmetry elements to their proper positions, and the positions of symmetry-
equivalent atoms are averaged to get a best position The onginal | Fo\ data are 
now used with the proper symmetry in either another DIRDIF run or for the 
calculation of a Sim (1960) weighted Fourier synthesis to locate the remaining 
atoms. 
The overall result of these five steps is the determination of the correct 
structure and the correct space group Because the structure is actually solved 
in the symmetry-reduced space group, the outcome is not influenced by any 
errors in the original assumption about symmetry and/or composition. 
Examples 
Four structures, denoted NISOMS, SPAN2, NAB5, and KHMAL, were recently 
solved by the procedure described m this note, details about these structures 
are given in Table 1. These papers appear in this and following issues. 
Discussion 
The success of the present method is largely due to the enantiomorph-
discnminating power of DIRDIF All calculations needed for this method can 
be performed in an automatic fashion The user, however, selects the peaks to 
be used as input to the next cycle 
Table 1. Structures solved by the present method 
Code" 
NISOMS 
C Í H M N . S C ^ I S Í 
PT 
7 515(2) 
8 717(2) 
12 870(2) 
86 84(2) 
76 40(2) 
76 27(2) 
SPAN2 
CíHioCbNiPj 
PVc 
11712(2) 
8 258(1) 
17 370(2) 
90 
106 55(2) 
90 
ΝΛΒ5 
ОоНбВгг 
Clic 
14 576(5) 
4 0490(8) 
15 046(6) 
90 
92 18(3) 
90 
KHMAL 
ΟϋΗ,ίΟ,,Κ, 
«,2,21 
7 719(5) 
7 916(5) 
29 863(20) 
90 
90 
90 
Composition 
Space group 
Cell β (A) 
b 
с 
o(deg) 
β 
У 
Ζ 
"NISOMS Bruins Slot el al (1984a) SPAN2 Brums Slot et al (I984b) NAB5 Haltiwanger et al 
(1984) KHMAL Van Havere ?( a/ (1984) 
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The recognition and location of the symmetry elements still requires 
some crystallographic knowledge. We will automate this using autoconvolu-
tion techniques: only minor modifications in the program TRADIR (translation 
functions in DiRDiF-Fourier space; Doesburg and Beurskens, 1983) are 
required for the location of symmetry elements in any Fourier map. 
The computing time involved for each cycle is comparable to the time 
needed for a standard DIRDIF run. One may speed up the first one or two runs 
by imposing a severe sin θ Ι λ limitation (0.3 or 0.4 A"'); a small number of 
heavy atoms are easily found with low-resolution data. 
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4 2 NOTE 
Preparation and structure of bis-
tetraethylammonium(l,2-dicyanoethyIene-l,2-
dithiolato)(l,l-dicyanoethyIene-l,l-diselenato)-
nickelate(II),[(CN)2C2Se2NiS2C2(CN)2nN(C2H5)4]+2 
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Introduction 
Ligand exchange reactions between Cu(II) chelates and Ni(II) chelates 
of different S- and Se-containing ligands are known (Stach et al., 1984, and 
references therein). As part of a study on the stabilization effects of these 
reactions, the title compound was prepared, and in this paper we report its 
crystal structure analysis. Owing to the uncertainty in the analytical data, 
the ratio mnt:i-mns may deviate from 1:1 (mnt = l,2-dicyanoethylene-l,2-
dithiolate; i-mns = l,l-dicyanoethylene-l,l-diselenate). 
Experimental 
Preparation and physical measurements 
The title compound was obtained by refluxing 150 mg (2.5 χ IO-4 mol) 
of (Et4N)2Ni(mnt)2 (Billig et al., 1964) and 197 mg (2.5 χ ΙΟ"4 mol) of 
617 
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(Et4N)2Ni(í-mns)2l in 60 ml acetone for 8 h, giving a brown solution. After 
addition of 30 ml propan-2-ol, the solvent was reduced in vacuo without 
heating, giving a crystalline product. The crystals were filtered, washed with 
propan-2-ol followed by ether, and dried in vacuo. The compound was 
recrystalhzed from acetone/ propan-2-ol and isolated in a similar manner as 
brown crystals (mp 160oC). Crystals suitable for diffractometer studies were 
grown from a concentrated solution of the compound in acetone/ethanol 
(5 1) exposed to a slow stream of nitrogen. 
EPR spectroscopy was applied to crystals doped with about 1% of Cu. 
These crystals were grown using freshly prepared Ni(mnt) (i-mns)-2, 
together with Cu(mnt)^2 and Cu(i-mns)^2, the latter compound in excess 
because this complex was found to be unstable. The EPR spectra of 
Cu(mnt)(í-mns) ~2, Cu(mnt)"¡2, and Cu(imns)^2 can easily be distinguished 
on the basis of the intensities of the hyperfine splitting lines of 77Se (natural 
abundancy 7 6% nuclear spin / = 0. The spectra of a single crystal were 
measured at room temperature on a Varían E-lme spectrometer. From the 
spetra (Kirmse et al., 1984) it was concluded that the crystal did contain the 
mixed ligand complex but also some Cu(j-mns)!2. The presence of the latter 
material is probably due to the excess of it in the preparation of these doped 
crystals 
Voltammetnc measurements were performed on the title compound in 
acetonitnle with 0.1 M КаСІОд as the supporting electrolyte, using a 
rotating Pt electrode (1500 rpm) and a 0.6 M NaCIO« salt bridge. The 
observed half-wave oxidation potential,'vs. a SCE with saturated NaCl 
solution, is 220 mV, which is significantly different from the results that we 
obtained for the starting materials Ni(mnt)^2 and Ni(i-mns)^2: 130 and 110 
mV, respectively. 
In accordance with our experience in the preparation of mixed ligand 
complexes (Stach, et al., 1984), we conclude that the compound under 
investigation indeed is the mixed ligand compound. 
intensity measurements and structure determination 
Intensities were measured on a CAD4 diffractometer by the ω 2Θ scan 
technique up to θ = 70° using Cu Ka radiation. The intensities were 
corrected for Lorentz and polarization effects, but not for absorption. 
Multiple measured reflections were averaged (R = 0 043), and of the 3022 
'Melting point 198-200oC, synthesized according to the procedure forthe Bu.N-salt (Kirmse et 
al 1974) 
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independent reflections collected, 304 were treated as unobserved [/ < 3a 
(/)]. Since the one complex anion in the cell does not contain a center of 
symmetry, the structure determination was started in space group PI. The 
heavy atom structure was solved using DIRDIF (Beurskens el al., 1982) 
placing Ni at the origin. (For details see Beurskens et al., 1984.) 
Owing to the enantiomorph discriminating power of DIRDIF, the center 
of symmetry imposed by the nickel atom was destroyed, and an asymmetric 
coordination sphere around Ni was obtained, a second DIRDIF run with the 
Ni, Se, and S atoms as known part of the structure yielded the complete 
nonhydrogen skeletons of the anion and both cations. Refinement by block-
diagonal least-squares methods with anisotropic thermal parameters 
resulted in an R index of 0.23. The H atoms were calculated at idealized 
positions and were assigned fixed isotropic temperature factors of the С 
atoms they are attached to. Full matrix refinement using weights w = 
[a2(Fo) + O.OOllFol2]"1 was continued. The positions of the tetraethylammo-
nium cations indicated a center of symmetry at the origin. Since the 
Table 1. Atomic coordinates, site occupancy factors, and £/,,/ {/,„ of the nonhydrogen atoms 
(estimated standard deviations are the result of the constraint refinement, they have no 
physical meaning except for the cation) 
Ni(l) 
Se(l) 
Se(2) 
S(l) 
S(2) 
C(l) 
C(2) 
C(3) 
C(4) 
C(S) 
N(5) 
C(6) 
N(6) 
N(8) 
cm 
C(10) 
C(ll) 
C(l 2) 
СОЗ) 
C(14) 
CO 5) 
C(I6) 
X 
0 
0 0374(2) 
-0 2923(2) 
0 2824 
-0 0331 
0 1629(9) 
0 3036(10) 
- 0 2121(10) 
- 0 3033(10) 
0 1998(12) 
0 1773(7) 
0 4839(9) 
0 6230(8) 
0 2566(5) 
0 3817(8) 
0 5515(10) 
0 3687(7) 
0 4579(9) 
0 0974(8) 
- 0 0421(9) 
0 1806(8) 
00712(10) 
У 
0 
0 1708(1) 
0 0241(1) 
0 9776 
0 8319 
0 8049(10) 
0 8696(9) 
0 1624(10) 
0 2222(10) 
0 6877(9) 
0 6065(7) 
0 8194(8) 
0 8227(8) 
0 6977(4) 
0 7531(6) 
0 6297(10) 
0 6338(6) 
0 7508(9) 
0 8403(6) 
0 8127(10) 
0 5632(6) 
0 6017(8) 
ζ 
0 
0 1108(1) 
0 1001(1) 
0 9045 
0 8931 
0 7781(6) 
0 7817(6) 
0 1750(5) 
0 2701(6) 
0 6833(6) 
0 6268(4) 
0 6889(6) 
0 6432(5) 
0 2693(3) 
0 1713(4) 
0 1163(6) 
0 3514(4) 
0 3917(5) 
0 3103(4) 
0 4097(5) 
0 2402(5) 
0 1534(6) 
Site 
occupancy 
0 5 
0 5 
0 5 
0 5 
0 5 
0 5 
0 5 
0 5 
0 5 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
u^iu^ 
0 088(1) 
0 079(1) 
0 086(1) 
0 08 
0 08 
0 08 
0 08 
0 08 
0 08 
0 107(4) 
0 092(2) 
0 092(3) 
0 111(3) 
0 066(2) 
0 080(2) 
0 107(3) 
0 081(2) 
0 101(3) 
0080(2) 
0 103(3) 
0 083(3) 
0 099(3) 
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Table 2. Selected bond lengths (A) and 
Ni(l)-Se(l) 2 225 
Nt(l)-Se(2) 2 238 
Ni(l)-S(l) 2 16 
Ni(l)-S(2) 2 16 
Se(l)-C(3) 1 88 
Se(2)-C<3) 1 87 
S(l)-C(2) 1 84 
S(2)-C(l) 1 81 
Se(l)-Ni(l)-Se(2) 
Se(l)-Ni(l)-S(l) 
Se(2)-Ni(l)-S(2) 
S(l)-Ni(l)-S(2) 
Ni(l)-Se(l)-C(3) 
Ni(l)-S
e
(2)-C(3) 
Ni(l)-S(l)-C(2) 
Ni(l)-S(2)-C(l) 
S(2bC(l)-C(2) 
S(2)-C(l)-C(5) 
C(2)-C(l)-C(5) 
S(l)-C(2)-C(l) 
S(l)-C(2)-C(6) 
C(l)-C(2)-C(6) 
Se(l)-C(3>-Se(2) 
Se(l)-C(3)-C(4) 
Se(2)-C(3)-C(4) 
C(l)-C(2) 
C(l)-C(5) 
q2)-C(6) 
C(3)-C(4) 
C(4)-C(5A) 
C(4)-C(6A) 
C(5)-N(5) 
C(6)-N(6) 
87 2 
92 3 
93 2 
87 3 
812 
81 1 
108 0 
108 9 
1173 
126 0 
1157 
1167 
127 2 
1152 
110 4 
123 9 
124 5 
angles (deg), with esd's 
Bruins Slot et al. 
for the cation 
I 32 N(8)-C(9) 
157 N(8)-C(ll) 
1 57 N(8)-qi3) 
1 32 N(8)-C(I5) 
146 C(9)-C(I0) 
146 C(II)-C(I2) 
1 11 C(I3)-C(I4) 
108 C(I5)-C(I6) 
C(3)-C(4)-C(5A) 
C(3)-C(4)-C(6A) 
C(l)-C(5)-N(5) 
C(4)-C(5A)-N(5A) 
C(2)-C(6)-N(6) 
C(4)-C(6A)-N(6A) 
C(9)-N(8)-C(ll) 
C(9)-N(8)-C(I3) 
C(9bN(8)-C(l5) 
QllbN(8)-C(13) 
C(llbN(8)-C(l5) 
C(I3)-N(8)-C(I5) 
N(8)-C(9)-C(I0) 
N(8)-C(II)-C(I2) 
N(8)-C(I3)-C(14) 
N(8)-C(I5)-C(I6) 
Symmetry code 
1137 
114 3 
161 5' 
157 3' 
155 2' 
163 Ο­
Ι 10 2(4) 
106 3(4) 
110 3(4) 
112 4(4) 
106 6(4) 
111 1(4) 
115 9(5) 
115 2(5) 
115 4(5) 
114 8(4) 
1 516(6) 
1506(5) 
1 525(6) 
1 519(6) 
1 514(9) 
1 518(8) 
1 500(8) 
1 516(7) 
The apparent nonlineanty is imposed by the disorder 
refinement had led to very large and very small temperature factors for Se 
and S, respectively, the structure appeared to be centrosymmetric, and 
disorder must be assumed for the anion. 
The disordered model is physically quite acceptable. The envelope of 
the two different ligands is the same, and ligands may be interchanged at 
random without series effects to the crystal packing. 
Various models for refinement were investigated, such as group 
refinement with fixed S-C=C-S geometry, with fixed Ni-S distances and 
various restraints on temperature factors and /or population parameters. All 
our trials resulted in R values m the range 0.10-0.17. The best results (R = 
0 101) were obtained in space group PÌ, with population parameters equal 
to 0.5 for Se, S, C(l), C(2), C(3), and C(4). The Ni atom was fixed at the 
origin. Sulfur was kept fixed at Ni-S = 2.16 A Positional parameters of 
C(l), C(2), C(3), and C(4) were refined as a group with constraint geometry. 
Residual peaks up to 1 7 e A "3 are found in the vicinity of the disordered Ne-
Se-S moiety. Further improvement of the model was not possible due to 
strong correlations of parameters. Final positional parameters and site 
- 4 . 1 0 -
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Fig. 1. View of the Ni-Se-S moiety and one tetraethylammonium ion. Only the asymmetric 
unit is labeled. 
occupancy factors of the nonhydrogen atoms are given in Table 1 and bond 
lengths and angles in Table 2. Figure 1 shows the numbering of the 
molecule. The constraint refinement was done with SHELX (Sheldrick, 
1976). 
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4.3 NOTE 
Dichloro-bis(triphenylphosphine)nickel, 
С12Мі(Р(С6Н5)з)2, a redetermination 
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Introduction 
The crystal structure analysis was started as part of a study on organic 
nickel(I) complexes. Crystals were grown from the reaction product of 
С1Мі(СО)2Р(С6Н5)з and (CjHjJMgBr in ethyl ether. The residue was 
recrystallized from dichloromethane to give dark crystals. The molecular 
formula of the reaction product was thought to be (ÎJ - СзН5)Мі-
(CO^PíQHsb. The true composition of the compound was found by X-ray 
analysis. The title compound could have been formed by disproportiona-
tion: 
2ClNi(CO)2P(C6H5)3 - CljNtfPiQHsb): + (СО)2МІ(Р(СеН5)з)2 + 2CO 
Experimental 
Because the crystals were thought to be unstable, intensities were 
measured using a crystal (0.3 X 0.4 X 0.05 mm) sealed in a capillary under 
nitrogen. Reflections having 30 < θ < 31° were used to determine the cell 
623 
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dimensions. Intensities were measured up to θ = 60°, with Cu Ka radiation, 
(λ = 1.54184 Â) on a CAD4 diffractometer in the ω-20 scan mode (scan 
range 0.95 + 0.14 tan β, aperture 3 mm). The intensity data were corrected 
for Lorentz and polarization effects, and for absorption (North et al., |968). 
After averaging (Ä = 0.025) 2394 independent reflections were obtained, 
and 587 were denoted "unobserved" [/< 3.5 a (/)]. The Patterson map was 
incompatible with the expected formula. We therefore used the recently 
proposed application of DIRDIF (Beurskens et al., 1984; Beurskens et al., 
1982) to locate the Ni and Ρ atoms. The reflection data were expanded to P\ 
symmetry, and the program DIRDIF was executed using one Ni atom at the 
origin. The four highest peaks in the DiRDiF-Fourier map were interpreted as 
Ni and P. A subsequent DIRDIF run in space group P\ revealed two 
Ni(P(C6H5)j)2 units. Four unexpectedly high peaks close to the Ni atoms 
were found. These peaks were interpreted as CI. The space group appeared 
to be Fljc, with Ζ = 2. 
It was found from the Cambridge Crystallographic Data Base that this 
structure had been published before (Garton et ai, 1963). Since the 
refinement was based on projection reflections only (Ä = 0.223), we decided 
to continue the present analysis. Full-matrix anisotropic least-squares 
refinement (phenyl rings fixed as regular hexagons; Η atoms in "riding 
mode") using SHFLX (Sheldrick, 1976) converged to R = 0.104; R
w
 = 0.104 
Table 1. Fractional coordinates of the nonhydrogen atoms and V
r 
with esd's in pa/entheses 
Atom 
Ni(l) 
P(l) 
Cl(l) 
C(2) 
C(3) 
C(4) 
C(5) 
C(6) 
C(l) 
C(8) 
C(9) 
C(I0) 
Q l l ) 
C(I2) 
C(7) 
C(I4) 
C(I5) 
C(I6) 
C(I7) 
C(I8) 
C(I3) 
X 
-i 
-0.3294(2) 
-0.5045(2) 
-0.3473(6) 
-0.3423(6) 
-0.3074(6) 
-0.2774(6) 
-0.2824(6) 
-0.3174(6) 
-0.1955(5) 
-0.0991(5) 
-0.0105(5) 
-0.0182(5) 
-0.1145(5) 
-0.2032(5) 
-0.3685(4) 
-0.3400(4) 
-0.2274(4) 
-0.1435(4) 
-0.1720(4) 
-0.2846(4) 
У 
0.1978(3) 
0.0491(3) 
0.3388(3) 
-0.0413(6) 
-0.1471(6) 
-0.3076(6) 
-0.3622(6) 
-0.2564(6) 
-0.0959(6) 
0.3246(8) 
0.4296(8) 
0.3950(8) 
0.2553(8) 
0.1503(8) 
0.1849(8) 
-0.1731(7) 
-0.2632C) 
-0.2486(7) 
-0.1439(7) 
-0.0538(7) 
-0.0684(7) 
2 
i 
0.2887(2) 
0.3673(2) 
0.4370(4) 
0.5005(4) 
0.4962(4) 
0.4284(4) 
0.3650(4) 
0.3692(4) 
0.2858(4) 
0.3132(4) 
0.3841(4) 
0.4275(4) 
0.4001(4) 
0.3293(4) 
0.1645(4) 
0.1047(4) 
0.0929(4) 
0.1411(4) 
0.2010(4) 
0.2127(4) 
щ 
0.0612(7) 
0.0559(7) 
0.0708(8) 
0.070 (4) 
0.077 (4) 
0.084 (4) 
0.088 (4) 
0.074 (4) 
0.060 (3) 
0.083 (4) 
0.091 (5) 
0.125 (7) 
0.1 li (5) 
0.092 (4) 
0.061 (3) 
0.069 (3) 
0.087 (4) 
0.073 (4) 
0.096 (5) 
0.074 (4) 
0.058 (3) 
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Table 2. Relevant bond distances (A) and angles (deg), with esd's in 
parentheses 
Ni(l)-P(l) 
Ni(l)-Cl(l) 
P(l)-C(l) 
P(l)-C(7) 
P(l)-C(13) 
P(l)-Ni(l)-P(1A) 
CI(lbNi(l)-Cl(IA) 
2.278(3) 
2.360(3) 
1.816(6) 
1.829(6) 
1.832(7) 
114.7(1) 
120.9(1) 
P(lbNi( l)-Cl( l) 
Ni(l)-P(l)-C(l) 
Ni(l)-P(l)-C(7) 
Ni(l)-P(l)-C(13) 
C(l)-P(l)-C(7) 
С(1ЬР(1)-С(13) 
C(7)-P(lbai3) 
Symmetry code 
A -1 - JC, • л і - х 
104.2(1) 
116.9(3) 
109.1(2) 
118.7(2) 
103.4(3) 
103.4(3) 
103.7(3) 
using weights w = (a\Fo) + 0.0025\Fo\*yl. Seven strong, low-order 
reflections were rejected because they suffered from extinction effects. In 
view of the uncertainty of the composition, we tried to refine various models 
containing C = 0 at CI positions, using constraint refinement techniques. 
None of the models converged to chemically and physically reasonable 
structures (high B's, bad geometry, R > 0.14). 
C17 
C10 
Fig. I. Dichloro-bis(triphenylphosphine)nickel, showing the numbering of the asymmetric 
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R 
0 t 
ШІа 
й ^ ™ \ 
Fig. 2. Stereoview of the unit cell, looking down the 6-axis. 
Discussion 
Final positional parameters of the nonhydrogen atoms are given in 
Table I; bond lengths and angles are listed in Table 2. Figure 1 shows the 
numbering of the molecule, whereas Fig. 2 shows the ac projection of the 
unit cell. 
In view of the method of preparation of the compound, it is possible 
that a small fraction of CI is substituted by C = 0 , considering also that 
Ni(CO)2(P(C6H5)j)2 crystallizes in the same space group and with the same 
cell parameters (Krüger and Tsay, 1974). 
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Chapter 5. Alternative strengthened translation functions 
In this Chapter, Section 5.1 describes the alternative strengthened translation 
function deduced from the translation functions described by Doesburg and 
Beurskens (1983). 
The new translation function is incorporated In the DIRDIF prograa package, 
resulting in a more reliable aethod for the positioning of fragments constituting 
at least 101 of the total scattering power of the unit cell. 
Applications to and test results on structures containing brucine or strychnine 
molecules are given in Section 5.2. Crystal structure analysis on these coapounds 
to study alkaloid · peptide iateractions are in progress at the University of 
Edinburgh. During his stay at the University of Edinburgh in septeaber 1984, the 
author participated in this research, by iapleaenting, testing and applying the 
new automated orientation searches (Struapel «t ai., 1983) and the alternative 
strengthened translation functions described in Section 5.1. 
Section 5.1 is reprinted frca Acta Cry at. (1984), M O , 701-703. 
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Note on Strengthened Translation Functions: the Positioning of ж Well Oriented Molecular 
Fragment Using DIRDIF Procedures 
Bv H. J. BRUINS SLOT AND PAUL T. BEURSKENS 
Crystallography Laboratory, University of Nijmegen, Toemooiveld, 6S25 ED Nijmegen, The Netherlands 
(Rtaiccd 10 April 1984: aaxpud 2 My 1984) 
Abstnct 
Strengthened translation functions have been defined 
[Doesburg & Beurskens (1983). Acta Cryst. A39,368-
376] as convolutions of two electron density func­
tions: i.e. the electron density representing the known 
fragment and the electron density obtained by the 
application of the DIRDIF procedures [Beurskens 
et al (1982). In Conformation in Biology, edited by 
R. Srinivasan & R. H. Sarma. New York: Adenine 
Press]. Similar translation functions are defined as 
convolutions of the DIRDIF Fourier map with itself. 
The new functions are less powerful. The combination 
of the two types of functions, however, results in a 
more reliable method for the positioning of a frag­
ment, if the fragment constitutes at least 10% of the 
total scattering power of the primitive unit cell. 
Examples of applications to known structures are 
given. 
Introduction 
The position of a correctly oriented fragment, rep­
resented by the electron-density function p„ can be 
OI08-7673/84/06070l-03$01.50 © 1984 International Union of Crystallography 
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Table t. Tesi resulti for various structures 
MONOS 
DIAMBE 
PEKTAN 
HEPTA 
BRUCIN 
Refcrawt 
(·) (« 
(«) 
Pon.uU 
C„H,.»0A 
CaH„lifl 
С и Н и М Л 
C»H,. 
CnHnNiO. 
Spmtnup 
η,ι,ι, 
η, 
П ш 
" ι 
η, 
Ζ 
ΐ* 
» « Μ 
»UT 
» I M 
» ю 
(HO O-Mi 
м м 
»-141 
M M 
«ааИЪцрмкмтЬес 
for the cocfMt Mctor t 
шО(4) la V W 
fUfereoc« (j)Ni>or4k, B—nlm.Ouenbrij ·, Hm«lK»J*'nik«n(l»7l).(b)™i<CTVrtfc.*N«ortik(IM0),(c) 
(IW2). (а) а ю п к с т , BnnluM à vin dm Н к (І*7>): (<) OoaM o al (la pnmnllon) 
• μ1 м the relative KHtcniis po««r of lb* input Mvch fnsnwM <net ladndins •ymawy.ntoMd 
DtmtMl. NoonM a B « « n > 4 
Table 2. /4n example of the combination of Q,(l) and О'.(ч) >«· BRUCIN (see Table I); (wo-dlmmriona/ 
ηακλ (χ, ζ) /or a twofold screw axis along b 
Rendu fot <?J,<JC.I> 
Ι M 0-251 0-449 
I ) l 0-41? 0-217 
] 21 O09I 0 20S 
4 20 0-245 04» 
5 20 0-2*1 0-0IJ 
forOS.U») 
no W 
СоаЫмдппМ 
Г 21 
Г M 
j· а 
4· I» 
9' IS 
0-090 
0430 
0-19* 
» « J 
0.2П 
««ihlr-IOOO./CU. 
»-•.(J»· 
0-2M 
0-ЭЮ 
0445 
0-042 
0-320 
+ W)/J. 
1.3· 
3.1· 
31 
23 
0-29S 
O-OM 
0-444 
0-2(3 
determined by translation functions. The translation 
functions <?.(<). defined by Doesburg 4 Beurskens 
(1983), are based on the measure of fit of a search 
model p„ (symmetry related to p,) in the so-called 
D/ÄD/F-PI-Fourier map, denoted ρ, (ρ = partial 
structure, r = remainder). For each symmetry element 
J, a function <?,(ч) can be calculated and from the 
resulting maximum (at position q) the position of the 
fragment relative to the corresponding symmetry ele­
ment is deduced. The strength of the functions <?,(l) 
results from the power of the DIRDIF procedures 
(Beurskens et at, 1982). 
For relatively small fragments (scattering power 
less than 20% of the scattering power of the entire 
primitive cell) the functions Q, show subsidiary 
maxima, sometimes of the same height as the correct 
peak. On the other hand, the D/iUW-Pl-Fourier 
map usually gives more structural details than the 
collection of symmetry-related fragments p^. There­
fore, we investigated the use of autoconvolutions of 
p, for the location of the symmetry elements. This 
means that we now use the 'difference structure' as 
the search group instead of a known fragment. 
DefiaMoa «f the traaslatio· faactfoa СЛщ) 
When using a known fragment p, as input, the 
DIRDIF procedure will refine and extend the phases 
and recalculate the magnitudes of the difference 
structure factors, which results in a high-quality elec­
tron-density map ρ,. If p. Is completely correct, p, 
constiMrtcs all symmetry-related fragments py, and all 
other unknown fragments. According to the general 
translation function (Argos Д Rosamann, 1980) we 
define 
<Ш 
-Í Pb(r-q)p,(r)dr, 
where 
P„(r.) « p,<r) » ± Ç F,(h) exp ( - 2 » * . r) 
and where the coefficients F,(M are the structure 
factors of the difference structure, calculated by the 
DIRDIF procedure. The function is, of course, calcu-
lated in reciprocal space: 
О'Лч) - ^Т. ПШЛ ) exp (2irih. q) 
where Ft is the adjoint complex of F „ which is 
symmetry related to F, 
The perfect overlap of a correct rast structure with 
itself will give 
<?І-4ЕІП<МІ 2 . 
У к 
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Remits aad dbcnasioa 
The performance of the new translation functions 
was tested on various known structures Some 
examples are given in Table I 
The results show that the new functions Q', are less 
powerful than Q
r
 In all given examples the highest 
peak m Q, gives the correct position of the fragment, 
whereas for some of the examples peak number 2 or 
3 in Q', gives the correct position The new functions 
Q'„ however, are very useful if <?, leads to an 
ambiguous result An example is given in Table 2, in 
which the second peak in Q, is ruled out because this 
peak does not occur m Q', 
An observation, made by Doesburg & Beurskens 
( 1983 ), is also valid for Q'
s
 one-dimensional searches 
(for mirror or glide planes) are slightly more reliable 
than two-dimensional searches (symmetry axis) and 
far more so than a search for a center of symmetry 
The new translation functions are incorporated in 
the DI RDI F program package (Beurskens « aL, 
1984), with négligeable increase in core and CPU 
requirements 
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S 2 Results with Strychnine and Brucine Derivatives 
Section 5.2.1 summarizes some aspects of the study on alkaloid-peptide interac-
tions, in particular those involving strychnine and brucine fragments. Section 
5.2 2 gives an overview of the structures used to test the new DIRDIF package 
(Beurskens et el., 1984), and of the structures solved with this package. In sec-
tion 5.2.3 the results of the usage of alternative translation functions for the 
structure determination of these compounds are discussed 
5.2.1 Introduction 
Alkaloid - peptide interactions in crystal structures have been studied in the 
Chemistry Department of Edinburgh University since 1981 They provide a striking 
link between the resolution of racemic mixtures by co-crystallisation of one enan-
tiomer with an optically active material, and the molecular recognition of bio-
chemically active substances at protein surfaces. 
Among alkaloids, strychnine and brucine are fascinating in view of the large num-
ber of racemic mixtures that have been resolved and because of their potent phys-
iological action. Despite the similarity of their molecular structures, they dif-
fer markedly both in their physiological and in their resolving properties. 
Furthermore, they are essentially rigid molecules with a large number of function-
al groups. See figure 5.1. 
Of the various aspects of this study, e.g. such as the preparation and crystalli-
sation of molecular adducts and salts of alkaloids and small peptides, the inter-
pretation of the packing of the structures and the detailed analysis of their 
molecular geometry, the most interesting one for this thesis is the crystal struc-
ture determination of these compounds. Soné thirty structures have been solved 
within the scope of the project, and most of tftem were moderately large structures 
for automatic solution using SHELX (Sheldrick, 1976) and/or MULTAN (Main et al., 
1980). The presence of a large rigid group, however, made thea particularly suit-
able for the application of modern Patterson methods and translation functions. 
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R = H strychnine 
R = 0CH3 brucine 
Fig.5.1 Functional groups of strychnme/brucine. 
5.2.2 Structures 
In Table 5.3 the main crystallographlc features of three structures that were used 
as test cases together with three unknown structures are given. 
Figures 5 2 to 5 7 show the packing diagrams along the specified crystallographlc 
axis of STRHI, STRHCL, BRUSUL, STRIAR, BRUTAP and BRUTAR respectively. The analy-
sis of molecular geometry and the interpretation of the packing diagrams is beyond 
the scope of this thesis and is or will be published elsewhere (Cleasby, Gould, 
Hou1den and Walkinshaw, 1981; Gould, Taylor and Walkinshaw, 1986; Bruins Slot, 
Gould, Taylor and Walkinshaw, 1986) 
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Table 5.3 Crystal data of test and unknown structures 
Compound 
Na 
Spacegroup 
% 
a 
b 
с 
α 
β 
ϊ 
no. refi. 
no. refl.b 
final R 
STRHI l 
27 
P21 
2 
16.189(7) 
7.585(5) 
7.750(5) 
90. 
92.57(4) 
90. 
1798 
1596 
0.052 
STRHCL ' 
26 
P21 
4 
7.585(5) 
32.326(20) 
7.833(4) 
90. 
90.82(4) 
90. 
3432 
3024 
0.043 
BRUSUb l 
35 
C2221 
4 
12.213(7) 
14.378(5) 
26.786(10) 
90. 
90. 
90. 
2071 
1001 
0.060 
STRTAR * 
38 
P21 
2 
7.374(2) 
11.713(2) 
14.293(2) 
90. 
97.08(1) 
90. 
2124 
1697 
0.041 
BRUTAP * "· 
76 
P21 
2 
9.407(10) 
28.915(9) 
9.549(5) 
90. 
99.45(7) 
90. 
3418 
2129 
0.052 
BROTAR * 
88 
P21 
4 
12.434(4) 
31.350(10) 
7.527(2) 
90. 
93.71(2) 
90. 
4693 
3573 
0.056 
l) test structure 
*) unknown structures 
a ) Ν = number of non-hydrogen atoms in the asymmetric unit 
) number of reflections used in the refinement 
STRHI = Strychnine Iodide, C»,Ha,0jNt+.I*.Hi0, 
(Cleasby, Gould, Mou1den and Walkinshaw, 1981) 
STRHCL ·> Strychnine Chloride, С,,Н,)0,М,
+
.сГ.2Н,0
> 
(Cleasby, Gould, Moulden and Walkinshaw, 1981) 
BRUSUL « Brucine sulphate, |C1,H,,0.N,]i+.S0»,".7Hj0) 
(Gould, Taylor and Walkinshaw, 1986) 
STRTAR « Strychnine(-)Bitartrate, CttHnOiNa'f.C»HtO«".3HjO, 
(Bruins Slot, Gould, Taylor and Walkinshaw, 1986) 
BROTAP » Brucine(+)tartrate
>
 |Ca1H,.0,N2),+.C»H,0»,".8HiO, 
(Bruins Slot, Gould, Taylor and Walkinshaw, 1986) 
BROTAR = Brucine(-)bitartrate, C,,H,,0.N,+.C»H,0.".5Hi0, 
(Bruins Slot, Gould, Taylor and Walkinshaw, 1986) 
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Fig.5.2 Packing diagram of strychnine iodide (STRHI) along the b-axis. 
-eP-
-05-
G> 
<*> 
-<&-
о 
Fig.5.3 Packing diagram of strychnine chloride (STRHCL) along the a-axis. 
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Fig.5.4 Packing diagram of brucine sulphate (BRUSUL) along the a-axis. 
Fig.5.5 Packing diagram of strychnine(-)bitartrate (STRTAR) along the a-axis. 
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Fig.5.6 Packing diagram of brucine(+)tartrate (BRUTAP) along the a-axis. 
Fig.5.7 Packing diagram of brucine(-)bitartrate (BROTAR) along the c-axis. 
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5.2.3 Results and Discussion 
The three test structures and the three unknown structures were subjected to the 
DIRDIF system, as given in the flow diagram in Section 1.2, where the strychnine 
or brucine fragments constitute the known molecular fragment with an unknown ori­
entation. Default run-options were used. Table 5.4 shows the results of the ori­
entation searches using the automated orientation search facility (Strumpel et 
al.,1983) of the DIRDIF program system. The usage of the brucine fragment, con­
taining the flexible methoxy groups attached to the phenyl ring, as a rigid group 
is feasible because in nearly all strucures containing brucine molecules, the ori­
entation of the methoxy substituents relative to the orientation of the phenyl 
ring, is the same. 
In all cases the orientation, calculated to be the most probable one, appeared to 
be correct. The peak heights are scaled relative to the highest peak, which is 
assigned a value of 100. For STRHCL, BRUTAP and BROTAR, the rotation angles of 
the peaks marked *) rotate the strychnine or brucine fragments correctly, but rel­
ative to the orientation of the second independent search fragment. Table 5.4 
also gives the relative scattering fraction of the search fragments used in both 
the orientation and translation searches. The relative scattering fraction pi is 
defined as 
PZ = Ση ^ / ΣΝ Zj 
where the summation in the numerator is over the atoms of the search fragment, and 
the summation in the denominator is over all atoms in the unit cell. (Z., clear­
ly, is the atomic number of atom i). 
The next step in the automatic execution of the program DIRDIF, is the positioning 
of an oriented fragment using the TRADIR subprogram. The results of the strength­
ened translation functions defined by Doesburg and Beurskens (1983) and the alter­
native strengthened translation functions, described in Section 5.1, are given in 
Table 5.5. The relative peakheights are scaled to the highest peak, which is 
assigned a value of 100. 
In all cases the combination of the strengthened translation functions and the 
alternative strengthened translation functions gave the correct shift vector. For 
the compounds that were not solved yet (STKTAR, BRUTAP and BROTAR), both types of 
translation functions gave high peaks, which proved to be correct after a subseq­
uent DIRDIF run in the proper space group. In just one case (STRHI) the first 
solution of the strengthened translation function was incorrect, but the combined 
solution appeared to be correct. As mentioned in Section 5.1, Table 5.5 endorses 
the remark that the alternative strengthened translation functions are less power-
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ful than the original ones of Doesburg and Beurskens, but the combination of the 
two types of functions gives more reliable results. 
Table S.4 Results of the orientation searches. 
Compound 
p
z
e 
Rel.peak heights 
No. of independ. 
strychnine or 
brucine frags. 
STRHI 
0.13 
100' 
86 
85 
84 
77 
1 
STRHCL 
0.17 
100' 
98« 
-
-
-
2 
BRUSUL 
0.18 
100 · 
85 
79 
79 
-
1 
STRTAR 
0.29 
WO 1 
-
-
-
-
1 
BRUTAP 
0.20 
100 l 
951 
93 
81 
79 
2 
BROTAR . 
0.14 
100» . 
84 
73 
70 
-
2 
a ) See text for definition of p~ 
1 ) Correct solution 
*) Correct solution for second indepedent fragment in the cell. 
Table 5.5 Results of the translation functions 
Normal Str.T.F. 
Correct shift 
no. & height 
1st Incor. shift 
no. & height 
Alt. Str.T.F. 
Correct shift 
no. & height 
1st Incor. shift 
no. & height 
Ol 
2 
1 
1 
2 
плл 
93 . 
100 . 
100 . 
31 . 
STRHCL 
1 100 
1 100 
BRUSUL 
1 100 
2 62 
1 100 
2 66 
STRTAR 
1 100 
2 33 
1 100 
BRUTAP 
1 100 
2 34 
1 100 
2 52 . 2 34 
BRUTAR 
1 100 
2 35 
1 100 
2 42 
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As pointed out in the flow diagram in Section 1.2, the next step to be executed in 
the DIRDIF system, is a DIRDIF run using the 'best' shiftvector after restoring 
the proper symmetry. 
The subsequent Fourier syntheses following these DIRDIF steps, for the test com-
pounds, revealed virtually complete structures. For STRHI, the position of the 
I-atom was clearly indicated but the water O-atom was not found. In the case of 
STRHCL, the two independent CI-atoms were found as the heighest peaks and the 
independent strychnine molecule was easily interpreted from the electron density 
map. Moreover, both water O-atoms were found also. For BRUSUL, all non-hydrogen 
atoms were easily found. A clear cut-off in the peak heights of the Fourier map 
was noticed (3 lowest peaks to which atoms were assigned: 219, 214, 192; first 
spurious peak: 118). 
The three unknown structures were easily solved from the final Fourier map: again 
virtually complete structures were found. For STRIAR, both the tartrate molecules 
and the three water O-atoms were clearly indicated by the peak heights. A clear 
cut-off as in the BRUSUL test case was observed. In the case of BRUTAP, one atom 
of the second independent brucine molecule was missing, but on the other hand, all 
eight water O-atoms were indicated by peak heights. The tartrate molecule was 
found as well. BRUTAR showed two complete brucine fragments and the tartrate mol-
ecules, but only two out of ten water O-atoms were located. 
Because the results given above, show that the correct solution is very easily 
obtained with the selected search fragments, smaller search fragments were chosen 
in order to find the pg limit to which the DIRDIF system can be used, almost with-
out human intervention. Instead of using the complete alkaloid molecules, the 
indole fragments were selected to perform similar tests as described earlier. The 
scattering fractions of the indole fragments were 0.04, 0.06, 0.05, 0.10, 0.06 and 
0.04 for STRHI, STRHCL, BRUSUL, STRIAR, BRUTA? and BRUTAR respectively. Both the 
orientation search program and the translation functions failed to give the cor-
rect solution. These results show that the scattering fraction of a model of 
known geometry must be approximately 0.10 to solve the structure using DIRDIF 
automatically in a straightforward fashion. Finally, it is mentioned that the 
average cpu-tlme needed to solve the phase problem for these structures, using 
automated orientation searches and strengthened translation functions, including 
the final DIRDIF step in the proper space group, is about 3 minutes on a NAS-9040 
(IBM-compatible) mainframe, which is comparable to the time needed by conventional 
direct methods or heavy atom techniques. 
- 5.14 -
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Chapter 6. Translation functions based on correlation functions for planar-
molecule problem-structures 
The use of reciprocal space correlation functions for the positioning of planar 
fragments was initiated during the the structure deternination of enprofylline. 
This structure was one of the 'problem-structures' received for the pre-conference 
workshop 'DIRDIF' at the Eighth European Crystallographic Meeting, Liege, Belgium, 
1983. It could not be solved automatically by DIRDIF because of various reasons, 
mentioned in Section 6.2. Jvo enprofylline fragments (out of the sixteen mol-
ecules in the unit cell) were positioned relative to one another and to one symme-
try element using well known correlation functions. DIRDIF proved to be an ade-
quate discriminator: upon application of the correct shift vector, the partial 
structure immediately expanded to the complete structure; incorrect shift vectors 
gave results as mentioned in Chapter 2. 
Section 6.1 ia reprinted from Acts Cryst. (1985) M l , 586-588, and describes the 
u»e of the above mentioned functions to position planar fragments which are 
stacked in the crystal structure in parallel equidistant planes. 
Section 6.2 is reprinted from Acta Cryst. (1985) C41, 1517-1520, and gives a 
detailed description of the problems encountered in the solution of the structure 
of enprofylline. 
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Acta Cryst. (198S) A41, 586-58$ 
Note on the Use of Reciprocal-Space Translation Functions 
for Planar-Molecule Problem Structures 
BY H J BRUINS SLOT AND PAUL Τ BEURSKENS* 
Crystallography Laboratory, University of Nijmegen, Toemooiueld, 6525 ED Nijmegen, The Netherlands 
(Rtcewed И More* 1985. acctpHd 17 June IMS) 
Abstract 
Correlation functions in reciprocal space are applied 
to 'problem' structures consisting of approximately 
planar molecules stacked in layers The relative posi­
tion of two molecular fragments is determined by a 
two-dimensional translation function With three-or 
four-dimensional translation searches two indepen­
dent fragments can be positioned relative to one 
* To whom «JJ comspoDdence should b« addnssed. 
O108-7673/85/06O586-O3$0l 50 
another and, simultaneously, relative to a symmetry 
element 
latroductioa 
Crystal structures consisting of approximately planar 
molecules can often be solved by Patterson methods 
as well as by direct methods Sometimes direct 
methods are not successful, and experience has shown 
that failures more often occur when the planar 
molecules are stacked in parallel equidistant planes 
© 1985 International Union of Crystallography 
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The planar molecules (or fragments) are easily 
recognized. The problem in such cases is that the 
positions of the molecules cannot be determined 
unambiguously. 
Different molecules are usually related by space-
group symmetry or by a local (pseudo) symmetiy 
element and/or by a translation. (We do not expect 
direct-methods problems when there are no system­
atic relations between the molecules.) We can make 
use of this knowledge to find the positions of the 
molecules. In this note we show the use of Patterson-
type translation functions in reciprocal space. 
Method 
The family of parallel equidistant planes in which 
the molecules are stacked is denoted by the indices 
(HKL). The family (HKL) is defined analogously to 
Laue indices. A vector t, parallel to (HKL), is given 
by 
1-«.»/Я+«»Ь/#С-(«. + «,)с/І, (1) 
where only two independent variables, q. and q* 
define this three-dimensional vector. Equation (I) 
describes t for the general case; simplified expressions 
for t can be set up if any of the indices is zero (Le. 
for a family of planes parallel to one or two unit-cell 
axes). 
The largest common divisor of Η, К and L is 
denoted by m. When m = l, the vector function 
((f» 4») spans all planes (HKL). For m > 1, vectors 
• may be added to reach other parallel planes. A 
vector • is a fixed interiayer vector; for instance, an 
integer multiple of */H. 
Assume that we have found and identified (for 
instance, from a direct-methods E map) two 
molecular fragments, denoted p, and ft. The frag­
ments may be on the same plane or on neighbouring 
planes. Partial structure factors for reflections h, 
calculated from these fragments, are F » and F», 
respectively. 
If pi and p, are symmetry related, then F» Is 
directly related to the calculated F,b values. Other­
wise, no symmetiy is used in the following argument. 
In the present notation p, is kept fixed, and р
г
 is 
allowed to shift on diSerent planes of the family 
(HKL). Thus shift vectors t + a are applied to frag­
ment р
г
. The partial structure factor for the sum of 
the two fragments is 
Table 1. Crystal data qfexamplts 
F* - F
№
+ F » exp 12«Л(І+·)], (2) 
where t » t ( f . f») is a two-dimensional variable, and 
a are m fixed vectors. Thus we can determine the 
position of pi in three-dimensional space by at moti 
m two-dimensional translation searches. 
As search function we use the correlation function 
(Tollin, 1966; Beurskens, 1981, and references 
«(A) 
»(A) 
«(A) 
• O 
Ρ П 
τ О 
г 
Ο,,Η,,Ν,Ο, 
rt «0164(5) 
10 6705(1) 
17 5J27 (I») 
77 0β(1) 
ΙΟΙ 24(1) 
»9 2» ( I ) 
4 
»52 
005S 
с.н„м4о, 
П,/с 
15 11(1) 
i3 606(j) 
19 «77 (6) 
to 
I H »2(3) 
90 
16 
1671 
0 07» 
Пші Л 
RcfemM« FOCI Bcunkem, Beunkou, Apred*. Focet-Focci, Сто A 
GutuBluco (I9M), LUI7 SUlhuubkc. Bnjitu Slot « Bainkm (1»!S) 
therein) 
<?.(»)=<|£slìBo(t+«)l2)à. О) 
where | £ j is the observed normalized structure factor 
and | £ , J is the normalized equivalent of (2); the 
average is taken over the reflections with | £ k | greater 
than a threshold £„*,. 
The function Q
m
(t) is easily programmed, and the 
result is plotted as a function of the parameters q. 
and 4*. Maxima in this function correspond to prob­
able positions Of P]. 
Application 
The method allows the positioning of two planar 
fragments relative to one another. When the two 
fragments are symmetry related, the method is 
equivalent to a conventional translation search, 
except that for space group Pj a three-dimensional 
problem is now solved by a two-dimensional search. 
The resulting reduction of computer time involved 
allows the expansion of the method to include the 
simultaneous positioning of two fragments relative to 
one another and to symmetry-related fragments. 
Example* 
The present procedure was tested on a known struc­
ture, code name FOCI, and was used to solve an 
unknown structure, code name LU17, see Table 1. 
The test structure FOCI has molecules stacked on 
(024) planes. The molecules are nearly planar, ring 
D is not completely planar, but in a poorly phased 
£ map this ring will show up as part of a planar ring 
system. 
MULTAN (Main el ai, 1980) and some DIRDIF 
runs (Beurskens, Bosman, Doesburg, Gould, van den 
Hark, Prick, Noordik, Beurskens, Paithasarathi, 
Bruins Slot Λ Haltiwanger, 1984) led to the so-called 
chicken-wire pattern (Fig. 1). The structure was 
solved in several parallel DIRDIF runs by manually 
breaking the manyfold positional and rotational 
ambiguities. It was found that symmetry-independent 
molecules are rotated by a local rotation of 60° around 
an axis perpendicular to the molecular planes. 
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With the present procedure, this structure could be 
solved easily One fragment, pi, is a planar fragment 
rings А, В and С and the two oxygen atoms The 
second fragment, pj, is the inverse of pi The aim of 
this application is to determine the position of the 
center of symmetry by a two-dimensional search The 
position of the center of symmetry is either on or 
between the (024) planes ( i e u = 0orii = b/2) There­
fore, two parallel searches are needed Structure fac­
tors for fragment p, are calculated, while structure 
factors for fragment p: are their complex conjugates 
The highest maximum in one of the two Q.(t) maps 
appeared to be correct, and a single subsequent 
DIRDIF run m space group PÏ with the shifted 
fragment p, as input revealed all non-Η atoms of both 
independent molecules 
The unknown structure, LU17, consists of 
molecules stacked on the (006) planes Only four of 
the six (006) planes through the unit cell contain the 
enprofylline molecules, this, however, was not known 
at the outset of the present investigation The 
molecules are planar with the exception of the n-
propyl chains 
From MULTANE maps, as well as from DIRDIF 
Fourier maps based on the correct orientation of one 
enprofylline molecule, in which many well defined 
molecules could be recognized, the following prob­
lems arose Equally oriented symmetrv-independent 
molecules were recognized in different layers, 
molecules in one layer were related to one another 
by a local rotation of 60°, additional local symmetry 
elements were found, the center of symmetry could 
be either on or between the (006) planes and an 
unequal distribution of the sixteen molecules over 
the six planes in the unit cell was required 
The present procedure was applied to solve the 
structure The correct orientation of a rigid fragment 
from the literature (CjN.Oj, Mercer & Trotter, 1978) 
was found with the orientation search program 
ORIENT, which is a part of the DIRDIF system 
This fragment, p,, was fixed on one of the (006) 
planes A second, equally onented fragment, P2. was 
allowed to shift on an adjacent (006) plane and both 
fragments were positioned relative to the c-glide 
plane Thus, a three-dimensional search, with two 
parameters for the nosmomng of ρ-, relative to p, and 
one parameter for the positioning of the c-glide plane, 
was performed, in which four fragments contributed 
Fig I Chicken wire pattern of FOCI 
to the calculation of Ep b The Q.(t) map did not show 
any outstanding peak, but a large number of tentative 
positions of p, and p; relative to the c-ghde plane 
was obtained They were tested, subsequently, with 
DIRDIF in space group Pc The fourth peak yielded 
a Fourier map that revealed all non-Η atoms and the 
space-group symmetry, P2|/c, was confirmed by this 
solution [In case of failure, we would have tried to 
position the second fragment on another (006) plane'] 
Discussion 
The two examples clearly show the advantages of 
reciprocal-space translation functions based on 
Patterson methods Direct-methods approaches to 
solve structures consisting of approximately planar 
molecules stacked in layers sometimes fail because 
of the existence of positional (and sometimes also 
rotational) ambiguities The expansion and 
refinement of phases by the tangent formula is 
strongly influenced by these ambiguities It is not 
generally understood that this problem is related to 
failure of origin and/or enantiomorph fixation The 
phases, calculated for a known fragment, may fix the 
origin and enantiomorph in the 'direct-methods' ter­
minology but not in reality and tangent expansion 
will lead to multiple images The present procedure 
to overcome these problems is intrinsically better 
because the correct positions of fragments are always 
present, although they might be hidden m a large 
number of possible peaks in the <?,(t) map When 
the present method finds the relative position of frag­
ments, and if the resulting collection of fragments 
defines a unique part of the structure, the ongin and 
enantiomorph ambiguities are solved 
This work is supported by the Netherlands Founda­
tion for Chemical Research (SON) with financial aid 
from the Netherlands Organization for the Advance­
ment of Pure Research (ZWO) 
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β. 2 Structure of EnprofyBine: 3,7-Dibydro-3-propyl- lJ/-purine-2,6-dioiie 
BY CIAES STALHANDSKE 
Inorganic Chemistry 2, Chemical Cerner. PO Box 124, S 221 00 Lund, Sweden 
AND H J BRUINS SLOT AND PAUL Τ BEURSKENS 
Crystallography Laboratory, Toemootoeld, 6S25 ED Nijmegen. The Netherlands 
Uttcelvat 11 Man* IWJ, accrpltd 26 A w I98S) 
Abstract С,Н,^Ы,0„ M
r
= 194 19, monoclmic, И./с, 
0 = 1 5 11(1) b = 13 606(3). с = 1 9 877(6)A, fl = 
11192(3)°, V =3791(3) Α», Ζ = 1 6 , О . = 138, 
O
x
 = 1 36 g cm"5, ¿(Cu Κα) m 1 5418 A, μ = 
8 65 cm-', F(000) = 1632, Γ = 295 К it = 0 079 for 
1671 observed reflections The four independent 
molecules show no significant differences. The 
molecules are planar except for the -CH,CH, part of 
the propyl groups The molecules are stacked in layen, 
two »djscem enprofyllme layers being separated by a 
layer with disordered -CH tCH, groups Molecules 
within a layer are connected by hydrogen bonds 
iMnNtactloa. Xanthin derivatives with formula (!) have 
been tested for the treatment of chronic obstructive 
airway diseases or cardiac diseases (Persson & Kjellm, 
1981) The compounds have a relaxing effect on the 
bronchial smooth muscle and (hey are less likely to 
produce toxic side effects than the currently used 
theophylline (II) préparâtes The present structural 
investigation deals with the compound (I) with Л 
= л propyl, which is called enprofyllme. 
•Ai l I ) -/*sA/ 
III 
^ 
1 
\ 
(III 
ExperiocataL Crystal of dimensions 0 35 χ 0 25 χ 
0 20 mm used for intensity data collection Crystals 
obtained by crystallization from an aqueous solution of 
the enprofytlme compound synthesized according to 
Persson A Kjellm (1981) at AB Draco in Lund, 
Sweden D
m
 measured by flotation. Unit cell dimension» 
derived from least squares analysis of setting angles for 
15 reflections No correction for absorption Intensities 
measured on a Nicolet P3m four circle diffractometer, 
graphite monochromatized Cu Κα radiation, interval 
4 < 2 t f < 116°, а>-2 scans of width 2 4° +a 1,o, 
splitting, scan rates 1-30° mm-1 Of 4445 reflections, 
collected in one quadrant of reciprocal space, 3685 
remained after rejection of systematically absent reflec 
trans Two reflections used to check the performance of 
the instrument 
An attempt to solve the structure by direct methods 
with MULTAWO (Mam, Fiske, Hull, Lessmger, 
Germain, Declercq Λ Woolfson, 1980), showed that 
the molecules were packed in layers perpendicular to 
the c* axis, which was also obvious from the very 
strong 002, 004 and 006 reflections In spite of many 
attempts no solution was found which could be refined 
The orientation of one enprofyllme molecule was 
determined with DIRDIF (Beurskens et al, 1984) using 
the orientation search program ORIENT, which is a 
fully automated version of the procedures of Nordman 
ft Schilling (1970) A search fragment, C,N,0, 
(formula (I), with Я = HI, was retrieved from the 
literature (Mercer Д Trotter, 1978) The subsequent 
TRADIR (Doesburg & Beurskens, 1983) and DIRDIF 
runs failed to give the solution, instead DIRDIF 
Fourier maps gave a multiple image of the structure, in 
which many well defined molecular fragments could be 
recognized From these, the following possibilities 
became apparent 
(ι) equally oriented symmetry independent mole 
culei in dilTercnl layers, 
(u) molecules which differ by a rotation of 60° 
relative to one another within a layer, 
(in) the existence of additional (local) symmetry 
elements, 
(iv) a positional ambiguity of the origin which could 
be in or between the layers, and 
(v) unequal distribution of molecules over six layers 
within the unit cell 
A way of finding the relative positions of independent 
fragments and the positions of the symmetry elements 
was achieved by l£ l correlation methods similar to 
those described by Tollm & Cochran (1964) and ToUin 
(1966) (see also Beurskens (1981)) A new program, 
which was developed for problem structures consisting 
0108 2701/85/10I5I7-04SO1 50 · 1985 International Union of Crystallography 
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of planar molecules packed in la\ers fBruins Slot & 
Beurskens 1985) was used to find the positions of two 
equalK oriented enprofvlline molecules relative to the 
e glide plane In this case a three dimensional search 
wds applied the first molecule was kept fixed in one of 
the lasers l«o parameters were used to define the 
position of the second molecule in an adjacent layer the 
third parameter was used to define the position of these 
molecules relative to the с glide plane Thus four 
molecules contributed to the calculation of the partial 
structure factors used in the translation search 
The best results were used in subsequent DIRDIF 
runs, and the fourth trial revealed the two remaining 
independent molecules (In the case of failure we would 
have tried to position the second molecule in one of the 
other layers') It »as found that four of the six layers 
were filled with molecules and that two layers contained 
the terminal -CH, of the propvl groups 
brom least squares refinement and difference Fourier 
maps w uh SHEL V76 (Sheldnck 1976) disorder for the 
'iprop\l chains was found a number of different 
conhgurations with acceptable geometries were taken 
imo account Some high order weak reflections ap 
peared to be poorl) measured and onlj 1671 reflections 
with / > σ(/) and sini9< 0 113 were used (A -13-12, 
к 0 -11 / 0-· 17 ) The anisotropic refinement, with all Η 
atoms at calculated positions riding with fixed isotropic 
temperature factors of their parent atoms, and C(i7) 
and C(iS) atoms (ι - 1 2,3,4) isotropically refined, gave 
R = 0 11 It was found that the sites of the С(;8) atoms 
were not fully occupied and the site occupancy factors 
of these atoms were refined Subsequent difference 
Fourier maps showed other possible C(i8) sites at 
geometrically reasonable positions from the C(i7) 
atoms Site occupano factors for the vanous COS) 
positions were refined keeping all other parameters 
fixed Finali) the site occupancy factors of the dis 
ordered C08) atoms were kept fixed and the C(i7) atoms 
and the C(i8) atoms with the hiçhcst site-occupancy 
factors were refined anisotropically Anisotropic refine 
ment on F converged to Л = 0 079. κΛ = 009Ι, 
b-l ' |<7 2 (F) + 0 00251/1'I oiF) from counting 
staiisucs 577 independent parameters Maximum 
shift error in final cycle = 1 5 The largest values are 
for parameters involving the disordered и propyl 
chains Final difference map density < 0 36 e A"' No 
correction for secondary extinction Atomic scattering 
factor« from SHELXlb 
Discussion. Atomic coordinates are given in Table 1 * 
Because of the poor quality of the data, the strong 
* Lists of structure factors anisotropiv (hernial parameters and 
H atom coordinates have been deposited with the Bntish I ibrary 
Lending Division as Supplementarv Publication No SUP 42297 
< 13 pp 1 Copies may be obtained through The Executive Secretary, 
International Union of Crystallograph) 5 Abbey Square Chester 
CHI 2HU England 
anisotrop) of atoms in the purine fragment, and the 
unusual packing ι e with lavers of disordered atoms, a 
number of anisotropic temperature factors became 
non positive definite during the refinement Geometry 
data are collected in Table 2 The aliphatic С—С 
distances are not given, because they have limited 
Table 1 Fractional coordinates (x 10') and isotropic 
thermal parameters with esd's in parentheses 
Ι/,,-Ιί,ί,Ι/««!·»·,!,·, 
C ( l l ) 
С ( Г > 
C(I3> 
< П 4 | 
O I S » 
N i l » 
N O . ) 
М(П» 
N114) 
0(11) 
O i P ) 
C(l f t) 
α π 
a m 
COB > 
C ( I 8 I 
C( I8 ) 
C P U 
O i l ) 
cm» 
t<24) 
t ( 2 i ) 
Ч Р І ) 
Μ " » 
N(211 
N(241 
0(211 
0(221 
U2ft> 
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Table 2 Averaged bond lengths (A) and bond angles 
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The e t d for the average bond length is 0 OUT A the e s d for the 
average bond angle is 0 5* 
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Fig, I Atomic numbering, with / » 1,24*4 for four independent 
molecules. 
ν \ ;. 
ΛΛΙ, 
ft a- }-x ' - > 
0 
Í 
' 1 
physical significance Because ot the disorder various 
C</6)-C(i7)-C(i8) chains are possible, C(i6) atoms 
are at reliable positions, va nous C(i8) positions are 
found and the corresponding C(/7) atoms are close 
together and indistinguishable in the Fourier map 
The crystalk>graphic numbering scheme is given in 
Fig. 1, Within the molecular layers the molecules are 
connected by hydrogen bonds, which are shown in Fig 
2 and of which relevant distances arc given in Table 3 
The adjacent enprofyllme layers are held together by 
van der Waals and electrostatic interactions Selected 
intermolecular distances are given in Table 4 The 
double layers are connected only by van der Waals 
contacts through the disordered л propyl chains The 
packing of the molecular layers is shown in Fig 3 
Table 3. Interatomic distances < 3 0 A НІ/АІЛ the 
molecular layers 
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Table 4· Interatomic distances < 3 5 À between two 
афасепі molecular lavers 
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Fig 2 One molecular layer parallel to the ab plane shpwmg the 
hydrofCD bonding pattern. 
Fig 3 Packing of the molecular layeri projected on the ac plane 
The disorder of the η propyl chains is not shown 
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7.1 
Chapter 7. The TRACOR progrm 
The discovery of a link between some DIROIF scaling procedures, and many well 
known reciprocal space correlation functions which are used to position a correct· 
ly oriented molecular fragment, prompted us to a literature survey of these trans­
lation functions. 
In Section 7.1 a sunmary of this survey is given and discrepancies between some 
reciprocal space translation functions are discussed. The above mentioned link is 
given in an appendix to Section 7.1. A procedure, for the automatic positioning 
of a molecular fragment, based on well known reciprocal space correlation func­
tions and on the discrepancy function R- (see e.g. Lenstra,1974) has been devel­
oped into a computer program, such that all symmetry elements are used simultane­
ously, and geometrically unexceptable positions are rejected. Various test 
results show the unexpected strength of this procedure. 
Section 7.1 is a draft of a manuscript by H.J.Bruins Slot, R.O.Gould and 
P.T.Beurskens, to be submitted for publication in Z.Kristallografie. 
Section 7.2 is the manuscript 'On the conformation of the monomeric unit in 
AP-sites in nucleic acids: the crystal structure of methyl 2-deoxy-3,5-di-0-p· 
nitrobenzoyl-i-D-ribofuranoside' submitted for publication in Acta Cryst.B. 
The structure of this compound was the first one solved using the procedure pre­
sented In Section 7.1. 
Diseussions и 1th Prof.Dr.A.T.H.Lenstra are gratefully ackno/ledged. 
1) The convolution methods, referred to in this manuscript are briefly described 
by H.J. Bruins Slot, J.A.C, van Wietmarschen and P.T. Beurskens in the Werkrap­
port (Tecbn. Rept.) (1985) 45, 30-31, Crystallography Lab., Univ. of Nijmegen. 
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7.1 Translation functions for the positioning of a well oriented fragment. 
7.1.1 Introduction. 
In structure determination processes using direct methods to solve the phase-
problem, it often occurs that the resulting structural information is not com-
plete. Various procedures exist to expand the partial model to the complete 
structure. 
If, however, the initial application of direct methods yields a model which is 
correctly oriented but misplaced relative to the symmetry elements (Karle,1972; 
Silva and Viterbo,1980), this model has to be positioned correctly. The orien-
tation of a rigid part of the structure can also be found by rotation searches 
(see Section 1.3). Such a fragment remains to be positioned correctly with 
respect to a permissible origin, before the model can be expanded successfully. 
It is generally believed that the positioning of a fragment is the weak link in 
(semi)automatic structure determination processes (See e.g. Karle,1972). 
In our DIRDIF program system (Section 1.3) we have implemented the strengthened 
translation functions (Doesburg and Beurskens,1983) which are based on the 
DIRDIF phase refinement procedure after expansion of the reflection data to PI. 
The procedure works satisfactory for fragments of at least 10% of the scatter-
ing power of the entire primitive unit cell. For higher symmetry, however, the 
fragment must be a rather large fraction of the asymmetric unit. Thus the 
translation function was the weakest part of the DIRDIF system. 
We became interested in the application of reciprocal space correlation func-
tions when we discovered a link between these functions and some DIRDIF scaling 
properties (see Appendix 7.1.A). 
There have been many publications on translation functions, and several of them 
are very similar. This is not apparent because of the lack of uniformity in 
notation. Therefore, we will define symbols and terminology (Section 7.1.2) 
before giving a more general introduction to translation functions (Section 
7.1.3) and a discussion on reciprocal space translation functions (Section 
7.1.4). A detailed description of the computer program TRACOR (TRAnslation 
functions based on the CORrelation of |E|2-magnitudes is given in Section 
7.1.5. Test results are discussed in Section 7.1.6. 
7.1.2 Symbols, formulae and abbreviations. 
R
s4 
8=1,,. 
*J 
T(t) 
symmetry operation on £, where R and a. are the rotation matrix 
and translation vector components respectively. 
multiplicity of the space group, excluding Bravais lattice transla-
tions. (e=l for space group PI: the identity operation.) 
position of the j-th atoa of the search (input) fragment relative 
to an arbitrary origin. 
translation vector or shift vector, to be applied to the atoas of 
the search fragment. When 1 is the correct shift vector, £*£·, 
then (l.+lt) are the positions of the atoms relative to the symme-
try elements of the space group. 
a translation function of which peaks correspond to possible trans-
lation vectors. T(i) is referred to as ¿-space. 
Translation vector which brings a synretry transformed fragment ρ , 
s>2,..,m, to the correct position relative to the input fragment 
pi. See Figure 1 and definitions of ρ 
І <* 
Fig.7.1 Vectors i and д. 
Left: original fragment (1) and symmetry transformed fragments 
(2,3) for a three fold axis. 
Right: Tentative partial structure, showing vector £,31 and jj. 
- 7.4 -
is a translation function for one symmetry operation s of which 
peaks correspond to possible shift vectors a. Q
s
(g
s
) is referred 
to as j-space. 
The translation vector £ is related to a vector α in a symmetry 
dependent way. It appears that: 
3s - - ( I - V ь (υ 
where I is the identity matrix. 
reflection hkl. For typographical reasons we will often omit the 
subscript h. 
observed structure factor of reflection h (on absolute scale). 
symetry related set. All reflections of a s.r.s. have the same 
IFJ values. 
о 
the scattering matter of the sum of the input fragment and the sym­
metry related fragments relative to the total scattering matter in 
the unit cell. 
the scattering matter of the input fragment only, relative to the 
total scattering matter in the unit cell. 
total number of atoms in the unit cell. 
the number of atoma of the input fragment. 
Ν, N 
E 
j=l " j'-l 
where Z, is the atomic number of atom j. For an equal atom case: 
p 1 - m Ν, / Ν (3) 
the calculated structure factor of ref lect ion h for the input frag­
ment: 
N, 
F, » I fj e x p ^ i i f i j ) (4) 
p 1 - m χ ρ , 1 = m Ι Ζ , ' / Σ Ζ,.* (2) 
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where f. is the forafactor including the temperature factor of atom 
i-
Fi(t) used to denote the dependency of the calculated structure factor on 
the shiftvector fc. 
F>(t) » F, expUiift) (5) 
F the calculated structure factor for a symmetry transformed fragment 
(with ¿=0). Its value can be obtained from Fi calculated for a sym-
metry related reflection, 
Fe(£) Fs after applying a shift fc. 
N, 
J-l 
analogously: 
N, 
Fe(a) - I f i expIZwKd'O^tj+V+ll'a] О 
J-l 
F (£) the calculated structure factor for the s.r.s. fragments, after the 
application of a shift vector £ to the input fragment. 
m 
s»l 
|EeI.B». В,, Е
р
(Ь) 
the normalized equivalents of the above defined structure factors. 
For instance: 
ti - F, (e I fj' ) * , / * (9) 
J=l 
where r is the usual synsetry enhancement factor. The normaliza­
tion of (8) implies: 
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Ρ Ep(î) » Pi Σ E s ( t ) (10) 
s=l 
ρ (r) the electron density of the crystal at point r. 
(»(£.!) 3 V*1 I Fi(t) expC-airifi) (11) 
h 
PS(E.Ì) - V"1 Σ F s ( t ) exp(-2»ib*r) (12) 
Ъ 
Ρ
ρ
(ί .£) - Σ P
s
(X.b) (13) 
s=l 
Ρ (ц) the observed Patterson function at point u in vector space. 
P
o
(u) « V*1 Σ |F0|1 exp(2«ih*tt) (14) 
В 
P0R(ä) the origin peak of Р0(ц) 
Pi(E). P
s
(u) 
the calculated Patterson functions for a single molecular fragment 
describing the intramolecular vector sets (i.e. the self-
Pattersons). These are independent of t and g. 
Ρ (u,t) the calculated Patterson functions for the s.r.s. of molecular 
fragments after applying the translation vector £ to the input 
fragment. This function describes all intra- and inter-molecular 
vector sets of ?.(£>£) (i.e. the self-Pattersons and the cross-
Pattersons . ) 
- 7.7 -
7.1.3 Translation functions. 
In this section we only consider the positioning of a well oriented fragment rela-
tive to a symmetry related fragment, or relative to all symmetry elements of the 
space group. Note: 
- We assume that two synsetry related fragments do not overlap, i.e. they do not 
contain atoms which upon application of the considered symmetry operation remain 
on their initial positions. 
- The following categories of translation functions are defined in ¿-space. It 
should be noted on the outset that the functions can equally well be defined in 
£-space. 
- It is advisable to use 'normalized' functions, but for simplicity of notation 
this Is not done for the functions defined below. 
• Functions obtained by linear transformations (cT(£)+c') are considered to be 
identical. 
• The notation Τ (£), nKl,2,... is used for reference only. 
a. Patterson convolutions 
т
і
(
ь
)
 " f V»' У»·*) d» 
where I du denotes Integration over the unit cell. 
The eelf-Pattereons are Independent of i and may be subtracted: 
m 
J
 s-l 
False peaks may arise when symmetry related fragments overlap: the cross-Patterson 
Is not zero at the origin, and the convolution with the origin peak P 0 R(u)
 та
У 
give large function values. Therefore the origin peak is subtracted: 
m 
V « " J 1 po ( a ) * ров(») ' l У»»« - « V»> I * 
s"l 
However, overlap between the variable cross-Patterson and the fixed self-Patterson 
increases the background, and It Is advisable to remove all self-Pattersons from 
the observed Patterson. Instead of T, we now have: 
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ш ш 
T4(t) = J t P0(u) - I Ps(u) ] [ Pp(u,t) - Σ P S ( B ) ] du 
s=l s=l 
The self-Patterson includes a fraction p^nNi/N of null-vectors, which should not 
be subtracted twice from P0(<¡)- Thus T, and T, combine to: 
m m 
T5(t) = [ [ P 0 ( B ) - Г P S ( B ) - (1-р*)Р0К(ц) ] [ Pp(u,t) - Σ Ps(u) ] du 
8=1 s=l 
The function T. and T, are 'identical', but T, and T, are different and are gener­
ally considered to be an improvement. 
Major ideas about these functions have been developped by Buerger (1959). These 
functions have rarely been used in calculations (see e.g. Huber,1965). The impor­
tance of these convolutions is that they provide a sound background for the deri­
vation and comparison of related functions (see e.g. Lenstra,1974; Crowther and 
Blow,1967). 
b. Vector search methods 
The Patterson function Ρ(в,£) ot a partial structure (s.r.s. of fragments) can be 
represented by weighted Patterson vectors. The interatomic vectors of the cross-
Pattersons are denoted v.(t); the weight of a Patterson vector is w,, and the cor­
responding Patterson function value Ρ(ν,(J)) is denoted P.(t). 
The sum function (Buerger,1959): 
χ 
T 6(t) - Σ P1(t) , x=m(m-l)N»V2 
i=l 
is closely related to T.. 
1) A well known computer program written by Braun, Homstra and Leenhouts (1969) 
for the orientation and positioning of a fragment is based on the sum function. 
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A highly improved translation function is obtained when the vectors are care­
fully selected, and the suomation is restricted to the η lowest values of 
P1(t)/w1 (Nordman and Schilling,1970; Nordman,198S): 
η η 
T7(t) = Σ Ρ.(£) / X w 1 
i=l i»l 
2 3 This function is called the weighted ninimuo average function ' . 
C. Electron density convolutions 
Rossmann and Blow (1962) and Argos and Rossmann (1980) and others have defined 
The electron density ρ (c), and thus the structure, must be known approximate­
ly. The function is mainly used for the derivation of the reciprocal space ana-
4 
logue . 
d. Correlation functions 
The foregoing translation functions were real space functions. We now turn our 
attention to reciprocal space functions. The Patterson convolution T. is read­
ily converted into the well known correlation function 
b 
or 
2) The weighted minimim average function is used in the rotation search program 
ORIENT, see Section 1.3. 
3) A slightly different function, recently used in the program PATSEE (Egert and 
Sheldrick,198S), is more easily programmed, but may be less reliable (Nord­
man, 1985). 
4) The reciprocal space analogues of electron density functions are powerful and 
easy to compute, they are succesful when the fragments are not too small (see 
e.g. the program TRADIR, Chapter 5). They need no further consideration in this 
paper. 
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T^t) = < |Е
о
І
2
 |Ep(t)|l > 
Tg and Τ,- are identical, but T., is different. It should be noted that all 
translation functions are dependent on the degree of sharpening. 
The correlation functions are usually discussed as being derived from Patterson 
methods. They are also obtained from statistical considerations only 
(Beurskens,1981). Recently, we have discovered a connection with the DIRDIF scal­
ing methods (see Appendix 7.1.A) which prompted us to reconsider the use of recip­
rocal space translation functions. 
Reciprocal space analogues for T, - T, are immediately apparent. The resulting 
functions can be expressed in terms of F's, E's or otherwise sharpened F's, but 
removal of the Patterson origip peak and of the self-Patterson vectors is most 
easily expressed in terms of E's. Thus, T, - T. lead to, respectively: 
m 
Т
І2^ = < | Ео | 2 ' ' У * ) ! 1 - «~l I |E
s
|l 1 > 
s=l 
T13(t) = < [ |Eola-l ] [ lEpit)!1- m-1 Σ ΙΕ,Ι* ] > 
s=l 
T14(t) = < ! lEJ* - ρ* Σ |Esll ] [ |Ep(t)|« - m-' Σ JEJ* ] > 
s=l s=l 
T 1 5(t) = < t |Eoll - R* Σ |Esll - 1 + p* ) { |Е р< £)|* - m"1 Σ lEjl* ] > 
s=l s«! 
T,, T-, T,- and T,- are identical (apart from the sharpening); T, = T,- and T, • 
T,. are improvements (see e.g. Crowther and Blow,1967; Tollin,1966). 
A variation on this theme is given by Nixon and North (1976). They use the peak-
to-background ratio as a translation function: 
5) Strictly speaking, T., does not give the correct expression for the background: 
see Section 7.1.4. 
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τ
ΐ6 (ϊ> = < IV* ' S ^ ' 1 * / < | Ε ρ ( £ ) 1 , * 
here given with E's instead of F'в . The denominator should not vary strongly, 
neither at arbitrary £ nor at the correct shift vector £· (Nixon and North,1976; 
Beurskens, 1981) but the denominator as well as the numerator will peak at values 
t, which cause intermolecular atomic overlap. The false peaks in the numerator 
are removed by the denominator. The function T,, gives almost identical results 
as compared with T, - (where the false peaks are subtracted). For uncorrelated 
|E | and |E (t)|, T,, appears to be independent of <|E (£)|*>. 
Note, that when <|E (t)t,> is not much greater than 1. (say 1.2), T., can be 
approximated by 
T16e(i) = < lEJ» lEpit)!» > - < |E0ll lEpit)!* > < lEptt)!1 > / 2 
e. Residual functions 
Residuals (discrepancy indices or disagreement factors) have been used as transla-
tion functions and many variations have been proposed (Vend and Pepinsky, 1956). 
In the following residual functions we introduce a minus-sign to be consistent 
with foregoing functions: the correct shift vector t is expected to be given by 
the position of the maximum of a translation function T(t). 
A well known residual function is: 
T17(|) = - t | |Fo|« - |Fp($)|» | 
h 
This function was considered by Rae (1977) to be superior to the simple correla-
tion т 1 0. 
Another well known function is 
T 1 8(t) = - £ ( IF^« - IFpd:)!1 ) ' 
к 
This function has been subjected to many theoretical investigations (see e.g. Par-
thasarathy and Parthasarathi, 1972; Van Havere and Lenstra, 1983 and references 
therein). 
6) This is also the expression actually used by Harada, Lifchitz and Berthou 
(1981). 
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Lenstra and Petit (1985) showed that this function (their function Ri) is superior 
to the simple correlation function T... 
These and other similar residual functions do not differ much, and most authors 
seem to agree that T.. is at least as good as any other residui function. We 
will therefore restrict our discussion on residuals to T... 
The sharpened analogue of it is: 
T 1 9(£) = - < I |E0ll -p* |E p(t)| l I» > 
The observed superiority of T.. and T.. to T.. is comparible to the superiority of 
the Origin removed' functions T,, - T,, to T... This is easily seen by rewriting 
T.-, leaving out the constant terms: 
T 2 0(t) = < |E 0! 1 lEpit)!* > - p» < |E p(£)| 4 > / 2 
This result resembles T., for relativley large p*. However, for small fragments, 
the last term in Τ,η vanishes and the overlap correction is thereby omitted: T,. 
becomes identical to T... 
The relative merits of T.., T., and T.Q remains to be investigated. 
In view of the large similarities of these functions, we will include the residual 
functions in our terminology as 'correlation functions'. 
Several authors have proposed translation functions which employ different tech­
niques. Some are of academic interest, others are applicable in special cases 
only, while some require a significant amount of computer time. It is not within 
the scope of this paper to describe them all. 
7) The function T.. is also used as a discriminator function (denoted Ri) in the 
automatic structure expansion program AUTOFOUR (Kinniging and de Graaff,1984). 
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7.1.4 Detailed discussion on correlation functions. 
As shown in Section 7.1.3, almost all published translation functions are strongly 
related. Despite many publications, such translation functions are not used rou-
tinely for the determination of small and medium sized molecular structures. We 
were very much surprized to notice that all test runs for 'new' correlation func-
tions use relatively large search fragments (see Table 7.1, Section 7.1.6). From 
our DIRDIF experience (Appendix 7.1.A) we know that these functions can do much 
better (Section 7.1.6). In this section we discuss several theoretical and prac-
tical aspects. 
a. The size of the search fragment 
The scattering power of the search fragment (pi*) is the only parameter that mat-
ters for a rotation search or for a DIRDIF run or a tangent expansion in the sym-
metry reduced space group PI. The scattering power of the search fragment and of 
the symmetry related fragments (pa) are of interest for the positioning of the 
search fragment relative to all symmetry elements simultaneously. As p1=mp¡*, the 
minimum size of a search fragment (pi1) strongly depends on the number of symmetry 
elements. Several authors have investigated the discriminating power of various 
translation functions in this respect. In particular, using correlation func-
tions, the correct solution has to to be found in the background. The background 
for reciprocal space translation functions is: 
< |E0|· |Ep(t)|* > = 1 +p,* 
for arbitrary t, while the peak value (for correct t) is: 
< |Б0|* ΙΕρίίο)!* > = 1 + mp,1 = 1 + p» 
(space group PI, Parthasarathy and Parthasarathi,1972; Beurskens,1981) . 
How small fragments may be to allow correct positioning by correlation functions 
is not precisely known. It may be noted that the background level and the stan­
dard deviation of the background are not of prime importance in determining this 
limit. 
1) The peak-to-background ratio does depend on the completeness of the model, con­
tradicting a remark made by Nixon and North (1976). 
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Spurious peaks, caused by overlap of implied incorrect interatomic vectors with 
true Patterson vectors, will give peaks which are greater than the background. 
Especially for small fragments, a few overlapping vectors will cause peaks which 
may be of the same magnitude as the correct solution. Fortunately, these spurious 
peaks can be eliminated quite often by using origin and self-Patterson removed 
correlation functions and by using distance checking routines. Moreover, we need 
not to find one single solution: it is not troublesome to test tentative shift 
vectors by expanding the implied partial structure. 
b. Reciprocal space translation functions evaluated by Fourier transformation 
Some applications of reciprocal space translation functions are entirely evaluated 
by comparison of observed and calculated structure factors on a grid for possible 
sites of the search fragment. For intanee, Rae (1977) and Carruthers and Watkin 
(1979) showed that this can be done rather fast using a limited number of reflec­
tions. 
However, the use of fast Fourier techniques (FFT) will be of advantage. As far as 
we know, this was first done by Tollin (1966), for a two-fold symmetry operation. 
His formula can be written (in our notation) as : 
T(t) = Σ |F0I2 |E p(£)| l (15) 
b 
which can be rewritten as: 
T(t) = £ |F
o
l1 Ε, E,* exp(4iiJi»t) (16) 
b 
and, with 3=-2t, this lead to: 
«Kep = Σ |F
o
|1 Ε, E,* exp(-24h«
a
) (17) 
il 
For any space group, substitution of (6) and (8) into T„ gives: 
m m 
T(t) = Σ IFJ' Σ Σ F
s
 F
s
.* exp[2»ib(R
s
-R
s
.)£j (18) 
h s=l 8'=! 
Define the coefficient С • for a reflection t and one pair of symmetry operations 
by: 
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С..·*) = 1Го1' Fs V ( 1 9 ) 
Define the following transformation of indices for one pair of symmetry operations 
by 
к = - h (R
s
 - R
s
,) (20) 
This transformation implies that for all symmetry elements which give rise to one-
and two-dimensional translation searches, many different reflections ji contribute 
to the same vector fc. Define: 
ε
» 5 ·
(
^ =
 I C
s s
l ( b ) <21> 
where h|k denotes that the summation is over all reflections ^ which transform to 
the same vector Jc. These transformations and calculations are symmetry dependent. 
Define: 
m a 
CCfc) = Σ Σ C88,(lç) (22) 
s=l s'=l 
Substitution in (18) gives: 
T(t) ж ι c(Jç) exp(-2»ife»tj (23) 
where the suanation index Ji does not denote a reflection, but is a transformed 
2 
vector. T(£) now is written as a Fourier synthesis which can be calculated by a 
standard FFT program. 
Note: - The vectors fc do not have to span a three-dimensional lattice, but not all 
existing FFT and peak search programs perform well when one- or two-
dimensional data are supplied. 
- In many space groups the T(£) function obtained in this way does not con-
tain a primitive lattice. For Instance, in space group Р2і2і2і, к spans a 
sphere in reciprocal space with a radius which is twice that of h· The 
corresponding unit cell in T(£) has eight times the volume of the unit 
cell of the crystal structure. The eight sub-cells correspond to the eight 
possible origin choices in this space group. 
2) A similar derivation is given by Harada et al. (1981). 
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The storage requirements are reduced by a factor 8 by replacing к by к/2, 
and, consequently, the resulting vectors are 2£. These useful transforma-
tions are not trivial for higher symmetry. The selection of the indepen-
dent part of the unit cell in t-space is treated by Hirschfeld (1968). 
Modifications of the translation functions (Eq.23) as defined by T., " Tjc a r e 
easily incorporated. The subtraction of the self-Pattersons from |E I* (last fac-
tor in T..) is obtained if in Eq.22 the double summation over the symmetry 
excludes terms with s=s'. Nevertheless, these terms are calculated, and are sub-
tracted from |E I1 to obtain T.,. Finally, the remainder of the origin peak 
(1-p1, in T.,) can be calculated and subtracted as well to obtain T.,. 
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7.1.5 The TRACOR program. 
The basic idea of the TRACOR (TRAnslation functions based on the CORrelatlon of 
|E|2-magnitudes) program is that the expression 
Σ (|Eo|,|Ep(ì)|1 -χι |Е
р
(і)| 2 - χ, |Ep(t)|») (24) 
h 
will have a maximum when the vector £, a real space vector, is the required shift 
of the input group of atoms relative to the origin of the space group. 
At present, the program for xi=xj=0 is implemented in the DIRDIF program system 
and consists of the following steps: 
1. Determine the absolute scale for the reflection data, and select those with 
|E.I larger than some threshold value. 
2. Expand the selected reflection data to a complete hemisphere, and calculate 
normalized structure factors |Ei| for the expanded set of reflections using the 
input atomic fragment. 
3. Examine the symmetry of the space group and identify the nature of the locus of 
each symmetry operation and the nature of the search needed for it (one-
dimensional for planes, two-dimensional for rotation axes and three-dimensional 
for rotation-inversion operations). 
4. Prepare Fourier coefficients for one three dimensional translation search in 
't-space' in which all symmetry operations are included. (See Eq.23, Section 
7.1.4.) 
5. Simultaneously, prepare Fourier coefficients for individual one- or/and two-
dimensional searches in 'q-space' for planes and axes respectively, e.g. Eq.17, 
Section 7.1.4. 
6. Carry out the general Fourier suimiation using the FFT algorithm of the MULTAN 
system (Main et al.,1980). 
7. Evaluate the chemical plausibility of the proposed shift vectors by checking 
the implied interaolecular contacts, and reject those bringing two atoms of 
symmetry related fragments within 2.2X of each other, and note those bringing 
the atoms in the range 2.2-3.SX. 
7.18 -
β. Carry out the seperate Fourier summation for the individual symmetry operations 
using a Beevers-Lipson procedure, and determine the concordance of the shift 
vectors with the vectors obtained from the general Fourier sumoation. (The 
Fourier maps are scaled to give a root-mean-squared amplitude of 10.0) 
9. Apply the most probable shift vector to the input model and continue in DIRDIF 
using the true space group symmetry and the original reflection data to expand 
the partial model. 
The present program is incorporated in the DIRDIF program system. The parameters 
xi and Xj (Eq.24) will be adjusted to give optimal results for automatic execu­
tion. 
A further enhancement of the procedure is the combination with vector search meth­
ods (T., Section 7.1.3). The future version of DIRDIF will include a procedure 
which evaluates the tentative partial structure obtained with TRACOR by vector 
search methods. Preliminary results of this procedure are given by SchJfer and 
Beurskens (1986). 
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7.1.6 Test results. 
It is peculiar to notice that, to our knowledge, the fragments which are used to 
illustrate various reciprocal space translation functions are at least 40% of the 
scattering matter of the asynmetric unit (p* > 0.40). See Table 7.1. 
Table 7.1 Scattering power of fragments used for reciprocal space 
translation functions. 
Compound 
Estriol1 
Tetrahymanol 
hemihydrate* 
Space 
group 
P2, 
P2, 
Molecular 
formula 
C».Hi»0i 
C„H.t0.1/2Hi0 
search 
fragment 
C O 
C. 
P.1 
0.25 
0.21 
P1 
0.49 
0.42 
Deoxyadenos ine 
nonohydrate' P2i C,,H,,N,0,.Ha0 C,N, 0.26 0.53 
7-Hydroxy-l,9,10-tri-
oethoxy-4-azabicyclo 
(5.2.2)undeca-8,10-dien-
-3-one heoihydrate* Aba2 C,,H,,N0,.1/2H,0 С«NO, 0.11 0.44 
') Structure: Cooper, Norton and Hauptman, 1969; 
Translation function: Langs, 1975. 
*) Structure: Langs, Duax, Carroll, Barman and Caspi, 1977; 
Translation function: Langs, 1985. 
') Structure: Watson, Sutor and Tollln, 1965; 
Translation function: Toilin, 1966. 
*) Structure: Karle and Karle, 1970; 
Translation function: Karle, 1972. 
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Table 7.2 Results for TRACOR. 
Space Unit cell Search 
C o d e " 
BROTAR 
BARLEL 
BRUSUL 
BRIFUR 
PENTOX 
ACNORT 
group 
P 2 , 
P3i 
C222, 
P 2 , 2 , 2 , 
P 2 i / c 
P 4 i 2 i 2 
c o n t e n t s 
Ci«tHi««N«0«« 
C7lH7»N«0ll 
C . i H n « N t 0 i 7 S j 
C»«H7iNtO»» 
С і . к Н щ Н ц О і « 
C i n H u . N i O t « 
fragaent 
C i i N , 0 2 
C.N 
C7O, 
Ο,,Ν,Ο, 
C.N 
Ci .N.Oi . 
C.O» 
CNO» 
C,NC 
C,NC 
Cj.NO, 
C O , 
P . ' 
0 . 1 2 
0 . 0 4 
0 .09 
0 . 1 5 
0 . 0 5 
0 . 2 5 
0 . 0 8 
0 .09 
0 . 0 4 
0 . 0 4 
0 . 1 2 
0 . 0 4 
P 1 
0 . 2 4 
0 . 0 8 
0 . 2 6 
0 . 5 9 
0 . 2 0 
0 . 9 8 
0 . 3 2 
0.37 
0 .15 
0 .15 
0 . 9 8 
0 . 3 4 
Four ier peak 
1.70 
0 . 9 5 ( 3 ) 
1.20 
1.29 
0 . 4 3 ( 4 8 ) 
1.44 
1.60 
0 . 7 4 ( 1 4 ) 
1.09 
0 . 4 6 ( 8 ) 
1.59 
0 . 9 8 ( 2 ) 
r a t i o " 
1.70 
0 . 9 5 ( 3 ) 
1.20 
1.42 
0 . 9 7 ( 2 ) 
1.44 
1.60 
1.27 
1.09 
1.09 
2.17 
1.30 
CSNLRA P6,22 (^,,Η,,,Ο,, СцО, 0.08 0.98 1.14 1.57 
a) References are given in the text. 
b) The Fourier peak ratio is defined as the peakheight of the correct 
shift vector divided by the peakheight of the first incorrect shift 
vector. The nunbers in parentheses denote the peak number of the 
correct solution (given when the ratio is less than 1.). 
First coluan: before the distance check. 
Second coluan: after the ditance check. 
c) See text: PENTOX. 
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In Table 7.2 the results of the reciprocal space translation function, as defined 
by Eq.24 (Section 7.1.S) with Xi=Xj=0 are sumarized, and discussed. 
BROTAR 
Brucine(-)bitartrate hydrate ·. СцНітНіО» .C»HiO«~.5HiO. 
P2,, a=12.434, b=31.350, c=7.525», ^=93.71* , Z=4. 
H.J.Bruins Slot, R.O.Gould, P.Taylor and M.D.Walkinshaw, in preparation. 
This compound has two formula units per asymmetric unit. 4695 independent data 
gave 549 with |E |>1.5: (resolution * Ο.ββλ'1, В ** 3.08) and 173 coefficients for 
a 2-D Fourier. A correctly oriented strychnine molecule (pi* = 0.24) gave an 
unambiguous solution. The indole ring alone (p;1 ш 0.08) gave the correct solution 
as the third peak. Because of the long b-axis, the distance check did not elimi· 
nate any peaks. 
BARLEL (Literature example) 
Methyl 6,7-methylenedioxychanofructicosinate : Cx»Hi«NjO? 
P3,, a'l1.896, c-12.900», Z-3. 
C.Wei-Sin, L.Sao-Han, A.Klrfel, G.Will and E.Breitmaier, (1981). 
Data were generated to a resolution of l.OA for this complex natural product. 
1099 data gave 146 with |E |>1.5 which gave 175 coefficients for a 2-D Fourier. 
The catechol acetal moiety was used as search fragment, and the correct position 
was clearly located as the top peak in the two-dimensional map. The distance 
check does eliminate any peaks. 
BRUSUL 
Brucine Sulphate Hydrate : (ΟιιΗ
ΐ
τΝιΟ»)
ι
+
.80»,*.6Η2θ 
C222,, a=12.213, b=14.378, c»12.900A, Z-4. 
R.O.Gould, P.Taylor and M.D.Walkinshaw, in preparation. 
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There is only one brucine moiety in this structure, but it is made more 
complicated by the presence of a disordered sulphate group on a 2-fold axis. 2057 
independent data gave 293 with |E |>1.5, resolution = 0.88Ä, В =3.73. 645 terms 
were contributed to a general Fourier consisting of the three principal project­
ions. A clear solution was obtained with a full strychnine molecule as search 
fragment, and most of the secondary peaks were removed by the distance check. 
With only the indole ring as a search fragment, most of the "most probable" solu­
tions collide with a 2-fold axis and are rejected by the distance check. They 
are, in fact, indicating the position of the sulphate group. 
BRIFUR 
Bis(p-nitrobenzoyl)deoxyribofuranose : CnHuNiOi, 
P2i2,2,, a=21.103, b=21.860, c=4.410Ä, Z=4. 
J.Raap, J.H.van Boom, H.J.Bruins Slot, P.T.Beurskens, J.A.C.van Wietmarschen, 
J.H.M. Smits and С Haasnoot, in preparation (see Section 7.2). 
This compound has three distinct moieties: a pair of planar p-nitrobenzoyl groups 
and a non-planar central sugar residue. 3866 independent data gave 289 with 
|E |>1.5 for a resolution of 0.828 and В = 4.71). 771 terms contributed to a Four­
ier synthesis of the principal projections. Both types of residue were used as 
search fragments, the search with the non-planar group giving much clearer 
results. With it, the solution was unambiguous, and very few alternative peaks 
were rejected by the distance check. With one of the planar groups as search 
fragment, a large nember of strong spurious peaks were generated, which placed the 
fragment near the short screw axis at 0.25,0,2. The true solution showed clearly 
in the projections including the short axis, but not in that along it. 
PENTOX 
Ethyl (o-(E)-Hydroxyimino)-p-(2-(ο,ο-dimethylally1)indol-3-yl)-propanoate : 
CitfcaNiC.xCHjCli 
ΡΣ,/ο, a=12.297, b=17.781, c=16.612A, 0=93.4l · , Z=8. 
J.N.M.Smits, P.T.Beurskens, W.P.Bosman, J.H.Noordik, R.Plate and 
H.C.J.Ottenheijm, in preparation. 
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There are two independent molecules in the title compound plus a small amount of 
disordered dichloromethane solvent. TWo searches were made using 548 data with 
|E |>1.5 of the 3751 unique data measured to resolution 0.94&, В * 4.47. The 
search fragments were the indole moieties of the two independent molecules. Both 
gave the true shift, but otherwise behaved differently. One moiety gave few peaks 
that could be rejected on the grounds of intermolecular contats, and gave the true 
peak as 1 1 times the second one In the other case, the true peak was originally 
eighth in height, but the top seven were rejected. 
ACNORT (Literature example) 
N,0-Diacetyl-4-hydroxynomatenine · СцНцНОт 
P4i2i2, a=14.996, c=17 960A, Z«8. 
V.Zabel, W.H.Watson, R Urzua and B.K Cassels, (1979). 
This example was chosen to test routines for higher symmetry than orthorhombic 
The 148 data to a resolution of l.A with |E |>1.5 gave 1578 different coefficients 
for a 3-D Fourier, and six individual 2-D Fouriers An 11-atom fragment, only 4% 
of the unit cell contents, was used and gave the true peak as the highest after 
most high peaks had been removed by the distance check Individual 2-D Fouriers 
were more successful for the screw axes than for the rotation axes. 
CSNLRA (Literature example) 
Cycles inularane-5,12-diol С Ц Н І . О І 
fé,22, a-12.82, C-29.63A, Z=12. 
J.C.Brackman, D.Daloze, A.Dupont, B.Tursch and J.-P.Declercq, (1981). 
The 103 independent data with |E |>1.5 gave 2342 Fourier coefficients contributing 
to a general Fourier and nine separate Fouriers for various rotation axes With 
the entire structure as a search fragment, all but four of the top 50 peaks in the 
map were removed by the distance check, and a clear solution was found. As with 
ACNORT, the screw axes gave much better discrimination than the pure rotation 
axes 
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7.1.7 Conclus ion 
Although the present procedure is not completely optimized with respect to parame-
ters xi and xi, |E | threshold values, different sharpening and grid size, the 
results clearly show the power of reciprocal space translation functions. 
Modest computational requirements make these functions a convenient tool in rou-
tine and automatic structure determination processes. 
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7.1.A Appendix 
The application of the procedure DIRDIF for the expansion of a small molecular 
fragment to the complete structure, is initiated by a careful scaling procedure 
(Gould, van den Hark and Beurskens,1975). When the input fragment is badly posi­
tioned or incorrect, the scaling procedure leads to an unexceptable increase of 
the overall isotropic temperature factor of the fragment (Parthasarathi, Beurskens 
and Bruins Slot, 1983). This observation will be interpreted in terms of well 
known reciprocal space correlation functions (See e.g. Crowther and Blow,1967). 
Additional notations and foroulae 
For typographical reasons we omit subscripts h. 
В the overall isotropic temperature factor 
В the overall isotropic temperature factor for the known fragment; 
ΔΒ„ = B„ - В. 
Ρ Ρ 
В the overall isotropic temperature factor for the remainig atoms; 
AB
r
 = B
r
 - B. 
F ' the partial structure factor of reflection h, calculated 
from the known fragment with B*0 
r* 1 - ρ 1, is the scattering power of the unknown part of the structure 
s = 5ІП( )/Х 
Derivation 
The average value of the intensities <I>, for a given s, can be written as 
(Beurskens et al.,1962): 
scale к <I> a <|F* \ * > βχρ(-2Β s 1) + I
r
 f' exp(-2B
r
s
2) (A.l) 
where the last term is the expectation value for the contribution of the remaining 
(unknown) atoms. 
The scale and the temperature parameters В and В can be determined from Eq.A.l 
by a least squares procedure, using the experimental values for <I>, where the 
average is taken over all reflections in ranges of |E | and s. Note that |E | is 
independent of s. 
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A simple interpretation of the least squares results is all reflections contrib­
ute to the determination of scale and В , but only reflections with large |E_| 
values influence the result for В . 
Ρ 
Let us now assume that the known fragment represents less than 20% of the total 
scattering power. The least squares results are no» interpreted as follows: The 
last term in Eq.A.l is the main term; В = В, and the results for scale and В are 
not much affected by a small change in B_ or by errors in F *. However, B_ is 
Ρ Ρ Ρ 
determined from reflections with large |E_| values, and this determination is 
based upon the relatively small differences between the intensities and the expec­
tation values for the unknown part of the structure. Consequently, В is very sen­
sitive to scale, to В and to errors in the model. 
DIRDIF results have shown (Parthasarathi, Beurskens and Bruins Slot,1983) that an 
incorrect partial structure (i.e. gross errors in atomic positions, or an entirely 
wrong model) invariably leads to physically unacceptable large В values. I.e. an 
incorrect model will be 'blown up' by the scaling procedure. 
For further analysis, Eq.A.l, after some rearrangements becomes 
<|E 0I 1 > » P l <|E !*> exp(-24B s l) + r1 exp(-2ABrs*) (A.2) 
Eq.A.2 is a trivial identity, if the averages are taken over all reflections. If 
the averages are taken over reflections with larger |E | values, Eq.A.2 still 
holds, and the corresponding reflections must have relatively large |E | values. 
(For instance: for |E |>1.5, <|E l2>=3.30 (Beurskens, 1981), and with pJ=0.2 and 
AB =AB
r
=0, Eq.A.2 gives <|E0I1>»1.46.) 
Thus in the DIRDIF procedure AB is determined correctly by reflections with large 
|El (which, therefore have large |E | ) . For incorrect fragments however, AB is 
determined too large, the product <|E |*>exp(-2AB s*) is too small, and, according 
to Eq.A.2, the reflections with large |E I values now have a relatively small 
average value of IEl. 
Thus the DIRDIF scaling results show that the positive correlation between |E | 
and |E |, defined by Eq.A.2, breaks down for incorrect fragments. 
One can rephrase the above result as follows: 
<|E !*> increases if the average is taken over larger |E | values; the weighted 
average for |E |>a: 
< I V ІУ1 >.-T
a
 (A.3) 
is a measure for the correlation between |E_| and |E |. 
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Suppose a modification of the input fragment is defined by an arbitrary shift 
vector t; the calculated normalized structure factors are denoted E (t), then 
ρ -
< ΙΕ,,Ι
1
 lEpíDl* >
а
- т
а
( ь ) (А.4) 
For the correct value of £, the function Τ (() has a maximum Τ * . For an incorrect 
I, however the correlation breaks down: 
V î ) * <lEo|,> " <lEp(t)l1> < V (A.5) 
The cut-off on |E (t)l is rather cumbersome for practical calculations, but this 
cut-off is not necessary and the resulting correlation function is identical to 
Tjjit) (see Section 7.1.3). 
According to our experience with DIROIF, an incorrect fragment will be blown up 
(B too high) if the fragment is at least 10% of the structure (p* » 0.1). 
The application of Eq.A.4 for translation functions is obvious: for, say, 01=2, 
Eq.10 (Section 7.1.2) reads 
Bp(£) - [Б»(І) + E,(t)J / /2 (A.6) 
That is: the total fragment consists of two subfragments which are positioned rel­
ative to one another. If the correlation function (Eq.A.4) is able to identify 
correct parameters t for fragments of 101 scattering power, then it should be pos­
sible to position two 51 subfragmente relative to one another. 
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Abstract 
The structure of the title compound, Ci.HnNiOi,, was determined by X-ray diffrac­
tion. M
r
 » 446.37, orthoАяЫс, spacegroup P2¡2iZi, a = 21.103(3), b = 21.860(3), 
с » 4.4096(14) 1, V « 2034.2(8) V, Ζ - 4, D
c
 = 1.46 Mg/m*, CuK« radiation (gra­
phite monochromized, λ - 1.54180 X), v(CuKo) • 10.33 cm"1, Τ » 290 К, F(OOO) -
928. Final conventional R-factor = 0.035, R = 0.040 for 2454 reflections and 343 
variables. The structure was solved by combined Patterson and direct methods. 
The results of the determination shows that the configuration at CI is beta. The 
conformation of the five-meabered sugar ring is best described as an intermediate 
between «T and E; the pseudorotational paraaeters for this ring are 
Ρ » -68.3*. t "· 33.7*. The variability of C-0 bond lengths in the anomeric moie­
ty C4-04-C1-01-C1' is discussed in terms of the anomeric effect. The conformation 
of the endo-anonerlc bond 04-CI , represented by the torsion angle C4-04-C1-01 
(-84.2'), and that of the exo-anomeric bond Cl-01, represented by the torsion 
angle 04-C1-01-C1' (-68.2*), can be described as near-gauche, gauche respectively. 
- 7.32 -
Introduction 
The present work is part of a series of conformational studies on complementary 
d-oligonucleotides in which a nucleotide residue has been replaced by methyl 
2-deoxy-o- (or ß) D-ribofuranoside-5-phosphate. Double helical complexes formed 
from these base-deleted oligonucleotides may form convenient models for the inves-
tigation of the conformational features and recognition mechanism by proteins of 
apurinic- or apyrimidinic sites in nucleic acids. An examination of the litera-
ture reveals that the only accurate data available concern crystal structures of 
acetylated B-D-glycofuranoses. In the present paper we describe the first crystal 
structure of a methyl 2-deoxy-ß-D-ribofuranoside. 
Experimental 
The title compound was prepared according the procedure of Ness, MacDonald and 
Fletcher Jr. (1961). Light yellow crystals, suitable for X-ray analysis, were 
obtained by evaporation from a dichloromethane solution. 
Crystal 0.06 χ 0.10 χ 0.33 mm. Enraf-Nonius CAD-4 diffractometer, graphite mono· 
chromized CuKo radiation, ω-2θ scan, scan angle = Ia, lattice parameters from 22 
reflections in the range θ = 14.7' - 28.3', 9668 intensities measured with β_.„ = 
max 
70' in the quadrant -25 S h S 25, 0 i к S 26, 0 S 1 S 6. The intensity of the 
primary beam was checked by monitoring three standard reflections every 30 minutes 
of X-ray exposure time; final drift corrections were between 1.00 and 1.04. On 
all reflections a profile analysis was performed (Lehman and Larsen,1974; Grant 
and Gabe, 1978). Empirical absorption correction, using psi-scans (North, Philips 
and Mathews, 1968) was applied, μ(ΟιιΚα) = 10.33 cm*', (minimum transmission 97X, 
average transmission 98%). Laue symmetry equivalent reflections were averaged, 
R i n t » I(I-<I>)/II = 0.019, resulting in 3866 unique reflections of which 2454 
were observed with Ι>3σ(Ι). Lorentz and polarization corrections were applied and 
the data were reduced to F.. values. 
Several direct methods Ε-maps (MULTAN, Main et al., 1980) did not lead to any 
chemical reasonable structure. Three different MULTAN phase sets were used as 
input to a new method based upon the convolution of poorly phased Ε-maps (Bruins 
Slot and Beurskens, 1986a) and led to the identification of a well defined 
p-nitrobenzoyl fragment. The orientation of this fragment was confirmed by the 
orientation search program ORIENT (Strumpel, Beurskens, Beurskens, Haltiwanger and 
Bosman, 1983). The position of this fragment was found using PATSEE (Egert, 1984) 
and, independently, by translation functions based on the correlations between 
E . and E , (TRACOR, Bruins Slot and Beurskens, 1986b). The fragment was 
expanded to the complete molecule with DIRDIF (Beurskens et al., 1984). 
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Isotropic least-squares refinement (SHELX, Sheldnck, 1976) converged to R = 
0 084 Η-atoms were located from difference Fourier maps, and were assigned iso­
tropic temperature factors of the parent atoms. At this stage empirical absorp­
tion correction was applied (Walker and Stewart, 1983) Anisotropic refinement 
with fixed isotropic thermal parameters for the Η-atoms converged to R = 0 035 and 
R
w
 * 0 040, S = 1 83 for 2454 reflections and 343 variables using w = 1 / (e1(F) + 
0.0003 χ F 1) with a maximum shift/error - 0 37 Maximum electron density in the 
final difference Fourier map - 0 18 e/A' 
Pseudorotational phase angle and puckering amplitude of the five-membered ring 
were calculated from the torsion angles (Altona, Sundaralingam, 1972; Rao, Wes-
thof, Sundaralingam, 1981). 
Discussion 
The atomic coordinates and equivalent isotropic temperature factors are listed in 
Table 1 and a view of the molecule with the atomic numbering is presented in Fig. 
1. It is shown (see figure) that the configuration at CI is beta. This result con­
firms the tentative assignment of the configuration, which was based on Hudson's 
rules of isorotation (Ness, MacDonald and Fletcher Jr. (1961)). Bond lengths, 
bond angles and torsion angles are given in Table 2. A projection along the 
с axis of the unit cell is shown in Fig.2. Hie packing of the molecules is limit­
ed to van der Waals radii. The observed bond lengths of the p-nitrobenzoyl sub­
stituent» are in accordance with reported bond distances of crystalline 
p-nitrobenzoic acid (Sakora and Pant, 1966). 
The mean values of the C-C (1.509 A) and non-acetal C-0 (1.439 A) distances in the 
sugar fragment agrees well with the corresponding values in three different crys­
tal structures of l,2,3,S-tetra-0-acetyl-f)-D-ribofuranose (James and Stevens, 
1973; Poppleton, 1976; Czugler, Kalman, Kovacs and Pinter, 1981). 
However, accepting 1.43 A as a standard value, the title compound displays a sig­
nificantly shortened Cl-01 bond (-0.04 A) (Table 3.). The conformation about this 
bond, as represented by the torsion angle O4-C1-01-C1', is gauche (-68.2'). Exami­
nation of the torsion angle C4-04-C1-01 (-84 2') shows that the endo-anomeric 
04-CI bond can be described as a near-gauche conformation. A similar near-gauche/ 
gauche conformation of the acetal center was reported for the solid state struc­
tures of the acetylated ß-D-ribofuranoses (James and Stevens, 1973; Poppleton, 
1976; Czugler, Kalman, Kovacs and Pinter, 1981) However, in contrast to our 
finding of a shortened exo-anomeric bond in methyl 2-deoxy-ß-D-ribofuranoside, in 
the acetylated 0-D-ribofuranoses a significantly shortened (-0.03 A) endo-anomeric 
bond 04-CI is apparent (Table 3.). 
Figure 1. OKTEP diagram and atomic numbering for methyl 2-deoxy-
3,5-di-0-p-nitroben2oyl-p-D-ribofuranoside. 
H atoms have been omitted. 
Figure 2. The packing of the molecules in the unit cell projected 
on the a.b-plane. 
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At this point comparison with other anomeric fragments is appropriate. By far the 
largest body of information concerning acetal C-0 bond lengths is found in X-ray 
structures of glycopyranosides. Inspection of Table 3 shows, that the exo-
anomeric bond is shortened in the structures of methyl o-D-glycopyranosides, 
whereas the endo-anomeric bond is shortened in the structures of acetylated 
a-D-glycopyranoses. As can be gleaned from Table 3, the mean value for both the 
endocyclic and the exocyclic C-0 bond lengths in 3 different crystal structures of 
acetyl ß-D-ribofuranosides accords well with mean distances observed for the cor-
responding bonds in 9 different crystal structures of acetyl 
a-D-glycopyranosides. However, a similar accordance in bond lengths is not found 
when the data for the acetyl ft-D-ribofuranosides, which display near-gauche/gauche 
conformation around 04-C1-01, are compared with those acetyl ß-D-glycopyranosides 
that have near-gauche/trans conformations around 05-C1-01. Taken together, the 
data show that there is a correlation between the conformation of the acetal cen-
tre and the observed bond shortening. 
An explanation for the dependency of bond shortening on both the conformation of 
the anomeric moiety and the nature of the glycosyl substituent has been suggested 
by Altona (1964); see also Romers, Altena, Buijs, Havinga (1969). In this concept 
the nonbonding electrons on the oxygen are delocalized by mixing with a suitably 
(i.e. anti) oriented and 'low-lying' antibonding o*-orbital of the ligand bond. 
Bond shortening is predicted to occur between the lone pair donating atoms (01 
and/or 04) and the acceptor atom (CI). In terms of this theory, the atom which 
behaves as the dominant lone-pair donor is 01 for the title compound whereas in 
the acetylated P-D-ribofuranosides 04 acts as the lone-pair donor. This difference 
may reflect the influence of the substituent at 01 (methyl versus acetyl). 
Conformation of the sugar ring. 
It has been shown that a five-membered ring can be described in terms of two 
degrees of freedom for ring puckering, usually represented by a puckering ampli-
tude (•_) and a phase angle (P) (Altona, Gelse, Romers, 1968; Altona and Sundaral-
ingam, 1972). The endocyclic torsion angles (•.) of a five-membered ring are 
mutually related by the well-known pseudorotation equation of Altona and Sundaral-
ingam, (1972): 
Ij- *
ш
 χ coe(P + 4»j/5) j=0....4 (Eq.l) 
In this equation i. is chosen as the endocyclic torsion about the bond C2-C3. The 
remaining endocyclic torsion angles t.-t. 're assigned clockwise to C3-C4, C4-04, 
04-C1 and C1-C2. 
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The results of a pseudorotational analysis (Altona, Sundaralingam, 1972; Rao, Wes-
thof, Sundaralingam, 1981) for the present molecule shows that the conformation of 
the sugar ring can be characterized by a phase angle P= -68.3' and puckering 
amplitude •_= 33.7'. This ring conformation can also be described as an intermedi­
ate conformation between the «T and E puckerings ('T«). 
In view of our study of base-deleted oligonucleotides, it is of interest to com­
pare the general behaviour of ring puckering in glycof uranos ides with that of 
nucleoside derivatives. Pseudorotational analysis of the furanose ring for 
1,2,3,5- tetra-0-acetyl-ß-D-ribofuranose (A form: Czugler, Kalman, Kovaks, Pinter, 
1981; В form: James, Stevens, 1973, Poppleton, 1976) and that for methyl 
1,2,3,5-tetra-O-acetyl-fì-D-galactofuranuronate (Beale, Stephenson, Stevens, 1971) 
shows that the five-membered ring in these molecules are characterized by Ρ values 
of -10.7°, -3.9*, -4.9·, -58.7' and * values of 34.6', 38.0', 38.4', and 34.4', 
respectively. A statistical study of 178 crystal structures of ribo-, 
2'-deoxyribo- and arabinonucleoside derivatives (de Leeuw, Haasnoot and Altona, 
1980) reveals that only two of them possess a negative pseudorotation phase angle: 
-10' and -24*. Hence, the calculated Ρ values for glycofuranosides clearly fall 
outside the usual range observed for nucleoside derivatives, which probably 
reflects the larger influence of the anomeric effect manifest in glycofuranosides 
(in comparison with N-nucleosides) on the conformation of the five-membered ring. 
Another approach to show possible conformational differences between glycofurano­
sides and nucleoside derivatives is to compare observed and recalculated geometri­
cal parameters from Ρ and •_, using empirical pseudorotational equations. First­
ly, a torsion angle equation was applied, which is in fact an improved form of 
Eq.l. (de Leeuw,van Kampen, Altona, Diez, Esteban, 1984). In the latter study 
additional correction terms were used, which were obtained from a regression anal­
ysis of the 178 X-ray crystal structures mentioned before. It is concluded from 
the excellent agreement between the observed and calculated torsion angles (At. S 
O.l') that the empirical formalism of de Leeuw et al. describes the conformation 
of the 2-deoxy-í-D-ribofuranoside ring very well. From the same data set a func-
tion relating the endocyclic bond angles to Ρ and •_ has been parametrized (de 
Leeuw, van Kampen, Diez, Esteban, 1984). Subtraction of calculated bond angles Θ. 
from the corresponding experimental values yields small, but significant, differ­
ences for the angles C1-C2-C3 (ΔΘ = 1.6') and C2-C3-C4 (ΔΘ = 0.8'). 
Recently, an empirical equation was derived, which relates the different endocycl­
ic bond lengths L. of the furanose ring to Ρ (at i = 38.7') (PearIman, Kim, 
1985). The coefficients of this function were determined from the empirical 
behaviour of the endocyclic valence bond angles in X-ray structures of ribonucl-
«oa(t)ide derivatives (Westhof, Sundaralingam, 1980) and from geometrical con­
straints due to ring closure. Hence, for the title compound discrepancies between 
experimental and calculated bond lengths might be expected in view of the observed 
differences between the bond angles centered on C2 and C3. Indeed, a comparison 
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between experimental and calculated bond lengths shows differences for Cl-04 
(IObs. " Kale. " 0 · 0 * A ) a n d C 2" C 3 (Lobs " ^аіс. ш * 0 · 0 4 A ) · R e M t k a b l y · t h e 
mean endocyclic bond lengths of the acetylated 0-D-riboses accord well with the 
corresponding calculated values. These observations demonstrate again the impor­
tant influence of the substituent at CI on the conformation of the five-membered 
ring. 
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Table 1. Atomic coordinates and equivalent i so t rop ic thermal parameters 
(A1) with e . s . d . ' s in parentheses. 
% = ^ 3 ri rj üij Si* «j* *i «J 
Atom χ y ζ ϋ (χ 100) 
Cl' 
01 
Cl 
C2 
C3 
03 
C4 
04 
C5 
05 
Cil 
C12 
C13 
C14 
C15 
C16 
N17 
018 
019 
C20 
021 
C31 
C32 
C33 
C34 
C35 
C36 
0.35705(15) 
0.41732( 8) 
0.46589(14) 
0.52670(14) 
0.55557(13) 
0.62119( 8) 
0.51713(12) 
0.47620( 9) 
0.47963(14) 
0.45434( 8) 
0.34285(12) 
0.40594(12) 
0.42260(13) 
0.37544(11) 
0.31260(13) 
0.29530(13) 
0.32507(12) 
0.26957(10) 
0.36686(11) 
0.39195(11) 
0.35313( 9) 
0.84353(13) 
0.82609(15) 
0.76604(15) 
0.72328(12) 
0.74265(14) 
0.80257(14) 
0.69255(19) 
0.70272( 9) 
0.70268(13) 
0.71871(13) 
0.65784(14) 
0.65862( 8) 
0.61017(12) 
0.64368( 8) 
0.56682(13) 
0.51972( 8) 
0.36729(11) 
0.37841(11) 
0.42583(12) 
0.46095(11) 
0.44851(13) 
0.40134(13) 
0.31583(11) 
0.30485(13) 
0.28763(10) 
0.51199(12) 
0.54053( 9) 
0.62096(14) 
0.57233(16) 
0.57148(13) 
0.61800(12) 
0.66612(14) 
0.66786(14) 
0.4597(13) 
0.5901( 
0.3775( 
0.5334( 
0.6205( 
0.5193( 
0.4491( 
0.2487( 
0.6446( 
5) 
7) 
0.4468( 5) 
-0.1611( 
-0.1109( 
0.0817( 
0.2167( 
0.1602( 
-0.0286( 
-0.3630( 
-0.3975( 
-0.4878( 
0.4301( 
0.5678( 
0.2566( 
6) 
8) 
7) 
6) 
7) 
8) 
6) 
8) 
6) 
7) 
6) 
9) 
0.4385(10) 
0.5535(10) 
0.4918( 
0.3092( 
0.1926( 
8) 
9) 
9) 
7.68(16) 
5.47( 7) 
5.18(10) 
5.36(11) 
4.50( 9) 
4.79( 6) 
4.09( 9) 
4.92( 6) 
4.63(10) 
4.85( 7) 
4.20( 9) 
4.52(10) 
4.52( 9) 
3.85( 8) 
4.40( 9) 
4.79(10) 
5.45( 9) 
9.71(12) 
7.84( 9) 
4.10( 9) 
5.96( 7) 
5.77(11) 
6.74(14) 
6.28(13) 
4.65(10) 
5.57(11) 
6.09(12) 
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Table 1. Continued 
N37 
038 
039 
C40 
041 
НИ' 
H12' 
НІЗ' 
Hl 
H21 
H22 
НЗ 
H4 
H51 
Н52 
H12 
H13 
HIS 
H16 
Н32 
НЗЗ 
Н35 
0.90770(13) 
0.94314(13) 
0.92184(12) 
0.65815(13) 
0.64089(10) 
0.3288(14) 
0.3547(13) 
0.3461(14) 
0.4557(12) 
0.5196(12) 
0.5580(11) 
0.5554(11) 
0.5448(11) 
0.5086(11) 
0.4452(12) 
0.4353(11) 
0.4664(12) 
0.2812(10) 
0.2508(12) 
0.8544(13) 
0.7521(13) 
0.7134(11) 
0.62206(15) 
0.58075(16) 
0.66191(14) 
0.61388(13) 
0.57417(10) 
0.6960(15) 
0.6555(15) 
0.7282(14) 
0.7290(12) 
0.7425(12) 
0.7390(12) 
0.6517(13) 
0.5863(11) 
0.5463(12) 
0.5859(11) 
0.3581(12) 
0.4363(10) 
0.4723(11) 
0.3928(11) 
0.5447(14) 
0.5414(13) 
0.6941(12) 
0.1282( 9) 
0.1954(12) 
-0.0485(10) 
0.6164( 8) 
0.7888( 6) 
0.634( 8) 
0.355( 8) 
0.350( 9) 
0.211( 8) 
0.699( 7) 
0.405( 7) 
0.825( 7) 
0.329( 7) 
0.785( 7) 
0.745( 7) 
-0.212( 7) 
0.123( 6) 
0.260( 7) 
-0.054( 6) 
0.488( 8) 
0.673( 8) 
0.263( 7) 
8.06(13) 
14.20(18) 
12.16(16) 
5.10(10) 
7.67( 9) 
7.21 
7.21 
7.21 
4.86 
4.92 
4.92 
4.34 
4.18 
4.51 
4.51 
4.16 
4.24 
4.36 
4.67 
6.67 
5.90 
5.25 
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Table 2. Interatomic distances (Ä), bond angles (*) and torsion angles ('). 
E.s.d.'s in parentheses. 
Cl'-01 1.413(4) C4 -C5 1.506(4) C14-C20 1.500(4) C32-C33 1.365(5) 
01 -CI 1.389(3) C5 -05 1.451(3) C15-C16 1.375(4) C33-C34 1.386(4) 
CI -C2 1.497(4) 05 -C20 1.329(3) N17-018 1.205(3) C34-C35 1.386(4) 
CI -04 1.426(3) C11-C12 1.372(3) N17-019 1.209(3) C34-C40 1.486(4) 
C2 -C3 1.513(4) C11-C16 1.379(4) C20-021 1.195(3) C35-C36 1.366(4) 
C3 -03 1.455(3) C11-N17 1.483(3) C31-C32 1.381(5) N37-038 1.209(4) 
C3 -C4 1.522(4) C12-C13 1.385(4) C31-C36 1.370(4) N37-039 1.206(4) 
03 -C40 1.325(3) C13-C14 1.391(4) C31-N37 1.468(4) C40-041 1.205(3) 
C4 -04 1.437(3) C14-C15 1.376(3) 
Cl'-Hll' 0.97(3) C2 -H22 0.98(3) C12-H12 0.88(3) C32-H32 0.88(3) 
Cl'-H12' 0.93(3) C3 -H3 0.91(3) С13-И13 0.97(3) C33-H33 0 .89(3) 
Cl'-H13' 0.95(3) C4 -H4 0.94(3) C15-H15 0.95(3) C35-H35 0.89(3) 
CI -HI 0.96(3) C5 -H51 0.98(3) C16-H16 0.96(3) C36-H36 0.99(3) 
C2 -H21 0.91(3) C5 -H52 0.95(3) 
Cl'-01 -CI 112.9(3) C12-C11-N17 118.5(2) C32-C31-N37 118.8(3) 
01 -CI -C2 108.8(3) C16-C11-N17 118.7(2) C36-C31-N37 119.3(3) 
01 -CI -04 112.5(2) C11-C12-C13 118.5(3) С31-С32-СЗЭ 118.3(3) 
C2 -CI -04 105.3(2) C12-C13-C14 119.6(2) C32-C33-C34 121.4(3) 
CI -C2 -C3 104.8(2) C13-C14-C15 120.2(3) C33-C34-C35 118.6(3) 
C2 -C3 -03 107.1(2) C13-C14-C20 120.8(2) C33-C34-C40 118.9(3) 
C2 -C3 -C4 105.2(3) C15-C14-C20 119.0(2) C35-C34-C40 122.5(3) 
03 -C3 -C4 111.3(3) C14-C15-C16 120.9(3) C34-C35-C36 120.9(3) 
C3 -03 -C40 116.8(2) C11-C16-C15 117.9(2) C31-C36-C35 119.0(3) 
C3 -C4 -04 106.1(2) C11-N17-018 118.2(3) C31-N37-038 117.6(4) 
C3 -C4 -C5 115.2(3) C11-N17-019 118.4(2) C31-N37-039 119.3(3) 
04 -C4 -C5 110.9(2) 01β-Ν17-019 123.4(3) 038-N37-039 123.0(4) 
Cl -04 -C4 107.9(2) 05 -C20-C14 111.1(2) 03 -C40-C34 112.1(3) 
C4 -C5 -05 107.2(2) 05 -C20-021 125.7(3) 03 -C40-041 124.0(3) 
C5 -05 -C20 119.2(2) C14-C20-021 123.2(2) C34-C40-O41 123.9(3) 
C12-C11-C16 122.8(3) C32-C31-C36 121.8(3) 
- 7.41 
Table 2. Continued 
Hii'-ci'-m' 
mr-ci'-His' 
HU'-CI'-HIS' 
Hll'-Cl'-Ol 
ΗΙΣ'-ΟΙ'-ΟΙ 
H13'-C1'-01 
01 -CI -HI 
HI -CI -C2 
HI -CI -04 
CI -C2 -H21 
CI -C2 -H22 
H21 -C2 -H22 
H21 -C2 -C3 
H22 -C2 -C3 
CI'-01 -CI -C2 
CI'-01 -CI -HI 
CI'-01 -CI -04 
C4 -04 -CI -C2 
C4 -04 -CI -HI 
C4 -04 -CI -01 
C13-C12-C11-C16 
C13-C12-C11-N17 
H12-C12-C11-C16 
H12-C12-C11-N17 
C14-C13-C12-C11 
C14-C13-C12-H12 
H13-C13-C12-C11 
H13-C13-C12-H12 
C15-C14-C13-C12 
С15-С14-С13-Н1Э 
C20-C14-C13-C12 
C20-C14-C13-H13 
115(3) C2 
101(3) H3 
117(3) H3 
103(2) C3 
113(2) H4 
107(2) H4 
111(2) C4 
114(2) C4 
106(2) HSl 
111(2) HSl 
115(2) H52 
109(2) Cll 
111(2) H12 
106(2) C12 
175.5(3) 
S0(2) 
-68.2(3) 
34.1(3) 
155(2) 
-84.2(3) 
0.1(4) 
-178.9(3) 
-19.9(4) 
161.1(4) 
-0.4(4) 
40.1(6) 
-46.2(6) 
-5.8(7) 
0.2(4) 
133.6(6) 
179.0(3) 
-47.6(5) 
-C3 -H3 112(2) 
-C3 -03 108(2) 
-СЭ -C4 113(2) 
-C4 -H4 109(2) 
-C4 -04 108(2) 
-C4 -CS 107(2) 
-CS -HSl 109(2) 
-CS -H52 113(2) 
-CS -H52 113(3) 
-CS -05 107(2) 
-CS -05 108(2) 
-C12-H12 121(2) 
-C12-C13 121(2) 
-C13-H13 122(2) 
N37-C31-C32-H32 
C31-C32-C33-C34 
C31-C32-C33-H33 
Н32-С32-СЭЗ-С34 
H32-C32-C33-H33 
C32-C33-C34-C35 
C32-C33-C34-C40 
H33-C33-C34-C35 
H33-C33-C34-C40 
03 -C40-C34-C33 
03 -С40-С34-СЭ5 
041-C40-C34-C33 
041-C40-C34-C35 
C33-C34-C3S-C36 
C33-C34-C35-H35 
C40-C34-C3S-C36 
C40-C34-C35-H35 
C34-C35-C36-C31 
H13-C13-C14 
C14-C1S-H15 
H1S-C15-C16 
C11-C16-H16 
C15-C16-H16 
C31-C32-H32 
H32-C32-C33 
C32-C33-H33 
H33-C33-C34 
C34-C35-H35 
H35-C35-C36 
C31-C36-H36 
С35-СЭ6-Н36 
6(3) 
-0.2(5) 
-180(2) 
175(3) 
-4(4) 
-0.0(5) 
178.8(3) 
180(2) 
-2(2) 
-174.5(3) 
4.2(4) 
4.8(5) 
-176.4(3) 
-0.1(4) 
176(2) 
-178.9(3) 
-3(2) 
O.S(S) 
118(2) 
119(2) 
120(2) 
124(2) 
118(2) 
120(2) 
122(2) 
122(2) 
116(2) 
117(2) 
122(2) 
122(2) 
119(2) 
Table 2. Continued 
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C16-C15 
C16-C15 
H15-C15 
H15-C15 
021-C20 
021-C20 
05 -C20 
05 -C20 
C11-C16 
C11-C16 
H16-C16 
H16-C16 
C12-C11 
C12-C11 
N17-C11 
N17-C11 
HI -CI 
HI -CI 
HI -CI 
01 -CI 
01 -CI 
01 -CI 
04 -CI 
C5 -OS 
C5 -OS 
CI -C2 
CI -C2 
CI -C2 
H21-C2 
H21-C2 
H21-C2 
H22-C2 
-C14-C13 
-C14-C20 
-C14-C13 
-C14-C20 
-C14-C13 
-C14-C1S 
-C14-C13 
-C14-C15 
-C15-C14 
-C15-H15 
-C1S-C14 
-C15-H15 
-C16-C15 
-C16-H16 
-C16-C15 
-C16-H16 
-C2 -C3 
-C2 -H21 
-C2 -H22 
-C2 -C3 
-C2 -H21 
-C2 -H22 
-C2 -C3 
-C20-C14 
-C20-021 
-C3 -C4 
-C3 -H3 
-C3 -03 
-C3 -C4 
-C3 -H3 
-C3 -03 
-C3 -C4 
0.2(4) 
-178.6(3) 
178(2) 
-1(2) 
-174.6(3) 
4.3(4) 
4.3(4) 
-176.8(3) 
-0.5(5) 
-178(2) 
177(2) 
-1(2) 
0.3(4) 
-177(2) 
179.4(3) 
2(2) 
-143(2) 
96(3) 
-28(3) 
92.7(3) 
-28(2) 
-151(2) 
-28.2(3) 
-179.5(2) 
-0.6(4) 
12.2(3) 
-111(2) 
130.7(3) 
133(2) 
9(2) 
-109(2) 
-110(2) 
C34 
H35 
H35 
C2 
C2 
C2 
H3 
H3 
H3 
03 
03 
03 
C3 
C3 
C3 
C3 
C3 
H4 
H4 
04 
04 
04 
C12 
C12 
C16 
C16 
C32 
C32 
C36 
C36 
Hll 
H12 
-C35 
-C35 
-C35 
-C3 
-C3 
-C3 
-СЭ 
-C3 
-C3 
-C3 
-C3 
-C3 
-03 
-03 
-C4 
-C4 
-C4 
-C4 
-C4 
-C4 
-C4 
-C4 
-Cll 
-Cll 
-Cll 
-Cll 
-C31 
-C31 
-C31 
-C31 
'-CI 
'-CI 
-C36-H36 
-C36-C31 
-C36-H36 
-C4 -CS 
-C4 -H4 
-C4 -04 
-C4 -CS 
-C4 -H4 
-C4 -04 
-C4 -CS 
-C4 -H4 
-C4 -04 
-C40-C34 
-C40-041 
-CS -H51 
-C5 -H52 
-CS -05 
-CS -H51 
-CS -H52 
-CS -H51 
-CS -H52 
-CS -05 
-N17-018 
-N17-019 
-N17-018 
-N17-019 
-N37-038 
-N37-039 
-N37-038 
-N37-039 
•-01-C1 
•-01-C1 
170(2) 
-175(2) 
-5(3) 
-115.5(3) 
124(2) 
7.6(3) 
7(2) 
-114(3) 
130(2) 
128.8(3) 
8(2) 
-108.0(2) 
177.9(2) 
-1-5(4) 
-57(2) 
69(2) 
-171.5(2) 
65(2) 
-169(3) 
-177(2) 
-51(2) 
68.1(3) 
177.3(3) 
-3.7(4) 
-1.8(4) 
177.2(3) 
-2.0(6) 
174.6(4) 
178.2(4) 
-5.2(6) 
-177(2) 
58(2) 
Table 2. Continued 
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H22-C2 -C3 -H3 127(2) HIS'-Cl'-Ol-Cl -71(2) 
H22-C2 -C3 -03 9(2) C2 -C3 -03 -C40 168.8(3) 
C35-C36-C31-C32 -0.7(6) C4 -C3 -03 -C40 -76.7(3) 
C35-C36-C31-N37 179.1(3) H3 -C3 -03 -C40 48(2) 
H36-C36-C31-C32 -170(2) C3 -C4 -04 -CI -26.0(3) 
H36-C36-C31-N37 9(2) CS -C4 -04 -CI 99.8(3) 
C36-C31-C32-C33 0.6(6) H4 -C4 -04 -CI -143(2) 
C36-C31-C32-H32 -175(3) H51-C5 -OS -C20 123(2) 
N37-C31-C32-C33 -179.2(4) H52-C5 -05 -C20 2(2) 
- 7.44 -
Table 3. Comparison of conformation and bond distances about the 
anomeric centre of the title compound with those of similar molecules 
conformation of the 
acetal centre bond distances of the 
torsion angles (') anomeric moiety (A) 
N C4-04-C1-01/04-C1-01-R C4 04 CI 01 R 
title 
compound 1 -84.2(3) -68.2(3) 1.437(3) 1.426(3) 1.389(3) 1.413(4) 
a) 3 -97ГЭ| -80[3] 1.450 Γΐ| 1.398 И 1.440[7] 1.359[l2| 
C5-05-C1-01/0S-C1-01-R CS 05 Cl 01 R 
b) 
c) 
d) 
e) 
8 
9 
9 
3 
+61 [2] 
+65 [ЗІ 
+177 ГЗ] 
+179 fl] 
+65t3l 
+86 И 
-78 [5] 
-90 [7] 
1.435 0 1.416 $ 1.403ГІ 1.431 (б] 
1.43βΓ4] 1.397І7] 1.436(s| 1.357 [is] 
1.433 tój 1.428И І.ЗвзЬ] 1.427 И 
1.425 И 1.414 [б] 1.411 [^ 1.355 fi(^  
Numbers in parentheses are e.s.d. values; 
numbers in brackets are r.m.s. standard deviations. 
Mean values for N structures for: 
a) acetyl ß-D-ribofuranosides, 
James, Stevens, 1973; Poppleton, 1976; Czugler, Kalman, Kovacs, Pinter, 1981. 
b) methyl o-D-glycopyranosides, 
Jeffrey, Pople, Binkley, Vishveshwara, 1978. 
c) acetyl a-D-pyranosides, 
Jeffrey, Yates, 1980. 
d) methyl í-D-glycopyranosides, 
Jeffrey, Pople, Binkley, Vishveshwara, 1978. 
e) acetyl D-D-glycopyranosides, 
Jeffrey, Yates, 1980. 
- 7.45 
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Samenvatting 
Kristalstruktuuranalyses door middel van röntgendiffraktie vormen een wezenlijk 
deel van de research in diverse chemische disciplines. De toenemende vraag naar 
struktuurbepalingen leidde tot een steeds verdere automatisering van deze 
analyses. 
Bij de kristalstruktuurbepaling wordt gebruikt gemaakt van het verschijnsel dat 
röntgenstraling door kristallen wordt verstrooid, waarbij voor iedere verbinding 
een karakteristiek patroon ontstaat. Van dit röntgendiffraktiepatroon wordt, in 
het algemeen, alleen de intensiteit van de afzonderlijke in een bepaalde richting 
gediffrakteerde stralingsbundels gemeten. De bijbehorende fasen van deze bundels 
zijn doorgaans niet meetbaar. Deze fasen moeten echter wel bekend zijn om de 
informatie van het diffraktiepatroon met behulp van een Fourier sommatie tot een 
te kunnen transformeren tot een drie-dimensionale afbeelding van de struktuur: de 
electronendichtheidsfunktie. Een groot aantal procedures is beschikbaar om de 
fasen te achterhalen. Zij kunnen worden onderverdeeld in twee categorien: 
methoden gebaseerd op de zogenaamde Patterson funktie en 'direkte methoden'. De 
basis-principes van deze methoden worden in Hoofdstuk 1 beschreven. 
Sinds Jaren wordt in Nijmegen, bij het Laboratorium voor Kristallografie, 
onderzoek gepleegd aan een unieke combinatie van genoemde methoden om 
kristalstrukturen op te helderen. Deze combinatie is bruikbaar indien reeds een 
(klein) deel van de struktuur bekend is. Het onderzoek heeft geleid tot de 
ontwikkeling van het prograomasysteem DIRDIF, waarvan de principes in Sectie 1.3 
gegeven worden. 
Een van de meest voorkomende problemen in de automatische analyse van 
kristalstrukturen vormt de bepaling van de positie van een fragment, waarvan de 
relatieve oriëntatie bekend is. Eveneens in Hoofdstuk 1 wordt een beschrijving 
gegeven van de in DIRDIF aanwezige procedures om deze problemen op te lossen. 
Daarnaast wordt een beknopt overzicht gegeven van het theoretisch onderzoek naar 
de toepassing van correlatie funkties om de posities van deze fragmenten te 
bepalen. 
In Hoofdstuk 2 wordt nader ingegaan op het gebruik van DIRDIF. Inzicht wordt 
verschaft in het effect van 
- de minimale grootte van fragmenten, 
- de maximale grootte van de fouten in de posities van de atomen van een bekend 
fragment, 
- het gebruik van gedeeltelijk incorrecte fragmenten en 
- het onbekend zijn van de chemische samenstelling van kristallen 
op de resultaten van de DIRDIF procedures. De daaruit volgende zogenaamde 
rerun-opties werden gebruikt om de struktuur van een molybdeen-complex op te 
lossen. Sectie 2.2 beschrijft de struktuur van dit complex. 
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Bij de bepaling van kleine en middelgrote strukturen, die een of meer zware atomen 
bevatten, is het bekend zijn van de posities van deze atomen veelal voldoende om 
een vrij nauwkeurige schatting van de fasen te maken. Voor grote strukturen, 
zoals eiwitten, is dit niet het geval. Een bekende methode om toch een, zij het 
in veel gevallen dubbelzinnige, aanwijzing voor de fasen te verkrijgen is de 
'Single Isomorphous Replacement' (SIR) methode. In Hoofdstuk 3 wordt aangegeven 
hoe, in principe, de DIRDIF routines gebruikt kunnen worden om de uit de SIR 
procedure voortvloeiende ambiguïteit in de fasebepaling op te lossen. 
De problemen bij het vaststellen van de posities van een of meer zware atomen van 
kleine en middelgrote strukturen kunnen veroorzaakt worden door, bijvoorbeeld, een 
foutieve veronderstelling van de ruimtegroep van een kristal, incorrecte 
informatie omtrent de samenstelling van een kristal of door een foutieve 
interpretatie van de Patterson funktie. Een verbluffend simpele, maar zeer 
geschikte toepassing van de DIRDIF procedures om de posities van de zware atomen 
van deze strukturen routinematig te bepalen, wordt gegeven in Sectie 4.1. Secties 
4.2 en 4.3 beschrijven de kristalstruktuuranalyses van twee zwaar atoom 
verbindingen en illustreren deze toepassing. 
De DIRDIF procedure om fragmenten van een struktuur, waarvan de relatieve 
oriëntatie bekend is, te positioneren is sterk verbeterd. In Hoofdstuk 5 wordt 
een uitbreiding van de oorspronkelijke procedure gegeven. De combinatie van beide 
procedures geeft meer betrouwbare resultaten. Fragmenten met een verstrooiend 
vermogen van ongeveer 10% van het verstrooiend vermogen van de zogenaamde 
eenheidscel, kunnen veelal routinematig correct gepositioneerd worden. In Sectie 
5.2 wordt voor een aantal verbindingen, die brucine of strychnine moleculen 
bevatten, het gebruik van deze translatiefunkties toegelicht. 
Voor het Europese Kristallografische Congres in 1983 te Luik, België, waren 
probleem-strukturen gevraagd om het gebruik van DIRDIF aldaar toe te lichten 
tijdens een pre-conference workshop. Een van de toegezonden strukturen, 
enprofylline, kon niet routinematig worden opgelost door de aanwezigheid van 
extra, pseudo-symmetrie en doordat de vrijwel vlakke moleculen in lagen in het 
kristal zijn Opgestapeld'. Goed herkenbare delen van de struktuur werden uit de 
toepassing van diverse kristalstruktuurbepalingsmethoden gevonden, maar de 
positionering van deze fragmenten leidde, ook met de in Hoofdstuk 5 gegeven 
methoden, niet tot succes. Een aloude methode werd nieuw leven ingeblazen, door 
de extra informatie, verkregen uit de verschillende pogingen om de struktuur te 
bepalen, in te passen. Hoofdstuk 6 geeft de vernieuwde toepassing van deze 
methode, tesamen met de volledige kristalstruktuuranalyse van enprofylline. 
Het succes van deze toepassing leidde tot een herbeschouwing van de 
oorspronkelijke methode. De combinatie van de reeds in 1963 ontwikkelde 
translatiefunktie met geometrische controleroutines en de in DIRDIF aanwezige 
standaard-procedures heeft tot een snelle methode geleid om zeer kleine fragmenten 
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automatisch te positioneren. In Hoofdstuk 7 wordt, naast een overzicht van de in 
de literatuur beschreven translatie funkties een overzicht gegeven van deze 
vernieuwde methode. Deze methode is thans ingebouwd in het 
DIRDIF-programmasysteem. 
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