On the Cauchy problem for the evolution p-Laplacian equations with gradient term and source  by Lian, Songzhe et al.
J. Differential Equations 235 (2007) 544–585
www.elsevier.com/locate/jde
On the Cauchy problem for the evolution p-Laplacian
equations with gradient term and source ✩
Songzhe Lian a, Hongjun Yuan a,∗, Chunling Cao a, Wenjie Gao a,
Xiaojing Xu a,b
a Institute of Mathematics, Jilin University, Changchun, Jilin 130012, PR China
b Institute of Applied Physics and Computational Mathematics, Beijing 100088, PR China
Received 12 June 2006; revised 7 November 2006
Available online 9 January 2007
Abstract
In this paper, the authors study the equation ut = div(|Du|p−2Du) + |u|q−1u − λ|Du|l in RN with
p > 2. We first prove that for 1 l  p − 1, the solution exists at least for a short time; then for p2  l 
p − 1, the existence and nonexistence of global (in time) solutions are studied in various situations.
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1. Introduction
Consider the Cauchy problem
ut = div
(|Du|p−2Du)+ |u|q−1u− λ|Du|l in ST , (1.1)





where ST = RN × (0, T ], p > 2, q  1, l  1 and λ are constants.
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S. Lian et al. / J. Differential Equations 235 (2007) 544–585 545For the case p = 2, this equation was introduced by Chipot and Weissler [3] in order to
investigate the effect of a damping term on the global existence or nonexistence. Also, Souplet
in [13] proposed a model in population dynamics, where the equations describe the evolution of
the population density of a biological species under the effect of certain natural mechanism.
Several authors have studied the existence of nonglobal positive solutions and have given
various sufficient conditions for blowing-up under certain assumptions on q, l, λ, etc. (see for
instance [2,9,14] and [15]).
For the case p > 2 without the gradient term (i.e. λ = 0), the problem (1.1)–(1.2) was also
investigated by many authors (see [7,8,10,12,17] and [18]). To the best of our knowledge, the
first result on blow-up in p-Laplacian equations was obtained in [16].
Motivated by the ideas in [18] and [1], we in this paper study the problem with p > 2, q, l
and λ in various situations. We first state the definition of solutions to the problem as follows.
Definition 1.1. A measurable function u(x, t) defined in ST is called a weak solution of (1.1)–
(1.2) if for every bounded open set Ω with smooth boundary ∂Ω ,




















|Du|lφ dx dτ +
∫
Ω
u(x, t0)φ(x, t0) dx, (1.4)






∣∣u(x, t)− u0(x)∣∣dx = 0, ∀r > 0. (1.5)
Weak subsolutions (respectively supersolutions) are defined in the same way except that the =
in (1.4) is replaced by  (respectively ) and φ is taken to be nonnegative.





u(x, t)η(x) dx =
∫
RN





where μ is a σ -finite Borel measure in RN , then we say that u is a weak solution of (1.1) with
initial datum
u(x,0) = μ on RN. (1.7)
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1 if s > η,
s
η
if −η s  η,
−1 if s < −η.
For f ∈ Lloc(RN), we define







∣∣f (y)∣∣h dy)1/h. (1.8)








where d|μ| denotes the variation of μ.
Space of functions with finite norm |||f |||h has been investigated in [1].
Let us now state our main results.
Theorem 1.1. Let 1 l  p − 1. Assume
|||u0|||h < ∞, (1.10)
where
(A) h = 1 if 1 q < p − 1 + p/N and h > (N/p)(q − p + 1) if q  p − 1 + p/N.
Then there exist a constant γ = γ (N,p,q) 1 and a positive constant T0 defined by
T0 + T0|||u0|||p−2h + T 1−(N(q−p+1)/(ph))0 |||u0|||q−1h = γ−1 (1.11)









|Du|p−1 dx dτ  γ th/κh × G(t)1+h(p−2)/κh + γ tG(t), (1.15)
where κ = N(p − 2)+ p, κh = N(p − 2)+ ph and G(t) = sup0<τ<t (
∫
B2(x0)
uh(x, τ ) dx)1/h.
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following cases:
(1) For 1 q < p−1+p/N , u0 can be replaced by a σ -finite Borel measure μ in RN , satisfying
|||μ|||1 < ∞; (1.16)
(2) |u|q−1u− λ|Du|l in Eq. (1.1) can be replaced by F(x, t, u,Du) with
|F |ψ(x, t)+ γ |u|q + γ |Du|l , (1.17)
where ψ(x, t) ∈ L∞(ST ) and γ  0 is a constant.
We say that a solution u :ST → R+ satisfying (1.12)–(1.14) is a solution of class R, if it also
fulfills the requirements:
∣∣∣∣∣∣u(·, t)∣∣∣∣∣∣1  γ, (1.12′)∣∣u(x, t)∣∣ γ t−δ, ∀x ∈ RN, (1.13′)∣∣Du(x, t)∣∣ γ t−δ1, ∀x ∈ RN, (1.14′)
where
δ = N/κ, δ1 = (N + 1)/κ.
Theorem 1.2. Assume l  p/2. If u,v inR are two solutions of (1.1)–(1.2) corresponding to the
same initial datum u0 ∈ L1loc(RN). Then u1 = u2 in ST .
Generally, there exists no global (in time) solution to problem (1.1)–(1.2) (see Corollary 2.1
in [18] for λ = 0).
Example. If p2  l  p − 1, take the initial value function u0(x) ≡ , such that |||u0|||h =  < ∞
(∀h  1) and then there exists a solution u to (1.1)–(1.2) satisfying T ∗ < ∞, where  > 0 is a
constant.
Let v(x, t) = (1−q − (q − 1)t)(−1)/(q−1). By comparison principle (Lemma 4.4) we have
u(x, t) v(x, t) > 0. But v(x, t) (also |||v|||1) → ∞ at a finite time.
Denote
T ∗ = sup{T | there exists a solution u to (1.1)–(1.2) in 0 < t < T }.
Theorem 1.3. Assume p/2 l  p − 1 and q < p − 1 + p/N . If there exists a solution u such




548 S. Lian et al. / J. Differential Equations 235 (2007) 544–585Theorem 1.4. Assume p/2 l  p− 1, p− 1 < q < p− 1 +p/N . Then for any initial function
ψ ∈ C00(RN) with ψ  0,ψ 
= 0.
(i) There exists a μ0 > 0 (depending on ψ ) such that for all μ > μ0, the solution of (1.1)–(1.2)
in R with initial data u0 = μψ blows up in finite time, i.e. T ∗ < ∞, and
lim
t→T ∗ |||u|||1 = ∞.
(ii) There is a C(ψ) > 0 such that
T ∗[μψ] C(ψ)/μq−1, μ  1.
Remark 1.2. In [8], the authors proved that when the solution blows up near the origin, one has
u(x,T0) ∼= |x|−
p






u(x, t) = +∞.
By direct calculation, we know that for p − 1 < q < p − 1 + p/N , |||f (x)|||1 = +∞, and then
we have T ∗  T 0. Similarly, we may have T ∗  T 0. Therefore T ∗ = T0. We have in fact proved
that the blowing-up time for the two different definitions of blowing-up is the same. Certainly, in
further study of the problem for λ 
= 0 we hope to have some precise estimates for the solutions
as that in [8].
Next we consider the Cauchy problem in the case λ 0.
Theorem 1.5. Assume u0  0, λ  0 and 1  l  p − 1. Then for any q > p − 1 + p/N,h >
(N/p)(q − p + 1), there exists a constant γ = γ (N,p,q,h) such that the Cauchy problem
(1.1)–(1.2) has a solution defined for all positive time, provided that the initial datum satisfies
‖u0‖h,RN + ‖u0‖1,RN < γ. (1.18)
2. Fundamental lemmas
We first prove some estimates which are the main tools in the proof of Theorem 1.1 as well as
in the characterization of solutions of (1.1).
Proposition 2.1. Let u be any locally bounded continuous weak solution of (1.1) in ST for some
0 < T < ∞. Then for fixed h  1 there exists a constant γ depending only on N,p,q,h such
that for every ball B2ρ(x0) and for all 0 < t < T ,
∥∥u(·, τ )∥∥p−2∞,B2ρ(x0)ρ−p + sup
x∈B (x )
|u|q−1  τ−1, τ ∈ (0, t). (2.1)
2ρ 0
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where κh = N(p − 2)+ ph.
Proof. Let ρ > 0, σ ∈ (0, 12 ] be fixed, let k > 0 to be chosen and for n = 0,1,2, . . . , set








t, kn = k − k2n+1 ,
Bn = Bρn(x0), Qn = Bn × (tn, t), 0 < tn < t  T .
Let ξn(x, t) be a smooth cutoff function in Qn such that












































|Du|l (u− kn+1)h+ξpn dx dτ, (2.3)
where tn < t ′ < t. By Schwarz’s inequality








































(u− kn+1)h+l/(p−l)+ ξpn dx dτ.






















(u − kn)h+1+ dx dτ.
If l/(p − l) < 1 then for






















(u− kn)h+1+ dx dτ.n Bn




(u− kn)h+ C(u − kn+1)h+u;
if kn+1  u 2kn













uq−1(u− kn)h+1+ dx dτ.


























By Nirenberg–Golovkin inequality [11, p. 64],∫ ∫
Qn











(u− kn+1)h+1+ ξpn dx
)p/N
, (2.5)
where b = p + h− 1 + p(h+ 1)/N and d is large enough.
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Qn












(u− kn+1)b+ξdn dx dτ
)(h+1)/b





















s = (N(p − 2)+ (h + 1)p)/(N(p + h− 1)+ p(h+ 1)) and
C0 = 2(b−h−1+p+p2/N)(h+1)/b.
If k is chosen to satisfy
∫ ∫
Q0








(u− kn)h+1+ dx dτ → 0 as n → ∞,
i.e., ‖u+‖∞,Q∞  k. Take k = γ {( 1+Mσpt )(1+N/p)
∫∫
Q0
uh+1+ dx dτ }p/N(b−h−1) + 1. It follows
from this and Schwarz’s inequality that
































Also, taking φ = (−u− kn+1)h+ξpn , we get (2.7) for u−. This implies (2.2). 



















(u− kn)h+1+ dx dτ.
Hence (2.2) holds for F(x, t, u,Du).


























(u− kn+1)h+ξpn uq dx dτ, (2.3′)n Bn n Bn
554 S. Lian et al. / J. Differential Equations 235 (2007) 544–585and we can obtain (2.4) without k  1. Thus for the non-negative solution, (2.2) can be replaced
by













∣∣u(x, τ )∣∣h dx)1/h < ∞. (2.8)






|Du|p−1 dx dτ  γ th/κhG(t)1+h(p−2)/κh + γG(t)t, κh = N(p − 2)+ ph. (2.9)
Proof. Let ξ(x) be a piecewise smooth cutoff function in B3/2(x0) such that ξ = 1 on B1(x0)
and |Dξ | 2. The calculations to follow are formal in which u+(−u−) is required to be strictly
positive. The calculations can be made rigorous by replacing u+(−u−) with u+ + (−u− + )




































By (2.2), we can take the testing function as
φ = tβp/(p−1)u1−1/(p−1)+ ξp(x)




































Since (1 − (p − l)/p(p − 1)) 11−l/p is increasing with respect l, by Schwarz’s inequality
u
(1−(p−l)/p(p−1)) 11−l/p
+  γ u
p−1/(p−1)























τ βp/(p−1)u+ dx dτ



















Notice that by (2.2),


















τ−βpu+ dx dτ  γ t1−βpG(t).











= γG(t)1+h(p−2)/κh t (κh−N(p−2))/κhp + γG(t)t. 





|Du|p−1 dx dτ  γ t1/κG(t)1+(p−2)/κ + γG(t)t,
where κ = N(p − 2)+ p.





|Du|p−1 dx dτ  γ th/κhG(t)1+h(p−2)/κh + γG(t)t + γ.





|Du|p−1 dx dτ  γ th/κhG(t)1+h(p−2)/κh , κh = N(p − 2)+ ph. (2.12)
Remark 2.6. The estimates in Propositions 2.1–2.2 hold for weak solutions of the following
boundary value problem:⎧⎪⎨
⎪⎩
ut = div(|Du|p−2Du)+ |f (u)|q−1f (u) − λ(f (|Du|2))l/2 in ΩT = Ω × (0, T ),
u(x,0) = 0, (x, t) ∈ ∂Ω × (0, T ),
1u(x,0) = u0(x) ∈ L (Ω),
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x
 γ . Indeed we can
regard u as a function defined in the whole RN × (0, T ) by setting it zero outside Ω .
3. The short time existence
Define a sequence of functions {fn} satisfying
fn ∈ C∞(R), fn(r) = r for r ∈ [−n,n], fn(r) = n+ 1 for |r| n+ 1 and |f ′| γ.
Consider the family of approximating problem
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(un)t = div(|Dun|p−2Dun)+ |fn(un)|q−1fn(un)− λ(fn(|Dun|2))l/2 in Qn,
Qn = Bn ×R+, Bn = {|y| < n},
un(y, t) = 0, for |y| = n,
un(y,0) = u0n(y),
(3.1)





|u0n − u0|dy = 0, ∀ρ > 0,
and
|||u0n|||h  |||u0|||h.
By the results of [4,6] and [5], there exists a solution un ∈ C(ST )∩L∞(ST ), Dun ∈ Cβ,β/2(Ω ×
(, T )), unt ∈ L2(0, T : L2loc(RN)) to (3.1), where Ω can be any bounded open set, , T > 0 and





{|un|p−2(y, τ ) + |un|q−1(y, τ )} C(n) (3.2)
for a qualitative constant C(n) depending on Theorem 1.1 will follow by a standard limiting
process via the compactness results of [4] and [6] whence we show estimates (1.11)–(1.15) with
u and u0 replaced by un and u0n with constant independent of n. To prove these estimates we
will work with (3.1) and drop the subscript n.
Let Bρ(x) denote the ball with center x and radius ρ. Let t¯ be the largest time satisfying that
for all t ∈ (0, t¯ )
sup
x∈RN





By (3.2) we have t¯ > 0. Thus by Proposition 2.1, there exists a constant γ = γ (N,p,q) inde-
pendent of n such that





|u|h(y, τ ) dy dτ
)p/κh
+ γ,






and observe that ψ(t) is finite.
Next we assume (A) holds.
It follows from (3.4) that for all 0 < t < t¯
t sup
x∈RN
|u|p−2  γ t1−N(p−2)/κhψp(p−2)/κh(t)+ γ t,
t sup
x∈RN
|u|q−1  γ t1−N(q−1)/κhψp(q−1)/κh(t)+ γ t. (3.5)
Also for δ > 0 to be chosen, we define
t∗ = sup{t > 0: thψp−2 + t (1/p)(κh−N(q−1))ψq−1(t) δ}. (3.6)
Notice that κh −N(q − 1) > 0. Therefore for all 0 < t < min{t¯ , t∗},
t sup
x∈RN
|u|p−2(x, t) + t sup
x∈RN
|u|q−1(x, t) γ δp/κh .
It follows that δ = δ(p, q,N) can be chosen small enough such that t∗  t¯ . Let ξ(x) be non-
negative smooth cutoff function in B2(x) such that ξ = 1 on B1(x), |Dξ | γ . We use (u±)h−1ξp
as a testing function in (3.1). If h > 1, we get
∫
B2(x)



























Hence by Schwarz’s inequality






































uq−1uh dy dτ + γ, (3.7)
here we used that 0 < h− 1 + l/(p − l) h+ p − 2.


























 γ |||u0|||hh + γψ(t)
{
thψp−2(t) + t (1/p)(κh−N(q−1))ψq−1(t)}p/κh + γ
 γ |||u0|||hh + γ δp/κhψ(t)+ γ. (3.8)
If h = 1, take sgnη uξp as a testing function in (3.1). After a Steklov averaging process and










|∇u|p sgn′η uξp dy dτ
+ p
t∫ ∫
|∇u|p−2∇u · ∇ξξp−1 dx dτ
0 B2(x)
















|Du|l sgnη uξp dy.

















































|u|q dy dτ + γ. (3.9)





















τ−N(q−1)/κψp(q−1)/κ (τ ) dτ + t
}
+ γ
 γ |||u0|||11 + γ δp/κψ(t)+ γ tψ(t)+ γ. (3.10)
Let
γ t∗  1 .
2
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quantities so that
ψ(t) γ |||u0|||hh + γ, ∀0 < t < t∗. (3.11)
The number t∗ is still only qualitatively known. A quantitative lower bound can be found by
substituting (3.11) into the definition of t∗ in (3.6). It gives that (3.11) holds for all 0 < t < T0
where T0 is the smallest root of
T0 + T0|||u0|||p−2h + T 1+N(p−1−q)/ph0 |||u0|||q−1h = γ−1
for a constant γ = γ (p,q,N) 1. Substituting (3.11) into (3.5), we get (1.13). Inequality (1.15)
follows from Proposition 2.2.
We now prove (1.14). Let 0 < T < T0. Consider the sequences
Tn = T2 −
T
2n+2
, ρn = 1 + 12n ,
ρ¯n = 12 (ρn + ρn+1) = 1 +
3
2n+2
, n = 0,1,2, . . . .
Set
Bn = Bρn(x0), Bn = Bρ¯nQn = Bn × (Tn, T ), Qn = Bn × (Tn+1, T ).
By (1.13), Eq. (3.1) on RN × (T /4, T ) can be written as
ut = div
(|Du|p−2Du)+ uq − λ(fn(|Du|2))l/2, (3.12)
if n is large enough. Thus we can discuss (3.12) instead of (3.1).





















Let ξn(x, t) be a piecewise smooth cutoff function in Qn satisfying ξn = 1, (x, t) ∈ Qn, |Dξn|
2n+1, 0 ∂ξn/∂t  2n/T .
Multiply (3.13) by the testing functions
ηn = 2uxi (v − k)β+ξ2n , β > 0, v = |Du|2,
and integrate over Qn, where k > 1 will be chosen later. Proceeding formally, we have (repeated
indices denote summation over those indices)




















































|Duxi |2(v − k)β+ξ2n + 2(v − k)β+ξnDv · Dξ
}
dx dτ











(v − k)β+ξ2n dx dτ
+ 2β(p − 2)
∫ ∫
Qn
|Du|p−2(D(|Du|) ·Du)2(v − k)β−1+ ξ2n dx dτ
+ 4(p − 2)
∫ ∫
Qn
















|Du|p−2(v − k)1+β+ dx dτ.
Since k > 1, by Schwarz’s inequality































|Du|p−2(v − k)β+1+ ξ2n dx dτ.





(v − k)β+1+ dx +
∫ ∫
Qn













q|u|q−1v(v − k)β+ dx dτ, (3.14)
where γ = γ (p,q,N,β).
These calculations are somewhat formal. They can be rigorously justified by first writing
(3.13) in terms of difference quotients in the space variable and Steklov averaging in t . Then
in the weak formality one takes testing functions ηn where the derivatives appear as difference
quotients and further they are averaged in time. A standard limiting process makes the result
rigorous. Also it is easily seen that the integrals involving (v − k)β−1+ (β > 0) are well defined
even if β − 1 < 0.
Let kn,n = 0,1,2, . . . , be the increasing sequence




(x, t) ∈ Qn: v(x, t) > kn
}
, v = |Du|2













‖Du‖∞,B2(x0)(τ ), κh = N(p − 2)+ ph.
In view of (1.13) and the results in [6], it is easily seen that φ(t) is well defined. Then for all
t ∈ (T /4, T )
|Du|p−2  γ T −(p−2)(N+1)/k(φ(T ))p−2.
Without loss of generality, we may assume φ  1. We write (3.14) with k replaced by kn+1 and
set
wn = (v − kn)(β+1)/2+ , β > 0.
Notice that if v/2 > kn,





(v − kn)β+ Cv1/2(v − kn+1)β+;
and if kn+1  v  2kn,
(v − kn)β+1/2+  (v − kn)β+(kn+1 − kn)1/2  C2−n/2v1/2(v − kn+1)β+.
In either case
|Du|(v − kn+1)β+ C2n(v − kn)β+1/2+ .











T −h(N+1)(p−1)/κhφp−1 + T −h(N+1)/κh−1φ
+ T −N(q−1)/κh−h(N+1)/κhφ)× ∫ ∫
Qn
(v − kn)β+1/2+ dx dτ
 γ 4nH(T )
∫ ∫
(v − kn)β+1/2+ dx dτ, (3.15)
Qn
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H(T ) = T −h(N+1)(p−1)/κhφp−1 + T −h(N+1)/κh−1φ.
Let ηn(x) be a cutoff function in Bn which equals one on Bn+1 and |Dηn| γ 2n. Then
wnηn ∈ L∞
(
(Tn+1, T ) : L2(Bn)
)∩L2((Tn+1, T ) : W 1,20 (Bn)),



























Next we impose on k the restriction




















































(v − kn)β+1/2+ dx dt,
we get from (3.18) and (3.19) that∫ ∫
Qn+1
(v − kn+1)β+1/2+ dx dt









It follows from Lemma 5. 6 of [11, p. 95] that∫ ∫
Qn









dx dt  γH(T )−(N+2)/2k(N(p−1)+4(β+1))/4.
This condition is satisfied if we choose








σ = N(p − 1)+ 4(β + 1). (3.20)
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By the definition of φ(t), this again implies (3.21). Hence (3.21) holds in either case by suitably
modifying the constant γ .
To proceed, we choose β = (p − 2)/2 so that
σ = N(p − 1)+ 2p.

















G1 +G2 + γ. (3.22)











































+ γ (G1+h(p−2)/κh + G),
G2  γφ(N+2)/σ ×
(
G1+h(p−2)/κh +G)2/σ
 φ + γ (G2(1+h(p−2)/κh)/(κ+p−2) +G2/(κ+p−2)).
4




+ γG1+h(p−2)/κh + γ.




+ γ (|||u0|||1+h(p−2)/κhh + 1).
Taking the supremum over x0 ∈ RN, t ∈ (0, T ), we get
φ  γ
(|||u0|||1+h(p−2)/κhh + 1). (3.23)
There exists a constant γ = γ (p,q) such that for all x ∈ RN , y ∈ B2(x)
γ−1
(
1 + |x|) 1 + |y| γ (1 + |x|).
From (3.23), we get
∣∣Du(x, t)∣∣ γ t−h(N+1)/κh(|||u0|||1+h(p−2)/κhh + 1).
Remark 3.1. Assume λ 0. Combining Remarks 2.2 and 2.5, for non-negative solution u, we
have
T0|||u0|||p−2h + T 1+N(p−1−q)/ph0 |||u0|||q−1h = γ−1.
We now prove (1.5).
We first prove that for any r > 0,∫
Br
∣∣un1(x, t)− un2(x, t)∣∣dx  γ
∫
B2r
∣∣u0n1(x, t)− u0n2(x, t)∣∣dx + C(t), (3.24)
where un1, un2 are two solutions of (3.1) with initial values u0n1, u0n2 ∈ C∞0 (RN) respectively,
γ,C(t) are the constants independent of n and limt→0 C(t) = 0.
Let ξ(x) ∈ C10(B2r ) be a cutoff function in B2r with 0  ξ  1, ξ = 1 on Br . Taking














× (Dun1 − Dun2) sgn′η(un1 − un2) dx dτ





























ξIη(u0n1 − u0n2) dx,
where Iη(s) =
∫ s
0 sgnη τ dτ . Letting η → 0, and using Hölder inequality, we get∫
B2r
ξ




















(|Dun1|p−1 + |Dun2|p−1)dx dτ
+ γ rN t +
∫
B2r
ξ |u0n1 − u0n2|dx. (3.25)
By the proofs of (1.12), (1.13), (1.15) and Hölder inequality we get from (3.25) that∫
RN
ξ
∣∣un1(x, t)− un2(x, t)∣∣dx




(|un1|h(x, τ ) + |un2|h(x, τ ))dx
}1/h+(p−2)/κh
+ γ t sup
0<τ<t
{ ∫ (|un1|h(x, τ )+ |un2|h(x, τ ))dx
}1/hB2r




un1(x, τ ) dx +
∫
B2r
un2(x, τ ) dx
}
+ γ rN t +
∫
RN




ξ |u0n1 − u0n2|dx.
We now prove (1.5). By (3.24)
∫
Br




∣∣u(x, t)− un1(x, t)∣∣dx +
∫
Br




∣∣un2(x, t)− u0n2(x, t)∣∣dx +
∫
Br




∣∣u(x, t)− un1(x, t)∣∣dx +
∫
B2r




∣∣un2(x, t)− u0n2(x, t)∣∣dx +
∫
Br
∣∣u0n2(x, t)− u0(x, t)∣∣dx.
This implies (1.5) and Theorem 1.1 is proved.
4. Proof of Theorems 1.2–1.5
Denote λ1 = max{q,p − 1}. Assume u,v be two solutions of (1.1) in ST ,0 < T < ∞. Set






+ c(x, t)Dw + b(x, t)w = 0 in ST , (4.1)
where
aij (x, t) =
1∫
0
∣∣D(su+ (1 − s)v)∣∣p−2 ds δij
+ (p − 2)
1∫
0
∣∣D(su+ (1 − s)v)∣∣p−4
× (su + (1 − s)v) (su+ (1 − s)v) ds,xi xj
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1∫
0
∣∣su+ (1 − s)v∣∣q−1 ds,
c(x, t) = −λl
1∫
0
∣∣D(su + (1 − s)v)∣∣l−2D(u+ v)ds. (4.2)
Let u1, v1 be subsolution and supersolution of (1.1) respectively. Then w1 = u1 − v1 satisfies
∫
Ω
















cφ dx dτ +
∫
Ω
w1(x, t0)φ(x, t0) dx, (4.3)
for all 0 t0 < t  T and all testing function φ  0.
The matrix (a)ij is positive semidefinite and for all ξ ∈ RN, (x, t) ∈ ST




∣∣D(su+ (1 − s)v)∣∣p−2 ds. (4.4)
To prove Theorem 1.2, we need the following lemmas.




1 + |x|p)−β (4.5)





∣∣u(x, τ )∣∣Aβ(x)dx. (4.6)









∣∣∣∣∣∣w(·, τ )∣∣∣∣∣∣1  γ ∣∣∣∣∣∣w(·, τ )∣∣∣∣∣∣h  γ, ∀0 < τ < T .
Thus we have
hβ(t) C(β). (4.7)





|Du|p−1Aβ+1/p(x) dx dτ  γ t(1−δ(λ1−1))/p, t ∈ (0, T ).
Proof. In (1.4), take the testing function
φ = (t − )1/p+ u1−2/pAβ+1/pξp,

































(τ − )1/pu1−2/p|Du|lAβ+1/pξp dx dτ
= J (1)ρ + J (2)ρ + J (3)ρ + J (4)ρ . (4.8)
For J (2)ρ , we have







τ (p−2)δ/pu(x, t)(p−2)/pu(x, τ )Aβ(x) dx dτ.
By (1.13′) and (4.7)
J (2)ρ  γ (t − )(1−(p−2)δ)/p+ , ∀ρ  1.
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(τ − )1/p |Du|
p
u2/p
Aβ+1/pξp dx dτ + γ (t − )(1+1/p)(1−δ(p−2)).










(τ − )1/p−δ(q−2/p) dτ  γ (t − )1/p−δ(q−2/p)+1

















(τ − )1/pup/(p−l)−2/pAβ+1/p dx dτ.




























(t − )1/p+1−δ(p−1−2/p) + (t − )1/p+1)
 γ (t − )(1+1/p)(1−δ(p−2)).





(τ − )1/p |Du|
p
u2/p
Aβ+1/pξp dx dτ  γ (t − )(1/p)(1−δ(λ1−1)), ∀ρ  1, t ∈ (, T ),

































(τ − )−(p−1)/pu(p−2)/pA1/puAβ dx dτ
)1/p
 γ (t − )(1−δ(λ1−1))/p.
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Lemma 4.2. There exists a constant γ = γ (N,p,q) such that if w(·, t) → 0 in L1loc(RN) as
t → 0 then ∫
RN
∣∣w(x, t)∣∣Aβ1(x) dx  γ t(1/p)(1−δ(λ−1)), 0 < t < T,
where β1 = β + 1/p.
Proof. In the weak formulation of (1.4), take the testing function sgnη(w)Aβ1ξ(x), where ξ is




































bw sgnη(w)Aβ1ξ(x) dx dτ.





















(|Du|l + |Dv|l)Aβ1ξ dx dτ. (4.9)
2ρ
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(|Du|p−1 + |Dv|p−1)Aβ1ξ dx dτ + γ t.
















Letting ρ → ∞ in (4.9), we have
∫
RN






(|Du|p−1 + |Dv|p−1)Aβ1 dx dτ + γ t1−δ(q−1).
Hence Lemma 4.2 follows from Lemma 4.1. 
Lemma 4.3. Suppose that




as t → 0.
Then for any  ∈ (0, (1 − δ(λ1 − 1))/(pδ)),




as t → 0.







∣∣w(x, t)∣∣∣∣w(x, t)∣∣Aβ1(x) dx.
By (1.13′)









Hence for all ρ  1
∫
RN
∣∣w(x, t)∣∣1+ dx  γρβ1 ∫
RN
∣∣w(x, t)∣∣1+Aβ1(x) dx
 γ (N,p,q,ρ)t(1/p)(1−δ(λ1−1))−δ → 0 as t → 0. 
Remark 4.1. Replace the testing function in Lemma 4.2 by sgnη w+Aβ1ξ(x), we have
∫
RN
w+Aβ1(x) dx  γ t(1/p)(1−δ(λ−1)), 0 < t < T,
and then




as t → 0.
Proof of Theorem 1.2. In the weak formulation of (4.1), we may take testing function
(|w| + η) sgn1 wAβ1ξ2,  ∈ (0, (1 − δ(λ− 1))/(pδ)), η ∈ (0,1),
since w(·, t) → 0 in L1loc(RN), a standard Steklov averaging process gives that this is a admissi-
ble testing function. Hence we can deduce



























































































∣∣D(su+ (1 − s)v)∣∣l−2D(su+ (1 − s)v) ·D(u− v)ds
)
× (|w| + η)Aβ1ξ2 dx dτ
= I1 + I2 + I3 + I4, (4.10)
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∣∣D(su + (1 − s)v)∣∣l−1 ds
)









∣∣D(su+ (1 − s)v)∣∣p/2−1 ds
)2 |Dw|2









∣∣D(su + (1 − s)v)∣∣l−p/2 ds


















∣∣D(su + (1 − s)v)∣∣2l−p ds
)(|w| + η)1+Aβ1ξ2 dx dτ.
Notice that
Aβ1 |Dξ |2 +
∣∣DA1/2β1 ∣∣2  γAβ1(x)A2/p.
Substituting this into (4.10), we get
∫
Bρ(t)




(|w| + η)1+Aβ1ξ2 dx
ρ





















∣∣D(su+ (1 − s)v)∣∣2l−p ds
)(|w| + η)1+Aβ1ξ2 dx dτ. (4.11)
By (1.13′) and (1.14′)
b(x, t) γ
(|u|q−1 + |v|q−1) γ τ−δ(q−1),
a0(x, τ )A2/p(x) γ τ−δ1(p−2),
1∫
0
∣∣D(su+ (1 − s)v)∣∣2l−p ds  γ τ−δ1(2l−p).
Carrying these estimates in (4.10), we obtain
∫
Bρ(t)











(|w| + η)1+Aβ1(x) dx dτ,
where σ = max{δ1(p − 2), δ(q − 1)}. Letting η → 0, ρ → ∞ in turn, by Lemma 4.3, we get
∫
RN




τ−σ + τ−δ1(2l−p)) ∫
RN
(|w| + η)1+Aβ1(x) dx dτ.
Since 0 2l − p  p − 2, so τ−σ , τ−δ1(2l−p) is integrable, this implies
∫
N
(|w| + η)1+Aβ1 dx = 0, ∀t ∈ (0, T ),
R
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∫
RN
(|w| + η)1+Aβ1 dx ∈ L∞(0, T ). (4.12)
Notice that the parameter β1 in the calculation above is only restricted by β1 = β + 1/p 
κ










t−δ |w|Ak/p(p−2)+1/p(x) dx  γ t−δ+(1/p)(1−δ(λ1−1))  γ1,
i.e. (4.12) holds and Theorem 1.2 is proved. 
Lemma 4.4. Assume l  p/2 and u1, v1 inR are subsolution and supersolution of (1.1) respec-












u1(x, t) − v1(x, t)
)
+ dx = 0, ∀R > 0,
then
u1(x, t) v1(x, t) in ST .
Proof. Replace the testing function in the proof of Theorem 1.2 by ((w1)+ + η) sgns(w1)+,






Aβ1 dx = 0, ∀t ∈ (0, T ). 
Remark 4.2. By Remark 2.3, for the solution that is from Theorem 1.1 satisfies (4.13).
Proof of Theorem 1.3. Assume lim supt→T ∗ |||u(·, t)|||h = M < ∞. Take v0 = u(x,T ∗ − ),
where 0 <  < T ∗. By Theorem 1.1, we know that there exist a constant T0(N,p,q,M) and
a weak solution u to (1.1)–(1.2), where u0 is replaced by v0. Combine Theorem 1.2, we have
T ∗  T ∗ −  + T0. Taking  small enough, we get a contradiction. 
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) ×
RN , 0 < t0 < 1/, of the form
v(x, t) = 1





where V is defined by
V (y) =
{
(1 − y2)3, 0 y  1,
0, y  1,
(4.15)
with k,m,  > 0 and t0 to be determined.
Let us note that
∀t ∈ [t0,1/), Supp
(
v(·, t))⊂ B(0, (1 − t0)m). (4.16)
We compute (setting y = |x|/(1 − t)m for convenience)
Lv = vt − div
(|∇v|p−2∇v)− vq + λ|∇v|l
= 
(1 − t)k+1 (kV + myV
′)
− 1
(1 − t)(k+m)(p−1)+m (−V
′)p−2
(
V ′(p − 1)(N − 1)/y + V ′′(p − 1))
− 1
(1 − t)kq V
q + λ 1




q − 1 , m =
q − (p − 1)
2(q − 1)p , (4.17)










(I) If 0 y  α, then the function V obviously satisfies
(
1 − α2)3  V  1, |V ′| 6, |V ′/y| 6, |V ′′| 30,
Lv  k
(1 − t)k+1 +
γ
(1 − t)(k+m)(p−1)+m
− (1 − α
2)3q
(1 − t)kq +
γ
(1 − t)(k+m)l .
For t0  t < 1/, with t0 sufficiently close to 1/, then by (4.17), (4.18) we have
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(1 − t)kq +
γ
(1 − t)(k+m)l < 0.
(II) If α < y  1, then the function V obviously satisfies
−V ′  6α(1 − y2)2  0, −V ′′ = 6(1 − y2)2 − 24(1 − y2)y2  6(1 − y2)2,
and by (4.18) we have that





(1 − t)k+1 (kV +myV
′)
+ 1
(1 − t)(k+m)(p−1)+m (−V
′)p−2
(−V ′(p − 1)(N − 1)/y + 6(1 − y2)2(p − 1))
− 1
(1 − t)kq V
q + λ 1










γ |V ′|p−1 + γ |V ′|p−2(1 − y2)2)
+ γ 1




1 − y2)2( −3mα
(1 − t)k+1 +
γ |V ′|p−2





Hence for t0  t < 1/, with t0 sufficiently close to 1/, we get
Lv  0.
Of course, we also have Lv  0 for y > 1.
Now, by translation, one can assume without loss of generality that ψ(0) > 0. Under the
assumptions above, it follows that
∀x ∈ B(0, ρ), ψ(x) C, (4.19)
for some ball B(0, ρ) and some constant C > 0. Taking t0 still closer to 1/ if necessary, one can
assume that B(0, (1 − t0)m) ⊂ B(0, ρ). Combining (4.16) and (4.19) with the fact that ψ  0
then yields
φ(x) = μψ(x) V (0)
k
 v(x, t0), x ∈ RN,(1 − t0)
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t0)k). By the comparison principle (Lemma 4.4), it follows that
u(x, t) v(x, t + t0), 0 < t < min
(
T ∗,1/ − t0
)
, x ∈ RN,
hence T ∗  1/ − t0, which proves (i).
To establish (ii), it suffices to note that, by the previous calculation, T ∗ = T ∗[μψ] 1/ − T







, for all μ 1
C(1 − t0)1/(q−1) . 
Proof of Theorem 1.5. Since λ 0, the solutions of (1.1)–(1.2) are subsolutions of the follow-
ing Cauchy problem
vt = div
(|Dv|p−2Dv)+ vq in ST , (4.20)





Combining Remarks 2.2, 2.5 and 3.1, similar to in [18] (see [18, pp. 359–362]), we can com-
plete the proof of Theorem 1.5. 
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