Grid and Keywords: data grid, data sharing, peer-to-peer 1.0 Introduction A modem scientific computing requires the communities of researchers involves in organizing, moving, visualizing, and analyzing massive amounts of a very large data collections. These data collections are in a geographically distributed environment. Recently, research in the area of grid computing has given us various ideas and solutions to address the problems especially for data sharing and collaboration. The grid computing technology is one of the emerging technology that aims at providing services to the construction of distributed system involving heterogeneous components, geographically dispersed at different organization and using various system administration infrastructure. With the popularity of the Internet and the availability of powerful computers and high-speed networks as low-cost commodity components, its give us an opportunity and possibility of forming this new technology to support scientific computing collaboration requirements. There are two aspects in grid technology: sharing of data, which is refers as data grid and sharing of resources such as processors , which is refers as computational grid. In scientific communities, these two aspects of this grid technology are required as to form a high-performance computing environment. However, in this paper, we only considering more on data grid that provide data sharing capabilities for scientific communities.
Introduction
A modem scientific computing requires the communities of researchers involves in organizing, moving, visualizing, and analyzing massive amounts of a very large data collections. These data collections are in a geographically distributed environment. Recently, research in the area of grid computing has given us various ideas and solutions to address the problems especially for data sharing and collaboration. The grid computing technology is one of the emerging technology that aims at providing services to the construction of distributed system involving heterogeneous components, geographically dispersed at different organization and using various system administration infrastructure. With the popularity of the Internet and the availability of powerful computers and high-speed networks as low-cost commodity components, its give us an opportunity and possibility of forming this new technology to support scientific computing collaboration requirements. There are two aspects in grid technology: sharing of data, which is refers as data grid and sharing of resources such as processors , which is refers as computational grid. In scientific communities, these two aspects of this grid technology are required as to form a high-performance computing environment. However, in this paper, we only considering more on data grid that provide data sharing capabilities for scientific communities.
A data grid connects a collection of geographically distributed computer and storage resources that may be located in different parts of a country or even in different countries, and enables users to share data and other resources [I] . Recently, there are a few research projects directed towards the development of data grid such as Particle Physics Data Grid (PPDG) [2] , Grid Physics Network (GriPhyN) [3] , The China Locating and sharing the remote data is one of the principal challenges of data grid and, almost all projects that we have studied previously, implement their solutions for data locating and sharing based on clientserver architecture. Other solution for locating and sharing data such as peer-to-peer architecture not widely discussed. There are also intentions by other researcher to study the relationship between P2P and Grid computing [17] [18] [19] . In [18] , the author has provided a detail discussion of the use of P2P ideas to manage Web service that related to metadata. In this paper, we advocate the benefits of exploiting the P2P architecture as an approach for scientific data sharing collaborations in a scientific data grid environment. The paper is organized as follows . Section 2, gives a brief introduction to one of the P2P technology available. In section 3, we give an overview on a related P2P collaboration in other community. In Section 4, we discuss the collaboration issues in scientific communities. Section 5 we describe our scientific data grid framework model that will exploit P2P and its prototype. Section 6 describes the implementation issues of our scientific data grid prototype. Finally, we present brief conclusion and future directions in Section 7.
2.0 Peer-to-peer Technology: JXTA This section will discuss one of the P2P technologies called JXTA [II] . This technology has been used in our data sharing prototype implementation. JXTA was originally conceived by Sun Microsystems, Inc. and designed with the participation of a small but growing number of experts from academic institutions and industry. JXTA technology is a set of protocols and each of these protocols is defined by one or more messages exchanged among participants of the protocol. Each message has a pre-d efined format, and may include various data fields. In this regard, it is akin to TCP/IP. Whereas TCP/IP links Internet nodes together, JXTA technology connects peer nodes with each other. TCP/IP is platform-independent by virtue of being a set of protocols. So is JXT A. Moreover, JXT A technology is transport independent and can utilize TCP!lP as well as other transport standards. In [11], they have highlighted the set of technical concepts and attributes that are currently most significant in JXTA.
At the start of project JXTA, they have analyzed many P2P software architectures and found a common layering structure at the conceptual level depicted in figure 1. 
ICOCI2006
The JXTA software architecture stack is break down into three layers. At the bottom is the core layer that deals with peer establishment, communication management such as routing, and other low-level services.
In the middle is a service layer that deals with higher-level concepts, such as indexing, searching, and file sharing. These services, which make heavy use of the features provided by the core, are useful by themselves but also are commonly included as components in an overall P2P system. At the top is the layer of applications, such as emailing, auctioning, and storage systems. Some features, such as security, manifest in all three layers and throughout a P2P system. JXTA technology is designed to provide a layer on top of which services and applications are built. In developing our proposed data grid framework, we have used the JXTA software architecture and we will discuss our proposed framework in later section (see section 5.0).
Peer-to-peer Collaboration Computing
Peer-to-peer (P2P) computing isn't exactly new. However, today, several factors have lit a fire under the peer-to-peer movement such as inexpensive computing power, bandwidth, and storage. It also has the ability to operate robustly in dynamic environments. P2P computing is the sharing of computer resources and services by direct exchange between systems. These resources and services include the exchange of information, processing cycles, cache storage, and disk storage for files. P2P computing takes advantage of existing desktop computing power and networking connectivity, allowing economical clients to leverage their collective power to benefit the entire enterprise. In a peer-to-peer architecture, computers that have traditionally been used solely as clients communicate directly among themselves and can act as both clients and servers, assuming whatever role is most efficient for the network. This reduces the load on servers. In the traditional client-server model, it can be a performance bottleneck and a single point of failure. Using a network of computers, P2P technology allows large-scale computer processing needs and optimize idle CPU MIPS and disk space. There are some success stories of P2P application development environment such as Gnutella [6] , Freenet [7] , Napster [8], Konspire [9] . These applications have offered a compelling and intuitive way for Internet users to find and share resources directly with each other, often without requiring a central authority or server.
In a social collaboration environment, existing P2P has been a preferable approach in providing a specific data sharing application. In Gnutella [6] , for example, it provides an easy sharing and fast file retrieval of music files. Users can search and retrieve for their preferable music files, and at the same time, they also can share their own music files to other users. This scenario is quite the same in the scientific collaboration environment. In a collaboration environment such as scientific collaboration, scientists intent to share their scientific findings and data, and to access remote data from other's communities within the same interest. However, the data usage in scientific communities is different than in music sharing environment where, the data usage often leads to creation of new files. This will make the process of locating and sharing the scientific data more complex. The availability of data files also will be the principle issues in the scientific collaboration environment. In [10] , researchers have discussed on how to advocate the benefit of exploiting emergent patterns in self-configuring networks specialized for scientific data-sharing collaboration. In their research, they are observing the characteristic of scientific data sharing and studying the sharing patterns of high-energy physics community. We will discuss the outcomes of their research in later section.
Collaboration in Scientific Communities
As mentioned in section 3.0, the data usage in scientific communities is different than in music sharing environments, where, in these environments, the music data are static but in the scientific environments, data are dynamic. In scientific environments, even the data sets are created once and then remain reads only, but the data sets usage often leads to creation of new files, inserting a new dimension of dynamism into an already dynamic system. As an example, The Large Hadron Collider (LHC) experiment [12] is producing terabytes of raw data a year, and by 2005, this experiment at CERN, will produce Petabytes of raw data a year that needs to be pre-processed, stored, and analyzed by teams comprising 1000s of physicists around the world. Through this process, more derived data will be produced and 100s of millions of files will need to be managed and stored at more than 100s of participate institutions. Yet, all the data must always be available or guarantees that its will always be located.
In [10] , the authors have analyzed data access traces logged by SAM [13] during January 2002. SAM is a file based data management and access layer between the Storage Management System and the data processing layers. It is one of the main components in DO collaboration experiment project [14] that involves hundreds of physicists from 18 countries, sharing large amounts of data. The goal of this SAM is to optimize the use of data storage and delivery resources, such as tape mounts, drive usage, and network bandwidth. Their analysis is to study the usage pattern through the scientific collaboration graph in what they called as a small world networks.
Locating files is one of essential mechanism for large-scale data-sharing collaboration especially in scientific collaboration. Most of existing P2P environments such as Gnutella, Freenet, CAN [15] , Chord [16] provide their own location mechanisms and its focus on specific data sharing environment and, therefore on specific requirements. As example, Gnutella emphasis on easy sharing and fast file retrieval, but with no guarantees that files will always be located. In Freenet, the emphasis is on ensuring anonymity. CAN and Chord guarantees that files are always located but accepting increased overhead for file insertion and removal. According to researchers in [10] , the typical uses of shared data in scientific collaboration have particular characteristics: Group locality -users tends to work in a group and uses the same set of resources (data sets). The newly produced data sets will be interest to all users in the group. Time localitythe same users may request the same data multiple times within short time intervals. However, file location mechanisms that proposed in existing P2P environments such as Gnutella, CAN, Chord, etc., do not attempt to exploit this behavior. In [10] , they also have raised up a few questions. One of the questions that most interest to us is how do we translate the dynamics of scientific collaborations in self-configuring network protocols such as joining the network, finding the right group of interests, adapting to changes in user's interest, etc.? This is relevant and challenging in context of self-configuring P2P networks. We support this idea, and try to answer the question by proposing our scientific data grid framework. Then, we implement our prototype based on this framework. We will discuss this framework in the next section.
P2P Scientific Data Grid Framework
In this section, we illustrate our proposed scientific data grid framework based on Peer-to-Peer architecture that we build on the top of JXTA technology. As we mentioned in section 2.0, JXTA technology provides protocols that establish a virtual network on top of existing networks, hiding their underlying physical topology. The JXTA virtual network standardizes the manner in which peers discover each other, selforganize into peer groups, advertise and discover network resources, communicate, and monitor one another. The JXTA network is built out of five key abstractions: uniform peer ID addressing, peer groups, advertisements, resolver, and pipes. That provides a generic infrastructure to deploy P2P services and applications. Figure 2 . Shows our proposed framework for data grid environment that will support scientific collaboration. This framework is developed on top of JXTA technology. As stated in JXTA concepts, all the terminology in our framework will reflect to JXTA technology. In our framework, peers could be any network devices and in our implementation, the peers can include PCs, servers and even supercomputers. Each peer operates independently and asynchronously from all other peers and its can self-organized into a peer group. Peer group contains peers that have agreed upon a common set of services, and through this peer group, peer can discover each other on the network. Once peer join a group it uses all the services provide by the group. Peers can join or leave the group at anytime that they want. In our implementation, once peer join the group, all the data sets that share by other peers in the group will be available to him/her. Peers can also share any of their own data sets with others peers within the group. Peer may belong to more than one group simultaneously. Within this framework, we use a few core services and Sun JXTA services provided by JXTA technology. We then defined these services again to support our implementation requirement. We also will create our own services during the implementation of this framework into a prototype.
In designing this collaborative data-sharing environment, which is our prototype, we are following the ideas of power grid environment. In the case of power grid supply, the users don't think about which power generator delivers the electricity to their home appliances, but they are only concerned that the power is available to drive their appliances correctly. In our scientific communities data-sharing environment prototype, we try to provide the same way as the analogy of electrical power grid, where the users or scientists (in our case is peers) can access to their required data sets without knowing which peers delivers the data sets. In other words, they can execute their applications, get the remote data sets (don't think about the provider) and then wait for the results. A typical scenario for the life cycle of a running an application is as follows: a user submits the remote data name through the User Interface. The CMS service SEARCH for the required data, when found, it will RETRIEVE the data. The application will start RUNNING then DONE (if the running application finish) as in figure 3 . 
Implementation issues
We have builds a very simple of scientific communities data-sharing environment prototype that based on our framework described in our previous section. The implementation of this prototype, based on JXTA technology (as we have mentioned). However, this basic prototype still leaves a number of things unspecified to the implementation. Currently, these are:
Searching or Discovery strategy. This strategy is used for locating the resources. Currently, in our prototype implementation, we make use of Content Management Service (CMS) that provided by JXTA that still no support for automatic propagation of content request, it means that a requesting peer will need to send the request directly to each peer. CMS already support most of what is required in order to implement this since it is possible for peers to forward request on behalf of other peers. However, a better search strategy should be implemented using distributed model, where peers are configure in a "mesh" and search requests are propagate between them. For this purpose, we will conduct study on the discovery strategies and try to get the best discovery strategy. It is also will be better to include some sort of TTL (time-to-live) in order to set an upper bound on the number of peers to which a search request can be forwarded.
Replication strategy. It is well known that replication is one of the techniques for improving availability in unreliable systems. P2P system is considered as unreliable system where in our case, peers could join and leave the system at any time. In the scientific collaborations, data availability is very important. By replicating data on multiple peers, we can improve availability and at the same time, we can have a better response time for discovery process in this prototype system. Yet, we have to determine when and where to replicate data in order to meet performance goals in large-scale systems such as data grid with many users and files, and dynamic network characteristics. In our implementation, we need a mechanism for creating replicas that allows us to meet performance goal without consuming undue amounts of storage and bandwidth. This mechanism should function entirely automatically and effectively in a dynamic, decentralized P2P environment. For this purpose, we will conduct study on the replication strategies.
Security strategy. The security requirements involve preventing the unauthorized disclosure of modification of data and ensuring the continued operation of the system. Currently, we are using the JXTA platform security in our implementation. Security in the JXTA platform relies on: Credentials -An opaque token providing an identity and a set of associated capabilities. Authenticators -Code that receives messages and that requests a new credential that an existing credential be validated. All messages contain (at a minimum) a peer group credential that identifies the sender of the message as a full member in good standing. Membership Credentials -Membership credentials define a member's rights, privileges, and role within the group. Content Access and Sharing Credentials -These credentials define a member's rights to the content stored within the group. However, this security platform still can be improve to provide a better secured environment and could be used in data grid implementation which will involve many peers.
Data management. As in JXTA, all network resources, such as peers, peer groups, and network services are represented by an advertisement. Data service also can be represented by an advertisement. In JXTA, advertisements are key pieces of information exchanged between peers. Advertisements are implemented using XML documents. Advertisements are used to represent all JXTA resources managed by the core platform including peers, peer groups, pipes, or services. All advertisement documents are defmed in XML and are therefore platform neutral. Each document may be converted to and from a platform-specific representation. Advertisements are JXTA's language neutral metadata structures. In a data grid environment, with the limited network bandwidth, data handling is very crucial. We have to manage carefully the resources according the applications requirement. As in our implementation, content services is represent by an advertisement. We need a better solution to provide cataloguing of available data content that being advertise within a peer or peer group.
Conclusions
We have described our prototype implementation for scientific data grid based on Peer-to-Peer architecture although the prototype is conceptually simple; it has provided a service that to be remarkably useful for scientific data grid environment. We believe that, with a very simpl e experiment that we have done on our prototype model and besides our studies, it shows that this approach can be use to support a good services for locating data, sharing data and data movement in scientific data grid environment. It also represents an interesting approach to data management in grid. However, our prototype still leaves a number of things unspecified to the implementation as specified in previous section. In future work , we plan to expand our prototype and try to investigate the mechanisms that could improve the prototype in providing scientific data grid services such as replication management and cataloging management. We also intend to studies other issues that could lead to the construction of scientific data grid system involving heterogeneous components.
