RAID-6 is widely applied to tolerate double concurrent disk failures in both disk
INTRODUCTION
RAID techniques [1] are widely used in modern storage clusters to achieve high performance and reliability with acceptable spatial and monetary cost. Evidence shows that the possibility of disk failure occurrence grows with the increasing scale of storage systems [2, 3] . RAID-6 coding schemes have increasingly received attention, because such coding schemes can tolerate double concurrent disk failures.
Various erasure coding technologies are applied to implement the RAID-6 layout. According to the structure and distribution of parities, RAID-6 can be mainly categorized into horizontal codes [4] [5] [6] [7] [8] [9] [10] and vertical codes [11] [12] [13] [14] . A typical RAID-6 storage system using horizontal codes is composed of k + 2 disks, where the first k disks store original information, and the last two are used as parity disks. Horizontal codes have a common disadvantage-k symbols must be read to recover any one other symbol. Vertical codes have been proposed to disperse parities across all disks instead of dedicated redundant disks (see, for example, X-Code [13] and P-Code [14] ).
Unbalanced I/Os inevitably lead to poor performance of storage systems. The Maximum Distance Separable code or MDS is of optimal storage efficiency. However, most MDSbased RAID-6 systems suffer from unbalanced I/Os. This performance problem becomes more pronounced for writeintensive applications. Typical horizontal codes have dedicated parity disks to be updated for any write operation, thereby causing heavy load on parity disks. Some vertical codes like P-Code [14] are featured by unbalanced I/O due to uneven 2 P. Xie et al. data distribution in a stripe. On the other hand, some vertical codes (e.g. X-Code [13] and HDP Code [15] ) can balance I/Os at the cost of poor reconstruction performance. There are a handful of dynamic load balancing approaches designed for disk arrays [16] [17] [18] [19] [20] ; these load balancing schemes are unable to adjust to heavy workload in parity disks and handle overrides in data disks.
A additional key design goals of erasure codes is to promote reconstruction performance [21] [22] [23] . However, MDS require exact k symbols to reconstruct one failed symbol. Such a limitation induced by the reconstruction chain length (i.e. k) potentially degrades the reconstruction performance. Non-MDS codes (e.g. Weaver codes [24] , Hover codes [25] , Code-M [26] ) are proposed to overcome the reconstruction performance bottleneck. Compared with MDS codes, non-MDS codes use more parity symbols and largely reduce the number of symbols involved in the generation of one parity symbol, thereby increasing reconstruction performance. However, existing non-MDS codes behave poorly in some cases. For example, the Weaver code suffers from low storage efficiency (e.g. ≤ 50%); the HoVer code has extremely poor reconstruction performance when a horizontal parity disk fails. Code-M is restricted by disk array size-the number of disks should be a prime number p, which is inadequate for application scenarios of arbitrary disk array size.
The low reconstruction performance hurts data reliability and availability of RAID-based storage systems. On one hand, longer reconstruction time translates to a longer 'window of vulnerability', in which a second disk failure inevitably cause persistent data loss [27] ; on the other hand, user requests on the foreground are adversely affected by the online reconstruction. Out of consideration for high performance and high reliability, we propose a new class of XOR-based RAID-6 codes called V 2 -Code, which is a Vertical code and its shape of the parity chain like the letter 'V ' in geometry.
The contributions of this paper is summarized as follows:
(i) Our V 2 -Code, an efficient non-MDS XOR-based RAID-6 code, delivers both nice load balancing and better reconstruction performance than MDS RAID-6 codes. The parity chain length of V 2 -Code is fixed, i.e. 2m − 1 for a m-row-n-column disk array. (ii) V 2 -Code is a new class of lowest density array codes.
The number of parity symbols that are affected by a change of any single information symbol is minimal, which reduces update complexity. (iii) V 2 -Code is a vertical code, in which parity symbols are evenly distributed over all disk drives. The number of operations for computing parity symbol at each column is identical, meaning that computing load is evenly distributed among all disks. Such a load balancing feature naturally overcomes the bottleneck induced by repeated write operations.
(iv) Our V 2 -Code has the advantage of high reconstruction performance. The quantitative analysis demonstrates that V 2 -Code speeds up the reconstruction time of X-Code by a factor of up to 3.31 and 1.79 under singledisk failure and double-disk failures, respectively.
The rest of the paper is organized as follows. Section 2 briefly overviews the related work. The architecture and reconstruction process of V 2 -Code are presented in Section 3. Section 4 describes detailed property analysis and performance evaluation. Finally, we conclude the paper in Section 5.
RELATED WORK
Thanks to error-correcting capability, erasure-coding techniques are widely used in many fields such as telecommunication and data storage. Several well-known erasure coding schemes (e.g. Reed-Solomon codes and parity array codes) are capable of protecting against two or more disk failures in an array of disks. The Vandermonde-based Reed-Solomon code [4] offer high fault tolerance and optimal storage efficiency, but it requires the support of complex Galois field arithmetic (GF(2 w )). Aiming at the computation problem of complex multiply operations in Vandermonde Reed-Solomon codes, Cauchy Reed-Solomon codes [5] adopt the highly efficient XOR operations. However, both Vandermonde and Cauthy Reed-Solomon codes still suffer from low storage performance [10] .
Unlike the Reed-Solomon codes, parity array codes depends solely on XOR operations during encoding and decoding. This simplicity makes parity array coding fit for RAID storage systems. Among the existing parity array codes, RAID-6 is able to tolerate double concurrent node failures. Researchers have proposed many RAID-6 coding schemes, such as EVENODD code [6] , RDP code [7] , Blaum-Roth code [8] , Liberation code [10] , Liber8tion code [9] , Cyclic code [11] , X-Code [13] , P-Code [14] and the like. Apart from the above MDS codes, a few non-MDS codes have been proposed to improve reconstruction performance. These non-MDS codes include WEAVER [24] , HOVER [25] , Pyramid code [28] , Flat XOR-Code [29] and Code-M [26] . Lowest density code [8] [9] [10] 30 ] is a special class of erasure coding technologies, and share a common advantage-optimal update complexity. To make fair comparison, in this paper we focus on the parity array codes while choosing X-Code and Code-M as two baseline coding schemes. Both X-Code and Code-M belong to MDS parity array codes and non-MDS parity array codes, respectively.
MDS parity array codes
Owing to limited I/O bandwidth and expensive storage space, MDS codes became the primary focus of research for the sake of the best storage efficiency. MDS parity array codes can A New Non-MDS RAID-6 Code to Support Fast Reconstruction and Balanced I/Os 3 be divided into the horizontal codes [6, 7] and vertical codes [13, 14] .
Both EVENODD and RDP are representative horizontal MDS codes for RAID-6 storage systems. The EVENODD code for a ( p + 2)-disk array is defined in a ( p − 1)-rowby-( p + 2)-column matrix, where the first p disks store data blocks, and the last two disks store parity blocks generated from parity chains across the data disks along slope 0 and slope 1. The RDP code for a ( p + 1)-disk array is defined in a ( p − 1)-row-by-( p + 1)-column matrix, its first p disks store data and row parity blocks, and the last disk holds diagonal parity blocks generated from parity chains across the first p disks along slope 1. Owing to the dedicated parity disks in horizontal codes, EVENODD and RDP experience the unbalanced I/O problem. Two parity types include row parity and diagonal parity. The row parity of EVENODD is similar to that of RDP; the construction of the diagonal parity in RDP is different from that of EVENODD. From the parity layout, we conclude that EVENODD is not an optimal solution from the perspective of both computational complexity and update complexity. Except for high update complexity, RDP exhibits optimal computational complexity [14] .
X-Codes and P-Codes are two common vertical MDS codes for RAID-6 storage systems. X-Code for a p-disk array is defined in a p-row-by-p-column matrix, where data blocks are stored in the first p − 2 rows, and the last two rows store parity blocks, respectively, calculated from the parity chains along slope 1 and slope −1. P-Code for a ( p − 1)-disk array is defined in ( p − 1)/2-row-by-( p − 1)-column matrix, where parity blocks are stored in the first row, and the last ( p − 1)/2 − 1 rows store data blocks. In vertical codes, parity symbols are dispersed over all disks rather than in dedicated parity disks; such a layout achieves optimal computational complexity and update complexity [14] . A recent study [15] shows that X-Codes exhibit balanced computation, whereas P-Codes are experiencing unbalanced computation.
From the parity layouts of both horizontal and vertical MDS codes, we observe that MDS-based RAID-6 schemes have a common disadvantage-the generation of each parity symbol needs exact k symbols on multiple disk drives; the long parity chain potentially becomes the performance bottleneck of reconstruction processes when any failure occurs.
Non-MDS parity array codes
In recent years, I/O bandwidth increases and storage space becomes cheaper; however, the increasing gap between I/O bandwidth and disk capacity makes recovery time of an entire disk increases. Much attention has paid toward how to speed up recovery and improve the reliability of storage systems when disk failure occurs [22, 23, 26, 31] . Non-MDS codes are regarded as favorable coding schemes to improve reconstruction performance of failed storage systems in the research community. Sample non-MDS codes are WEAVER codes [24] , Hover codes [25] and Code-M [26] .
WEAVER codes [24] focus on tolerating multiple concurrent disk failures. The main drawback of the WEAVER codes is their low storage efficiency (≤ 50%). HoVer codes [25] belongs to the family of XOR-based lowest density codes. HoVer coding is a hybrid coding scheme that combines horizontal codes and vertical codes, which make it possible to achieve improved reconstruction performance under singleand double-disk failures. Just as every coin has two sides, HoVer has the following three limitations. First, HoVer's reconstruction cost varies, since it might need to read all information symbols to reconstruct lost symbols when a horizontal parity disk fails or two failed disks are adjoining. Secondly, HoVer results in unbalanced computing load due to dedicated parity disks. Lastly, some spare symbols are neither data symbols nor parity symbols, leading to a storage efficiency problem. Code-M [26] is another non-MDS RAID-6 Code. Code-M code is designed to improve reconstruction performance as a lowest density code; however, the size of disk arrays must be a prime number p instead of arbitrary disk columns.
Load balancing in disk arrays
Load balancing improves performance of parallel and distributed storage systems [32] ; thus, there are a wide variety of load balancing approaches designed for disk arrays. For example, Holland and Gibson [33] discovered that parity declustering was an effective way of balancing load in RAID-5, and Weikum et al. [34] showed that load balancing can be achieved through dynamic file allocation. Ganger et al. [16] suggested that disk striping is a feasible method to achieve load balancing with reduced development complexity of applications. Scheuermann et al. [17, 35] proposed a data partitioning method to optimize disk striping and balance I/O load via proper file allocations and dynamic access redistributions. Additionally, a handful of patents [18] [19] [20] by the industry address the load balancing problem in disk arrays using hot-based I/O schedule strategy.
Recovery schemes of RAID codes
Recovery performance is a vital metric for evaluating RAIDcoded storage systems, because recovery performance is closely associated with system reliability. When it comes to RAID-coded storage systems, the single-disk failure recovery has drawn much attention over the years and a handful of approaches have been proposed to address this singledisk-recovery issue. For example, Xiang et al. [36] and Wang et al. [37] proposed the optimal single-disk failure recovery scheme for RDP and EVENODD, respectively; Khan et al. [38] presented an exhaustive approach for the single-disk failure recovery in any erasure-coded storage; Zhu et al. [39] designed a replacement recovery algorithm to speed up the searching process of optimal recovery paths; and Zhu et al. [40] proposed a cost-based recovery scheme for single-disk failure in a heterogeneous distributed storage environment.
THE DESIGN OF V 2 -CODE
To overcome the deficiency in both load balancing and reconstruction performance of the existing parity array codes, we propose a novel non-MDS code called V 2 -Code for RAID-6 storage systems. Compared with the existing coding schemes, V 2 -Code achieves both nice load balancing and optimal reconstruction performance under RAID-6 storage systems.
Let us denote V 2 -Code(m, n) as a specific construction setting of V 2 -Code for a m-row-n-column disk array, where m ≥ 2 and n ≥ (4m − 3). Information symbols are placed in an array of size (m − 1) × n, parity symbols are placed in an additional row, so the coded array is of size m × n (i.e. the first m − 1 rows containing information symbols and the last row keeping parity symbols). Like existing array codes [6, 13] , parity symbols are constructed from information symbols along several diagonals of some slopes with the addition operation '+', which denotes the XOR operation here. Note that each column has m − 1 information symbols as well as a parity symbol. That is, information symbols and parity symbols are mixed in each column. If an error or an erasure of a symbol occurs in a column, then this column is considered to be an error or erasure column. This code structure allows surviving symbols to recover any two erased columns.
Layout and encoding of V 2 -Code
V 2 -Code is composed of a m-row-n-column square matrix with a total m × n symbols. There are two types of symbols in the square matrix: information symbols and parity symbols. C i, j denotes the symbol at the ith row and jth column, with 0 ≤ i ≤ (m − 1) and 0 ≤ j ≤ (n − 1), and the parity symbol C m−1, j at the jth column is constructed using Equation (1).
where j = {0, 1, . . . , n − 1}, and x n = x mod n. Geometrically speaking, each parity symbol at the parity row is just the checksums along diagonals of slopes 1 and −1. Figure 1 depicts an example of V 2 -Code(3,9), where a column represents a disk drive and a block denotes a symbol of V 2 -Code(3,9). Here, a stripe of V 2 -Code(3,9) contains three rows, nine strips or 27 symbols. The symbols with the same shape and color form a parity chain. For instance, there are four information symbols (e.g. C 0,0 , C 1,1 , C 1,3 , C 0,4 ) and one parity symbol (e.g. C 2,2 ) in a parity chain marked as hexagon (see Fig. 1 ), parity symbol C 2,2 can be produced by
, and the length of parity chain equals to 5.
From the layout described in Fig. 1 , we derive the storage efficiency (i.e. the percentage of disk space occupied by nonparity symbols), which is governed by the number m of row rather than by the number n of column. Thus, the storage efficiency of V 2 -Code-based RAID system equals to (m − 1)/m. For example, when m is 4, 75% of the capacity is used for non-parity symbols. Since V 2 -Code offers the lowest density, each information symbol participates in two parity chains. Each parity chain contains the same number 2(m − 1) of information symbols; in other words, the parity chain length of V 2 -Code is constant (i.e. 2(m − 1) + 1). To tolerate double failures, the number of strips in V 2 -Code should be greater than or equal to 4(m − 1) + 1.
Construction process
According to the above information/parity layout and the encoding scheme, the construction process of V 2 -Code contains the following two steps:
(i) Label all information symbols.
(ii) Calculate parity symbols according to Equation (1).
The correctness of V 2 -Code
To prove the correctness of V 2 -Code, we consider the onestripe reconstruction case in this subsection. The reconstruction of multiple stripes is identical to that of one stripe. We have the following lemma and theorem from the perspective of onestripe construction. Proof. Two failed columns are denoted as f 1 and f 2 , where 0 ≤ f 1 < f 2 < n. Based on the layout of V 2 -Code(m, n), we know that any two symbols in a parity chain do not reside in the same strip. Meanwhile, any information symbol always exists in two parity chains. For any two concurrent failed columns f 1 and f 2 , there are two types of missing symbols, namely independent missing symbols and dependent missing symbols. The first type is a single symbol that fails in a parity chain; the second type occurs when two information symbols miss in a parity chain. In the former case, two independent missing symbols C i, f 1 and C i, f 2 at the ith row are reconstructed, because the surviving symbols of the corresponding parity chain does not appear in the other failed column.
Lemma 1. There exists a sequence of a two-integer tuple (W k , W k ) that satisfies the following two conditions:
As to dependent missing symbols that are not in the same row, if an information symbol C i, f 2 at the ith row f 2 column can be recovered, we can reconstruct the dependent missing symbol C i+ f 2 − f 1 m , f 1 on the same parity chain. This reconstruction is possible, because the surviving symbols on the corresponding parity chain exist. Similarly, if information symbol C i, f 1 at column f 1 can be recovered, we can reconstruct the dependent missing symbol C i+ f 2 − f 1 m , f 2 on the same parity chain. Now we consider the case where dependent missing symbols are in the same row. If an information symbol C i, f 2 on failed column f 2 can be reconstructed, we can reconstruct-dependent missing symbol C i, f 1 on the same parity chain. Such a reconstruction is reasonable, because the surviving symbols of the corresponding parity chain exist. Similarly, an information symbol C i, f 1 on failed column f 1 can be reconstructed; we can reconstruct the dependent missing symbol C i, f 2 on the same parity chain.
We conclude that all symbols can be reconstructed and the reconstruction order is based on the sequence of the twointeger tuple in Lemma 1. In summary, V 2 -Code can tolerate two concurrent column failures.
Reconstruction process
In this subsection, the reconstruction algorithms for V 2 -Code are presented under both single-disk-failure and double-diskfailure scenarios.
The decoding rules of all lost symbols are as follows:
Reconstruction algorithm for single-disk failures
In the case of single-disk failures, all failed symbols are independent missing symbols in Theorem 1. Therefore, it is straightforward to retrieve any information symbol C i, j in the jth column according to Equation (2) or (3), with 0 ≤ i ≤ (m − 2) and 0 ≤ j ≤ (n − 1). Similarly, we can recover the lost parity symbol C m−1, j using Equation (1).
Reconstruction algorithm for double-disk failures
A strip distance represents an interval between one strip and another strip. There exist two strip-distance metrics-Strip MInimum Distance (SMID) and Strip MAximum Distance (SMAD). Assume there are n strips and the sequence numbers of two failed strips are f 1 and f 2 , then both SMID and SMAD are min(
Compared with the single-disk reconstruction, the doubledisk reconstruction is much more complicated. Three cases of double-disk reconstruction are (1) two failed strips f 1 and f 2 are adjoining and SMID is one, (2) two failed strips f 1 and f 2 are not adjoining where SMID is 2(m − 1) + 1 and (3) two failed strips f 1 and f 2 are in two different stripes where SMID is ≥ 4(m − 1) + 1.
Compared with Case 1 that has only one recovery algorithm, both Cases 2 and 3 have multiple recovery algorithms to recover failed blocks. Although the recovery algorithms in the latter two cases exhibit the same computational complexity, they have different I/O complexity. We demonstrate each reconstruction process using a specific recovery algorithm.
Case 1: Two failed strips f 1 and f 2 are adjoining and SMID is one. There is only one way to retrieve the two strips. Figure 2 shows a reconstruction layout in the V 2 -Code(m, n) stripe where m = 3. Intersections exists between parity chains of the f 1 strip and parity chains of the f 2 strip. Different parity chains in a strip also intersect, which make it possible to reduce I/O complexity and achieve high reconstruction performance when the failures occur.
In this case, SMAD of the two adjoining failed strips is ≥4(m − 1) + 1. We observe from Fig. 2 
All the symbols in a recovery chain depend on each other during the reconstruction process. The reconstruction process is described as follows. First, we identify two starting points of the recovery chain (i.e. information symbols C 0, f 1 and C 0, f 2 ). Secondly, we determine two endpoints of the recovery chain (i.e. parity symbols C 2, f 1 and C 2, f 2 ). Thirdly, we reconstruct failed symbols according to the corresponding recovery chains. Algorithm 1 outlines the double-disk reconstruction process for strips f 1 and f 2 in a V 2 -Code(m, n)-based stripe.
Case 2: Two failed strips f 1 and f 2 are not adjoining where the SMID is 2(m − 1) + 1. There are several approaches to retrieving the two strips. Figure 3 shows a layout for reconstruction in a V 2 -Code(m, n) stripe where m = 3. All lost symbols are independent of each other during the course of reconstruction. Similarly, there exist intersections between parity chains of the f 1 strip and parity chains of the f 2 strip. Different parity chains in a strip also intersect, which makes it possible to reduce I/O complexity and achieve good reconstruction performance.
In the failure scenario, SMAD of the two failed strips f 1 and f 2 is no < 2(m − 1) + 1. Figure 3 
Case 3: Two failed strips f 1 and f 2 are in two different strips where SMID is no < 4(m −1)+1, and SMAD of the two failed strips f 1 and f 2 is no < 4(m − 1) + 1. We also have several choices to reconstruct the two failed strips. Figure 4 shows a specific layout for reconstruction in the V 2 -Code(3, n) stripe. All the lost symbols are independent of one another during the reconstruction. There are no intersection between parity chains of the f 1 strip and parity chains of the f 2 strip, but parity chains in a strip have intersections. The corresponding reconstruction process is listed in Algorithm 2. Step 1:Identify the double failed columns:
Step 2:Start reconstructing the lost symbols of strips f 1 and f 2 .
Step 2-A: Reconstruct two starting points C 0, f 1 and C 0, f 2 of the recovery chains based on Equations (3) and (2), respectively.
Step 2-B: Recover the remaining lost symbols in the two recovery chains. Step 1:Identify the two failed column:
Step 
PERFORMANCE ANALYSIS
In this section, we first summarize the important features of V 2 -Code. Then, we comparative analyze the load balancing of V 2 -Code over popular codes. Finally, we comprehensively evaluate the reconstruction performance of RAID-6 codes, which are usually treated as a two-dimensional matrices. According to construction mechanism of erasure code, different RAID-6 codes have different two-dimensional matrices. In this study, we illustrate the two-dimensional matrices of various RAID-6 codes using distinct parameters (i.e. V 2 -Code(m, n), X-Code( p, p) and Code-M(S, C)). To make a fair comparison among V 2 -Code, X-Code and Code-M in terms of reconstruction performance, we evaluate these three schemes under the identical conditions, including the same number of disks, the same amount A of user information and the same reconstruction I/O bandwidth. For example, to compare V 2 -Code(m, n) and X-Code( p, p), we set the value of parameter n to p (i.e. n = p); in the case of comparison between V 2 -Code(m, n) and Code-M(S, C), we set the value of n to S * C. A similar comparison approach can be found in the literature(see, for example, [26, 31, 41] ). Table 1 lists the notation of the five parameters (i.e. m, n, p, S and C).
Features
In this subsection, we discuss some important features of V 2 -Code. It is a Non-MDS vertical coding scheme, and takes 
Lowest density code
According to the construction mechanism of V 2 -Code(m, n), each parity symbol at the mth row (i.e. parity row) is independently calculated from information symbols. In particular, each information symbol affects two parity symbols in the parity row. All parity symbols only depend on information symbols; the parity symbols are independent of one another. Since updating one information symbol only needs to update two parity symbols, V 2 -Code has the optimal update complexity.
High storage efficiency
Storage efficiency is a vital metric for evaluating erasurecoded storage systems; MDS codes have optimal storage efficiency among all erasure codes. Table 2 summarizes the storage efficiency of V 2 -Code and a few popular MDS codes (e.g. EVENODD, RDP, X-Code and P-Code). We also quantitatively compare the storage efficiency of V 2 -Code, EVENODD, RDP, X-Code and P-Code under various strip sizes (see Fig. 5 ). 
Comparisons of storage efficiency.
We observe from Fig. 5 that regardless of RAID-6 codes, the storage efficiency is improved with increasing strip sizes; the storage efficiency of V 2 -Code is more close to that MDS codes when strip sizes increase. For example, when the number of strips is 30, the storage efficiency is 87.5, 92, 93.3, 93.1 and 93.3% for V 2 -Code, EVENODD, RDP, X-Code and P-Code, respectively, Therefore, it is deduced that V 2 -Code achieves near-optimal storage efficiency.
Steady parity chain length
In V 2 -Code, each parity chain contains the same number 2m −2 of information symbols. Thus, the length of parity chain is constant, i.e. 2m − 1 for a given row number m. The parity chain length has nothing to do with the column number n of a disk array. Hence, V 2 -Code achieves better reconstruction performance than MDS codes with increasing RAID sizes in large-scale storage systems.
Balanced computation
In V 2 -Code, each column has one parity symbol, which is the checksum of 2m − 2 information symbols; consequently, the number of operations for computing a parity symbol at each column is 2m − 3. This balanced computation property makes V 2 -Code applicable to applications that require evenly distributed computations.
High flexibility
Parameter m in V 2 -Code(m, n) represents an arbitrary row number where m is no <2; n represents an arbitrary number of column where n is ≥ 4m − 3. The arbitrary numbers of rows and columns make our approach applicable to largescale RAID systems. In contrast, many other codes (e.g. EVENODD, RDP, P-Code, Code-M) are limited to RAID systems using a prime number as the disk array size. For example, Code-M(S, C) is defined by a C-row-S * C-column matrix, where C+1 must be a prime number; the number of strip-sets in Code-M can not be <3; and the column number in Code-M must grow at a step of C strips. Therefore, V 2 -Code is very flexible in terms of RAID size.
Load balancing analysis

Evaluation methodology
We compare V 2 -Code with the popular RAID-6 codes (e.g. EVENODD, RDP and P-Code) in a disk array equipped with multiple disks (e.g. 4-20 disks).
The size of write requests usually ranges from 4 to 8 KB in Microsoft Exchange Application [42] . Since the stripe size typically is 256 KB [43] and an information block size is 4 KB, single write and partial stripe write to two continuous information blocks are dominant among all write requests. It is important and intriguing to study the impact of the above both write patterns on the performance of disk arrays.
We select the following types of read/write requests to evaluate various codes. To demonstrate the I/O distribution of different codes, we adopt an ideal read/write request sequence in a stripe as follows: (1) each information block is treated as a beginning read/write block at least once; (2) if there is no information block at the end of a stripe, then the information block at the beginning of the stripe will be written in the CW mode.
Using the above ideal access sequence, we conclude that a total of (m − 1) * n information blocks are in a stripe in V 2 -Code (see Fig. 1 ). That is, the ideal sequence of SW requests to all information blocks is: C 0,0 , C 0,1 , . . . , C 1, 8 , and that of CW requests is:
Let us further investigate the read/write requests by taking both uniform and random I/O access patterns into accounts: information block in a stripe is <300 in the context of a typical disk array size, we use 300 random numbers (i.e. ranging from 1 to 1000) generated by a random integer generator [44] as the frequencies of partial stripe writes in the sequence one after another. These 300 random numbers are shown in Table A1 
. , O j (T )).
Thus, O( j) is calculated by the following equation:
Accordingly, the maximum and minimum number of I/O operations among all columns can be, respectively, expressed as O max and O min
We compare V 2 -Code with other codes in terms of 'Load Balancing Ratio (LBR)'. LBR represents the ratio between the maximum number O max of I/O operations and the minimum number O min of I/O operations. A small value of LBR indicates good load-balancing performance. LBR can be expressed as
For the uniform access in V 2 -Code, O max is equal to O min according to Equation (5) . Thus, the LBR value is 1.
Load balancing comparisons
Now we are in a position to quantitatively compare V 2 -Code with the other baseline codes using the metric LBR.
We can derive the total number of I/O operations across all disks from the layout of information and parity blocks.
Take P-Code as an example, the data layout of P-Code suggests that O( j) of each disk consist of two parts in the UA-SW case. The first one is 2(( p − 1)/2 − 1), which is caused by information blocks in the column j; another part is 2( p − 3), which is generated by the parity block in column j. Therefore,
Compared with UA-SW, the UA-CW workload is more complicated. The total numbers of I/O operations on all disks are almost identical. We can further derive both O max and O min of UA-CW as follows:
where x is
We can derive LBR P-Code,UA-SW and LBR P-Code,UA-CW from Equations (6)- (10): In light of the above analysis under various access patterns with multiple types of read/write requests, we quantify the LBR of EVENODD, RDP, P-Code and V 2 -Code (see the detailed analysis in the Appendix). Table 3 summarizes the LBRs. The results shown in Table 3 reveal that under write-intensive workload, horizontal codes (e.g. EVENODD and RDP) suffer from extremely unbalanced I/Os; the unbalance impact exhibits an exponential growth trend with the increasing disk array size. However, the vertical codes (e.g. PCode and V 2 -Code) deliver good load-balancing performance 
(e.g. the LBR value is ∼1); the load balance ratio remains almost unchanged even when the storage system scales up.
To comprehensively and fairly evaluate load balancing between V 2 -Code and the other popular codes, we calculate the LBR values under two access patterns with different types of read/write requests and the various p-value. The results shown in Figs 6 and 7 are consistent with those summarized in Table 3 . In addition, the results adequately reveals the difference between P-Code and V 2 -Code in terms of load balancing. In particular, in the case of mixed read/write requests, the load-balancing performance of V 2 -Code is better than that of P-Code, which is not shown in Table 3 . We conclude that among all the evaluated codes, V 2 -Code (e.g. n = p) has the lowest LBR value, thereby achieving the best load-balancing performance.
Analysis of reconstruction performance
In this subsection, we comprehensively discuss V 2 -Code and quantitatively evaluate its performance in the degraded mode. We choose X-Code and Code-M as two baseline coding schemes, because they share some common characteristics with V 2 -Code, e.g. the parity symbol construction of our V 2 -Code is similar to that of X-Code, and Code-M is also a non-MDS array code for RAID-6.
Reconstruction performance in degraded mode
In the degraded mode, decoding complexity is a very important performance metric for RAID systems, because it greatly affects both user response time and reconstruction time, and the reliability of RAID systems is inversely proportional to the reconstruction time.
We first consider the case of single-disk failure in the degraded mode. According to Equations (1)- (3), 2m − 3 XOR operations are required to recover any one failed symbol, 2m * (m −1)−1 symbols should be read and m symbols should be written to recover one failed strip. Accordingly, to recover m * A/((m − 1) * n) symbols in one failed disk, the decoding computational complexity is m * (2m − 3) * A/((m − 1) * n) XOR operations, and the decoding I/O complexity is to access (m * (2m
Now we discuss the double-disk failure case in the degraded mode. In this case, 2m * (2m − 3) XOR operations are needed to recover two strips. That is, the decoding computational complexity is 2m * (2m − 3) XORs. In what follows, let us discuss the I/O complexity of V 2 -Code(m, n) codes for each case described in Section 3.
Case 1: the two failed strips are adjoining and SMID is one: According to Fig. 2 and Algorithm 1, 2m * (2m − 3) symbols should be read and 2m symbols should be written to reconstruct two strips. Therefore, the decoding I/O complexity lies in accessing 4m * A/n symbols when rebuilding m * A/((m − 1) * n) lost symbols in each of the two failed disks.
Case 2: the two failed strips are in different strips and SMID is 2(m − 1)+1: To recover two strips (see Fig. 3 and Algorithm 2), a reconstruction mechanism must read 2m * (2m − 3) symbols and write 2m symbols. Therefore, to recover m * A/((m −1) * n) lost symbols in each of the two failed disks, the decoding I/O complexity becomes accessing 4m * A/n symbols.
Case 3: the two failed strips are in different strips and SMID is no less than 4(m − 1)+1: According to Fig. 4 and Algorithm 2, to recover two strips, 4m * (m − 1) − 2 symbols should be read and 2m symbols should be written. So the decoding I/O complexity is to access (2m * (2m − 1) − 2) * A/((m − 1) * n) symbols, when recovering m * A/((m − 1) * n) lost symbols in each of the two failed disk.
Comparisons between V 2 -Code and X-Code
We assess the recovery performance of V 2 -Code(m, n) with X-Code( p, p) under the same disk number, i.e. n = p. In the conventional recovery scheme, to recover one failed disk, the computational complexity of X-Code is ( p−3) * A/( p−2) and the I/O complexity of X-Code is ( p 2 −2 p+3) * A/( p * ( p−2)). To recover double failed disks, the computational complexity of X-Code is 2( p − 3) * A/( p − 2) and the I/O complexity of X-Code is ( p * A)/( p − 2). Figure 8 shows the ratios between V 2 -Code(m, n) and XCode when the number of disks is set to 11, 19, 23 and 31, respectively. We observe that under a single-disk failure, V 2 -Code consistently outperforms X-Code; V 2 -Code speeds up the reconstruction time of X-Code by a factor of up to 3.31. Under double-disk failures, V 2 -Code still outperforms X-Code in all the tested cases, and the speedup of reconstruction time is up to a factor of 1.79.
In addition, Xu et al. [45] proposed a minimumdisk-read-recovery (MDRR) scheme for single-disk failure in X-Code-based parallel storage systems. Compared with conventional recovery scheme, MDRR achieves optimal recovery performance. To further examine the reconstruction performance of V 2 -Code, we conduct a set of single-disk recovery experiments comparing V 2 -Code against X-Code. Both the conventional recovery scheme and MDRR scheme are adopted in X-Coded RAIDs. Figure 9 shows the performance ratios between V 2 -Code and X-Code (i.e. V 2 -Code vs. X-Code using conventional 12 P. Xie et al. recovery scheme, and V 2 -Code vs. X-Code using MDRR scheme).
We draw two observations from Fig. 9 . First, as to X-Coded RAIDs, the reconstruction performance of the MDRR scheme is better than that of the conventional recovery scheme. Secondly, the reconstruction performance of V 2 -Code consistently outperforms that of X-Code, no matter whether the conventional recovery scheme or MDRR is employed in X-Coded RAIDs.
Comparisons between V 2 -Code and Code-M
We evaluate the recovery performance of both V 2 -Code(m, n) and Code-M(S, C) in the case of same disk number, i.e. n=S * C. When recovering one faulty disk, the computational complexity and I/O complexity of Code-M(S, C) are (2C −3) * A/(S * (C − 1)) and (2C − 1) * A/(S * (C − 1)), respectively. When it comes to rebuilding double failed disks that are in the same or adjoining strip-set, the computational and I/O complexities of Code-M(S, C) are (4C − 6) * A/(S * (C − 1)) and (3C − 1) * A/(S * (C − 1)), respectively. Figure 10 shows the ratios between V 2 -Code and Code-M under various configurations using 12, 16, 18, 20, 24 and 30 disks, respectively. It is clear that under all the configurations, V 2 -Code consistently exhibits higher recovery speed than that of Code-M in both the single-disk failure case and the double-disk failure case. In addition, we observe that V 2 -Code improves the recovery performance of Code-M under the same disk number, storage efficiency and RAID capacity.
Recovery optimization in V 2 -Code
Recall that (see Section 2.4) single-disk-recovery can be optimized from various perspectives for double-and multiplefault-tolerant RAID systems. Similarly, the single-diskrecovery in V 2 -Coded RAID systems can be further improved. Let us assume that a RAID system using V 2 -Code(m, n) has n disks (D 1 , D 2 , . . . , D n ). When a disk (e.g. D f , with 1 ≤ f ≤ n) fails, it is required to reconstruct all lost symbols of the failed disk D f ; the reconstruction operation needs to read x i symbols from disk D i (i = f ) in a stripe.
According to construction mechanisms of parity chains in V 2 -Code, a parity chain consists of a parity symbol and 2(m − 1) information symbols. Each parity symbol belongs to a parity chain; each information symbol is involved in the generation of two parity chains. A failed disk D f includes a parity symbol and (m − 1) information symbols, and each lost symbol is regenerated by the remaining symbols in its parity chain. Thus, we conclude that there are L = 2 (m−1) and L = 2 2(m−1) feasible reconstruction paths for singledisk and double-disk failures, receptively. Each recovery path corresponds to a reconstruction data distribution, and each reconstruction data distribution has a distinct number of reconstruction reads (i.e. blocks retrieved from surviving disks to recover a failed disk). The reconstruction data distribution of a reconstruction path (e.g. the jth reconstruction path) is expressed as {x i, j } 1≤i≤n,i = f , and the number of reconstruction reads in this path is Num{{x i, j } 1≤i≤n,i = f }.
More often than not, the performance of a recovery scheme is dominated by its reconstruction reads. A practical approach to speeding up recovery performance is to minimize the number of reconstruction reads. We formulate the recovery optimization problem as follows:
CONCLUSION
In this paper, we proposed a novel coding scheme called large-scale RAID-6 systems. V 2 -Code is a non-MDS RAID-6 code, which achieves better load balancing and reconstruction performance than that of MDS RAID-6 codes. V 2 -Code is a lowest density code, with its parity chain length fixed at 2(m − 1) + 1 for a given number m of rows in a disk array. We conducted extensive theoretical analysis for V 2 -Code under various configurations. The results show that V 2 -Code outperforms the popular codes (e.g. EVENODD, RDP, X-Code and Code-M) in terms of load balancing and reconstruction time. For example, V 2 -Code speeds up the reconstruction time of X-Code by a factor of up to 3.31 and 1.79 in the single-disk-failure case and the double-disk-failure case, respectively. V 2 -Code exhibits lots benefits such as balanced computation, flexible RAID size and fixed parity chain length. These advantages allow our V 2 -Code to be applied to a wide range of in-production applications running in distributed storage environments. As a future direction, we plan to extend V 2 -Code to a distributed storage systems comprised of heterogeneous data nodes.
APPENDIX LOAD BALANCE RATIOS
For EVENODD code, according to the layout of parity blocks, the maximum number of I/O operations appears in the diagonal parity disk, and the minimum number of I/O operations appears in the information disks, so we can derive out the LBR as Equation (6) .
In the case of UA-SW, the value of LBR is LBR EVENODD,UA-SW = 4( p − 1) 2 2( p − 1) = 2( p − 1) (A.1)
In the case of UA-CW, the value of LBR is: 
