Three artificial neural network learning algorithms were utilized to forecast the productivity (MD) of a solar still operating in a hyper-arid environment. The learning algorithms were the Levenberg-Marquardt (LM), the conjugate gradient backpropagation with Fletcher-Reeves restarts, and the resilient backpropagation. The Julian day, ambient air temperature, relative humidity, wind speed, solar radiation, temperature of feed water, temperature of brine water, total dissolved solids (TDS) of feed water, and TDS of brine water were used in the input layer of the developed neural network model. The MD was located in the output layer. The developed model for each algorithm was trained, tested, and validated with experimental data obtained from field experimental work. Findings revealed the developed model could be utilized to predict the MD with excellent accuracy. The LM algorithm (with a minimum root mean squared error and a maximum overall index of model performance) was found to be the best in the training, testing, and validation stages. Relative errors in the predicted MD values of the developed model using the LM algorithm were mostly in the vicinity of ±10%. These results indicated that the LM algorithm is the most ideal and accurate algorithm for the prediction of the MD with the developed model.
INTRODUCTION
Today, two challenges face humankind, namely water and energy. Desalination based on solar energy can present a solution to these challenges. One of the simplest devices that may be employed in solar desalination/distillation is a solar still. Solar stills utilize the sun, which is a sustainable and pollution-free source, to produce fresh water (Ayoub & Malaeb ) . Forecasting and modeling processes of solar still production are of great importance. They contribute to the knowledge of the potential productivities attainable by the still without the effort and time to conduct various experiments. Moreover, they play a major role in decision-making processes, and through them we will predict and know whether productivity is sufficient to meet the water requirement for different purposes such as drinking or irrigation.
Classical modeling techniques are complex, need a long time for calculating and sometimes are totally unreliable (Tripathy & Kumar ) . The use of artificial neural networks (ANNs) in the solar desalination field could produce results that are not simply obtained by classical modeling techniques (Santos et al. ) . With the ANN technique, apart from decreasing the whole time required, it is possible to find solutions that make solar applications such as solar desalination more feasible and thus more attractive to potential users. They are capable of learning the key information patterns within the multi-dimensional information domain (Kalogirou  The third layer is the output layer, utilized to provide predicted values. In this study, the output layer has only one neuron corresponding to the forecasted result. The relationship between the output y t and the input x t is expressed by
where w i,j (i ¼ 0,1,2,…,p; j ¼ 1,2,…,q) and w j ( j ¼ 0,1,2,…,q) are the connection weights, p is the number of input neurons, q is the number of hidden neurons, and ƒ is a nonlinear transfer function that helps the system to learn non-linear features. In this study, the linear and tansigmoid transfer functions were used.
Linear transfer function (purelin)
Tan-sigmoid transfer function (tansig)
The MLP is trained utilizing the BP algorithm and the weights are optimized. The objective function to reduce the sum of the squares of the difference between the desirable output (y t,p ) and the predicted output (y t,d ) is expressed by
The training of the network is achieved by the BP (Haykin ) algorithm trained with the steepest descent algorithm given by this equation
where Δw k is a vector of weights changes, g k is the current gradient, α k is the learning rate that determines the length of the weight update. So as to avoid oscillations and to decrease the sensitivity of the network to fast changes of the error surface (Jang et al. ), the change in weight is made dependent on the past weight change via adding a momentum term
where p is the momentum parameter. In addition, the momentum allows escaping from small local minima on the error surface (Ramírez et al. ).
MATERIALS AND METHODS

Experiment setup
The experiments were conducted at the Agricultural Seawater is used as a feed water input to the system. The Therefore, the flow rate of the feed water, the distilled water, and the brine water was measured every 20 minutes.
Also, the total dissolved solids of feed water (TDS F ) and
brine water (TDS B ) were measured every 20 minutes.
The weather data, such as air temperature (To) the first approach for an unseen MLP training task (Hagan & Menhaj ) .
Conjugate gradient algorithm
Conjugate gradient (CG) is a balanced algorithm. It does not need the computation of the second derivatives and con- 
Resilient backpropagation algorithm
The resilient backpropagation ( Detailed information for the three algorithms mentioned above is tabulated in Table 1 .
ANN application
The ANN used in this study was a feed-forward BP neural network with three layers: an input layer, one hidden layer, and an output layer. The ANN was trained in turn with the three different algorithms mentioned above. Nine variables were utilized as input parameters for the input neurons of the input layer. These variables 
ANN algorithm performance evaluation criteria
The ANN algorithms were evaluated by calculating four standard statistical performance evaluation criteria. These parameters were the coefficient of the root mean square error (RMSE), the efficiency coefficient (E), the overall index of model performance (OI), and the coefficient of 
It calculates Jacobian matrix (J) including first derivatives through the BP method, which is less complex compared to the Hessian matrix (H). The network error vector is e.
By searching in the steepest descent direction, the iteration starts. A search line method is used to find the optimal current search direction α. Next search direction β is found such that it is conjugate to the previous search directions. residual mass (CRM). They are formulated mathematically as follows: 
RESULTS AND DISCUSSION
Experimentally, the average solar still production MD during the entire operation was 0.50 L/m 2 /h (approximately 5 L/m 2 /day). This is consistent with the findings of Kabeel At 6 epochs, the number of validation checks is 6 and the step size is 0.054547. Furthermore, Figure 4 shows variations in the gradient error and validation checks utilizing the RP algorithm. The figure shows that at 6 epochs, the gradient error is approximately 0.085518 and the number of validation checks is 6. Thus, the results indicate that the LM algorithm is the best, as it gives the least gradient error, followed by the CGF and lastly the RP. production, based on the use of any of the three algorithms.
A stepwise regression analysis was applied experimentally to the obtained total data for determining the effectiveness of the ANN model. Table 3 shows the degree of significance of the input parameters, as determined by a P value of <0.05. On this basis, the significance of the input variables can be ranked in the following order: Rs, TDS F , TDS B , and RH. Thus, it is possible to predict the water productivity of the solar still utilizing these parameters only.
Moreover, it is clear to us that the R value with any algorithm is higher than the R value (0.961) with the stepwise regression analysis. This indicates and confirms that the ANN model is the most accurate compared with the stepwise regression method.
Trade-off between the learning algorithms 96%, 83%, and 75% of the errors for LM, CGF, and RP algorithms, respectively, were in the vicinity of ±10%. Moreover, the relative errors for LM are very small in the validation stage compared with the CGF and RP algorithms, as shown in Figure 10 . In the validation stage, we found that 96% of the errors are located in the range of ±10% for LM, while the corresponding values for each of the CGF and RP algorithms were about 58% and 75%, respectively, in the domain of ±10%. From the above it is clear that the LM algorithm is better than the CGF and RP algorithms. Generally, the range of ±10% is acceptable to judge the performance, and the values that fall outside this range were relatively few and do not affect the applicability of the algorithms in the prediction process.
CONCLUSION
This study presents an approach to forecast solar still productivity using meteorological and operational parameters based on a feed-forward BP ANN using different learning algorithms. Three learning algorithms, namely the LM algorithm, the CGF algorithm, and the RP algorithm, were adopted in training the developed ANN model. The performance of the developed ANN model using these three algorithms was evaluated by comparing the predicted results to the experimental results using a set of standard statistical performance measures, namely RMSE, E, OI, and CRM. Comparative analysis of predicted data and real data reveals that the feed-forward BP neural network model has the ability to identify the relationship between the input and output parameters as well as the ability to predict solar still productivity to a high degree of accuracy. The LM learning algorithm with a minimum average RMSE (0.024), maximum average E (0.989), maximum average OI (0.981), and minimum average CRM (À0.003) throughout all modeling stages was found to be the most effective algorithm in predicting solar still productivity. Thus, based on these findings, the developed ANN model with the LM learning algorithm is recommended for solar still productivity prediction in a hyper-arid environment.
