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Einleitung
Kaum einer unserer Lebensbereiche ist von dauerhafter statischer Natur. Dies fu¨hrt dazu, dass
wir nicht nur statischen sondern auch sehr vielen dynamischen Optimierungsproblemen gegenu¨ber
stehen. Ebenso groß wie die Zahl der Anwendungsgebiete ist dabei die Anzahl der unterschiedlichen
Dynamikszenarien.
Evolutiona¨re Algorithmen (EA) bilden eine Klasse probabilistischer Optimierungsverfahren,
die auf dem Darwinschen Evolutionsparadigma basieren. Durch die wesentlichen Operationen der
Rekombination, Mutation und Selektion verbessern sie schrittweise eine Menge von Lo¨sungen. Weil
sie dabei nur wenige Voraussetzungen an die Optimierungsaufgabe stellen, erzielen sie ha¨ufig auch in
solchen Situationen gute Erfolge, in denen andere — insbesondere klassische — Verfahren versagen.
Die von evolutiona¨ren Algorithmen zur Optimierung von Funktionen mit reellwertigem Such-
raum verwendeten Operatoren besitzen zumeist verschiedene Freiheitsgrade. Beispiele fu¨r geeignet
zu wa¨hlende Einstellungen betreffen
• den Rekombinationstyp (diskret, intermedia¨r),
• die Mutationsverteilung (Normal-, Cauchyverteilung),
• das Selektionsverfahren (deterministisch, stochastisch),
• die Strategieparameter (Lernraten, Schrittweiten) etc.
Einzelne Varianten unterscheiden sich dabei oftmals nur durch wenige Details. Wenn genaue Kennt-
nisse der Zusammenha¨nge zwischen unterschiedlichen Einstellungen und den erzielten Ergebnissen
fehlen, wird vielfach eine Standardparametrisierung gewa¨hlt. Allerdings ko¨nnen bereits kleine Un-
terschiede zu wesentlich differierenden Ergebnissen fu¨hren. Womo¨glich entscheiden diese Unter-
schiede sogar daru¨ber, ob ein Verfahren gegen das Optimum konvergiert oder divergiert.
Wa¨hrend sich evolutiona¨re Algorithmen bereits in vielen Anwendungen als a¨ußerst vorteilhaft
erwiesen haben, liegen dennoch nur wenige systematische Untersuchungen zum adaptiven Verhal-
ten evolutiona¨rer Algorithmen in den in dieser Arbeit im Vordergrund stehenden dynamischen
Umgebungen vor. Betrachten wir die Auswirkungen einzelner Parametrisierungen so ist noch ein
erheblicher Untersuchungsaufwand notwendig. Insbesondere existieren zu den Auswirkungen unter-
schiedlicher Populationsgro¨ßen kaum angemessene Untersuchungen. Etwas besser sieht die Situati-
on in statischen Umgebungen aus, bei denen fu¨r einzelne Strategien bereits erste Resultate erzielt
werden konnten. Auf unseren Untersuchungsgegenstand bezogen seien an dieser Stelle die Untersu-
chungen von Affenzeller und Wagner (2004) genannt, die eine einfache Populationsgro¨ßensteuerung
in genetischen Algorithmen (GA) zur Lo¨sung von Traveling Salesperson Problemstellungen einset-
zen.
In der vorliegenden Arbeit sollen wesentlich umfangreichere Untersuchungen zum adaptiven
Verhalten einer Variante evolutiona¨rer Algorithmen, den Evolutionsstrategien (ES), durchgefu¨hrt
werden. Dabei gehen wir vom Szenario einer Blackbox-Optimierung aus. Dies bedeutet, dass wir
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neben den an ausgewa¨hlten Punkten erhaltenen Funktionswerten keine Informationen u¨ber die
zugrunde liegende Funktion besitzen. Allerdings setzen wir voraus, dass es sich um eine Funktion
mit einer gewissen Kausalita¨t der Funktionswerte zwischen benachbarten Punkten handelt, da
andernfalls eine sinnvolle Optimierung unmo¨glich erscheint. Aus dem gleichen Grund soll auch die
Bewegungssta¨rke in den dynamischen Fa¨llen relativ moderat sein.
Zur Optimierung wird eine u¨bliche ES eingesetzt, weil durch den Einsatz eines auf dynami-
schen Funktionen spezialisierten Verfahrens Nachteile bei der Optimierung statischer Funktionen
zu erwarten sind, die jedoch vermieden werden sollen. Besonderes Augenmerk widmen wir dabei
den Populationsgro¨ßenparametern µ und λ respektive dem Selektionsdruck λ/µ. Bei den Betrach-
tungen stehen die Auswirkungen der Wahl dieser Parameter auf das Konvergenzverhalten der Evo-
lutionsstrategien im Vordergrund. Das Konvergenzverhalten wird dabei durch zwei Komponenten
bestimmt, die sich zum Teil widersprechen. Zum einen handelt es sich um die Konvergenzsicherheit,
zum anderen um die Konvergenzgeschwindigkeit.
Eine in den ES benutzte Einstellung mit gleichen Populationsgro¨ßen fu¨r unterschiedliche Pro-
blemstellungen und –dimensionen la¨sst beispielsweise nachfolgende Punkte unberu¨cksichtigt. Mit
zunehmender Problemdimension n wird
• eine erho¨hte Zeit zur Einstellung der so genannten Mutationsschrittweiten σi beno¨tigt,
• eine geringere Konvergenzgeschwindigkeit zu verzeichnen sein,
• eine erho¨hte Anzahl an Funktionsauswertungen beno¨tigt, um das Ergebnis mit einer gleichen
absoluten Genauigkeit zu bestimmen,
• die Wahrscheinlichkeit einer Verbesserung bei gleicher Schrittweite immer kleiner werden
(Rechenberg 1994, S. 161).
Daru¨ber hinaus hat das Ausmaß einer eventuell vorhandenen Multimodalita¨t der Zielfunktion eben-
falls gro¨ßeren Einfluss auf die Schwierigkeit der Optimierung dieser Funktion.
Somit steht die Untersuchung einer guten Wahl der Parameter µ und λ insbesondere bei der
oftmals verwendeten paarweisen Rekombination noch aus. Da theoretische Ergebnisse zum Ver-
halten EA selbst in statischen Umgebungen sehr schwer zu ermitteln sind, wird hier auf theoreti-
sche Untersuchungen ga¨nzlich verzichtet. Stattdessen sollen die durch empirische Untersuchungen
erhaltenen Ergebnisse mo¨glichst umfassend interpretiert und wenn sinnvoll, durch Testverfahren
statistisch abgesichert werden. Die durchgefu¨hrten Experimente sollen einerseits zu grundsa¨tzlichen
Erkenntnissen fu¨hren. Andererseits mu¨nden sie in der Entwicklung eines neuen parallelen EA zur
Optimierung speziell in dynamischen Umgebungen.
Die Arbeit ist wie folgt gegliedert: Nach einer kurzen Vorstellung der Problemstellung der
globalen Optimierung im ersten Kapitel wird das zweite Kapitel die Grundlagen evolutiona¨rer Al-
gorithmen darstellen. Ga¨ngige Verfahren fu¨r dynamische Umgebungen zeigt das dritte Kapitel.
Betrachtungen zur Durchfu¨hrung empirischer Untersuchungen mit EA schließen sich im vierten
Kapitel an. Das fu¨nfte Kapitel stellt die hier benutzten Testfunktionen und Parametrisierungen
der eingesetzten EA vor. Wa¨hrend im sechsten Kapitel Experimente zur Wahl der Anzahl der
Schrittweiten durchgefu¨hrt werden, pra¨sentieren die Kapitel sieben und acht die Ergebnisse der
Untersuchungen zur Einstellung der Populationsgro¨ßen auf den Testfunktionen in statischen und
dynamischen Umgebungen. Das neunte Kapitel geht auf die Problematik der Diversita¨t in Popu-
lationen ein. Im zehnten Kapitel wird der neue parallele EA im Detail vorgestellt. Abschließend







Optimierungsaufgaben begegnen uns auf zahlreichen Gebieten. Die Struktur der Aufgaben ist dabei
ebenso vielfa¨ltig wie von unterschiedlichem Schwierigkeitsgrad. Von prinzipiell unterschiedlichem
Charakter erweisen sich statische und dynamische Optimierungsprobleme. Aus diesem Grund bie-
tet es sich an, eine Unterteilung dieser beiden Optimierungsprobleme vorzunehmen, weshalb im
Abschnitt 1.1 zuna¨chst das statische Optimierungsproblem vorgestellt und im Abschnitt 1.2 das
dynamische Optimierungsproblem betrachtet wird.
1.1 Statische Optimierung
Die grundsa¨tzliche Struktur der u¨berwiegenden Anzahl der statischen Optimierungsprobleme ge-
staltet sich a¨hnlich. Fu¨r eine Menge beeinflussbarer Parameter muss eine Einstellung gefunden
werden, die unter Einhaltung bestimmter Nebenbedingungen eine Zielfunktion minimiert oder ma-
ximiert. Wie in der ga¨ngigen Literatur u¨blich, wird im Folgenden ein Optimierungsproblem mit der
Minimierung einer Zielfunktion gleichgesetzt, sodass die Begriffe Optimierung und Minimierung
in der vorliegenden Arbeit a¨quivalent benutzt werden. Fu¨r eine mo¨gliche Maximierung sind die
Begriffe entsprechend anzupassen, denn die ausschließliche Beru¨cksichtigung der Minimierung be-
deutet keine Beschra¨nkung der Allgemeinheit, da eine Maximierung mu¨helos auf eine Minimierung






Insgesamt kommen wir zu folgender allgemein gebra¨uchlichen Definition eines globalen Minimums:
Definition 1.1 (Globales Minimum) Gegeben sei eine statische Zielfunktion fs : R
n → R. An
der Stelle x∗ ∈ Rn (Optimalstelle) existiert ein globales Minimum mit Wert fs(x∗) > −∞ genau
dann, wenn gilt:
∀x ∈ Rn : fs(x∗) ≤ fs(x) .
Definition 1.2 (Statisches globales Optimierungsproblem) Gegeben seien die Voraussetzun-
gen aus Definition 1.1. Das statische globale Optimierungsproblem besteht in der Aufgabe, die Stelle
(eine Stelle) des globalen Minimums (der globalen Minima) der statischen Funktion fs zu bestim-
men.
Im Folgenden wird davon ausgegangen, dass das globale Optimum eindeutig bestimmt ist. D.h.
die Funktion besitzt nur eine Optimalstelle.
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Zur Definition eines lokalen Minimums beno¨tigen wir den Begriff der ²-Umgebung um x′. Sie
ist definiert als
U²(x
′) = {x ∈ Rn | ‖x− x′‖ < ²} fu¨r ² > 0 .
Dabei bezeichnet ‖ · ‖ die euklidische Norm im Rn.
Definition 1.3 (Lokales Minimum) Gegeben sei eine statische Zielfunktion fs : R
n → R. An
der Stelle x′ ∈ Rn existiert ein lokales Minimum genau dann, wenn gilt:
∃² ∈ R, ² > 0 ∀x ∈ U²(x′) : fs(x′) ≤ fs(x) .
Aus den Definitionen 1.1 bis 1.3 geht hervor, dass ein globales Minimum immer gleichzeitig
auch ein lokales darstellt. In der vorliegenden Arbeit soll jedoch ein lokales Optimum eine Lo¨sung
bezeichnen, die ein lokales Minimum darstellt, das nicht das globale Optimum bildet. Die Stelle des
globalen Minimums selbst wird nachfolgend auch optimale Lo¨sung genannt.
Der zula¨ssige Parameterbereich kann durch Angabe von Restriktionen
gi(x) ≥ 0 ∧ hj(x) = 0, fu¨r i ∈ {1, . . . , k}, j ∈ {1, . . . , l}}
beschra¨nkt sein. Da solche Restriktionen die Optimierung wesentlich erschweren ko¨nnen, werden
oftmals spezialisierte Verfahren angewendet. In dynamischen Umgebungen erga¨be sich durch die
Hinzunahme von Restriktionen die Schwierigkeit, dass bereits erhaltene zula¨ssige Lo¨sungen ungu¨ltig
werden. Da in der vorliegenden Arbeit aber nur grundsa¨tzliche Untersuchungen zum adaptiven
Verhalten EA durchgefu¨hrt werden sollen, wird im Folgenden von einem unrestringierten Parame-
terraum Rn ausgegangen.
Zur Erkla¨rung der Begriffe Konvergenz und Divergenz schließen wir uns der Beschreibung von
(Beyer 2001, s. 14) an, der die Konvergenz als das Erreichen des Optimums bezeichnet. Meinen
wir eine Konvergenz gegen ein lokales Optimum wird dies explizit benannt oder als Stagnation
bezeichnet. Von einer Divergenz sprechen wir, wenn ein Verfahren sich immer mehr vom Optimum
entfernt, ohne dass fu¨r die Entfernung eine obere Schranke existiert.
1.2 Dynamische Optimierung
1.2.1 Formen der Dynamik
Dynamische Optimierungsprobleme umfassen eine Vielzahl denkbarer Formen der Dynamik. Ver-
schiedene Autoren versuchen diese zu kategorisieren und erstellen einen kleinen Katalog unterschied-
licher Typen. So trifft beispielsweise (Abk. bspw.) De Jong (1999) eine Unterteilung dynamischer
Problemstellungen in die fu¨r ihn wichtigsten vier Kategorien:
• Funktionen der ersten Kategorie a¨ndern sich nur sehr langsam und schwach.
• In der zweiten Kategorie befinden sich Funktionen, die sich schneller und im Laufe der Zeit
auch wesentlich vera¨ndern. Es entstehen neue Minima an bisher
”
uninteressanten“ Positionen
und Stellen mit bisherigen Minima erhalten schlechtere Werte.
• Der dritte Typ dynamischer Funktionen besteht aus oszillierenden Funktionen, bei denen das
Minimum zwischen verschiedenen (aber endlich vielen) Stellen wechselt.
• Funktionen der vierten Kategorie unterliegen dagegen abrupten und extremen A¨nderungen.
1.2. DYNAMISCHE OPTIMIERUNG 7
Im Gegensatz zu den meisten anderen Autoren unterscheiden Trojanowski und Michalewicz
(1999a) zwei zusa¨tzliche Spezialfa¨lle, die sich durch eine zeitliche Dynamik auszeichnen. Zum einen
erwa¨hnen sie eine Vera¨nderung der Problemdimension n. Dabei kann verschiedentlich eine A¨nde-
rung der Umgebung auch eine A¨nderung der Kodierung der Problemstellung erfordern. Um einen
solchen Fall handelt es sich u.a. bei der Bearbeitung von Auftra¨gen, bei denen die Ankunft eines
neuen Auftrags auch eine Vergro¨ßerung der zu verarbeitenden Auftra¨ge erzwingt (Branke 1999).
Zum anderen ko¨nnen sich auch Restriktionen a¨ndern. Dies beinhaltet neben dem Intervallbereich
der Variablen auch die Anzahl der Restriktionen. Im Fall der A¨nderungen von Restriktionen ko¨nnen
von einem Schritt zum na¨chsten theoretisch sa¨mtliche Lo¨sungen ihren Status von zula¨ssig nach un-
zula¨ssig und umgekehrt a¨ndern.
Durch Kombination mit verschiedenen Formen der A¨nderung der Zielfunktion gelangen Troja-
nowski und Michalewicz (1999a) zu insgesamt vier verschiedenen Klassen dynamischer Problemstel-
lungen. Als wichtigste Unterscheidungskriterien der Dynamik der Zielfunktionen sehen sie zufa¨llige
A¨nderungen gegenu¨ber nicht zufa¨lligen, aber dennoch nicht voraussagbaren A¨nderungen. Daneben
unterscheiden sie kontinuierliche und diskrete A¨nderungen.
Eine Mo¨glichkeit zur Klassifizierung dynamischer Funktionen ko¨nnte sich aus der von Branke
und Schmeck (2003) vorgestellten Messung der Sta¨rke der A¨nderungen ergeben. Findet nicht nur
eine Verschiebung des Optimums statt, sondern a¨ndert sich die Funktion in einem gro¨ßeren Rahmen,
kann die Korrelation zwischen den Fitnesswerten aller Punkte im Suchraum vor der A¨nderung
und nach der A¨nderung Anhaltspunkte fu¨r die Sta¨rke der erfolgten A¨nderungen geben. Eine hohe
Korrelation deutet auf eine kleine A¨nderungssta¨rke hin, eine niedrige Korrelation wird bei einer
großen A¨nderungssta¨rke vermutet.
Allen Klassifizierungen gemeinsam ist jedoch die Unvollsta¨ndigkeit der Unterteilungen. Auch
De Jong (1999) erwa¨hnt, dass es noch weitere Typen dynamischer Funktionen gibt. Allerdings
misst er diesen keine hohe Relevanz bei. Der Vollsta¨ndigkeit halber soll an dieser Stelle jedoch
die Menge der ha¨ufigsten Formen dynamischer Funktionen etwas differenzierter unterteilt werden,
wobei allerdings lediglich eine kurze Aufza¨hlung pra¨sentiert wird. Die unterschiedlichen Formen der
Dynamik betreffen folgende Parameter und Bereiche:
• Ha¨ufigkeit der A¨nderungen:
– Einmalige A¨nderung.
– Mehrmalige (endlich oft) A¨nderung.
– Unendlich viele A¨nderungen, unterbrochen durch konstante Phasen.
– A¨nderungen erfolgen kontinuierlich.
• Zeitpunkt der A¨nderungen:
– Kontinuierliche Dynamik oder la¨ngere konstante Phasen.
– Feste oder variable Absta¨nde zwischen den A¨nderungszeitpunkten.
– Vorhersagbarer oder nicht vorhersagbarer Zeitpunkt der A¨nderung.
– Interaktion zwischen der Umwelt und dem Algorithmus oder keine Interaktion.
• Arten der A¨nderungen:
– Verschiebung der Zielfunktion im Variablenraum (Transformationen der Art: ft+1(x) =
ft(x+ c)).
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– U¨ber die Verschiebung hinausgehende, durch elementare Transformation beschreibbare
A¨nderung der Zielfunktion (ft+1(x) = c1 · ft(c2 · x)).
– A¨nderung des Charakters der Zielfunktionstopologie, dabei ko¨nnen zusa¨tzliche lokale
oder globale Optima entstehen oder bestehende verschwinden.
– A¨nderungen betreffen nur einen Teilbereich der Zielfunktion bzw. allgemeiner mehrere,
aber wenige Teilbereiche oder sie betreffen den gesamten oder u¨berwiegenden Bereich
der Zielfunktion.
– A¨nderungen des Bereichs zula¨ssiger Lo¨sungen (Restriktionen).
– Gleichma¨ßige oder variable Geschwindigkeit der Bewegung.
– Oszillierende A¨nderungen, d.h. permanenter Wechsel zwischen mehreren Zusta¨nden.
• Umfang der A¨nderungen:
– Konstante oder variable Gro¨ße der A¨nderungen.
– Moderate oder abrupte A¨nderungen.
Bei der Betrachtung dynamischer Optimierungsprobleme sind zahlreiche Kombinationen obiger
Formen mo¨glich. Neben diesen Formen haben aber Weicker und Weicker (1999, 2000) eine weitere
Form der Dynamik pra¨sentiert. Der zusa¨tzlich eingefu¨hrte Aspekt besteht darin, dass zu jedem
Zeitpunkt nur ein kleiner, jeweils anderer Ausschnitt der Gesamtfunktion sichtbar ist. Der
”
un-
sichtbare“ Bereich erha¨lt jeweils einen konstanten Wert zugewiesen. Allerdings bleibt das Optimum
immer konstant und an einem festen Ort, was nicht den allgemeinen Fall dynamischer Problemstel-
lungen darstellt. Der Aspekt der wechselnden eingeschra¨nkten Sichtbarkeit ist interessant, findet
in der vorliegenden Arbeit jedoch keine Beru¨cksichtigung.
Branke (1998) za¨hlt auch Funktionen des Typs f(x+δ) zu den dynamischen Funktionen, wobei
δ eine fu¨r jeden Funktionsaufruf unterschiedliche normalverteilte Zufallszahl bezeichnet. Dieser
Funktionstyp des Parameterrauschens ist jedoch als Spezialfall des Rauschens anzusehen, denn es
findet weder eine A¨nderung der Funktionstopologie statt, noch bewegt sich die Optimalstelle. Dieses
Rauschen erinnert mehr an den Fall des klassischen weißen Rauschens fRauschen = f(x) + δ, da
lediglich jede Funktionsberechnung mit einem Sto¨rterm der Objektvariablen behaftet ist. Gehorchen
die Sto¨rterme δ ebenso wie die Funktion selbst gewissen Bedingungen, kann deshalb fu¨r eine Stelle
auch der echte Funktionswert durch eine mehrfache Funktionsberechnung gescha¨tzt werden. Zur
A¨hnlichkeit der Optimierung gesto¨rter und echt dynamischer Funktionen siehe Abschnitt 3.1.
1.2.2 Erkennen von Vera¨nderungen
Bei vielen Optimierungsverfahren wird mit trickreichen Methoden versucht, die Dynamik zu beherr-
schen. Vereinzelte Methoden ko¨nnen von der Kenntnis einer eingetretenen A¨nderung der Umgebung
profitieren. Ein dabei von vielen Autoren vernachla¨ssigter Punkt stellt jedoch das Erkennen von
A¨nderungen der Umgebung dar. Manche Autoren machen es sich leicht, wenn sie voraussetzen, dass
der Algorithmus bzw. das System alle notwendigen Informationen u¨ber eine A¨nderung der Umwelt
erha¨lt. Von dieser Mo¨glichkeit kann jedoch allgemein nicht ausgegangen werden. Anregungen zu
dieser Thematik geben Mori, Kita und Nishikawa (1998) sowie Mori, Kita und Nishikawa (1996).
Eine Mo¨glichkeit besteht sicherlich darin, bereits berechnete Lo¨sungen erneut auszuwerten.
Eine Umgebungsa¨nderung hat dann stattgefunden, wenn sich einer dieser Werte gea¨ndert hat. Zwei
Schwierigkeiten treten bei diesem Vorgehen auf. Zum einen kann sich die Zielfunktion in bestimmten
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Bereichen gea¨ndert haben, in denen sich keine aktuelle oder fru¨her gefundene Lo¨sung befindet. In
diesem Fall wu¨rde das Verfahren also davon ausgehen, dass sich die Zielfunktion nicht gea¨ndert
ha¨tte. Aus Sicht der fu¨r diese Untersuchung angenommenen Blackbox-Optimierung bereitet diese
Mo¨glichkeit jedoch keine Probleme. Zum anderen ko¨nnen die Funktionsauswertungen gesto¨rt sein.
Dies fu¨hrt dazu, dass auch bei identischer Zielfunktion eine wiederholte Funktionsauswertung einer
Lo¨sung unterschiedliche Funktionswerte liefert, die abha¨ngig von der Sta¨rke der Sto¨rung sehr weit
differieren ko¨nnen, weshalb irrtu¨mlich von einer A¨nderung ausgegangen wird.
Zur Unterscheidung dieser beiden Fa¨lle ist ein alternativer Gedanke, den Fitnessverlauf als
stochastischen Prozess zu interpretieren. Wird an ausgewa¨hlten gleichen Stellen ausgewertet und
a¨ndert sich die Zielfunktion um einen Mittelwert, es handelt sich also um eine stationa¨re Zeitreihe.
Bei A¨nderung der Zielfunktion sollte ein Test auf Stationarita¨t die A¨nderung feststellen, da hier
mit einer steten Verschlechterung der Fitness zu rechnen ist. Fu¨r einen ausfu¨hrlicheren Vergleich
der Situationen im gesto¨rten und im dynamischen Fall siehe Abschnitt 3.1.
In jedem Fall stellt sich unmittelbar die Frage, wieviele bereits berechnete Lo¨sungen erneut
ausgewertet werden sollen. Treten A¨nderungen nur sporadisch und an wenigen Punkten auf, sind
zur Feststellung von A¨nderungen sicherlich mehr Lo¨sungen erneut auszuwerten als bei ha¨ufigen und
globalen A¨nderungen. Insgesamt wird durch eine Neuauswertung fru¨herer Lo¨sungen die Gesamtzahl
der Funktionsauswertungen pro Zeitintervall erho¨ht, die meist beschra¨nkt bleiben soll.
Bei populationsbasierten Verfahren lautet eine Empfehlung, eine A¨nderung anhand einer zuru¨ck-
gehenden Durchschnittsfitness der Population festzumachen. Allerdings kann sich in verschiedenen
Varianten eines EA die durchschnittliche Fitness der Population auch verringern, ohne dass sich
die Zielfunktion gea¨ndert hat. Eine Unterscheidung beider Situationen durch den Algorithmus ist
jedoch schwierig.
Ein anderes Vorgehen zum Erkennen von Umwelta¨nderungen benutzt Karr (1999). Zur Erstel-
lung eines Fuzzy Logic Controllers zur Prozesssteuerung vergleicht er das Verhalten des vorhande-
nen echten Systems mit dem eines internen Computermodells. Unterscheidet sich u¨ber eine gewisse
Zeit die Verhaltensweise des echten Systems von dem des Computermodells um mehr als einen
bestimmten Schwellwert, wird auf eine A¨nderung der Umgebung geschlossen. Eine Schwierigkeit
fu¨r ein solches Vorgehen besteht dabei, ein gutes internes Modell zu besitzen.
1.2.3 Definition des dynamischen Optimierungsproblems
Die Betrachtung verschiedener Beitra¨ge zur dynamischen Optimierung ergibt, dass momentan noch
keine allgemein anerkannte Definition fu¨r die dynamische Optimierung existiert. Manche Autoren
umgehen diese Problematik, indem sie nicht einmal den Versuch dazu unternehmen, sondern statt-
dessen nur eine etwas ungenaue Umschreibung angeben. In anderen Fa¨llen unterscheiden sich die
Definitionen stark voneinander. In keinem Fall wird eine allgemein gu¨ltige Definition gegeben, die
alle denkbaren oder auch nur ga¨ngigen Situationen erfasst. Stattdessen wird jeweils nur ein kleiner
Teilbereich der dynamischen Zielfunktionen abgedeckt.
Fu¨r Trojanowski und Michalewicz (1999a) besteht ein Modell eines (Optimierungs-)Problems
aus einem Dreitupel M(P ) = (D,F,C). Dabei bezeichnet D den Wertebereich der Variablen, der
sich u¨ber der Zeit a¨ndern kann, und C eine Menge von Restriktionen. Den n Objektvariablen fu¨gen
die Autoren als weitere Dimension die Zeitvariable hinzu. Als Zielfunktion F verwenden sie eine
zeitabha¨ngige problemspezifische Funktion f(x, t) : D → R. Ein hier wie in vielen anderen Publika-
tionen u¨bliches Einbeziehen der Dynamik durch Hinzufu¨gen einer die Zeit modellierenden Variable
zur Menge der Parameter erscheint wenig sinnvoll. Andernfalls ko¨nnte durch die Darstellung von
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min f(x, t) der Eindruck erweckt werden, dass sich das Problem lediglich in der Dimension gea¨ndert
ha¨tte (vom n-dimensionalen in den n+1-dimensionalen Suchraum). In einem solchen Fall wa¨re die
dynamische Optimierung auf den Fall der statischen Optimierung zuru¨ckgefu¨hrt und es wu¨rden
sich keine wesentlichen A¨nderungen ergeben.
Stattdessen geben wir fu¨r das dynamische Optimierungsproblem eine Definition an, die durch
Einbeziehung des Optimums x∗(t) andeuten soll, dass der entsprechende Zeitparameter effektiv
nicht zu beeinflussen ist. Eine Beeinflussung dieses Parameters ist nur mo¨glich, indem vor der
na¨chsten Funktionsauswertung absichtlich eine bestimmte Zeitspanne gewartet wird. Dieses Vor-
gehen ko¨nnte dann Sinn machen, wenn aufgrund einer Analyse bekannt ist, dass sich die Funktion
zu bestimmten — vorher bekannten — festen Zeitpunkten in vorteilhafter Weise a¨ndert. In den
meisten anderen Situationen wird dieses Vorgehen aber eher kontraproduktiv sein.
In der vorliegenden Arbeit wird fu¨r das dynamische globale Optimierungsproblem folgende
Definition verwendet:
Definition 1.4 (Dynamisches globales Optimierungsproblem) Gegeben sei eine statische
Zielfunktion fs wie in Definition 1.1 bezeichnet. O.B.d.A. sei angenommen, dass die statische Ziel-
funktion das Optimum im Ursprung annimmt. Fu¨r das dynamische globale Optimierungsproblem
gehen wir nun von Zielfunktionen des Typs
fd : R
n × Rn → R
mit fd(x;x
∗(t)) = fs(x− x∗(t)) aus. Dabei bezeichnet x∗(t) die Stelle des globalen Minimums zum
Zeitpunkt t.
Das dynamische globale Optimierungsproblem besteht nun in der Aufgabe, zu jedem Zeitpunkt t die
Stelle des globalen Minimums x∗(t) der Funktion fd zu finden und somit dem Optimum u¨ber dem
Zeitverlauf zu folgen. Darf ab einem Zeitpunkt t0 eine vorgegebene Schranke η nicht u¨berschritten
werden ist zu jedem Zeitpunkt t eine Lo¨sung x³(t) zu finden, sodass folgende Ungleichung erfu¨llt
ist:
∀t > t0, t, t0 ∈ N : |fd(x³(t);x∗(t))− fd(x∗(t);x∗(t))| < η .
Die obige Definition geht also davon aus, dass sich die Lage der Funktion im Raum a¨ndert, aber
nicht das Aussehen der Funktion. Der Parameter t entha¨lt eine Angabe der Zeit und ist fu¨r jeden
Funktionsaufruf unterschiedlich. Gilt t1 6= t2 ⇒ x∗(t1) 6= x∗(t2), so unterscheiden sich fu¨r jeden
Zeitpunkt t die Ergebnisse der Funktionsaufrufe. Abha¨ngig von der Reihenfolge der Funktions-
aufrufe innerhalb einer Generation ko¨nnten also unterschiedliche Gesamtergebnisse erzielt werden.
Insbesondere wa¨ren am Ende einer Generation die bereits zu Beginn erhaltenen Funktionswerte
veraltet. Auch wenn dieser Fall von Interesse sein kann, wird in dieser Arbeit ein einfacherer Fall
vorausgesetzt. Es wird angenommen, dass sich die Werte fu¨r x∗(t) innerhalb einer Generation nicht
unterscheiden. Der statische Fall wird o.B.d.A. mittels x∗(t) := 0 ∀t ebenfalls durch die obige
Definition abgedeckt.
1.3 Optimierungskriterien
Die bei der Lo¨sung unterschiedlicher Optimierungsaufgaben im Vordergrund stehenden verschie-
densten Kriterien ko¨nnen sich teilweise widersprechen und oftmals nicht gleichzeitig erfu¨llt werden.
Welches dieser Kriterien besondere Gewichtung beno¨tigt, ha¨ngt vom jeweiligen Einzelfall ab.
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Beim statischen globalen Optimierungsproblem wird die Stelle des globalen Optimums gesucht.
Bei zufallsbasierten Lo¨sungsstrategien wie den EA ist es aber sehr wahrscheinlich, dass die Op-
timalstelle nicht genau erreicht wird. Es ko¨nnte also passieren, dass die Optimalstelle mit einer
²-Umgebung approximiert wird, die Qualita¨t des Funktionswertes jedoch zu wu¨nschen u¨brig la¨sst.
Deshalb liegt ha¨ufig das Hauptaugenmerk auf einer Reduzierung der Qualita¨tseinbußen, wodurch
eine mo¨glichst große Fitness erreicht werden soll. Liegt die erzielte Fitness in dem von uns vor-
gegebenen Rahmen, dann ist es unerheblich, ob sich der zugeho¨rige Punkt nahe an der Stelle des
globalen Optimums befindet oder ob es sich um eine Stelle bei einem lokalen Optimum handelt.
Daru¨ber hinaus ist es noch denkbar, dass beide vorherigen Varianten kombiniert werden, sodass
wir eine sehr gute Lo¨sung in unmittelbarer Umgebung des Optimums beno¨tigen.
Zur Bestimmung der Gu¨te oder Eignung eines Optimierungsverfahrens gibt es mehrere Einzel-
kriterien, die sich meist kontra¨r zueinander verhalten (siehe auch Ott (1993, S. 13)):
• Konvergenzsicherheit: Die Konvergenzsicherheit dient als Maß, mit welcher Wahrscheinlich-
keit das Verfahren das globale Optimum mit einer gewu¨nschten Genauigkeit anna¨hern kann.
• Konvergenzgeschwindigkeit: Zusa¨tzlich zur Konvergenzsicherheit ermo¨glicht die Konvergenz-
geschwindigkeit Aussagen der zum Erreichen einer geforderten Genauigkeit potenziell beno¨tig-
ten Anzahl Funktionsauswertungen.
• Robustheit: Die Robustheit dient zur Abscha¨tzung, welchen Einfluss bereits kleine A¨nderun-
gen der Parameter auf die Qualita¨t des Funktionswertes haben.
• Ressourcenverbrauch: Verschiedene klassische Optimierungsverfahren greifen auf
speicherplatz– und rechenintensive Operationen wie der Matrizeninvertierung zuru¨ck. Aus
Effizienzgru¨nden sollte bei einer Optimierung auf solche Operationen verzichtet werden.
• Informationsbedarf/Anwendungsbreite: Die zur Anwendung eines Verfahrens notwendigen
Voraussetzungen sollten so gering wie mo¨glich ausfallen. Beispielsweise verhindert die Erfor-
dernis der Kenntnis der Ableitungen erster und zweiter Ordnung eine allgemeine Nutzung
eines Verfahrens in den Situationen, wo diese Informationen nicht vorliegen.
Das Kriterium der Robustheit einer Lo¨sung gewinnt im Fall der dynamischen Optimierung
eine besondere Bedeutung. Robustheit soll in dieser Situation heißen, dass bei A¨nderungen der
Fitnesslandschaft eine gefundene Lo¨sung nicht unbrauchbar werden sollte, da u¨blicherweise die
neue Suche bei der bisher besten gefundenen Lo¨sung fortgesetzt wird. In dynamischen Umgebungen
sollte besonders auf rechenintensive Operationen verzichtet werden, weil ansonsten nicht nur die
Optimierung verzo¨gert wird, sondern oftmals aufgrund zwischenzeitlicher A¨nderungen auch das
Optimierungsergebnis verschlechtert wird.
Von jedem Einzelfall abha¨ngig sind weitere Einzelkriterien denkbar. Wa¨hrend die obigen Kri-
terien auch fu¨r statische Optimierungsprobleme gelten, kommt bei der Optimierung dynamischer
Problemstellungen noch mindestens ein weiteres Kriterium hinzu:
• Schwerpunkt der Optimierung: Je nachdem, welcher der beiden Phasen (Einschwingphase
oder Verfolgungsphase) eine ho¨here Priorita¨t zugemessen wird, sind an das Optimierungs-
verfahren unterschiedliche Kriterien zu stellen. Im ersten Fall ist die Anzahl der Funktions-
auswertungen bis zum Erreichen einer Mindestgu¨te zu minimieren, im zweiten Fall ist nach
Erreichen einer Mindestgu¨te das Optimum in einem mo¨glichst geringen Abstand zu verfolgen.
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Kapitel 2
Evolutiona¨re Algorithmen
Evolutiona¨re Algorithmen haben sich bereits bei einer Vielzahl von Anwendungsproblemen eta-
bliert. Neben den durch ihre historische Entwicklung bedingten einzelnen Varianten evolutiona¨rer
Algorithmen gibt es fu¨r unterschiedliche Problemstellungen differierende EA. Diese basieren jedoch
alle auf einem gemeinsamen Basisalgorithmus.
Aufgrund des Vorbilds der natu¨rlichen Evolution haben sich zur Beschreibung der Mechanismen
evolutiona¨rer Algorithmen die spezifischen Termini der Evolutionsbiologie etabliert. So wird jede
zula¨ssige Lo¨sung als Individuum bezeichnet und die Menge der µ aktuellen Lo¨sungen als Population.
Eine von λ neu erzeugten und aus anderen Lo¨sungen hervorgegangene Lo¨sung heißt Nachkomme der
entsprechenden Eltern. Die Gu¨te einer Lo¨sung wird mit deren Fitness assoziiert. Dem natu¨rlichen
Vorbild folgend wird das Aussehen der Funktion deshalb auch als Fitnesslandschaft bezeichnet.
Die Fitness selbst beeinflusst die Reproduktionswahrscheinlichkeit des Individuums. Mit den aus
der natu¨rlichen Evolution bekannten Operatoren Rekombination, Mutation und Selektion wird die
Menge der Lo¨sungen so entwickelt, dass eine mo¨glichst gute bzw. optimale Lo¨sung approximiert
wird.
Die Abbildung 2.1 bietet eine Darstellung des Grundalgorithmus evolutiona¨rer Algorithmen
(nach Schwefel und Kursawe 1998). Eine genauere Darstellung der einzelnen Schritte wird in den
na¨chsten Abschnitten gegeben. Sie beschra¨nkt sich aber im Wesentlichen auf die in dieser Arbeit
verwendeten Evolutionsstrategien. Fu¨r weitergehende Einzelheiten sei der Leser auf (Beyer und
Schwefel 2002) verwiesen.
2.1 Repra¨sentation und Fitnessberechnung
Die von Rechenberg und Schwefel initiierten Evolutionsstrategien wurden zuna¨chst fu¨r experimen-
telle (diskrete) Problemstellungen eingesetzt (Rechenberg 1965; Schwefel 1965). Spa¨ter standen nu-
merische (reellwertige) Optimierungsaufgaben im Mittelpunkt der ES. Dafu¨r wird zur Kodierung
der Objekt– oder Entscheidungsvariablen ein Vektor mit n reellen Zahlen xi verwendet. Dieser
Vektor wurde sehr bald durch weitere nσ Parameter σi erga¨nzt, die Standardabweichungen fu¨r die
Mutation darstellen und der Selbstadaptation der ES dienen. Ihre genaue Verwendung wird im
Abschnitt 2.3 na¨her beschrieben.
In manchen Implementierungen existiert daru¨ber hinaus noch ein weiterer Satz von bis zu
nα = n(n − 1)/2 Rotationswinkeln. Wie Rudolph (1992) gezeigt hat, steigt bei Verwendung des
kompletten Parametersatzes die zum Erreichen einer bestimmten Genauigkeit beno¨tigte Rechenzeit
des EA stark an. So werden Rotationswinkel seltener eingesetzt, obwohl sie sich in verschiedenen Si-
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tuationen bewa¨hrt haben. Mutationsschrittweiten und Rotationswinkel zusammen werden auch als
Strategieparameter des EA bezeichnet. Da die Varianten ohne Rotationswinkel die gro¨ßte Verbrei-
tung gewonnen haben und sich bewa¨hrt haben, beschra¨nken wir uns in der weiteren Beschreibung
auf die Verwendung von Mutationsschrittweiten als einzige Strategieparameter.
Zur Berechnung der Fitness einer Lo¨sung wird ausschließlich der Satz der Entscheidungsvaria-
blen verwendet, die Strategieparameter beeinflussen hingegen lediglich die Erzeugung der Nachkom-
men. Aufgrund des Minimierungsproblems bedeutet ein kleiner Funktionswert eine große Fitness.
2.2 Initialisierung der Startpopulation
Die Initialisierung der Startpopulation kann auf mindestens zweierlei Weise erfolgen. Liegen keine
na¨heren Informationen bzgl. der Lage des globalen Optimums vor, so wird die Startpopulation oft-
mals gleichverteilt u¨ber den gesamten oder einen eingeschra¨nkten Teil des Wertebereich/s der Ob-
jektvariablen initialisiert. Ist dagegen aufgrund fru¨herer Untersuchungen bereits eine gute Lo¨sung
oder ein schwieriger Startpunkt bekannt, so kann diese/r als Startpunkt der Optimierung dienen.
Neben den Objektvariablen sind zu Beginn auch die Strategieparameter durch Werte zu bele-
gen. Die Initialisierung der Strategieparameter besitzt neben der Beeinflussung der Konvergenz-
geschwindigkeit auch Auswirkungen auf die Konvergenzsicherheit. Gute Einstellungen sind dabei
i.Allg. sehr schwierig, weshalb die Initialisierung meist aufgrund heuristischer U¨berlegungen ge-
schieht. Dies fu¨hrt manchmal zu einer vom Suchbereich unabha¨ngigen und willku¨rlich aussehenden
Festlegung vor dem Start. Zur Lo¨sung einer Problemstellung aus dem Bereich der Traveling Sales-
person Probleme (TSP) mithilfe des Simulated Annealing empfehlen Michalewicz und Fogel (2004,
S. 124) dagegen z.B. die Standardabweichungen auf ein Sechstel des Definitionsbereichs zu initiali-
sieren. Ungekla¨rt ist dann aber immer noch die Initialisierung bei einem unbeschra¨nkten Suchraum
wie dem Rn.
Die nachfolgenden Schritte der EA-Schleife werden solange wiederholt bis ein Abbruchkriterium







Abbildung 2.1: Grundalgorithmus der EA (leicht vera¨ndert aus Schwefel und Kursawe 1998)
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2.3 Reproduktion und Variation
Zur Erzeugung eines Nachkommen werden aus der aktuellen Population zuerst Elemente aus-
gewa¨hlt, rekombiniert und anschließend so vera¨ndert, dass ein guter Kompromiss zwischen einer
volumen– und einer pfadorientierten Suche gewa¨hrleistet ist.
Theoretische Analysen und praktische Studien haben gezeigt, dass fu¨r eine gute Adaptation
EA ein gewisser Nachkommenu¨berschuss vonno¨ten ist (Schwefel 1995, S. 133,141,148). Fu¨r diese
in der Kommastrategie (siehe Abschnitt 2.5) auch als Selektionsdruck1 bezeichnete Gro¨ße hat sich
ein Wert von λ/µ ≈ 7 als eine oftmals benutzte Variante eingebu¨rgert, sodass in jeder Generation
insgesamt λ ≈ 7µ Nachkommen generiert werden. Die erho¨hte Anzahl der Nachkommen wird
anschließend in der Selektion wieder auf die Gro¨ße µ der Elternpopulation reduziert.
Zur Unterstu¨tzung der Rekombination gibt es zwei grundsa¨tzlich verschiedene Sichtweisen (Bey-
er und Schwefel 2002). Einerseits wird die Rekombination als vorteilhaft angesehen, um Nachkom-
men zu erzeugen, welche gute Variablen-Cluster der jeweiligen Eltern in einem Individuum kombi-
nieren. Diese als Building Block Hypothese (Goldberg 1989a) bezeichnete Sichtweise wird kontrovers
diskutiert (Beyer 1997). Andererseits wird die Rekombination auch als Mo¨glichkeit der genetischen
Reparatur gesehen, mit der nachteilige Einstellungen ausgemittelt werden (Beyer 1995).
Fu¨r die Rekombination werden in den ES u¨blicherweise ρ = 2 oder ρ = µ Eltern ausgewa¨hlt. Die
Arbeit von Beyer (1996) la¨sst die na¨here Untersuchung eines optimalen Wertes fu¨r ρ wu¨nschenswert
erscheinen. Die Auswahl der zu rekombinierenden Eltern selbst wird als Partnerselektion bezeichnet,
spielt in den ES aber nur eine fitnessunabha¨ngige Rolle, bei der die Elemente gleichverteilt aus der
U¨berlebendenpopulation ausgewa¨hlt werden.
Bei zwei oder mehr Eltern werden im Fall der so genannten intermedia¨ren Rekombination
die Merkmalsauspra¨gungen eines Nachkommen mithilfe eines gewichteten Durchschnitts aus den
Merkmalsauspra¨gungen der ausgewa¨hlten Eltern zusammengesetzt. Im Fall zweier Eltern a und b
ergibt sich die Komponente2 i ∈ {1, . . . , 2n} des Nachkommen s zu:
si = zi ∗ ai + (1− zi) ∗ bi ,
wobei zi eine fu¨r jede Komponente einzeln (evtl. zufa¨llig) gewa¨hlte Zahl aus dem Intervall [0, 1]
bezeichnet. Folgende daraus abgeleitete Rekombinationsmo¨glichkeiten sind in Gebrauch (siehe Ba¨ck
1996, S. 73):
Zuweisung Abk. Bemerkung
si = ai r keine Rekombination
si = ai ∨ si = bi rd paarweise diskrete Rekombination
si = ai ∨ si = b(i)i rD globale diskrete Rekombination
si = (ai + bi)/2 ri paarweise intermedia¨re Rekombination
si = (ai + b
(i)
i )/2 rI globale intermedia¨re Rekombination
Dabei bezeichnet b(i) ein fu¨r jede Komponente anderes Elternindividuum. Fu¨r ρ > 2 spricht man
von einer Multirekombination, wobei im intermedia¨ren Fall die Auspra¨gungen von ρ Eltern kombi-
niert werden. Fu¨r die Untersuchungen dieser Arbeit wird ρ = 2 gewa¨hlt und es erfolgt eine diskrete
1Der Quotient λ/µ wird u¨blicherweise nur in der Kommastrategie als Selektionsdruck bezeichnet. Wir erweitern
hier die Verwendung dieses Begriffes auch auf die Plusstrategie, bei der der Selektionsdruck den Quotienten (λ+µ)/µ
bezeichnet.
2In den ES unterliegen die Strategieparameter ebenso den Variationsoperatoren wie die Objektvariablen. Unter
der Annahme der Verwendung von n Schrittweiten besitzt ein Individuum somit insgesamt 2n Komponenten.
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Rekombination der Objektvariablen und eine intermedia¨re Rekombination der Strategieparame-
ter. Diese Rekombinationsart empfiehlt Schwefel (1995, S. 146–148) aufgrund praktischer Untersu-
chungen und findet regelma¨ßig Verwendung. Wie Kursawe (1999, S. 53) zeigt, kann die Wahl des
Rekombinationsoperators jedoch einen gro¨ßeren Einfluss auf die zu erzielenden Ergebnisse haben.
Die Mutation bildet den zweiten Variationsoperator der EA und wird in den ES immer nach der
Anwendung der Rekombination ausgefu¨hrt. Der Mutationsoperator sorgt fu¨r eine gro¨ßere Variation
der Merkmalsauspra¨gungen nach der Rekombination. Ein Maß fu¨r die durchschnittliche A¨nderung
der Objektvariablen wa¨hrend der Mutation bilden die Strategieparameter σi. Sie unterliegen in
adaptiven ES ihrerseits einer Anpassung wa¨hrend des Ablaufs des Algorithmus. Wichtig ist bei
der Durchfu¨hrung der Mutation, dass zuna¨chst die Schrittweiten und erst danach die Objektva-
riablen vera¨ndert werden. Dies hat den Vorteil, dass die zur Fitnessberechnung herangezogenen
Objektvariablen bereits mit den neuen Strategieparametern vera¨ndert wurden.




i = σi · exp(τ ′ ·N(0, 1) + τ ·Ni(0, 1)) ∀i ∈ {1, . . . , n}
x
(neu)
i = xi +N(0, σ
(neu)
i ) ∀i ∈ {1, . . . , n} ,
wobei N(·) eine fu¨r alle i gleiche, Ni(·) eine fu¨r jedes i einzeln gewa¨hlte normalverteilte Zufallszahl
bezeichnet. τ, τ ′ > 0 stellen feste Strategieparameter dar, die auch als Lernraten bezeichnet werden










Das optimale c ha¨ngt dabei sowohl von den Populationsgro¨ßen als auch der Zielfunktion ab, ist aber
nur fu¨r das Kugelmodell bekannt. Ba¨ck (1996, S. 72) bemerkt, dass die Proportionalita¨tsfaktoren
von τ und τ ′ ha¨ufig auf den Wert Eins gesetzt werden.
Die A¨nderungen der Strategieparameter unterliegen somit einer auf den mehrdimensionalen
Raum erweiterten logarithmischen Normalverteilung (Beyer und Schwefel 2002), die dafu¨r sorgt,
dass nur positive Werte angenommen werden ko¨nnen. In praktischen Anwendungen muss zusa¨tzlich
darauf geachtet werden, dass die Mutationsschrittweiten nicht unter ein bestimmtes Minimum
fallen, weil sonst wegen der beschra¨nkten Darstellungsgenauigkeit keine A¨nderung mo¨glich wa¨re.
Schwefel (1975, S. 132) gibt hierfu¨r die zwei Restriktionen
σi ≥ ²a > 0 und σi ≥ ²b|xi| mit 1 + ²b > 1
an, wobei ²a, ²b in Abha¨ngigkeit der jeweils benutzten Gleitkomma-Architektur gewa¨hlt werden
mu¨ssen.
Fu¨r den Fall, dass fu¨r alle Parameter nur eine Standardabweichung benutzt wird, reduziert sich
die Berechnung der neuen Standardabweichung auf
σ(neu) = σ · exp(τ0 ·N(0, 1))





Fu¨r die A¨nderung der Objektvariablen wird statt der Normalverteilung bisweilen alternativ
die Verwendung einer anderen Verteilung wie der Cauchyverteilung untersucht (Rudolph 1997,
1998). Die Ra¨nder der Cauchyverteilung sind wesentlich dichter besetzt als die der Normalvertei-
lung, weshalb die Cauchyverteilung keinen Erwartungswert besitzt. Aufgrund der gegenu¨ber einer
Normalverteilung ho¨heren Wahrscheinlichkeit fu¨r große (absolute) Ereignisse erhofft man dadurch,
leichter ein lokales Optimum verlassen zu ko¨nnen. Allgemein hat sich die Benutzung alternativer
Verteilungen jedoch nicht durchsetzen ko¨nnen.
2.4 Adaptation
Das Verhalten EA wird durch eine Vielzahl von Parametereinstellungen beeinflusst. Viele dieser
Parameter werden vor dem Start des Algorithmus aufgrund bestimmter U¨berlegungen heraus fest-
gelegt und a¨ndern sich u¨blicherweise wa¨hrend der Suche nicht. Demgegenu¨ber ist es bereits in
allen modernen EA-Varianten u¨blich, andere Strategieparameter wa¨hrend des Laufs zu vera¨ndern.
Dies resultiert aus der Erkenntnis, dass fu¨r eine gegebene Problemstellung evtl. zwar eine gute
durchschnittliche Parametereinstellung gefunden werden kann, die sich aber schon bei einer gerin-
gen Vera¨nderung der Problemstellung als ungu¨nstig erweisen kann. Daru¨ber hinaus wird es in den
meisten Problemstellungen keine Parametereinstellung geben, die fu¨r die gesamte Laufzeit des EA
optimal ist.
Dieser Umstand impliziert, dass sich die Parameter im Verlauf des Algorithmus anpassen soll-
ten. Um eine bessere allgemeine Anwendbarkeit zu besitzen, sollte der EA dabei in der Lage sein,
die besten Parametereinstellungen selbststa¨ndig zu finden. EA mit dieser Eigenschaft heißen selbst-
adaptiv und entsprechen mittlerweile dem Stand der Technik.
In den folgenden Abschnitten soll ein U¨berblick u¨ber die verschiedenen Mo¨glichkeiten der Adap-
tation sowie der am meisten lohnenswert erscheinenden adaptierbaren Strategieparameter gegeben
werden.
2.4.1 Adaptierbare Parameter
Grundsa¨tzlich eignen sich alle zu Beginn eines Algorithmus festzulegenden Parameter fu¨r eine
Adaptation. Abha¨ngig vom Verlauf des EA ko¨nnen Vera¨nderungen von der Anzahl der Eltern u¨ber
die Anpassung der Selektion bis hin zur Repra¨sentation der Individuen wu¨nschenswert, sinnvoll
oder gar notwendig sein.
Eine Konzentration auf den Mutationsoperator ist deshalb gerechtfertigt, weil dieser Operator
in der Literatur am ha¨ufigsten untersucht wurde und somit zahlreiche Varianten verfu¨gbar sind.
Der Adaptation des Rekombinationsoperators wurde dagegen bislang weniger Aufmerksamkeit ge-
schenkt. Dies erkla¨rt Ba¨ck (1998) damit, dass der Zusammenhang zwischen der Wahl unterschied-
licher Strategieparameter des Rekombinationsoperators und der Fitness der Nachkommen nicht so
offensichtlich ist wie bei den Strategieparametern der Mutation. Dennoch gibt es Untersuchungen,
die die Adaptation des Rekombinationsoperators beinhalten. Ba¨ck (1998) stellt die ga¨ngigsten in
der Literatur genannten Adaptationsmo¨glichkeiten fu¨r den Rekombinationsoperator vor. Der Autor
berichtet von den fru¨hen Untersuchungen von Schaffer und Morishima (1987), die in einem GA die
Stellen des Crossovers durch einen zusa¨tzlichen Bina¨rvektor variieren lassen. Dieser unterliegt sei-
nerseits einer Rekombination und anschließender Mutation. Die Experimente mit einer zu geringen
Problemdimension erlauben jedoch keine Schlu¨sse u¨ber den wirklichen Nutzen dieses Vorgehens.
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Eine andere interessante Form der Adaptation haben Ostermeier, Gawelczyk und Hansen (1994)
eingefu¨hrt. Bei dieser derandomisierten Mutationsschrittweitenanpassung erfolgt die Anpassung der
Mutationsschrittweiten aufgrund des bisherigen Verlaufs des EA. Dabei wird ein gewichtetes Mittel
aus dem bisherigen langfristigenWert und demWert des aktuell besten Individuums gebildet. Dieses
Vorgehen wird u.a. damit begru¨ndet, dass es bei einer fu¨r jede Komponente unterschiedlichen Mu-
tationsschrittweite nicht immer einen direkten Zusammenhang zwischen der Mutationsschrittweite
und der La¨nge des ausgefu¨hrten Schrittes gibt. So kann aufgrund stochastischer Schwankungen ein
großer Schritt trotz einer kleinen Schrittweite ausgefu¨hrt werden. Bei der derandomisierten Schritt-
weitenanpassung wird die neue Schrittweite aber abha¨ngig von dem zuru¨ckgelegten Schritt des
besten Individuums angepasst. Ebenso wie die u.a. in (Ostermeier und Hansen 1999) vorgestellten
Erweiterungen hat sich diese Technik in der EA-Gemeinde bislang aber noch nicht als Standard
durchsetzen ko¨nnen.
Wie Ba¨ck (1999) erwa¨hnt, wird von dem nach dem Prinzip der selbstadaptiven Mutations-
schrittweite arbeitenden Mutationsoperator in den EA ein ausgezeichneter Strategieparameter (τ
in den ES) verwendet, der wiederum einen Einfluss auf die Funktionsweise der Mutation besitzt.
Dass auch diese und die weiteren u¨blicherweise fest gewa¨hlten Parameter wie die Anzahl der Eltern
und die Anzahl der Nachkommen variiert werden ko¨nnen, zeigen u.a. zahlreiche Untersuchungen
zu Meta-Strategien. Gemeinsam ist diesen, dass verschiedene Strategien miteinander konkurrieren
und ein u¨bergeordneter EA dazu benutzt wird, die besten Strategien zu selektieren und deren feste
Parameter weiter zu evolvieren. Neben dem grundlegenden Konzept und einer formalen Definition
stellt Freisleben (1997) auch einige konkrete Varianten vor. Zu den Meta-Strategien fu¨hren un-
ter anderem auch Kursawe (1999) und Schlierkamp-Voosen (1999) umfangreiche Untersuchungen
durch.
2.4.2 Typen der Adaptation
Die folgende Einteilung adaptiver Verfahren basiert im Wesentlichen auf den Ausfu¨hrungen von
Hinterding, Michalewicz und Eiben (1997), die sich auf den Artikel von Angeline (1995) stu¨tzen
und die dort vorgenommene Einteilung erweitern. Weitere U¨bersichten und Anregungen enthalten
auch (Ba¨ck 1992; Ba¨ck und Schu¨tz 1996; Ba¨ck 1997; Ba¨ck 1998).
Hinterding et al. (1997) treffen zuna¨chst eine grundsa¨tzliche Unterscheidung der Adaptation in
eine statische und eine dynamische Adaptation. Bei der statischen Adaptation erfolgt vor dem Start
des EA eine Wahl der Parameter. Diese behalten im gesamten anschließenden Lauf des EA ihre
Werte. Im Rahmen der vorliegenden Arbeit soll dieser Typ nicht zur Adaptation geza¨hlt werden,
da wa¨hrend des EA-Laufs keine Vera¨nderung der Parametereinstellungen stattfindet.
Zu den von Hinterding et al. (1997) geza¨hlten dynamischen Adaptationsmechanismen geho¨ren
deterministische, adaptive und selbstadaptive Methoden. Deterministische Adaptationsmechanis-
men vera¨ndern die Parameterwerte unabha¨ngig vom EA-Verlauf nach festen Regeln. Die Autoren
erwa¨hnen als Beispiel hierfu¨r eine von der Generation abha¨ngige Reduzierung der Mutationswahr-
scheinlichkeit, wie sie in vielen GA benutzt wird. Ein deterministisches Scheduling findet sich bspw.
auch beim Simulated Annealing oder Threshold Accepting. Ohne auf die Details dieser Verfahren
einzugehen sei hier angemerkt, dass beim Simulated Annealing die bei der Selektion beru¨cksichtigte
Temperatur T mit zunehmender Generationszahl reduziert wird (Metropolis et al. 1953; Kirkpatrick
et al. 1983; Dueck und Scheuer 1990).
Werden Zwischenergebnisse des EA benutzt, um die Parametereinstellungen zu variieren, ge-
langen wir zu adaptiven Schedules. Hierbei erfolgt eine U¨berwachung des Evolutionsprozesses und
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abha¨ngig vom bisher erzielten Fortschritt werden die Strategieparameter geeignet angepasst. Ein
typisches Beispiel bildet die 1/5-Erfolgsregel von Rechenberg, bei der die Mutationsschrittwei-
te abha¨ngig von der relativen Ha¨ufigkeit erfolgreicher Mutationen zur Gesamtzahl durchgefu¨hr-
ter Mutationen um einen konstanten Faktor erho¨ht oder verringert wird. Verschiedene Autoren
klassifizieren solche Schedules ha¨ufig als selbstadaptiv. Dieser Einteilung schließen wir uns in der
vorliegenden Arbeit jedoch nicht an.
Im Fall der Selbstadaptation werden die Parameter mit im Individuum kodiert und unterlie-
gen wie die Variablen der Optimierungsaufgabe ebenfalls den Variationsoperatoren. Obwohl die
Parameterwerte die Fitness nicht direkt beeinflussen, sollten Individuen mit guten Parameterein-
stellungen im Verha¨ltnis zu Individuen mit schlechten Parametereinstellungen zu Nachkommen mit
einer gro¨ßeren U¨berlebenswahrscheinlichkeit fu¨hren, wodurch sich auch die guten Parameterwerte
in der Population ausbreiten sollten. Eine große Bedeutung hat dabei der Selektionsoperator, der
entscheidet, welches Individuum in die na¨chste Generation u¨bernommen wird. Da der Selektions-
operator die Strategieparameter beim Selektionsprozess unberu¨cksichtigt la¨sst, ist ein indirekter
Einfluss der Strategieparameter auf die Fitness notwendig. Dies erfolgt meist dadurch, dass die
Objektvariablen eines Individuums mit den bereits vera¨nderten Strategieparametern variiert wer-
den. Wie in Abschnitt 2.3 gezeigt, hat Schwefel diesen Mechanismus bereits fru¨hzeitig in die ES
integriert, wo neben den Objektvariablen u.a. auch die Werte zur Mutationsschrittweite mit im
Individuum kodiert werden.
Verschiedene Anpassungsmethoden ko¨nnen nicht eindeutig einer der genannten Varianten zuge-
ordnet werden. So bezeichnet Ba¨ck (1998) bspw. die derandomisierte Mutationsschrittweitenanpas-
sung als zwischen einer adaptiven und einer selbstadaptiven Anpassung angesiedelt. Bereits weiter
oben wurde angedeutet, dass daru¨ber hinaus manche Strategien von einzelnen Autoren dem einen
Typ, von anderen Autoren aber einem anderen Typ zugeordnet werden. Diese Problematik soll an
dieser Stelle jedoch nicht weiter vertieft werden.
2.4.3 Stufen der Adaptation
Neben den verschiedenen Typen der Adaptation unterscheiden Hinterding et al. (1997) vier Stufen,
auf denen die Adaptation wirkt.
Zuna¨chst kann die Adaptation auf der Ebene der Umwelt stattfinden. Denkbar ist hierbei etwa,
dass sich der in den meisten EA bei Restriktionsverletzungen zu addierende Strafterm mit der
Generationenzahl erho¨ht, bis zuletzt jede unzula¨ssige Lo¨sung eine schlechtere Fitness besitzt als
jede zula¨ssige Lo¨sung.
Die Adaptation kann aber auch Parameter betreffen, die Auswirkungen auf die gesamte Po-
pulation besitzen. Als Beispiel einer solchen adaptiv genannten Adaptationsregel ist auch hier die
1/5-Erfolgsregel von Rechenberg zu nennen. Die Autoren bemerken, dass auf dieser Ebene keine
Selbstadaptation bekannt ist.
Erfolgt die Adaptation der Mutationsschrittweiten mit nur einer Schrittweite fu¨r alle Objekt-
variablen eines Individuums, so geschieht die Adaptation auf der Ebene der Individuen. Im Un-
terschied zur individuenbasierten Adaptation erfolgt bei einer komponentenweisen Anpassung die
Adaptation fu¨r jede Komponente eines Individuums getrennt.
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2.5 Selektion
Die zuweilen als Umweltselektion bezeichnete Selektion zur Auswahl der neuen Elternpopulation
wird beno¨tigt, um den in den ES vorhandenen Nachkommenu¨berschuss auf die Anzahl der Eltern
zu reduzieren. In dieser Phase werden die besten (d.h. mit der ho¨chsten Fitness ausgestatteten)
Individuen zur Bildung der nachfolgenden Elternpopulation ausgewa¨hlt. Hierbei unterschied man
fru¨her zwischen den Varianten der Plus-Selektion (µ + λ) und der Komma-Selektion (µ, λ). Im
ersten Fall besteht die na¨chste Elternpopulation aus den besten Individuen der bisherigen Eltern
und der Nachkommen. Dies hat den Vorteil, dass im Laufe der Evolution kein Ru¨ckschritt mo¨glich
ist. Andererseits birgt es die Gefahr, dass ein mo¨gliches
”
Superindividuum“ (bezogen auf den Fit-
nesswert, das aber zugleich ungeeignete Strategieparameter besitzt) nachfolgende Generationen
dominiert und damit die Selbstadaptation behindert. Diese Mo¨glichkeit wird durch die Komma-
Selektion vermieden. In diesem Fall wird die na¨chste Elterngeneration aus den besten Individuen der
Nachkommen gebildet. Allerdings kann es hierbei zu einem Ru¨ckschritt kommen, und zwar dann,
wenn die Wahrscheinlichkeit zu gering ist, um in jeder Generation mindestens einen gleich guten
Nachkommen wie den besten Elter zu generieren. Schwefel (1987) empfiehlt die Komma-Selektion
fu¨r unbeschra¨nkte reelle Suchra¨ume wie sie in der vorliegenden Untersuchung zugrunde liegen.
Beide Selektionsformen werden auch unter (µ +, λ)-ES zusammengefasst. Unter Einbeziehung der
Multirekombination aller Eltern subsummiert Beyer (2001) beide Varianten zur (µ/µ +, λ)-ES.
Die Plus- und Komma-Selektion sind Spezialfa¨lle der von Schwefel und Rudolph (1995) ein-
gefu¨hrten (µ, κ, λ, ρ)-ES. Wa¨hrend der Parameter ρ wiederum die Anzahl der fu¨r jeden Nachkom-
men zu rekombinierenden Eltern bezeichnet, gibt der Parameter κ die maximale Lebensdauer eines
einzelnen Individuums an. Dabei ergibt sich mit κ = 1 die Komma-Selektion und mit κ = ∞ die
Plus-Selektion. Es ist mo¨glich, dass dazwischen liegende Werte fu¨r κ in verschiedenen Situationen
Vorteile gegenu¨ber den beiden Extrema besitzen. Ansatzweise wurde dies bereits von Wo¨rmann
(2000) betrachtet. Fu¨r dynamische Umgebungen ko¨nnte sich eine κ-Selektion als vorteilhaft er-
weisen, wenn sich das Optimum mit einer Bewegungsfrequenz ∆g a¨ndert, die mit dem Wert κ
u¨bereinstimmt. Erste eigene diesbezu¨gliche Untersuchungen waren jedoch wenig viel versprechend.
Auch in umfangreicheren Studien im statischen Fall konnten keine positiven Auswirkungen festge-
stellt werden (Scho¨nemann 2004b).
2.6 Abbruchkriterium
Zur Aufstellung geeigneter Abbruchkriterien sind zuna¨chst zwei Situationen zu unterscheiden. In
praktischen Anwendungen kann es zum einen erforderlich sein, eine bestimmte Gu¨te zu erreichen.
Zum anderen wird die Ausfu¨hrungsdauer des Algorithmus durch einen maximalen Zeitfaktor be-
grenzt sein. Fu¨r Untersuchungen sind diese ad hoc-Kriterien jedoch ungeeignet. Hier muss das
Abbruchkriterium individuell auf die zu untersuchende Problematik abgestimmt und unabha¨ngig
von der gewa¨hlten Implementierung sein.
Folgende Abbruchkriterien sind u¨blich:
• Beenden des Algorithmus nach Ablauf einer zu Beginn festgelegten eventuell unno¨tig großen
maximalen Anzahl von Reproduktionszyklen oder Funktionsauswertungen. Wenn die Funk-
tionsauswertungen eine unterschiedlich lange Ausfu¨hrungszeit beno¨tigen, ist alternativ der
Abbruch nach Ablauf einer festgelegten Zeitspanne (CPU-Zeit) denkbar. Beide Kriterien sind
eher ungu¨nstig, weil sie unabha¨ngig vom erzielten Fortschritt sind.
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• Den beiden vorangehenden Kriterien vorzuziehen sind daher immer problemspezifische Ab-
bruchbedingungen. Hierzu za¨hlt insbesondere das Beenden des Algorithmus beim Erreichen
eines bestimmten Fitnesswertes.
• In bestimmten EA-Varianten ist der Abbruch beim Erreichen einer Homogenita¨t der Popula-
tion angeraten, da in diesem Fall ein Fortschritt nur noch geringe Wahrscheinlichkeit besitzt.
• Fu¨r die ES bietet sich dagegen an, den Algorithmus abzubrechen, wenn in den letzten Gene-
rationen kein Fortschritt mehr erzielt wurde. Dabei sollte die Anzahl der relevanten Genera-
tionen von der Dimension des Variablenraums abha¨ngen.




3.1 Vergleich zwischen Dynamik und Rauschen
Das Einfachste ist es, die von der statischen Optimierung her bekannten Verfahren auch zur Op-
timierung dynamischer Problemstellungen einzusetzen. Hierbei gilt es jedoch einige Punkte zu
beru¨cksichtigen.
Da bei der statischen Optimierung die zu optimierende Funktion stets fest ist, wird jede zusa¨tzli-
che Funktionsauswertung dazu beitragen, die Kenntnisse u¨ber diese Funktion zu erweitern. Dadurch
kann ein internes Modell der Funktion erstellt werden. Ein solches Vorgehen wird fu¨r statische Op-
timierungsprobleme von verschiedenen Autoren vorgeschlagen, um die Zahl zeitaufwa¨ndiger Funk-
tionsauswertungen zu reduzieren (Ratle 1998; Beltagy et al. 1999). Demgegenu¨ber tritt bei der
dynamischen Optimierung der Fall auf, dass sich bereits berechnete Funktionswerte a¨ndern, wes-
halb sich die Erstellung eines internen Modells der Funktion noch schwieriger gestaltet. In manchen
Situationen ist es sogar so, dass ein bereits berechneter Funktionswert unmittelbar nach Berechnung
seine Gu¨ltigkeit verliert, d.h. schon bei der Betrachtung des Wertes nicht mehr korrekt ist.
Obwohl es im gesto¨rten Fall im Gegensatz zum dynamischen Fall meistens mo¨glich ist, durch
mehrfache Auswertung einer Stelle den entsprechenden Funktionswert mit sehr hoher Genauigkeit
zu bestimmen, gibt es zwischen der Optimierung gesto¨rter und dynamischer Funktionen auffa¨llige
Gemeinsamkeiten. Dies wird auch von anderen Autoren erkannt. Allerdings gibt es dabei zahl-
reiche Unterschiede. So erwa¨hnt Branke (1998) zwar auch die A¨hnlichkeit mit der Optimierung
verrauschter Funktionen, bezeichnet aber folgende Unterschiede:
fRauschen = f(x) + δ gegenu¨ber fDynamik = f(x+ δ) .
Hierbei wird aber keine A¨nderung der Funktionstopologie beru¨cksichtigt, es a¨ndert sich nicht einmal
die Optimalstelle, es wird lediglich jede Funktionsberechnung mit einem Sto¨rterm der Objektvaria-
blen behaftet. Insgesamt handelt es sich nur um eine spezielle Form der Sto¨rung, na¨mlich die der
Parametersto¨rung.
Eine kurze U¨berlegung soll nun eine Anregung fu¨r den prinzipiellen Unterschied liefern. Im
Fall der Parametersto¨rung ha¨ngt die Streuung des Funktionswertes stark von der Zielfunktion ab.
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Findet eine Sto¨rung in allen Koordinaten mit unterschiedlichen Sta¨rken statt, so gestaltet sich obige
Formel aufwa¨ndiger.
Nun kann eine Bewegung des Optimums zwar am ehesten mit einer Parametersto¨rung vergli-
chen werden, dennoch existieren zwischen beiden doch Unterschiede. Wa¨hrend im Fall der Sto¨rung
δ als normalverteilt angenommen wird, ist im dynamischen Fall die Bewegungssta¨rke oftmals kon-
stant. Die stochastischen Terme δi werden dann durch die vom Mutationsoperator abha¨ngenden
Streuungen der Nachkommen um das neue Optimum erzeugt. In diesem Fall ist also die Mutati-
on das entscheidende Element. Eine approximative Bestimmung, wie die Terme δ zu wa¨hlen sind,
damit in den Fa¨llen des Rauschens und der Parametersto¨rung der Funktionswert um den gleichen
Mittelwert schwankt, sollte auch fu¨r eine (µ, λ)-ES mit µ > 2 mo¨glich sein. Der Versuch, das Ver-
halten eines realen EA im Fall des Rauschens und der Dynamik analytisch zu vergleichen, gestaltet
sich jedoch schwieriger und steht nicht im Mittelpunkt der vorliegenden Untersuchungen. Dieses
Ziel wird deshalb hier nicht weiter verfolgt. Stattdessen beschra¨nken wir uns auf einen exempla-
rischen experimentellen Vergleich beider Formen, jedoch ohne den umfangreichen Untersuchungen
des Teils II (ab Seite 55) vorzugreifen.
Beim Kugelmodell mit nur geringem Rauschen bzw. nur geringer Dynamik weisen die beiden
Darstellungen der Fitness eines Einzellaufs ein a¨hnliches Aussehen auf (Abb. 3.1 oben). Die in
der Abbildung betrachtete dynamische Funktion la¨sst sich jedoch bei der hier gewa¨hlten Gro¨ße der
A¨nderungsterme etwas besser optimieren als die verrauschte Funktion. Dabei fa¨llt auf, dass die ver-
rauschte Funktion sta¨rke Schwankungen von einer Generation zur na¨chsten aufweist. Allerdings ist
die Gesamtstreubreite bei der dynamischen Funktion etwas gro¨ßer. Werden die A¨nderungsterme an-
ders gewa¨hlt, sind die Funktionswerte teilweise sehr unterschiedlich. Wie der unteren Abbildung 3.1
zu entnehmen ist, la¨sst sich die dynamische Funktion mit der Bewegungssta¨rke 1.0 schwieriger op-
timieren als die verrauschte Funktion mit einer Varianz des Sto¨rterms in gleicher Gro¨ße.
Abha¨ngig von der Gro¨ße des A¨nderungsterms sind die Auswirkungen im Fitnessraum a¨hnlich,
wa¨hrend die Betrachtung des Objektraums sta¨rkere Unterschiede zeigt. Die Abbildung 3.2 ver-
deutlicht dies anschaulich. Im verrauschten Fall sind die Punkte relativ gleichma¨ßig um das im
Ursprung liegende Optimum verteilt. Im dynamischen Fall geben die Werte die jeweilige Abwei-
chung vom Optimum an, sodass sie vergleichbar mit dem verrauschten Fall sind. Deutlich ist fu¨r
δ ≥ 0.01 die Lage der meisten Individuen im III. Quadranten zu erkennen. Dies zeigt, dass das
beste Individuum in den meisten Fa¨llen etwas hinter dem zu verfolgenden Optimum hinterherla¨uft.
Extrem ist die Situation fu¨r δ = 100.0, fu¨r das die Menge der besten Punkte im verrauschten Fall
zu einem Punkt zu degenerieren scheint, wa¨hrend im dynamischen Fall eine große Punktwolke links
unten erkennbar ist. Das Fazit fu¨r diese Untersuchungen lautet, dass fu¨r kleines δ die dynamische
Funktion etwas leichter zu optimieren ist als die verrauschte Funktion. Mit wachsendem δ kehrt
sich dieses Verhalten aber um.
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Abbildung 3.1: Vergleich der Fitness des jeweils besten Individuums einer (15, 100)-ES beim dy-
namischen und gesto¨rten 30-dimensionalen Kugelmodell. Bei der Sto¨rung handelt es sich um eine
additive N(0, 0.01) (oben) bzw. N(0, 1.0) (unten) verteilte Sto¨rung. Im dynamischen Fall erfolgt in
jeder Generation eine Verschiebung in allen Dimensionen mit einer konstanten Gesamtsta¨rke von
0.01 (oben) bzw. 1.0 (unten).
In jedem Fall wird im Gegensatz zur statischen Optimierung gesto¨rter Funktionen bei der
dynamischen Optimierung der durch zusa¨tzliche Funktionsauswertungen gewonnene Informations-
gewinn oftmals beschra¨nkt sein, da sich das Optimum in der Zwischenzeit bereits bewegt haben
ko¨nnte. Daraus ergeben sich zahlreiche Konsequenzen, zu denen za¨hlt, dass der Wert einer Funkti-
onsauswertung eine nur noch zeitlich begrenzte Aussagekraft besitzt. Deshalb ist auch der Vergleich
zweier Funktionswerte nicht mehr uneingeschra¨nkt mo¨glich, dies umso mehr, je weiter die beiden
Funktionsauswertungen zeitlich auseinander liegen.
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Abbildung 3.2: Vergleich des jeweils besten Individuums jeder Generation einer (15, 100)-ES beim
dynamischen und gesto¨rten 30-dimensionalen Kugelmodell. Aufgetragen ist jeweils die Summe der
Komponenten mit geradem Index (x-Achse) bzw. mit ungeradem Index (y-Achse). Bei der Sto¨rung
handelt es sich um eine additive N(0, δ)-verteilte Sto¨rung. Im dynamischen Fall erfolgt in jeder
Generation eine A¨nderung in allen Dimensionen mit einer konstanten Gesamtsta¨rke von δ. Der
A¨nderungsterm lautet δ = 0.001 (oben links), δ = 0.01 (oben rechts), δ = 1.0 (unten links),
δ = 100.0 (unten rechts).
Der Vergleich mit gesto¨rten Zielfunktionswerten soll an dieser Stelle lediglich dazu dienen, U¨ber-
legungen zur Verwendung speziell fu¨r diese Funktionstypen entwickelter Operatoren auch im Be-
reich der dynamischen Optimierung anzuregen. Ein denkbares Verfahren ist bspw. die von Markon
et al. (2001) betrachtete Threshold-Selektion.
Neben dem durchgehenden Einsatz eines Standard-EA kann bei einer A¨nderung der Umgebung
alternativ ein Neustart des Standard-EA erfolgen oder ein U¨bergang zu einer speziellen Variante,
von denen einige der gebra¨uchlichsten in den folgenden Abschnitten 3.2 bis 3.4 kurz vorgestellt
werden sollen.
3.2 Diversita¨tserhaltung
Eine immer wieder geforderte Eigenschaft stellt eine hohe Diversita¨t innerhalb der Population dar.
Auf statische Problemstellungen angewandte Standard-EA haben die Eigenschaft, mit zunehmender
Generationenzahl gegen eine einzelne Lo¨sung zu konvergieren. Diese Konvergenz fu¨hrt dazu, dass
die Population aus nur noch gering voneinander abweichenden Individuen besteht. Handelt es sich
bei dieser Lo¨sung um eine Lo¨sung nahe dem globalen Optimum, so ist eine Konvergenz gegen diese
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Lo¨sung erwu¨nscht. Problematisch ist aber der ha¨ufig auftretende Fall, dass eine fru¨hzeitige Stagna-
tion in einem lokalen Optimum erfolgt. Aufgrund der in den traditionellen GA unterrepra¨sentierten
Mutation fu¨hrt eine homogene Population zu einem Stillstand in der weiteren Entwicklung, weshalb
gerade fu¨r diese EA-Variante Mechanismen zur Erho¨hung der Diversita¨t entwickelt wurden.
In dynamischen Umgebungen kann eine Diversita¨tserho¨hung aber auch fu¨r andere EA-Varianten
vorteilhaft sein. In diesem Fall ist eine schnellere Reaktion auf eine A¨nderung der Umwelt mo¨glich,
wenn der Suchbereich der neuen Optimalstelle bereits mit Individuen belegt ist oder von anderen
Orten schneller zum neuen Ziel gelangt werden kann. Fu¨r den Bereich der Diversita¨tserhaltung
unterscheiden Trojanowski und Michalewicz (1999a) mehrere Varianten:
Sharing und Crowding: Zur Vermeidung zu großer Cluster in der Population wird beim Sha-
ring die Fitness eines Individuums verringert, wenn sich in unmittelbarer Umgebung weitere
Individuen befinden. Hierdurch soll vermieden werden, dass sich die Lo¨sungen in einem loka-
len Optimum zu schnell vermehren. Beim Crowding ersetzt ein mit den u¨blichen Verfahren
generiertes neues Individuum dasjenige Element aus einer zufa¨llig gewa¨hlten Untermenge der
Eltern, das die gro¨ßte A¨hnlichkeit mit dem neuen Element aufweist.
Nicheing: Beim Nicheing werden bewusst Cluster gesucht, um eine intensivere Suche in mehreren
Bereichen voranzutreiben. Eine Rekombination kann dann nur zwischen den Elementen eines
Clusters erfolgen. Dadurch bilden sich mit der Zeit an verschiedenen Stellen Subpopulationen
aus.
Multipopulationen: Der U¨bergang zu Multipopulationsstrukturen (Sprave 1999) bringt zuna¨chst
den Vorteil einer mo¨glichen Parallelisierung mit sich. Daru¨ber hinaus kann es auch noch zu
einer gro¨ßeren Diversita¨t fu¨hren. Solche Verfahren sind recht beliebt (Branke 2002, S. 58).
Maximierung der Entropie: Eng mit dem ersten Punkt verbunden ist die Technik der Ma-
ximierung der Entropie. Hier wird mit einer einzigen Population gearbeitet, wobei aus der
Menge aller potenziellen Eltern diejenigen Elemente pra¨feriert werden, fu¨r die sich eine Maxi-
mierung der Entropie ergibt. Wa¨hrend die Fitness zur Diversita¨t im Pha¨notypraum benutzt
wird, dient die Beru¨cksichtigung der Entropie zur Diversita¨tserhaltung im Genotypraum, da
hier auch die Seltenheit bestimmter Gene in einzelnen Komponenten in den Selektionsprozess
einfließen (Mori, Kita und Nishikawa 1998). Ein Mindestmaß an Diversita¨t wird bereits da-
durch erreicht, dass das mehrfache Auftreten eines Individuums in der Population verhindert
wird (Jansen und Wegener 2002).
Beru¨cksichtigung des Alters der Individuen: Im Abschnitt 2.4.1 wurde erwa¨hnt, dass neben
den in den ES u¨blichen beiden Selektionsformen Komma und Plus eine Einbeziehung des
Alters κ vorgeschlagen wurde. Dieser Aspekt gewinnt insbesondere in der dynamischen Opti-
mierung an Bedeutung. Je nachdem, wie stark die Dynamik ist, werden bereits ausgewertete
Individuen einerseits einen vera¨nderten Fitnesswert besitzen, andererseits werden sie mehr
oder weniger weit vom neuen Optimum entfernt liegen und somit lediglich einen die Diver-
sita¨t betreffenden positiven Effekt fu¨r den EA haben. In dieser Situationen ist es sinnvoll, eine
bereits gefundene Lo¨sung nach Ablauf einer gewissen Zeit aus der Population zu entfernen.
Benutzung zufa¨lliger Immigranten: Zum permanenten Aufrechterhalten der Diversita¨t ko¨nnen
in die Population sta¨ndig neue, zufa¨llig gewa¨hlte Individuen immigrieren. Abha¨ngig von der
Sta¨rke der Dynamik kann durch Variieren des Prozentsatzes neuer Individuen an der Gesamt-
zahl aller Individuen auch die Gro¨ße der Diversita¨t gesteuert werden (Grefenstette 1992).
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Erho¨hung der Mutationsrate (Hypermutation): Ebenso kann bei einer festgestellten gro¨ße-
ren A¨nderung der Umgebung bewusst eine ho¨here Mutationsrate eingestellt werden. Nach
einer A¨nderung kann eine Diversita¨tserzeugung auch durch eine kurzfristige Erho¨hung der
Mutationsrate erfolgen (Grefenstette 1999). Runarsson (2000, S. 82) fu¨hrt dagegen eine be-
sonders starke Mutation fu¨r bestimmte Komponenten einzelner Individuen durch.
Populationsgro¨ßen: Durch die Wahl großer Populationsparameter (µ und λ) erhofft man sich
bessere Ergebnisse aufgrund einer sta¨rkeren Diversita¨t u¨ber den gesamten Lauf (Weicker und
Weicker 1999; Weicker 2000). Die U¨berpru¨fung dieses Arguments soll auch Gegenstand dieser
Arbeit sein.
3.3 Adaptive und selbstadaptive Mechanismen
Fu¨r die Adaptation von EA in dynamischen Umgebungen bemerkt Angeline (1997), dass nach
einer A¨nderung der Umwelt eine gefundene Einstellung eines Strategieparameters veraltet oder
sogar nachteilig sein kann. Der Autor erwa¨hnt, dass in Extremfa¨llen der EA durch eine falsche
Einstellung der Strategieparameter auch in eine vo¨llig falsche Richtung gelenkt werden kann.
Theoretische Aussagen zur Adaptationsdauer der Mutationsschrittweiten leitet Beyer (1995,
1996) her. Er erkennt die Zahl der fu¨r die Anpassung beno¨tigten Generationen umgekehrt propor-
tional zu τ20 (somit proportional zur Problemdimension n, was schon von Schwefel (1975) gezeigt
wurde). Einen Vergleich zwischen einer multiplikativen und der von Fogel (1991) vorgeschlage-
nen additiven Schrittweitenanpassung in einer einfachen dynamischen Umgebung fu¨hren Ba¨ck und
Schwefel (1996) durch. Beyer (1996) zeigt analytisch, dass beide Mechanismen fu¨r kleine Lernraten
zu identischen Ergebnissen fu¨hren sollten, was auch die Resultate der von Ba¨ck und Schwefel (1996)
durchgefu¨hrten Experimente erkla¨rt.
3.4 Speicherbasierte Verfahren
Die Hinzunahme speicherbasierter Verfahren ist insbesondere dann vorteilhaft, wenn das Optimum
zwischen mehreren Zusta¨nden wechselt. In diesem Fall kann eine bereits berechnete gute Lo¨sung
spa¨ter bei Bedarf abgerufen werden.
Trojanowski und Michalewicz (1999a) erkennen mehrere Typen speicherbasierter Verfahren:
Numerischer Speicher: Bei diesem Typ werden zusa¨tzliche numerische Parameter benutzt, die
bspw. die Funktion der Variationsoperatoren beeinflussen. Dabei besteht eine enge Verwandt-
schaft zu adaptiven Strategien, denn auch dort beeinflussen Strategieparameter die Funkti-
onsweise der Operatoren.
Symbolischer Speicher: Bei dieser Technik konstruiert der Algorithmus Regeln, um damit an-
schließend die Funktionsweise der Operatoren zu beeinflussen.
Exakter Speicher: Hier werden fru¨here gute Lo¨sungen in einer geeigneten Form gespeichert.
Neben der Mo¨glichkeit, fru¨here Lo¨sungen explizit in einer Datenbank zu speichern, geho¨rt
zu diesem Typ auch die Diploidie oder Polyploidie. Mattfeld und Bierwirth (1999) erwa¨hnen
aber die Schwierigkeit, einen wie von Goldberg und Smith (1987) vorgestellten diploiden
EA in Umgebungen zu benutzen, in denen das Optimum zwischen mehr als zwei Zusta¨nden
oszilliert.
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Fu¨r die Lo¨sung dynamischer Probleme wurden in der Literatur bereits diverse Verfahren vor-
gestellt. Diese sind ha¨ufig auf das Auftreten einer bestimmten Form der Dynamik zugeschnitten
und deshalb oftmals nur fu¨r eine kleine Auswahl elementar unterschiedlicher Problemstellungen
einsetzbar. Alternativ ko¨nnten deshalb auch einige der obigen Ansa¨tze kombiniert werden. So ist es
mo¨glich, nach einem Wechsel der Umgebung mit einer Kombination aus gespeicherten Individuen
und Zufallsimmigranten zu arbeiten. Dabei klingt die Idee viel versprechend, nach unterschiedlichen
Strategien arbeitende Populationen parallel zu entwickeln.
3.5 Bekannte theoretische Ergebnisse
Mittlerweile existiert bereits eine Vielzahl theoretischer Ergebnisse zu EA. Allerdings beschra¨nken
sich diese zumeist auf einfache Zielfunktionen. Zudem entzieht sich die Komplexita¨t heutiger EA in
dynamischen Umgebungen bisher einer detaillierten Untersuchung. Speziellere Analysen, wann wel-
che Adaptationsformen zu bevorzugen sind oder wann auf ein adaptives Verhalten verzichtet werden
soll, sind bisher eher selten. Verschiedene Analysen in dieser Richtung stammen von Rudolph. In
(Rudolph 1999; Rudolph 2001) zeigt er, dass es unmo¨glich ist, mit einem die Mutationsschrittweite
nach der 1/5-Erfolgsregel von Rechenberg adaptierenden EA eine Konvergenz gegen das globale
Optimum mit Wahrscheinlichkeit Eins zu garantieren. Ausgehend von einem (1+ 1)-EA u¨bertra¨gt
er die Aussagen zuna¨chst auf eine (1+λ)– und danach auf eine Multistartstrategie. Dass ein selbst-
adaptiver EA eine Konvergenz gegen das globale Optimum nicht sicher garantieren kann, resultiert
nach seinen Analysen aus der Eigenschaft, dass im weiteren Verlauf des EA die Mutationsschritt-
weiten zu schnell klein werden, um ein lokales Optimum sicher verlassen zu ko¨nnen. Diese Aussagen
haben selbst dann noch Bestand, wenn der EA unendlich lange la¨uft. Durch die in praktischen An-
wendungen beschra¨nkte Zeit wird diese Eigenschaft somit noch mehr zur Geltung kommen. Auch
ein U¨bergang zu einer cauchyverteilten A¨nderung der Objektvariablen fu¨hrt zu keiner A¨nderung
der Aussage. Im Gegensatz dazu hat Rudolph (1997, S. 204) fu¨r bestimmte Zielfunktionen gezeigt,
dass ein elita¨rer EA mit Wahrscheinlichkeit Eins gegen das globale Optimum konvergiert, wenn
sichergestellt ist, dass die Mutationsschrittweite nicht unter ein bestimmtes Minimum fa¨llt.
Hervorzuheben sind auch die von Rudolph (1999) in seinem Fazit gemachten Bemerkungen.
Zum einen zeigen theoretische Analysen fu¨r nicht-selbstadaptive EA zwar, dass diese EA mit Wahr-
scheinlichkeit 1 gegen das globale Optimum konvergieren. Dabei beno¨tigt ein solcher EA allerdings
eine fu¨r praktische Anwendungen zu lange Zeit. Zum anderen ist die Konvergenzgeschwindigkeit in
selbstadaptiven EA wesentlich gro¨ßer. Zusa¨tzlich wa¨chst in Multistartstrategien die Wahrschein-
lichkeit, das globale Optimum zu finden, exponentiell mit der Anzahl der La¨ufe.
Daru¨ber hinaus beweist Rudolph (2001), dass es zur Erzielung einer hohen Konvergenzgeschwin-
digkeit unter gleichzeitiger Bewahrung der Mo¨glichkeit, ein lokales Optimum zu verlassen, ausrei-
chend ist, eine u¨bliche (1+ λ)-ES in Kombination mit einem zusa¨tzlichen Nachkommen unter Ver-
wendung einer festen Cauchyverteilung zu benutzen. Ohne einen vollsta¨ndigen Beweis anzugeben
glaubt er, seine Ergebnisse auf einen echt selbstadaptiven EA u¨bertragen zu ko¨nnen.
Theoretische Abha¨ngigkeiten zwischen der Wahl des Lernparameters τ und der Anzahl der
Generationen bis zur Einstellung einer optimalen Mutationsschrittweite hat Beyer (1996) fu¨r das
Kugelmodell erarbeitet. In seinen Untersuchungen ergibt sich, dass die Anzahl der bis zum Erreichen
eines optimalen Strategieparameters σ beno¨tigten Generationen umgekehrt proportional zur Wahl
von τ sind. Dies heißt umgekehrt, dass große Werte fu¨r τ vermutlich zu einer zu schnellen Abnahme
von σ im Falle multimodaler Funktionen fu¨hren werden. Fu¨r praktische Probleme großer Dimension
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(n ≥ 1000) empfiehlt er τ zuerst groß und spa¨ter optimal zu wa¨hlen.
Bekanntlich gibt es bereits fundierte theoretische Aussagen zur optimalen Einstellung bestimm-
ter Strategieparameter insbesondere beim Kugelmodell. Wo theoretische Analysen nicht mo¨glich
sind, werden experimentelle Untersuchungen zur Erarbeitung allgemeiner Aussagen durchgefu¨hrt.
Wie bspw. Kursawe (1999, S. 59-66) zeigt, besitzt die Einstellung der so genannten Lernraten
τ0, τi auch auf anderen Funktionen erhebliche Auswirkungen auf das Konvergenzverhalten. Aus ex-
perimentellen Untersuchungen am skalierten Kugelmodell resultiert die Empfehlung von Kursawe
(1999), die beiden Parameter gro¨ßer als u¨blich zu wa¨hlen. Da ein Anwender i.d.R. aber keine genau-
en Kenntnisse u¨ber die zu optimierende Funktion besitzt, wird er auf eine allgemeine Einstellung
der Strategieparameter zuru¨ckgreifen.
Die Einbeziehung der Rotationswinkel in die Repra¨sentation der Individuen fu¨hrt dazu, dass
eine Adaptation des EA an die Problemstellung erheblich la¨nger dauert. Zudem ist eine wesentlich
gro¨ßere Anzahl fu¨r µ und λ notwendig als bei einem Verzicht auf die Rotationswinkel. Besitzt die
Zielfunktion in einer Umgebung eines Punktes x0 eine positive Hessematrix, so hat Rudolph (1992)
gezeigt, dass zur Berechnung eines Kleinste-Quadrate-Scha¨tzers der Hessematrix eine Anzahl von
1
2(n
2 + 3n + 4) Funktionsaufrufen nicht unterschritten werden darf. Soll die Hessematrix in jeder
Generation berechnet werden, muss die Summe aus Eltern und Nachkommen mit dieser Anzahl
u¨bereinstimmen. Bei einer identischen Gesamtzahl von Funktionsauswertungen fu¨hrt dies bei einem
30-dimensionalen Problem gegenu¨ber der u¨blichen Wahl von µ = 15, λ = 100 zu einer Reduzierung
der Generationen auf ungefa¨hr ein Viertel. In jedem Einzelfall ist dann abzuwa¨gen, ob es durch die
Hinzunahme der Rotationswinkel mo¨glich ist, mit einer solch reduzierten Generationenzahl a¨hnlich
gute oder sogar bessere Ergebnisse gegenu¨ber der Standardvariante zu erzielen. Die von Kursawe
(1999, S. 43) angegebene Begru¨ndung zur Vernachla¨ssigung korrelierter Mutationen im Fall nσ = n
aufgrund der Erho¨hung notwendiger Generationen und Funktionsauswertungen ist deshalb schlu¨ssig
und fu¨hrt in der vorliegenden Arbeit ebenfalls dazu, diesen ES-Typ auszuschließen.
Daneben ist auch der Einfluss der Rekombination noch nicht hinreichend untersucht. Theore-
tische Analysen wie die von Beyer (1995) beziehen sich zumeist auf die Multirekombination, bei
der der Rekombinationsoperator den Durchschnitt aller Eltern berechnet. Dieses Vorgehen verein-
facht die Analysen enorm, stellt jedoch nur eine der mo¨glichen Varianten dar. Zusa¨tzlich sollen die
experimentellen Erkenntnisse von Rechenberg (1994, S. 146) nicht unerwa¨hnt bleiben, dass die Re-
kombination aller Eltern erst fu¨r n = 20.000 beim Kugelmodell die theoretisch berechneten Erfolge
zeigte.
Die auch in dieser Arbeit betrachtete Fluktuation der Strategieparameter ist bekannt und wurde
bereits von Beyer und Schwefel (2002) beschrieben. Zur Vermeidung dieses Verhaltens empfehlen
sie einerseits die intermedia¨re (µ/µ)-Rekombination der Strategieparameter und andererseits die
Methode der
”
rescaled mutations“ (siehe auch (Rechenberg 1994) und (Beyer 2000)).
Betrachten wir die einschla¨gige Literatur so ko¨nnen wir feststellen, dass die Konzentration der
meisten Autoren im Bereich der ES auf der Untersuchung neuer Operatoren liegt. Dabei betrachten
viele Untersuchungen zwar eine Vielzahl an Testfunktionen mit teils abweichender Problemdimen-
sion, allerdings benutzen sie immer die gleichen Standardeinstellungen. Insbesondere werden fu¨r µ
und λ ha¨ufig die Standardwerte µ = 15 und λ = 100 verwendet. Diese Festlegung erfolgt meist
ohne Begru¨ndung.
Die U¨berlegungen zurWahl von µ und λ fu¨hren automatisch zu der Frage, in welchen Situationen
eine echte Population (µ > 1) u¨berhaupt notwendig ist. Wird zum Vergleich zweier Verfahren die
erreichte Gu¨te nach einer bestimmten Anzahl Funktionsauswertungen betrachtet, so ist es durchaus
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mo¨glich, dass ein (1+1)-EA auf bestimmten Zielfunktionen bessere Ergebnisse als eine (15, 100)-ES
liefert. Als wesentlicher Vorteil populationsbasierter Verfahren wird immer wieder auf den positiven
Effekt der Rekombination verwiesen. Die Theorie zu dieser Problematik ist aber ebenfalls noch nicht
ausgepra¨gt. So leitet Beyer (2001, S. 224) bei der Begru¨ndung des Effekts der genetischen Reparatur
Formeln zur Berechnung der optimalen Anzahl Eltern bei Benutzung der Multirekombination mit
ρ = µ her. Allerdings ha¨ngt µ sowohl von der zuvor festgelegten Anzahl Nachkommen als auch
einer optimal eingestellten Schrittweite ab, die in praktischen Anwendungen jedoch in den seltensten
Fa¨llen bekannt sein du¨rfte. Weitere Ansa¨tze stammen u.a. von Jansen und Wegener (2001), der eine
Funktion vorstellt, fu¨r die allein schon der Einsatz einer echten Population (d.h. ohne Verwendung
der Rekombination) vorteilhaft ist.
Bisherige Untersuchungen zur optimalen Wahl der Populationsgro¨ßenparameter beziehen sich
zumeist auf spezielle Problemstellungen der klassischen GA wie das Traveling Salesperson Problem
(Julstrom 1996) oder die Auftragsbearbeitung (Nakano, Davidor und Yamada 1994). Von einer
speziellen Problemstellung unabha¨ngige Untersuchungen sind dagegen auch fu¨r GA selten, auch
wenn einige Autoren solche Untersuchungen durchgefu¨hrt haben (De Jong 1975; Goldberg 1985;
Goldberg 1989b; Reeves 1993). Obwohl Smith (1997) behauptet, die fu¨r die klassischen GA ge-
wonnenen Erkenntnisse auch auf andere Varianten der EA anwenden zu ko¨nnen, sind diese ha¨ufig
auf dem Schematheorem1 basierenden Analysen nur schwer auf die reellwertige Optimierung mit
ES u¨bertragbar. Weitere Untersuchungen die Wahl der Populationsgro¨ßen betreffend finden sich
bspw. bei Jansen und Wegener (2001) sowie Witt (2004). Gemein ist diesen Untersuchungen aber,
dass meist nur diskrete oder kombinatorische Problemstellungen betrachtet werden. Dagegen lei-
ten Ja¨gersku¨pper und Witt (2005) Laufzeitberechnungen fu¨r eine nach der 1/5-Erfolgsregel von
Rechenberg arbeitende (µ+ 1)-ES auf dem Kugelmodell her.
Eine eindrucksvolle Unterstu¨tzung fu¨r die Erfordernis einer etwas sensibleren Einstellung fu¨r µ
und λ liefert Kursawe (1999). Er stellt fu¨r das Kugelmodell fest, dass die Standardparametrisierung
mit µ = 15 und λ = 100 im 100-dimensionalen Kugelmodell divergiert. Die von ihm speziell betrach-
teten Meta-ES (Kursawe 1999, S.69-86) zeigen dagegen, dass mit anderen µ- und λ-Einstellungen
dort sehr wohl eine Konvergenz gegen das Optimum zu verzeichnen ist. Obwohl in diesen Meta-
ES auch Anpassungen anderer Parameter vorgenommen werden, deuten die Ergebnisse doch die
Abha¨ngigkeit zwischen der Problemdimension n und einer sinnvollen Wahl von µ und λ an.
Somit steht die Untersuchung der optimalen Wahl der Parameter µ und λ insbesondere bei
Verwendung der u¨blicherweise als vorteilhaft angesehenen Rekombination noch aus. Deshalb soll
in dieser Arbeit eine genauere Untersuchung des Zusammenhangs zwischen den Parametern µ und
λ und dem Konvergenzverhalten von ES bei verschiedenen Problemdimensionen im Vordergrund
stehen. Die durchgefu¨hrten Experimente sollen einerseits zu grundsa¨tzlichen Erkenntnissen fu¨hren,
andererseits Anhaltspunkte zur Wahl dieser Parameter bei verschiedenen Problemstellungen liefern.
Wie bereits in vorhergehenden Abschnitten beschrieben, sind theoretische Analysen in dyna-
mischen Umgebungen bisher erst sehr selten. Eine aktuelle Vero¨ffentlichung stammt von Jansen
und Schellbach (2005). Im Blickpunkt ihres Interesses steht ein (1 + λ)-EA, der auf eine diskre-
te Problemstellung angewendet wird. Ohnehin beziehen sich existierende Arbeiten ha¨ufig auf den
diskreten Fall. Mit zunehmender Verbesserung der Mo¨glichkeiten zur Durchfu¨hrung theoretischer
Analysen wird aber auch der Bereich der kontinuierlichen Dynamik sta¨rker in den Mittelpunkt des
Interesses gelangen.
1Beyer (2001, S. 4) erwa¨hnt, dass in den letzten Jahren die Anha¨nger der GA zum Schematheorem alternative
Ansa¨tze verfolgen.
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3.6 Fazit
In diesem Kapitel wurden die ga¨ngigsten spezialisierten Verfahren zur Optimierung dynamischer
Funktionen vorgestellt. Die Diversita¨tserhaltung ist in vielen dieser Algorithmen stark ausgepra¨gt,
weshalb wir diesen Aspekt im Kapitel 9 noch einmal aufgreifen werden. Spezialisierte Verfahren
besitzen jedoch oftmals weitere Freiheitsgrade zur Auswahl zusa¨tzlicher Strategieparameter. Da
deren Einfluss nicht immer genau bekannt ist, wird oftmals auf Standard-Strategien zuru¨ckgegriffen.
Diese besitzen zudem den Vorteil, dass sie in statischen Umgebungen ihre Berechtigung bewiesen
haben.
Die U¨bertragung zur Optimierung von gesto¨rten Zielfunktionen entwickelter Verfahren ist u¨ber-
legenswert. Allerdings muss dabei beru¨cksichtigt werden, dass trotz A¨hnlichkeiten im Fitnessraum
die Unterschiede im Suchraum erheblich sind. In den entsprechenden Experimenten wurde deutlich
gezeigt, dass die Populationen der Evolutionsstrategien einem sich bewegenden Optimum meistens
folgen, d.h. mit einem gewissen Abstand hinterherlaufen.
Kapitel 4
Mo¨glichkeiten des Vergleichs der
Ergebnisse verschiedener Strategien
Solange ausreichende fundierte theoretische Erkenntnisse zum Verhalten EA ausstehen, bleiben
empirische Untersuchungen notwendig. Trotz dieser Tatsache fand bis vor kurzem die Theorie
empirischer Untersuchungen evolutiona¨rer Algorithmen wenig Beachtung. Mittlerweile haben sich
verschiedene Autoren dieser Thematik angenommen. Obwohl die Vero¨ffentlichung des Artikels von
Hooker (1994) schon einige Jahre zuru¨ck liegt, ist der Inhalt noch immer aktuell. Hooker begru¨ndet
die Notwendigkeit empirischer Untersuchungen besonders mit der beschra¨nkten Aussagekraft bishe-
riger theoretischer Analysen. Zwar gibt es theoretische Analysen, oftmals besitzen solche Resultate
jedoch lediglich einen asymptotischen oder worst-case Charakter. Zudem beruhen sie ha¨ufig auf
unrealistischen Annahmen sowie auf durch die Praxis nicht gestu¨tzten Wahrscheinlichkeitsvertei-
lungen der Problemstellungen. Daru¨ber hinaus werden meist nur fu¨r die einfachsten Algorithmen
theoretische Ergebnisse erzielt.
Neben den ohnehin schon komplexen Standard-Algorithmen sind die fu¨r praktische Problem-
stellungen spezialisierten Verfahren einer theoretischen Analyse oftmals nicht zuga¨nglich. Allgemein
stellen theoretische Analysen zwar einen wichtigen Schritt zu einem besseren Versta¨ndnis der Funk-
tionsweise von EA dar, allerdings bleibt das Verhalten eines realen, allgemein anwendbaren EA noch
mit zu vielen Unbekannten versehen. Eine auf theoretische Untersuchungen gestu¨tzte akzeptable
Wahl geeigneter Parameterwerte ist ha¨ufig nicht mo¨glich, weshalb experimentelle Untersuchungen
weiterhin unerla¨sslich sind.
In einem spa¨teren, nicht speziell auf evolutiona¨re Algorithmen bezogenen Artikel hat Hooker
(1995) seine Ausfu¨hrungen durch weitere Hinweise erga¨nzt. Zuna¨chst bema¨ngelt er die ga¨ngige
Praxis vieler Wissenschaftler, lediglich verfeinerte und schnellere Algorithmen zu entwickeln, ohne
nach den Gru¨nden fu¨r das bessere Verhalten zu forschen. Er schla¨gt vor, alle Einzeleffekte durch
entsprechende Experimente zu isolieren und das Testen EA so zu einer Wissenschaft auszubauen.
Nicht verschwiegen werden sollen aber auch Nachteile empirischer Untersuchungen. Dazu za¨hlt
Hooker insbesondere die Abha¨ngigkeit der gewonnenen Resultate von der gewa¨hlten Rechnerarchi-
tektur und der Implementierung des Algorithmus. Daneben bringt er noch einen weiteren inter-
essanten Aspekt ein, indem er bemerkt, dass negative Resultate in der Informatik allgemein nicht
anerkannt wu¨rden. Dies ist seiner Ansicht nach sehr zu bedauern, ko¨nnen sie doch Anhaltspunkte
geben, wann ein Algorithmus nicht funktioniert, und damit andere Anwender vor a¨hnlichen Feh-
lern bewahren. Dies schließt auch die Angabe von Problemklassen ein, bei denen ein sonst gut
funktionierender Algorithmus weniger erfolgreich ist.
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Die von ihm und anderen (Barr et al. 1995) erwa¨hnten unterschiedlichen Ausfu¨hrungszeiten
durch besondere Programmiertechniken sind in EA ausgeschlossen, da Algorithmenvergleiche u¨bli-
cherweise aufgrund der gleichen Anzahl Funktionsauswertungen erfolgen. Bzgl. der von Gent et al.
(1997) angesprochenen Beobachtung zu den Zufallszahlengeneratoren ist zu sagen, dass Gronek
(1997) empirisch ermittelt hat, dass die verwendeten Pseudo-Zufallszahlengeneratoren in den EA
einen zu vernachla¨ssigenden Effekt haben, sofern sie gewissen, leicht zu beru¨cksichtigenden An-
forderungen genu¨gen. Die von Hooker (1994) gemachten Vorbehalte gegen Benchmarksuiten sind
dagegen weit verbreitet und nicht vollkommen zu widerlegen.
Um empirische Ergebnisse fu¨r ein breites Publikum nutzbar zu machen, ist ein strukturiertes
Vorgehen notwendig. Dazu muss zuna¨chst u¨berlegt werden, welche Aussagen u¨ber den EA getrof-
fen werden sollen. Anschließend ist die genaue Vorgehensweise zur Durchfu¨hrung der Experimente
festzulegen. Dies beginnt zuna¨chst mit der angemessenen Wahl der Testfunktionen. Auf die Dar-
stellung dieses komplexen Teilgebiets soll an dieser Stelle verzichtet werden. Stattdessen verweisen
wir auf den Abschnitt 5.1, der sich diesem Themenkomplex widmet, sowie die dort verzeichneten
Literaturstellen.
Nach Auswahl der Testfunktionen ist zu entscheiden, wieviele Testla¨ufe mit jedem Einzelal-
gorithmus durchgefu¨hrt werden mu¨ssen, um aussagekra¨ftige Ergebnisse zu erhalten. Hierzu za¨hlt
die Notwendigkeit, zur Beurteilung der Signifikanz unterschiedlicher Ergebnisse statistische Tests
durchzufu¨hren.
Problematisch sind bei allen experimentellen Untersuchungen die Einstellungen der verwende-
ten Strategieparameter und Variationsoperatoren der Verfahren. So wird des O¨fteren die Art der
Rekombination nicht genauer spezifiziert. Ist bspw. bei der Rekombination das Cloning erlaubt, bei
dem zwei identische Eltern rekombiniert werden? Findet bei der Verwendung von n Strategiepara-
metern fu¨r die Mutationsschrittweiten eine gekoppelte Rekombination statt (also identische Eltern
fu¨r die Rekombination der Objektvariablen und der Strategieparameter)? Abschließend gekla¨rt wer-
den muss noch, ob fu¨r Strategieparameter u¨bliche Werte benutzt wurden. Daru¨ber hinaus bleibt es
manchmal unklar, mit welcher Problemdimension n die Experimente durchgefu¨hrt wurden.
Insgesamt ist diese Thematik in den vergangenen Jahren zu Recht sta¨rker in den Blickpunkt
des allgemeinen Interesses geraten. Zur Motivierung der Darstellungsformen im Teil II beschra¨nken
wir uns in den na¨chsten Abschnitten auf eine kurze Zusammenfassung allgemein gebra¨uchlicher
Methoden wie sie von der Statistik her bekannt sind.
4.1 Darstellung der Einzelergebnisse
Zum Vergleich zweier unterschiedlicher Verfahren mu¨ssen prinzipiell die jeweils u¨blichen oder aus
heuristischen U¨berlegungen heraus besten Einstellungen der verwendeten Verfahren benutzt wer-
den. Eine absichtliche Wahl einer guten Parametereinstellung bei einem der Verfahren und einer
identischen (aber erfahrungsgema¨ß schlechten) Einstellung bei dem zweiten Verfahren ist unfair.
Bei der Darstellung der Ergebnisse unterschiedlicher Verfahren ist eine Vergleichbarkeit zu
gewa¨hrleisten. Fu¨r den Einsatz EA ist darauf zu achten, dass fu¨r jede Generation eine identi-
sche Anzahl Funktionsauswertungen benutzt wird. Ist die Anzahl der Funktionsauswertungen pro
Generation bei den Verfahren unterschiedlich, ist hierauf besonders hinzuweisen. In diesen Fa¨llen
bietet sich eine Darstellung der Fitness in Abha¨ngigkeit der durchgefu¨hrten Funktionsauswertun-
gen an. Dies steht in engem Zusammenhang mit der Mo¨glichkeit, bei zwei Verfahren jeweils nur
den besten von m Durchla¨ufen zu vergleichen. Sollen die Ergebnisse einer Einzelstrategie mit denen
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einer Multistartstrategie verglichen werden, bietet sich ein Vergleich der Ergebnisse eines einzelnen
Durchlaufs einer (15, 100)-ES nach 1000 Generationen mit dem besten Ergebnis aus 10 Durchla¨ufen
eines (3, 20)-EA nach 500 Generationen an.
Jedes Vorgehen hat seine Vor– und Nachteile. In jedem Einzelfall ist das gewa¨hlte Vorgehen
zu begru¨nden. Hinweise auf mo¨gliche abweichende Ergebnisse bei einem anderen Vorgehen sind
ratsam.
Im weiteren Verlauf dieses Abschnitts stellen wir verschiedene Verfahren zur Beurteilung ein-
zelner Algorithmen vor. Der Abschnitt 4.2 zeigt dagegen, wie die Ergebnisse mehrerer Verfahren
miteinander verglichen werden ko¨nnen.
4.1.1 Numerische Darstellungen
Lage– und Streuungsmaße
Fu¨r kompakte Darstellungen der erreichten Fitnesswerte bieten sich Lage– und Streuungsmaße an.
Hierbei handelt es sich meist um das arithmetische Mittel in Verbindung mit der Standardabwei-
chung. Diese sind theoretisch untermauert und lassen sich a¨ußerst leicht und effizient berechnen.
Ein fu¨r alle EA benutzbares Maß ist die bei Eiben und Jelasity (2002) erwa¨hnte mittlere beste
Fitness (MBF). Fu¨r jeden Durchlauf wird nach Beendigung der beste Fitnesswert gespeichert. Das
arithmetische Mittel dieser Werte von allen Durchla¨ufen bildet dann die mittlere beste Fitness.
Ein u¨blicher Fehler liegt jedoch in der
”
unreflektierten“ Verwendung des Mittelwertes. Dieser
fu¨hrt bei stark unterschiedlichen Stichprobenwerten zu einem sehr labilen Maß. D.h. insbeson-
dere, dass einzelne starke Ausreißer den so gemessenen Wert dominieren ko¨nnen. Die zusa¨tzlich
angegebene Standardabweichung deutet in solchen Fa¨llen vielleicht auf Unregelma¨ßigkeiten oder
Besonderheiten hin, reicht aber nicht immer aus. Dann werden zusa¨tzliche Angaben wie ho¨here
Momente und Histogramme beno¨tigt. Dies trifft umso mehr auf transformierte Daten zu, bei de-
nen die Mittelwertbildung der transformierten Daten ha¨ufig eine starke Verzerrung der zugrunde
liegenden Daten ergeben kann. In diesem Fall ist eine Ru¨cktransformation der Daten notwendig,
fu¨r die sich die so genannten Box-Cox-Transformationen anbieten (Schlittgen 2001, S. 27).
Eine mehrfache Ausfu¨hrung eines EA auf einer bestimmten Funktion fu¨hrt meist zu einer gewis-
sen Streuung der geordneten Fitnesswerte. Der Mittelwert und die Standardabweichung betragen
fu¨r mehrere Durchla¨ufe eines fiktiven (15, 100)-EA auf dem Kugelmodell x = 1.20 · 10−18 und
σx = 4.94 · 10−18. Mittelt man u¨ber den Logarithmus (zur Basis 10) der Daten, so ergibt sich der
Mittelwert xlog = −18.88. Die Ru¨cktransformation durch Berechnung der 10er-Potenz fu¨hrt nun
zum Mittelwert 10xlog = 1.33 · 10−19.
Der Mittelwert ist anfa¨llig gegenu¨ber einzelnen extremen Ausreißern. Ein erster Ausweg zur
Vermeidung dadurch bedingter zu starker Verzerrungen ist die Streichung von Daten. Oftmals
werden vor der Berechnung des Mittelwertes die jeweils 5% besten und schlechtesten Werte aus einer
Stichprobe eliminiert. Dieses pauschale Vorgehen findet jedoch nicht u¨berall Akzeptanz, weshalb
ha¨ufig der U¨bergang zu einem anderen Lagemaß erfolgt.
Der Median x˜ erweist sich als robuster gegenu¨ber Ausreißern. Er ist definiert als ein Spezialfall
des α-Quantils (0 ≤ α ≤ 1)
qx,α = (1− f) · x(i) + f · x(i+1) ,
wobei i = brc, f = r − i, r = 1 + (n− 1) · α und x(n+1) := x(n) ,
mit α = 0.5. Das α-Quantil qx,α interpoliert den Wert der geordneten Stichprobe fu¨r den 100α%
der Daten kleiner oder gleich und 100(1−α)% der Daten gro¨ßer oder gleich diesem Wert sind. Fu¨r
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das obige Beispiel ergibt sich fu¨r den Median der Wert x˜ = 1.18 · 10−19. Da der Logarithmus eine
monotone Funktion ist, fu¨hrt die Bildung des Logarithmus mit anschließender Ru¨cktransformation
zum gleichen Resultat. Der Median stimmt wesentlich besser mit dem u¨ber die Transformation
berechneten Mittelwert als mit dem Mittelwert der Originaldaten u¨berein.
Mithilfe der α-Quantile kann daru¨ber hinaus ein Streuungsmaß angegeben werden. Der Quar-
tilsabstand ist als Spezialfall des α-Quantilsabstands
dx,α = qx,1−α − qx,α, α ∈]0, 0.5[
mit α = 0.25 definiert:
dx,0.25 = qx,0.75 − qx,0.25 .
Der Quartilsabstand zeigt demnach die Spannbreite der Werte der in der Mitte zentrierten Ha¨lfte
der geordneten Stichprobe an und ist wie der Median unempfindlich gegenu¨ber einzelnen Ausrei-
ßern. Fu¨r das Beispiel ergibt sich der Quartilsabstand zu dx,0.255.99·10−19−3.47·10−20 = 5.64·10−19.
Zu beachten ist allerdings, dass der Quartilsabstand im vorliegenden Fall nur wenig Aussagekraft
besitzt. Sinnvoller ist hier der Abstand dxlog,0.25 = 1.2 der logarithmierten Daten. Die Daten liegen
also ca. 1,2 Zehnerpotenzen auseinander.
Konfidenzintervalle
Bei genu¨gend großer Stichprobe lassen sich mithilfe der Quantile auch weitere, u¨ber den mittleren zu
erwartenden Fitnesswert hinaus gehende Angaben ableiten. Hierzu geho¨ren (approximative) Kon-
fidenzintervalle fu¨r den erreichbaren Fitnesswert. Ein Konfidenzintervall bezeichnet zwei Grenzen,
innerhalb derer ein Wert mit einer gewissen vorgegebenen Wahrscheinlichkeit liegt.
Ein Konfidenzintervall (KI) kann dabei einerseits fu¨r ein einzelnes bestimmtes Lagemaß ange-
geben werden. Bspw. soll ein Konfidenzintervall bestimmt werden, das den Mittelwert oder Median
der Grundgesamtheit mit einer gewissen Wahrscheinlichkeit entha¨lt. Je gro¨ßer die Stichprobe (d.h.
die Anzahl der durchgefu¨hrten unabha¨ngigen La¨ufe), desto kleiner (bzw. schmaler) wird das zu-
geho¨rige Konfidenzintervall, wodurch sich der jeweilige Wert genauer bestimmen la¨sst.
Andererseits interessiert man sich fu¨r ein Intervall, in dem der Fitnesswert eines einzelnen
Durchlaufs mit einer gewissen Wahrscheinlichkeit liegt. Hierbei fu¨hrt die Vergro¨ßerung des Stich-
probenumfangs im Gegensatz zum ersten Fall i.d.R. nicht zu einer Verkleinerung des entsprechenden
Intervalls. Stattdessen werden die Grenzen des echten Intervalls mit zunehmendem Stichproben-
umfang immer genauer getroffen, wobei sich das Intervall durch Hinzunahme eines weiteren Wertes
jedoch auch vergro¨ßern kann.
Als ein Beispiel eines solchen Intervalls haben wir im vorigen Abschnitt bereits den Quartils-
abstand kennen gelernt. Analog berechnet man das 0.9-Quantil fu¨r den ungefa¨hren Fitnesswert,
der mit einer 90%igen Wahrscheinlichkeit mindestens erreicht wird. Mo¨chte man dagegen wissen,
innerhalb welcher Werte der erreichte Fitnesswert in 90% aller Fa¨lle liegt, so berechnet man die
0.05- und 0.95-Quantile als Grenzen des Intervalls. Fu¨r die Daten des obigen Beispiels ergeben sich
die Grenzen eines solchen Konfidenzintervalls zu qx,0.05 = 4.04 · 10−21 und qx,0.95 = 3.55 · 10−18.
Neben einem Konfidenzintervall fu¨r den Fitnesswert nach Ablauf des Algorithmus ist es auch
denkbar, ein solches KI fu¨r den Fitnesswert jeder Generation anzugeben. Dies fu¨hrt dann zu dem
Begriff des Konfidenzstreifens. Der Konfidenzstreifen wird dann fu¨r jede Generation aus den Fit-
nesswerten dieser Generation gebildet. Ein zentrierter 90%-Konfidenzstreifen entha¨lt dann die Fit-
nesswerte jeder Generation, die zwischen dem 0.05- und dem 0.95-Quantil liegen.
4.1. DARSTELLUNG DER EINZELERGEBNISSE 37
4.1.2 Grafische Darstellungen
Einen anschaulicheren Eindruck der Verha¨ltnisse gestatten oft grafische Darstellungsarten, welche
die Daten der gesamten Stichprobe widerspiegeln. Hierbei handelt es sich u¨blicherweise um Dar-
stellungen, die auf der empirischen Verteilung der ermittelten Fitnesswerte verschiedener La¨ufe
basieren.
Fitnessverlauf
Natu¨rlich kann zuna¨chst der Fitnessverlauf eines einzelnen EA-Durchlaufs auf dem betrachteten
Problem dargestellt werden. Fu¨r das Kugelmodell mit einer (15, 100)-ES ergibt sich ein a¨hnli-
cher Verlauf wie er in der Abbildung 4.1 dargestellt ist. Da sich beim Kugelmodell die erreichten















































Abbildung 4.2: Median und Konf.-streifen.
Abbildungen 4.1 und 4.2: Einzellauf sowie zentrierter 90%-Konfidenzstreifen und Median von 101
Durchla¨ufen einer (15, 100)-ES auf dem 30-dimensionalen Kugelmodell.
Funktionswerte immer mehr der Null na¨hern, ist zur Beobachtung der Konvergenzordnung eine
Darstellung der Funktionswerte mit einer logarithmischen Skala angebracht.
Entfernt man sich vom Einzellauf, stehen verschiedene Mo¨glichkeiten offen. Bei der einen wer-
den in der Grafik beispielhafte Fitnessverla¨ufe dargestellt. Abbildung 4.2 zeigt ein Beispiel fu¨r den
mittleren (Median) Verlauf einer (15, 100)-ES auf dem Kugelmodell zusammen mit dem zentrierten
90%-Konfidenzstreifen der Fitnesswerte. Zentriert heißt hier, dass der Konfidenzstreifen die Fitness-
werte jeder Generation umschließt, die zwischen dem 0.05- und 0.95-Quantil liegen. Somit erha¨lt
man einen schnellen Eindruck von repra¨sentativen Einzella¨ufen. Dabei wird aber außer Acht gelas-
sen, dass die Einzella¨ufe im Normalfall gro¨ßere Schwankungen aufweisen und sich zeitweise immer
wieder außerhalb beider 90%-Grenzen bewegen ko¨nnen. Mo¨glich ist auch, dass sich ein kompletter
Einzellauf oberhalb oder unterhalb dieser Grenzen bewegt.
Histogramme
Insbesondere im statischen Fall interessiert i.d.R. nicht der genaue Fitnessverlauf eines einzelnen
Durchlaufs. Wichtiger ist stattdessen der nach einer vorgegebenen Anzahl von Funktionsauswer-
tungen erreichte Fitnesswert. Dieser Wert fungiert dann auch als das entscheidende Vergleichsmaß
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zweier Algorithmen. Auch in diesem Fall wird man nicht vom Ergebnis nur eines einzelnen Durch-
laufs auf die Qualita¨t des Verfahrens schließen.
Eine Mo¨glichkeit der grafischen Darstellung der erreichten Fitnesswerte bilden Histogramme.
Dafu¨r wird das Intervall der erreichbaren Fitnesswerte in einzelne Klassen unterteilt und beobach-
tet, wieviele Fitnesswerte innerhalb jeder Klasse liegen. Wird der Fitnessverlauf mit einer logarith-
mischen Skala gezeichnet, ist auch bei der Darstellung mittels Histogramm eine Verwendung der































Abbildung 4.4: Logarithmierte Daten.
Abbildungen 4.3 und 4.4: Histogramm der erreichten Fitnesswerte auf dem 30-dimensionalen Ku-
gelmodell. Abb. 4.4 entha¨lt zusa¨tzlich eine mit einem Gauß-Kernscha¨tzer berechnete approximative
Dichte.
Bei einer nicht zu kleinen Stichprobe ist auch der U¨bergang zur Dichtefunktion mo¨glich. Dabei
wird das Histogramm mit einer Kerndichtescha¨tzung (Bu¨ning und Trenkler 1994, S. 160) u¨ber-
lagert und dadurch ein stetiger Verlauf der Verteilung erzielt. Abha¨ngig von dem verwendeten
Kernscha¨tzer ergibt sich fu¨r das obige Beispiel eine wie in der Abbildung 4.4 dargestellte a¨hnliche
Dichte. In dieser Abbildung ist nun deutlicher die einer Normalverteilung a¨hnliche Verteilung der
logarithmierten Fitnesswerte zu erkennen.
Boxplot
Eine sehr kompakte Darstellung der wesentlichen deskriptiven Daten bietet ein Boxplot (siehe
Abb. 4.5 und 4.6). Er stellt in pra¨gnanter Form den Median (horizontale Linie innerhalb des Recht-
ecks), das erste und dritte Quartil (als oberer und unterer Rand des Rechtecks), ein Streuungsmaß
(a¨ußere Querstriche) sowie potenzielle Ausreißer (einzelne Kreise) dar. Die Grenzen des Streuungs-
maßes ergeben sich hier aus den Datenpunkten, die nicht mehr als den 1,5-fachen Quartilsabstand
von der Box entfernt liegen. Alle außerhalb befindlichen Datenpunkte werden als Ausreißer be-
trachtet. Die Wahl des Faktors zur Berechnung des Streuungsmaßes ist relativ willku¨rlich und
dient lediglich als Anhaltspunkt zur Erkennung von Ausreißern.
Zur Abscha¨tzung der Unsicherheit bzgl. der Lage des Medians zeigt der hier dargestellte Box-
plot mittels Einkerbungen zusa¨tzlich ein 95%iges Konfidenzintervall fu¨r den Median an. Die in der
Abbildung 4.5 zu sehende Box besitzt eine besonders auffa¨llige Gestalt. Das untere Quartil liegt
oberhalb der fu¨r das 95%ige Konfidenzintervall berechneten unteren Grenze. Ein solches Verhal-










































Abbildung 4.6: Logarithmierte Daten.
Abbildungen 4.5 und 4.6: Boxplot der Beispieldaten.
ten tritt u¨blicherweise nicht auf und verschwindet bei der Verwendung der logarithmierten Daten
(Abb. 4.6).
4.2 Vergleich mehrerer Verfahren
4.2.1 Grafische Darstellung
Beim Entwurf neuer Algorithmen ist man daran interessiert festzustellen, wie sie sich im Vergleich
zu bereits bestehenden Verfahren verhalten. Erste Anhaltspunkte lassen sich bereits durch den
Vergleich der obigen Einzelergebnisse gewinnen. Deutlicher werden die Aussagen jedoch, wenn die
Ergebnisse zweier Verfahren in einer gemeinsamen Grafik dargestellt werden. U¨berschneiden sich in
einem Boxplot die Einkerbungen der Mediane nicht, so unterscheiden sich zumindest die Mediane
der beiden Verfahren signifikant voneinander.
Fu¨r das folgende Beispiel seien einige wichtige statistische Werte der Ergebnisse eines fiktiven
(14, 95)-EA wie folgt:
y = 3.14 · 10−19, σ = 8.26 · 10−19 ,
y˜ = 7.49 · 10−20, dy,0.25 = 2.50 · 10−19 .
Fu¨r die logarithmierten Daten gilt:
ylog = −19.22 und 10ylog = 6.08 · 10−20 .
Auch hier betra¨gt der Quartilsabstand ungefa¨hr dylog,0.25 = 1.2.
Die gemeinsame Darstellung der beiden Boxplots ist in den Abbildungen 4.7 und 4.8 dargestellt.
Wa¨hrend fu¨r die Ausgangsdaten kein signifikanter Unterschied des Medians festgestellt werden
kann, ist der Unterschied der logarithmierten Daten signifikant zum 5%-Niveau. Dies ergibt sich
aus der Abb. 4.8, da sich dort die Einkerbungen zwar u¨berschneiden, sich allerdings keiner der
beiden Mediane im eingekerbten Bereich des jeweils anderen Boxplots befindet.












































Abbildung 4.8: Logarithmierte Daten.
Abbildungen 4.7 und 4.8: Gemeinsame Darstellung der Boxplots der beiden
Beispieldaten.
4.2.2 Statistische Tests
Ein statistisch signifikanter Unterschied der Lageparameter la¨sst sich am besten mithilfe statisti-
scher Tests zeigen. Diese sind in der Lage, fu¨r eine aufgestellte Hypothese und ein vorgegebenes
Signifikanzniveau α zu entscheiden, ob die Hypothese durch die Daten unterstu¨tzt wird oder nicht.
Zu unterscheiden sind zuna¨chst der Einstichproben– und der Zweistichprobenfall. Im ersten Fall
setzen wir bereits einen Standardalgorithmus voraus, dessen durchschnittlicher Fitnesswert fu¨r eine
gegebene Problemklasse bekannt ist. Nun haben wir einen zweiten Algorithmus entworfen, dessen
Verhalten wir mit dem des ersten vergleichen mo¨chten. Wir fu¨hren also verschiedene unabha¨ngi-
ge Durchla¨ufe durch und u¨berpru¨fen, ob die neuen durchschnittlichen Ergebnisse besser als die
bisherigen sind.
Im Zweistichprobenfall haben wir zwei Algorithmen, deren durchschnittliche Fitnesswerte wir
bisher noch nicht kennen. Ein Zweistichprobentest wird uns Anhaltspunkte daru¨ber liefern, welcher
der beiden Algorithmen vorzuziehen ist. Hierzu beno¨tigen wir jeweils eine Stichprobe von beiden
Algorithmen.
Um die Tests anwenden zu ko¨nnen, mu¨ssen verschiedene Voraussetzungen erfu¨llt sein. Eine
wesentliche und fu¨r alle Tests gleichermaßen notwendige Voraussetzung ist dabei die Unabha¨ngig-
keit der einzelnen Stichprobenelemente. Auch wenn die Resultate nur durch Computersimulationen
erzielt werden, sollte dies in allen Situationen der Fall sein, in denen mehrere Durchla¨ufe eines Al-
gorithmus mit einem neuen zufa¨lligen Startwert des verwendeten Zufallszahlengenerators gestartet
werden.
Daru¨ber hinaus mu¨ssen oftmals weitere Voraussetzungen erfu¨llt sein. Hierbei kann es sich zum
einen um eine stetige Verteilung oder sogar eine normalverteilte Grundgesamtheit handeln. Zum
anderen muss zur Durchfu¨hrung statistischer Tests ein bestimmter Stichprobenumfang vorhanden
sein. Damit bspw. der Mittelwert normalverteilt ist, wird ha¨ufig ein Stichprobenumfang von min-
destens 30 vorausgesetzt (Hartung et al. 1999, S. 505–508).
Aufgrund erster Experimente hat man eine gewisse Annahme u¨ber das Verhalten des Algo-
rithmus bzw. der Algorithmen. Statistische Tests haben nun die Eigenschaft, eine Annahme nicht
direkt besta¨tigen zu ko¨nnen. Stattdessen deuten sie lediglich auf statistisch signifikante Abwei-
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chungen hin. Im Folgenden verwenden wir die aus der statistischen Testtheorie bekannten Begriffe
der Nullhypothese und der Alternativhypothese. Die Nullhypothese ist oftmals eine Negierung der
Vermutung und soll durch den Test abgelehnt werden, um die als Alternativhypothese formulierte
eigentliche Vermutung signifikant zu stu¨tzen.
Bedingt durch statistische Schwankungen kann es passieren, dass die Verla¨ufe fu¨r einen bestimm-
ten EA sehr ungu¨nstig verlaufen. Auch wenn dies mit zunehmender Zahl unabha¨ngiger Durchla¨ufe
reduziert werden sollte, ko¨nnte somit ein Test trotz Gleichheit einen signifikanten Unterschied fest-
stellen. In diesem Fall wu¨rde die Nullhypothese verworfen und wir begingen einen so genannten
Fehler 1. Art. Die Wahrscheinlichkeit hierfu¨r ist beherrschbar und wird durch das vorzugebende
Signifikanzniveau α des Tests bestimmt. Bei einem u¨blichen α = 0.05 betra¨gt die Wahrscheinlich-
keit, die Nullhypothese trotz Zutreffens abzulehnen, also 5%. Umgekehrt ist es auch mo¨glich, dass
die Nullhypothese zwar falsch ist, aber unser Test nicht in der Lage ist, dies zu identifizieren. Wir
werden dann die Nullhypothese beibehalten und einen so genannten Fehler 2. Art begehen. Die
Wahrscheinlichkeit diesen Fehler zu begehen betra¨gt β und ist im Gegensatz zum Fehler 1. Art
wesentlich schwieriger zu bestimmen und zu beherrschen, weshalb ihm meistens weniger Beachtung
geschenkt wird. Kann man diese Fehlerwahrscheinlichkeit bestimmen, so wird der Term 1 − β als
Teststa¨rke oder Power des Tests bezeichnet, die angibt, mit welcher Wahrscheinlichkeit eine nicht
zutreffende Nullhypothese abgelehnt wird.
Kolmogorow-Smirnow- und χ2-Test
Verschiedene Tests stellen bestimmte Anforderungen an die Stichprobenwerte. Hierzu geho¨rt bspw.,
dass die Stichprobe aus einer Normalverteilung stammt. Davon kann i.d.R. aber nicht ausgegan-
gen werden. Um die Vermutung einer Normalverteilung zu u¨berpru¨fen, ko¨nnen der Kolmogorow-
Smirnow-Test (KS-Test) oder der χ2-Test eingesetzt werden. Beide Tests geho¨ren zu den nicht-
parametrischen Verfahren und sind wie die anderen ebenfalls in diesem Abschnitt dargestellten
Verfahren ausfu¨hrlich bei Bu¨ning und Trenkler (1994) erla¨utert.
Der KS-Test vergleicht im Einstichprobenfall die Verteilung der Stichprobe mit der angenom-
menen Verteilung. Dabei bildet er an allen Stellen des Wertebereichs der Verteilungen die Differenz
zwischen beiden Verteilungen. Der maximale absolute Abstand wird dann als Kriterium benutzt,
ob die beiden Verteilungen identisch sein ko¨nnen.
Da der KS-Test voraussetzt, dass die zugrunde liegende Verteilung stetig ist, sollten in der
Stichprobe keine Bindungen (gleiche Werte fu¨r verschiedene Stichprobenelemente) auftreten. Ist
dies dennoch der Fall, kann der Test nicht die vorgegebenen Niveaus einhalten.
Ist die Zahl der Bindungen nicht zu groß, kann der Test mit gewisser Vorsicht dennoch ausgefu¨hrt
werden. Fu¨r den Fall nicht zu vieler Bindungen ist eine Alternative denkbar, die auch in anderen Zu-
sammenha¨ngen benutzt werden kann. Dabei addiert man per Zufallsprozess auf alle Werte zufa¨llige
Sto¨rterme, deren Gro¨ßen von der minimalen absoluten Differenz der Daten abha¨ngen und dafu¨r
sorgen, dass alle Bindungen aufgehoben werden, aber nicht die Reihenfolge bereits unterschiedlicher
Werte vera¨ndern. Ist die Anzahl der Bindungen jedoch zu groß, sollte auf dieses Verfahren und die
Anwendung des KS-Tests verzichtet werden, da dann die zugrunde liegende Verteilung kaum stetig
und eine Normalverteilung eher ausgeschlossen ist. Hiervon ist insbesondere bei der Optimierung
einer multimodalen Funktion auszugehen, da die Optimierungsalgorithmen bei solchen Funktionen
ha¨ufig in den gleichen lokalen Optima stecken bleiben. Aufgrund der addierten zufa¨lligen Terme
ko¨nnen sich die Resultate fu¨r verschiedene Tests mit den gleichen Ausgangsdaten natu¨rlich leicht
unterscheiden.
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Daru¨ber hinaus haben solche Tests einen weiteren Nachteil. Beim KS-Test muss die Vergleichs-
verteilung genau spezifiziert werden. Es reicht also nicht aus anzugeben, dass auf das Vorliegen
einer Normalverteilung gepru¨ft werden soll. Stattdessen mu¨ssen der Mittelwert und die Standard-
abweichung der Normalverteilung angegeben werden. Aufgrund fehlender Kenntnisse bedient man
sich hierzu der aus der Stichprobe gescha¨tzten Werte. Dies fu¨hrt allerdings dazu, dass der Test
konservativ wird, d.h. der Fehler 1. Art verringert sich, wodurch die Nullhypothese weniger ha¨ufig
abgelehnt wird. Diese Problematik la¨sst sich nur schwer handhaben und kann hier nicht detailliert
ero¨rtert werden. Wird ein anderer Test dem eigentlichen Test vorgeschaltet, ist jedoch grundsa¨tzlich
a¨ußerste Vorsicht geboten. Denn wie Sachs (1997, S. 200) erla¨utert,
”
ist die Irrtumswahrscheinlich-
keit des eigentlichen Tests nicht mehr korrekt, da sie durch die Vortests in undurchsichtiger Weise
modifiziert worden ist.“
Wa¨hrend zur Anwendung des KS-Tests die zugrunde liegende Verteilung stetig sein muss, ist
dies fu¨r den χ2-Test nicht erforderlich. Bei diesem Test wird der Wertebereich mo¨glichst so in ca.
√
n
Klassen aufgeteilt, dass bei Vorliegen der angenommenen Verteilung in jeder Klasse mindestens fu¨nf
Elemente der Stichprobe liegen. Wegen der Klassenbildung sind auch Bindungen in der Stichprobe
ohne Belang. Anschließend wird eine Teststatistik berechnet, die auf den quadrierten Differenzen
zwischen angenommenen und realisierten Klassensta¨rken basiert. Ist der Wert der Teststatistik zu
groß, muss davon ausgegangen werden, dass die Stichprobe nicht der angenommenen Verteilung
entstammt. Auch beim χ2-Test werden oftmals fehlende Verteilungsparameter aus der Stichprobe
gescha¨tzt. Um das Testniveau einzuhalten, wird in diesem Fall die Anzahl der Freiheitsgrade um
die Zahl der gescha¨tzten Parameter reduziert.
Gauß- und t-Test
Die Standardtests zur Ermittlung statistisch signifikanter Unterschiede der Mittelwerte zweier
Stichproben sind der Gauß- und der t-Test. Beide sind theoretisch gut fundiert und in jedem Stan-
dardwerk beschrieben (Hartung et al. 1999). Der t-Test unterscheidet sich vom Gaußtest dadurch,
dass zu seiner Durchfu¨hrung die Standardabweichung σ der zugrunde liegenden Normalverteilung
aus der Stichprobe durch s gescha¨tzt wird, wa¨hrend beim Gaußtest die Standardabweichung be-
kannt sein muss. Als Teststatistik wird in den beiden Einstichprobenfa¨llen
x− µ
σ
· √n ∼ N(0, 1) (bekannte Varianz) bzw.
x− µ
s
· √n ∼ tn−1 (unbekannte Varianz)
benutzt. Dabei bezeichnet µ den Mittelwert der angenommenen Verteilung und tn−1 die T-Verteilung
mit n−1 Freiheitsgraden. Eine bekannte Standardabweichung kann jedoch bei experimentellen Un-
tersuchungen von EA als nahezu ausgeschlossen gelten.
Eine wesentliche Voraussetzung zur Anwendung der Tests ist eine normalverteilte Grundge-
samtheit. Wird nur der Mittelwert gepru¨ft, sind die Tests bereits anwendbar, wenn die Verteilung
des Mittelwertes einer Normalverteilung genu¨gt. Wie bereits erwa¨hnt wird dies ab 30 Stichproben-
elementen angenommen.
Der Zweistichproben-t-Test dient dazu, Unterschiede des Mittelwertes zweier Stichproben auf-
zuzeigen. Sind die Daten normalverteilt, handelt es sich um den aus statistischer Sicht besten Test.
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Wilcoxon-Rangsummentest
Sind die Voraussetzungen des Gaußtests nicht erfu¨llt oder ist die Unsicherheit u¨ber die Vermutung
zu groß sind, andere Verfahren zu benutzen. Allgemein anwendbare Verfahren sind die bereits
angesprochenen nichtparametrischen Verfahren (Bu¨ning und Trenkler 1994), die meist nur geringe
Anforderungen an die zugrunde liegenden Daten stellen. Bei diesen Voraussetzungen handelt es sich
bspw. um die Stetigkeit der Verteilung oder das Vorliegen eines mindestens ordinalen Skalenniveaus
der Daten. Dieses liegt dann vor, wenn auf den Daten eine Ordnung definiert ist.
Um einen solchen verteilungsunabha¨ngigen Test handelt es sich bei demWilcoxon-Rangsummen-
test, der a¨quivalent zum Mann-Whitney-U-Test ist. Mit dem Wilcoxon-Rangsummentest wird ge-
testet, ob die Mediane zweier Verteilungen mit mindestens ordinalskaliertem Messniveau gleich
sind. Den Wilcoxon-Test gibt es fu¨r den Einstichproben– und Zweistichprobenfall. In beiden Fa¨llen
wird als Voraussetzung gefordert, dass die Verteilungen stetig und symmetrisch um den Median
sind. Fu¨r Stichprobenumfa¨nge n ≥ 10 sind wenige Bindungen nicht sehr bedeutsam.
Der Wilcoxon-Vorzeichentest oder -Rangsummentest ist auch bei Vorliegen einer Normalvertei-
lung dem t-Test kaum unterlegen. Schon bei kleineren Abweichungen von der Normalverteilung ist
er dem t-Test u¨berlegen und sollte diesem vorgezogen werden.
Van der Waerden-Test
Um einen weiteren Zweistichproben-Test handelt es sich bei dem van der Waerden- oder auch XN
genannten Test. Dieser verbindet parametrische wie auch nichtparametrische Elemente miteinan-
der. Der XN -Test pru¨ft wiederum auf Gleichheit der beiden zugrunde liegenden Verteilungen. Als
parametrischen Anteil benutzt er zur Gewichtung der Ra¨nge die Quantile der Standardnormalver-
teilung. Bei Vorliegen von Bindungen ko¨nnen Durchschnittsra¨nge vergeben werden. Der Test von
van der Waerden ist bei Abweichung von der Normalverteilung ebenfalls dem t-Test vorzuziehen,
findet aber seltener Anwendung als der Wilcoxon-Test, weil er rechenaufwa¨ndiger ist.
Simultane Vergleiche
Prinzipiell ko¨nnen die bisher angesprochenen Techniken auch dann verwendet werden, wenn mehr
als zwei Strategien miteinander verglichen werden sollen. Allerdings ergibt sich hierbei eine Schwie-
rigkeit, die besonders beachtet werden muss. Bei jedem Test ist im Vorhinein ein Signifikanzniveau α
anzugeben. Dieses ist im Fall von zwei zu vergleichenden Datensa¨tzen pra¨zise. Im Fall von mehr als
zwei Datensa¨tzen du¨rfte eigentlich kein paarweiser Vergleich der Strategien mehr stattfinden. Dies
liegt an der Tatsache, dass fu¨r jeden Einzeltest eine Irrtumswahrscheinlichkeit von 1− α vorliegt.
Durch mehrfache Tests wird diese Irrtumswahrscheinlichkeit u.U. wesentlich erho¨ht. Daru¨ber hinaus
ist zu beachten, dass die paarweisen Tests nicht unabha¨ngig voneinander sind. Die Testtheorie gibt
verschiedene Hinweise zur Behandlung dieses unter dem Titel simultane oder multiple Vergleiche
bezeichneten Problems, bekannte Verfahren stammen von Tukey, Scheffe´ und Bonferroni. Fu¨r eine
ausfu¨hrlichere Darstellung dieser hier aus Platzgru¨nden nicht na¨her behandelten Thematik siehe
bspw. Sachs (1997, S. 649ff) und Kockelkorn (2000, S. 543ff). Weitere Hinweise zu den in diesem
Kapitel vorgestellten sowie zusa¨tzlichen Tests enthalten viele Lehrbu¨cher der Statistik. Dazu za¨hlen
u.a. die Werke von Hartung et al. (1999), Kreienbrock (1993) sowie Kockelkorn (2000).
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4.3 Gu¨temaße
Zum Vergleich zweier oder mehrerer Algorithmen ist ein Gu¨temaß1 erforderlich. Ein bestimmtes
Maß sollte dabei die besonderen Anforderungen der Untersuchung beru¨cksichtigen. So kann es ei-
nerseits wichtig sein, u¨ber den gesamten Zeitraum einen mo¨glichst guten durchschnittlichen Fitness-
wert zu erzielen. Andererseits ko¨nnte gefordert werden, dass der Algorithmus zu jedem Zeitpunkt
einen bestimmten Funktionswert nicht u¨berschreitet. Jede Anforderung bedingt ein unterschiedli-
ches Vorgehen beim Vergleich und kann ein anderes Gu¨temaß erfordern.
Insbesondere bei reellwertigen Problemstellungen wird ein Algorithmus nur selten das genaue
Optimum erreichen. Statt das Optimum genau zu treffen, kann es dann auch akzeptabel sein, das
Optimum mit einer geringen Abweichung zu bestimmen. Wird als Maß die prozentuale Erfolgsquote
verwendet genu¨gt es dann, den akzeptablen Bereich um das Optimum zu treffen.
Prinzipiell kann auch die Anzahl der Funktionsauswertungen maßgeblich sein, die zum Errei-
chen einer bestimmten Gu¨te beno¨tigt wird. Eiben und Jelasity (2002) definieren dazu die durch-
schnittliche Anzahl Funktionsauswertungen (Average number of Evaluations to a Solution) bis
zum Erreichen einer bestimmten Gu¨te. Allerdings muss dieses Maß immer in Kombination mit der
Erfolgsrate angegeben werden, da sich die AES nur auf erfolgreiche La¨ufe bezieht. Vor allem in
dynamischen Umgebungen ist ein solches Maß aber von untergeordneter Bedeutung. Deshalb wird
es dort fu¨r Vergleichszwecke wesentlich seltener benutzt.
Aufgrund der gegebenen Anforderungen kommen unterschiedliche Maße in Betracht, die in
den folgenden Abschnitten erla¨utert werden. Zweierlei Berechnungen fallen dabei an. Einerseits
mu¨ssen die Daten eines Laufes zu einem Maß komprimiert werden. Andererseits sind die Daten
mehrerer unabha¨ngiger La¨ufe geeignet zusammenzufassen. Dabei ko¨nnte es sinnvoll sein, von den
Einzella¨ufen zu abstrahieren und bspw. als Maß das arithmetische Mittel aller Funktionswerte
des jeweils besten Individuums aller Generationen und aller Durchla¨ufe zu bilden. Alternativ ist
es denkbar, jeden Durchlauf als Einheit zu betrachten und einen durchschnittlichen, aber echten
Durchlauf als Repra¨sentanten auszuwa¨hlen und aus diesem ein geeignetes Maß zu berechnen.
Eiben und Jelasity (2002) unterscheiden die so genannte Spitzen– und die Durchschnittsper-
formance. Wa¨hrend letztere selbsterkla¨rend ist, wird bei der ersten von mehreren La¨ufen nur der
beste Lauf betrachtet und zur Berechnung des Maßes herangezogen. Dies ist dann aber stark von
der Anzahl der durchgefu¨hrten La¨ufe abha¨ngig, denn mit zunehmender Anzahl wird dieser Wert
immer besser. Ein Durchschnittswert wird unter der Voraussetzung der Erwartungstreue dagegen
immer den gleichen Wert liefern. Hier wirkt sich die Anzahl der La¨ufe lediglich auf die Streuung
um den echten Wert aus. Unter diesem Aspekt ist die implizite Empfehlung von Eiben und Jelasity
(2002) diskussionswu¨rdig, als Maß eher den Spitzenwert zu nehmen.
Die Skalierbarkeit eines Algorithmus wird u¨blicherweise durch die beno¨tigte Rechenzeit in
Abha¨ngigkeit von der Problemdimension gemessen. Dies ist sicherlich ein wichtiges Maß, Barr et al.
(1995) schlagen aber vor, zusa¨tzlich die Qualita¨t der besten Lo¨sung in Abha¨ngigkeit der Problem-
dimension anzugeben. Damit zusammenha¨ngend ist es nu¨tzlich, die erreichte Gu¨te in Abha¨ngigkeit
von der beno¨tigten Rechenzeit aufzutragen. Weitere hilfreiche Angaben umfassen die beno¨tigte
Rechenzeit in Abha¨ngigkeit von der Problemdimension und die Robustheit des Algorithmus in
Abha¨ngigkeit von der erreichbaren Gu¨te.
Beyer (2001, S. 14-18) unterscheidet die lokale und die globale Konvergenz. Unter der globalen
Konvergenz versteht er das Verhalten des EA, gegen das (globale) Optimum zu konvergieren. Zur
1In der ga¨ngigen Literatur wird auch der Begriff des Performance-Maßes zur Beurteilung der Leistung eines
Algorithmus verwendet. In dieser Arbeit wird jedoch ausschließlich der neutralere Begriff des Gu¨temaßes benutzt.
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∗)| < ²) = 1 ,
fu¨r ein passendes ² > 0.
Den Nutzen solcher Analysen fu¨r praktische Anwendungen schra¨nkt Beyer (2001, S. 16) selbst
ein, weil die Durchfu¨hrung u¨ber lim g →∞ Generationen nicht mo¨glich ist. Somit ist eine Betrach-
tung u¨ber einem endlichen Zeitraum notwendig. EA sind dafu¨r bekannt, in kurzer Zeit akzeptable
Lo¨sungen zu liefern. Diese Eigenschaft steht in Opposition zur Konvergenzsicherheit. Um das Op-
timum sicher zu finden, muss der gesamte Suchraum u¨berpru¨ft werden.
Neben der globalen Konvergenz geht Beyer (2001, S. 17) auch auf die lokalen Aspekte der
Konvergenz ein. Durch die Variationsoperatoren evolutiona¨rer Algorithmen wird eine lokale Nach-
barschaft definiert. Diese muss eng begrenzt sein, weil die Wahrscheinlichkeit einer Verbesserung
mit zunehmender Nachbarschaftsgro¨ße i.d.R. immer kleiner wird. Als Maß fu¨r den lokalen Fort-
schritt unterscheidet er die Fortschrittsrate ϕ im Parameterraum und den Qualita¨tsgewinn Q im
Fitnessraum.
Die Konzentration auf den Fitnesswert wird auch durch verschiedene Maße der Konvergenzge-
schwindigkeit begru¨ndet. So stu¨tzt sich Ba¨ck (1996, S. 151) auf eine Definition von Schwefel (1988),






verwendet, ist im Original von Schwefel der Logarithmus zur Basis 10 benutzt worden. Die Verwen-
dung des Logarithmus zur Basis 10 hat den Vorteil, dass das Fortschrittsmaß die Verbesserung in
10er-Potenzen angibt. Dieses Vorgehen wird auch von Kursawe (1999, S. 50) gestu¨tzt. Er verwendet









das beru¨cksichtigt, dass eine Konvergenz bei ho¨herdimensionalen Problemstellungen i.Allg. schwie-
riger ist.











aus der Wurzel des Funktionswertes des Startvektors und dem arithmetischen Mittel der Funkti-
onswerte der Population nach g Generationen. Man erha¨lt somit ein Maß fu¨r die auf den Abstand
zum Ziel bezogene Verbesserung vom Start aus in Zehnerpotenzen.
Auch in dynamischen Umgebungen besteht eine der einfachsten Mo¨glichkeiten des Vergleichs
zweier oder mehrerer Verfahren darin, jedem Verfahren einen einfachen Zahlenwert seiner Leis-
tungsfa¨higkeit zuzuordnen. Hierbei ko¨nnte es sich bspw. um eine Abscha¨tzung der Genauigkeit,
sich einem Optimum anzupassen oder seiner Konvergenzgeschwindigkeit handeln, jeweils gemittelt
u¨ber ein mehr oder weniger großes Spektrum von Zielfunktionen. Die Eigenschaft in der letzte-
ren Situation ist besonders dann von Interesse, wenn sich die Umgebung selten a¨ndert, dafu¨r aber
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gro¨ßere Anpassungen notwendig sind. In diesem Fall ko¨nnte der Schwerpunkt darauf liegen, dass
sich der EA schnell an die neue Umgebung anpasst.
Einen ersten Ansatzpunkt fu¨r auf dynamische Umgebungen angepasste Maße liefern die von
Trojanowski und Michalewicz (1999a) eingefu¨hrten und auf De Jong (1975) zuru¨ckgehenden Maße
ACC und ADA. De Jong (1975, S. 11-12) unterscheidet zwei lokale Gu¨temaße:
• Die on-line Performance einer Strategie ist durch den Fall motiviert, dass ein System in Echt-
zeit optimiert werden muss. Hierbei ist entscheidend, dass sich ein gutes durchschnittliches
Verhalten ergibt.
• Die off-line Performance einer Strategie ist durch den Fall motiviert, dass ein System zuna¨chst
analysiert und anschließend in Echtzeit mit der besten Lo¨sung betrieben werden kann.
Diese Maße wurden von Trojanowski und Michalewicz (1999a) aufgegriffen und auf den Fall u¨ber-









Hierbei handelt es sich um die durchschnittliche Abweichung des besten Individuums einer je-
den Generation vom Optimum zum Zeitpunkt jeweils vor einer A¨nderung der Umwelt. Erfolgt
ein EA-Lauf bspw. u¨ber 100 Generationen und a¨ndert sich die Fitness alle 20 Generationen,
so wird der Durchschnitt von insgesamt 5 Werten benutzt, na¨mlich den Abweichungen zu den












Die Anpassungsfa¨higkeit misst die durchschnittliche Abweichung des jeweils besten Individu-
ums einer Generation vom Optimum u¨ber den gesamten EA-Lauf.
In beiden Fa¨llen bezeichnet erri,j die Differenz der Fitness zwischen der besten Lo¨sung der j-ten
Generation nach der letzten (der i-ten) A¨nderung und dem optimalen Wert nach der i-ten A¨nderung
(i ∈ {0, . . . ,K − 1}, j ∈ {0, . . . , l − 1}). Dabei bezeichnet K die Anzahl der A¨nderungen in einem
Lauf und l gibt die Anzahl der Generationen zwischen zwei A¨nderungen an. Fu¨r beide Maße (ACC
und ADA) sind diejenigen Werte besser, die na¨her an Null liegen.
Einen allgemeineren U¨berblick u¨ber diese Thematik bietet der a¨hnliche Artikel (Trojanowski
und Michalewicz 1999b) der gleichen Autoren. Wa¨hrend das Maß der Anpassungsfa¨higkeit auch
bei kontinuierlichen A¨nderungen anwendbar ist, versagt das Genauigkeitsmaß in diesen Situationen.
Die von De Jong (1975) eingefu¨hrten Maße werden u.a. auch von Branke (2002) sowie Branke und
Schmeck (2003) aufgegriffen und direkt auf den dynamischen Fall u¨bertragen.
Weicker (2002) definiert zuna¨chst drei Ziele der dynamischen Optimierung. Diese bestehen zum
einen darin, die Optimierungsgenauigkeit zu einem Zeitpunkt t zu maximieren. In diesen Wert
fließen sowohl der minimale als auch maximale Funktionswert im Suchraum zum Zeitpunkt t ein.
Dies erscheint wenig sinnvoll, da eine bloße Vergro¨ßerung des Suchraums eine A¨nderung dieses
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Wertes zur Folge hat. Zum anderen sollte die Stabilita¨t des Verfahrens verbessert werden. Diese
definiert er als den Wert der Verschlechterung der Optimierungsgenauigkeit von einer Generation
zur na¨chsten. Kann sich der EA sogar verbessern, so setzt er den Wert der Stabilita¨t auf Null, was
gleichzeitig den besten Wert darstellt. Bzgl. der Stabilita¨t erwa¨hnt er selbst, dass diese die absolu-
ten Funktionswerte unberu¨cksichtigt la¨sst. Von besonderer Bedeutung in Situationen, in denen sich
la¨ngere statische Phasen mit kurzen Phasen und großen A¨nderungen abwechseln, ist zum dritten
die ²-Reaktionsfa¨higkeit zum Zeitpunkt t. Sie gibt an, wie schnell ein Algorithmus nach einer Um-
gebungsa¨nderung bis auf einen Faktor ² wieder an die letzte gemessene Genauigkeit herankommen
kann.
Alle drei Kriterien basieren auf der Kenntnis des besten Funktionswertes. Dieser muss jedoch
nicht zwangsla¨ufig bekannt sein. Des Weiteren ist es mo¨glich, dass sich der beste Funktionswert
nach einer Umgebungsa¨nderung ebenfalls gea¨ndert hat, sodass die Werte der Maße nicht mehr
vergleichbar sind.
Einen guten U¨berblick u¨ber die in der ga¨ngigen Literatur verwendeten Gu¨temaße bietet auch
Morrison (2003). Generell ist zu bemerken, dass die wenigsten der Vero¨ffentlichungen zwischen
den beiden Phasen bei der dynamischen Optimierung unterscheiden, die eigentlich unterschiedliche
Gu¨temaße erfordern. Verschiedene Algorithmen werden eine unterschiedlich lange Suchphase bis
zum Erreichen der Verfolgungsphase beno¨tigen. Aus nahe liegenden Gru¨nden kann auch im dyna-
mischen Fall ein Algorithmus nur u¨ber eine begrenzte Anzahl Generationen ausgefu¨hrt werden. Ein
Algorithmus mit einer langen Suchphase, aber einer sehr nahen Verfolgung des Optimums ko¨nn-
te bei Mittelung u¨ber beide Phasen einem anderen Algorithmus benachteiligt sein, der sich dem
Optimum zwar sehr schnell na¨hert, diesem aber in einem gro¨ßeren Abstand folgt.
Aufgrund der fu¨r jedes bestehende Gu¨temaß existierenden Nachteile entwickeln wir hier ein
neues Gu¨temaß, den so genannten Average Best Function Value. Im Gegensatz zu anderen Maßen
beru¨cksichtigt er speziell die Resultate der Verfolgungsphase. Dabei wird davon ausgegangen, dass
fu¨r einen Anwender die erreichten Funktionswerte das entscheidende Kriterium zur Beurteilung
der Gu¨te eines Verfahrens darstellen. Wa¨hrend in multimodalen Landschaften der Abstand zum
Optimum nicht unbedingt aussagekra¨ftig ist, sollten auch hier die Funktionswerte das entscheiden-
de Kriterium fu¨r den Anwender sein und Aussagen zur Robustheit des Verfahrens ermo¨glichen.
Gleichzeitig sollten jedoch einzelne extreme Ausreißer das Maß nicht beeinflussen und so Aussagen
mo¨glicherweise verfa¨lschen. Der ABFV beru¨cksichtigt diese Anforderungen, indem er sich alleine
auf die wa¨hrend der Optimierung erreichten Funktionswerte stu¨tzt und andere Kriterien wie den
Abstand zum Optimum unberu¨cksichtigt la¨sst. Daneben greift er zur Bildung des Durchschnitts
auch auf den Median zuru¨ck, der unempfindlicher gegenu¨ber extremen Ausreißern ist als der Mit-
telwert. Im Folgenden wird dieses Maß na¨her erla¨utert.
In der Abbildung 4.9 sind die Ausschnitte einiger typischer Verla¨ufe der Suchphase in dynami-
schen Umgebungen dargestellt. Ein Einzellauf ist dabei gekennzeichnet durch seine Schwankungen
um einen durchschnittlichen Funktionswert. Mehrere Einzella¨ufe werden sich dann von Zeit zu Zeit
u¨berschneiden, sollten aber ein prinzipiell gleiches Verhalten aufweisen.
Zur Definition des ABFV abstrahieren wir nun von einzelnen realen Durchla¨ufen einer ES. Die
aus m Durchla¨ufen fu¨r jede Generation erhaltenen m Funktionswerte werden zuna¨chst sortiert. An-
schließend werden die Funktionswerte jeder Generation verbunden, die dem gleichen Sortierniveau
entsprechen. Das bedeutet, dass alle besten Werte miteinander verbunden werden, alle zweitbesten,
alle drittbesten usw. bis zum Verbinden aller schlechtesten Funktionswerte (Abb. 4.10). Auf diese
Weise erhalten wirm sortierte virtuelle La¨ufe. Nach der Berechnung der Mittelwerte dieserm La¨ufe
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Abbildung 4.9: Typische Verla¨ufe eines fiktiven EA wa¨hrend der Verfolgungsphase in einer dyna-
mischen Umgebung: Einzellauf (oben) und Mehrfachla¨ufe (unten).
lassen wir die La¨ufe selbst unberu¨cksichtigt und betrachten einzig noch die berechneten Mittelwer-
te. Der Median der so berechneten m Mittelwerte dient uns nun als Gu¨temaß ABFV. Dieses Maß
ist aufgrund der Berechnungen sehr robust gegenu¨ber auch extremen einzelnen Ausreißern in jedem
Einzellauf.
Eine formale Definition des ABFV wird im Folgenden geschildert. Sei f
(γ)
i der Funktionswert
des besten Individuums der Generation γ des i-ten Laufs. Dann ko¨nnen die Funktionswerte als



































































Abbildung 4.10: Sortierte virtuelle La¨ufe (oben) und deren Mittelwerte (unten).
wobei g die Anzahl der ausgefu¨hrten Generationen pro Lauf und m die Anzahl der Durchla¨ufe






























(i) bezeichnet also den i. besten aller Werte f
(γ)
i der Generation γ. Die Werte f
(·)
(i) stellen
dann den i. sortierten virtuellen Lauf dar. Mit i := b(m+1)/2c erhalten wir den mittleren sortierten









50 KAPITEL 4. VERGLEICH DER ERGEBNISSE VERSCHIEDENER STRATEGIEN
ist dann der gesuchte ABFV. Fu¨r gerades m ist der Median nicht eindeutig definiert. Hier wird der
Einfachheit halber der bessere f (b(m+1)/2c) der beiden mittleren Werte verwendet, wobei sich bei
genu¨gend großer Anzahl Durchla¨ufe jedoch keine spu¨rbaren A¨nderungen durch eine Verwendung
des anderen mittleren Wertes f (d(m+1)/2e) ergeben. In unseren Experimenten werden wir jedoch
immer eine ungerade Anzahl Durchla¨ufe ausfu¨hren, sodass der Median eindeutig definiert ist.
An dieser Stelle soll ein kurzer Vergleich der Eigenschaften des ABFV mit den in den vorigen
Absa¨tzen angesprochenen anderen Gu¨temaßen erfolgen. Die Definition des ABFV lehnt sich dabei
an die aus der Zeitreihenanalyse bekannte Mittelwertfunktion an, wo zu jedem Zeitpunkt t das
arithmetische Mittel aller Elemente benutzt wird (Schlittgen und Streitberg 1989, S. 74). Aufgrund
der noch zu beobachtenden großen Schwankungen innerhalb eines EA-Laufs wird beim ABFV
jedoch der Median benutzt. Dieser ist insbesondere dann na¨her am echten mittleren Wert, wenn
das Optimum den Funktionswert Null besitzt. Beim arithmetischen Mittel wu¨rde schon ein einziger
großer Ausreißer nach oben genu¨gen, um einen wesentlich verfa¨lschten Eindruck des mittleren Werts
zu liefern. Ein weiterer Vorteil dieses Maßes besteht darin, dass im Gegensatz zu bspw. dem ADA
der Wert des globalen Optimums nicht bekannt sein muss. Es ist somit auch fu¨r bisher wenig
untersuchte Problemstellungen geeignet, bei denen das genaue Optimum unbekannt ist.
Zwei Aspekte bilden ein Alleinstellungsmerkmal des ABFV gegenu¨ber den anderen Gu¨temaßen.
Zum einen werden von vornherein m Durchla¨ufe als Einheit betrachtet. So benutzt z.B. der ADA
wie viele andere Maße auch das arithmetische Mittel eines einzelnen Durchlaufs. Werden mehrere
Durchla¨ufe ausgefu¨hrt, wird u¨ber diese ebenfalls gemittelt. Der Einfluss einzelner Ausreißer bleibt
jedoch auch bei der Mittelung u¨ber alle La¨ufe bestehen, sodass gerade bei großen Schwankungen
die Durchschnittsfitness eines Laufs nicht unbedingt eine hinreichende Aussagekraft besitzt. Im Ge-
gensatz dazu betrachtet man beim ABFV sa¨mtliche La¨ufe zusammen und bildet das arithmetische
Mittel eines mittleren Laufs.
Der Vergleich der ABFV fu¨r unterschiedliche Strategien dient nun als ein Aspekt zur Einteilung
der Verfahren. Um weitere Aussagen zur Gu¨te eines Verfahrens treffen zu ko¨nnen ist es daru¨ber
hinaus aber auch mo¨glich, allemMittelwerte zu verwenden. Diese spiegeln dann jeweils unterschied-
liche Aspekte der Verfahren wider. Beispielsweise zeigt der Mittelwert der schlechtesten Werte an,
wie stark sich die Extremwerte bemerkbar machen. Interessant ist dieser Wert bspw. dann, wenn ein
Verfahren nur mo¨glichst geringe Abweichungen vom Durchschnittswert haben soll. Die Verwendung
aller m Mittelwerte gestattet auch die Durchfu¨hrung weitergehender statistischer Tests wie sie in
den vorangehenden Abschnitten dieses Kapitels dargestellt wurden. In den grafischen Darstellungen
der nachfolgenden Kapitel werden ha¨ufig neben dem ABFV auch die 0.05%- und 0.95%-Quantile
des ABFV aufgetragen. Dadurch ergibt sich ein approximatives 90%-Konfidenzintervall des ABFV.
Auch hierbei handelt es sich um ein wesentliches Element, das von anderen Autoren unbetrach-
tet bleibt. Diese definieren Gu¨temaße, die nur einen einzelnen Wert liefern und keine weiteren die
statistischen Schwankungen beru¨cksichtigenden Vergleiche ermo¨glichen.
Ein Aspekt dieses Maßes muss an dieser Stelle aber noch genannt werden. Es handelt sich
um die Mittelwerte virtueller La¨ufe, d.h. die realen La¨ufe ko¨nnen sich durchaus stark von den
sortierten La¨ufen unterscheiden, wodurch natu¨rlich auch das Gu¨temaß unter diesem Aspekt benutzt
werden muss. Trotzdem bietet sich die Vorgehensweise an, um ein mo¨glichst robustes, aber dennoch
einfaches Maß zu verwenden.
Das Maß ABFV ist hier zwar nur fu¨r dynamische Umgebungen eingefu¨hrt worden, kann aber
leicht auf den statischen Fall erweitert werden. Dazu muss nur entschieden werden, wie der ABFV
in den denkbaren Situationen berechnet werden soll. Zu den mo¨glichen Situationen geho¨ren:
4.4. FAZIT 51
• Stagnation: Stagniert das Verfahren in einem lokalen Optimum, la¨sst sich der ABFV in ana-
loger Weise betrachten, als ob es sich um die Verfolgungsphase handelt.
• Konvergenz: Schreitet das Verfahren u¨ber den gesamten Zeitraum der Optimierung voran,
ist zu entscheiden, ob das Verfahren so lange fortgefu¨hrt wird bis eine Stagnation einsetzt.
Ist dies nicht mo¨glich, bieten sich zwei Vorgehensweisen an. Zum einen kann auch hier ein
gewisser Bereich der letzten Funktionswerte als Grundlage des Maßes genommen werden.
Zum anderen ist es denkbar, nur den letzten Funktionswert zu nehmen, wenn sich ansonsten
eine zu große Diskrepanz erga¨be.
• Divergenz: Hier gilt das Entsprechende wie fu¨r die Konvergenz.
In dieser Arbeit wird in statischen Umgebungen der Einfachheit halber und weil die Ergebnisse im
statischen Fall nicht im Vordergrund stehen, nur der letzte Wert jedes Durchlaufs zur Berechnung
des ABFV verwendet. Bei einer genu¨genden Anzahl Durchla¨ufe sollte in statischen Umgebungen
auch der letzte Wert eine hohe statistische Aussagekraft besitzen, da in diesen Situationen die
Schwankungen nicht so groß sind. Die durch statistische Erkenntnisse begru¨ndete Zahl von jeweils
mindestens 31 durchgefu¨hrten La¨ufen sollte dies gewa¨hrleisten.
4.4 Fazit
In diesem Kapitel wurden die Mo¨glichkeiten zur Beurteilung und zum Vergleich verschiedener Stra-
tegien aufgrund empirischer Daten vorgestellt. Ein wesentlicher Bestandteil bildete die Darstellung
der zur Einscha¨tzung eines Verfahrens notwendigen Gu¨temaße. Hierzu wurden die ga¨ngigsten exis-
tierenden Gu¨temaße fu¨r statische und dynamische Umgebungen vorgestellt. Dies beinhaltet eine
ausfu¨hrliche Diskussion der Vor- und Nachteile der einzelnen Maße. Eines der Mankos dieser Ma-
ße besteht in der Anfa¨lligkeit gegenu¨ber einzelnen starken Ausreißern, die gerade in dynamischen
Umgebungen auftreten. Als Abhilfe wurde deshalb ein neues Maß entwickelt, das unempfindlich
auch gegenu¨ber mehreren extremen Ausreißern ist. Daru¨ber hinaus gestattet das neue Maß weiter-
gehendere statistische Tests zur Beurteilung der Gu¨te der eingesetzten Algorithmen.







Der Problematik der Auswahl einer geeigneten Suite von Testfunktionen ist in der Literatur ei-
ne Reihe von Artikeln gewidmet. Beispielhaft seien hier die fru¨hen Beitra¨ge von Schwefel (1975,
S. 319ff), De Jong (1975, S. 196ff) sowie To¨rn und Z˘ilinskas (1989, S. 183ff) genannt. Dazu
geho¨ren aber auch Beitra¨ge zur Erzeugung konkreter Probleminstanzen wie sie beispielsweise von
Michalewicz, Deb, Schmidt und Stidsen (2000) vorgestellt werden. Daru¨ber hinaus findet sich im
Internet eine Vielzahl weiterer Problemgeneratoren mit zahlreichen zusa¨tzlichen Hinweisen und
Lo¨sungsverfahren (z.B. http://www.cs.uwyo.edu/~wspears/multi.kennedy.html sowie http:
//www.mat.univie.ac.at/~neum/glopt/test.html). Einen umfangreichen neueren Katalog von
Testfunktionen hat Suganthan (2005) mit Unterstu¨tzung zahlreicher anderer Autoren erstellt.
Jede einzelne dieser Testsuiten ist aus Sicht der jeweiligen Autoren gut begru¨ndet. Dennoch
unterscheiden sich die gewa¨hlten Zusammenstellungen teilweise sehr. Die Beru¨cksichtigung aller
Richtlinien fa¨llt einem Experimentator deshalb schwer. Auch wenn die jeweiligen Testfunktionen
im eigenen Fall aus dem einen oder anderen Grund nicht in Betracht kommen, sollte man den-
noch versuchen, die Argumentationskette nachzuvollziehen und daraus eigene Schlu¨sse zu ziehen.
Exemplarisch soll an dieser Stelle nur einer der zahlreichen Artikel herausgegriffen werden.
Einen wesentlichen Teil ihres Artikels widmen Eiben und Jelasity (2002) den Testfunktionen. Sie
bema¨ngeln, dass zur Einordnung eines Verfahrens oftmals ein Vergleich auf einer gro¨ßeren Anzahl
Testfunktionen durchgefu¨hrt wird, die ohne Begru¨ndung aus der Literatur u¨bernommen wurden.
Stattdessen sollte das Testen eines Algorithmus auf genau definierten Problemklassen erfolgen.
Dabei gelte es aber, solche nutzlosen allgemeinen Problemklassen wie die der ha¨ufig benutzten
NP-harten zu vermeiden. Ein erforderliches Merkmal der Problemklassen muss die A¨hnlichkeit
des Verhaltens eines Algorithmus auf den in einer Problemklasse enthaltenen Problemen sein. So
erwa¨hnen die Autoren eine eigene Vero¨ffentlichung, in der ein bestimmter EA innerhalb einer Pro-
blemklasse ein signifikant unterschiedliches Verhalten zeigte. Ohne das unterschiedliche Verhalten
genauer zu spezifizieren, sei dies ein deutliches Indiz dafu¨r, die Festlegung der Problemklassen zu
u¨berdenken.
Die Autoren erwa¨hnen, dass den Problemgruppen Klassen von Fitnesslandschaften zugeordnet
werden ko¨nnen. Problematisch sei dieses Vorgehen jedoch dann, wenn vom eigentlichen Problem
abstrahiert wird und nur noch die Fitnesslandschaft betrachtet wird. Die Fitnesslandschaft wird
dann durch die benutzten Repra¨sentationen und Operatoren der EA quasi transformiert. Daru¨ber
hinaus sind die Fitnesslandschaften von solchen Problemen nur schwer zu klassifizieren, deren Funk-
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tionswerte wir nur durch umfangreiche Berechnungen an endlich vielen Stellen erhalten ko¨nnen.
Zur Beurteilung der Algorithmen empfehlen Eiben und Jelasity (2002) ein Vorgehen aus dem
maschinellen Lernen, bei dem die Algorithmen fu¨r gewisse Probleme der Problemklasse (Trai-
ningsdaten) optimiert werden und anschließend anhand anderer Probleme derselben Problemklasse
(Testdaten) miteinander verglichen werden.
Oftmals werden Zielfunktionen verwendet, die durch U¨berlagerung mehrerer Peaks entstehen,
die sich frei im Raum bewegen ko¨nnen. Solche Testfunktionen benutzen bspw. Morrison (2004,
S. 72) und Branke (2002, S. 81). Insgesamt bieten solche Funktionstypen eine Vielzahl interessanter
Mo¨glichkeiten zu denen die Variation der Ho¨he der Peaks und die A¨nderung der Anzahl der lokalen
Optima durch U¨berlagerung einzelner Peaks geho¨ren.
Weitere Hinweise zur Verwendung geeigneter Testfunktionen finden sich bei Scho¨nemann (1999)
und Kleefeld (2004). Erstere Arbeit stellt neben einzelnen existierenden Klassifikationsversuchen
auch eine U¨bersicht der Anforderungen an Testfunktionen sowie ausgewa¨hlter Testsuiten vor. Die
Arbeit von Kleefeld bezieht sich insbesondere auch auf den dynamischen Fall und gibt detaillierte
Hinweise auf unterschiedliche Bewegungsarten.
Die fu¨r die vorliegende Untersuchung durchgefu¨hrte Auswahl geeigneter Testfunktionen resul-
tiert im Wesentlichen aus den folgenden U¨berlegungen. Einerseits soll die Vergleichbarkeit der
eigenen Ergebnisse mit denen anderer Autoren gewa¨hrleistet sein. Deshalb wird die Verwendung
ga¨ngiger Testprobleme propagiert. Andererseits soll ein mo¨glichst breites Spektrum ha¨ufig auf-
tretender Problemklassen beru¨cksichtigt werden. Dadurch soll das Verhalten der Algorithmen bei
Auftreten unterschiedlicher Eigenschaften der Probleme ermittelt werden.
Die in dieser Arbeit erfolgte Beschra¨nkung auf eine relativ kleine Anzahl von Testproblemen
resultiert aus der Beru¨cksichtigung eines praktischen Gesichtspunktes. In statischen Umgebungen
zeigt ein Algorithmus oftmals ein relativ gleichma¨ßiges Verhalten wa¨hrend des gesamten Laufs.
Nach einer Phase mit stetigen Verbesserungen gelangt er in ein lokales Optimum. Die Adaptation
der Strategieparameter sorgt dann dafu¨r, dass er dieses nur selten verlassen kann und stattdessen
stagniert. Demgegenu¨ber werden bei der Optimierung in dynamischen Umgebungen wa¨hrend eines
Laufs ha¨ufig unterschiedliche Phasen beobachtet, weshalb eine Optimierung u¨ber eine la¨ngere Zeit
durchgefu¨hrt werden muss. Aus demselben Grund mu¨ssen zur mo¨glichst vollsta¨ndigen Beurteilung
eines Verfahrens fu¨r jede Generation sa¨mtliche relevanten Zwischenergebnisse protokolliert werden.
Des Weiteren ko¨nnen sich einzelne La¨ufe etwas sta¨rker voneinander unterscheiden als im stati-
schen Fall, weshalb fu¨r jeden einzelnen Lauf eine gro¨ßere Zahl Generationen zu wa¨hlen ist. Beide
Eigenschaften fu¨hren zu einem erho¨hten Ressourcenverbrauch (Speicherbedarf und Rechenzeit).
5.1.1 Kugelmodell






etabliert. Es hat fu¨r die Dimension n = 2 das in der Abbildung 5.1 dargestellte Aussehen und be-
sitzt wie alle im Folgenden vorgestellten Funktionen das Minimum f(x∗) = 0, wobei x∗ = (0, . . . , 0).
Das Kugelmodell spiegelt die Eigenschaften der meisten Optimierungsprobleme in unmittelbarer
Umgebung des globalen Optimums wider. Im statischen Fall dient es zur Messung der Konvergenz-
geschwindigkeit eines Verfahrens. Um vergleichbare Startbedingungen zu gewa¨hrleisten, aber den-



































Abbildung 5.1: Kugelmodell fu¨r die Dimension n = 2.
hier benutzten Funktionen zufa¨llig innerhalb eines Intervalls initialisiert. Wa¨hrend des Laufs sind
die Variablen dagegen unbeschra¨nkt, was insbesondere zur Feststellung einer Divergenz notwendig
ist. Fu¨r die Startpopulation im Kugelmodell wird in Anlehnung an Ba¨ck (1996) eine gleichverteilte
zufa¨llige Initialisierung aller Objektvariablen aus dem Intervall [−40, 60]n gewa¨hlt.
5.1.2 Ackley-Funktion
Die von Ba¨ck (1996, S. 143) benutzte generalisierte Ackley-Funktion















cos (c · xi)
)
+ a+ e
mit a = 20, b = 0.2, c = 2pi,
besitzt eine moderate Multimodalita¨t und sollte den meisten Algorithmen keine besonderen Schwie-
rigkeiten bei der Optimierung bereiten. Die Abbildung 5.2 zeigt das Aussehen der Funktion fu¨r die
Problemdimension n = 2. Die Initialisierung der Startpopulation erfolgt im Intervall [−20, 30]. Die
Ackley-Funktion wird in diesen Testkatalog integriert, um das Verhalten EA auf leicht multimo-
dalen Funktionen zu beobachten. Aufgrund der Problemstruktur sollten die Abweichungen zum
Verhalten auf dem Kugelmodell relativ gering ausfallen.






























Abbildung 5.2: Generalisierte Funktion von Ackley fu¨r n = 2.
5.1.3 Rastrigin-Funktion
Ba¨ck und Hammel (1994) verwenden in ihren Experimenten folgende verallgemeinerte Funktion
von Rastrigin
fRastrigin(x) = n ·A+
n∑
i=1
(x2i −A · cos (ω · xi))
mit A = 3, ω = 2pi,
die fu¨r den zweidimensionalen Fall in der Abbildung 5.3 dargestellt ist. Wie bei den anderen beiden
Funktionen erfolgt die Beschra¨nkung der Objektvariablen nur fu¨r die Initialisierung. Hierfu¨r gilt
−30 ≤ xi ≤ 30. Im Gegensatz zur Ackley-Funktion ist die Rastrigin-Funktion jedoch durch eine we-
sentlich gro¨ßere Multimodalita¨t gepra¨gt und nach Ba¨ck und Hammel dementsprechend schwieriger
zu optimieren.
Zu beachten ist bei der Rastrigin-Funktion, dass sie ab einem bestimmten Schwellwert der
Objektvariablen keine lokalen Optima mehr besitzt. Dies gilt, wenn alle Einzelterme
fxi = x
2
i −A · cos (ω · xi)
monoton wachsen oder fallen. Dies ist dann erfu¨llt, wenn die jeweiligen Ableitungen
f
′



























Abbildung 5.3: Generalisierte Funktion von Rastrigin fu¨r n = 2.
alle entweder immer gro¨ßer als Null oder immer kleiner als Null sind. Da sin (·) ∈ [−1, 1] ist das der
Fall, wenn die Objektvariablen den gesamten Term dominieren, also wenn fu¨r alle i ∈ {1, . . . , n}
gilt (mit A > 0, ω > 0):
2xi > Aω ⇒ xi > Aω
2
oder
2xi < −Aω ⇒ xi < −Aω
2
.
Ab |xi| > Aω/2 ∀i kann die Rastrigin-Funktion durch das Kugelmodell angena¨hert werden. Den-
noch sollte die gro¨ßere Multimodalita¨t der Rastrigin-Funktion dazu fu¨hren, dass die Ergebnisse
sta¨rker von den auf den beiden anderen Testfunktionen erreichten Resultaten abweichen. Was eine
gu¨nstige Wahl der Populationsgro¨ßen anbelangt, wird hier interessant sein, ob es gro¨ßere Abwei-
chungen zwischen dem statischen und dem dynamischen Fall gibt.
Fu¨r zuku¨nftige Untersuchungen sollten auch Funktionen integriert werden, die im statischen Fall
sehr schwierig zu optimieren sind. Hierdurch ko¨nnte u¨berpru¨ft werden, ob es benennbare Problem-
eigenschaften gibt, die die Optimierung im dynamischen Fall erleichtern. Eine Eigenschaft solcher
Problemstellungen ko¨nnte bspw. eine extrem multimodale Fitnesslandschaft sein, da aufgrund der
angenommenen permanenten Dynamik eine Stagnation in einem lokalen Optimum verhindert wer-
den sollte. Dass dieses Pha¨nomen u¨berhaupt auftritt, wurde bereits von Kleefeld (2004, S. 91)
beschrieben.
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5.1.4 Verwendete Bewegungsarten
Nach der Auswahl der zu benutzenden Testfunktionen mu¨ssen noch die zu verwendenden Bewe-
gungsarten festgelegt werden. Wie von Kleefeld (2004) dargestellt, gibt es eine Vielzahl unterschied-
lichster Bewegungsformen. Sieht man von solch komplexen A¨nderungen wie der Transformation von
einer Funktion in eine andere ab, sind hier u.a. die Verschiebung oder Drehung in der Ebene denk-
bar.
Fu¨r eine erste Untersuchung beschra¨nken wir uns in der vorliegenden Arbeit auf eine einfache
Verschiebung der benutzten Funktionen. Trotz dieser Beschra¨nkung besitzen wir im Folgenden wei-
tere zahlreiche Freiheitsgrade. Neben der obligatorischen Bewegungssta¨rke1 s ist es bspw. mo¨glich,
die Bewegung linear, zyklisch oder zufa¨llig zu gestalten. Bereits im linearen Fall sind weitere Un-
terscheidungen nach der Bewegungsrichtung mo¨glich.
Wir konzentrieren uns auf Bewegungsmuster, bei denen sich das Optimum in eine gleich blei-
bende Richtung bewegt. Genauer gesagt wird die gesamte Funktion verschoben, der Einfachheit
halber sprechen wir jedoch nur davon, dass sich das Optimum bewegt. Folgende Bewegungstypen
werden verwendet:
Typ I: Das Optimum bewegt sich in genau einer Dimension mit der Sta¨rke s.
Typ II: Das Optimum bewegt sich in allen Dimensionen gleich mit der Gesamtsta¨rke s.
Typ III: Das Optimum bewegt sich in allen Dimensionen mit der Gesamtsta¨rke s, wobei die
Bewegung in den Dimensionen unterschiedlich ist.
Die Bewegung erfolgt bei allen Varianten in festen Absta¨nden ∆g. Durch eine Wahl ∆g > 1 ko¨nnen
auch la¨ngere statische Phasen realisiert werden. Die Bewegungssta¨rke s bezeichnet die zuru¨ckgelegte
Entfernung des Optimums bei jeder Bewegung. Die wa¨hrend der Optimierung u¨ber g Generationen
insgesamt zuru¨ckgelegte Entfernung betra¨gt dann s · g/∆g. Ungleichma¨ßige Bewegungen lassen
sich dadurch realisieren, dass die Bewegungssta¨rke nicht mehr konstant gehalten wird, sondern
nunmehr normalverteilt mit einer Standardabweichung d um s schwankt. In diesem Fall sorgt
eine große Zahl von Generationen aber ebenfalls fu¨r eine ungefa¨hre Gesamtentfernung von s ·
g/∆g, sodass eine merkbare Beeinflussung der Ergebnisse, die aus unterschiedlichen zuru¨ckgelegten
Gesamtentfernungen resultiert, ausgeschlossen werden kann.
Fu¨r alle drei Varianten soll das jeweilige Bewegungsmuster anhand des zweidimensionalen Falles
grafisch verdeutlicht werden (Abbildungen 5.4 bis 5.6). Die Bewegung des Typs I erfolgt in nur einer
(i.Allg. der ersten) Dimension, alle anderen Dimensionen bleiben konstant. Dagegen bewegt sich
das Optimum bei den Typen II und III in allen Dimensionen. Wa¨hrend beim Typ II die Bewegung
in allen Dimensionen gleich geschieht, differieren beim Bewegungstyp III die Entfernungen in den
Dimensionen. Die Bewegung ist dabei so gestaltet, dass sich in jeder Koordinate die Entfernung
erho¨ht. Konkret bewegt sich das Optimum in der ersten Koordinate um einen Betrag a, in der
zweiten um einen Betrag
√
2 · a, in der dritten um einen Betrag √3 · a, . . ., und in der n-ten
Koordinate um einen Betrag
√
n · a. Der Term a ha¨ngt dabei sowohl von der Bewegungssta¨rke s














1Die Bewegungssta¨rke ist hier als die pro Generation zuru¨ckgelegte Entfernung im Rn definiert.
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Abbildung 5.4: Typ I

















Abbildung 5.5: Typ II

















Abbildung 5.6: Typ III
Abbildungen 5.4 bis 5.6: Grafische Verdeutlichung der unterschiedlichen Bewegungsarten. In allen
Fa¨llen ist eine Bewegungssta¨rke von s = 10 angenommen.





Zur Verdeutlichung sei eine 30-dimensionale Funktion mit einer Bewegungssta¨rke s = 1 ange-
nommen. Daraus folgt a = 1/
√
465. Das Optimum bewegt sich in der ersten Koordinate um den
Wert
√
1/465, in der zweiten um den Wert
√
2/465 usw. und in der letzten Koordinate um den
Wert
√















· 465 = 1 .
5.2 Vorgehensweise und EA-Parametrisierung
In den nachfolgenden Untersuchungen wird fu¨r jedes Optimierungsproblem zuna¨chst eine hier als
Standard-ES bezeichnete Evolutionsstrategie eingesetzt, deren Parametrisierung in Tabelle 5.1 an-
gegeben ist. Anschließend werden einzelne Experimente gestartet, die in ausgesuchten Parametern














Rekombination Objektvariable: paarweise diskret
Strategieparameter: global-intermedia¨r
Selektion Komma
von dieser Standardeinstellung abweichen. Dies dient dazu, den mo¨glichen Einfluss einzelner Aspek-
te zu isolieren und im Idealfall quantifizieren zu ko¨nnen. Die von der Standardparametrisierung ab-
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weichenden Einstellungen eines Experiments sind jeweils deutlich bezeichnet, sodass die Resultate
reproduzierbar sind.
Bei den vorliegenden Untersuchungen wird die Problemdimension immer u¨ber den Bereich
n = {5, 10, 20, 30, 40, . . . , 200} variiert. Zusa¨tzliche Problemdimensionen werden beru¨cksichtigt,
wenn dies notwendig oder sinnvoll erscheint. Aus Gru¨nden der U¨bersichtlichkeit finden sich in
vielen Abbildungen nur die Darstellungen fu¨r wenige ausgewa¨hlte Problemdimensionen. In den
meisten Fa¨llen liegen die Kurven fu¨r die anderen n zwischen den Darstellungen der benachbarten
Problemdimensionen. Bei erwa¨hnenswerten Abweichungen wird dieser Umstand aufgezeigt.
Fu¨r die in der vorliegenden Untersuchung einen großen Rahmen einnehmende Betrachtung der
durch unterschiedliche Populationsgro¨ßen erreichbaren Ergebnisse werden in den meisten Experi-
menten die Populationsgro¨ßen auf die Werte
µ = {2, 3, 5, 8, 10, 15, 20, 30, 40} und
λ = {10, 15, 20, 25, 30, 40, 50, 60, 70, 80, 100, 120, 140, 160, 180, 200}
gesetzt. In besonders interessant erscheinenden Situationen werden fu¨r µ und λ weitere Werte be-
nutzt. Bekannt ist, dass fu¨r das Funktionieren der (Selbst-)Adaptation der Selektionsdruck einen
bestimmten Wert besitzen muss. Dem Autor ist keine Untersuchung bekannt, in der sich ein Se-
lektionsdruck kleiner drei als optimal erwies. Deshalb werden hier nur Kombinationen der obigen
Werte mit λ ≥ 3µ verwendet.
Zur Erzielung einer guten statistischen Mittelung werden fu¨r alle Strategien mindestens 31 un-
abha¨ngige Durchla¨ufe verwendet. In den Experimentreihen mit unterschiedlichen Problemdimensio-
nen n wird die Anzahl der Funktionsauswertungen in Abha¨ngigkeit von n gewa¨hlt. Dieses Vorgehen
soll dem ho¨heren Optimierungsbedarf aufgrund der wachsenden Problemdimension Rechnung tra-
gen. In den statischen Umgebungen betra¨gt die Anzahl der Funktionsauswertungen 2000n. Soweit
nichts anderes gesagt, wird in dynamischen Umgebungen die Anzahl auszufu¨hrender Funktionsaus-
wertungen auf 10000n festgelegt. Da nur vollsta¨ndige Generationen (bspw. b2000n/λc) ausgefu¨hrt
werden, kann sich die echte Anzahl von Funktionsauswertungen abha¨ngig von der gewa¨hlten Anzahl
Nachkommen geringfu¨gig unterscheiden. Dies ist insbesondere beim Vergleich zweier EA-Varianten
bei gleicher Problemdimension zu beru¨cksichtigen, hat jedoch, was hier vorweggenommen werden
soll, keinen spu¨rbaren Einfluss auf die Ergebnisse.
In dynamischen Umgebungen wird in den Experimentreihen mit einer unterschiedlichen An-
zahl Nachkommen die zuru¨ckgelegte Gesamtentfernung identisch gewa¨hlt. Dies bedeutet z.B. dass
bei einer Halbierung der Anzahl der Nachkommen die pro Generation zuru¨ckgelegte Entfernung
ebenfalls halbiert wird. In den Experimenten mit verschiedenen Bewegungsfrequenzen ∆g kann die
pro Generation zuru¨ckgelegte Entfernung dagegen identisch gewa¨hlt werden, wenn sich bei einer
Halbierung der Nachkommen die Bewegungsfrequenz verdoppelt.
Daru¨ber hinaus kann es bei der Verwendung einer variablen Bewegungssta¨rke wegen der stochas-
tischen Schwankungen ebenfalls zu abweichenden zuru¨ckgelegten Gesamtentfernungen kommen. In
den Experimenten ist die Anzahl der Generationen jedoch so groß gewa¨hlt, dass die Unterschiede
kleiner als 2% sind und sich nicht wesentlich auf den erreichten ABFV auswirken.
Die Initialisierung der Startpopulation erfolgt im statischen Fall zufa¨llig gleichverteilt u¨ber dem
gesamten Wertebereich. Im dynamischen Fall wird die Startpopulation immer im oder nahe dem
Optimum initialisiert, wobei die Strategieparameter ebenfalls nahezu optimal gewa¨hlt werden. Den-
noch wird dem Algorithmus ein gewisser Zeitrahmen eingera¨umt, in dem eine mo¨gliche Adaptation
der Strategieparameter erfolgen kann.
Kapitel 6
Geeignete Wahl der Anzahl der
Schrittweiten
6.1 Einfu¨hrung
In statischen Umgebungen ha¨ngt die optimale Anzahl nσ der zu verwendenden Schrittweiten stark
von der zu optimierenden Funktion und dem gewa¨hlten Startpunkt ab. So erweist es sich als
vorteilhaft, bei symmetrischen Funktionen und einer in allen Achsen gleichen Entfernung zum
Optimum mit nur einer Schrittweite zu arbeiten. Dagegen fu¨hrt eine solche Strategie bei stark
unsymmetrischen Funktionen zu schlechteren Ergebnissen.
In diesem Kapitel werden nun einige Untersuchungen durchgefu¨hrt, die zeigen sollen, wie viel
versprechend eine unterschiedliche Wahl der Anzahl der Schrittweiten im dynamischen Fall ist. Um
die Anzahl der durchzufu¨hrenden Experimente zu beschra¨nken, werden zuna¨chst nur die beiden
Extremfa¨lle nσ = 1 und nσ = n betrachtet. Die Hoffnung dabei ist, dass aufgrund der erzielten
Ergebnisse auch qualitative Aussagen fu¨r die dazwischen liegenden Varianten 1 < nσ < n gemacht
werden ko¨nnen. Zur Verifizierung der gemachten Vermutungen erfolgen ausgewa¨hlte Experimente
mit einer alternativen Anzahl Schrittweiten.
6.2 Experimentelle Untersuchungen
Als Zielfunktionen kommen die im Kapitel 5 vorgestellten drei Testfunktionen fu¨r mehrere Problem-
dimensionen zum Einsatz. Zur Gestaltung der Dynamik werden die im gleichen Kapitel definierten
drei Bewegungstypen mit verschiedenen Sta¨rken s eingesetzt.
Zuna¨chst verwenden wir das Kugelmodell, bei dem sich das Optimum in nur einer Richtung
bewegt. Die Verwendung einer ES mit nur einer Schrittweite ist hier unangebracht, da in der Ko-
ordinate der Bewegung eine Schrittweite σ = s optimal ist, in den anderen Dimensionen aber
ein Wert nahe Null. Zur Verifizierung unserer Vermutung und Abscha¨tzung der quantitativen Un-
terschiede mu¨ssen wir die Ergebnisse beider Strategien vergleichen. Die Abbildung 6.1 zeigt fu¨r
n = 10 die Werte des ABFV in Abha¨ngigkeit von der Bewegungssta¨rke s sowohl fu¨r eine ES mit
einer Schrittweite als auch mit n Schrittweiten. Wa¨hrend eine lineare Skalierung der y-Achse keine
deutlichen Hinweise auf eine Beziehung zula¨sst, zeigt die hier dargestellte Grafik einen eindeutigen
Zusammenhang. Der erreichte ABFV ha¨ngt in dem hier gewa¨hlten Bereich quadratisch von der Be-
wegungssta¨rke s ab. Die auf dem reellwertigen Suchraum arbeitende ES mit einer Schrittweite ist
also auch bei einer gro¨ßeren zuru¨ckgelegten Entfernung in der Lage, dem Optimum zu folgen – auch
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Abbildung 6.1: Abha¨ngigkeit des erreichten ABFV von der Bewegungssta¨rke fu¨r eine (15, 100)-ES
mit einer Schrittweite und n Schrittweiten auf dem 10-dimensionalen dynamischen Kugelmodell
bei einer Bewegung in einer Dimension (Typ I).
wenn nur mit einer in der Bewegungssta¨rke quadratisch zunehmenden Distanz. Diese Eigenschaft
steht im Gegensatz zu Beobachtungen mit einem auf einer OneMax-Problemstellung eingesetzten
bina¨ren EA, wo eine Bewegungssta¨rke zu verzeichnen war, ab der der EA dem Optimum nicht mehr
folgen konnte (Droste 2003). Wie die Werte einzuscha¨tzen sind, zeigt der Vergleich mit einer ES
mit mehr als einer Schrittweite. Zu erwarten ist, dass eine solche ES besser in der Lage ist, sich
an den Bewegungstyp anzupassen, da die unterschiedlichen Schrittweiten fu¨r die einzelnen Dimen-
sionen ein dichteres Verfolgen des Optimums gestatten sollten. Diese Vermutung wird auch durch
die entsprechenden Ergebnisse besta¨tigt. Unter den gewa¨hlten Testbedingungen macht sich also die
Verwendung einer ES mit n Schrittweiten bezahlt.
Aus den in der obigen Abbildung zu erkennenden Schwankungen ist daru¨ber hinaus ersichtlich,
dass fu¨r eine genauere Bestimmung des ABFV in diesen Fa¨llen weitere La¨ufe notwendig wa¨ren.
Daneben ist eine Extrapolation der Resultate auf eine Bewegung mit extrem großen Spru¨ngen pro
Generation an dieser Stelle nicht zula¨ssig. Dies ist aber auch eher von untergeordnetem Interesse,
da in solchen Situationen eine angemessene Optimierung kaum mo¨glich ist.
Im na¨chsten Experiment wollen wir untersuchen, ob die ES mit n Schrittweiten gegenu¨ber
der ES mit nur einer Schrittweite benachteiligt ist, wenn sich das Optimum in allen Dimensionen
bewegt, die zuru¨ckgelegte Entfernung aber in allen Dimensionen identisch ist (Bewegungstyp II).
Eine erste Vermutung ko¨nnte dies bejahen, weil die Adaptation nur einer Schrittweite leichter
gelingen sollte als die gleichzeitige Adaptation von n Schrittweiten. Die Abbildung 6.2 zeigt jedoch,
dass zwischen den Ergebnissen beider Varianten kaum Unterschiede festzustellen sind.
Dieses zuna¨chst vielleicht etwas u¨berraschende Ergebnis besitzt eine einfache Erkla¨rung (Scho¨ne-
mann 2003). Wie im Abschnitt 7.2 durch weitere Experimente unterlegt, kann dieses Verhalten da-
mit begru¨ndet werden, dass aufgrund der verwendeten Schrittweitensteuerung (siehe Abschnitt 2.3
ab Seite 15) gro¨ßere prozentuale Schwankungen in den einzelnen Schrittweiten auftreten. Diese sind
absolut sehr klein, wenn die Schrittweiten einen Wert nahe Null besitzen. Fu¨r gro¨ßere Werte fallen
die absoluten Schwankungen in der Regel jedoch sta¨rker aus. Somit kann es selbst bei den hier
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Abbildung 6.2: Abha¨ngigkeit des erreichten ABFV von der Bewegungssta¨rke fu¨r eine (15, 100)-ES
mit einer Schrittweite und mit n Schrittweiten auf dem 10-dimensionalen dynamischen Kugelmodell
bei einer gleichma¨ßigen Bewegung in allen Dimensionen (Typ II).
verwendeten 30 Dimensionen dann immer einmal vorkommen, dass die zur Bildung der einen oder
anderen Schrittweite gezogene Zufallszahl stark von Null abweicht, sodass die durch Differenzen in
den n Schrittweiten hervorgerufenen Schwankungen u¨berlagert werden. Falls diese Vermutung all-
gemein gu¨ltig ist, sollte fu¨r gro¨ßeres n eine ho¨here Wahrscheinlichkeit existieren, dass sich unter den
neuen Schrittweiten eines Individuums zumindest ein Ausreißer befindet, der den Funktionswert
stark verschlechtert. Bevor wir auf diesen Punkt bei der ausfu¨hrlichen Ero¨rterung der Ergebnisse im
dynamischen Kugelmodell zuru¨ckkommen (Abschnitt 7.2) soll eine theoretische U¨berlegung diesen
Sachverhalt verdeutlichen.
Sind die Schrittweiten erst einmal richtig eingestellt, so ist eine Vera¨nderung der Schrittweiten
um einen zu großen Faktor in den wenigsten Fa¨llen sinnvoll. Dennoch wird z.B. eine Verdoppelung
ha¨ufig auftreten. Denn:
σneu = σalt · exp (τg ·N0(0, 1) + τl ·Ni(0, 1))
!
= 2 · σalt
⇒ exp (τg ·N0(0, 1) + τl ·Ni(0, 1)) = 2
⇒ τg ·N0(0, 1) + τl ·Ni(0, 1)) = 0.69 .
Unter der Annahme, dass sich beide Terme um den gleichen Faktor (N(0, 1) := N0(0, 1) = Ni(0, 1))
erho¨hen, folgt
N(0, 1) = 0.69/(τg + τl) .
Tabelle 6.1 zeigt fu¨r ausgewa¨hlte Problemdimensionen die notwendigen Werte der gezogenen Zu-
fallszahlen, um eine Verdoppelung zu erhalten: Allgemein betra¨gt die Wahrscheinlichkeit einer
Verdoppelung also P 2N , weil sich beide Zufallszahlen a¨ndern mu¨ssen. Da bei n Schrittweiten jedes
Individuum n Komponenten besitzt, betra¨gt fu¨r nicht zu kleines n (≥ 10) unter diesen Annahmen
die Wahrscheinlichkeit grob abgescha¨tzt n ·P 2N , dass sich eine solche A¨nderung in mindestens einer
Komponente ergibt. Ein solcher Fall tritt also fu¨r n = 10 ungefa¨hr bei jedem 6. Nachkommen auf.
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Tabelle 6.1: Die fu¨r eine Verdoppelung der Schrittweite notwendigen Zufallszahlen und die Wahr-
scheinlichkeit der Realisierung eines Wertes gro¨ßer oder gleich dieser Zufallszahl.
n τg τl N(0, 1) PN
10 0.22 0.40 1.11 1.3 · 10−1
30 0.13 0.30 1.60 5.5 · 10−2
50 0.10 0.27 1.89 3.0 · 10−2
100 0.07 0.22 2.34 9.5 · 10−3
Fu¨r n = 100 ergibt sich ein solches Ereignis ungefa¨hr fu¨r alle ≈ 111 Nachkommen. Mit zunehmender
Problemdimension verringert sich zwar die Wahrscheinlichkeit einer solchen Zunahme. Trotzdem
tritt selbst fu¨r n = 100 ein solcher Fall fast einmal pro Generation auf (bei λ = 100 Nachkommen).
Der Vollsta¨ndigkeit halber sollen die obigen Experimente auch fu¨r den Bewegungstyp III durch-
gefu¨hrt werden. In der Abbildung 6.3 sind die entsprechenden Ergebnisse dargestellt. Trotz der





















Abbildung 6.3: Abha¨ngigkeit des erreichten ABFV von der Bewegungssta¨rke fu¨r eine (15, 100)-ES
mit einer Schrittweite und mit n Schrittweiten auf dem 10-dimensionalen dynamischen Kugelmodell
bei einer Bewegung in einer schra¨gen Diagonalen u¨ber allen Dimensionen (Typ III).
unterschiedlichen Bewegungsgeschwindigkeiten in den einzelnen Komponenten besitzt die ES mit
n Schrittweiten keine wesentlichen Vorteile gegenu¨ber der Variante mit nur einer Schrittweite.
Die hier auf dem Kugelmodell mit n = 10 gezeigten Ergebnisse werden auch fu¨r n = 20 und
n = 30 in a¨hnlicher Form besta¨tigt. Allerdings zeigt die Abbildung 6.4, dass die zunehmende Anzahl
einzustellender Parameter die Optimierung schwieriger gestaltet, denn die Ergebnisse der ES mit
n Schrittweiten fallen nun etwas schlechter aus als bei einer Schrittweite.
Fu¨r das Kugelmodell halten wir fest, dass eine ES mit n Schrittweiten abha¨ngig vom durch-
gefu¨hrten Versuch entweder wesentlich besser oder aber nur unwesentlich schlechter als eine ES mit
nur einer Schrittweite ist. Daru¨ber hinaus fu¨hren weitere Experimente auf der Ackley- sowie der
Rastrigin-Funktion zu a¨hnlichen Ergebnissen. Exemplarisch werden deshalb in den Abbildungen 6.5
und 6.6 nur die Ergebnisse fu¨r die Rastrigin-Funktion mit n = 30 und den Bewegungstypen II
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Abbildung 6.4: Abha¨ngigkeit des erreichten ABFV von der Bewegungssta¨rke fu¨r eine (15, 100)-ES
mit einer Schrittweite und mit n Schrittweiten auf dem 30-dimensionalen dynamischen Kugelmodell
bei einer Bewegung in einer schra¨gen Diagonalen u¨ber allen Dimensionen (Typ III).






















Abbildung 6.5: Abha¨ngigkeit des erreichten ABFV von der Bewegungssta¨rke fu¨r eine (15, 100)-ES
mit einer Schrittweite und mit n Schrittweiten auf der 30-dimensionalen dynamischen Rastrigin-
Funktion bei einer gleichma¨ßigen Bewegung in allen Dimensionen (Typ II).
und III dargestellt. Fu¨r den Bewegungstyp II sind die Ergebnisse der ES mit n Schrittweiten etwas
schlechter als die einer ES mit nur einer Schrittweite. Da die Rastrigin-Funktion stark multimodal
ist, gestaltet sich die Anpassung vieler Schrittweiten schwieriger als bei der Kugelfunktion. Mithin
fu¨hrt die Verwendung einer zunehmenden Anzahl einzustellender Parameter dazu, dass die Ergeb-
nisse schlechter ausfallen. Interessant ist daru¨ber hinaus auch die Tatsache, dass die absoluten Werte
des ABFV im Gegensatz zum statischen Fall nun nahezu identisch zum 30-dimensionalen Kugelmo-
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Abbildung 6.6: Abha¨ngigkeit des erreichten ABFV von der Bewegungssta¨rke fu¨r eine (15, 100)-ES
mit einer Schrittweite und mit n Schrittweiten auf der 30-dimensionalen dynamischen Rastrigin-
Funktion bei einer Bewegung in einer schra¨gen Diagonalen u¨ber allen Dimensionen (Typ III).
dell sind. Wa¨hrend fu¨r |xi| > Aω/2 bereits oben gezeigt wurde, dass die Rastrigin-Funktion stark
dem Kugelmodell a¨hnelt, wird in dem anderen Definitionsbereich die durch die Multimodalita¨t her-
vorgerufene erho¨hte Problemschwierigkeit in dieser Situation durch die Dynamik dominiert. Dieses
Verhalten ist auch nachvollziehbar, da die ES bei ausreichender Dynamik nicht so leicht in einem
lokalen Optimum stecken bleiben kann.
Bei einer Bewegung des Typs III stimmen die Ergebnisse beider ES-Varianten ziemlich genau
u¨berein. Das heißt wiederum, dass die ES auch bei der Rastrigin-Funktion mit n = 30 den Vorteil
individueller Schrittweiten gegenu¨ber einer ES mit einer Schrittweite nicht in bessere Ergebnisse
ummu¨nzen kann. Allerdings sind hier die Ergebnisse beider Varianten nahezu gleich, wa¨hrenddessen
im Kugelmodell die ES mit einer Schrittweite leichte Vorteile besaß.
Obwohl es auf der Ackley-Funktion gewisse Unterschiede zu den Ergebnissen auf den ande-
ren beiden hier verwendeten Testfunktionen gibt, wird auf eine ausfu¨hrliche Darstellung der dort
erzielten Ergebnisse verzichtet. Es sei lediglich angemerkt, dass sich bei der Ackley-Funktion ein
vergleichbares Bild ergibt. Auch dort ist die Verwendung einer ES mit n Schrittweiten gegenu¨ber
einer ES mit einer Schrittweite unter den gegebenen Versuchsbedingungen in einigen Fa¨llen bevor-
teilt und in den anderen nicht oder nur wenig benachteiligt. Allerdings hat die Ackley-Funktion
den Nachteil, dass sich die Funktionswerte ab einer gewissen Distanz zum Optimum im Rahmen
der Rechengenauigkeit nicht mehr unterscheiden und somit fu¨r die ES keine Ansatzmo¨glichkeit fu¨r
Verbesserungen bieten.
Eine differenzierte Festlegung der Anzahl der Schrittweiten ko¨nnte in einzelnen Situationen zu
besseren Ergebnissen fu¨hren. Hierzu die folgenden U¨berlegungen. Wird eine ES mit 1 < nσ < n
Schrittweiten verwendet, muss eine Zuordnung der Schrittweiten zu den Koordinaten erfolgen. Wird
bei zwei Schrittweiten eine explizit fu¨r eine Koordinate verwendet und die zweite fu¨r die restlichen
Koordinaten gibt es nMo¨glichkeiten, die einzelne Schrittweite einer der n Koordinaten zuzuordnen.





= n · (n− 1)/2
alternative Belegungen. Fu¨r den allgemeinen Fall mu¨sste die ES also sowohl die Anzahl der Schritt-
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weiten als auch die Zuordnung zu den Koordinaten selbststa¨ndig lernen. Weiß man um die Schwie-
rigkeit, optimale Schrittweiten einzustellen, so gestaltet sich dieser Lernprozess umso aufwa¨ndiger.
Die na¨chsten Experimente sollen einen kleinen Eindruck der Auswirkungen verschiedener Zuord-
nungen der Schrittweiten zu den Koordinaten liefern.
Im folgenden Experiment bewegt sich das Optimum immer in der ersten Koordinate (Bewe-
gungstyp I). Die Zuordnung der Schrittweiten zu den einzelnen Koordinaten sieht so aus, dass die
ersten nσ − 1 Koordinaten eine eigene Schrittweite erhalten und sich die restlichen n − nσ + 1
Koordinaten eine Schrittweite teilen. Die Abbildung 6.7 zeigt die entsprechenden Ergebnisse. Wie


















Abbildung 6.7: Abha¨ngigkeit des erreichten ABFV einer (15, 100)-ES von der Anzahl der Schritt-
weiten auf dem 30-dimensionalen dynamischen Kugelmodell bei einer Bewegung in einer Dimension
(Typ I). (Zur na¨heren Erkla¨rung siehe Text.)
erwartet sind die Ergebnisse mit zwei Schrittweiten die besten. Mit zunehmender Anzahl Schritt-
weiten verschlechtern sich die Ergebnisse zwar, allerdings sind sie selbst fu¨r n Schrittweiten noch
relativ gema¨ßigt. Die schlechtesten Ergebnisse erreicht eine ES mit nur einer Schrittweite.
In der na¨chsten Testreihe bewegt sich das Optimum weiterhin in der ersten Koordinate. Aller-
dings werden die Schrittweiten zu den Koordinaten anders zugeordnet als bisher. Die Zuordnung
beginnt nun bei der letzten Koordinate. Bei nσ Schrittweiten besitzen die letzten nσ − 1 Koordi-
naten jeweils eine eigene Schrittweite, die ersten n − nσ + 1 Koordinaten teilen sich dagegen eine
Schrittweite. Eine ES mit nur zwei Schrittweiten ist mit der hier getroffenen Zuordnung also we-
nig optimal. Die Abbildung 6.8 besta¨tigt diese Annahme. Mit zunehmender Anzahl Schrittweiten
verbessert sich das Ergebnis zusehends. Erst bei einer maximalen Anzahl Schrittweiten, wenn also
die sich vera¨ndernde Koordinate eine eigene Schrittweite erha¨lt, ist der Funktionswert am besten.
Auffallend ist aber ein weiteres Resultat. Das Maximum der Kurve wird nicht fu¨r nσ = 1 ange-
nommen, sondern fu¨r nσ = 8. Hier gibt es offensichtlich einen Trade-off. Zwar wird die fu¨r die sich
bewegende Koordinate benutzte Schrittweite nur noch fu¨r n−nσ+1 = 23 Koordinaten verwendet,
aber der erho¨hte Aufwand fu¨r acht weitere gegenu¨ber weniger Schrittweiten dominiert den erreich-
baren Funktionswert. Mit einer weiter zunehmenden Anzahl Schrittweiten macht sich jedoch der
Vorteil bemerkbar, dass die fu¨r die sich vera¨ndernde Koordinate verwendete Schrittweite nur fu¨r
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Abbildung 6.8: Abha¨ngigkeit des erreichten ABFV einer (15, 100)-ES von der Anzahl der Schritt-
weiten auf dem 30-dimensionalen dynamischen Kugelmodell bei einer Bewegung in einer Dimension
(Typ I). (Zur na¨heren Erkla¨rung siehe Text.)
wenige weitere Koordinaten benutzt wird.
6.3 Fazit
Die grundsa¨tzliche Empfehlung aus den obigen Tests lautet nun, jeder sich vera¨ndernden Koordina-
te eine eigene Schrittweite zuzuordnen. Da die vorliegende Bewegungsform inklusive der Anzahl der
sich bewegenden Koordinaten sowie deren Bewegungssta¨rke in der Regel zu Beginn nicht bekannt
sein du¨rfte, sollte eine ES mit maximaler Anzahl Schrittweiten gewa¨hlt werden, da die hiermit
erreichbaren Ergebnisse im Durchschnitt am besten sind. Eine Anpassung der Anzahl der Schritt-
weiten wa¨hrend eines Optimierungslaufs erscheint in dynamischen Umgebungen hingegen wenig
viel versprechend. Die Lerndauer bis zur Einstellung der richtigen Anzahl Schrittweiten und der
richtigen Zuordnung zu den Koordinaten du¨rfte zumindest sehr lang sein, wenn nicht gar unmo¨glich.
Als vorteilhaft ist ein solcher Mechanismus dagegen vielleicht in statischen Umgebungen oder in
Situationen, in denen sich das Optimum selten, aber dafu¨r in gro¨ßeren Schritten bewegt. Soll al-
so eine ES mit mutativer Schrittweitenanpassung verwendet werden, die fu¨r das in dieser Arbeit
im Mittelpunkt stehende Untersuchungsgebiet ein mo¨glichst breites Einsatzspektrum besitzt und
dabei im Allgemeinen
”
gute“ Resultate liefert, ist aufgrund der hier durchgefu¨hrten Versuche die
Verwendung einer ES mit n Schrittweiten empfehlenswert. Aufgrund dieser U¨berlegungen wird in
den Experimenten der na¨chsten Kapitel deshalb eine ES mit n Schrittweiten verwendet. Wa¨hrend
fu¨r |xi| > Aω/2 bereits im Abschnitt 5.1.3 gezeigt wurde, dass die Rastrigin-Funktion stark dem
Kugelmodell a¨hnelt, haben wir in diesem Abschnitt gesehen, dass in dem anderen Definitionsbereich
die durch die Multimodalita¨t bedingte erho¨hte Problemschwierigkeit durch die Dynamik dominiert
wird.
Kapitel 7
Ergebnisse auf dem Kugelmodell
Zuna¨chst wird anhand des statischen Kugelmodells der Einfluss unterschiedlicher Parametrisie-
rungen beobachtet. Anschließend werden diese Einstellungen auch im dynamischen Kugelmodell
verwendet, um den direkten Vergleich zu erhalten. Daran schließen sich Untersuchungen der Aus-
wirkungen spezieller Einstellungen fu¨r µ und λ auf das Konvergenzverhalten der ES bei unterschied-
lichen Problemdimensionen n an. Aufgrund des teils exemplarischen Charakters der Ergebnisse des
Kugelmodells werden diese Ergebnisse etwas detaillierter dargestellt. Da sich die Resultate auf den
anderen Funktionen zum Teil sehr a¨hneln, kann dort auf eine umfangreiche Darstellung verzichtet
werden.
Zur Darstellung der Ergebnisse werden wir insbesondere auf die im Kapitel 4 vorgestellten
grafischen Verfahren zuru¨ckgreifen. Das Auftragen der gleichen Ergebnisse mit unterschiedlichen
Achsenparametern wird uns dabei einen Einblick aus unterschiedlichen Blickwinkeln gestatten.
7.1 Statische Umgebung
In einer Experimentreihe untersucht Kursawe (1999) u.a. die Auswirkungen unterschiedlicher Re-
kombinationstypen auf das Konvergenzverhalten evolutiona¨rer Algorithmen. Bei der Untersuchung
des Kugelmodells stieß er auf das Pha¨nomen, dass der u¨bliche Rekombinationstyp (diskrete Re-
kombination der Objektvariablen und intermedia¨re Rekombination der Strategieparameter aller
Eltern) bei einer Problemdimension von n = 30 zwar die bekannt ausreichenden Resultate lie-
fert. Bei einer Problemdimension von n = 100 stellte er aber mit diesem Rekombinationstyp eine
Divergenz fest, wa¨hrenddessen ein anderer Rekombinationstyp bei sonst gleichen Bedingungen zu
einer Konvergenz fu¨hrte (Kursawe 1999, S. 53). Neben dem Rekombinationstyp und vielen an-
deren Interpretationsmo¨glichkeiten dra¨ngt sich aber auch die Frage auf, ob bei einem U¨bergang
von n = 30 nach n = 100 eine ES mit identischen Populationsgro¨ßen und daraus resultierendem
gleichen Selektionsdruck noch angemessen ist.
Ein einfaches Experiment soll erste Ansa¨tze zur Beantwortung dieser Frage liefern. Abbil-
dung 7.1 zeigt das Konvergenzverhalten einer (15, 100)-Standard-ES auf dem statischen Kugelmo-
dell in Abha¨ngigkeit von der Problemdimension n. Deutlich zu erkennen ist der von Kursawe (1999,
S. 50) genannte Effekt der Divergenz fu¨r große Problemdimensionen n. Wa¨hrend fu¨r kleine n eine
Verbesserung gegenu¨ber dem Startwert zu verzeichnen ist, erfolgt in dem Bereich 100 ≤ n ≤ 120
der U¨bergang zur Divergenz. Aufgrund der Versuchsanordnung ist es nicht mo¨glich, den genauen
Wert fu¨r n anzugeben, ab dem die Divergenz beginnt. Dies liegt u.a. darin begru¨ndet, dass dazu
einerseits mehr Einzella¨ufe pro Parametereinstellung durchgefu¨hrt werden mu¨ssten, andererseits
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Abbildung 7.1: Konvergenzverhalten einer (15, 100)-ES auf dem statischen Kugelmodell in
Abha¨ngigkeit von der Problemdimension n. Neben dem ABFV sind noch die 0.05- und 0.95-Quantile
des ABFV dargestellt. Die gestrichelte Linie zeigt daru¨ber hinaus den durchschnittlichen Startwert
der ES. Die Initialisierung der Startpopulation erfolgte gema¨ß Abschnitt 5.1.1.
die Einzella¨ufe u¨ber mehr Funktionsauswertungen ausgefu¨hrt werden mu¨ssten, was jedoch in dieser
Studie nicht mo¨glich ist.
Zur besseren Einscha¨tzung des beobachteten Verhaltens betrachten wir die einzelnen Durchla¨ufe
fu¨r ausgewa¨hlte Problemdimensionen etwas genauer. Die Abbildung 7.2 zeigt den Verlauf der 31
unabha¨ngigen Durchla¨ufe der (15, 100)-ES fu¨r drei Problemdimensionen. Wa¨hrend sich die Verla¨ufe
bei geringer und hoher Dimension meist a¨hneln, sind die Verla¨ufe fu¨r n = 110 sehr unterschied-
lich, wobei keine einheitlichen Aussagen u¨ber eine Konvergenz oder Divergenz gemacht werden
ko¨nnen. Eine genauere Analyse zeigt, dass sich nicht nur die verschiedenen La¨ufe stark voneinan-
der unterscheiden, sondern dass auch einzelne La¨ufe zuna¨chst gegen das Optimum konvergieren,
anschließend aber divergieren. Auch der umgekehrte Fall ist zu beobachten. Die Betrachtung der
Schrittweiten zeigt, dass diese in diesen Situationen sehr labil sind und sta¨ndig wechseln. Eine
Interpretation ist, dass zur Erzielung bzw. Aufrechterhaltung gu¨nstiger Schrittweiten eine gewis-
se Diversita¨t in der Population vorhanden sein muss. Andernfalls ko¨nnen aufgrund auftretender
stochastischer Schwankungen schlecht eingestellte Schrittweiten die Gesamtpopulation dominieren.
Stochastische Schwankungen werden dabei mit wachsender Problemdimension zunehmen, weshalb
in diesen Fa¨llen eine gro¨ßere Population notwendig sein wird. Daru¨ber hinaus muss auch die An-
zahl der Nachkommen steigen, um genu¨gend gute Individuen fu¨r die na¨chste Elternpopulation zu
erzeugen. Denn auch bei einer großen Elternpopulation werden vereinzelte ungu¨nstige Strategiepa-
rametereinstellungen fu¨r Nachkommen mit schlechter Fitness sorgen.
Interessant ist, dass sich trotz der fu¨r n = 110 in der Abb. 7.2 zu beobachtenden Unregelma¨ßig-
keiten die in der Abb. 7.1 dargestellten Quantile auch fu¨r einen Bereich um n ≈ 110 in einem gleich
bleibend engen Band um den ABFV legen. Unter diesem Gesichtspunkt weisen die einzelnen La¨ufe
also ein a¨hnliches Verhalten auf.
Um einen von einer ganz speziellen Parametrisierung abha¨ngenden Effekt auszuschließen, fol-
gen zuna¨chst Experimente, die bis auf einzelne A¨nderungen identische Einstellungen besitzen. Als
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Abbildung 7.2: Alle 31 unabha¨ngigen Durchla¨ufe einer (15, 100)-ES auf dem statischen Kugelmodell
fu¨r n = 50 (oben), n = 110 (Mitte) und n = 150 (unten).
erstes beobachten wir den Verlauf der (15, 100)-ES auf dem n-dimensionalen Kugelmodell bei ei-
ner Initialisierung der Startpopulation in einem Punkt weit entfernt vom Optimum. Dabei sollte
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Abbildung 7.3: Konvergenzverhalten einer (15, 100)-ES bei Initialisierung der Startpopulation mit
xi = 10
8 und σi = 10
4 auf dem statischen Kugelmodell in Abha¨ngigkeit von der Problemdimension
n. Neben dem ABFV sind noch die 0.05- und 0.95-Quantile des ABFV dargestellt. Die gestrichelte
Linie zeigt daru¨ber hinaus den durchschnittlichen Startwert der ES.
sich ein vergleichbarer Konvergenzverlauf ergeben. Die Abbildung 7.3 besta¨tigt diese Vermutung.
Auch die jeweiligen Einzella¨ufe entsprechen den in der Abbildung 7.2 dargestellten Verla¨ufen mit
Ausnahme der erreichten Funktionswerte, die wegen des weiter vom Optimum entfernt liegenden
Startpunkts natu¨rlich schlechter sind. In Verbindung mit weiteren hier nicht dargestellten Experi-
menten kann ein lediglich von der Initialisierung der Objektvariablen xi und der Strategieparameter
σi abha¨ngender Effekt ausgeschlossen werden.
Bereits im Abschnitt 5.2 wurde angedeutet, dass Rechenberg (1994, S.161) erwa¨hnt, dass we-
gen der geringen Trefferwahrscheinlichkeit im hochdimensionalen Kugelmodell eine Reduzierung
der Mutationsschrittweiten helfen sollte. Ob die selbstadaptive (15, 100)-ES auch fu¨r große Pro-
blemdimensionen eine passende Einstellung der Mutationsschrittweiten bewahren kann, soll mit
dem folgenden Experiment beantwortet werden. Dazu kehren wir wieder zur urspru¨nglichen Initi-
alisierung der Objektvariablen zuru¨ck und setzen die Anfangsschrittweiten auf den Wert 0.001. Die
Abbildung 7.4 zeigt das entsprechende Konvergenzverhalten in Abha¨ngigkeit von der Problemdi-
mension n. In der Abbildung 7.5 sind fu¨r die beiden alternativen Initialisierungen die jeweiligen
La¨ufe fu¨r n = 110 dargestellt. Bei der Initialisierung mit einer kleinen Mutationsschrittweite ist zu
erkennen, dass aufgrund der kleineren Anfangseinstellungen der Mutationsschrittweiten fu¨r la¨ngere
Zeit ein Fortschritt erzielt werden kann (im Vergleich zur Abbildung 7.2). Jedoch setzt auch hier
nach einiger Zeit die Phase der großen Schwankungen ein.
Detailliertere Beobachtungen der Mutationsschrittweiten besta¨tigen die Vermutung, dass bei
großen Problemdimensionen die verwendete ES nicht in der Lage ist, die fu¨r eine Konvergenz
geeigneten Einstellungen der Mutationsschrittweiten dauerhaft zu bewahren. Zuna¨chst beginnen
einzelne Mutationsschrittweiten sich stark zu erho¨hen, sodass bald kein Fortschritt mehr erzielt
wird. Nachfolgend erho¨hen sich auch die Mutationsschrittweiten der anderen Komponenten, sodass
sich die ES im Weiteren immer mehr vom Optimum entfernt. Dieses Ergebnis deutet auf gewisse
Schwierigkeiten der in dieser Art verwendeten selbstadaptiven Mutationsschrittweitenanpassung
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Abbildung 7.4: Konvergenzverhalten einer (15, 100)-ES bei Initialisierung der Schrittweiten mit
σi = 0.001 auf dem statischen Kugelmodell in Abha¨ngigkeit von der Problemdimension n. Neben
dem ABFV sind noch die 0.05- und 0.95-Quantile des ABFV dargestellt. Die gestrichelte Linie zeigt
daru¨ber hinaus den durchschnittlichen Startwert der ES.
hin. Ob die Probleme auch mit einer anderen Mutationsschrittweitensteuerung behoben werden
ko¨nnen, bedarf weiterer eingehender Untersuchungen, ist aber nicht Gegenstand der vorliegenden
Arbeit. Erste Experimente mit einer geometrischen Mittelung der Schrittweiten (siehe Ba¨ck, Fo-
gel und Michalewicz, S. C3.3:13) verhindern zwar die Divergenz fu¨r gro¨ßere Problemdimensionen,
zeigen aber den Nachteil, dass sie in den anderen Situationen keine mit der u¨blichen Schrittwei-
tenanpassung vergleichbaren guten Ergebnisse erreichen.
Experimentelle Untersuchungen von Kursawe (1999) zeigen, dass eine differenzierte Einstellung
der Lernraten τ und τ ′ vorteilhaft ist. Daru¨ber hinaus haben theoretische Analysen von Beyer
(2001, S. 303) gezeigt, dass die optimalen Lernraten auch von den Populationsgro¨ßen abha¨ngen.
Ko¨nnen die optimalen Lernraten fu¨r einzelne Funktionen noch theoretisch hergeleitet werden, sind
wir auf eine heuristische Wahl angewiesen, wenn die zu optimierende Funktion unbekannt ist und
aus einer gro¨ßeren Funktionsklasse stammt. Weitere hier vorgenommene Experimente betreffen
deshalb eine alternative Einstellung der Lernraten τ0, τi. In verschiedenen Experimenten zeigte sich
dabei, dass eine alternative Einstellung zu prinzipiell a¨hnlichen Resultaten fu¨hrt, wobei die genaue
Einstellung aber den Bereich beeinflusst, ab dem eine Divergenz zu verzeichnen ist. Exemplarisch
seien hier die Ergebnisse mit den um den Faktor 3 erho¨hten τ -Werten
τ0 =
3√
2 · n, τi =
3√
2 · √n
dargestellt. Fu¨r alle σi wurde wieder zum Startwert 3.0 zuru¨ckgekehrt und die einzelnen Kom-
ponenten der Objektvariablen wurden wiederum gleichverteilt aus dem Intervall −40 ≤ xi ≤ 60
gezogen.
Aus der Abbildung 7.6 ist erkennbar, dass auch in diesem Fall eine Verbesserung gegenu¨ber
dem Startwert mit zunehmender Problemdimension immer schwieriger wird. Zuna¨chst a¨hnelt der
Verlauf der Kurve dem aus der Abbildung 7.1 bekannten Verlauf. Aufgrund der ho¨heren Lernraten
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Abbildung 7.5: Darstellung der 31 unabha¨ngigen Durchla¨ufe einer (15, 100)-ES auf dem 110-
dimensionalen Kugelmodell bei Initialisierung mit xi = 10
8, σi = 10
4 (oben) und xi ∈ [−40, 60], σi =
0.001 (unten).
vera¨ndern sich die Schrittweiten jedoch sta¨rker. Dies fu¨hrt zum einen dazu, dass sich die ES fu¨r
kleine n wesentlich schneller dem Optimum na¨hert. Zum anderen verschiebt sich der U¨bergang
zur Divergenz jetzt in den Bereich ab der Problemdimension n > 70. Die ES wird also bereits fu¨r
kleinere n anfa¨lliger gegenu¨ber Schwankungen in den fu¨r die Schrittweitenberechnungen gezogenen
Zufallszahlen. Daru¨ber hinaus sind die erreichten Funktionswerte fu¨r große n viel schlechter, da sich
die ES deutlich schneller vom Optimum entfernt. Ohne hier auf die genauen Resultate einzugehen
sei betont, dass eine Reduzierung der Lernraten dazu fu¨hrt, den Bereich der beginnenden Diver-
genz nach hinten zu verschieben. Allerdings mit dem negativen Nebeneffekt, dass die fu¨r kleine
Problemdimensionen erreichten Funktionswerte schlechter sind. Daneben erscheint eine zu kleine
Wahl der Schrittweiten insbesondere in den in dieser Arbeit im Mittelpunkt stehenden dynamischen
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Abbildung 7.6: Konvergenzverhalten einer (15, 100)-ES auf dem statischen Kugelmodell in
Abha¨ngigkeit von der Problemdimension n. Die Lernraten wurden gegenu¨ber den anderen Ex-
perimentreihen mit einem Proportionalita¨tsfaktor von 3.0 versehen (τ0 =
3√
2·n und τi =
3√
2·√n).
Neben dem ABFV sind noch die 0.05- und 0.95-Quantile des ABFV dargestellt. Die gestrichelte
Linie zeigt daru¨ber hinaus den durchschnittlichen Startwert der ES.
Umgebungen wenig sinnvoll, ist dort doch eine schnelle Anpassung an eine sich vera¨ndernde Umge-
bung notwendig. Insgesamt zeigen die Untersuchungen mit verschiedenen Lernraten, dass einfache
Regeln fu¨r eine optimale Wahl der Lernraten fu¨r die meisten Testfunktionen noch ausstehen. Sehr
vereinfacht formuliert ist als Ergebnis aus den obigen Untersuchungen zu folgern, dass die Lern-
raten fu¨r kleine Problemdimensionen eher gro¨ßer und fu¨r große Problemdimensionen eher kleiner
als u¨blich zu wa¨hlen sind. Daru¨ber hinaus ist fu¨r zuku¨nftige Untersuchungen zu u¨berdenken, ob zu
Vergleichszwecken nicht auf andere Schrittweitensteuerungen zuru¨ckgegriffen werden kann.
Wir wenden uns nun einer ersten Abscha¨tzung des Einflusses der Populationsgro¨ßen auf das
Konvergenzverhalten der ES zu. Aufgrund der vorherigen Experimente du¨rfen wir dabei hoffen,
auf eine Standardeinstellung der sonstigen Parameter zuru¨ckgreifen zu ko¨nnen, ohne die allgemeine
Gu¨ltigkeit der Aussagen zu stark zu reduzieren. Den Einfluss unterschiedlicher Populationsgro¨ßen
hat bereits Kursawe (1999, S. 53) beobachtet. Fu¨r eine bestimmte Problemstellung stellt er fest,
dass auf dem 100-dimensionalen Kugelmodell eine (10, 100)-ES im Gegensatz zu einer (15, 100)-
ES die Divergenz verhindern kann. Wir mo¨chten diese Aussagen nun etwas verallgemeinern und
wiederholen deshalb das obige Grundexperiment mit einer (10, 100)-ES.
Die Abbildung 7.7 zeigt das Konvergenzverhalten einer (10, 100)-ES im statischen Kugelmodell
in Abha¨ngigkeit von der Problemdimension n. Die sonstigen Einstellungen sind identisch zu den
Versuchen aus Abbildung 7.1. Die mit dieser Strategie erhaltenen Werte sind besser als die mit der
(15, 100)-ES erzielten Werte. Daneben hat sich die zuvor fu¨r n > 100 beobachtete Divergenz nun in
den Bereich um n ≈ 160 verschoben. Die sehr unterschiedlichen ABFV-Werte fu¨r die beiden Pro-
blemdimensionen zeigt exemplarisch die Abbildung 7.8, in der die zu beiden Strategien fu¨r n = 50
erhaltenen Werte in Boxplots aufgetragen sind. Die beiden Boxplots liegen weit auseinander. Sogar
einschließlich der extremsten Ausreißer u¨berschneiden sich die beiden Graphen nicht. Insgesamt
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Abbildung 7.7: Konvergenzverhalten einer (10, 100)-ES auf dem statischen Kugelmodell in
Abha¨ngigkeit von der Problemdimension n. Neben dem ABFV sind noch die 0.05- und 0.95-Quantile

















Abbildung 7.8: Boxplots der mit einer (10, 100)- und (15, 100)-ES auf dem 50-dimensionalen stati-
schen Kugelmodell erreichten Funktionswerte in 31 unabha¨ngigen Durchla¨ufen.
sind die Ergebnisse fu¨r µ = 10 u¨ber den gesamten hier getesteten Bereich n auf dem 5%-Niveau
signifikant besser.
Alles in allem zeigen die bisherigen Experimente, dass das grundsa¨tzliche Verhalten unabha¨ngig
von der gewa¨hlten Initialisierung der Startpopulation der ES ist. Zwar hat die Initialisierung einen
nicht unerheblichen Einfluss auf die in einer vorgegebenen Zeit erreichbaren Ergebnisse. Allerdings
kann dadurch nicht beeinflusst werden, ob eine Konvergenz oder Divergenz stattfindet. Demge-
genu¨ber fu¨hrt eine unterschiedliche Einstellung anderer Strategieparameter zu einem wesentlich
differenzierteren Verhalten der ES. Dies gilt zum einen fu¨r die Lernraten. Dabei sei aber nochmals
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betont, dass eine geeignete Wahl von τ und τ ′ zwar zu besseren Ergebnissen fu¨hrt, eine solche
Wahl in praktischen Anwendungen aber unbekannt sein du¨rfte. Hier nicht weiter untersucht, aber
zu vermuten ist, dass die Beobachtungen von Kursawe (1999, S. 53) besta¨tigt werden ko¨nnten, dass
die Wahl des Rekombinationstyps einen ha¨ufig nicht zu unterscha¨tzenden Einfluss auf das Ver-
halten des EA besitzt. Zum anderen hat aber auch die Wahl der in dieser Arbeit im Vordergrund
stehenden Populationsgro¨ßen einen sta¨rkeren Einfluss auf das Konvergenzverhalten der ES. Die wei-
teren Ausfu¨hrungen sollen zu qualitativen Aussagen bzgl. der Auswirkungen der unterschiedlichen
Einstellungen der Populationsgro¨ßen fu¨hren.
Zur Abscha¨tzung, wie sich fu¨r eine feste Wahl µ ein vera¨nderter Selektionsdruck λ/µ aus-
wirkt, wird zuna¨chst fu¨r verschiedene Problemdimensionen n und unterschiedliche Parameter λ der
ABFV beobachtet. Bis auf die unterschiedliche Anzahl λ der Nachkommen handelt es sich um eine
Standard-ES mit µ = 15 Eltern. Nochmals sei betont, da nur vollsta¨ndige Generationen ausgefu¨hrt
werden, dass die Anzahl der Generationen g = b2000nλ c betra¨gt. Die Abbildung 7.9 zeigt fu¨r die
verwendeten Parameterkombinationen die Abha¨ngigkeit des ABFV von der Problemdimension n
und der Anzahl der Nachkommen.


























Abbildung 7.9: ABFV einer (15, λ)-ES im statischen Kugelmodell in Abha¨ngigkeit von der Pro-
blemdimension n und der Anzahl Nachkommen.
Deutlich zu erkennen ist, dass es fu¨r alle Problemdimensionen Bereiche fu¨r die Anzahl der Nach-
kommen gibt, in denen der ABFV gute Werte annimmt. Diese Bereiche sind fu¨r kleine Problemdi-
mensionen schmal, was darauf hindeutet, dass es dort unter den Versuchsbedingungen eindeutige
optimale Einstellungen fu¨r λ gibt. Fu¨r ho¨here Problemdimensionen wird dagegen der Bereich a¨hn-
lich guter Einstellungen fu¨r λ immer breiter. Hier unterscheiden sich die erzielten ABFV nicht
so stark voneinander. Dennoch ist anzunehmen, dass auch hier mit einer bestimmten Anzahl an
Nachkommen der ABFV minimiert werden kann.
Aus der Abbildung kann auch abgelesen werden, dass die optimale Anzahl der Nachkommen
mit zunehmender Problemdimension immer gro¨ßer wird. Wa¨hrend fu¨r n = 5 noch mit ca. 50 Nach-
kommen die besten Ergebnisse erzielt werden, steigt diese Anzahl fu¨r n = 10 bereits auf ca. 70
und fu¨r n = 30 auf ca. 120. Eine weitere Erho¨hung von n la¨sst diesen Wert immer weiter an-
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steigen. Eine genaue Spezifizierung der jeweiligen optimalen Anzahl Nachkommen erfordert jedoch
weitaus mehr La¨ufe u¨ber eine la¨ngere Zeit. Vor allem aber mu¨ssten die Experimente fu¨r jedes
λ ∈ {λmin, . . . , λmax} durchgefu¨hrt werden.
Weitere Experimente mit anderen festen Einstellungen fu¨r die Anzahl der Eltern und variabler
Anzahl der Nachkommen fu¨hren zu vergleichbaren Resultaten. D.h. fu¨r eine feste Problemdimension
und eine feste Anzahl Eltern zeigt die Kurve bei der gewa¨hlten Skalierung eine einer Parabel
a¨hnliche Abha¨ngigkeit des ABFV von der Anzahl der Nachkommen. Insbesondere gibt es eine
Einstellung der Nachkommen, die den ABFV minimiert.
Eine a¨hnliche Beobachtung la¨sst sich feststellen, wenn wir die Anzahl der Nachkommen fest
wa¨hlen und stattdessen die Anzahl der Eltern variieren. Fu¨r λ = 100 wird fu¨r verschiedene Pro-
blemdimensionen n und unterschiedliche Parameter µ der ABFV beobachtet. Die Abbildung 7.10
zeigt fu¨r die verwendeten Parameterkombinationen die Abha¨ngigkeit des ABFV von der Problem-


























Abbildung 7.10: ABFV einer (µ, 100)-ES im statischen Kugelmodell in Abha¨ngigkeit von der Pro-
blemdimension n und der Anzahl Eltern.
dimension n und der Anzahl der Eltern. Auch in diesem Fall lassen sich deutliche Strukturen
erkennen. Wa¨hrend fu¨r kleine Problemdimensionen der ABFV bereits fu¨r µ = 3 minimiert wird,
sind fu¨r gro¨ßere n ho¨here Werte fu¨r die Anzahl der Eltern erforderlich. Fu¨r n = 10 liegt der Wert bei
µ = 5 und steigt fu¨r die weiteren Problemdimensionen auf µ = 8 an. Auch diese Experimentreihe
la¨sst sich mit anderen festen Einstellungen fu¨r die Anzahl der Nachkommen wiederholen und liefert
dabei ebenfalls vergleichbare Resultate.
Aus den obigen Experimenten wird eines deutlich: Wird neben der Problemdimension einer der
Parameter µ oder λ fest gewa¨hlt, so gibt es einen Wert fu¨r den nun freien Populationsparameter,
der den ABFV minimiert. Eine durch die Untersuchungen von Cvetkovic´ und Mu¨hlenbein (1994)
motivierte Vermutung lautet, dass es einen einfachen funktionalen Zusammenhang zwischen diesen
Gro¨ßen geben ko¨nnte. Cvetkovic´ und Mu¨hlenbein haben fu¨r die Optimierung der OneMax-Funktion
eine komplexe Formel zur Berechnung der optimalen Populationsgro¨ße vorgestellt. Fu¨r die vorlie-
gende Problemstellung wurden bereits fu¨r µ = 15 erste diesbezu¨gliche Untersuchungen gestartet.
Dabei hat sich allerdings keine einfach zu erkennende Abha¨ngigkeit der Anzahl Nachkommen von
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der Problemdimension ergeben. Zudem ko¨nnen aufgrund des bereits oben Gesagten keine eindeuti-
gen Aussagen getroffen werden. Zum einen besitzen fu¨r vereinzelte Strategien die Werte des ABFV
aufgrund zu weniger Einzella¨ufe noch keine ausreichende Genauigkeit. Zum anderen wurden die Ex-
perimente nur in teils gro¨ßeren Abstufungen fu¨r λ vorgenommen. Das fu¨hrt zu nicht abscha¨tzbaren
Ungenauigkeiten bei einer Regression. Dass die gefundenen Zusammenha¨nge zudem nicht auf ande-
re Werte fu¨r µ u¨bertragbar sind, zeigt bereits eine entsprechende Untersuchung fu¨r µ = 10. Hieraus
deutete sich bereits ein anderer Zusammenhang an, was zur Erkenntnis fu¨hrt, dass ein Zusammen-
hang aus einer gemeinsamen Regression fu¨r µ und λ resultieren muss. Solcherlei Ergebnisse ko¨nnen
allenfalls nur aus wesentlich umfangreicheren Experimenten gefolgert werden, die jedoch aufgrund
der beschriebenen Schwierigkeiten mit einem enormen Ressourcenverbrauch (Speicherplatzbedarf
und Rechenzeit) verbunden wa¨ren.
























































Abbildung 7.11: ABFV einer (µ, λ)-ES im 30-dimensionalen (oben) und 110-dimensionalen (unten)
statischen Kugelmodell.
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Im Folgenden soll deshalb ein anderer Vergleich der verwendeten Strategien gegeben werden.
Dazu wird von der gesonderten Betrachtung von µ und λ abgewichen und stattdessen der Selek-
tionsdruck λ/µ beru¨cksichtigt. Fu¨r einzelne Problemdimensionen soll jetzt untersucht werden, ob
fu¨r die verwendeten Werte fu¨r µ ein a¨hnlicher Selektionsdruck herrschen muss, um den ABFV zu
minimieren. Dabei wird sich auch zeigen, welche der getesteten Kombinationen von µ und λ zu den
besten Ergebnissen fu¨hren.
Die Abbildung 7.11 zeigt diesen Sachverhalt fu¨r verschiedene Problemdimensionen. Zuna¨chst
gilt es hier zu beachten, dass in den Abbildungen der Bereich des Selektionsdrucks fu¨r die einzelnen
Kurven sehr unterschiedlich ist. Dies liegt an der Versuchsanordnung, da die Anzahl der Nachkom-
men auf 200 begrenzt wurde und bspw. fu¨r µ = 40 deshalb nur ein maximaler Selektionsdruck von
5 erreichbar ist. Meistens existieren fu¨r jede Problemdimension Kombinationen aus µ und λ mit

















































Abbildung 7.12: ABFV einer (µ, λ)-ES im 30-dimensionalen (oben) und 150-dimensionalen (unten)
statischen Kugelmodell.
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gro¨ßeren Vorteilen in Bezug auf den ABFV gegenu¨ber den anderen Kombinationen. Eindeutig zu
erkennen ist, dass es offensichtlich nicht ausreicht, fu¨r jede Wahl von µ oder λ einfach den Selekti-
onsdruck anzupassen. Es ist zu vermuten, dass es fu¨r jede Problemdimension ein Paar µ, λ gibt, das
den ABFV minimiert. Dabei mu¨ssen mit wachsendem n sowohl die Anzahl der Eltern als auch der
verwendete Selektionsdruck erho¨ht werden. Die Abbildung 7.12 zeigt fu¨r zwei Problemdimensionen
deshalb den ABFV fu¨r einzelne Kombinationen fu¨r µ und λ.
Abschließend soll noch nach mo¨glichen Gru¨nden fu¨r das beobachtete Verhalten gesucht werden.
Auffallend ist das schlechte Abschneiden fu¨r µ = 2 und µ = 3. Es scheint so zu sein, dass die fu¨r
die sinnvolle Funktionsweise der Rekombination notwendige, hier aber fehlende Diversita¨t in der
Population bessere Ergebnisse verhindert. Fu¨r µ > 3 kann sich wohl der bereits von Beyer (1995)
angesprochene Effekt der
”
genetischen Reparatur“ auch im Fall der hier benutzten Rekombination
von jeweils zwei Eltern bemerkbar machen. Die Resultate geben Hinweise darauf, dass mit steigen-
der Problemdimension die Anzahl der Eltern ebenfalls wachsen muss. Zum Vergleich folgt deshalb
noch die Abbildung 7.13, die die Ergebnisse auf dem 10-dimensionalen Kugelmodell entha¨lt. Es




























Abbildung 7.13: ABFV einer (µ, λ)-ES im 10-dimensionalen statischen Kugelmodell.
zeigt sich sehr deutlich, dass in diesem Fall bereits drei Eltern ausreichen, um den besten ABFV
zu erreichen. Auch fu¨r µ = 2 sind die Ergebnisse wesentlich besser, allerdings fallen sie gegenu¨ber
den fu¨r µ ∈ {3, 5} deutlich zuru¨ck.
7.2 Dynamische Umgebungen
Gema¨ß unseres Untersuchungsgegenstands fu¨hren wir nun erste Experimente auf dem dynami-
schen Kugelmodell durch. Wir beobachten zuna¨chst wieder das Verhalten einer (15, 100)-ES. Das
Optimum bewegt sich dabei in jeder Generation in einer Dimension um die konstante Entfernung
s = 1.0. Die Ergebnisse in Abha¨ngigkeit von der Problemdimension n sind in der Abbildung 7.14
verzeichnet. Um die Einschwingphase zu minimieren, wurde die ES nahe dem Optimum gestartet
und mit nahezu optimalen Einstellungen der Schrittweiten initialisiert. Wenn der ABFV der Stra-
tegie besser oder gleich dem Startwert der ES ist, so konnte die ES dem Optimum sehr gut folgen.
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Abbildung 7.14: Konvergenzverhalten einer (15, 100)-ES auf dem dynamischen Kugelmodell in
Abha¨ngigkeit von der Problemdimension n. Neben dem ABFV sind noch die 0.05- und 0.95-Quantile
des ABFV dargestellt. Die gestrichelte Linie zeigt daru¨ber hinaus den durchschnittlichen Startwert
der ES. Das Optimum bewegt sich jede Generation in einer Dimension um die Entfernung s = 1.0
(Bewegungstyp I).
Die Abbildung zeigt, dass dies fu¨r n < 70 der Fall ist. Auch wenn die ES im Bereich 70 < n < 100
die geringe anfa¨ngliche Entfernung zum Optimum nicht halten kann, so ist sie dennoch in der Lage,
dem Optimum in akzeptabler Entfernung zu folgen. Wie im statischen Fall liegt der Bereich der
beginnenden Divergenz bei n ≈ 100. Fu¨r n = 110 ist das Verhalten der Einzella¨ufe vergleichbar
mit dem im statischen Kugelmodell beobachteten Verlauf. D.h. in einigen La¨ufen konnte die ES
dem Optimum folgen, wa¨hrend in anderen eine Divergenz zu verzeichnen ist. Fu¨r gro¨ßere n (≥ 120)
kann die ES die Dynamik dagegen nicht beherrschen und divergiert fu¨r alle Einzella¨ufe vom Op-
timum. Bzgl. der Divergenz ko¨nnen wir festhalten, dass sich bei der verwendeten Dynamik kaum
ein Unterschied zum statischen Fall ergibt. Mithin ist die hier aufgetretene Divergenz nicht durch
die Dynamik begru¨ndet.
Das prinzipielle Verhalten ist unabha¨ngig vom Typ der Dynamik und der Sta¨rke der Bewegung.
Dies wird durch die Abbildung 7.15 dokumentiert. Im Gegensatz zu den vorherigen Experimenten
haben wir hier einerseits die Bewegungssta¨rke reduziert. Andererseits erfolgte ein Wechsel zum
Bewegungstyp III, bei dem sich das Optimum in einer schra¨gen Diagonalen in allen Dimensionen
bewegt. Neben den abweichenden Funktionswerten ist auf den ersten Blick kein gravierender Unter-
schied festzustellen. Die Abbildung 7.16 illustriert fu¨r n = 110 die Differenzen eines Einzellaufs fu¨r
s = 0.1 gegenu¨ber s = 1.0. Im Fall der geringeren Bewegungssta¨rke schwanken die meisten La¨ufe
um den Startwert. Fu¨r die gro¨ßere Bewegungssta¨rke beno¨tigt die ES eine gro¨ßere Einschwingphase
bis der schwankende Verlauf erreicht ist. Dass der Startwert beim Bewegungstyp III bereits fu¨r
geringere Problemdimensionen u¨berschritten wird, liegt natu¨rlich daran, dass sich die Optimierung
einer Bewegung in n Dimensionen schwieriger gestaltet.
In der folgenden Testserie fu¨hren wir einige Evolutionsstrategien mit variierenden Populati-
onsgro¨ßen auf unterschiedlichen Problemdimensionen durch (n ∈ {10, 30, 50}). Wie wir bereits
festgestellt haben kann eine (15, 100)-ES fu¨r diese n dem Optimum in einem konstanten Abstand
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Abbildung 7.15: Konvergenzverhalten einer (15, 100)-ES auf dem dynamischen Kugelmodell in
Abha¨ngigkeit von der Problemdimension n. Neben dem ABFV sind noch die 0.05- und 0.95-
Quantile der 31 unabha¨ngigen La¨ufe dargestellt. Die gestrichelte Linie zeigt daru¨ber hinaus den
durchschnittlichen Startwert der ES. Das Optimum bewegt sich jede Generation in einer Dimension
(Bewegungstyp I, oben) und allen Dimensionen (Typ III, unten) mit einer Sta¨rke s = 0.1.
folgen. Die obere Grafik der Abbildung 7.17 zeigt die Ergebnisse von verschiedenen (µ, λ)-ES auf
dem 30-dimensionalen dynamischen Kugelmodell, wenn sich das Optimum in einer Dimension be-
wegt. Fu¨r diese Untersuchungen wird ein konstanter Selektionsdruck von λ/µ = 10 benutzt. Jede
Strategie wird u¨ber 300.000 Funktionsauswertungen ausgefu¨hrt, wobei die Bewegungsfrequenz ∆g
zwischen {1, 2, 3, 5, 10} wechselt. Die Bewegungssta¨rke s pro Generation wird so gesetzt, dass die
zuru¨ckgelegte Gesamtentfernung konstant bei sgesamt = s ·g/∆g = 300 liegt. Dies fu¨hrt fu¨r ein Ver-
fahren zu einer Bewegungssta¨rke von s = 1/1000 · λ ·∆g pro Generation. Wie die Abbildung zeigt
werden die besten Ergebnisse erreicht, wenn sich das Optimum jede Generation bewegt (∆g = 1).
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Abbildung 7.16: Alle 31 unabha¨ngigen Durchla¨ufe einer (15, 100)-ES auf dem dynamischen Kugel-
modell mit n = 110. Das Optimum bewegt sich jede Generation in einer Dimension (Typ I) mit
der Bewegungssta¨rke s = 0.1 (oben) bzw. s = 1.0 (unten).
Mit zunehmender Bewegungsfrequenz erho¨ht sich auch der erreichte ABFV. Die besten Funktions-
werte werden jeweils mit einer (2, 20)-ES erzielt. Offenbar ist es in dieser Situation ausreichend,
eine kleine Diversita¨t fu¨r die Rekombination zu gewa¨hrleisten. Hier nicht dargestellte Experimente
mit einer ES mit µ = 1 fu¨hrten dagegen zu wesentlich schlechteren Resultaten.
Wenn sich das Optimum in allen Dimensionen bewegt, ergibt sich ein wenig anderes Bild. Die
besten Ergebnisse werden hier mit einer (10, 100)- und (20, 200)-ES erzielt (untere Grafik der Abbil-
dung 7.17), also mit einer gro¨ßeren Anzahl Eltern. Die mit unterschiedlichen Bewegungsfrequenzen
∆g erhaltenen Ergebnisse unterscheiden sich dagegen weniger. Fu¨r den Fall der Bewegung in einer
Dimension unterschieden sich die durch verschiedene Bewegungsfrequenzen resultierenden Funkti-
onswerte um ca. 0,3. Wird diese absolute Differenz auch fu¨r die Bewegung in allen Dimensionen
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Abbildung 7.17: ABFV verschiedener (µ, λ)-ES mit gleichem Selektionsdruck λ/µ = 10 auf dem
30-dimensionalen dynamischen Kugelmodell. Das Optimum bewegt sich in einer Dimension (Typ I,
oben) oder in allen Dimensionen (Typ III, unten) und einer Bewegungsfrequenz ∆g ∈ {1, 2, 3, 5, 10}.
Die Anzahl der Funktionsauswertungen betra¨gt 300.000 und die zuru¨ckgelegte Gesamtentfernung
300.
angenommen, so fa¨llt der Einfluss der Bewegungsfrequenz aufgrund der ho¨heren Funktionswerte
kaum ins Gewicht. Der erreichbare Funktionswert wird hier offensichtlich durch den komplexeren
Bewegungstyp dominiert.
Die Vermutung, dass der Bewegungstyp den erreichbaren Funktionswert sehr stark bestimmt,
wird durch folgende U¨berlegung zum Mutationsoperator unterstu¨tzt. U¨blicherweise werden die
Schrittweiten und Objektvariablen wie folgt mutiert:
σ′i = σi · exp(τ0 ·N(0,1) + τ ·Ni(0,1)), x′i = xi + σ′i ·Ni(0,1) .
Bei einer Bewegung in einer Dimension heißt das fu¨r nahezu optimal eingestellte Schrittweiten:
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σ1 = 1, σ2 = . . . σn = ² mit ² klein. Im Fall einer gleichma¨ßigen Bewegung in allen Dimensionen
haben alle den ungefa¨hren Wert σ1 = . . . = σn =
√
1/n + ². Abha¨ngig von den Einstellungen der
Lernraten τ0 und τ hat eine mo¨gliche A¨nderung von σi À ² um einen Faktor c einen gro¨ßeren
negativen Einfluss auf den Funktionswert als die gleiche prozentuale A¨nderung eines σi ≈ ². In
diesem Sinn ist im ersten Fall nur eine Schrittweite anfa¨llig, im zweiten Fall sind dagegen alle
Schrittweiten anfa¨llig. Aus diesem Grund macht sich bei einer Bewegung in allen Dimensionen
(Bewegungstyp II und III) eine gro¨ßere Diversita¨t in der Population positiv bemerkbar.
Wir kommen noch einmal auf die Experimente aus dem Kapitel 6 zuru¨ck. Wie wir dort gesehen
haben ist eine ES mit n Schrittweiten einer ES mit nur einer Schrittweite selbst dann nicht un-
terlegen, wenn sich das Optimum gleichma¨ßig in allen Richtungen bewegt. Dieses Verhalten kann
nun damit begru¨ndet werden, dass aufgrund der gro¨ßeren Schrittweiten die Schwankungen der
Objektvariablen in den einzelnen Komponenten sehr groß sind. Selbst bei den hier verwendeten
30 Dimensionen kommt es dann immer einmal vor, dass die zur Bildung der einen oder anderen
Objektvariable gezogene Zufallszahl stark von Null abweicht, sodass die durch Differenzen in den n
Schrittweiten hervorgerufenen Schwankungen u¨berlagert werden. Falls diese Vermutung allgemein
gu¨ltig ist, sollte fu¨r gro¨ßeres n eine ho¨here Wahrscheinlichkeit existieren, dass sich unter den neuen
Schrittweiten eines Individuums zumindest ein Ausreißer befindet, der den Funktionswert stark
verschlechtert. Obwohl theoretische Untersuchungen diese Vermutung aufgreifen sollten, werden
wir zu diesem Punkt bei der Ero¨rterung der Ergebnisse fu¨r die Problemdimensionen n = 10, 50
zuru¨ckkommen.
Um signifikante Differenzen zwischen den Ergebnissen der einzelnen Strategien mit unterschied-
lichen Populationsgro¨ßen zu erkennen, sind in der Abbildung 7.18 exemplarisch die Ergebnisse einer













Abbildung 7.18: Boxplot der in jeweils 31 unabha¨ngigen Durchla¨ufen erreichten mittleren Funk-
tionswerte einer (10, 100)- und (20, 200)-ES auf dem dynamischen Kugelmodell mit n = 30. Das
Optimum bewegt sich jede (∆g = 1) und jede zweite (∆g = 2) Generation in einer Dimension
(Typ I, links) und in allen Dimensionen (Typ III, rechts). Die zuru¨ckgelegte Gesamtentfernung
betra¨gt fu¨r alle Strategien 300.
(10, 100)- und (20, 200)-ES in Boxplots dargestellt. Wie der Abbildung zu entnehmen ist, sind fu¨r
die Bewegung in einer Dimension sa¨mtliche Unterschiede auf dem 5%-Niveau signifikant. Es exis-
tieren also signifikante Unterschiede sowohl zwischen den beiden ES-Varianten als auch zwischen
den Ergebnissen mit den verschiedenen Bewegungsfrequenzen ∆g = 1 und ∆g = 2. Im Gegensatz
dazu sind die fu¨r eine Bewegung in allen Dimensionen ersichtlichen Mittelwerte nicht signifikant
unterschiedlich. Hier macht sich die gro¨ßere Schwierigkeit der Optimierung in n Dimensionen be-
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merkbar. Auffallend ist dabei einerseits, dass der Boxplot fu¨r µ = 10 jeweils wesentlich gro¨ßer ist als
fu¨r µ = 20. Dies interpretieren wir als einen deutlichen Hinweis darauf, dass die Anzahl der Eltern
zu gering ist, um einheitliche Ergebnisse zu erzielen. Aufgrund der Streuung werden hiermit ande-
rerseits aber auch trotz der schlechteren Mittelwerte in einzelnen Durchla¨ufen bessere Ergebnisse
erreicht als mit 20 Eltern.
Mit einem extremen Beispiel sollen die bei den beiden Bewegungstypen stark abweichenden
erreichbaren Ergebnisse verdeutlicht werden. Die Abbildung 7.19 zeigt die auf dem dynamischen
Kugelmodell mit einer (2, 20)-ES erreichten Ergebnisse. Im Fall der Bewegung in einer Dimension
folgt die ES dem Optimum in einem geringen Abstand. Wenn sich das Optimum in einer schra¨gen
Diagonalen bewegt kann die ES jedoch nur noch in einem gro¨ßeren Abstand folgen. Bemerkenswert
ist, dass die Zeit bis zur erfolgten
”
Anpassung“ an die Problemstellung in beiden Fa¨llen nahezu
gleich ist (≈ 15, 000 Generationen). Wie den Einzella¨ufen bei der Bewegung in allen Dimensionen
zu entnehmen ist, verla¨uft der Anstieg bis zur Anpassung geradlinig, um anschließend sehr stark zu
schwanken. Weiterhin ist bereits in dem in der Abbildung 7.20 dargestellten Ausschnitt erkennbar,
dass es gewisse zyklische Schwankungen gibt, in denen der Funktionswert besser angena¨hert werden
kann, nach einer gewissen Zeit tritt aber wiederum eine stetige Verschlechterung ein. Das gleiche
Verhalten zeigt sich auch in den anderen Einzella¨ufen, wobei sich lediglich die Zyklenla¨ngen und
Schwankungsamplituden voneinander unterscheiden. Diese Beobachtung la¨sst sich ebenfalls durch
die im vorigen Abschnitt erwa¨hnte Schrittweitensteuerung erkla¨ren. Mit gro¨ßerer Regelma¨ßigkeit
tritt immer wieder ein ungu¨nstiges Ereignis ein, das dafu¨r sorgt, dass in der nachfolgenden Genera-
tion viele Nachkommen schlecht adaptiert sind und sich dieser Effekt u¨ber mehrere Generationen
negativ bemerkbar macht.
Fu¨r n = 30 betrachten wir nun den Fortschritt verschiedener ES in Abha¨ngigkeit vom Selek-
tionsdruck λ/µ. Die Abbildung 7.21 zeigt einerseits den ABFV im Fall einer Bewegung in einer
Dimension. Den besten Wert erhalten wir hier mit einer (2, 20)-ES. Fu¨r jedes µ verbessert sich der

























Abbildung 7.19: Mittlerer Lauf einer (2, 20)-ES auf dem 50-dimensionalen dynamischen Kugelmo-
dell. Das Optimum bewegt sich jede Generation in einer (Typ I: dT = 1) oder allen (Typ III:
dT = 3) Dimension/en mit einer Bewegungssta¨rke s = 1.
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Abbildung 7.20: Einzellauf einer (2, 20)-ES auf dem 50-dimensionalen dynamischen Kugelmodell.
Das Optimum bewegt sich jede Generation in allen Dimensionen (Typ III) mit einer Bewegungs-
sta¨rke s = 1.
ABFV mit wachsendem Selektionsdruck. Um dieses Ergebnis auch fu¨r gro¨ßere Selektionsdru¨cke zu
u¨berpru¨fen, wa¨ren jedoch Experimente mit einer wesentlich erho¨hten Anzahl Funktionsauswertun-
gen notwendig. Andererseits werden beim Bewegungstyp III die besten Ergebnisse mit einer Anzahl
Eltern von µ ≈ 20 erreicht. Fu¨r den Selektionsdruck scheint hier ein deutliches Optimum bei einer
Kombination von 4 ≤ λ/µ ≤ 5 zu liegen. Interessant ist zudem der direkte Vergleich einzelner
Kurven. So fa¨llt es auf, dass mit wachsendem µ die Kurven zuna¨chst steil abfallen, in einem kleinen
Bereich ihr Minimum annehmen, und dann wieder sta¨rker steigen. Dies fu¨hrt bspw. dazu, dass sich
die Kurven fu¨r µ = 8 und µ = 40 zweimal schneiden. Dabei muss allerdings beachtet werden, dass
bei einer Erho¨hung des Selektionsdruckes um Eins die Anzahl der Nachkommen pro Generation
einmal um 8 und einmal um 40 zunimmt.
In den na¨chsten Abschnitten pra¨sentieren wir weitere Ergebnisse auf dem dynamischen Ku-
gelmodell fu¨r n = 10 und n = 50. Zuna¨chst sind in der Abbildung 7.22 fu¨r das 10-dimensionale
dynamische Kugelmodell die Ergebnisse verschiedener (µ, λ)-ES mit λ/µ = 10 dargestellt, wenn sich
das Optimum in einer Dimension bewegt und die Bewegungsfrequenz ∆g zwischen {1, 2, 3, 5, 10}
variiert. Wie schon fu¨r n = 30 beobachtet, wa¨chst fu¨r jedes µ der ABFV mit steigendem ∆g. Bewegt
sich das Optimum dagegen in einer schra¨gen Diagonalen weisen die Kurven ein parabela¨hnliches
Aussehen auf. Der ABFV wird dann fu¨r µ = 8 minimiert.
Fu¨r das 50-dimensionale Kugelmodell erhalten wir a¨hnliche Ergebnisse wie fu¨r n = 30. Auch hier
werden in den beiden Fa¨llen die besten Ergebnisse fu¨r µ = 2 bzw. µ ≈ 20 erzielt (Abbildung 7.23).
Abweichend von den beiden zuvor betrachteten Problemdimensionen sind einerseits auf der x-
Achse die Anzahl Eltern aufgetragen, welche jedoch aufgrund des einheitlichen Selektionsdrucks
mit der Anzahl der Nachkommen korrespondieren. Andererseits wurden die Bewegungsfrequenzen
zwischen ∆g ∈ {1, 2, 5, 10, 20} variiert. Wegen des flachen Verlaufs einzelner Kurven fu¨r n = 30
wurden die Experimente hier mit bis zu 500 Nachkommen durchgefu¨hrt. Wie zu sehen, zeichnet sich
ein Minimum jeweils fu¨r 10 < µ < 30 ab. Fu¨r die Bewegung in allen Dimensionen sind zwischen
den Ergebnissen mit differierender Bewegungsfrequenz, aber gleicher Anzahl Eltern, mit bloßem
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Abbildung 7.21: ABFV verschiedener (µ, λ)-ES in Abha¨ngigkeit vom Selektionsdruck λ/µ auf dem
30-dimensionalen dynamischen Kugelmodell bei einer Bewegung in einer Dimension (Typ I, oben)
und in allen Dimensionen (Typ III, unten). Die zuru¨ckgelegte Gesamtentfernung betra¨gt 600 bei
600.000 Funktionsauswertungen.
Auge kaum Unterschiede feststellbar. Lediglich fu¨r ∆g = 20 zeichnet sich eine deutliche Trennung
ab.
Fu¨r unterschiedliche Selektionsdru¨cke entha¨lt die Abbildung 7.24 den ABFV der (µ, λ)-ES auf
dem dynamischen Kugelmodell mit n = 10 und einer Bewegung in einer Dimension. Die Kurven
zeigen keine Besonderheiten und korrespondieren zu denen in Abbildung 7.21. Fu¨r eine schra¨ge
diagonale Bewegung in allen Dimensionen erhalten wir etwas u¨berraschende Ergebnisse. Einige
Strategien (µ ∈ {3, 5}) zeigen ein wesentlich anderes Verhalten als der Rest. Mit steigendem Se-
lektionsdruck fallen diese Kurven u¨ber einen gro¨ßeren Bereich. Dagegen besitzen die Kurven fu¨r
gro¨ßeres µ ihr Minimum bei kleinem Selektionsdruck. Dieses Verhalten kann wie folgt begru¨ndet
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Abbildung 7.22: ABFV verschiedener (µ, λ)-ES mit gleichem Selektionsdruck λ/µ = 10 auf dem
10-dimensionalen dynamischen Kugelmodell bei einer Bewegung in einer Dimension (Typ I, oben)
und in einer schra¨gen Diagonalen (Typ III, unten). Die Bewegungsfrequenz variiert zwischen
∆g ∈ {1, 2, 3, 5, 10}, wobei die zuru¨ckgelegte Entfernung 100 bei 100.000 Funktionsauswertungen
betra¨gt.
werden. Eine aufgrund der kleinen Anzahl Eltern existierende zu geringe Diversita¨t in der Popula-
tion kann fu¨r n = 10 noch dadurch ausgeglichen werden, dass eine erho¨hte Anzahl Nachkommen
generiert wird. Dies ist im Fall n = 30 jedoch nicht mehr mo¨glich, da dort die Wahrscheinlichkeit
fu¨r einen Erfolg zu gering ist.
An dieser Stelle mo¨chten wir ein etwas anderes Experiment durchfu¨hren. Es dient zur Beurtei-
lung, ob der von Beyer (1995) als
”
genetische Reparatur“ bezeichnete Effekt hier positiv genutzt
werden kann. Dazu werden die Schrittweiten eines Nachkommen durch global-intermedia¨re Re-
kombination der Schrittweiten aller Eltern erzeugt, wa¨hrend fu¨r die Objektvariablen die diskrete
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Abbildung 7.23: ABFV verschiedener (µ, λ)-ES mit gleichem Selektionsdruck λ/µ = 10 auf dem
50-dimensionalen dynamischen Kugelmodell bei einer Bewegung in einer Dimension (Typ I, oben)
und in allen Dimensionen (Typ III, unten). Die zuru¨ckgelegte Gesamtentfernung betra¨gt 1.000 bei
1.000.000 Funktionsauswertungen. Die Bewegungsfrequenz variiert zwischen ∆g ∈ {1, 2, 5, 10, 20}.
Rekombination beibehalten wird. Die Abbildung 7.25 zeigt, dass einige Strategien bessere Ergeb-
nisse erzielen. Verbesserungen werden insbesondere bei einer kleinen Anzahl Eltern erreicht. Fu¨r
µ ∈ {2, 3} sind die Ergebnisse merklich besser als bei Verwendung der u¨blichen Rekombination der
Schrittweiten. Allerdings weichen die Ergebnisse bei den anderen Strategien nur unwesentlich von
denen des anderen Rekombinationstyps ab. Eine Begru¨ndung fu¨r dieses Verhalten ist nicht evident.
Bei vielen Eltern ko¨nnte man vermuten, dass unter den vielen Eltern immer wieder Ausreißer auf-
treten, die bei der Rekombination aller Eltern zwangsla¨ufig eingebunden werden. Demgegenu¨ber
sollten sich aber bei wenigen Eltern bereits einzelne Ausreißer stark bemerkbar machen, da sie
nicht ausgemittelt werden ko¨nnen. Da die Auswirkungen dieses Rekombinationsoperators zu kei-
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Abbildung 7.24: ABFV verschiedener (µ, λ)-ES in Abha¨ngigkeit vom Selektionsdruck λ/µ auf dem
10-dimensionalen dynamischen Kugelmodell bei einer Bewegung in einer Dimension (Typ I, oben)
und in allen Dimensionen (Typ III, unten). Die zuru¨ckgelegte Gesamtentfernung betra¨gt 2.400 bei
2.400.000 Funktionsauswertungen.
nen wesentlich anderen Ergebnissen fu¨hrt und dementsprechend kein eindeutiger Zusammenhangs
erkennbar ist, wird im Folgenden von der weiteren Verwendung dieses Rekombinationstyps abge-
sehen.
Die fu¨r n = 50 mit unterschiedlichen Populationsgro¨ßen erhaltenen Kurven sind in der Abbil-
dung 7.26 dargestellt. Das Aussehen der Kurven entspricht im Wesentlichen dem Aussehen der fu¨r
n = 30 erhaltenen Kurven und wird deshalb hier nicht so intensiv diskutiert. Wa¨hrend man fu¨r
die Bewegung in einer Dimension mit µ = 2 die besten Resultate erha¨lt, scheint dagegen fu¨r den
Bewegungstyp III wiederum ein Wert von µ ≈ 20 Eltern eine sehr gute Wahl zu sein. Hier kann die
ES meistens erst wieder fu¨r λ/µ ≥ 4 dem Optimum in einem tolerierbaren Abstand folgen.
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Abbildung 7.25: ABFV verschiedener (µ, λ)-ES in Abha¨ngigkeit vom Selektionsdruck auf dem
10-dimensionalen dynamischen Kugelmodell mit einer Bewegung in einer schra¨gen Diagonalen
(Typ III). Die zuru¨ckgelegte Gesamtentfernung betra¨gt 2.400 bei 2.400.000 Funktionsauswertungen.
Fu¨r die Schrittweiten wurde eine global-intermedia¨re Rekombination aller Eltern verwendet.
Zuletzt soll an dieser Stelle noch kurz auf das Verhalten bei nicht konstanten Bewegungssta¨rken
eingegangen werden. Fu¨r die hierzu durchgefu¨hrten Experimentreihen wurden verschiedene Stra-
tegien auf dem dynamischen Kugelmodell ausgefu¨hrt. Zur Simulation einer variablen Bewegungs-
sta¨rke wird in jeder Generation zu dem fest gewa¨hlten Wert s eine normalverteilte Zufallsvariable
mit Standardabweichung d unterschiedlicher Gro¨ße hinzuaddiert. Um die eigentliche Bewegung
nicht zu dominieren, wurde der Term im Bereich d ∈ [0, s] variiert. Durch die stochastische Bewe-
gungssta¨rke kann die zuru¨ckgelegte Gesamtentfernung von einer Strategie zur anderen etwas abwei-
chen. Aufgrund der hohen Zahl Generationen werden diese Abweichungen jedoch auf ein Minimum
reduziert. Konkret betra¨gt die maximale Abweichung der zuru¨ckgelegten Gesamtentfernung weni-
ger als 2%. Den ABFV fu¨r verschiedene Werte der Bewegungsstreuung zeigt die Abbildung 7.27.
Bei beiden Bewegungstypen sind die Abweichungen relativ klein. Wa¨hrend fu¨r die Bewegung in
einer Dimension eine (exponentiell) zunehmende Verschlechterung des ABFV zu verzeichnen ist,
werden die Schwankungen u¨berlagert, wenn sich das Optimum in allen Dimensionen bewegt. Hier
dominieren die durch den Bewegungstyp verursachten schlechten Funktionswerte die Abweichun-
gen aufgrund der variierenden Entfernungen. D.h. in dem vorliegenden Versuchsaufbau hat die
variierende Bewegungssta¨rke lediglich bei einer Bewegung des Typs I einen deutlich erkennbaren
Einfluss. Weitere Experimente zeigen, dass bei Verwendung einer normalverteilten Bewegungssta¨rke
der Bereich der Problemdimension n, ab dem die Divergenz einsetzt, identisch ist zu dem Fall der
konstanten Bewegungssta¨rke.
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Abbildung 7.26: ABFV verschiedener (µ, λ)-ES in Abha¨ngigkeit vom Selektionsdruck auf dem 50-
dimensionalen dynamischen Kugelmodell bei einer Bewegung in einer Dimension (Typ I, oben)
und in allen Dimensionen (Typ III, unten). Die zuru¨ckgelegte Gesamtentfernung betra¨gt 2.000 bei
2.000.000 Funktionsauswertungen. Fu¨r die Schrittweiten wurde eine global-intermedia¨re Rekombi-
nation aller Eltern verwendet.
7.3 Fazit
Nach diesen sehr umfangreichen Untersuchungen auf dem Kugelmodell fassen wir zuna¨chst noch
einmal einige wichtige gewonnene Erkenntnisse fu¨r den statischen Fall stichpunktartig zusammen:
• Fu¨r kleine Problemdimensionen (n ≈ 10) werden die besten Ergebnisse mit einer kleinen
Anzahl Eltern und Nachkommen erzielt. Hier reichen schon 3−5 Eltern und 30 Nachkommen
aus.
• Mit leicht steigender Problemdimension muss zuna¨chst bei gleicher Anzahl Nachkommen die
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Abbildung 7.27: ABFV einer (15, 100)-ES in Abha¨ngigkeit von der Sta¨rke der Bewegungsstreuung
auf dem 30-dimensionalen dynamischen Kugelmodell. Das Optimum bewegt sich in einer Dimension
(Typ I, oben) bzw. in allen Dimensionen (Typ III, unten), wobei die zuru¨ckgelegte Gesamtentfer-
nung ca. 3.000 betra¨gt bei 300.000 Funktionsauswertungen (entspricht s = 1).
Anzahl der Eltern etwas erho¨ht werden. Bei weiter steigender Problemdimension ist auch die
Zahl der Nachkommen zu erho¨hen, wobei ebenfalls der Selektionsdruck steigen muss. Fu¨r
mittlere Problemdimensionen (n ≈ 30) erweist sich dann eine (10, 100)-ES als angemessen.
• Fu¨r hohe Problemdimensionen (n > 100) ist es das wesentliche Element, mit großen Popula-
tionsgro¨ßen (insbesondere λ) die Divergenz zu verhindern. Die erreichbaren Funktionswerte
unterscheiden sich dann aber nicht mehr sehr stark voneinander.
• Ein direkter Zusammenhang zwischen der Problemdimension und den zu wa¨hlenden Popula-
tionsgro¨ßen ist nicht erkennbar.
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Fu¨r die betrachteten Situationen im dynamischen Fall sind unter anderem folgende wesentliche
Ergebnisse erwa¨hnenswert:
• Der Bereich der Problemdimension, ab dem eine Divergenz zu verzeichnen ist, unterscheidet
sich im dynamischen Fall nicht von dem des statischen Falls.
• Eine große Bewegungssta¨rke fu¨hrt zu einer schwerer zu optimierenden Problemstellung als eine
kleine Bewegungssta¨rke. Zwar sind die erreichbaren Funktionswerte schlechter als bei einer
kleinen Bewegungssta¨rke. Demgegenu¨ber gibt es aber kaum Unterschiede, was den Bereich
der Problemdimension anbelangt, ab dem eine Divergenz zu verzeichnen ist.
• Mit den hier verwendeten Strategien ist es leichter eine Funktion zu optimieren, deren Op-
timum sich bei gleicher Bewegungssta¨rke nur in einer Dimension bewegt als eine, die sich in
allen Dimensionen bewegt. Dabei spielt es kaum eine Rolle, ob die Bewegung gleichma¨ßig in
allen Dimensionen erfolgt oder in einer schra¨gen Diagonalen.
• Die Unterschiede zwischen der Optimierung einer Funktion mit konstanter Bewegungssta¨rke
und einer Funktion mit variierender Bewegungssta¨rke sind relativ gering (solange die Varia-
tionen im Verha¨ltnis zur Bewegungssta¨rke klein sind). Die Unterschiede verschwinden nahezu,
wenn sich das Optimum in allen Dimensionen bewegt.
• Was die Populationsgro¨ßen betrifft, treffen die schon im statischen Fall aufgestellten Regeln
zu. Allerdings sind auf dem dynamischen Kugelmodell gute Einstellungen immer etwas gro¨ßer
zu wa¨hlen als im statischen Fall. Dies gilt insbesondere fu¨r kleine Problemdimensionen, wo
im dynamischen Fall statt der 3− 5 eher 8 − 10 Eltern ratsam sind. Dann ist aber auch die
Anzahl der Nachkommen zu erho¨hen. Fu¨r große Problemdimensionen bleibt auch hier das




Aufgrund der auf dem Kugelmodell erhaltenen Ergebnisse ko¨nnen wir uns bei der Betrachtung mul-
timodaler Funktionen auf das Verhalten einiger weniger Strategien konzentrieren. Sollten die Resul-
tate mit dem prinzipiellen Verhalten auf dem Kugelmodell u¨bereinstimmen, du¨rfen wir na¨mlich mit
einiger Gewissheit annehmen, dass andere Initialisierungen und Parametereinstellungen a¨hnliche
Auswirkungen haben wie die auf dem Kugelmodell beobachteten.
8.1 Ackley-Funktion
Wie schon beim Kugelmodell schauen wir uns zuna¨chst das Konvergenzverhalten einer (15, 100)-ES
fu¨r unterschiedliche Problemdimensionen auf der statischen Ackley-Funktion an. Die Abbildung 8.1
zeigt, dass auch fu¨r die Ackley-Funktion ein a¨hnlicher Verlauf zu erkennen ist. Fu¨r Problemdimen-















Abbildung 8.1: Konvergenzverhalten einer (15, 100)-ES auf der statischen Ackley-Funktion in
Abha¨ngigkeit von der Problemdimension. Neben dem ABFV sind noch die 0.05- und 0.95-Quantile
dargestellt. Die gestrichelte Linie zeigt daru¨ber hinaus den durchschnittlichen Startwert der ES.
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sionen n < 100 kann die ES Fortschritte erzielen, wobei diese mit zunehmender Problemdimension
immer kleiner ausfallen. Ab dem Bereich n ≈ 100 fa¨ngt die ES jedoch auch auf der Ackley-Funktion
an zu divergieren. Nicht u¨berraschen darf uns der Verlauf der Kurve fu¨r n > 110. Hier macht sich
der nach oben durch a+ e beschra¨nkte Wertebereich der Ackley-Funktion bemerkbar. Ein na¨herer
Blick auf die Objektvariablen zeigt uns, dass sich auch hier die ES immer weiter vom Optimum
entfernt.
Fu¨r andere Initialisierungen der Objektvariablen und Schrittweiten sowie der Parametrisierun-
gen einzelner Strategieparameter ist kein vom prinzipiellen Verlauf auf dem Kugelmodell abwei-
chendes Verhalten erkennbar. Deshalb kommen wir an dieser Stelle direkt zu der Darstellung der
Ergebnisse mit unterschiedlichen Populationsgro¨ßen und den sonstigen Einstellungen der Standard-
ES. Zuna¨chst beantwortet die Abbildung 8.2 die Frage, ob auch hier eine (10, 100)-ES bessere Er-


















Abbildung 8.2: Konvergenzverhalten einer (10, 100)-ES auf der statischen Ackley-Funktion in
Abha¨ngigkeit von der Problemdimension. Neben dem ABFV sind noch die 0.05- und 0.95-Quantile
dargestellt. Die gestrichelte Linie zeigt daru¨ber hinaus den durchschnittlichen Startwert der ES.
gebnisse liefert. Dies ist eindeutig zu bejahen. Der Bereich der beginnenden Divergenz der ES hat
sich nach n > 130 verschoben. Ein statistischer Test zeigt, dass die Unterschiede zwischen beiden
Strategien fu¨r alle verwendeten n auf dem 5%-Niveau signifikant sind.
Die na¨chsten beiden Abbildungen zeigen fu¨r einen festen Populationsparameter die Abha¨ngig-
keit des ABFV von der Problemdimension n und dem jeweils anderen Populationsparameter. Die
Abbildung 8.3 zeigt dies fu¨r µ = 15 Eltern und die Abbildung 8.4 fu¨r λ = 100 Nachkommen. In bei-
den Fa¨llen zeichnen sich deutliche Strukturen ab. Bei fester Wahl eines der beiden Populationspara-
meter gibt es fu¨r jede Problemdimension einen Wert fu¨r den jeweils anderen Populationsparameter,
der den ABFV minimiert. Bei der (15, λ)-ES steigt dieser Wert mit zunehmender Problemdimensi-
on immer weiter an. Dies entspricht unseren Erwartungen, ist doch die Optimierung einer Funktion
mit gro¨ßerer Problemdimension in der Regel immer schwieriger. Demgegenu¨ber ergibt sich bei fes-
ter Wahl von λ = 100 ein etwas anderes Bild. Fu¨r eine Problemdimension n ≤ 100 steigt der Wert
fu¨r µ, der den ABFV minimiert, zuerst immer weiter an. Danach findet jedoch eine Umkehrung
statt, d.h. fu¨r n > 100 wird der Wert fu¨r µ immer kleiner. Dieser zuna¨chst u¨berraschende Effekt
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Abbildung 8.3: ABFV einer (15, λ)-ES auf der statischen Ackley-Funktion in Abha¨ngigkeit von der
Problemdimension und der Anzahl Nachkommen.























Abbildung 8.4: ABFV einer (µ, 100)-ES auf der statischen Ackley-Funktion in Abha¨ngigkeit von
der Problemdimension und der Anzahl Eltern.
hat jedoch einen einfachen Grund. Fu¨r die gro¨ßeren Problemdimensionen (n > 100) ist eine Wahl
von λ = 100 nicht mehr ausreichend, um einen ada¨quaten Fortschritt zu erzielen. Bei weiterer
Erho¨hung von µ wa¨re nun wegen des kleineren Selektionsdrucks ein Fortschritt gar nicht mehr
mo¨glich. Stattdessen stellt nun die Wahl eines kleinen µ aufgrund des gro¨ßeren Selektionsdrucks
das kleinere U¨bel dar und gewa¨hrleistet, dass u¨berhaupt noch Fortschritte erzielt werden.
In den Abbildungen 8.5 bis 8.7 ist der ABFV fu¨r einzelne Kombinationen von µ und λ fu¨r
drei Problemdimensionen dargestellt. Fu¨r n = 30 fa¨llt auf, dass die Strategien mit µ ∈ {2, 3} zu
relativ schlechten Ergebnissen fu¨hren. Eine Variation der Anzahl der Nachkommen hat hier kaum
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Abbildung 8.5: ABFV einer (µ, λ)-ES auf der 30-dimensionalen statischen Ackley-Funktion.























Abbildung 8.6: ABFV einer (µ, λ)-ES auf der 50-dimensionalen statischen Ackley-Funktion.
Auswirkungen. Es ist zu vermuten, dass die geringe Zahl der Eltern fu¨r eine zu kleine Diversita¨t
sorgt, sodass lokale Optima nur schwer verlassen werden ko¨nnen. Die Kurve fu¨r µ = 5 zeigt einen
besonderen Verlauf. Bei bis zu 80 Nachkommen sind die Fortschritte relativ moderat. Erst mit mehr
Nachkommen ko¨nnen bessere Ergebnisse erzielt werden, die jedoch nicht so gut wie die mit µ = 8
oder µ = 10 erreichten sind. Hier scheint die Schwelle fu¨r µ zu liegen, ab der auf der statischen
Ackley-Funktion ein passabler Fortschritt erreicht werden kann. Fu¨r die anderen Einstellungen fu¨r
µ sind die erzielten Ergebnisse meistens wesentlich besser. Fu¨r alle µ zeichnen sich dabei auch auf
der Ackley-Funktion deutliche Werte fu¨r λ ab, mit denen der ABFV minimiert wird. Die insgesamt
besten Ergebnisse werden mit µ = 8 erzielt. Fu¨r µ > 8 verlaufen die Kurven jeweils oberhalb der
jeweils verwendeten niedrigeren Einstellung fu¨r µ.
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Abbildung 8.7: ABFV einer (µ, λ)-ES auf der 110-dimensionalen statischen Ackley-Funktion.
Da bereits fu¨r n = 30 die Ergebnisse mit µ ∈ {2, 3} sehr schlecht ausfielen und sich fu¨r n ≥
50 weiter verschlechterten, werden die entsprechenden Kurven in den folgenden Grafiken nicht
dargestellt. Fu¨r µ = 5 sind die Ergebnisse bei kleinem Selektionsdruck zwar besser als die Ergebnisse
mit mehr Eltern, allerdings werden damit auch bei einer Erho¨hung des Selektionsdrucks keine
besseren Ergebnisse erzielt. Fu¨r die anderen µ gilt nun das bereits fu¨r n = 30 Gesagte. Es zeichnen
sich wiederum deutliche Strukturen ab, wobei fu¨r jedes µ ein zum Erreichen des besten ABFV
optimales λ zu existieren scheint, das mit zunehmendem µ ebenfalls ansteigt. Fu¨r n = 110 zeigt sich,
dass die Ackley-Funktion mit zunehmender Problemdimension immer schwieriger zu optimieren
wird. Eine (8, λ)-ES ist nun nicht mehr in der Lage fu¨r eine ausreichende Qualita¨t des ABFV zu
sorgen. Stattdessen gleicht der Verlauf der Kurve dem der fu¨r µ = 5 erhaltenen Kurve, wobei die
mit µ = 8 erhaltenen Ergebnisse aber besser sind.
Bei den multimodalen Funktionen wird immer wieder auf die Art der Initialisierung hinge-
wiesen. Wird die Startpopulation gleichverteilt u¨ber dem gesamten Wertebereich initialisiert, so
scheinen diejenigen Strategien bevorteilt, die mit einer gro¨ßeren Anzahl Eltern arbeiten, da dann
die Wahrscheinlichkeit gro¨ßer ist, einen Elter in der Na¨he des Optimums zu platzieren. Zudem
wird vereinzelt behauptet, dass sich dann die Rekombination besonders positiv bemerkbar macht.
Um diesen Effekt abscha¨tzen zu ko¨nnen, wiederholen wir hier exemplarisch die Experimente auf
der 30-dimensionalen Ackley-Funktion mit einer Initialisierung aller Individuen im Punkt xi = 20
und σi = 1. Die Abbildung 8.8 zeigt die entsprechenden Ergebnisse, wobei im Vergleich zur Abbil-
dung 8.5 kaum Unterschiede vorhanden sind. Besonders auffallend ist lediglich die Kurve fu¨r µ = 5.
Diese hat nun den zuvor schon fu¨r gro¨ßeres n gesehenen flachen Verlauf. Selbstversta¨ndlich werden
die Ergebnisse insgesamt anders ausfallen, wenn bei der Initialisierung eine sehr kleine Schrittweite
verwendet wird. Dann wird die ES jedoch nicht mehr aus einem lokalen Optimum herausfinden.
Dieser Effekt soll hier aber nicht na¨her untersucht werden, da bei der spa¨ter zu untersuchenden
dynamischen Optimierung eine Stagnation (mit immer kleiner werdender Populationsdiversita¨t)
in einem lokalen Optimum kaum auftreten kann, sodass sich dort eine Initialisierung in einem
Startpunkt ohnehin nur unwesentlich bemerkbar machen sollte. Wir halten also auch fu¨r eine Ini-
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Abbildung 8.8: ABFV einer (µ, λ)-ES bei Initialisierung der Startpopulation mit xi = 20 und σi = 1
auf der 30-dimensionalen statischen Ackley-Funktion.
tialisierung der Startpopulation in genau einem Punkt fest, dass die Auswirkungen im statischen
Fall nur marginal sind.
Eine etwas andere Darstellung der mit mehreren Kombinationen der Populationsgro¨ßen erreich-
baren Ergebnisse auf der statischen Ackley-Funktion zeigen die Abbildungen 8.9 bis 8.11. Dort ist
fu¨r verschiedene Problemdimensionen jeweils der ABFV in Abha¨ngigkeit vom Selektionsdruck auf-
getragen. Fu¨r jedes λ ist auch hier ein Wert fu¨r µ erkennbar, der den ABFV minimiert.























Abbildung 8.9: ABFV einer (µ, λ)-ES auf der 30-dimensionalen statischen Ackley-Funktion.
Was das Konvergenzverhalten der ES auf der statischen Ackley-Funktion anbelangt, weisen die
Ergebnisse zu den auf dem Kugelmodell erhaltenen insgesamt eine große A¨hnlichkeit auf. Fu¨r beide
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Abbildung 8.10: ABFV einer (µ, λ)-ES auf der 110-dimensionalen statischen Ackley-Funktion.























Abbildung 8.11: ABFV einer (µ, λ)-ES auf der 150-dimensionalen statischen Ackley-Funktion.
Funktionen liegt der Bereich der beginnenden Divergenz fu¨r eine (15, 100)-ES bei n ≈ 100. Fu¨r beide
Funktionen konnte eine (10, 100)-ES signifikant bessere Ergebnisse erzielen. Des Weiteren sind die
Ergebnisse verschiedener ES mit unterschiedlichen Populationsgro¨ßen vom prinzipiellen Aussehen
sehr a¨hnlich. Gro¨ßere Unterschiede sind fu¨r kleine µ erkennbar. Hier macht sich insbesondere fu¨r
steigende Problemdimensionen die erho¨hte Schwierigkeit aufgrund der Multimodalita¨t bemerkbar.
Ansonsten sind fu¨r jede Problemdimension bei fester Wahl eines Populationsparameters wiederum
optimale Werte fu¨r den anderen Populationsparameter feststellbar, mit denen der ABFV minimiert
wird.
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Gema¨ß Definition 1.4 ist die dynamische Variante der generalisierten Ackley-Funktion wie folgt
definiert:
fAckley(x, x
















cos (c(xi − x∗i (t)))
)
+ a+ e,
wobei a = 20, b = 0.2, c = 2pi,−20 ≤ xi ≤ 30.
Die Abbildung 8.12 zeigt, dass wir bei der Optimierung der dynamischen Ackley-Funktion mit einer
Bewegung in einer Dimension eine a¨hnliche Situation bzgl. des Bereichs der beginnenden Divergenz
erhalten wie im statischen Fall. Der teils sehr eng am Optimum gefasste Startpunkt der ES kann
bereits ab einer Problemdimension n ≈ 50 nur noch schwer gehalten werden. Dennoch erfolgt eine
Divergenz auch hier erst ab n ≈ 100.












Abbildung 8.12: Konvergenzverhalten einer (15, 100)-ES auf der dynamischen Ackley-Funktion in
Abha¨ngigkeit von der Problemdimension. Neben dem ABFV sind noch die 0.05- und 0.95-Quantile
dargestellt. Die gestrichelte Linie zeigt daru¨ber hinaus den durchschnittlichen Startwert der ES.
Das Optimum bewegte sich jede Generation in einer Dimension um die Entfernung s = 1.0.
Wird der Bewegungstyp III verwendet, a¨ndert sich das Bild enorm. In der Abbildung 8.13 ist
scheinbar eine ab n ≈ 60 beginnende Divergenz zu erkennen. Allerdings macht sich hier der stark
beschra¨nkte Wertebereich der Ackley-Funktion bemerkbar. Die Form der Bewegung ist nun so
schwierig, dass sich die ES bereits fru¨hzeitig dem maximalen Funktionswert a+ e anna¨hert. Es ist
davon auszugehen, dass fu¨r einen Anwender diese erzielten Ergebnisse unbefriedigend wa¨ren. Fu¨r
die hier durchgefu¨hrte Untersuchung blicken wir jedoch zusa¨tzlich noch auf die Entfernung zum
Optimum. Dabei zeigt sich, dass diese auch fu¨r ein festes n mit 60 < n < 100 relativ konstant
bleibt, d.h. die ES divergiert wiederum erst ab n ≈ 100. Von diesem Standpunkt aus betrachtet
ergeben sich fu¨r die Ackley-Funktion nur wenig Unterschiede zum Verhalten auf dem Kugelmodell.
Wir sehen deshalb davon ab, weitere Experimente auf der Ackley-Funktion durchzufu¨hren.
Stattdessen konzentrieren wir uns im Weiteren auf die Rastrigin-Funktion.
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Abbildung 8.13: Konvergenzverhalten einer (15, 100)-ES auf der dynamischen Ackley-Funktion in
Abha¨ngigkeit von der Problemdimension. Neben dem ABFV sind noch die 0.05- und 0.95-Quantile
dargestellt. Die gestrichelte Linie zeigt daru¨ber hinaus den durchschnittlichen Startwert der ES. Das
Optimum bewegte sich jede Generation in einer schra¨gen Diagonalen um die Entfernung s = 1.0.
8.2 Rastrigin-Funktion
Wir betrachten zuna¨chst wieder das Konvergenzverhalten einer (15, 100)-ES auf der statischen
Funktion. Die Abbildung 8.14 zeigt, dass auch fu¨r die Rastrigin-Funktion ein a¨hnliches Verhalten
zu erkennen ist. Fu¨r kleine Problemdimensionen n < 100 kann die ES Fortschritte erzielen, wobei


















Abbildung 8.14: Konvergenzverhalten einer (15, 100)-ES auf der statischen Rastrigin-Funktion in
Abha¨ngigkeit von der Problemdimension. Neben dem ABFV sind noch die 0.05- und 0.95-Quantile
dargestellt. Die gestrichelte Linie zeigt daru¨ber hinaus den durchschnittlichen Startwert der ES.
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diese wegen der starken Multimodalita¨t der Funktion wesentlich kleiner sind. Ab dem Bereich
n ≈ 100 fa¨ngt die ES jedoch auch auf der Rastrigin-Funktion an zu divergieren.
Wie schon bei den beiden anderen Funktionen sind auch hier fu¨r andere Initialisierungen der
Objektvariablen und Schrittweiten sowie der Parametrisierungen der Strategieparameter keine be-
sonderen Abweichungen vom sonstigen Verhalten erkennbar. Deshalb kommen wir an dieser Stelle
direkt zu der Darstellung der Ergebnisse mit unterschiedlichen Populationsgro¨ßen, aber identischen
sonstigen Einstellungen der Standard-ES. Zuna¨chst beantwortet die Abbildung 8.15 die Frage, ob


















Abbildung 8.15: Konvergenzverhalten einer (10, 100)-ES auf der statischen Rastrigin-Funktion in
Abha¨ngigkeit von der Problemdimension. Neben dem ABFV sind noch die 0.05- und 0.95-Quantile
dargestellt. Die gestrichelte Linie zeigt daru¨ber hinaus den durchschnittlichen Startwert der ES.
auch hier eine (10, 100)-ES bessere Ergebnisse liefert. Dies ist eindeutig zu bejahen. Der Bereich
der beginnenden Divergenz der ES hat sich nun nach n > 150 verschoben. Fu¨r n < 100 sind die
Unterschiede in den Funktionswerten aber nicht sehr groß. Auch die (10, 100)-ES stagniert in der
Regel fru¨hzeitig in einem lokalen Optimum gleicher Gro¨ßenordnung. Die vera¨nderte Anzahl der
Eltern wirkt sich also hierfu¨r nicht positiv aus.
Die Abha¨ngigkeit des ABFV von der Anzahl der Nachkommen sowie der Problemdimension
ist in der Abbildung 8.16 dargestellt. Fu¨r die meisten Problemdimensionen fa¨llt der ABFV mit
zunehmender Anzahl Nachkommen immer besser aus, wobei die ES dann alle in einem lokalen
Optimum gleicher Qualita¨t stagnieren. Hier tritt also zum ersten Mal eine gro¨ßere Abweichung zu
den beiden anderen Funktionen auf. Die Abweichungen werden noch deutlicher, wenn wir uns die
Abbildung 8.17 betrachten, in der der ABFV in Abha¨ngigkeit von der Anzahl der Eltern und der
Problemdimension aufgetragen ist. Wa¨hrend es bei den beiden anderen Funktionen einen eindeu-
tigen Wert fu¨r µ gibt, der den ABFV minimiert, gilt dies hier nur fu¨r n ∈ {5, 10}. Aufgrund der
Stagnation in einem lokalen Optimum gleicher Qualita¨t la¨sst fu¨r n ≥ 30 zwischen den mit den ein-
zelnen Strategien erreichten ABFV nur geringe Unterschiede auftreten. In vielen Fa¨llen divergiert
die (µ, 100)-ES sogar. In der Abbildung 8.16 ist noch der fu¨r n = 10 bei 80 bzw. 90 Nachkommen
erkennbare Ausreißer erwa¨hnenswert. Hier ist zu beru¨cksichtigen, dass ab diesem Bereich die ES
immer besser in der Lage ist, das lokale Optimum zu verlassen, in dem die ES mit kleinerer Anzahl
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Abbildung 8.16: ABFV einer (15, λ)-ES auf der statischen Rastrigin-Funktion in Abha¨ngigkeit von
der Problemdimension und der Anzahl Nachkommen.


























Abbildung 8.17: ABFV einer (µ, 100)-ES auf der statischen Rastrigin-Funktion in Abha¨ngigkeit
von der Problemdimension und der Anzahl Eltern.
Nachkommen fru¨hzeitig stecken bleibt. Eine ES mit 15 Eltern beno¨tigt einen gewissen Mindestse-
lektionsdruck, um ausreichende Ergebnisse zu erzielen. Der Mindestselektionsdruck liegt hier bei
λ/µ ≈ 90/15 = 6, wobei die einzelnen Durchla¨ufe fu¨r die Strategien in diesem Bereich sta¨rkere
Schwankungen aufweisen. Wir ko¨nnen festhalten, dass es unter den gegebenen Versuchsbedingun-
gen vorteilhafter ist, die ES mit mehr Nachkommen auszufu¨hren, um den Mindestselektionsdruck
auf keinen Fall zu unterschreiten.
Die Abbildungen 8.18 bis 8.22 zeigen fu¨r fu¨nf ausgewa¨hlte Problemdimensionen den ABFV der
einzelnen Kombinationen von µ und λ. Die hier gewa¨hlte Darstellungsart mit der auf der x-Achse
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Abbildung 8.18: ABFV einer (µ, λ)-ES auf der 10-dimensionalen statischen Rastrigin-Funktion.




























Abbildung 8.19: ABFV einer (µ, λ)-ES auf der 30-dimensionalen statischen Rastrigin-Funktion.
aufgetragenen Anzahl der Nachkommen la¨sst den eindeutigen Schluss zu, dass fu¨r den erreichbaren
ABFV im Wesentlichen die geeignete Anzahl Eltern wichtig ist. Daneben muss lediglich gewa¨hrleis-
tet sein, dass der Selektionsdruck einen Mindestwert von ca. 6 nicht unterschreitet. Diese Folgerung
resultiert aus dem fu¨r jedes µ ab einem solchen Selektionsdruck horizontalen Verlauf der Kurven.
Zu bemerken bleibt, dass sich fu¨r die einzelnen Problemdimensionen die Werte fu¨r µ unterscheiden,
fu¨r die der beste ABFV erzielt wird. Entgegen einer ersten Vermutung steigen diese Werte nicht
mit wachsender Problemdimension an. Wie die Tabelle 8.1 zeigt, fa¨llt dieser Wert bis auf n = 10
mit zunehmender Problemdimension sogar. Eine Erkla¨rung fu¨r dieses Verhalten steht noch aus.
Was das Konvergenzverhalten der ES auf der statischen Rastrigin-Funktion anbelangt, sind die
Ergebnisse insgesamt mit den auf den beiden anderen Funktionen erhaltenen vergleichbar. Auch
8.2. RASTRIGIN-FUNKTION 111























Abbildung 8.20: ABFV einer (µ, λ)-ES auf der 50-dimensionalen statischen Rastrigin-Funktion.


























Abbildung 8.21: ABFV einer (µ, λ)-ES auf der 110-dimensionalen statischen Rastrigin-Funktion.
Tabelle 8.1: Die auf der statischen Rastrigin-Funktion zur Erzielung des besten ABFV beno¨tigte
Anzahl µ Eltern in Abha¨ngigkeit von der Problemdimension n.
n 10 30 50 110 150
µ 15 20 20 10 8
fu¨r die Rastrigin-Funktion liegt der Bereich der beginnenden Divergenz fu¨r eine (15, 100)-ES bei
n ≈ 100. Ebenso konnte eine (10, 100)-ES diesen Bereich wesentlich nach hinten verschieben. Gro¨ße-
re Unterschiede treten jedoch bei den Ergebnissen verschiedener ES mit unterschiedlichen Popula-
tionsgro¨ßen auf. Wie zuvor beschrieben, ha¨ngen hier die erreichbaren Ergebnisse im Wesentlichen
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Abbildung 8.22: ABFV einer (µ, λ)-ES auf der 150-dimensionalen statischen Rastrigin-Funktion.
von der Anzahl der Eltern ab.
Auch fu¨r die Rastrigin-Funktion wollen wir noch einmal ein Experiment mit einer einheitli-
chen Startpopulation durchfu¨hren. Wiederum wa¨hlen wir als Initialisierung xi = 20 und σi = 1.
Vergleicht man die Ergebnisse in der Abbildung 8.23 mit denen aus der Abbildung 8.19 so ist



























Abbildung 8.23: ABFV einer (µ, λ)-ES bei Initialisierung der Startpopulation mit xi = 20 und
σi = 1 auf der 30-dimensionalen statischen Rastrigin-Funktion.
festzustellen, dass die Differenzen nur gering sind. Wa¨hrend die Kurven fu¨r µ ∈ {2, 3, 5} wieder
fru¨hzeitig relativ flach verlaufen, flachen die Kurven fu¨r die meisten anderen µ erst recht spa¨t ab.
Insbesondere wird der beste ABFV auch hier mit 20 Eltern erzielt. Fu¨r die einzelnen Strategien
ist dabei auch der jeweils erzielte absolute Wert des ABFV in beiden Situationen ziemlich gleich.
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Rein spekulativ ist es, ob fu¨r µ = 30 mit zunehmender Anzahl Nachkommen vielleicht noch bessere
Ergebnisse erreicht werden ko¨nnen.
Im dynamischen Fall beginnen wir wieder mit der Darstellung des Konvergenzverhaltens einer
(15, 100)-ES in Abha¨ngigkeit von der Problemdimension n. Die Abbildung 8.24 zeigt den ABFV


















Abbildung 8.24: Konvergenzverhalten einer (15, 100)-Standard-ES auf der dynamischen Rastrigin-
Funktion in Abha¨ngigkeit von der Problemdimension n. Neben dem ABFV sind noch die 0.05-
und 0.95-Quantile dargestellt. Die gestrichelte Linie zeigt daru¨ber hinaus den durchschnittlichen
Startwert der ES. Das Optimum bewegte sich jede Generation in einer Dimension um die konstante
Entfernung s = 1.0.
fu¨r den Fall, dass sich das Optimum in jeder Generation in einer Dimension mit der Sta¨rke s = 1.0
bewegt. Der Bereich der beginnenden Divergenz liegt wieder bei n ≈ 100. Das prinzipielle Aussehen
fu¨r kleinere Bewegungssta¨rken (s = 0.1) ist a¨hnlich, wobei dann natu¨rlich die erreichten Funkti-
onswerte etwas besser sind. Demgegenu¨ber sind die von der ES beim Bewegungstyp III erreichten
Funktionswerte schlechter. Allerdings ist der Bereich des U¨bergangs zur Divergenz identisch wie
beim Bewegungstyp I. Was das Konvergenzverhalten anbelangt sind die Ergebnisse auf der dyna-
mischen Rastrigin-Funktion a¨hnlich denen auf den beiden anderen Funktionen.
Auch fu¨r die Rastrigin-Funktion wurden Experimente bzgl. der Auswirkungen unterschiedlicher
Dynamikfrequenzen durchgefu¨hrt. Dabei wurden hier wie auch bei der Ackley-Funktion die auf dem
Kugelmodell erzielten Ergebnisse besta¨tigt. Mit zunehmender Dynamikfrequenz — bei gleicher
zuru¨ckgelegter Gesamtentfernung — fallen die erreichten Funktionswerte immer schlechter aus.
Wir ko¨nnen deshalb an dieser Stelle auf eine detaillierte Darstellung dieser Ergebnisse verzichten.
Die Abbildungen 8.25 bis 8.29 zeigen die Ergebnisse verschiedener (µ, λ)-ES fu¨r ausgewa¨hlte
Problemdimensionen. Fu¨r n = 5 ergibt sich eine klare Einordnung der einzelnen Strategien. Wieder-
um ist die Anzahl der Nachkommen nicht entscheidend, soweit sie eine gewisse Mindestanzahl nicht
unterschreiten. Die einzelnen Strategien ko¨nnen dem Optimum in Abha¨ngigkeit von der Anzahl der
Eltern in einem gewissen Abstand folgen. Mit zunehmendem µ steigt auch der jeweilige ABFV an.
Diese einfachen Strukturen verschwinden mit wachsender Problemdimension. Fu¨r n = 30 existiert
fu¨r jedes µ eine bestimmte Anzahl Nachkommen, mit der der ABFV minimiert wird. Demgegenu¨ber
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Abbildung 8.25: ABFV einer (µ, λ)-ES auf der 5-dimensionalen dynamischen Rastrigin-Funktion.
Das Optimum bewegte sich in einer Dimension mit einer Gesamtentfernung von 50. Die Anzahl der
Funktionsauswertungen betra¨gt 50.000.





















Abbildung 8.26: ABFV einer (µ, λ)-ES auf der 10-dimensionalen dynamischen Rastrigin-Funktion.
Das Optimum bewegte sich in einer Dimension mit einer Gesamtentfernung von 100. Die Anzahl
der Funktionsauswertungen betra¨gt 100.000.
gleichen sich die Kurven fu¨r n ∈ {50, 90} immer mehr an. Dies gipfelt fu¨r n = 90 darin, dass bis auf
µ ≥ 20 fu¨r alle µ ein Wert fu¨r λ gefunden werden kann, der zu einem ABFV fu¨hrt, der dicht am
besten hier gemessenen Wert liegt. Wie die Abbildung andeutet, werden sich mit wachsendem λ
auch die ABFV fu¨r µ ≥ 20 diesem Wert na¨hern. D.h. zwischen den einzelnen Strategien existieren
nicht mehr so große Unterschiede.
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Abbildung 8.27: ABFV einer (µ, λ)-ES auf der 30-dimensionalen dynamischen Rastrigin-Funktion.
Das Optimum bewegte sich in einer Dimension mit einer Gesamtentfernung von 300. Die Anzahl
der Funktionsauswertungen betra¨gt 300.000.
























Abbildung 8.28: ABFV einer (µ, λ)-ES auf der 50-dimensionalen dynamischen Rastrigin-Funktion.
Das Optimum bewegte sich in einer Dimension mit einer Gesamtentfernung von 500. Die Anzahl
der Funktionsauswertungen betra¨gt 500.000.
Die bisherigen Experimente auf der dynamischen Rastrigin-Funktion bezogen sich alle auf den
Bewegungstyp I. Bereits bei dieser Bewegung in nur einer Dimension zeigten sich wesentliche Un-
terschiede zu der Optimierung der beiden anderen Funktionen bei gleichem Bewegungstyp. Bei
einer Bewegung des Typs III sind dementsprechend ebenfalls wesentliche Unterschiede zu erwarten.
Gro¨ßere Abweichungen erwarten wir wegen des schwierigeren Bewegungstyps auch im Verha¨ltnis zu
den Ergebnissen des Bewegungstyps I. Beim Bewegungstyp I konnten schon fu¨r kleine n Auffa¨llig-
116 KAPITEL 8. ERGEBNISSE AUF MULTIMODALEN FUNKTIONEN
























Abbildung 8.29: ABFV einer (µ, λ)-ES auf der 90-dimensionalen dynamischen Rastrigin-Funktion.
Das Optimum bewegte sich in einer Dimension mit einer Gesamtentfernung von 900. Die Anzahl
der Funktionsauswertungen betra¨gt 900.000.
keiten erkannt werden. Um einen direkten Vergleich beider Ergebnisse zu ermo¨glichen, werden die
nachfolgenden Experimente mit den gleichen Problemdimensionen n ∈ {5, 10, 30, 50, 90} durch-
gefu¨hrt. Die zugeho¨rigen Ergebnisse sind in den Abbildungen 8.30 bis 8.34 dargestellt. Es fa¨llt auf,
dass die besten Ergebnisse ausschließlich mit gro¨ßeren µ-Werten erreicht werden. Dies gilt bereits
ab n = 10. Alle Strategien haben hier sowohl mit der starken Multimodalita¨t zu ka¨mpfen als auch
mit der jetzt verscha¨rften Dynamik. Hierfu¨r scheint sich eine gro¨ßere Diversita¨t in der Population
positiv bemerkbar zu machen.
8.3 Fazit
Die wichtigsten aus den Experimenten auf den getesteten multimodalen Funktionen gewonnenen
Erkenntnisse seien hier aufgeza¨hlt:
• Die Optimierung auf der Ackley-Funktion fu¨hrt zu a¨hnlichen Ergebnissen wie die Optimierung
beim Kugelmodell, sodass die dort gemachten Aussagen auch hier zutreffen.
• Die Optimierung der Rastrigin-Funktion gestaltet sich aufgrund der sta¨rkeren Multimodalita¨t
wesentlich schwieriger. Sehr viele Strategien bleiben im statischen Fall fru¨hzeitig in einem
lokalen Optimum stecken. Dies spiegelt sich auch in den Ergebnissen fu¨r die Optimierung
im dynamischen Fall wider. Insbesondere wenn der Wert der Bewegungsfrequenz ∆g hoch
ist, macht sich die multimodale Struktur bemerkbar, sodass eine ES ha¨ufig in einem lokalen
Optimum stecken bleibt. Allerdings ist es der ES bei entsprechender Bewegungssta¨rke nach
einer A¨nderung auch hier mo¨glich, dem Optimum zu folgen.
• Bei einer nahezu kontinuierlichen Bewegung (∆g klein) a¨hneln die erreichten Ergebnisse auf
der Rastrigin-Funktion denen des Kugelmodells. Die Komplexita¨t der Optimierung der mul-
timodalen Funktion wird dann durch die Dynamik u¨berlagert und die Eigenschaften des
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Kugelmodells kommen sta¨rker zum Tragen.
• Die beginnende Divergenz liegt fu¨r die Rastrigin-Funktion in einem a¨hnlichen Bereich der
Problemdimension wie fu¨r die beiden anderen Funktionen. Dennoch tritt dieser Aspekt bei
der Rastrigin-Funktion etwas fru¨her auf.
• Insgesamt erweisen sich zur Optimierung der Rastrigin-Funktion im Vergleich zu den anderen
beiden Testfunktionen gro¨ßere Populationsgro¨ßen als vorteilhaft.





















Abbildung 8.30: ABFV einer (µ, λ)-ES auf der 5-dimensionalen dynamischen Rastrigin-Funktion.
Das Optimum bewegte sich in einer schra¨gen Diagonalen mit einer Gesamtentfernung von 50. Die
Anzahl der Funktionsauswertungen betra¨gt 50.000.
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Abbildung 8.31: ABFV einer (µ, λ)-ES auf der 10-dimensionalen dynamischen Rastrigin-Funktion.
Das Optimum bewegte sich in einer schra¨gen Diagonalen mit einer Gesamtentfernung von 100. Die
Anzahl der Funktionsauswertungen betra¨gt 100.000.



























Abbildung 8.32: ABFV einer (µ, λ)-ES auf der 30-dimensionalen dynamischen Rastrigin-Funktion.
Das Optimum bewegte sich in einer schra¨gen Diagonalen mit einer Gesamtentfernung von 300. Die
Anzahl der Funktionsauswertungen betra¨gt 300.000.
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Abbildung 8.33: ABFV einer (µ, λ)-ES auf der 50-dimensionalen dynamischen Rastrigin-Funktion.
Das Optimum bewegte sich in einer schra¨gen Diagonalen mit einer Gesamtentfernung von 500. Die
Anzahl der Funktionsauswertungen betra¨gt 500.000.
























Abbildung 8.34: ABFV einer (µ, λ)-ES auf der 90-dimensionalen dynamischen Rastrigin-Funktion.
Das Optimum bewegte sich in einer schra¨gen Diagonalen mit einer Gesamtentfernung von 900. Die
Anzahl der Funktionsauswertungen betra¨gt 900.000.




In diesem Kapitel betrachten wir das Verhalten EA in Bezug auf die Diversita¨t innerhalb der
Population. Diesem in fru¨heren Jahren wenig Aufmerksamkeit geschenkten Aspekt evolutiona¨rer
Algorithmen widmen immer mehr Autoren eigene Beitra¨ge. Beispielhaft seien hier Morrison (2004)
und Wineberg und Oppacher (2003) genannt. Wa¨hrend ersterer das Hauptaugenmerk auf bina¨re
Kodierungen legt, betrachten letztere auch reellwertige Codierungen. Als Maß der Populations-
diversita¨t existieren demzufolge verschiedene Mo¨glichkeiten. Beispielhaft seien hier die Folgenden
aufgeza¨hlt:
Volumen: Das Volumen der Population, definiert als Produkt der Spannweiten in den Koordi-
naten, ist ungeeignet, da es den Wert 0 besitzt, wenn alle Individuen in einer Koordinate
identisch sind.
Max. Abstand: Der maximale Abstand zwischen den einzelnen Individuen einer Population ist
sehr empfindlich gegenu¨ber einzelnen Ausreißern.
Summe der Spannweiten: Bei diesem Maß wird fu¨r jede Koordinate die Differenz des gro¨ßten
und kleinsten Wertes gebildet. Die Summe dieser Differenzen dient als grobes Maß zur Beur-
teilung der Diversita¨t.
Mittlerer Abstand: Als mittlerer Abstand sind zwei Mo¨glichkeiten gebra¨uchlich. Einerseits kann
der mittlere Abstand aller Individuen zum Zentrum der Population berechnet werden. Ande-
rerseits verwendet man ha¨ufig den mittleren Abstand der Individuen untereinander.
Wie im Abschnitt 3.2 erwa¨hnt, wird zur Beurteilung der Diversita¨t oftmals auch die Entropie
bestimmt. Dafu¨r hat sich jedoch noch kein einheitliches Maß etabliert. Ein Grund hierfu¨r liegt
darin, dass die Entropie nur innerhalb eines definierten und beschra¨nkten Raumes bestimmt werden
kann. Wird dieser zu klein gewa¨hlt ko¨nnen einzelne Individuen außerhalb liegen. Wird er dagegen
zu groß gewa¨hlt sind die Unterschiede der Entropie nicht aussagekra¨ftig genug. Maße, die nur einen
maximalen Abstand beru¨cksichtigen, sind sehr anfa¨llig gegenu¨ber extremen Ausreißern. Liegt ein
Element weit entfernt von den anderen, so wird z.B. das Volumen sehr groß, obwohl der gro¨ßte Teil
der Elemente einen kompakten Klumpen bilden kann.
Dass das genaue Maß keine so große Rolle spielt, zeigen Wineberg und Oppacher (2003). Ins-
besondere kommen sie zur Erkenntnis, dass die beiden Maße des mittleren Abstands a¨quivalent
sind.
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Aufgrund dieser Erkenntnis und weil es sich bei dem mittleren Abstand um ein ha¨ufig ge-
brauchtes Maß handelt, verwenden wir dieses hier wie auch schon in (Scho¨nemann 2004a). Genauer
gesagt betrachten wir den quadrierten mittleren euklidischen Abstand D2 aller Individuen zum
Populationszentrum. Dieser ist wie folgt definiert.
Definition 9.1 (Populationsdiversita¨t D2) Gegeben sei eine Menge I(1), . . . , I(m) vonm Lo¨sun-
gen eines statischen oder dynamischen Optimierungsproblems aus den Definitionen 1.2 und 1.4.








d.h. der Mittelwert der j-ten Komponenten der Lo¨sungen.










wobei d der bekannte euklidische Abstand ist.
Ein a¨hnliches Konstrukt ist auch aus anderen Wissenschaften bekannt. So wird in der Statistik die
Varianz als mittlerer Abstand der quadrierten Entfernungen zum Mittelwert berechnet. Daru¨ber
hinaus wird bei der Cluster-Einteilung darauf geachtet, dass die Elemente innerhalb eines Clusters
homogen sind. Zur Bestimmung dieser Homogenita¨t wird dort ein a¨hnliches Maß verwendet.
Die Verwendung des Maßes D2 hat auch noch einen weiteren Vorteil. Die hier ermittelten
empirischen Ergebnisse ko¨nnen als Ausgangsbasis fu¨r weitere theoretische Untersuchungen verwen-
det werden wie sie beispielsweise von Beyer (2001) sowie Beyer und Schwefel (2002) durchgefu¨hrt
werden. Bei dieser fu¨r viele Analysen benutzten Multirekombination werden zur Erzeugung eines
Nachkommen immer alle µ Eltern rekombiniert. Die Objektvariablen dieses Rekombinanten stim-
men mit dem von uns benutzten Populationsmittelpunkt u¨berein.
9.2 Kugelmodell
Im (statischen und dynamischen) Kugelmodell haben wir gesehen, dass fu¨r n = 50 alle Einzella¨ufe
einer (15, 100)-ES sicher gegen das globale Optimum konvergierten. Fu¨r diese Problemdimension
zeigt die Abbildung 9.1 den Verlauf des Funktionswertes und der zugeho¨rigen Diversita¨t fu¨r einen
repra¨sentativen Einzellauf im dynamischen Fall. Beide Werte verlaufen wa¨hrend des gesamten Laufs
im Gleichschritt. Eine Berechnung des zugeho¨rigen Korrelationskoeffizienten besta¨tigt diesen Ein-
druck durch einen sehr hohen Wert (r > 0.99). Das gleiche Verhalten zeigt sich auch im statischen
Fall, wenn die ES sicher gegen das Optimum konvergiert.
Fu¨r n = 150 divergierten alle Einzella¨ufe der (15, 100)-ES, wobei aber auch in dieser Situation
beide Werte im Gleichschritt verlaufen. Demgegenu¨ber war die (15, 100)-ES fu¨r n = 110 nicht in
der Lage, in allen Einzella¨ufen zu konvergieren bzw. im dynamischen Fall dem Optimum zu folgen.
Eine Idee geht dahin, in dieser Situation eine gro¨ßere Abweichung zwischen dem Funktionswert und
der Diversita¨t zu vermuten. Wie die Abbildung 9.2 zeigt, stimmen der Verlauf des Funktionswertes
und der Diversita¨t aber auch in diesem Fall u¨berein. Dies gilt sowohl fu¨r einen repra¨sentativen
Einzellauf als auch fu¨r den Durchschnittslauf.
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Abbildung 9.1: Funktionswert (schwarz) und Diversita¨t (rot) eines repra¨sentativen Einzellaufs einer
(15, 100)-ES auf dem dynamischen Kugelmodell mit n = 50. Das Optimum bewegte sich in einer
Dimension mit einer Sta¨rke von s = 0.1.
9.3 Ackley- und Rastrigin-Funktion
Die Optimierung der Ackley-Funktion ist ein wenig schwieriger als die des Kugelmodells. Dennoch
zeigte sich in den vorhergehenden Kapiteln, dass die Optimierung auf beiden Funktionen a¨hnliche
Eigenschaften besitzt. Wir mo¨chten nun u¨berpru¨fen, ob dies auch auf die Diversita¨t zutrifft. Dies
muss jedoch zuna¨chst verneint werden. Das auf dem Kugelmodell verwendete Diversita¨tsmaß D2
fu¨hrt bei der Ackley-Funktion nur zu einer geringen Korrelation mit dem Funktionswert. Eine
genauere Betrachtung fu¨hrt jedoch dazu, statt D2 als Maß D zu benutzen. Die sinnvolle Wahl dieses
Maßes bei der Ackley-Funktion besta¨tigt bereits der in der Abbildung 9.3 dargestellte Verlauf der
beiden Werte. Nun ergibt auch hier eine Korrelationsanlyse einen Wert r > 0.99. Allerdings ist
hierbei zu beachten, dass die hohe Korrelation fu¨r einen Einzellauf nicht gilt, wenn die ES in einem
lokalen Optimum stecken bleibt. Das Gleiche gilt auch fu¨r den Fall, dass die ES divergiert. Hier steigt
das Populationsvolumen stark an, der Funktionswert ist aber nach oben beschra¨nkt, sodass die
Korrelation nur gering ist. Bei der im na¨chsten Abschnitt betrachteten Rastrigin-Funktion werden
wir sehen, wie sich beide Werte verhalten, wenn die ES gegen ein lokales Optimum konvergiert.
Zur Berechnung der Populationsdiversita¨t bei der Rastrigin-Funktion kehren wir zuru¨ck zum
Maß D2. Fu¨r n = 50 zeigt die Abbildung 9.4 die Entwicklung des Funktionswertes und der Diver-
sita¨t fu¨r einen einzelnen Lauf. Wa¨hrend beide Werte zu Beginn im Gleichschritt verlaufen, beginnt
die Diversita¨t nach kurzer Zeit sta¨rker zu schwanken und anschließend stark zu fallen. Wa¨hrend
der Funktionswert noch fu¨r kurze Zeit fa¨llt, stagniert er wenige Generationen spa¨ter in einem lo-
kalen Optimum. Die gesamte Population konzentriert sich somit innerhalb weniger Generationen
vollsta¨ndig in dem lokalen Optimum und ist nicht mehr in der Lage, dieses zu verlassen. Dabei
spielen selbstversta¨ndlich zwei Gru¨nde eine Rolle. Zum einen fu¨hrt die Rekombination zu Nach-
kommen, die innerhalb der Populationshu¨lle liegen. Zum anderen haben sich auch die Schrittweiten
bereits soweit angepasst, dass ein Verlassen des lokalen Optimums nahezu ausgeschlossen ist. Die
Korrelation ist in dieser Situation natu¨rlich aufgrund des unterschiedlichen Verlaufs nur sehr gering.
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Abbildung 9.2: Funktionswert (schwarz) und Diversita¨t (rot) des mittleren Laufs (oben) und ei-
nes repra¨sentativen Einzellaufs (unten) einer (15, 100)-ES auf dem dynamischen Kugelmodell mit
n=110. Das Optimum bewegte sich in einer Dimension mit einer Sta¨rke von s = 0.1.
Fu¨r n = 100 verdeutlicht die gleiche Abbildung die große Korrelation, wenn die ES nicht in einem
lokalen Optimum stecken bleibt. Die Problemdimension n = 100 liegt bei der Rastrigin-Funktion
genau in dem Bereich, ab dem die ES zu divergieren beginnt. Die verwendete ES ist hier offensicht-
lich nicht im Stande, gegen das Optimum zu konvergieren. Andererseits stagniert sie auch nicht
in einem lokalen Optimum. Daraus ergeben sich Fluktuationen, die mit den Schwankungen u¨ber-
einstimmen, die schon bei den anderen Funktionen in dynamischen Umgebungen zu beobachten
waren. Auch fu¨r n = 150 ist die Korrelation wiederum sehr hoch, da hier in keinem Einzellauf eine
Stagnation stattfindet, sondern die ES divergiert.
Wie dargelegt sind wir bei der Rastrigin-Funktion zur Analyse der Diversita¨t wieder zum Maß
D2 zuru¨ckgekehrt. Es schließt sich natu¨rlich sofort die Frage an, warum dies auch auf dem Kugel-
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Abbildung 9.3: Funktionswert (schwarz) und Diversita¨t (rot) eines repra¨sentativen Einzellaufs einer
(15, 100)-ES auf der statischen (oben) und dynamischen (unten) Ackley-Funktion mit n = 90. Im
dynamischen Fall bewegte sich das Optimum in einer Dimension mit einer Sta¨rke von s = 1.0.
modell sinnvoll war, wa¨hrenddessen bei der Ackley-Funktion D zu sinnvollen Ergebnissen fu¨hrte.
Ein genauerer Blick auf die Definitionen der drei Funktionen gibt uns einen ersten Anhaltspunkt
fu¨r dieses Verhalten.
Sowohl beim Kugelmodell als auch bei der Rastrigin-Funktion fließen die Variablen in qua-
dratischer Form in die Berechnung des Funktionswertes ein. Demgegenu¨ber werden die Variablen





Allerdings ist hierbei noch zu beru¨cksichtigen, dass die Variablen anschließend noch weiteren Trans-
formationen unterworfen werden. Dennoch ko¨nnte diese Beobachtung ein erster Ansatzpunkt fu¨r
weitere Untersuchungen sein. Auch wenn sich diese Arbeit im Speziellen auf dynamische Umgebun-
gen bezieht, so verspricht die Beru¨cksichtigung der Populationsdiversita¨t gerade in den Situationen
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Abbildung 9.4: Funktionswert (schwarz) und Diversita¨t (rot) eines Einzellaufs einer (15, 100)-ES
auf der statischen Rastrigin-Funktion fu¨r n = 50 (oben) und n = 100 (unten).
Vorteile, in denen die ES gegen ein lokales Optimum konvergiert. Hier ko¨nnte ein starker Fall
der beobachteten Diversita¨t bei gleichzeitiger Konstanz des Funktionswertes auf eine fru¨hzeitige
Stagnation der ES hindeuten.
Auf der dynamischen Rastrigin-Funktion wurden zur Ermittlung eines Zusammenhangs Expe-
rimente mit einer (15, 100)-ES und einer Bewegungssta¨rke von s = 0.1 durchgefu¨hrt. Die fu¨r n = 50
und n = 100 erzielten Ergebnisse sind in der Abbildung 9.5 aufgefu¨hrt. Wie zuvor ist die Korre-
lation sehr hoch (r ≈ 0.95). Das Aussehen der beiden Kurven fu¨r n = 100 ist a¨hnlich dem fu¨r die
gleiche Problemdimension im statischen Fall beobachteten Verlauf. Durch die Dynamik wird in die-
sem Fall also keine zusa¨tzliche wesentliche Schwierigkeit erzeugt, da die jeweiligen Funktionswerte
auch um den gleichen Wert schwanken.
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Die Abbildung 9.6 soll den Gleichlauf zwischen der Diversita¨t und dem Funktionswert fu¨r den
Fall aufzeigen, wenn die ES divergiert. Dazu wird die Rastrigin-Funktion mit n = 150 verwendet.
Sowohl im hier nicht dargestellten statischen als auch im dynamischen Fall ist die hohe Korrelation
bereits per in Augenscheinnahme erkennbar. Der Gleichlauf ist auch fu¨r andere Problemdimensionen
vorhanden, vorausgesetzt die ES stagniert im statischen Fall nicht in einem lokalen Optimum.
Tritt dies dennoch ein, ist wie bereits weiter oben beobachtet jeweils eine Abnahme der Diversita¨t
erkennbar. Zu unterscheiden ist eine Stagnation aber von dem gewollten Auffinden und Beibehalten
des globalen Optimums mit f(x∗) > 0. In dieser Situation kommt es natu¨rlich ebenfalls zum
Auseinanderdriften des Funktionswertes und des Diversita¨tsmaßes.















































Abbildung 9.5: Funktionswert (schwarz) und Diversita¨t (rot) eines Einzellaufs einer (15, 100)-ES
auf der dynamischen Rastrigin-Funktion mit n = 50 (oben) und n = 100 (unten). Das Optimum
bewegte sich jede Generation in einer Dimension mit einer Sta¨rke s = 0.1.
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Abbildung 9.6: Funktionswert (schwarz) und Diversita¨t (rot) eines Einzellaufs einer (15, 100)-ES
auf der dynamischen Rastrigin-Funktion fu¨r n = 150. Das Optimum bewegte sich jede Generation
in einer Dimension mit einer Sta¨rke s = 0.1.
Eine besondere Erwa¨hnung verdient aber noch die folgende Tatsache. Der Gleichlauf wird mit
zwei unterschiedlichen Maßen erzielt. Einerseits handelt es sich um den Funktionswert des jeweils
besten Individuums einer Generation, also von einem Individuum. Andererseits wird die Diver-
sita¨t innerhalb einer Population gemessen, also von insgesamt µ Individuen. Dass eine Korrelation
zwischen beiden Werten existiert, ist leicht einsehbar. Dass sie aber so groß ist, ist dennoch u¨ber-
raschend und zeigt, dass auf dieser Erkenntnis zuku¨nftige Algorithmen aufbauen sollten.
9.4 Fazit
Die Betrachtung der Diversita¨t innerhalb der Population wird insbesondere in dynamischen Umge-
bungen seit la¨ngerem beru¨cksichtigt. In der Vergangenheit geschah dies jedoch immer isoliert, d.h.
insbesondere losgelo¨st von den Funktionswerten der Population. In diesem Kapitel wurde gezeigt,
dass die Korrelation zwischen dem Funktionswert des besten Individuums der Population und der
Diversita¨t sehr groß ist. Das zu verwendende Diversita¨tsmaß ha¨ngt dabei von den Eigenschaften
der zugrunde liegenden Funktion ab, d.h. von der Art, wie die Objektvariablen in den Funkti-
onswert einfließen. Zum Erreichen des globalen Optimums erscheint es hilfreich, in zuku¨nftigen
Algorithmen die Korrelation zu nutzen, um eine fru¨hzeitige Stagnation in einem lokalen Optimum
zu erkennen und zu vermeiden. Durch eine detaillierte — auch theoretische — Untersuchung der
genauen Abla¨ufe ko¨nnte ein bevorstehender U¨bergang zur Stagnation in einem lokalen Optimum
fru¨hzeitig erkannt und durch geeignete Gegenmaßnahmen verhindert werden. Dazu geho¨rt bspw.
die ku¨nstliche Erho¨hung der Schrittweiten.
Kapitel 10
PEACE – Ein neuartiger paralleler
evolutiona¨rer Algorithmus fu¨r
dynamische Umgebungen
10.1 Parallele evolutiona¨re Algorithmen
In den Untersuchungen der vorangegangenen Kapitel haben wir verschiedene Evolutionsstrategi-
en auf dynamischen Problemstellungen verglichen, bei denen sich die Bewegungssta¨rke nach der
Anzahl der generierten Nachkommen pro Generation richtete. Dadurch war gewa¨hrleistet, dass die
insgesamt zuru¨ckgelegte Entfernung sich nur nach der Anzahl der Funktionsauswertungen richtete
und dementsprechend fu¨r alle Strategien identisch war, unabha¨ngig davon, wieviele Nachkommen
pro Generation erzeugt wurden.
In diesem Kapitel soll eine andere Variante, der so genannteParallel EvolutionaryAlgorithm for
Changing Environments, na¨her betrachtet werden. Hier wird die Bewegungssta¨rke pro Generation
unabha¨ngig von der Anzahl der erzeugten Nachkommen festgesetzt. Nutzt eine Strategie nicht die
volle Anzahl maximaler Nachkommen aus, so bewegt sich das Optimum dennoch mit konstanter
Sta¨rke pro Generation. Die Grundannahme fu¨r dieses Vorgehen besteht darin, dass eine parallele
Hardware-Architektur zur Verfu¨gung steht, die es gestattet, bis zu λgesamt Funktionsauswertungen
gleichzeitig durchzufu¨hren. Untersucht wird nun, ob eine parallele Variante zweier Einzelstrategien
mit zusammen λgesamt Nachkommen pro Generation bessere Ergebnisse erzielen kann als eine
einzige Einzelstrategie mit der gleichen Anzahl Nachkommen. Zur Motivation dieser Fragestellung
beginnen wir deshalb mit einer kurzen U¨bersicht bestehender paralleler evolutiona¨rer Algorithmen.
In statischen Umgebungen besitzen parallele EA bereits seit la¨ngerer Zeit eine große Verbrei-
tung. Die zahlreichen mo¨glichen Varianten werden dabei unter wenigen Hauptformen zusammen-
gefasst. Sprave (1999, S. 29) untergliedert die ra¨umlichen Strukturen paralleler EA wie folgt:
• Im panmiktischen Modell existiert nur eine Population, sodass alle Individuen in direkter
Konkurrenz zueinander stehen.
• Bei den Multipopulationsmodellen setzt sich die Population aus einzelnen, voneinander ge-
trennten Teilpopulationen zusammen. Benachbarte Teilpopulationen tauschen von Zeit zu
Zeit Individuen aus. Im Migrationsmodell werden die Individuen dabei verschoben, wa¨hrend
sie im Pollinationsmodell kopiert werden.
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• In den Nachbarschaftsmodellen wird eine so genannte Nachbarschaftsrelation definiert. Diese
gibt an, zwischen welchen Individuen eine Interaktion stattfinden kann.
Trotz der in statischen Umgebungen erfolgreichen Anwendung ist dieses Konzept auf dynami-
sche Umgebungen bisher erst selten u¨bertragen worden. Sarma und De Jong (1999) vergleichen
einen EA, der eine auf einem Gitter verteilte Population besitzt, mit einem herko¨mmlichen EA mit
panmiktischer Population. Der Ansatz, verschiedene Teilpopulationen in unterschiedlichen Regio-
nen des Suchraums zu platzieren, wird von mehreren Autoren benutzt (Branke 2002; Oppacher und
Wineberg 1999; Ursem 2000). Ziel ist dabei eine Diversita¨tserho¨hung, sodass jede Teilpopulation
ein lokales Optimum verfolgt. Wird bei einer A¨nderung der Umgebung ein bisheriges lokales Op-
timum zu einem globalen, so ist dieses im Idealfall bereits mit einer Teilpopulation besetzt. Dabei
existiert in der Regel ein u¨bergeordneter EA, der die Einzelpopulationen erzeugt und beendet.
Fu¨r den in dieser Arbeit zugrunde gelegten Fall der Funktionsverschiebung genu¨gt eine einfa-
chere Variante eines parallelen evolutiona¨ren Algorithmus, die im Folgenden vorgestellt wird.
10.2 PEACE im Detail
10.2.1 Grundvariante von PEACE
Ausgangspunkt fu¨r den hier vorgestellten Algorithmus PEACE ist die Annahme, dass dem Anwen-
der eine Hardware zur Verfu¨gung steht, die die gleichzeitige Auswertung von λgesamt Individuen
gestattet. Durch die Auswertung einer Lo¨sung entstehen keine weiteren Kosten, sodass zur Infor-
mationsmaximierung in jedem Schritt auch λgesamt Individuen erzeugt werden sollten.
Die experimentellen Untersuchungen der Kapitel 7 und 8 haben gezeigt, dass es keinen EA mit
”
idealen“ Populationsgro¨ßen gibt. Unter unterschiedlichen Bedingungen hat einmal die eine und
einmal die andere Strategie Vorteile gegenu¨ber den weiteren. Sinnvoll erscheint deshalb das Vorge-
hen, mehrere separate EA mit unterschiedlichen Strategien parallel laufen zu lassen und das jeweils
beste Individuum aus allen Populationen zur aktuell verwendeten Lo¨sung zu machen. Durch dieses
Vorgehen hofft man nun die Vorteile der sich unabha¨ngig voneinander entwickelnden EA kombinie-
ren zu ko¨nnen. Durch das Zulassen des gegenseitigen Austauschs von Informationen u¨ber das beste
Individuum ko¨nnte sogar das Ergebnis der jeweils besseren Einzelstrategie u¨berboten werden. Zum
Vergleich mit dem parallelen EA mit verschiedenen Teilpopulationen dient eine Einzelstrategie mit
maximaler Anzahl Nachkommen.
Um die Anzahl der durchzufu¨hrenden Experimente in einem u¨berschaubaren Rahmen zu hal-
ten beschra¨nken wir uns in der folgenden Untersuchung auf die Betrachtung der aufgrund ihrer
starken Multimodalita¨t besonders interessanten Rastrigin-Funktion. Die Zahl der pro Generation
insgesamt zur Verfu¨gung stehenden Auswertungen wird auf λgesamt = 200 gesetzt. Diese Zahl
wird gleichma¨ßig auf die beiden Algorithmen verteilt. Fu¨r die erste Strategie verwenden wir unsere
bekannte (15, 100) Standard-ES mit n Schrittweiten (Strategie ES1 genannt), die sich in vielen
Fa¨llen bewa¨hrt hat und auch im statischen Fall gute Resultate liefert.
Fu¨r die zweite Strategie (ES2 genannt) kommt eine (1, 100)-ES mit einer Schrittweite zum
Einsatz. Sie gestattet in einfachen Fa¨llen eine schnelle und gute Anna¨herung an das Optimum.
Dies gilt einerseits fu¨r statische unimodale Funktionen, aber insbesondere auch fu¨r dynamische
Funktionen, die durch la¨ngere Phasen ohne A¨nderungen (großes ∆g) gekennzeichnet sind. Fu¨r diese
Kombination (also (15, 100)-ES mit (1, 100)-ES) werden wir zum einen die Resultate betrachten, die
sich ergeben, wenn die parallel betriebenen EA separat evolvieren, also kein Austausch mo¨glich ist.
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Zum anderen gestatten wir in bestimmten Absta¨nden einen Austausch zwischen beiden. Verglichen
wird dabei zum einen der mittlere Lauf und zum anderen der ABFV der gemeinsamen Strategie
mit den entsprechenden Daten der Einzelvarianten. Fu¨r die gemeinsame Strategie wird dann in
jeder Generation der beste der Funktionswerte genommen, die in den beiden Einzelpopulationen
vorhanden sind.
10.2.2 Austausch von Informationen zwischen den Einzelstrategien
Durch den teilweise zugelassenen Austausch von Informationen zwischen den beiden Einzelstrate-
gien erhofft man sich einen zusa¨tzlichen Performance-Gewinn. Das soll einer Strategie ermo¨glichen,
na¨her an das Optimum zu gelangen und dann im Weiteren dem Optimum besser zu folgen. Neben
dem Zeitintervall ∆c, nach dessen Ablauf ein Austausch erfolgt, erfordert der Austausch von Indi-
viduen selbst eine besondere Beachtung. In dem hier beschriebenen neuen Algorithmus wird dabei
wie folgt verfahren.
Sind die beiden Algorithmen ES1 und ES2 fu¨r ∆c Generationen getrennt evolviert, wird fu¨r
jeden der beiden EA das beste Individuum der aktuellen Population notiert (IES1 und IES2). Sind
die Funktionswerte beider Individuen identisch erfolgt kein Austausch und die beiden Algorithmen
evolvieren wieder getrennt. Ist dagegen eines der beiden Individuen besser (o.B.d.A. IES1) wird
die gesamte andere Population mit µ2 Kopien dieses Individuums re-initialisiert. Denkbar wa¨re
natu¨rlich auch, die zweite Population mit den µ2 besten Individuen zu initialisieren (falls µ1 ≥ µ2),
um eine ho¨here Diversita¨t zu gewa¨hrleisten. Dies du¨rfte im dynamischen Fall mit kleinem ∆c jedoch
relativ unproblematisch sein, da sich aufgrund der Dynamik nach ku¨rzerer Zeit wieder eine gewisse
Diversita¨t eingestellt haben sollte. Bei großem ∆c ist hingegen mit einer schnellen Konvergenz gegen
ein lokales Optimum zu rechnen, was jedoch in Kauf genommen wird. Vom Kopieren nur eines (des
besten) Individuums in die andere Population (mit µ2 > 1) wurde nach ersten Versuchen ebenso
Abstand genommen. Dies deshalb, weil aufgrund der Rekombination das u.U. sehr viel bessere neue
Individuum keinen positiven Einfluss auf die Gesamtpopulation nehmen konnte.
Bei Strategien mit einer unterschiedlichen Anzahl Schrittweiten pro Individuum muss bei einem
Transfer jedoch auf die richtige Anzahl der Schrittweiten geachtet werden. In den hier benutzten
Algorithmen wird/werden entweder eine oder n Schrittweite/n verwendet. Stimmt die Anzahl der
in den Individuen implementierten Schrittweiten in beiden Strategien u¨berein, ist ein direktes Ko-
pieren mo¨glich. Ist dies nicht der Fall, ergeben sich zwei zu unterscheidende Szenarien. Fu¨r den
Fall, dass ein Individuum mit nur einer Schrittweite kopiert wird, werden alle Schrittweiten mit
dem Wert der einen Schrittweite belegt. Im Fall, dass ein Individuum mit n Schrittweiten kopiert
wird, erha¨lt das neue Individuum als Schrittweite den Durchschnitt aus allen n Schrittweiten des
kopierten Individuums. Die Alternative, genau eine Schrittweite zu kopieren, erwies sich dagegen
in ersten Versuchen als wenig erfolgreich, sodass diese Mo¨glichkeit nicht weiter verfolgt wird.
10.3 Experimentelle Resultate
10.3.1 PEACE ohne Austausch
Von den zahlreichen Experimenten sollen an dieser Stelle nur einige wenige exemplarische Resultate
aufgefu¨hrt werden. Da sowohl auf dem Kugelmodell als auch auf der Ackley-Funktion bereits mit
einfachen Strategien hinreichend gute Ergebnisse erzielt wurden, beschra¨nken wir uns daru¨ber
hinaus auf die wesentlich interessantere, weil sta¨rker multimodale, Rastrigin-Funktion. Neben der
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im Abschnitt 5.1.3 dargestellten Rastrigin-Funktion mit der Amplitude A = 3 wird in diesem
Kapitel eine zweite Form der Rastrigin-Funktion mit einer erho¨hten Amplitude A = 10 verwendet,
die zwischen dem Wert 3 und dem von Rudolph (1990, S. 72) benutzten Wert 50 liegt:
fRastrigin2(x) = n ·A+
n∑
i=1
(x2i −A · cos (ω · xi))
mit A = 10, ω = 2pi .
Die Frequenz ω wird auch bei dieser alternativen Definition identisch gewa¨hlt. Wie im Abschnitt 5.1.3
gezeigt wurde, ist fu¨r eine gro¨ßere Amplitude A der Definitionsbereich gro¨ßer, fu¨r den lokale Optima
existieren. Konkret befinden sich fu¨r A = 3 die lokalen Optima im Bereich |xi| . 9.5 und fu¨r A = 10
im Bereich |xi| . 31.5. Die Abbildung 10.1 veranschaulicht das Aussehen fu¨r den eindimensionalen
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Abbildung 10.1: Aussehen der beiden Rastrigin-Funktionen fRastrigin (A = 3, rot) und fRastrigin2
(A = 10, gru¨n) sowie des Kugelmodells (blau) fu¨r n = 1.
ma kleinere Funktionswerte besitzen als der obere Bereich der Attraktoren besserer lokaler Optima.
Dieser Umstand sollte dazu fu¨hren, dass die Funktion fRastrigin2 schwieriger zu optimieren ist.
Allgemein sind die Ergebnisse der kombinierten Strategie PEACE ohne Austausch immer min-
destens so gut wie die der besseren Einzelstrategien. Allerdings ist es auch ha¨ufig so, dass die
parallele Strategie bessere Ergebnisse erzielt als die bessere der Einzelstrategien. Dies liegt daran,
dass eine Strategie A, die im Durchschnitt schlechter ist als Strategie B, in einzelnen La¨ufen oder in
einzelnen Generationen durchaus bessere Resultate erzielen kann als Strategie B. Der Durchschnitt
der parallelen Strategie kann somit auch besser sein als der Durchschnitt der besseren Einzelstra-
tegie. Dies zeigt Abbildung 10.2.
A¨hnliche Eigenschaften verdeutlicht auch der Verlauf der Kurven der Strategien in Abbil-
dung 10.3. Wa¨hrend diesmal fu¨r µ = 15 große Schwankungen zu erkennen sind, liegt fu¨r µ = 1 die
Kurve bis zur 3000. Generation weit unterhalb des danach erreichten Funktionswertes. Bei dieser
Funktion beno¨tigt die ES mit n Schrittweiten nach einemWechsel zu viel Zeit, um sich der vera¨nder-
ten Situation anzupassen. Das fu¨hrt dazu, dass die Funktionswerte ha¨ufig sehr stark schwanken.
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Abbildung 10.2: Mittlerer Lauf einer (1, 100)-, (15, 100)- und der parallelen ES auf der 10-
dimensionalen Rastrigin-Funktion fRastrigin2 fu¨r den Bewegungstyp III bei einer Bewegungsfre-
quenz ∆g = 1 und einer Bewegungssta¨rke s = 1.























Abbildung 10.3: Mittlerer Lauf einer (1, 100)-, (15, 100)- und der parallelen ES auf der 100-
dimensionalen Rastrigin-Funktion fRastrigin fu¨r den Bewegungstyp I bei einer Bewegungsfre-
quenz ∆g = 50 und einer Bewegungssta¨rke s = 1.
Dagegen kann die ES mit nur einer Schrittweite zwar unmo¨glich sehr gute Funktionswerte erreichen
(siehe Erkla¨rungen im Kapitel 6), sie sind aber durchschnittlich gut genug, um die andere Strategie
auf den zweiten Platz zu verweisen. Der vergro¨ßerte Ausschnitt in Abbildung 10.4 verdeutlicht die
Situation. Fu¨r die (1, 100)-ES ist deutlich die sa¨gezahnartige Kurve zu erkennen, die sich aufgrund
der sich alle 50 Generationen a¨ndernden Umgebung ergibt. Die (15, 100)-ES versucht nach einem
Wechsel zuna¨chst alle Strategieparameter zu adaptieren. Ist dies einigermaßen gelungen, kann mit
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Abbildung 10.4: Ausschnitt eines mittleren Laufs einer (1, 100)-, (15, 100)- und der parallelen ES
auf der 100-dimensionalen Rastrigin-Funktion fRastrigin fu¨r den Bewegungstyp I bei einer Bewe-
gungsfrequenz ∆g = 50 und einer Bewegungssta¨rke s = 1.
den neuen Einstellungen jedoch kein wesentlicher Fortschritt erzielt werden, weil sich die Funktion
erneut a¨ndert. Daru¨ber hinaus treten in der Abbildung auch noch einmal deutlich die (kleinen) Ver-
besserungen der kombinierten Strategie sogar gegenu¨ber der (1, 100)-ES zu Tage. Der kombinierte
EA erreicht auf dieser Funktion zuna¨chst die guten Resultate der (1, 100)-ES. Im spa¨teren Verlauf
kann er sich sogar etwas von diesen Werten absetzen. Insgesamt zeigen die beiden untersuchten
Fa¨lle, dass der kombinierte EA die Sta¨rken beider Einzelstrategien vereint. Man ko¨nnte sogar ge-
wissermaßen sagen, die kombinierte Strategie ist
”
mehr als die Summe der Einzelstrategien“. Dies
ist fu¨r den Bereich der parallelen und dynamischen Funktionen ein positives und neues Ergebnis.
Ein Vergleich auf Basis der Diversita¨t ist nicht unbedingt sinnvoll. Es handelt sich hier um
zwei getrennte Strategien, von denen lediglich das beste Individuum als Lo¨sung der kombinierten
Strategie genommen wird. Betrachten wir die beiden Populationen zusammen, so hat der kom-
binierte EA entweder eine ungefa¨hr gleiche Diversita¨t wie die Einzelpopulationen, na¨mlich dann,
wenn sich beide Populationen in der Na¨he des gleichen (lokalen) Optimums befinden. Oder es ist
angemessener, die Diversita¨t der beiden Populationen zu addieren, wenn sich die Populationen in
den Attraktionsgebieten verschiedener (lokaler) Optima bewegen.
Der parallele EA wurde auch unter dem Aspekt entwickelt, besser als eine einfache Einzel-
strategie zu sein. In hier nicht weiter dargestellten Voruntersuchungen hat sich gezeigt, dass eine
Einzelstrategie mit weniger als der zur Verfu¨gung stehenden Anzahl Nachkommen in der Regel
schlechtere Ergebnisse erzielt als wenn die volle Anzahl benutzt wird. Deshalb verwenden wir zum
Vergleich eine (µ, 200)-ES. Zur Festlegung der Anzahl der Eltern stu¨tzen wir uns fu¨r die hier benutz-
ten beiden Varianten der Rastrigin-Funktion auf die Resultate des Kapitels 8, wo fu¨r multimodale
Funktionen eine gro¨ßere Anzahl Eltern empfohlen wurde. Den Selektionsdruck erho¨hen wir dabei
ebenfalls, so dass wir zu einer (20, 200)-ES gelangen.
In den Abbildungen 10.5 und 10.6 sind fu¨r die beiden vorangegangenen Problemstellungen
die Ergebnisse der parallelen ES und der (20, 200)-ES im direkten Vergleich aufgetragen. In bei-
den Fa¨llen schneidet die (20, 200)-ES besser ab. Fu¨r die Funktion mit einer Bewegungsfrequenz
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t m=15 1 l=100 100 m=20 l=200 
Abbildung 10.5: Mittlerer Lauf der parallelen (1, 100)/(15, 100)-ES und einer (20, 200)-ES auf der
10-dimensionalen Rastrigin-Funktion fRastrigin2 fu¨r den Bewegungstyp III bei einer Bewegungs-
frequenz ∆g = 1 und einer Bewegungssta¨rke s = 1.























t m=15 1 l=100 100 m=20 l=200 
Abbildung 10.6: Mittlerer Lauf der parallelen (1, 100)/(15, 100)-ES und einer (20, 200)-ES auf der
100-dimensionalen Rastrigin-Funktion fRastrigin fu¨r den Bewegungstyp I bei einer Bewegungsfre-
quenz ∆g = 50 und einer Bewegungssta¨rke s = 1.
∆g = 50 ist dieser Unterschied sogar enorm. Offensichtlich kann die parallele Strategie nur unwe-
sentlich u¨ber die Ergebnisse der beiden Einzelstrategien hinausgehen und fa¨llt im Verha¨ltnis zur
Einzelstrategie mit gro¨ßeren Populationen stark zuru¨ck. Ohne diese These durch explizite Ergeb-
nisse zu untermauern kann gesagt werden, dass dieses Resultat auch fu¨r andere Problemstellungen
zutrifft. Gu¨nstiger als zwei Einzelstrategien zu starten und das bessere der beiden Ergebnisse zu
nehmen ist es meistens, direkt eine einzige Strategie mit voller Nachkommenzahl zu benutzen. Der
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Vorteil eines parallelen Verfahrens macht sich hier also fu¨r eine panmiktische Population besonders
bemerkbar.
Hervorzuheben ist auch der interessante Verlauf der Kurve der (20, 200)-ES in Abbildung 10.6.
Aus diesem Verlauf ko¨nnte auf den ersten Blick geschlossen werden, dass die Strategie von den
A¨nderungen profitiert, indem zu den A¨nderungszeitpunkten das Optimum na¨her an die Populati-
on kommt. Dies ist jedoch nicht der Fall wie die Abbildung 10.7 verdeutlicht. Zum einen erfolgt





















t m=15 1 l=100 100 m=20 l=200 
Abbildung 10.7: Mittlerer Lauf der parallelen (1, 100)/(15, 100)-ES und einer (20, 200)-ES auf der
100-dimensionalen Rastrigin-Funktion fRastrigin fu¨r den Bewegungstyp I bei einer Bewegungsfre-
quenz ∆g = 50 und einer Bewegungssta¨rke s = 1.
kein abrupter Fortschritt. Stattdessen verbessert sich der Funktionswert aufgrund sich a¨ndernder
Schrittweiten u¨ber mehrere Generationen. Zum anderen ist der Zeitpunkt der beginnenden Verbes-
serung unabha¨ngig vom A¨nderungszeitpunkt. Dies wird auch dadurch belegt, dass die Absta¨nde
dieser
”
Zyklen“ nicht konstant sind und sich u¨ber einen gro¨ßeren Zeitraum als ∆g = 50 erstrecken.
Zum dritten schwankt der Funktionswert ohnehin recht stark. Fu¨r eine Erkla¨rung dieses Pha¨nomens
sei daran erinnert, dass die Rastrigin-Funktion stark multimodal ist, sodass die ES wa¨hrend der
statischen Phasen leicht in einem lokalen Optimum stecken bleiben kann. Nach einer Bewegung des
Optimums findet eine erneute Adaptation der ES statt. Hiervon sind alle Schrittweiten betroffen.
Der Prozess, bis die ES erneut in einem lokalen Optimum stecken bleibt, kann la¨nger dauern als der
Abstand bis zur na¨chsten Funktionsa¨nderung. In unregelma¨ßigen Absta¨nden sind die Schrittwei-
ten wieder besser angepasst, sodass es der ES gelingt, das Attraktionsgebiet eines besseren lokalen
Optimums zu erreichen. Wir werden auf diesen Aspekt gleich noch einmal zuru¨ckkommen.
Im Folgenden soll genauer u¨berpru¨ft werden, fu¨r welches λ eine (15, λ)-ES in den betrachteten
Fa¨llen mindestens genauso gute Ergebnisse liefert wie die kombinierte Variante. Zum u¨bersichtli-
cheren Vergleich kehren wir deshalb zur Darstellung des gewohnten ABFV zuru¨ck. Die Tabelle 10.1
entha¨lt die Daten ausgewa¨hlter getesteter Varianten. Die Rastrigin-Funktion fRastrigin mit Bewe-
gungsfrequenz ∆g = 50 besitzt ausgesprochen lange konstante Phasen, die die Funktion schon fast
zu einer statischen Problemstellung werden lassen. Eine (15, 130)-ES kann nun die besten Ergebnis-
se erzielen. Mit zunehmender Anzahl Nachkommen werden die Ergebnisse wieder etwas schlechter,
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Tabelle 10.1: ABFV verschiedener ES auf der Funktion fRastrigin2 mit n = 10,∆g = 1, s = 1,
Bewegungstyp III (links) bzw. fRastrigin mit n = 100,∆g = 50, s = 1, Bewegungstyp I (rechts).
Strategie ABFV





























da die ES dann aufgrund des ho¨heren Selektionsdrucks schneller in einem lokalen Optimum stecken
bleibt. Auch mit der (20, 200)-ES werden schlechtere Ergebnisse verzeichnet.
Aus den obigen Daten kann nicht geschlossen werden, dass die besten Ergebnisse mit ca. 130
Nachkommen erhalten werden. Dies ist lediglich fu¨r die hier benutzten µ = 15 Eltern der Fall. Eine
erho¨hte Anzahl Nachkommen sollte mit einer anderen Wahl fu¨r µ durchaus bessere Ergebnisse lie-
fern. Fu¨r die maximale Anzahl Nachkommen von 200 wurden deshalb mehrere Varianten getestet.
Dabei zeigte sich das beste Ergebnis des ABFV von 87.5 mit µ = 24 Eltern. Diese hat einen etwas
kleineren Selektionsdruck als die andere ES (200/24 ≈ 8.3 < 130/15 ≈ 8.7). Fu¨r µ = 23 Eltern
(Selektionsdruck 200/23 ≈ 8.7) betra¨gt der ABFV = 103.0, ist also trotz der nur um Eins redu-
zierten Anzahl Eltern erheblich schlechter. Der Sprung der Ergebnisse von der Strategie (15, 120)
zu (15, 130) ist so beeindruckend, dass eine kurze Erkla¨rung angebracht ist. Wir erinnern uns, dass
auf der Rastrigin-Funktion der Bereich der beginnenden Divergenz einer (15, 100)-ES bei n ≈ 100
einsetzte. In diesem Bereich sind erhebliche Schwankungen sowohl zwischen als auch innerhalb der
La¨ufe festzustellen. Wird die Anzahl der Nachkommen erho¨ht, reduzieren sich diese Schwankungen.
Zur genaueren Eingrenzung einer guten Wahl der Anzahl der Nachkommen werden deshalb weite-
re Experimente mit dazwischen liegenden Werten der Nachkommen durchgefu¨hrt. Abbildung 10.8
gibt die Ergebnisse in einer grafischen U¨bersicht wieder. Ab einer Anzahl der Nachkommen von
λ > 120 tritt eine deutliche Verbesserung ein. Wa¨hrend der ABFV bis zu λ ≈ 140 noch immer
erkennbar schwankt, ergibt sich fu¨r noch gro¨ßere Werte von λ ein relativ gleich bleibender Wert.
Diese Resultate korrespondieren somit mit den im Kapitel 8 erhaltenen Resultaten, wo sich der
erhaltene ABFV bis zu einer bestimmten Anzahl Nachkommen reduzierte und sich mit weiter stei-
gendem λ kaum noch vera¨nderte. Die Betrachtung der Objektvariablen besta¨tigt die Interpretation.
Es zeigt sich, dass die einzelnen La¨ufe einer (15, 100)-ES stark schwanken. Mit gro¨ßer werdendem
λ schwa¨cht sich dieses Verhalten ab und die ES ist mehr und mehr in der Lage, sich dem Optimum
dauerhaft zu na¨hern und besser zu folgen.
Die strukturellen Resultate sind fu¨r alle Dimensionen a¨hnlich. Unterschiedlich sind dagegen die
Funktionswerte und genauen Verla¨ufe. Das strukturelle Verhalten verdeutlicht die Abbildung 10.9
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Abbildung 10.8: Darstellung des ABFV verschiedener (15, λ)-ES auf der 100-dimensionalen
Rastrigin-Funktion fRastrigin fu¨r den Bewegungstyp I bei einer Bewegungsfrequenz ∆g = 50 und
einer Bewegungssta¨rke s = 1.
fu¨r den 10-dimensionalen Fall. Nach der ersten Adaptation an die Problemstellung gera¨t die ES
wie im statischen Fall in ein lokales Optimum. Trotz der danach einsetzenden Dynamik ist die
Phase der Konstanz zu groß (∆g = 50) und die A¨nderung zu klein (s = 1), sodass keine weitere
Adaptation mehr stattfindet. Erst wenn eine Objektvariable aus dem Bereich der Multimodalita¨t
herausla¨uft (xi > |Aω/2|, siehe Abschnitt 5.1.3) kann die ES eine erneute Adaptation durchfu¨hren.
















Abbildung 10.9: Darstellung aller 31 La¨ufe einer (15, 100)-ES auf der 10-dimensionalen Rastrigin-
Funktion fRastrigin fu¨r den Bewegungstyp I bei einer Bewegungsfrequenz ∆g = 50 und einer
Bewegungssta¨rke s = 1.
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Hier reicht es dann schon aus, dass auch nur die Objektvariable1 der Bewegungskoordinate (Be-
wegungstyp I) aus dem Bereich herausla¨uft, sodass die anschließende Adaptation alle anderen
Objektvariablen ebenfalls erfasst. Mit der gleichen Begru¨ndung erkla¨ren wir jetzt auch das bereits
in den Abbildungen 10.6 und 10.7 beobachtete Verhalten. Auch in den dortigen Experimenten war
die Bewegungsfrequenz so hoch, dass die ES in ein lokales Optimum lief, aus dem es erst wieder
herauskam als die der Bewegungskoordinate entsprechende Objektvariable eine bestimmte Diffe-
renz zur Optimumkoordinate besaß. Danach konvergierte die ES erneut gegen ein lokales Optimum
von etwa der gleichen Qualita¨t.
Insgesamt handelt es sich hier um bemerkenswerte neue Resultate, die sich sowohl von den
Ergebnissen mit kleinem ∆g als auch denen fu¨r den statischen Fall unterscheiden.
10.3.2 PEACE mit Austausch
In der letzten Experimentreihe soll untersucht werden, welchen Einfluss der Austausch von Informa-
tionseinheiten in unserem parallelen EA besitzt. Zur U¨berpru¨fung des Einflusses werden die beiden
Algorithmen wie bisher zuna¨chst isoliert evolviert. Von Zeit zu Zeit (∆c Generationen) wird das
beste Individuum beider Algorithmen zu dem anderen Algorithmus u¨bertragen und besetzt dort
die gesamte Population. In den dynamischen Umgebungen mit ∆g > 1 wird dabei darauf geachtet,
dass die Zeitspanne ∆c nicht identisch mit ∆g ist.
Fu¨r einen direkten Vergleich der Ergebnisse werden die Versuche des letzten Abschnitts mit
der alternativen Strategie noch einmal wiederholt. In den Abbildungen 10.10 und 10.11 sind fu¨r
die obigen Problemstellungen die mittleren La¨ufe der beiden parallelen Varianten mit und ohne
Austausch zusammen aufgetragen. Wie der Tabelle 10.2 entnommen werden kann, erweist sich der
hier benutzte Wert ∆c = 13 Generationen als gu¨nstiger gegenu¨ber ∆c = 23. Ein wesentlich kleinerer
Strategie ∆c ABFV
(1, 100)/(15, 100) — 89.8
(1, 100)/(15, 100) 13 87.9
(1, 100)/(15, 100) 23 88.6
(1, 100) — 118.3
(15, 100) — 93.1
(15, 200) — 79.2
(20, 200) — 76.8
Strategie ∆c ABFV
(1, 100)/(15, 100) — 602.4
(1, 100)/(15, 100) 13 406.6
(1, 100)/(15, 100) 23 426.6
(1, 100) — 611.8
(15, 100) — 708.6
(15, 200) — 118.6
(20, 200) — 107.7
Tabelle 10.2: ABFV verschiedener ES auf der Funktion fRastrigin2 mit n = 10,∆g = 1, s = 1,
Bewegungstyp III (links) bzw. fRastrigin mit n = 100,∆g = 50, s = 1, Bewegungstyp I (rechts).
Der Austausch erfolgte alle ∆c Generationen.
Wert als ∆c = 13 erscheint nicht sinnvoll, da dann keiner der beiden Algorithmen Gelegenheit
besitzt, sich ada¨quat an die Problemstellung anzupassen. Bei der ersten Funktion fRastrigin2 kann
die kombinierte Strategie mit Austausch keine besondere Leistungssteigerung erreichen. Dies ist
zwar bei der zweiten benutzten Funktion fRastrigin so, trotz der positiven Entwicklung ist es der
parallelen Variante mit Austausch aber auch auf dieser Funktion nicht gelungen, besser als die
(20, 200)-ES abzuschneiden.
1Genauer formuliert bleibt die Objektvariable aufgrund der adaptierten kleinen Schrittweiten relativ konstant. Es
vera¨ndert sich die Koordinate des sich bewegenden Optimums, sodass sich die Differenz zwischen beiden aus dem
Bereich der Multimodalita¨t bewegt, also x1 − x
∗
1 > |Aω/2|.
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Abbildung 10.10: Mittlerer Lauf einer parallelen (1, 100)/(15, 100)-ES mit und ohne Austausch auf
der 10-dimensionalen Rastrigin-Funktion fRastrigin2 fu¨r den Bewegungstyp III bei einer Bewe-
gungsfrequenz ∆g = 1 und einer Bewegungssta¨rke s = 1. In der parallelen Variante mit Austausch
erfolgte dieser alle ∆c = 13 Generationen.
10.4 Fazit
Die kombinierte Strategie PEACE erreicht definitionsgema¨ß mindestens die gleichen Ergebnisse wie
die beiden zugrunde liegenden Einzelstrategien. Oftmals kann sie sogar bessere Ergebnisse erzielen
als die bessere der beiden Strategien. Was den Austausch von Informationseinheiten anbelangt,
erzielt die kombinierte Strategie mit Austausch in der Regel bessere Ergebnisse als die ohne Aus-
tausch. Wird die Austauschfrequenz ∆c so gewa¨hlt, dass den Einzelstrategien genu¨gend Zeit zur
Adaptation gelassen wird, so ist die kombinierte Strategie mit Austausch der ohne zu bevorzugen.
Allerdings bleiben auch mit dieser Variante die strukturellen Resultate gleich. D.h. die Ergebnisse
werden negativ durch die steigende Problemdimension und Bewegungssta¨rke beeinflusst. Eben-
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Abbildung 10.11: Mittlerer Lauf der parallelen (1, 100)/(15, 100)-ES mit und ohne Austausch auf der
100-dimensionalen Rastrigin-Funktion fRastrigin fu¨r den Bewegungstyp I bei einer Bewegungsfre-
quenz ∆g = 50 und einer Bewegungssta¨rke s = 1. In der parallelen Variante mit Austausch erfolgte
dieser alle ∆c = 13 Generationen.
so gestaltet sich die Optimierung aufgrund einer erho¨hten Multimodalita¨t schwieriger. Daneben
sind die Ergebnisse der parallelen Strategie im Allgemeinen schlechter als die einer panmiktischen
Einzelstrategie mit gleicher Anzahl Nachkommen pro Generation. Fu¨r dynamische Umgebungen
lohnt sich also der Einsatz einer kombinierten Strategie nicht. Stattdessen sollte eine parallele Ar-
chitektur voll ausgenutzt werden, indem eine panmiktische Einzelstrategie mit maximaler Anzahl
Nachkommen verwendet wird.
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Zusammenfassung und Ausblick
Im Folgenden sollen die in dieser Arbeit herausgefundenen Resultate nochmals explizit aufgefu¨hrt
werden. Bisherige vereinzelte Vermutungen wurden hier zum ersten Mal empirisch untermauert.
Im Einzelnen lauten die Resultate wie folgt.
Die Verwendung der in dieser Arbeit in den meisten Experimenten eingesetzten ES mit n
Schrittweiten empfiehlt sich aufgrund der grundsa¨tzlichen Untersuchungen im Kapitel 6. Es zeigt
sich, dass in dynamischen Umgebungen die Verwendung von n Schrittweiten in den meisten Fa¨llen
bessere Ergebnisse liefert als eine ES mit nur einer Schrittweite. In den anderen Situationen ist
die Variante mit mehr Schrittweiten der anderen entweder gleichwertig oder nur wenig unterlegen.
Viele der nachfolgenden Aussagen gelten aber auch fu¨r eine Variante mit nur einer Schrittweite,
wobei aber die erreichbaren Ergebnisse dann meistens schlechter sind als die mit n Schrittweiten
erzielbaren. Ein Lernen einer optimalen Anzahl von Schrittweiten und die dazugeho¨rige Zuordnung
der Schrittweiten zu den einzelnen Koordinaten kann fu¨r dynamische Umgebungen aufgrund der
Untersuchungen nicht empfohlen werden.
In motivierenden Voruntersuchungen fu¨r statische Umgebungen wurde festgestellt, dass sich die
Optimierung mit zunehmender Problemdimension immer schwieriger gestaltet. Dabei besta¨tigte
sich, dass eine Evolutionsstrategie mit einer oftmals als Standard verwendeten Parametrisierung in
hohen Problemdimensionen nicht gu¨nstig ist. Mit zunehmender Problemdimension werden die mit
diesen Einstellungen erreichbaren Ergebnisse immer schlechter. Ab einer gewissen Problemdimen-
sion tritt dann sogar eine Divergenz auf. Zur Verhinderung der Divergenz ist es bei zunehmender
Problemdimension notwendig, die Populationsgro¨ßen immer gro¨ßer zu wa¨hlen. Dies gilt noch mo-
derat fu¨r die Anzahl der Eltern, trifft aber wesentlich sta¨rker fu¨r die Anzahl der Nachkommen zu.
Im U¨bergangsbereich zeichnen sich die einzelnen La¨ufe durch starke, teils extreme Schwankungen
aus. Im Gegensatz dazu bietet die Darstellung der durchschnittlich erreichten Funktionswerte einen
sehr gleichma¨ßigen Verlauf. Das hier entwickelte neue Gu¨temaß des Average Best Function Value
(ABFV) wird von einem homogenen Band der Quantile umschlossen. Der ABFV wurde dabei in
dem einfu¨hrenden ersten Teil dieser Arbeit unter dem Aspekt entwickelt, dass er wesentlich robus-
ter gegenu¨ber großen Ausreißern ist, wie sie ha¨ufiger in dynamischen Umgebungen auftreten. In
diesen Abschnitten wurden daru¨ber hinaus Gemeinsamkeiten und Unterschiede zur Optimierung
bei gesto¨rten Zielfunktionen aufgezeigt.
In den folgenden Experimenten wurde zuna¨chst intensiv untersucht, welche Einflussfaktoren die
Optimierung in dynamischen Umgebungen schwierig machen. Hierzu za¨hlt zuvorderst eine große
Bewegungssta¨rke bei sonst gleichen Bedingungen. Dabei sind einerseits die erreichbaren Funktions-
werte schlechter als bei einer kleineren Bewegungssta¨rke. Andererseits setzt fu¨r große Bewegungs-
sta¨rken der Bereich der Problemdimension etwas fru¨her ein, ab dem eine Divergenz zu verzeich-
nen ist. Dagegen sind die Unterschiede zwischen der Optimierung einer Funktion mit konstanter
Bewegungssta¨rke und einer Funktion mit einer zu der Bewegungssta¨rke in einem angemessenen
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Verha¨ltnis variierenden Bewegungssta¨rke relativ klein. Die Unterschiede verschwinden sogar, wenn
sich das Optimum in allen Dimensionen bewegt. Erkennbare Unterschiede im Schwierigkeitsgrad
der Optimierung ergeben sich aber aufgrund der Bewegungsart. Hier ist eine Funktion leichter zu
optimieren, wenn sie sich in nur einer Dimension bewegt anstatt in allen. Wird der Wert der Bewe-
gungsfrequenz (∆g) bei gleicher zuru¨ckgelegter Gesamtentfernung erho¨ht, verschlechtern sich die
erreichbaren Ergebnisse ebenfalls.
Unterschiedliche Initialisierungen der Objektvariablen oder Schrittweiten ko¨nnen das globale
Verhalten der ES nicht wesentlich beeinflussen. Zwar hat die Initialisierung einen nicht unerhebli-
chen Einfluss auf die in einer vorgegebenen Zeit erreichbaren Ergebnisse. Allerdings kann dadurch
nicht beeinflusst werden, ob eine Konvergenz oder Divergenz stattfindet. In dynamischen Umgebun-
gen ist auch keine fru¨hzeitige Stagnation in einem weit vom globalen Optimum entfernt liegenden
lokalen Optimum feststellbar.
Demgegenu¨ber fu¨hrt eine unterschiedliche Einstellung bestimmter Strategieparameter zu einem
wesentlich differenzierteren Verhalten der ES. Dies gilt zum einen fu¨r die Lernraten als auch fu¨r die
in dieser Arbeit na¨her betrachteten Populationsgro¨ßen. Der Einfluss unterschiedlicher Lernraten
auf die Optimierungsergebnisse in statischen Umgebungen wurde von Kursawe (1999) gezeigt. In
der vorliegenden Arbeit wurde daru¨ber hinaus untersucht, wie mit einer differenzierten Wahl der
Lernraten auch der Bereich der Problemdimension der beginnenden Divergenz verschoben werden
kann. Dies gilt gleichermaßen fu¨r statische als auch dynamische Umgebungen. Hierbei haben sich
besonders kleine Lernraten als vorteilhaft erwiesen. Allerdings fu¨hren diese aber auch zu niedrigeren
Konvergenzgeschwindigkeiten fu¨r kleine Problemdimensionen, in denen auch fu¨r große Lernraten
keine Divergenz beobachtet wurde.
Fu¨r die Wahl der Populationsgro¨ßen auf dem dynamischen Kugelmodell ko¨nnen folgende Aus-
sagen getroffen werden. Mit steigender Problemdimension erweisen sich gro¨ßere Populationspara-
meter als notwendig. Dabei bleibt der Wertebereich guter Einstellungen fu¨r die Anzahl der Eltern
µ aber relativ moderat. Im Gegensatz dazu steigt der Bereich guter Einstellungen fu¨r die Anzahl
der Nachkommen u¨berproportional, das heißt es erho¨ht sich auch der notwendige Selektionsdruck.
Wie schon im statischen Kugelmodell kann mit tendenziell gro¨ßeren Populationsgro¨ßen insbeson-
dere auch der Bereich der beginnenden Divergenz nach hinten verschoben werden. Eine funktionale
Abha¨ngigkeit zwischen den Problemparametern (wie z.B. der Problemdimension) und den
”
opti-
malen“ Populationsgro¨ßen ließ sich aber auch fu¨r eine einzelne Testfunktion nicht erkennen.
Bei den Experimenten auf den hier getesteten multimodalen Funktionen haben wir festgestellt,
dass sich die Aussagen zur Optimierung des Kugelmodells auch auf die Ackley-Funktion u¨bertra-
gen lassen. Die Optimierung der Rastrigin-Funktion gestaltet sich dagegen aufgrund der sta¨rkeren
Multimodalita¨t wesentlich schwieriger. Sehr viele Strategien bleiben im statischen Fall fru¨hzeitig
in einem lokalen Optimum stecken. Dies gilt auch fu¨r den dynamischen Fall, wenn die Bewegungs-
frequenz hoch ist. Bei einer nahezu kontinuierlichen Bewegung (∆g klein) wird die Komplexita¨t
der Optimierung der multimodalen Funktion durch die Dynamik u¨berlagert und die Eigenschaften
der Optimierung des Kugelmodells kommen sta¨rker zum Tragen. Die beginnende Divergenz liegt
fu¨r die Rastrigin-Funktion in einem a¨hnlichen Bereich der Problemdimension wie fu¨r die beiden
anderen Funktionen. Dennoch tritt dieser Aspekt bei der Rastrigin-Funktion erkennbar fru¨her auf.
Insgesamt erweisen sich auf der Rastrigin-Funktion aber wesentlich gro¨ßere Populationsgro¨ßen als
vorteilhaft.
Fu¨r alle drei benutzten Testfunktionen ergibt sich eine hohe Korrelation zwischen dem Funkti-
onswert des besten Individuums einer Generation und der Diversita¨t der Population. Die geeignete
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Wahl des Diversita¨tsmaßes spiegelte dabei direkt die Eigenschaften der jeweiligen Funktion wider.
Zuku¨nftig wird es interessant sein, diese Korrelation zum Erkennen einer fru¨hzeitigen Stagnation
in einem lokalen Optimum zu nutzen und somit das lokale Optimum zu verlassen.
Aus den Ergebnissen der grundlegenden Experimente auf den drei Testfunktionen im stati-
schen und dynamischen Fall wurde anschließend die allgemein verwendbare Strategie PEACE fu¨r
eine parallele Rechnerarchitektur entwickelt. Die kombinierte Strategie mit Austausch erreicht meis-
tens bessere Ergebnisse als die bessere der beiden Einzelstrategien. Eine kombinierte Strategie mit
Austausch von Informationseinheiten erzielt in der Regel bessere Ergebnisse als die ohne Aus-
tausch, wenn die Austauschfrequenz ∆c so gewa¨hlt wird, dass den Einzelstrategien genu¨gend Zeit
zur Adaptation gelassen wird. Die strukturellen Resultate bleiben jedoch gleich. Daru¨ber hinaus
ist ein wesentlicher Aspekt, dass die Ergebnisse der parallelen Strategie im Allgemeinen schlechter
sind als die einer panmiktischen Einzelstrategie mit gleicher Anzahl Nachkommen pro Generation.
Auch wenn fu¨r den Einsatz einer kombinierten Strategie viele u¨ber die getesteten Varianten hinaus-
gehende Mo¨glichkeiten existieren, scheint sich fu¨r dynamische Umgebungen also der Einsatz einer
kombinierten Strategie nicht zu lohnen. Stattdessen sollte eine parallele Architektur voll ausgenutzt
werden, indem eine panmiktische Einzelstrategie mit maximaler Anzahl Nachkommen verwendet
wird.
Sowohl fu¨r die Wahl guter Einstellungen der Populationsgro¨ßen als auch der Beobachtung der
sonstigen Zusammenha¨nge war das qualitative Verhalten auf den in dieser Arbeit gewa¨hlten Test-
funktionen nahezu identisch. Anders wird es sicherlich aussehen, wenn in der Zukunft weitere
Testfunktionen verwendet werden, die anderen Problemklassen zuzuordnen sind. Eine solche Test-
funktion sollte insbesondere durch eine Asymmetrie gekennzeichnet sein. Interessante Einblicke
ko¨nnen auch durch Untersuchungen gewonnen werden, bei denen sich das Optimum nach jeder
Funktionsauswertung verschiebt. Statistische Schwankungen ko¨nnten sich hier versta¨rkt bemerk-
bar machen, wenn im Funktionsdiagramm der Funktionswert nach jeder Auswertung geschrieben
wird, die neue Elternpopulation aber generationsweise selektiert wird. Wird das Optimum nach
jeder Funktionsauswertung verschoben, a¨ndert sich auch die Fitness des bisher besten Individu-
ums und die Abweichung vergro¨ßert sich mit jeder weiteren Funktionsauswertung vor der na¨chsten
Selektion. Findet die Selektion erst nach einer sehr großen Anzahl von Funktionsauswertungen
statt (entspricht in der Regel einer großen Anzahl Nachkommen), ist eine gro¨ßere durchschnittliche
Abweichung zu erwarten.
Nicht zuletzt ist die Untersuchung anderer als die hier getesteten Bewegungsformen interessant.
Zu diesen Formen geho¨ren neben zyklischen oder kreisfo¨rmigen Bewegungen auch A¨nderungen
des Funktionstyps wie die von Kleefeld (2004) angesprochenen Funktionstransformationen. Die
Betrachtung von Funktionen, die durch extreme A¨nderungen gekennzeichnet sind, verspricht weitere
spannende Erkenntnisse. Hier wa¨re genauer zu betrachten, wann es sich nicht mehr lohnt, eine ES
weiter fortzusetzen, sondern eine ES mit neuer Initialisierung zu starten.
Ein wesentlicher Aspekt bei jeglicher Optimierung muss natu¨rlich die Verbesserung bestehender
und die Entwicklung neuer Algorithmen sein. Dazu sollten genauere Einblicke in die Verfahrens-
weise derzeitiger Verfahren auf den eben geschilderten Problemstellungen hilfreich sein. Ein viel
versprechender Ansatz ist der im Kapitel 9 angedeutete Zusammenhang zwischen der Diversita¨t
und dem Funktionswert. Die Nutzung dieser Informationen wird insbesondere in statischen Um-
gebungen eine beginnende fru¨hzeitige Konvergenz gegen ein lokales Optimum zu erkennen und die
Stagnation zu vermeiden helfen.
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Momentan findet die mehrkriterielle Optimierung immer gro¨ßere Aufmerksamkeit. Informa-
tiv wa¨ren Untersuchungen auch fu¨r diese Problemstellungen. Dabei ist jedoch zu beachten, dass
in aktuellen mehrkriteriellen EA ohnehin bestimmte, eine gewisse Diversita¨t sichernde Populati-
onsgro¨ßen nicht unterschritten werden sollten. In der statischen mehrkriteriellen Optimierung gilt
es auch, die Pareto-Front mo¨glichst in ihrer Gesamtbreite zu approximieren. Die hierdurch auto-
matisch vorhandene Diversita¨t sollte auch in dynamischen Umgebungen nutzbar sein, damit sich
sta¨ndig zumindest einige Individuen in der Na¨he der neuen Pareto-Front befinden.
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