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An important class of continuous Bayesian networks are those that have linear conditionally
deterministic variables (a variable that is a linear deterministic function of its parents). In this case,
the joint density function for the variables in the network does not exist. Conditional linear Gaussian
(CLG) distributions can handle such cases when all variables are normally distributed. In this paper,
we develop operations required for performing inference with linear conditionally deterministic vari-
ables in continuous Bayesian networks using relationships derived from joint cumulative distribution
functions. These methods allow inference in networks with linear deterministic variables and non-
Gaussian distributions.
 2005 Elsevier Inc. All rights reserved.
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Bayesian networks model knowledge about propositions in uncertain domains using
graphical and numerical representations. At the qualitative level, a Bayesian network is a
directed acyclic graph where nodes represent variables and the (missing) edges represent
conditional independence relations among the variables. At the numerical level, a Bayesian0888-613X/$ - see front matter  2005 Elsevier Inc. All rights reserved.
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conditional distributions, one for each variable in the network. Continuous Bayesian net-
works contain variables whose state spaces are uncountable.
A commonly used type of Bayesian network which accommodates continuous variables
is the conditional linear Gaussian (CLG) model [5,7]. In CLG models, the distribution of a
continuous variable is a linear Gaussian function of its continuous parents. The scheme
originally developed by Lauritzen [7] allowed exact computation of means and variances
in CLG networks when the conditional distribution of a variable given its continuous par-
ents has a positive variance; however, this algorithm did not always compute the exact
marginal densities of continuous variables. A new computational scheme for CLG models
was developed by Lauritzen and Jensen [8]. To ﬁnd full local marginals, this scheme places
some restrictions on the construction and initialization of junction trees.
An important class of continuous Bayesian networks are those that have linear condi-
tionally deterministic variables (a variable that is a deterministic function of its parents).
In this case, the joint density function for the variables in the network does not exist. CLG
models can handle such cases when all variables are normally distributed. However, for
models where continuous variables are not normally distributed, methods for carrying
out exact inference in networks with linear deterministic relationships have not been
developed.
Exact inference in hybrid Bayesian networks can be performed using mixtures of trun-
cated exponential (MTE) potentials [9,12]. General formulations of MTE potentials which
approximate the normal probability density function (PDF) exist [1]; however, these for-
mulations cannot be used to model a conditional distribution where the variance of a var-
iable given values of its continuous parents is zero. In this paper, we develop inference
operations for linear conditionally deterministic variables using relationships derived from
joint cumulative distribution functions (CDFs). These operations allow MTE potentials to
be used for inference in any continuous CLG model, as well as other models that have lin-
ear conditionally deterministic variables which are non-Gaussian.
The rest of this paper is organized as follows. Section 2 introduces notation and deﬁni-
tions used throughout the paper. Section 3 introduces techniques for using CDFs to con-
struct PDFs for deterministic variables. Section 4 introduces join tree operations for linear
deterministic variables. Section 5 contains an example of inference in a continuous Bayes-
ian network containing linear deterministic variables. Section 6 summarizes and states
directions for future research.
2. Notation and deﬁnitions
This section contains notation and deﬁnitions that will be used throughout the rest of
the paper.
2.1. Notation
Random variables in a Bayesian network will be denoted by capital letters, e.g., A,B,C.
Sets of variables will be denoted by boldface capital letters, e.g., X. All variables in this
paper are assumed to take values in uncountable (continuous) state spaces. If X is a set
of variables, x is a conﬁguration of speciﬁc states of those variables. The continuous state
space of X is denoted by XX.
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graphical representations, continuous nodes in Bayesian networks are represented by dou-
ble-border ovals. Variables that are deterministic functions of their parents are represented
by triple-border ovals. Shaded nodes are degenerate, indicating that evidence has restricted
the variable to one value.
2.2. Conditional mass function (CMF)
When relationships between continuous variables are deterministic, the joint PDF does
not exist. If Y is a deterministic relationship of variables in X, i.e. Y = g(X), the condi-
tional mass function (CMF) for {Y|x} is deﬁned as
pY jx ¼ 1fy ¼ gðxÞg; ð1Þ
where 1{A} is the indicator function of the event A, i.e. 1{A}(B) = 1 if B = A and 0 other-
wise. Graphically, the conditionally deterministic relationship of Y given X is represented
in a Bayesian network model as shown in Fig. 1, where X consists of a single continuous
variable X.
2.3. Mixtures of truncated exponentials
A mixture of truncated exponentials (MTE) potential [9,12] has the following
deﬁnition.
MTE potential. Let X = (X1, . . . ,Xn) be an n-dimensional random variable. A function
/ : XX 7!Rþ is an MTE potential if one of the next two conditions holds:
(1) The potential / can be written as
/ðxÞ ¼ a0 þ
Xm
i¼1
ai exp
Xn
j¼1
bðjÞi xj
( )
ð2Þ
for all x 2 XX, where ai, i= 0, . . . ,m and bðjÞi ; i ¼ 1; . . . ;m; j ¼ 1; . . . ; n are real numbers.
(2) The domain of the variables, XX, is partitioned into hypercubes fX1X; . . . ;XkXg such
that / is deﬁned as
/ðxÞ ¼ /iðxÞ if x 2 XXi ; i ¼ 1; . . . ; k; ð3Þ
where each /i, i = 1, . . . ,k can be written in the form of Eq. (2).X Y
Fig. 1. Graphical representation of the conditionally deterministic relationship of Y given X determined by the
CMF pY|x.
24 B.R. Cobb, P.P. Shenoy / Internat. J. Approx. Reason. 42 (2006) 21–36In the deﬁnition above, k is the number of pieces and m is the number of exponential
terms in each piece of the MTE potential. In this paper, all MTE potentials are equal to
zero in unspeciﬁed regions.
Moral et al. [10] proposes an iterative algorithm based on least-squares approximation
to estimate MTE potentials from data. Moral et al. [11] describes a method to approxi-
mate conditional MTE potentials using a mixed tree structure. Cobb et al. [4] describes
a nonlinear optimization procedure used to ﬁt MTE parameters for approximations to
standard PDFs, including the uniform, exponential, gamma, beta, and lognormal
distributions.
Inference in continuous Bayesian networks where all conditional probability distribu-
tions are approximated by MTE potentials is performed using the operations of restric-
tion, combination, and marginalization, as deﬁned by Moral et al. [9] and further
described by Cobb and Shenoy [1]. Restriction involves substituting real numbers repre-
senting evidence into a potential. Combination of two MTE potentials is pointwise mul-
tiplication. If two MTE potentials for X are denoted by / and w, the combination of
these two potentials is denoted by /  w. Marginalization of a variable from an MTE
potential is closed-form integration. If an MTE potential for X is denoted by /, the mar-
ginalization of a variable X 2 X from / is denoted by /X. Operations used to marginalize
a variable from the combination of an MTE potential and a CMF are deﬁned later in the
paper.3. Using CDFs to construct PDFs for deterministic variables
This section contains standard results from probability theory which describe methods
of constructing CDFs and their corresponding PDFs for variables that are deterministic
functions of their parents. These results are re-stated here for completeness.
3.1. Monotonically increasing functions
Consider a random variable Y which is a monotonically increasing deterministic func-
tion of a random variable X. A Bayesian network representing this relationship is shown in
Fig. 1. The joint CDF for {X,Y} represents the following probability:
F X ;Y ðx; yÞ ¼ P ½X 6 x; Y 6 y
¼ P ½X 6 xP ½Y 6 yjX 6 x
¼ F X ðxÞP ½Y 6 yjX 6 x
for any x 2 XX such that FX(x) > 0.
When Y is a monotonically increasing function of X, X = g1(Y) and P[Y 6 y|X 6
x] = 1, thus FX,Y(x,y) = FX(g
1(y)). Allowing x go to inﬁnity in both sides of this expres-
sion gives FX,Y(1,y) or FY(y) = FX(g1(y)). Diﬀerentiating both sides of this expression
with respect to y (using the chain rule on the right-hand side) yields
fY ðyÞ ¼ fX ðg1ðyÞÞ d
dy
ðg1ðyÞÞ. ð4Þ
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have the same CDF of the original Bayesian network and the Bayesian networks are equiv-
alent, as stated in the following proposition.
Proposition 1. Suppose we have a Bayesian network with two variables X and Y with an
arrow from X to Y, where Y is a conditionally deterministic, monotonically increasing
function of X. Then, the equivalent Bayesian network with an arrow from Y to X, where X is
a conditionally deterministic function of Y meets the conditions that fY ðyÞ ¼
fX ðg1ðyÞÞ ddy ðg1ðyÞÞ and X = g1(Y).
When Y is a monotonically increasing (and therefore invertible) deterministic function
of X, Proposition 1 gives a shortcut to ﬁnding the PDF of Y from the PDF of X that does
not require the CDF of Y to be computed. We refer to using the operation in Proposition 1
as performing an ‘‘arc reversal’’ on the Bayesian network. After the operation is per-
formed, the Bayesian network appears as in Fig. 2.
Example 1. Suppose that a random variable X has PDF
fX ðxÞ ¼
3x2 if 0 < x < 1;
0 elsewhere;

and we want to ﬁnd fY(y) if Y = g(X) = 4X
2.
Note that fX(g
1(y)) = 3y/4 and ddy ðg1ðyÞÞ ¼ 1=ð4
ﬃﬃ
y
p Þ. Using Proposition 1, we
compute
fY ðyÞ ¼
3y
4
 1
4
ﬃﬃ
y
p ¼ 3
ﬃﬃ
y
p
16
if 0 < y < 4;
0 elsewhere;
(YX
X Y
( )Xf x
1 1( ) ( ) ( ( ))Y X
df y g y f g y
dy
−                              −
=
1{ ( )}y g x=
11{ ( )}x g y−=
Before Arc Reversal
After Arc Reversal
Fig. 2. Graphical representation of the conditionally deterministic relationship of X on Y before and after
performing an ‘‘arc reversal’’ on the Bayesian network of Fig. 1.
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Consider a random variable Y which is a monotonically decreasing function of a ran-
dom variable X. A Bayesian network representing this relationship is shown in Fig. 1. The
joint CDF for {X,Y} represents the following probability:
F X ;Y ðx; yÞ ¼ P ½X 6 x; Y 6 y
¼ P ½X 6 x  P ½x 6 g1ðyÞ
¼ F X ðxÞ  F X ðg1ðyÞÞ
for any x 2 XX such that FX(x) > 0.
When Y is a monotonically decreasing function of X, X = g1(Y), thus
FX,Y(x,y) = FX(x)  FX(g1(y)). Allowing x go to inﬁnity in both sides of the last line of
the expression above gives FX,Y(1,y) or FY(y) = 1  FX(g1(y)). Diﬀerentiating both sides
of this expression with respect to y (using the chain rule on the right-hand side) yields
fY ðyÞ ¼ fX ðg1ðyÞÞ d
dy
ðg1ðyÞÞ. ð5Þ
Thus, the Bayesian network where X = g1(Y) and fY(y) meets the above condition will
have the same CDF of the original Bayesian network and the Bayesian networks are equiv-
alent, as stated in the following proposition.
Proposition 2. Suppose we have a Bayesian network with two variables X and Y with an
arrow from X to Y, where Y is a conditionally deterministic, monotonically decreasing
function of X. Then, the equivalent Bayesian network with an arrow from Y to X, where X is
a conditionally deterministic function of Y meets the conditions that fY ðyÞ ¼
fX ðg1ðyÞÞ ddy ðg1ðyÞÞ and X = g1(Y).
When Y is a monotonically decreasing (and therefore invertible) deterministic function
of X, Proposition 2 gives a shortcut to ﬁnding the PDF of Y from the PDF of X that does
not require the CDF of Y to be computed. As in the monotonically increasing case, we
refer to use of the operation in Proposition 2 as an arc reversal.
Example 2. Let X have the uniform PDF over the unit interval, i.e. X  U(0,1). Find
fY(y) if Y ¼ gðX Þ ¼  lnXk .
Note that fX(g
1(y)) = 1 and ddy ðg1ðyÞÞ ¼ keky . Using Proposition 2, we compute
fY ðyÞ ¼
ð1Þ  keky ¼ keky if 0 < y < 1;
0 elsewhere;
3.3. Linear CDF marginalization operator
Suppose Y is a conditionally deterministic linear function of X, i.e. Y = g(X) = aX + b,
a5 0. The following operation will be used to determine the marginal PDF for Y:
fY ðyÞ ¼ ðfX  pY jxÞX ðyÞ ¼
1
jaj  fX
y  b
a
 
. ð6Þ
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for Y given X. The deﬁnition of the Linear CDFMarginalization Operator follows directly
from the expressions in Propositions 1 and 2.
Example 3. Suppose that a random variable X has PDFfX ðxÞ ¼
6xð1 xÞ if 0 < x < 1;
0 elsewhere.

Find fY(y) if the deterministic relationship Y = g(X) = 2X + 1 is represented by the
CMF pY|x = 1{y = 2x + 1}.
Note that fX ðyba Þ ¼ fX ðy12 Þ ¼ 6ðy12 Þ  ð1 ðy12 ÞÞ ¼  32 y2 þ 6y  92.
Using the operation in (6), we ﬁnd the PDF for Y as
fY ðyÞ ¼ ðfX  pY jxÞX ðyÞ ¼
 3
4
y2 þ 3y  9
4
if 1 < y < 3;
0 elsewhere.

The following theorem is required for inference using MTE potentials in Bayesian net-
works with linear conditionally deterministic variables.
Theorem 3. If /1(x) is an MTE potential for X and Y is a conditionally deterministic linear
function of X represented by the CMF pY|x, then /2(y) = (/1  pY|x)X(y) is an MTE
potential.Proof. Multiplication by 1/a or 1/a is multiplication by a constant. MTE potentials are
closed under multiplication by constants (the constants a0 and ai, i = 1, . . . ,m in (2) are
revised). Exponential terms of the form exp{x} in /1(x) are revised to be of the form
expf1a y  bag in /2(y). Since expf1a y  bag ¼ expf1a yg  expf bag and expf bag is a constant,
the result is an MTE potential of the form in (2). h3.4. Method of convolutions
Let us consider a case where a conditionally deterministic variable has more than one
parent. Let Z be a deterministic function of random variables X and Y, where X has PDF
fX(x) and {Y|x} has density fY|x(y). A Bayesian network representation of this case is
shown in Fig. 3.
Suppose Z = g(X,Y) is invertible in Y. Then by arguments similar to those used in
Propositions 1 and 2, we can show that the Bayesian network in Fig. 3 is equivalent to
the Bayesian network in Fig. 4, where X has PDF fX(x), {Z|x} has density
fZjxðzÞ ¼ ooz g
1ðx; zÞ

  fY jxðg1ðx; zÞÞ;
and Y = g1(X,Z) is a conditionally deterministic function of X and Z.
We can consider the Bayesian network in Fig. 4 as being the network obtained from the
Bayesian network in Fig. 3 by reversing the arc (Y,Z). We can now compute the marginal
density of Z as follows:
YX
Z
( )Xf x | ( )Y xf y
1{ ( , )}z g x y=
Fig. 3. Graphical representation of a Bayesian network where Z is a deterministic function of X and Y.
Z
X Y
( )Xf x 1{ ( , )}y g x z=
| ( ) ( , ) ( ( , ))Z x                                                          Y|z
∂f z g x z f g x z
∂z
=
–1 –1
–1
Fig. 4. Graphical representation of the Bayesian network in Fig. 3 after reversal of the arc (Y,Z).
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Z 1
1
fX ðxÞ  fZjxðzÞ dx
¼
Z 1
1
fX ðxÞ  ooz g
1ðx; zÞ

  fY jxðg1ðx; zÞÞ
 
dx.
ð7Þ
The formula in (7) is called the method of convolutions in probability theory. The following
theorem will be required for join tree operations when a variable is a linear conditionally
deterministic function of its parents.
Proposition 4. Let X and Y be continuous, possibly dependent random variables with joint
PDF fX,Y and let Z = a1 Æ X + a2 Æ Y + b, a250. The un-normalized joint PDF for {X,Z} can
be found as
fX ;Zðx; zÞ / fX ;Y x; z a1  x ba2
 
.
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We can replace X and a1 in Proposition 4 with a vector of variables and a vector of non-
zero constants, respectively, and the result holds. A transformation of the form in Prop-
osition 4 is referred to as a convolution of the function fX,Y(x,y) [6]. To use the convolution
formula in Proposition 4 to ﬁnd PDFs for linear conditionally deterministic variables in
hybrid Bayesian networks with MTE potentials, the following theorem is required.
Theorem 5. If /1 is a joint MTE potential for {X,Y} and Z = a1 Æ X + a2 Æ Y + b, a25 0,
the un-normalized joint PDF /2 for {X,Z} calculated from the convolution of /1 is an MTE
potential.Proof. Follows directly from the proof of Theorem 3. h4. Join tree operations with linearly deterministic variables
Suppose we have a node in a join tree for a continuous Bayesian network containing a
set of variables X = (X1, . . .,XN). Assume a variable Xi 2 X is a linear deterministic func-
tion of the remaining variables X 0 = XnXi, i.e.
X i ¼ gðX 1; . . . ;X i1;X iþ1; . . . ;XN Þ ¼ W þ b;
where
W ¼ a1  X 1 þ    þ ai1  X i1 þ aiþ1  X iþ1 þ    þ aN  XN
with a1, . . ., ai1, ai+1, . . ., aN and b deﬁned as real numbers, with at least one of the slope
coeﬃcients in the linear equation not equal to zero. The joint PDF of X 0 is denoted by /.
The joint PDF for X does not exist; however, we can ﬁnd the marginal PDF for Xi by
using the operations deﬁned in Section 3.
Consider the join tree in Fig. 5. The message passed from {X} to {XnXk} (where Xk 2 X
and Xk5 Xi) is calculated using Proposition 4 as
wðx00; xiÞ ¼ / pXinX0
 Xk ðx00; xiÞ ¼ / xi  XN
j¼1
j 62fi;kg
ajxj
0
BB@
1
CCA
0
BB@
,
aj
1
CCA;
where x = (x00,xi,xk). The message from {X} to {XnXk} to {Xi} is calculated asuðxiÞ ¼
Z
XX00
wðx00; xiÞ dx00.XiX X\Xk
φ |X', iXp
Fig. 5. A join tree for a Bayesian network with a deterministic variable.
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potential, u is an MTE potential because the ﬁrst message results in an MTE potential
according to Theorem 5 and the second message results in an MTE potential because
the class of MTE potentials is closed under marginalization.
The next example utilizes the MTE approximation to the normal PDF for join
tree operations with a deterministic variable in order to compare answers to Hugin
software.
Example 5. Consider the Bayesian network depicted in Fig. 6. Suppose X  N(0,1),
Y  N(1,1), and Z is a conditionally deterministic function of its parents, Z|x,y 
N(2 + x  y, 0). We can calculate the marginal distribution of Z by passing messages in the
join tree shown in Fig. 7.
The PDFs for X and Y, denoted by fX and fY, respectively, are combined to form the
joint PDF for {X,Y} and sent to {X,Y,Z} in the join tree. We next calculate the PDF for
Z = X  Y + 2 using Proposition 4 as follows:
fZðzÞ ¼
Z 1
1
fX ;Y ðx; x zþ 2Þ dx.
Note that in this case, since X and Y are independent, fX,Y(x,y)=fX(x)fY(y). Thus, if fX and
fY are maintained as decomposed potentials in the message from {X,Y} to {X,Y,Z} the
calculation above can be simpliﬁed to
fZðzÞ ¼
Z 1
1
fX ðxÞfY ðx zþ 2Þ dx.
The marginal PDF for Z (shown in Fig. 8) was created by approximating the normal
PDFs in this example with the MTE approximation to the normal PDF presented in Cobb
and Shenoy [1]. The expected value and variance of this marginal PDF are 1.0000 and
1.9638. These answers are comparable with exact results obtained using Hugin software,
which gives an expected value and variance of 1.0000 and 2.0000, respectively.
Suppose we obtain evidence that Z = 3 and pass this evidence as a message from {Z} to
{X,Y,Z}. Since the existing potential for Z states that Z = 2 + X  Y, the evidence dic-
tates the new deterministic relationship X = Y + 1, which is expressed as the CMF pX|y
and sent from {X,Y,Z} to {X,Y} in the join tree.YX
Z
Fig. 6. The Bayesian network for Example 5.
{X,Y,Z}X {X,Y} Z
Y
X
f
Yf
|{x,y}Z p
Fig. 7. The join tree for Example 5.
-4 -2 2 4 6
0.05
0.1
0.15
0.2
0.25
Fig. 8. The marginal PDF for Z in Example 5.
B.R. Cobb, P.P. Shenoy / Internat. J. Approx. Reason. 42 (2006) 21–36 31The variables X and Y are no longer independent and now have a linear conditionally
deterministic relationship. The revised Bayesian network is depicted in Fig. 9. To calculate
the revised marginal distribution for X we combine fX(x) with the distribution created by
applying the linear CDF marginalization operator in (6) to the prior distribution for Y (the
latter is the message from {X,Y} to {X}) as follows:Z
YX
Fig. 9. The revised Bayesian network for Example 5 after observing evidence on Z.
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In this calculation, K is a normalization constant. The expected value and variance of the
posterior marginal PDF for X are calculated as 1.0000 and 0.5004, respectively. These
answers are comparable with exact results obtained using Hugin software, which gives
an expected value and variance of 1.0000 and 0.5000, respectively.
To calculate the revised marginal distribution for Y, we combine the prior distribution
for Y with the distribution created by applying the linear CDF marginalization operator in
(6) to the prior distribution for X (the latter is the message from {X,Y} to {Y}) as follows:
fY evðyÞ ¼ K  fY ðyÞ  ðfX  pY jxÞX ðyÞ ¼ K  fY ðyÞ  fX ðy þ 1Þ.
In this calculation, K is a normalization constant. Propositions 1 and 2 allow us to use
either pXjy or pY|x as equivalent expressions of the deterministic relationship between Y
and X. The expected value and variance of the posterior marginal PDF for Y are calcu-
lated as 0.0000 and 0.5004, respectively. These answers are comparable with exact results
obtained using Hugin software, which gives an expected value and variance of 0.0000 and
0.5000, respectively.
5. Example
The Bayesian network in this example (shown in Fig. 10) contains one variable (A)
which follows a beta distribution, one variable (C) with a Gaussian potential, and one var-
iable (B) which is a linear conditionally deterministic function of its parent. All probability
potentials are approximated in the calculations by MTE potentials.
5.1. Representation
The probability distribution for A is a beta distribution with parameters a = 2.7 and
b = 1.3, i.e. £(A)  Beta(2.7,1.3). The PDF for A is approximated (using the methods
described in [4]) by an MTE potential as follows:
aðaÞ ¼ PðAÞ ¼
5:951669þ 5:573316 expf0:461388ag
 0:378353 expf6:459391ag if 0 < a < d;
0:473654 6:358483 expf2:639474ag
þ 2:729395 expf0:331472ag if d 6 a < m;
1:823067 ð5:26E 12Þ expf26:000041ag
þ 0:035775 expf0:529991ag if m 6 a < 1;
0 elsewhere.
8>>>>>><
>>>>>>>:
where m = (1  a)/(2  a  b) = 0.85 andCA B
Fig. 10. The Bayesian network for the example problem.
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ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃðb 1Þða 1Þðaþ b 3Þp
ðaþ b 3Þðaþ b 2Þ ¼ 0:493.
The MTE potential for A is shown graphically in Fig. 11, overlayed on the actual
Beta(2.7,1.3) distribution.
The probability distribution for B is deﬁned as £(B|a)  N(2a + 1,0). The conditional
distribution for B is represented by a CMF as follows:
bða; bÞ ¼ pBjaða; bÞ ¼ 1fb ¼ 2aþ 1gða; bÞ.
The probability distribution for C is deﬁned as £(C|b)  N(2b + 1,1). This distribution is
modeled with the MTE approximation to the normal PDF (denoted by d) from [1].
5.2. Computing messages
The join tree for the example problem is shown in Fig. 12.
The messages required to calculate prior marginals for each variable in the network
without evidence are as follows:
(1) a from {A} to {A,B}
(2) (a  b)A from {A,B} to {B} and {B} to {B,C}
(3) ((a  b)A  d)B from {B,C} to {C}
5.3. Prior marginals
The prior marginal distribution for B is the message sent from {A,B} to {B,C}. The
expected value and variance of this distribution are calculated as 2.3488 and 0.1758,
respectively. The prior marginal distribution for C is the message sent from {B,C} to
{C}. The expected value and variance of this distribution are calculated as 5.6975 and
1.6851, respectively. The prior marginal distributions for B and C are shown graphically
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Fig. 11. The MTE potential for A overlayed on the actual Beta(2.7,1.3) distribution.
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Fig. 12. The join tree for the example problem.
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Fig. 13. The prior marginal distributions for B (left) and C (right).
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Assume evidence exists that C = 6 and deﬁne eC = 6. Deﬁne g = (a  b)A and
#(a,b) = pA|b(a,b) = 1{a = 0.5b  0.5}(a,b) as the potentials resulting from the reversal
of the arc between A and B. The evidence eC = 6 is passed from {C} to {B,C} in the join
tree, where the existing potential is restricted to d(b, 6). This likelihood potential is passed
from {B,C} to {B} in the join tree.
Denote the un-normalized posterior marginal distribution for B as n 0(b) = g(b) Æ d(b, 6).
The normalization constant is calculated as K = b(g(b) Æ d(b,6)) db = 0.2344. Thus, the
normalized marginal distribution for B is found as n(b) = K1 Æ n 0(b). The expected value
and variance of this distribution (which is displayed in Fig. 14) are calculated as 2.5049
and 0.0771, respectively.
Using the results of Proposition 1, we determine the posterior marginal distribution for
A. Deﬁne h = (n  m)B as:
hðaÞ ¼ 1
0:5
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Fig. 14. The posterior marginal distribution for B considering the evidence C = 6.
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Fig. 15. The posterior marginal distribution for A considering the evidence (c = 6).
B.R. Cobb, P.P. Shenoy / Internat. J. Approx. Reason. 42 (2006) 21–36 35The CMF m(a,b) = pB|a(a,b) = 1{b = 2a + 1}(a,b) is obtained by reversing the arc between
A and B in Fig. 10. The expected value and variance of this distribution are calculated as
0.7525 and 0.0193, respectively. The posterior marginal distribution for A considering the
evidence is shown graphically in Fig. 15.
6. Summary and conclusions
This paper has described operations required for inference in continuous Bayesian net-
works containing variables that are linear conditionally deterministic functions of their
parents. Since the joint PDF for a network with deterministic variables does not exist,
the operations presented are derived from the method of convolutions in probability the-
ory. Similar operations to those presented in this paper are incorporated in an inference
algorithm for hybrid Bayesian networks (containing discrete and continuous variables)
in [3]. This algorithm requires a ‘‘mixed potential’’ representation to accommodate mixed
distributions. Nonlinear deterministic relationships can be accommodated in continuous
Bayesian networks by extending the operations in this paper to piecewise linear functions
which approximate nonlinear functions, as shown in [2].
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