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From nucleosomes to chromatin fibers: molecular dynamics and Monte Carlo
simulations of nucleosome organization and interaction
Chromosomes consist of a chain of nucleosomes, in which DNA wraps almost twice around
a histone protein core. Nucleosomes are stable complexes and their position along the DNA
regulates DNA accessibility. The underlying mechanisms of this process are still not un-
derstood well. In this thesis, molecular dynamics, steered molecular dynamics and Monte
Carlo simulations were conducted to elucidate nucleosome organization and the folding of
nucleosome chains into chromatin fibers at different length scales. The all-atom resolution
of molecular dynamics simulations revealed a novel map of histone-DNA interaction sites
extending experimental findings. By applying external forces the complete DNA unwrapping
from the protein core at atomic resolution was investigated. This revealed intermediates of
the pathway and an important contribution of the unstructured histone tails to nucleosome
stability. Simulations of stretching coarse-grained chromatin fibers showed that experimen-
tal force-extension curves alone are insufficient to identify fiber geometry parameters and
internucleosomal interaction strength. The chromatin fiber model was extended by a new
description for DNA electrostatics to enable the translocation of nucleosomes within the fiber.
The effect of this process on the stability of the fiber was strongly dependent on its geometry.
Vom Nukleosom zur Chromatin Faser: Molekulardynamik und Monte-Carlo Sim-
ulationen zur Organisation und Interaktion von Nukleosomen
Chromosomen bestehen aus einer Kette von Nukleosomen, in denen sich DNA fast zweimal
um einen Histonproteinkern wickelt. Nukleosome sind stabile Komplexe und ihre Position
entlang der DNA reguliert die DNA Zuga¨nglichkeit. Die zugrunde liegenden Prozesse sind
bislang noch nicht vollsta¨ndig verstanden. In dieser Doktorarbeit wurden Molekulardy-
namik, gerichtete Molekulardynamik sowie Monte-Carlo Simulationen durchgefu¨hrt, um Nuk-
leosomenorganisation und die Faltung von Nukleosomenketten in Chromatinfasern auf ver-
schiedenen La¨ngenskalen aufzukla¨ren. Mit Hilfe der atomaren Auflo¨sung in Molekularen Dy-
namik Simulationen konnten eine neue Interaktionskarte zwischen DNA und Histonproteinen
erstellt werden, die bisherige experimentelle Ergebnisse erweitert. Das vollsta¨ndige Abwick-
eln der DNA vom Proteinkern mit atomarer Auflo¨sung wurde durch Anlegen externer Kra¨fte
untersucht. Dabei wurden Zwischenzusta¨nde im Reaktionsweg und ein wichtiger Einfluss der
unstrukturierten Histonarme auf die Stabilita¨t des Nukleosoms entdeckt. Ziehsimulationen
von gro¨ber modellierten Chromatinfasern zeigten, dass experimentelle Kraft-Abstandskurven
alleine nicht ausreichen, die Fasergeometrie und internukleosomale Wechselwirkungssta¨rken
zu bestimmen. Das Chromatinfasermodell wurde um eine neue Beschreibung der Elektro-
statik der DNA erweitert. Hiermit war es mo¨glich, Nukleosomen innerhalb einer Chromat-
infaser zu verschieben. Erste Simulationen zeigten einen starken Einfluss der Fasergeometrie
auf die Faserstabilita¨t.
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Chapter 1
Introduction
The nucleosome is the basic unit of chromatin, the complex of the DNA genome and pro-
teins in higher organisms [1]. It regulates DNA access for all DNA-binding factors as well as
packing the DNA into the 104-fold compacted state of chromatin fibers [1, 2]. Nucleosomes
play an important role in the spatial and temporal regulation of central processes such as
DNA transcription, replication, and repair [3, 4]. A nucleosome consists of a protein core
of eight histone proteins, around which 147 base pairs of DNA are wrapped in almost two
full turns [5]. DNA has to bend tightly on the scale of its persistence length to bind to the
histone protein surface in order to form a nucleosome [6]. This is accomplished by strong
electrostatic interactions between the positively charged histone proteins and the negatively
charged phosphate backbone of DNA and entropy contributions [7], leading to a stable and ro-
bust protein-DNA complex [8]. Although experimental studies have shown that nucleosomes
open the DNA-histone protein contacts reversibly in a process termed breathing, for about
98% of their life time nucleosomes are stably bound particles [9]. Ten to sixty base pairs of
linker DNA connect the approximately 30 Mio. nucleosomes in the human genome forming
beads-on-a-string like chains [1]. Special chromatin remodeling complexes can translocate
nucleosomes along the DNA sequence without disrupting the protein cores from the DNA
[10]. The chain of nucleosomes fold into chromatin fibers of 30 nm diameter and neither the
mechanism of the folding process nor the final fiber structure are known yet [11]. The struc-
ture of the nucleosome was revealed by crystallography in 1997 [8]. However, its function
cannot be revealed by the static picture of atom arrangements.
The described characteristics pin point two conflicting properties: nucleosomes are subject
to very stable interactions between DNA and histone proteins but must also be amenable to
conformational changes so that the nucleosomal DNA can be accessed. To date, the interplay
of these properties is not well understood and the fact that nucleosome and chromatin fibers
are still a focus of active research [12] should not come as a surprise: Our understanding of
nucleosome behavior and function have a profound impact on all biological processes that
involve DNA accessibility.
It has been a challenge to calculate equations for millions of single particles in reasonable time
frames [13, 14]. Through increasing computational power and the availability of supercomput-
ers, new fascinating opportunities for research have occurred. The ability to computationally
handle complex particle systems at all possible length and resolution scales has created new
approaches in chemistry, solid state physics, physics of fluids, astrophysics, biophysics, and
many other fields [15].
Molecular dynamics (MD) simulations allow an observation of molecular processes occurring
at atomic resolution [14, 16]. Here, nucleosomes have been examined in explicitly simulated
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water at physiological salt concentrations to improve our knowledge of both dynamical be-
havior and location of histone-DNA interaction sites. Since MD simulations at large systems
require enormous computational resources [13], they were restricted to time scales of up to
120 ns in simulations. However, many processes, e.g. the translocation of nucleosomes along
the DNA, occur at longer time scales [17]. To allow the observation of interesting dynami-
cal processes such as the unwinding of DNA from the protein core, we made use of steered
molecular dynamics (SMD) [18]. Here, the application of additional external forces drives
the process of interest within a well-observable time scale.
In the nucleus, nucleosomes are surrounded by proteins, DNA, RNA and neighboring nu-
cleosomes, which add additional layers of complexity. To obtain an improved picture of
the dynamic behavior of the nucleosomes it is essential to examine the nucleosomes in the
context of a complete chromatin fiber. Since MD cannot be applied to hundreds of nucleo-
somes, Monte-Carlo (MC) simulations were conducted to evaluate the structure of an entire
chromatin fiber [19]. The application of this coarse-grained model for nucleosome chains al-
lowed to investigate the effect of local nucleosome translocations in the context of the much
larger system of a chromatin fiber. However, Monte Carlo simulations weight randomly cre-
ated conformations according to their energy distribution to yield a distribution of possible
conformations at thermal equilibrium [20] and some approximations have to be made (e.g.
defining a model of the fiber). By combining the two approaches, the challenge of elucidating
nucleosome dynamics was tackled at multiple length scales.
This thesis is devided into seven chapters. Chapter 2 provides the biological background
and motivation. It also contains the most important basic theoretical models to describe DNA
and its characteristics. Chapter 3 introduces the simulation techniques used in the context
of this work: molecular dynamics to simulate the nucleosome at all-atom resolution, steered
molecular dynamics, an enhancement of the latter including external forces, and Monte-Carlo
procedure enabling the sampling of chromatin fiber arrangements at thermal equilibrium in
a coarse-grained manner. General simulation and data analysis methods are described in
Chapter 4. Chapters 5 and 6 present the results of the thesis: Chapter 5 contains the results
of simulations performed with molecular dynamics and steered molecular dynamics, Chapter
6 the results of Monte-Carlo simulations. A new high resolution DNA-histone interaction
map and a complete computational DNA eviction from the nucleosome protein core are
presented in section 5.3 and 5.4, respectively. Propagation behavior of a DNA loop inserted
in the nucleosome structure at all-atom resolution is summarized in section 5.5. Section 6.1
introduces the geometric investigation of chromatin fibers and applies them to virtual force
spectroscopy. The derivation of a mathematical description for a new electrostatic model of
DNA in the coarse-grained model and its application in a nucleosome sliding simulation are
shown in section 6.2. The thesis concludes with a short summary, extensive discussion of the
results and a conclusion in Chapter 7.
Objectives of this thesis
The overall scientific rationale underlying the work presented in the context of this thesis is the
application of molecular dynamics and steered molecular dynamics techniques on molecular
systems as complex and big as the nucleosome.
In a first step it was necessary to test feasibility: are the current (steered) molecular
dynamics tools and available computational resources sufficient to deliver atom-resolution
computation for large-scale movements inside the nucleosome? What are related data inter-
pretation constraints and limitations? How does the application of external forces (SMD)
influence data interpretation? What is the DNA-histone interaction strength? Can we de-
rive a more detailed understanding of the DNA-histone interaction pattern? How does the
3nucleosomal DNA unwrap from the histone core? What kind of information is encoded in
the unwrapping pathway?
The basic technical methodology of coarse-grained MC simulations is already well es-
tablished. One aim was to extend an existing model towards the application of nucleosome
sliding simulations requiring a new mathematical formulation for the underlying electrostat-
ics. Another focus was to improve the coarse-grained simulations with the information on
nucleosome dynamics obtained from the MD analysis at all-atom resolution (and vice versa).
The major achievements of this thesis are part of several publications. Results on the
unwrapping of DNA from the histone octamer core (section 5.3 and 5.4) are presented in [21]
and contributed to a publication with Dr. Vladimir Teif [22]. The results of Chapter 6 were
acquired in a collaboration with the research group of Prof. Dr. Gero Wedemann. Section
6.1.1 summarizes published results obtained in a cooperation with Dr. Rene´ Stehr [23]. Sec-
tion 6.1.2 contains the simulations performed with Dr. Nick Kepper [24]. The conclusions
found in section 5.2.1 and section 5.2.3 contribute to a publication in preparation that is
mainly based on the experimental work performed by Sabine Kaltofen [25]. Finally, section
6.2 presents the results of the cooperation with Robert Scho¨pflin.
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Chapter 2
Background and motivation
The human genome comprises two times 3 · 109 DNA base pairs with a total contour length
of ∼ 2 m, that are packaged into the volume of a cell nucleus with a typical diameter of 10 to
20 µm [1]. Based on the radius of gyration the genome would occupy a spherical volume of
at least 400 µm diameter [12]. The high degree of compaction is accomplished by the binding
of strongly positively charged histone proteins, resulting in the natural state of eukaryotic
DNA, termed chromatin [26]. Yet, the DNA needs to remain accessible for processes like
replication, transcription, repair and recombination [3]. These contradicting requirements,
stability and accessibility, need to be fulfilled by the organization of DNA via histone proteins
forming the nucleosomes. Its function and regulation is a focus of ongoing research [6].
Nucleosomes help to pack the long DNA molecules while ensuring appropriate access to the
genetic information. The higher order DNA folding into the 30 nm fiber further contributes
to the regulatory control of genome accessibility [27]. DNA bound into a nucleosome is less
accessible than unperturbed straight DNA in the linker regions [1]: to form a nucleosome
the DNA has to wrap almost twice around the histone octamer complex given its persistence
length of 50 nm. Due to the strong bending of the DNA within the complex of a nucleosome
the recognition of sequence patterns is perturbed.
Winding nucleosome chains into higher order fiber arrangements yields to an even higher
spatial barrier to access the genetic information. In a recent experiment it has been shown
that linker DNA between dinucleosomes was 50 times more accessible than linker DNA within
a 17-mer nucleosome array [27]. Access to genetic information thereby can be regulated
in a simple manner, as long as the higher order structure remains dynamic. To enable
access to packed chromatin regions, cells have evolved a specified enzyme class that can move
nucleosomes: remodeling complexes [10].
2.1 DNA
The deoxyribonucleic acid (DNA) is the carrier of the genetic information in all living cells
[2]. The sequence of four possible bases: Adenine (A), Thymine (T), Cytosine (C) and Gua-
nine (G) defines the structure and function of all needed proteins in a cell by forming lengthy
sequences that can be translated into the sequences of amino acids. The basic unit of DNA
is a nucleotide comprising a pyrimidine or purine base, a pentose and a phosphate group.
Successive nucleotides covalently bind through phosphate group bridges by a phosphodiester
linkage. Two nucleotide chains are pairing via hydrogen bonds between the bases in a well-
defined manner (A-T and C-G) holding the strands together to form the well-known DNA
double helix (Figure 2.1).
1938 the first systematic studies on the DNA structure were undertaken [28]. 1953 already,
5
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Figure 2.1: Left: DNA molecule in ideal B-DNA conformation. The green squares highlight one base
pair simplified to define the DNA step parameters represented in the right figure. Right: DNA step
parameter definitions: roll, rise, shift, slide, twist and tilt to define a certain DNA conformation as
used in the analysis. Each green square (light and dark green, respectively) represents a DNA base. Its
orientation and distance towards adjacent bases demonstrate the complex degrees of freedom within
the DNA and defines the overall structure of the DNA fragment.
Watson and Crick suggested the double helical structure of DNA [29] that finally was con-
firmed 1980 by crystallography [30]. Many scientists have investigated the DNA in terms of
function and structure. Understanding that DNA not only provides central information in
the scale of single bases has increased the interest in higher order folding and packaging of
DNA in the cells. In eukaryotes, the functionally and spatially distinguishable compartments
of the nucleus, which contains the genome, and the cytoplasm exist. Here, DNA is folded
into a chain of nucleosomes, i.e., the DNA wraps almost twice around a histone octamer
forming stable complexes termed nucleosomes, that associate into higher order structures,
the chromatin fibers. Chromatin is the natural state of DNA in the cell nucleus and contains
additional proteins bound to the DNA.
One of the most important physical properties of the DNA is its negative charge. The
charge of two electrons per base pair determines its stiffness in terms of bending and torsion.
In the following subsections the theoretical approaches to describe the electrostatics and me-
chanical elasticity of DNA are introduced. Important experiments that have been carried out
to generate the data are listed. In the final subsection models to simulate and describe DNA
are presented.
Electrostatics of DNA
In physiological salt conditions the nucleic acid is a negatively charged molecule containing
one electric charge on each phosphate residue, resulting in two electric charges (−2e) per base
pair. To calculate the electric potential of a DNA double helix, its environment has to be
taken into account. DNA in natural conditions is embedded in a solution containing mobile
ions (sodium, chloride, magnesium etc.) and water. Thus, the electric potential of charged
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Figure 2.2: Model for the calculation of one DNA segment in an ionic solution [35].
DNA molecules in water differs from that in air [31]. Moving ions in the solution lead to
an inhomogeneous distribution of charges. Positively charged particles prefer the proximity
of the negatively charged DNA molecules. Negatively charged ions stay further apart in the
solution. This yields an electrostatic shield around the DNA, lowering the effective charge of
the DNA molecule [32].
The linearized Poisson-Boltzmann (LPB) equation allows for the calculation of arbitrary
charge distributions in a given solution [33, 34]. In general the equation needs to be solved
numerically, but in special applications, the LPB equation can be simplified sufficiently to be
solved analytically [35]. To describe DNA the molecules are discretized in single segments.
For instance 3 bp of DNA could be combined into one segment leading to a segment length
of ∼1 nm. As the phosphate backbone carrying the charges is facing outwards, in a first
approximation the negative charges can be assumed to be located on the surface of the
segments. Given the diameter of the DNA double helix (2.4 nm) the ratio of diameter to
length would then be ∼1:2. A whole DNA chain can be approximated by several spherical
segments.
The simplified geometry can be seen in Figure 2.2. The DNA segment is approximated
via a sphere placed in an ionic solution. The charge is distributed homogeneously on the
molecule surface. As a result of a minimum excluded volume between the DNA molecule
and each ion, area Ω2, termed the ion-exclusion volume, is free from any charge. The DNA
molecule is located in area Ω1 enclosing the entire charge of the DNA segment: Q (ε is the
dielectric constant, here ε1 = 0). Area Ω3 contains the solution (ε3 = ε2 = εs). With these
approximations the LPB equation in spherical symmetry can be solved (as described in detail
in [35])
−∆ · (ε(~r) ·∆φ(~r)) + κ2(~r) · φ(~r) = 4pi
Nm∑
i=1
qiδ(~r − ~ri); φ(∞) = 0.
With κ−1 being the Debye length, Q =
∑
qi is the total charge of the system and φ the
electric potential. Writing the Laplace operator in spherical coordinates leads to
[
1
r2
∂
∂r
(r2
∂
∂r
) +
1
r2 sinϑ
∂
∂ϑ
(sinϑ
∂
∂ϑ
) +
1
r2 sin2 ϑ
∂2
∂ϕ2
] · φ(r, ϑ, ϕ) = 0.
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The described model depends only on r. Therefore all parts of the equation depending on
angles can be set to 0
1
r2
∂
∂r
(r2
∂
∂r
)φ(r) = 0.
Applying this Laplace operator to the LPB equation in area Ω3 enables the reduction of the
linearized form of the PB equation to:
region Ω3 :
1
r2
∂
∂r
(r2
∂
∂r
)φ(r) + κ2(r) · φ(r) = 0.
Area Ω1 and Ω2 can be described in an analogue way. With respect to the boundary and
continuity conditions, as well as the requirement that φ(r) is finite in the region Ω1, the
resulting expression for the solution in the crucial area Ω3 can be written as
φ3(r) =
qeκa
εs(1 + κa)
· e
−κr
r
. (2.1)
κ is defined as follows
κ2 =
2e2c · ρNA
ε0ε · kBT .
All constants and parameters needed are collected in Table 6.1. Area Ω3 is the crucial part of
the electrical potential needed when electrostatics between two DNA segments are calculated.
How the potential can be further used to evaluate the electrostatic energy between two DNA
fragments is shown in section 6.2.1.
Chain models used for DNA description
Freely-jointed-chain model
The simplest possible model to describe DNA is the freely jointed chain. This model assumes
that a polymer is composed of n discrete perfectly rigid segments of fixed length l, that are
free to rotate so that they possess a uniform distribution of bond angles [36]. The directions
of neighboring bonds are thus completely uncorrelated, i.e. all directions of a given bond are
equally probable. The chain then arranges itself in an analogue manner to a random walk.
The end-to-end distance results from the summation over all bond vectors: r2 =
∑
i l
2. In
general the scalar magnitude of the end-to-end distance is of interest. Its square is
r2 =
∑
i
l2i + 2
∑
0<ij≤n
li · lj
In the freely jointed chain successive bonds are uncorrelated,
〈li · lj〉 = 0, i 6= j
hence,
〈r2〉 = nl2.
Biological polymers are always composed of single units of a certain extension, e.g. nucleotides
or amino acids. The assumption to decompose the chain into segments of certain length is
fulfilled. However, for long DNA molecules of a few kilo base pairs the local distinction of
single units is not apparent any more. The relative stiff behavior of long DNA molecules is
described better in the wormlike chain model.
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Wormlike chain model
The wormlike chain model [37] implies a semi-flexible isotropic rod, which is continuously
flexible. It differs from the freely jointed chain in the assumption of a continuous medium
instead of discrete segments. It is well suited to describe stiffer polymers, rigid at T = 0◦K
and smoothly curved at room temperature, as for instance the DNA.
To describe the polymer mathematically the tangent vector t(s) is parametrized with
s ⊆ (0, l), with l being the length of the polymer. With the position vector r(s), the tangent
can be written as
t(s) =
∂r(s)
∂s
.
A main characteristic for the wormlike chain model is the exponentially decaying orientational
correlation function
C(s) = e−s/loc , (2.2)
where loc is the persistence length describing the decay of the correlation with increasing
length. The persistence length describes the decreasing stiffness of a molecule with increasing
length. It is the orientational correlation length of a chain molecule. The bond angle is
connected to loc through
e−b/loc = 〈cos θ〉,
where b is the bond length and θ the bond angle. This relation can be used to calculate
the persistence length loc of a simulated polymer to compare its behavior with experimental
data.
In stretching simulations the wormlike chain model and its expansion to the extended
wormlike chain model very nicely fit experimental data at low pulling forces. Details of
stretching DNA are examined in the section 6.1.2 and in atomic detail in section 5.1.2.
Describing chromatin in theoretical models
Extending the focus from DNA to chromatin increases the complexity of theoretical models
significantly. Additional bound proteins (especially the complexes of nucleosomes) impor-
tantly change the local electrostatic properties. One specific realization of a chromatin model
was developed by Gero Wedemann and is introduced in detail in section 3.3.1.
Bending energy of DNA
DNA bending enables interactions with more globular molecules. One crucial example is the
packaging of DNA into nucleosomes having slightly less than two circuits of helix around a
histone nucleosome core with a radius of ∼44 A˚. In an attempt to approximate the bending
energy of DNA, the mechanical flexibility of an assumed uniform and flexible rod depends
on the elastic bending energy that can be written as [38]:
Ebend =
kBT lbc
2
∫ L
0
(
du(s)
ds
)2
ds =
kBT lbc
2
∫ L
0
ρ¯ds2ds =
kBT lbc
2
∫ L
0
1
R(s)2
ds.
Here u(s) is the unit vector at a point s along the molecule axis in the direction of the
molecule contour. The curvature of the molecule is described by the change in direction
du/ds, which is the vector ρ¯(s), defined in the plane of the bending and perpendicular to
u(s). The radius of curvature R(s) is given by the inverse of ρ¯(s) that is constant, when the
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molecule is uniformly bent: R(s) = R0. In this case the integral can be calculated easily and
the bending energy of the uniformly bent rod results in
Ebend =
kBT lbc
2R20
.
An important parameter within the bending energy is the bending coefficient lbc. It charac-
terizes the local bending properties of the molecule and is known as persistence length. Its
unit is a length and it was introduced within the wormlike chain model. The persistence
length is the characteristic length that describes the decay of the orientational correlation
function. Unfortunately there are four different ways to define the persistence length [39],
the most common one is given by Equation 2.2. However, this definition depends on the as-
sumption that the investigated chain is fulfilling the made assumptions in the wormlike chain
model. Important aspects of the theoretical investigation of DNA flexibility are collected by
Hagerman [40].
Persistence length of DNA
Experimental studies yielded divers results for the value of DNA persistence length. Since
most methods provided values of 450 - 500 A˚ the intrinsic persistence length of DNA is thought
to be about 500 A˚. Methods used to measure the persistence length of DNA have been for
instance: electron microscopy [41], transient electrical birefringence [42], flow dichroism [43],
force-measuring laser tweezers [44, 45] as well as light scattering [46, 47], transient electrical
dichroism [48] and fluorescence microscopy. Since so many different methods and values
have been reported the value of persistence length of DNA still seems to be dependent on
the method and model applied. The estimated 500 A˚ might not be as exact as sometimes
been proclaimed [39]. To explain the discrepancy especially between larger persistence length
values for longer DNA fragments (kilo to mega base pairs) compared to the observation of
a shorter persistence length in the case of smaller DNA fragments (hundreds of base pairs)
several attempts have been made, e.g. assuming local DNA melting [49–51], occurrence of
DNA kinks [52] as well as alternative forms to describe the elastic energy [48, 53].
Stretching DNA: the B-S transition
When DNA molecules are stretched along their helical axis, they first stretch continuously
until reaching contour length. Forces of a few pN suffice to overcome the entropic coiling.
This low force regime can be described with polymer physical descriptions of DNA, such as
the wormlike chain model (2.1). However, at ∼ 65 pN DNA suddenly undergoes a transition.
The length increases at constant force up to almost twice the contour length. This behavior
was verified by Herrick et al. and Caburet et al., respectively [54, 55] and was explained by
a structural rearrangement of the bases within the DNA structure. The transition is termed
B-S transition [56]. After the elongation DNA double strands open and the melting process
occurs.
2.2 Nucleosomes
Structure
The nucleosome is the main building block of eukaryotic chromatin [1]. It is assembled by
two copies of each of the histone proteins: H2A, H2B, H3, and H4, and 146 or 147 base pairs
of DNA (Fig. 2.3) [57]. To form a nucleosome the histone proteins associate into H2A-H2B
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Figure 2.3: Nucleosome structure front and side perspective. Histone proteins are shown in cartoon
representation and colored as follows: H2A: red, H2B: gray, H3: yellow, H4: green. DNA is shown in
blue.
dimers and H3-H4 tetramers and assemble into a stable octameric complex in the presence
of DNA molecules or high salt concentrations [26]. The negative phosphate backbone of
the DNA binds to the positively charged histone proteins every 10.4 bp, providing 14 DNA-
histone contacts. The crystal structure revealed these contact points as very low fluctuating
atom positions (crystallographic B-factor) [8]. The overall shape of a nucleosome is cylindric
and the DNA surrounds the protein octamer in a flat, left handed superhelix of 1.8 turns [5].
Nucleosomes are non-static complexes
Many experimental setups have been utilized to investigate the dynamical behavior of nu-
cleosomes in terms of DNA-unwrapping, breathing or spontaneous unpeeling. With the help
of restriction enzymes or RNA polymerases it has been shown that these so-called reporter
molecules to a certain amount still had access to the buried fragments of nucleosomal DNA
[58, 59]. Fluorescence Resonance Energy Transfer (FRET) studies provided single molecule
investigations of real time fluctuations within closed and open states of the nucleosome
[60, 61]. Tomschik et al. [62] revealed periods of several seconds of closed nucleosome states,
that were interspersed by open periods taking few tenths of seconds to expose up to 80 bp of
nucleosomal DNA.
The interaction pattern of DNA along the nucleosomal protein core is not ho-
mogeneous
Following individual polymerases II molecules transcribing through single nucleosomes within
an optical trap Hodges et al. concluded that the polymerase II does not actively unwrap
nucleosomal DNA but waits for internal fluctuations that locally unwrap the nucleosome [63].
This finding implies an important influence of nucleosomal fluctuations on the unwrapping
process. Hall et all. investigated the response of mononucleosomes to applied unzipping
12 CHAPTER 2. BACKGROUND AND MOTIVATION
forces until the protein cores were removed [64]. Based on their measurements three regions
of strong DNA-histone interactions: two interaction sites were identified at base pairs +/-40
counted from the center of the nucleosomal 147 bp sequence and one at the dyad axis at base
pair 0. A 5 base pair periodicity within each region of strong interaction was also found.
Histone modifications
The histone proteins are structurally very well preserved [1]. They consist of a globular
part based on at least three alpha helices. At the N-terminus each histone provides long
unstructured extensions, referred to as histone tails. Histone H2A is the only histone protein
that additionally contains unstructured extensions at its C-terminus [57]. The tails provide
the possibility for various post-translational modifications [8]. These are set or removed in
a dynamic manner by specific enzymes that have been associated with various functions as
reviewed recently [26, 65, 66]. Histone modifications can serve as binding sites for protein do-
mains that specifically recognize the post-translationally modified histone state. For example,
chromodomains recognize methylated and the bromodomains recognize acetylated histones
[67]. In addition, acetylation of histone lysines also has a direct effect on the stability of the
nucleosome core particle as well as its higher-order interactions since the positively charged
lysine is neutralized in the acetylated state [68, 69]. Likewise also for DNA methylation a
direct effect on the nucleosome stability has been inferred from spectroscopic in vitro studies
[70].
Due to the high combinatorial complexity of modifications and the possibility to modify
each nucleosome in a different manner this epigenetic code explodes in terms of complexity.
The epigenetic code is thought to regulate the genome by marking nucleosomes with modifica-
tions defining for instance their state of packaging [3, 71]. We are yet far from understanding
the rules of this challenging regulation mechanism [26, 65].
In a recent publication it was shown that nucleosomes dictate the positioning of DNA
methylation pattern along the genome of Arabidopsis thaliana [72]. Chodavarapu et al.
found a significant correlation between DNA methylation and nucleosome positions as well
as a clear 10 bp periodicity of DNA methylation within the nucleosomes. The results were
also found in human genes and indicate that the nucleosome structure defines access for DNA
methyltransferases.
Nucleosome chains
Two adjacent nucleosomes are connected by 10 to 60 bp of linker DNA depending on the
cell type and organism [6]. The distance varies and especially at regulatory units (promoters
etc.), the positions and spacing of nucleosomes is tailored to proper regulation of the locus
[11]. The nucleosome chain looks like beads on a string in electron microscopy images [73]. To
investigate in more detail the interaction between single nucleosomes or the DNA and histone
proteins within single nucleosomes, stretching simulations are a common method [74]. Within
such the linker DNA of a nucleosome chain is fixed on one side by an optical or magnetic
device and the opposite end is pulled while measuring the forces needed to obtain a certain
elongation of the stretched molecules [75–78]. With the help of divers experimental setups to
pull at single nucleosomes many details on the nucleosomal properties have been found e.g.
the outer DNA wrap is less stably bound than the inner DNA wrap [79].
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Figure 2.4: Dimer structure of HP1 as modeled by Sabine Kaltofen [91]. Each monomer is colored
separately (cyan and blue), highlighted by surface representation are the binding pockets for H3 tail
interaction. H3 tails (amino acids 1-13 each) are displayed in red to accentuate the interactions. Left:
the complex from top view, central: front view and right: side perspective. The HP1 dimers in top
and side view are scaled by a factor of 0.7.
2.3 Chromatin fibers
In living cells a nucleosome can fold further into higher order structures, in particular chro-
matin fibers, providing additional levels of compaction [80]. In contrast to the detailed knowl-
edge of the nucleosomal structure [8] the architecture of the chromatin fiber is still a focus of
current research [3, 11, 23, 27, 57]. Many models of possible geometrical arrangement to form
a fiber with a diameter of approximately 30 nm have been suggested [11, 81–83]. They differ
in the number of nucleosome stacks, i.e. nucleosomes that are arranged in the energetically
most favorite way on top of each other, and the path of the linker DNA joining two successive
nucleosomes, respectively. The models are based for instance on electron microscopy images
of fibers and the crystal structure of a tetranucleosome complex. The most famous models
are introduced in section 4.2.1.
Linker histones
Another histone protein (most commonly H1 or H5) can bind the nucleosome [82]. These
linker histones were shown to further compact the chromatin structure in experiments [84–
87]. A complex of a nucleosome with a linker histone is referred to as chromatosome. The
structural details of neither the linker histone alone nor the chromatosome complex have
been elucidated yet. Since parts of the H1 structure have been resolved, geometrical models
for the chromatosome have been proposed, but yet could not be confirmed experimentally
[88–90].
Heterochromatin protein 1
HP1 is a small protein (∼25 kDa) that is known to associate with chromatin influencing its
state of condensation [92]. Similar to H1, which is binding to one nucleosome, it is thought
to compact the chromatin fiber by binding to one or two nucleosomes. HP1 consists of two
domains (Fig. 5.13). (1) The N-terminal Chromo domain (CD), resolved in NMR studies
[93] can bind the protruding extensions of histone H3. Position lysine H3 K9 of the histone
protein can be trimethylated and mediates the binding of HP1 [94]. The methylation state of
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this position regulates the binding affinity of HP1 and thereby seems to be important in terms
of chromatin compaction [94]. (2) The C-terminal domain is called chromoshadow domain
(CSD). It seems to be predominantly responsible for self association of HP1. Its structure was
resolved in 2000 by crystallography [95]. The connection between both domains is provided by
a 30 amino acids hinge region. Its structure was not yet resolved by experimental techniques.
However, with the help of homologue modeling the region was modeled and the structure of
the HP1 dimer has been proposed [91].
2.4 Remodeling complexes
Within each nucleosome 147 bp of DNA sequence are hidden for most DNA binding factors;
thus, the nucleosome positions itself define a pattern of open and hidden DNA fragments
[96–98]. To enable access, the nucleosomes need to be moved. In eukaryotic cells a speci-
fied class of enzymes attend to the correct positioning and mobilization of the nucleosomes,
referred to as remodeling complexes [99–105]. Remodeling complexes are able to remove, asso-
ciate, restructure, distribute and even slide nucleosomes without breaking the nucleosome as
a molecular complex [102]. Remodeler complex activity changes the packaging state of chro-
matin, specializes chromatin regions, and provides regulated DNA accessibility in packaged
regions [106, 107]. Complex chromosomal processes require multiple remodeler complexes.
Several remodelers are for instance recruited to sites of DNA damage, where they have both
unique and overlapping roles in assisting the many steps of DNA repair. Remodeler complexes
are also utilized for multiple steps in DNA replication, including the initiation of replication
in heterochromatin, normal fork progression, and to overcome replication blocks [108, 109].
Remodeler complex structure
Remodeler complexes consist of two to 20 single molecules of different size (50 - 150 kDa)
[103]. They can vary by all components, however, they all show a significant affinity to
nucleosomes and are able to move nucleosomes by consuming energy. All remodeler complexes
contain an ATPase, which allow hydrolization of ATP to ADP to gain the energy for the
nucleosome sliding processes. These ATPases are highly similar to known DNA translocases,
and a large number of experiments support the theory of their use for DNA translocation
[110]. Remodeler complexes currently can be subdivided into four families, according to
their ATPase: INO80, CHD, ISWI and SWI/SNF family, respectively. They differ in unique
domains residing in their catalytic ATPases and by their unique associated subunits, leading
to their particular purposes and biological contexts. Details about remodeler complexes, their
structure, working mechanisms and activity can be inferred from recent reviews [10, 109, 110].
Experimental data for remodeler structure
So far it was not possible to crystallize neither an entire remodeling complex nor a remodeling
complex bound to a nucleosome. However, many different approaches were applied to eluci-
date the main characteristics of remodeling complexes interacting with nucleosomes. Based
on electron microscopy (EM) image analyses the remodeling complex RSC features a large
cavity of nucleosome dimensions and the presence of two conformations [111]. Recent EM
studies on ySWI/SNF suggest nucleosome binding in a large depression on the remodeler
surface, with cross-linking studies revealing interactions between single components to the
nucleosome [112, 113]. For ISWI, cross-linking studies show interactions of the ATPase two
turns from the nucleosomal dyad and important interactions of the SLIDE domain of ISWI
with the linker DNA [114–116]. Nuclease protection and other assays support a similar site
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Figure 2.5: Simplified cartoon of the loop-recapture model as proposed in the literature. A DNA
loop of 10 - 60 bp forms (images 1 and 2). The loop propagates around the nucleosome core (images 3
and 4), enabling due to its bending energy to overcome the strong electrostatic interactions between
DNA and protein. The redundant DNA is released on the opposite side of the nucleosome (images
5 and 6), leading to a final shift of the nucleosome core along the DNA sequence by the amount of
initial base pairs in the DNA loop.
of interaction (two turns from the dyad) for the catalytic ATPase of RSC, as well as extensive
enveloping of the nucleosome by the rest of the complex [111, 117–119]. For SWI/SNF family
remodelers, biochemical and structural studies suggest that the functional unit of remodeling
is one remodeler and one nucleosome. However, two copies of the ISWI family complex ACF
may bind one nucleosome [112, 113], and these two copies may physically interact with one
another, raising the possibility that each ISWI catalytic subunit moves the DNA over the
octamer in the opposite direction, providing a back-and-forth motion.
Remodeling mechanism: the loop-recapture model
Several attempts have been made to understand the rules of positioning and the mechanisms
by which the mobilization is performed [110, 112, 120]. The current idea of remodeling
mechanism is the loop-recapture mechanism illustrated in Figure 2.5. The ATPase domain
becomes anchored at a fixed position on the octamer (1). From here it conducts directional
DNA translocation by drawing in DNA from the linker (1,2). It pumps the DNA towards
the dyad creating a small DNA loop on the nucleosome (2). This creates a transient DNA
loop on the nucleosome surface near the dyad, which then propagates around the nucleosome
by one-dimensional diffusion (3,4). Histone-DNA contacts are breaking at the leading edge
of the loop and are replaced at the lagging edge of the loop [105, 112, 115]. When the loop
arrives at the last binding site of the DNA in the nucleosome, it vanishes by equilibrating to
a relaxed conformation (5,6). The linker DNA then is elongated by the amount of base pairs
that had built the loop. The sequence of the DNA is shifted relative to the protein surface by
this amount of base pairs. The actual size of typical DNA loops has yet not been sufficiently
experimentally explored. Single molecule experiments so far detected mainly large loops (100
bp) but could not resolve whether smaller loops (∼20 bp) occur as intermediates. The model
described was mainly created based on the previously mentioned biochemical techniques and
still needs to be verified.
The mechanism of this propagation can either be conceived to be forced actively by the
remodeling complexes or to occur due to thermal fluctuations of the DNA itself. The direc-
tion of the propagation in the latter case can presumptively be defined by the remodeling
complexes preventing the loop to propagate in the wrong direction.
Recent contributions To test this model, different contributions have been made to cal-
culate the energy of the formation of looped DNA [121–124]. Unfortunately it is still not
possible to calculate the mechanical properties of DNA fragments taking all structural de-
16 CHAPTER 2. BACKGROUND AND MOTIVATION
tails into account. All calculations that have been made so far were assuming the DNA to
behave like a wormlike chain, which might be a good approximation in terms of long DNA
fragments of more than 300 bp in length. The results estimate the order of magnitude of
energy needed to bend the DNA into a loop, but do not elucidate wether the loop-recapture
model is applicable to the nucleosome sliding process.
Chapter 3
Simulation techniques
There are basically two ways to simulate molecular systems, either by deterministic or by
stochastic simulations [13]. The main representatives are the molecular dynamics (MD)
method [125, 126] and the Monte Carlo (MC) method [20], conducted in this thesis.
Molecular dynamics methods integrate Hamiltons equations of motion to result in the dynam-
ics of the system. This is an advantage with respect to MC that lack dynamic information.
Since each single atom of the system is taken into account the simulations are computation-
ally demanding. Applied external forces can be used to drive the system into the direction of
interest in phase space. This extension of the MD technique is referred to as steered molec-
ular dynamics (SMD).
When the interesting time scale or system size exceed available computational resources a
Brownian Dynamics (BD) simulation can be conducted. It is a simplified version of Langevin
dynamics and corresponds to the limit where no average acceleration takes place during the
simulation run. This approximation can also be described as ’over damped’ Langevin dy-
namics. BD does not satisfy Newtons third law and hence it does not conserve momentum.
As a consequence, BD can never reproduce hydrodynamic behavior [13].
By contrast, in Monte Carlo simulations the configuration space of the system of interest is
probed by trial moves of particles. The energy difference from step n to n+1 is used to decide
to accept or reject the new configuration. If the energy is reduced by the tested move the
configuration will be accepted. Paths increasing the energy of the system are accepted with a
probability governed by Boltzmann statistics. If the energy remains stable over a long period
of simulation steps the system is in equilibrium and therefore properties of the system can
be calculated by taking independent configurations into account.
Both methods are complementary in nature but they lead to the same averages of statistic
quantities, given that the system under consideration is ergodic and the same statistical en-
semble is used.
In the following sections the all-atom simulations are presented using the example of molec-
ular dynamics simulations. In the subsequent section the theory of Monte-Carlo simulations
and the introduction of the utilized MC-based program package MC2 is provided. MC2 was
used to execute coarse-grained studies of chromatin fibers within this thesis.
3.1 Molecular dynamics simulations with all atoms
3.1.1 The concept of molecular dynamics simulations
Molecular dynamics simulations yield the temporal evolution of a system of atoms. Due to
the vast number of particles that are taking part in molecular systems, it is in general impos-
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sible to find the system properties analytically. By utilizing numerical approaches molecular
dynamics simulations represent an interface between molecular experiments and analytical
theory. The foundation of molecular dynamics simulations is the theory of statistical me-
chanics [127]. In statistical mechanics macroscopic systems are investigated from a molecular
point of view. The goal is to understand and to predict macroscopic phenomena from the
properties of individual molecules of the system. Each system can be described by its ther-
modynamical state, represented by parameters as temperature T, pressure P, and the number
of particles N. To describe all possible systems with the same macroscopic or thermodynamic
state but with different microscopic states the so-called ensembles are defined [128, 129]:
• Microcanonical ensemble (NVE) This thermodynamic state is characterized by a
fixed number of atoms N, a fixed volume V, and a fixed system energy E, corresponding
to an isolated system.
• Canonical Ensemble (NVT) An NVT ensemble is marked by a fixed number of
atoms N, fixed volume V, and fixed temperature T.
• Isobaric-Isothermal Ensemble (NPT) This ensemble is defined by a fixed number
of atoms N, fixed pressure P, and fixed temperature T.
• Grand canonical Ensemble (mVT) Here, a fixed chemical potential m, fixed volume
V, and fixed temperature T are provided.
In MD simulations Newtons second law of motion is evaluated. Since this equation of motion
preserves the total energy of a system its integration automatically leads to an NVE ensem-
ble. A normal molecular dynamics simulation produces a system with constant number of
atoms, volume and energy. Although not directly preserved, the temperature will remain ap-
proximately constant in a typical NVE simulation. However, if significant structural changes
occur these may result in temperature changes. Especially when external work is applied at
the system, the temperature is likely to rise significantly.
To evaluate the motion of a system, molecular dynamics simulations calculate the potential
energy for each atom separately. The resulting motion is estimated due to the potential.
This motion is applied for a small time period and the process iterates over all atoms for
many time steps. The heart of MD is a potential function. It defines how particles interact
with each other. The rules are collected in the force fields that embody in general a classical
treatment of particle-particle interactions able to reproduce structural and conformational
changes but usually without the ability for chemical reactions to take place.
Force fields
A force field is a file containing the mathematical description of the interaction rules of two
particles. Most force fields are empirical and consist of a summation of bonded forces asso-
ciated with chemical bonds, bond angles, and bond dihedrals, as well as non-bonded forces
including the van der Waals and electrostatic interaction. The non-bonded forces reach per
definition to infinity. To save computational power and avoid artefacts the non-bonded inter-
actions are smeared out and computed only to a certain cut-off distance. The free parameters
to describe the potentials are the atomic charges, parameters reflecting estimates of atomic
radii, and equilibrium bond lengths, angles, and dihedrals. They are based on fits against de-
tailed electronic calculations (quantum chemical simulations) or experimentally determined
physical properties such as elastic constants, lattice parameters and spectroscopic measure-
ments. Depending on the software implementation package (e.g. Amber or CHARMM) the
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force fields differ slightly. These differences originate from the definition and fitting proce-
dures used, and from mathematical expressions.
Approximations to result in classical MD force fields Quantum-mechanical effects
can be represented in a limited way via two main approximations:
• Born-Oppenheimer approximation The dynamics of electrons are assumed to be
fast enough to be considered reacting instantaneously to the motion of their atom nuclei.
As a consequence, they may be treated separately [130].
• Point particle approximation Atom nuclei which are much heavier than electrons
are assumed to behave as point particles following classical Newtonian dynamics. In
classical molecular dynamics the effect of the electrons is approximated as a single
potential energy surface, usually representing the ground state.
When finer levels of detail are required potentials based on quantum mechanics can be used
[131, 132]. For instance hybrids between classical and quantum potentials allow for the
simulation of chemical reactions. The bulk of the system is treated classically but a small
region is treated as a quantum system. A challenge here is the transition region between
classical MD and quantum mechanical treatment [133].
MD simulation setup
To start an MD simulation an initial conformation is needed. In general atomic coordinates
are provided by structure analyzing techniques and are therefore available on corresponding
online services, e.g. the protein data bank (PDB). Atomic coordinates obtained by crystalliza-
tion or comparable techniques need to undergo an additional equilibration and minimization
process to ensure a relaxed and realistic initial conformation.
Energy minimization The technique known as energy minimization is used to find the
atom positions in a local energy minimum of the whole system. Lower energy states are more
stable and in general represent the structure of interest at a statistically more probable state.
In MD simulations the most prominent algorithms are the steepest decent and conjugate
gradient algorithms [134]. A starting structure, taken directly from crystallography, suffers
from strong constraints and might also contain artifacts. To prevent the simulation to undergo
errors a minimization is always carried out before further proceeding.
For instance, simulations abort when single atom velocities exceed certain values, preventing
instantaneous motions. Velocities can become too fast, when single atoms come too close
together resulting in very high forces. Depending on the size of the system a few thousand
steps of minimization are typically calculated.
Molecular dynamics simulation A molecular dynamics simulation computes the behav-
ior of a system as a function of time. This involves solving Newtons second law of motion
for each single atom. The integration results in atomic trajectories in space and time. Tak-
ing all single trajectories together leads to the dynamics of the entire system. Temperature
and pressure can be included to define appropriate environmental conditions. In terms of
biomolecular environment the first question to address is the method to include the effects
of the solvent, namely water and ions.
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Time steps In classical molecular dynamics simulations the time scale of the system is
dominated by the time of intermolecular collision events, rotational motions or intramolecular
vibrations. A time step of 1 fs is short enough to account for the fastest vibrational frequency.
When the vibrations of hydrogen atoms are additionally fixed in space by applying algorithms
as SHAKE [135] (or RATTLE [136]) the time step of integration can be further elongated to
2 fs.
3.1.2 Water
Biological material is always surrounded by a solution of water and ions. The characteristic
and function of biomolecules therefore depend strongly on the detailed properties of the
solvent [137]. The main characteristics of an aquaeous sourrounding are:
• Screening Due to the strong dipoles within each water molecule, electrostatic interac-
tions are ’screened’. The orientation of water molecules and the thermal fluctuations of
the dipoles result in a damping of the interactions. Screening depends on ion concentra-
tion and temperature and is very important to mediate interactions between different
molecules [138].
• Viscosity Thermal fluctuations lead to statistical collisions of water molecules with the
biomolecule and impede the motion of the solute through their van der Waals repulsion.
The collisions result in a statistical force acting on the structure of the molecules and
damp their motions.
• Hydrogen bonds Water molecules often mediate interactions between different bio-
molecules by building strong hydrogen bonds, connecting polar groups over small dis-
tances [57].
• Hydrophobic effect This mostly entropic effect arises from solute-imposed constraints
on the organization of the water or solvent molecules. It is a major factor in the folding
process of globular proteins with hydrophobic cores [139, 140].
To model an aqueous solvent there are two general options:
• Explicit water The water molecules and ions are simulated explicitly, i.e. every
molecule behaves independently within the force field as its trajectory is calculated
separately.
• Implicit water The physical properties of the solvent are modeled globally by including
an implicit function using an empirical mathematical expression [141].
Implicit water models
Implicit solvation conditions were developed in order to save computation time. They are
able to simulate a general screening effect of charged particles. However, adequate results for
biomolecules can only be achieved when direct interactions with solvent molecules are not
necessary for their function. In section 5.1.1 implicit solvation simulations are presented and
compared to simulations carried out in explicit water.
To provide an adequate water environment for biomolecules a large number of single
water molecules need to be additionally simulated. The idea of implicit water simulations is
to represent solvent as a continuous medium instead of individual explicit solvent molecules.
The implicit solvation model is justified in liquids, where the potential of mean force can
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be applied to approximate the averaged behavior of many highly dynamic solvent molecules.
The most common implicit solvent methods is based on the calculation of accessible surface
areas (ASA).
Accessible surface areas (ASA) method and generalized Born (GB) To evalu-
ate the total solvation free energy of a molecule ∆Gsolv, it is assumed that ∆Gsolv can be
decomposed into an ’electrostatic’ and a ’non-electrostatic’ part [142]
∆Gsolv = ∆Gel + ∆Gnonel.
The electrostatic part ∆Gel can be estimated by assuming the following virtual experiment:
Assume the molecule of interest to be placed in vacuum and all charges are taken away. The
free energy that arises from adding all charges back to the molecule in the presence of a
continuum solvent environment is ∆Gel. The part of ∆Gnonsolv combines the effects of (i)
the favorable van der Waals attraction between the solvent and the solute molecules and (ii)
the unfavorable cost of breaking the structure of the network of solvent water around the
structure. This part of the solvation free energy can be taken to be proportional to the total
solvent accessible surface area (ASA)
∆Gnonel =
∑
i
σiASAi.
ASAi is the accessible surface area and σi is the solvation parameter of atom i. The solvation
parameter is a contribution to the free energy of solvation of the particular atom i per surface
unit area. The required solvation parameters for different atom types can be determined from
experimentally derived transfer energies of organic compounds [143].
The Generalized Born (GB) model is an approximation to the exact (linearized) Poisson-
Boltzmann equation. It models the protein as a sphere whose internal dielectric constant is
set to 1 and differs from the dielectric constant of the external solvent [144].
∆Gel ≈ ∆Ggb = 12
N∑
i,j
qiqj
fGB(rij , Ri, Rj)
(
1− 1

)
,
with
fGB =
(
r2ij +RiRje
(−r2ij/4RiRj)
)1/2
. (3.1)
Here 0 is the permittivity of free space,  is the dielectric constant of the solvent being
modeled, qi is the electrostatic charge on particle i, rij is the distance between particles i
and j, and ai is a quantity (with the dimension of length) known as the effective Born radius
[31, 145, 146]. The effective Born radius of an atom characterizes its degree of burial inside
the solute; qualitatively it can be thought of as the distance from the atom to the molecular
surface. Accurate estimation of the effective Born radii is critical for the GB model [145]. The
combination of the two described approximations yields a possible model to describe ∆Gsolv.
In the Amber package it is implemented as a combination termed GB/SA. It is among the
most commonly used implicit solvent model combinations [147].
Only a view systematic studies have been performed investigating the reliability of implicit
model simulations. In the case of [148] native states of short peptides with well-defined
tertiary structure were successfully identified. However, in other studies the conformational
ensembles produced by GB/SA models differ significantly from those produced by explicit
solvent and do not identify the proteins native state [149]. Known drawbacks are for instance
the over stabilization of salt bridges and alpha helices in proteins.
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Effects that are lacking within general implicit water models With respect to the
characteristics of aqueous environments implicit water models lack the viscosity and are
unable to simulate the direct bridging of water molecules. Lacking the viscosity enables
faster sampling of conformations in the phase space. No water molecules are colliding with
the structural atoms. The effect can be added back with Langevin dynamics [150]. However,
viscosity might not be linear for all regimes in the simulation [151]. Not accounting for direct
interactions with water molecules or ions significantly influences the outcome of simulations.
The average energetic contribution of molecule-water hydrogen bonds may be reproduced
with an implicit solvent. However, the directionality of these hydrogen bonds will be missing.
Explicit water models
Different water models differ in the number of sites explicitly modeled and in the setting
of equilibration parameters. The most common water model today is the TIP3P model
[152]. It takes three distinct sites: one for the oxygen atom, containing a negative charge of
q(O) = −0.834 e, and two sites for the hydrogen atoms, carrying each a charge of q(H) = 0.41
e. The distance between H and O atoms is set to r(OH) = 0.9572 A˚, the angle between O
and both H atoms is ∠HOH = 104.52 deg.
3.1.3 Thermodynamic conditions in MD simulations
Constant Temperature
Since Newtons second law conserves energy and not temperature, in simulations at constant
temperature the system is coupled to a heat bath. Two approaches are very common in MD
simulations.
Andersen Thermostat The system is coupled to a heat bath that imposes the desired
temperature. The coupling is implemented by stochastic impulsive forces that act occasionally
on randomly selected particles. Between two collisions the system evolves at constant energy
according to the normal Newtonian laws of motion. A particle, that undergoes a collision
becomes a new velocity that is taken from a Maxwell-Boltzmann distribution corresponding
to the desired temperature.
Nose´-Hoover Thermostat In Nose´-Hoover dynamics, the system is extended by an ar-
tificial variable s˜ that is associated with a mass Q > 0 and a velocity ˙˜s. The magnitude of
Q determines the coupling between the heat bath and the system. Due to fluctuations in
s˜ heat transfer occurs between a heat bath and the real system. The approach is not very
intuitive. However, it was shown, that the derived equations of motions sample a canonical
system [153, 154].
Constant Pressure
Since most experiments are performed in constant pressure conditions the NPT ensemble is
also an important setup for MD simulations. The approaches derived in terms to control
temperature in a microcanonical ensemble can be adapted to perform constant pressure
simulations. Therefore the system is coupled to a pressure bath and the volume of the
simulated system can be adjusted. The approaches to implement the coupling to a pressure
bath are based on similar realizations as for constant temperature [155].
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prefix defining the atom to be standard or other.
If standard, prefix is set to ATOM
atom id atom serial number, must be unique
atom name defining the atom in its chemical environment (e.g. C1’)
residue name the group to which the atom belongs, e.g. amino acid
chain names optional nomenclature to define one molecule
a chain is terminated by a TER record
residue ID identification numbers for the residues,
x, y and z orthogonal coordinates of the atom in A˚
occupancy optional, undefined or set to 1.0 or 0.0 in general
beta isotropic B value or
anisotropic temperature factor, default: 0.0
Table 3.1: Simplified collection of entries of the coordinate section in a pdb file format.
3.1.4 File formats
Pdb files Originally the pdb file format was constructed to store the data derived from
X-ray diffraction and NMR studies. The representation was created in the 1970s and evolved
to a widely used and complex file format. All rules are defined on the official website:
http://www.wwpdb.org/docs.html.
In terms of MD simulation the coordinate section of a pdb file is the most important. This
part of the file contains the information of the molecule structure in a way to be read and
manipulated by the user. In this section the parameters displayed in Table 3.1 are defined
consecutively in each line for each atom in the structure. A standard defines the occurrence
of the entries, however, the standard is very loose and due to the increasing number of
atoms simulated, various subtypes of pdb file formats are evolving resulting in incompatibility
of different program packages. To enable compatibility of the subtypes a pdb-parser was
developed in this thesis.
Topology files A topology file describes the configuration of the molecules. The atom
coordinates stored in a pdb file are not sufficient to start a molecular simulation. The pdb
file lacks important information concerning atom bonding properties, all parameters for the
calculated potentials that are defined in the force fields and the specific parameterization of
the atoms in their chemical environment. All these information are stored in an additional
file type, the topology (prmtop) or structure file (psf). Depending on the molecular dynam-
ics package used, these are identified with the ending ’prmtop’ (Amber definition) or ’psf’
(CHARMM definition). Both file types are more difficult to read for the user. The param-
eters and definitions are stored as long lists. The topology files are not changed during a
simulation, whereas the coordinates of the atoms obviously change. As long as the sequence
and order of the particles within a structure are constant the corresponding pdb files can be
combined with the same topology file.
Coordinate files To store the varying coordinates of a structure during the molecular
simulation, NAMD provides the dcd and restart file formats. All output files are binary to
save memory. Restart files exist in order to have a recent conformation, velocity and bounding
box dimension available, when the program aborts unexpectedly. In the dcd file the whole
trajectory is stored. In Amber there are crd and mdcrd files which are not binary. Here, crd
stores the actual conformation, mdcrd the entire trajectory of the simulation.
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Configuration files A text file defining all simulation parameters such as time steps,
number of simulation steps, initial structure files, topology file, temperature, pressure, and
so on. To start an MD simulation this configuration file has to be passed to the molecular
dynamics program.
Recent contributions
Molecular dynamics studies so far enabled detailed analyses of the DNA structure [156, 157],
the structure of DNA in complex with small proteins [158] and electrostatics between two
DNA fragments in explicit water simulations [159]. Simulations were conducted to investigate
the nucleosome structure [160], nucleosome flexibility [161, 162] and a detailed comparison of
free DNA with DNA bound in the nucleosome [163]. Based on the molecular details of the
DNA within the nucleosome the origins of nucleosome positioning or sliding have been sug-
gested [164]. By investigating 24 crystallized nucleosome structures Bishop identified highly
conserved distributions of the DNA parameters roll, slide and twist within the nucleosomal
superhelix and contributed to the understanding of nucleosome stability [165].
3.2 Steered molecular dynamics
In order to apply external forces in molecular dynamics simulations each program package
has its own way of implementation. Since for all simulations conducted here mainly the
package NAMD [166] was utilized, the following sections describe the usage of NAMD for
certain applications [18]. SMD parameters are defined in the configuration file.
3.2.1 Constant force
The constant force mode enables to apply a predefined force vector onto certain atoms.
Within this mode, the force will stay constant all over the simulation independent from
position, velocity or general reaction of the atoms. Only atoms that are defined as SMD
atoms will perceive the applied force additionally to the general calculated potential. All
other particles are treated in the normal MD mode. The direction of the applied force
is defined by the x, y, and z coordinates of the SMD atoms in a pdb reference file. The
force strength in units of kcal/mol/A˚ is defined by setting the occupancy parameter to the
appropriate value. A value of O = 2.885 kcal/mol/A˚ represents a force of 200 pN applied
at one atom. SMD atoms can perceive different forces within one simulation setup. Fixing
some atom positions exclude a center of mass motion of the molecule when forces are applied.
To induce the fixation of atoms in NAMD, the beta parameter in the reference file is set to
1 for each atom that shall be fixed and 0 for the remaining atoms.To account for the real
coordinates of the SMD atoms a conformation pdb file is needed. This is in general the start
structure of the system investigated.
3.2.2 Constant velocity
In the constant velocity mode the SMD atoms defined are attached to a dummy atom via a
virtual spring. This dummy atom is moved at constant velocity. The spring characterized by
its spring constant k influences the motion of the SMD atom by generating a force:
~F = −∇U
U =
1
2
k[vt− (~r − ~r0) · ~n]2
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with U the potential energy, k the spring constant, v the velocity of the dummy atom, t the
time, ~r the actual position of the SMD atom, ~r0 the initial position of the SMD atom and ~n
the direction of the applied force. While the dummy atom moves in a constant velocity, the
velocity of the real SMD atom depends on the potential within the structure and the stiffness
of the spring constant. The force arising due to the spring increases linearly with increasing
distance between both atoms.
Rotational forces
Within the rotational force mode an axis and a pivot point have to be defined. The axis,
defined by a three dimensional vector, is fixed by the pivot point (position vector) in the
three dimensional space. The forces applied are chosen such, that the nominated SMD atoms
will move around the axis at constant rotational velocity ωR, given in degrees per simulation
steps.
Recent contributions
Steered molecular dynamics have not been applied to the nucleosome in recent publications.
The method has been used to investigate DNA stretching [167] and primarily to visualize
force-induced protein unfolding events of small systems with roughly 200 amino acids [168–
175]. Larger systems investigated with SMD approaches comprised either two compounds
without the need of large-scale motions to unwind them [176]. For example, as in the case
of the study by Ishida et al. a small peptide was pulled to move through a huge system of a
70S ribosome [177].
3.3 Monte-Carlo simulations
As soon as computational costs exceed resources to carry out the simulations at all-atom res-
olution, coarse-grained models are applied. Combining single atoms into appropriate groups,
represented by general properties, can reduce the amount of computational costs drastically.
Coarse-grained simulations help to achieve the right time and length scales for the process
of interest. Here, a Monte-Carlo approach with a coarse-grained model for DNA and nucle-
osomes is used to simulate entire chromatin fibers.
Monte-Carlo sampling
The Monte-Carlo method is based on the MC importance sampling algorithm that was in-
troduced by Metropolis et al. in 1953 [20]. To relate a simulated trajectory of a system to
some experimental observable an observable A has to be evaluated. For a microscopic state
of the system at a certain thermodynamic state, at temperature T the following integral has
to be solved
〈A〉 = 1
Z
∫
e−H(xN )/kBTA(xN )dxN
with kB the Boltzmann constant and the partition function Z given as
Z =
∫
e−H(x
N )/kBT .
The microscopic system is described by the hamiltonian H represented by the coordinate xN
in phase space. The integral is approximated in the Monte Carlo method by summation of
randomly generated conformations xN from phase space. To generate these conformations
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and thereby concentrate on probable conformations the conformations generated are weighted
according to their probability of occurrence. This normalized probability distribution P (xN )
can be denoted as
P (xN ) =
1
Z
e−H(x
N )/kBT .
Hence, the average value of the observable can be written as
〈A〉 ≈ 1
N
N∑
i=1
e−H(xNi )/kBTA(xNi )
P (xNi )
〈A〉 ≈ 1
N
N∑
i=1
A(xNi ).
Metropolis et al. [20] proposed an algorithm that creates each new conformation in a Markov
process: Starting with a conformation xNi a new one will be created with the transition
probability W (xNi → xNj ), imposing the detailed balance condition
P (xNi )W (x
N
i → xNj ) = P (xNj )W (xNj → xNi ).
This means that in the equilibrium state the average number of moves from state i to any
other state j is exactly cancelled by the number of reverse moves. From this it follows
W (xNi → xNj )
W (xNj → xNi )
=
P (xNj )
P (xNi )
= e−∆H/kBT .
Hence, in the approach introduced by Metropolis et al. the following scheme is proposed:
1. Create a conformation at random, and calculate its energy H(xN )
2. Give the conformation a random change, x′N = xN + ∆, and calculate its new energy
H(x′N ).
3. Accept the move from xN to x′N with probability
W (xN → x′N ) =
{
e−∆H/kBT if ∆H > 0
1 otherwise.
In computer simulations in the case of ∆H > 0 a random number ζ ∈ [0, 1] is generated
that leads to the acceptance of the move when ζ < exp(−∆H/kBT ). The move is discarded
otherwise. Steps 2 and 3 are repeated until a sufficient number of conformations is generated.
3.3.1 MC sampling of coarse-grained chromatin fibers
The coarse-grained simulations performed were carried out with the program package MC2,
introduced originally by Wedemann and Langowski [19] and further extended and improved
by others [178, 179].
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Chromatin fiber discretization
A chromatin fiber is decomposed into two segment types, DNA and nucleosome. A sequence
like DDNDDNDDNDDN ... represents a specific fiber with D being a DNA segments and N
a nucleosome. The fiber folds into a higher order structure due to the defined equilibrium
angles and distances, as well as due to interaction potentials within the model. In the
following subsections the potentials included and the geometry to define single segments are
introduced.
The simplest segment is a DNA segment. It is represented mainly by its electrostatic energy.
In terms of coordinates and geometry a DNA segment only comprises one coordinate with a
segment vector pointing towards the next segment.
Electrostatic energy of DNA The electrostatic energy of DNA was previously deter-
mined by integrating the linearized Boltzmann equation for a homogeneous line charge density
of cylindrical shape. In the Debye-Hu¨ckel approximation the energy between two segments
was estimated as
Eestatij = lB · kB · ξ∗2
∫
dsi
∫
dsj
exp(−rij/λD
rij
, (3.2)
with lB the Bjerrum length in water, λD the Debye-length. The length rij = r(si, sj) rep-
resents the distance between the current positions si and sj on the segments i and j during
integration. The linear charge density ξ∗ is used to scale the resulting potential such that
at large distances the solution of the Poisson-Boltzmann equation for an infinite cylinder is
approximated best. The reference calculations were made with a charge density of ξ∗χRC ,
with ξ∗ = −2e/0.34 giving the charge of naked DNA per length and a charge reduction factor
of χRC = 0.73 as proposed by Stigter [180].
The calculation of DNA electrostatics has been the bottleneck of the simulation because of
the double integral in equation 3.2. To reduce the computation time a previous calculated
table of various distances and three possible relative orientations was used. During the sim-
ulation all needed values were linearly interpolated based on the tabulated values. However,
the drawback of this tabulation was the restriction to constant DNA segment lengths within
a fiber. To further extend the model to include variable DNA segments the approach to
calculate the electrostatic energy has been improved within this thesis and was implemented
by Robert Scho¨pflin into the program package. The developement of the new electrostatic
model is introduced in section 6.2.1.
Excluded volume between DNA and nucleosomes In order to prevent sterical over-
laps of DNA segments and nucleosomes, an excluded volume effect is included via a repulsive
potential between DNA and nucleosomes. To calculate the excluded volumes DNA segments
are represented by several overlapping spheres of radius rd = 1.2 nm, the nucleosome is de-
scribed by a sphero-cylindrical particle with height and radius rn = 5.5 nm. As soon as
the volumes overlap the repulsive energy increases linearly with an energy scaling constant
αDNA−NUC .
Nucleosome description Figure 3.3.1 represents the basis of the chromatin model. DNA
and nucleosomes build a sequence of chain segments. The position of a segment i is defined
by a vector ~pi, with the segment vector ~si = ~pi+1− ~pi. The orientation of the segment is given
by a local coordinate system (~fi, ~ui, ~vi) with ~fi ⊥ ~ui ⊥ ~vi. The vector ~ui is the unit vector
along the segment ~si = ~uibi, with bi = |~si|. The geometrical center ~mi of the nucleosome i
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Figure 3.1: Discretization of a nucleosome for chromatin fiber simulations (taken from [178]).
can be derived by
~mi = ~pi +
1
2
~si + c · ~ai,
here, c is the distance between segment center and the center of the nucleosome and ~ai
describes the direction from the segment to the nucleosome center. In more detail the rep-
resentation of the nucleosome can be found in [23]. The Nucleosome repeat length (NRL)
defines the DNA length of the nucleosome plus one linker: 147 bp + linker DNA.
Elastic energies DNA can be stretched, bent and twisted within the described model.
For each of these manipulations an elastic energy has to be payed, that is assumed to be
harmonic. The stretching energy is described as
Ustretch =
asY
b0i
(bi − b0i )2,
with bi the current length of the segment and b0i its equilibrium length. The parameter
a
(s)
Y represents the stretching constant and depends on the interaction partner denoted by Y
(DNA-DNA or nucleosome-DNA). For bending and torsion similar expressions with bending
and twisting strength constants exist [23].
Internucleosomal potential Nucleosomes are attracting each other which is implemented
with Zewdie potentials describing the nucleosomes as sphero-cylindrical particles [179]. The
potential is based on a 12-6 Lennard-Jones potential and is depending on the distance and
orientation between two adjacent nucleosomes. In order to improve the parameterization of
this potential molecular dynamics simulations have been carried out with two nucleosomes
in a stacking and a side-to-side orientation as introduced in section 5.2.2.
Two-angle and six-angle fiber model
Previous model descriptions were based on the two-angle model [181]. In that model two
degrees of freedom were variable to join segments: the twist between consecutive nucleosomes
is defined by the angle β and the opening angle ψ describes the path of entering and leaving
DNA at the nucleosome. To provide the required degrees of freedom of DNA and nucleosome
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arrangements, a new model was implemented: the six-angle model [178] (Fig. 3.2). Here,
the opening angle ψ is decomposed into α and γ, measured in parallel and perpendicular to
the flat side of the nucleosome cylinder, respectively. Additionally new angles were defined
to specify the exact orientation of the nucleosome relative to the linker DNA by the angles
φ, , and δ. The distance from the center of the nucleosome to the start of the linker DNA
is defined by c and the distance between the incoming and outgoing linker DNA is d. If a
linker histone is included (implicitly) in the structure, the distance c is enlarged representing
the linker histone protein. This is called a stem motif of the nucleosome.
Monte-Carlo steps
To generate new conformations of a system different kinds of Monte-Carlo steps are possible.
Within the applied MC2 program package to simulate chromatin fibers the following Monte-
Carlo steps are implemented:
• Pivot move Rotation of an end piece of the chain. Therefore a randomly chosen seg-
ment is defined from which following segments are rotated around a randomly selected
rotation axis for an angle taken from a predefined interval.
• Rotation Only single chain elements are rotated by this move. A start and end point
are chosen enclosing the element to be rotated.
• Crank-shaft A start segment is selected. The end point is defined by the condition
that it has a minimal distance of lseg segments from the start point. All segments within
this area are then rotated.
• Segment length variation The length of a chain segment is altered. In case of a
nucleosome the distance d between ingoing and out coming DNA is varied, while for
DNA segments the length is changed directly.
Recent contributions
By applying Monte Carlo simulations a representative ensemble of chromatin fiber config-
urations at thermal equilibrium can be computed to evaluate the stability of a given fiber
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conformation. This approach has been already used successfully in previous studies to in-
vestigate the salt-dependent compaction of the chain, the role of histone tails and the effect
of linker histone binding [19, 178, 182–186]. The geometrically possible fiber conformations
were systematically evaluated in phase using a two-angle model to describe the nucleosome
geometry [187, 188].
Chapter 4
Computational methods and data
analysis
4.1 Procedures used in MD and SMD simulations
4.1.1 Structure preparation
The nucleosome structure
All MD and SMD simulations were based on the same nucleosome structure. One nucleosome
was extracted from the tetrasome crystal coordinates (Pdb ID: 1zbb [189]). The initial
structure coordinates before and after a simulation of 50 ns were provided by Karine Voltz,
which is gratefully acknowledged [190]. Since the nucleosome structure within the crystal is
constrained the general equilibration process was estimated to take a few nanoseconds. Taking
the already equilibrated data reduced the equilibration time. Nucleosomes were named as
follows: N0 is the nucleosome structure with no previous MD simulation. The nucleosome
structure after the previous 50 ns MD simulation is called N1. Nx is the nucleosome where
N-terminal tails were removed from the PDB structure of N1.
Solvation
For an explicit water simulation the structure of interest needs to be placed in a water box
with salt at physiological concentration. Neutralization of the structure with counter ions,
adjustment of salt conditions (in general 150 mM) as well as the creation of water molecules
to fill the environment around the structure was done with the xleap program (Amber). As
ions Na+ and Cl- were used, the water model applied for all simulations presented in this
contribution is TIP3P [191]. To inhibit mirror effects in the periodic boundary condition
the distance between the last structure atom and the border of the water box must at least
exceed half the force cutoff. The main results (nucleosome simulations for the interaction map
(section 5.3), DNA unwrapping from the nucleosome (section 5.4), and loop propagation in
the nucleosome (section 5.5)) were simulated in solvent environments of at least 12 A˚ and
15 A˚ border distance, respectively.
Minimization
In general a starting structure was first minimized for 10 000 steps with slowly released
restraints on all structure atoms with the sander module of the Amber10 (or previously Am-
ber9) package, using the parm99 force field. Positional restraints were accomplished by an
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additional harmonic potential ∼ k∆x added to each specified atom. The weight of the posi-
tional restraint was decreased every 1000 steps taking the values k = 100, 10, 5, 2, 1, 0.1, 0.01
and 0.0 [kcal/(mol A˚2)], successively. The idea of constraining certain atoms within a system
is that first all atoms that are free to move can adjust. Thus the water molecules and ions
were moved first. The positional constraints were also applied when new structures were
created (e.g. the DNA loop). In this case the minimization procedure was repeated more
often and first applied in vacuum. The newly constructed transitions of DNA for instance
were minimized by constraining all atoms that were not within a radius of 10 A˚.
Annealing and volume adjustments
In the next step, the solvent was heated in 25 000 steps from 0 to 300 K. After annealing the
volume was adjusted in an environment with constant pressure and constant temperature
(NPT ensemble) for 150 000 steps and a final 50 000 steps were calculated in an environment
with constant volume and constant energy (NVE ensemble) to check energy conditions and
stability. All these preparatory simulations were performed with the Amber package [142]
and on desktop computers.
Depending on the size of the system a longer simulation had to be carried out in the NPT
environment. The program xleap generates water with a density of ρ ∼ 0.8−0.9 g/cm3. This
low particle density always resulted in a decreasing volume during equilibration phases. If
the simulation is switched to an NVE ensemble before the volume is adjusted, artifacts occur
deforming the water boxes.
4.1.2 MD and SMD simulation setups
General MD setup
All explicit water simulations were carried out with periodic boundary conditions, applied
RATTLE algorithm [136], Langevin Temperature control (T = 300 K), constant pressure
control (Langevin Piston [192], p=1 atm) and force cutoff of 12 A˚, treating the electrostatic
interactions with the particle Mesh Ewald option [193] using NAMD 2.6 [166] as long as not
noted differently.
Simulation setup for nucleosome stretching
In order to carry out the stretching simulations the water box of the system was aligned
in xyz-coordinates, with physical dimensions of 17 x 30 x 10.5 nm3. The software package
NAMD 2.6 was used with the constant velocity protocol of steered molecular dynamics [18].
The decision to apply constant velocity compared to the constant force mode was based on
the huge size of the nucleosome and large scale movements expected. Due to the wrapping of
the DNA around the protein, we expected high forces needed to accomplish the unwinding.
Since no data were available from previous simulations of this type, the setup was also a test
whether it was suitable for such a huge and complex system.
The first aim of the stretching simulations was to completely unwrap the DNA from the
nucleosome core. Therefore one end of the nucleosomal linker DNA was fixed (i.e. residue
+83) and the tip of the harmonic spring potential was applied at atom C1’ of residue -83
at the opposite linker of the nucleosome. Since the stretching forces affected primarily one
strand of the DNA double helix the second strand was free to move. Thereby torsion stress
and base pair distortion were reduced. Due to the alignment of the water box and structure
we chose the +y axis as force direction. The simulations were calculated in NVE ensemble
with constant boundary conditions, applied RATTLE algorithm, and a force cutoff of 12 A˚,
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with NAMD 2.6. Both nucleosomes (N1 and Nx) were stretched with vc = 0.05 A˚/ps and
spring constant k = 2 kcal/(mol A˚2).
Solvation and water box enlargement in stretching simulations
Due to the large extension of the structure during the stretching simulations the water boxes
had to be enlarged twice to prohibit the protruding of already unwrapped DNA into the
bounding box barriers. The new box dimensions were 12 x 47 x 11 nm3 and 17.6 x 81.5 x 12
nm3. Since the equilibration of ions in a large water box is a time consuming process ions
were transferred from the previous box into the new one. In this manner, it was ensured
that the counter ions were already well positioned around the structure. The structure was
solvated with newly generated water molecules in each box transition, since the number of
molecules exceeded 1.0 million in the second and even 2.5 million atoms in the largest box.
The decision to start over with newly generated water molecules was due to the xleap program
in Amber. The preparation of parameter files (prmtop) with the help of xleap resulted to be
much faster when generating new water molecules compared to reading millions of atoms from
an existing pdb file. Although new water molecules needed to be heated up and equilibrated,
the entire equilibration process of the enlarged water boxes could be significantly reduced
due to the already well-positioned ions. Additional ions needed were then taken from already
equilibrated water boxes that were joined with the smaller boxes to create the larger box.
After each transition into an enlarged water box, the structure atoms were constrained during
water and ion heating and equilibration for ∼150 000 steps.
Computer resources
For the calculated simulations the SVAHE cluster and the ICE1 and XE Clusters within
the supercomputer facility ’North-German Supercomputing Alliance’ (HLRN) were utilized,
respectively. SVAHE is equipped with AMD(R) Opteron(TM) processors (8358 SE @ 2.4
GHz, eight sockets per node, four cores per socket). The nodes in the HLRN are equipped
with Intel(R) Xeon(R) Harpertown processors (E5472 @ 3.00 GHz, two sockets per node,
four cores per socket, total eight cores per node).
4.1.3 Analysis of MD simulations
Enthalpy calculations
The analysis of interaction strength was performed with the NAMDenergy plugin of the
visualization package VMD (version 1.8.6) [194]. Every 20 ps of the MD trajectories of the
simulations or the original pdb-structures of additional nucleosome structures were taken to
calculate the electrostatic and van der Waals interactions between either one base pair or
one nucleotide of each DNA strand, and either the entire histone proteins or only the histone
residues of the globular parts of the nucleosome core. To analyze the periodicity the Fourier
spectra of the time mean values of the signals were calculated with MATLAB.
Calculating DNA structure parameter
To determine parameters that unambiguously describe the structure of each DNA helix, the
program package X3DNA was used [195]. This package provides the automated calculation
of all possible structural parameters within a DNA fragment given the appropriate pdb-file
format of the structure. Within this thesis the process was further automated. Starting from
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Figure 4.1: Definition of the super helix positions (SHL) applied to a nucleosome (A) and to a
nucleosome with inserted DNA loop (B) [57]. The numbering starts on the dyad axis of the nucleosome
and counts the positions of the major groove of the nucleosomal DNA facing inwards to the protein.
The red spheres emphasize the positively counted positions, the blue ones are numbered negatively
and are located in the back turn. In the nucleosome with inserted DNA loop two new SHL evolve
referred to as SHLx and SHLy.
a pdb trajectory (e.g. generated by VMD) a matrix is generated, that displays the evolution
of each single parameter over time and for each base pair separately.
Super Helical Positions for nucleosome analysis
To define positions within the nucleosome structure in this contribution the proposed super
helix positions (SHL) are used. Starting from the dyad axis (SHL 0) in the nucleosome the
SHL are numbered according to their distance along the nucleosomal DNA (Figure 4.1).
Since the nucleosome is a symmetric particle the numbering occurs in positive and negative
values. SHL 5.5 and SHL -5.5 are accordingly thought to behave in a similar way since they
are at the same position within the nucleosome. The distance counts the major groove facing
inwards the nucleosomal particle. The main interaction between DNA and histone proteins
are thought to occur whenever the minor groove faces towards the protein core. The positions
most interesting in terms of nucleosome stability therefore are the half-integrals.
4.2 MC of coarse-grained chromatin fibers
4.2.1 Building chromatin fibers
Three main chromatin fiber geometries were used to investigate the effects of stretching and
nucleosome sliding. They are introduced in the following subsections.
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Figure 4.2: Denotation
for chromatin fiber models
(taken from [179])
Notation for chromatin fiber models
Various chromatin fiber models have been proposed [11, 81–83]. To distinguish and classify
them a notation for the fiber types was introduced by Depken and Schiessel [196]. The
chomatin fiber is characterized by the parameters Nstack and Nstep, written as [ Nstack, Nstep]
(Figure 4.2). The parameter Nstack counts nucleosome stacks, that form next to each other
containing nucleosomes stacking in a favorable way on top of each other. Nstep counts the
number of nucleosome stacks that are skipped when following the linker DNA towards the
next segment. The main types that can be represented by this nomenclature are crossed-linker
(CL) and interdigitated fibers (ID).
Crossed-linker and interdigitated fiber geometries The main difference between cros-
sed-linker (CL) and interdigitated (ID) fiber geometries is the path of the DNA between the
nucleosome stacks. In CL fiber models, DNA follows a zig-zag like path, crossing the center of
the chromatin fiber. In interdigitated fibers a one-start helix is winding around the chromatin
axis. The latter one leads to larger bending of the DNA, while the CL model has longer DNA
segments and therefore a stronger electrostatic repulsion. CL models however provide a larger
variety of possible fiber types with respect to the number of nucleosome stacks.
Creating irregular chromatin fibers
Recently only regular chromatin fibers were realized, which means that the defined linker
length, internucleosomal strength, nucleosome geometry etc. were the same for all segments
within one chromatin fiber. Due to the extension realized in a collaboration with Robert
Scho¨pflin it is now possible to build fibers that contain segments differing in their parameter
values. To simplify the procedure of irregular fiber creation an XML format was developed
that in a first step enabled automated nucleosome translocation. For test simulations nucleo-
somes were shifted in three different chromatin fiber types: crossed linker with stem with an
average of 202 bp NRL (CLS202), CLS with 216 bp NRL (CLS216), and interdigitated fiber
with NRL of 197 bp (ID197). Nucleosome 51 was shifted by 1, 2, 3 and 4 bp in the case of fiber
CLS 202, in CLS216 the same nucleosome was shifted by 1, 2, 4, 6, 8, 10 and 12 bp. ID197
was perturbed by shifting nucleosome 51 by 1, 2, 4, 6, 8 and 10 bp. Each fiber was simulated
for 50 million MC steps. For the analysis only conformations already in thermal equilibrium
were taken into account. The number of steps needed to reach equilibrium depended on the
fiber type and nucleosome shift distance (see section 6.2.2).
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Parameter Value
Stretching module (DNA) 1.10 ·10−18 J nm
Bending module (DNA) 2.06 ·10−19 J nm
Torsion module (DNA) 2.67 ·10−19 J nm
Electrostatic radius (DNA) 1.2 nm
Stretching module (nucleosome) 1.10 ·10−18 J nm
Torsion module (nucleosome) 1.30 ·10−18 J nm
Fiber-ground adhesion module 1.10 ·10−18 J nm−2
Temperature 293 K
Ionic strength 100 mM NaCl
S- function parameters (cylinder) S000 = 1.6957, Scc2 = -0.7641,
S220 =-0.1480, S222 = -0.2582,
S224 = 0.5112, E000 = 2.7206,
Ecc2 = 6.0995, E220 = 3.3826,
E222 = 7.1036, E224 = 3.2870,
σ0 = 5.5 nm
Table 4.1: Values used in the simulations of coarse-grained fiber simulations. Values are taken from
[19] and [179].
4.2.2 Simulation setup for coarse-grained chromatin fibers
Representative equilibrium ensembles of chromatin fiber conformations were sampled using
Monte Carlo simulations with the coarse-grained chromatin fiber model. The simulation
parameters used here are listed in Table 4.1. The MC simulations were conducted until
thermal equilibrium was reached as reflected by a steady state of the total energy. Then, the
simulation was continued further until at least 250 uncorrelated conformations were sampled.
All simulations with a maximal nucleosome interaction energy Emax ≤ 6kBT were done using
the Metropolis Monte Carlo algorithm. To sample the entire configuration space for higher
nucleosome-nucleosome interaction energies a replica exchange procedure was employed with
32 temperatures [179]. Unless otherwise noted all chromatin fibers in the simulation contain
100 nucleosomes.
4.2.3 Analysis methods to investigate coarse-grained chromatin fibers
Phase diagrams
In phase diagrams properties of the chromatin fiber can be analyzed in a two-dimensional
parameter space defined by the the torsion angle β and the angle α between DNA entry
and exit [188, 196–198]. It focuses on the geometrically possible conformations and their
properties. In addition, phase diagrams have also been used for the interaction between
nucleosomes to evaluate chromatin fibers in terms of energy [199]. Phase diagrams and MC
simulations were combined to take advantage of both approaches as described in section 6.1.1
[23]. Numerical phase diagrams for the energy associated with a given chromatin fiber were
developed by Dr. Rene´ Stehr and applied to find new fiber geometries. In contrast to former
investigations using the two-angle model [188, 196–198], more complex nucleosome geometries
according to the six-angle model and all energy contributions were considered.
Chapter 5
Results of molecular dynamics
simulations
5.1 DNA as a reference system
5.1.1 Comparison of MD simulations with explicit and implicit water
Motivation To investigate the influence of different water conditions on the mechanical
properties of DNA, MD simulations were carried out with the same DNA fragments in an
implicit and explicit water environment. The approach of implicitly approximating the screen-
ing of physiological salt conditions leads to an immense saving of computational power.
Implementation of simulations Two different DNA fragments (44 bp and 74 bp) were
compared in implicit and explicit water. An additional DNA fragment of 147 bp was investi-
gated in implicit solvation simulation only. The five different systems were energy minimized
and extensively equilibrated before the data were collected. The DNA fragments were sim-
ulated for 69 ns (explicit water: DNA 44 bp), 47 ns (explicit water, DNA 74 bp), 31.7 ns
(implicit water: 44 bp) and 14 ns (implicit water, DNA 74 bp and 147 bp). The analysis of
DNA structure parameters and DNA bending property as described by the DNA persistence
length revealed a clear dependence on the solvent model.
DNA structure parameters
To compare the effect of the implicit and explicit water simulations the DNA structure
parameters (roll, twist, tilt, rise and slide, see section 4.1.3 and Fig. 2.1) were retrieved
from the MD simulation trajectories (Figure 5.1). Tilt and shift behaved very similar in
all simulations and fit very well with values from crystallographic data [200]. Rise and roll
exhibited the same distributions independently from the simulation environment, but with
a small shift to higher mean values relative to the experimental data. However, the mean
values were still within the variations of the experimental data. Mean values for twist between
adjacent base pairs differed about 5◦ between the simulations carried out in explicit water
and implicit water conditions. The values evaluated from explicit water simulations matched
the experimental data very well. The standard deviation of the experimental data was 5.1◦,
the implicit water conditions therewith still can be interpreted as realistic. However, the
significant and homogeneous shift of the values indicates a systematic error of the implicit
water simulations. The values for the base pair slide showed the most deviations. In the
simulation of the 44 bp DNA fragment the best agreement of DNA parameters with the
experimental studies was found. Both explicit water simulations resulted in the same small
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Figure 5.1: Histograms of DNA step parameters, taken from the simulation trajectories of DNA with
44 bp (implicit water: yellow, explicit water: red), DNA with 74 bp (implicit water: cyan, explicit
water: blue), and DNA with 147 bp (implicit water: black). The dark gray line depicts the value for
B-DNA from crystallographic data [200], the light gray box represents its standard deviation.
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Figure 5.2: Overlay of snapshots taken every 400 ps of the simulated DNA fragments. The confor-
mations shown in red arise from early time steps, blue conformations are the final conformations.
shift to lower values, which was within the error of the experimental data. The implicit
simulation of a 74 bp DNA fragment yielded a parameter distribution shifted to lower values
relative to the experimental and explicit water simulation data. Implicit simulation of the
147 bp DNA fragment deviated by about twice the experimental standard deviation from the
literature value towards the lowest slide parameters observed in this simulation setup.
Figure 5.2 summarizes the entire simulation trajectories for all DNA fragments, displaying
a snapshot of each DNA fragment for every 400 ps. In this representation the evolution
of the DNA conformation can be investigated over time. Trajectories of simulations with
implicit and explicit solvation models were clearly different. Explicit water simulations led
to a directed motion of the entire DNA fragments that is depicted by the colors red, white
and blue. The implicit solvation environment resulted in a more random and less directed
motion as apparent from a mixture of all colors.
Calculating the persistence length leads to divergent results
To calculate the persistence length based on the data of the simulated trajectories, the center
of geometry COG of every base pair was calculated and the corresponding coordinates were
stored in an XYZ file format (Figure 5.3). These can be displayed by VMD as single spheres.
They represent the helical axis of the DNA fragment and visualize the bending of the molecule.
The distance between each of these COG spheres yields the rise between two adjacent base
pairs. The distance between the last and the first COG spheres provides the end-to-end
distance of the DNA molecule. To calculate the contour length Lc the number of base pairs
were multiplied with the mean rise of r = 0.34 nm/bp. Taking a snapshot every 200 ps and
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rise
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Figure 5.3: Persistence length calculation of simulated structures. The DNA helical axis is repre-
sented by the COG positions of each base pair. The distance between two adjacent COG spheres
corresponds to the rise between two base pairs. The distance between first and last base pair is the
end-to-end distance (Le). To estimate the contour length LC the path of adjacent COG spheres is
measured.
DNA 〈Lc〉 [A˚] 〈Le〉 [A˚] calculated Lp [A˚]
44 bp implicit 149.6 130.5 170
44 bp explicit 149.6 139.2 330
74 bp implicit 251.6 220.4 290
74 bp explicit 251.6 224.3 340
147 bp implicit 499.8 423 460
Table 5.1: Mean values of contour length 〈Lc〉, end-to-end distance 〈Le〉 and calculated
persistence length 〈LP 〉 based on equation 5.1 estimated for simulation snapshots taken every
200 ps.
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Figure 5.4: Setups for the different SMD simulations. One end of the DNA is fixed (highlighted
in blue) while at the opposite side the indicated forces are applied (red arrows). From left to right:
Stretching, one C1’ atom of the last residue is pulled along the z-axis. Compression, the DNA is
pushed along the -z-axis towards the fixation point. Twisting, both C1’ atom of the last bases in the
fragment are defined to move in a circle around the DNA helix axis. Bending, a rotational force is
applied at a terminal base pair forcing the fragment to rotate around the x-axis.
averaging data over the time results in a value for every simulation setup. To calculate the
persistence length the equation for the end-to-end distance of a wormlike chain was used
(section 2.1):
〈L2e〉 = 2LpLc[1−
Lp
Lc
[1− e−Lc/Lp ]]. (5.1)
Here Lc is the contour length of the polymer, Le the end-to-end distance and Lp the persis-
tence length. The result of the analysis of all MD trajectories is shown in Table 5.1. As can
be seen in the table all values differ significantly from the experimentally observed persistence
length of Lp = 500 A˚.
5.1.2 SMD of DNA fragments
Motivation Manipulating biomolecules in order to investigate mechanical properties like
elasticity, or interaction strengths between different compartments is a common technique
[201, 202]. In experimental setups biomolecules can be clamped by single molecule devices
(glass pipettes, laser devices, beads, surfaces and many more) that are used to stretch, twist,
or bend the molecules while measuring distances and forces. Since DNA is a very important
molecule many experiments have already been conducted in order to improve the knowledge
concerning its mechanical and interaction properties [203].
Implementation of simulations As a first step towards investigations of DNA unwrap-
ping from the histone octamer, DNA alone was investigated. DNA was subjected to certain
types of external forces in the constant force or constant velocity mode. The helical axis
of the DNA fragments was aligned with the z-axis in the coordinate system to simplify the
simulation setup. The following simulations were carried out:
• Stretching DNA: Stretching was simulated by applying a force in constant velocity
mode for three different velocities vc1 = 0.001A˚/time step, vc2 = 0.0005 A˚/time step
and vc3 = 0.0001 A˚/time step. The simulations were carried out until the DNA strands
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Figure 5.5: The effect of different spring constants taken in the DNA stretching simulations. The
force over time is plotted for the same DNA fragment pulled with a spring constant of k1 = 2 (blue)
and k2 = 0.2 kcal/(mol A˚2) (red), respectively.
were entirely disrupted. The elongation and complete melting of the DNA fragments
needed a large water box dimension in z direction. The boxes were built with physical
dimensions of: 74 x 68 x 486 nm3.
• Compressing DNA: By applying a constant force of 200 pN at the end of a DNA
fragment (one C1’ atom of the last residue) it was forced to buckle in order to evade
the persisting forces. The compression was induced for 720 000 steps in the constant
force mode.
• Twisting DNA: DNA was twisted in positive (+ z) or negative (- z) helical directions
at ωR = 3, 1, and 0.5 degrees/(1000 simulation steps), respectively. The simulations
were conducted until one additional (or one less) twist of the DNA helix was included
(resulting in 720 000, 360 000 and 120 000 simulation steps each with a time step of
∆t = 2 fs.)
• Bending DNA: Rotational forces were applied around the x-axis leading to bend the
DNA. Again, both directions (+ x and - x) were tested to exclude effects of the DNA
helical handedness. The velocity was chosen to be ωR = 1◦/(1000 simulation steps) and
the simulations were carried out each for 360 000 steps (∆t = 2 fs).
To simulate twisting, bending and compression DNA fragments with 44 bp of random se-
quence were generated with the program nucgen (Amber). Since the motion of the DNA
fragments was expected not to be as extended as in the stretching simulations the water
boxes used were much smaller compared to the stretching simulations. Here, a minimal
distance of 10 A˚ to the box boundaries were chosen.
DNA stretching
The DNA fragments were fixed at one residue of one side and a C1’ atom of the opposite
side was defined as SMD atom (Figure 5.4). The stretching force was applied in constant
velocity mode. Two different simulation parameters were most relevant: the pulling velocity
vc and the spring constant k. Three different pulling velocities were chosen to carry out
the test simulations: vc1 = 0.001 A˚/time step, vc2 = 0.0005 A˚/time step and vc3 = 0.0001
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Figure 5.6: Snapshots of two simulation trajectories of DNA fragments pulled with constant velocity.
The differences between the blue colored DNA fragment (v1 = 0.001A˚/2 fs) and the greenish DNA
fragment (v2 = 0.0005A˚/2 fs, both simulated with a spring constant of k2 = 0.2 kcal/(mol A˚2)) can
be seen by comparing the structures at the same time frames: (a) only one fragment is shown: t = 0,
(b) left: v1, right: v2 at t = 1.25 ns, (c) t = 1.94 ns, and (d) t = 3.84 ns.
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A˚/time step. The velocities were chosen such that within computation time of several days
a significant motion was observable. With the described setup the simulations took four
days calculation time on 128 processors for the slowest pulling velocity vc3 to entirely disrupt
the DNA strands from each other. The spring constant k has to be defined in relation to
the question of interest and the velocity chosen. Here, k1 = 2 and k2 = 0.2 kcal/(mol A˚2),
respectively, appeared to be adequate values.
The difference between the spring constant values is demonstrated in Figure 5.5. Applying
a lower spring constant value at the SMD atom leads to reduced fluctuations of the actual
forces measured for the SMD atoms.
Figure 5.6 demonstrates the different behavior of DNA fragments when stretched at varied
pulling velocities. A decrease in pulling velocity by a factor 2 (from vc1 = 0.001A˚/2fs to
vc2 = 0.0005 A˚/2fs) resulted in only little difference of the DNA stretching behavior. The
most important effect of a fast pulling was deformation of B-DNA conformation during the
stretching process. Thus, an appropriate velocity needs to be chosen to ensure sufficient
time for structural equilibration processes. This is needed in order to yield structural details
representative and comparable to experimental results. For velocities vc1 and vc2 the DNA
is deformed significantly without passing over to the proposed S-DNA structure. Since both
velocities were too fast to yield unbiased data the velocity was reduced to vc3 = 0.0001 A˚/ 2
fs for the final nucleosome stretching simulations.
DNA twisting
Two cases were tested at different rotation speeds: over-twisting, in the direction of the
DNA twist, and un-twisting, in the opposite direction. The internal twist of the DNA was
increased or relaxed up to one entire turn. In order to enable a smooth rotation the pivot was
set to the center of the helical axis. The last bases were defined as SMD atom group. Figure
5.4 displays the simulation setup. The comparison between two different rotation speeds is
shown in Figure 5.7. The figure displays the time evolution (along y-axis) of the parameter
twist (color coded) analyzed for each base pair step (along the x-axis) during the simulation
with fast (ωR1 = 1 degree/time step) and slow (ωR2 = 0.5 degree/ time step) twisting of
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the last base pair. The images are aligned such that at each time step the resulting induced
twist has the same value in both velocities. Therefore twice the time steps are shown for the
slower rotation velocity (right pictures). In the upper images the values are changing from
∼ 30 to ∼ 40− 45 degrees depending on the position in the DNA fragment. Since the force
was applied at the last base pair (BP 44) the largest changes initially occurred in this region.
Interestingly, the changes took place also around the base pair steps 17 to 22. However, base
pair steps 24 to 28 seemed to resist the forces and only transmit the perturbation to the
neighboring base pairs. The influence on the parameters occured more intensive and less far
reaching in the case of a fast rotational velocity. The bottom pictures show the response of
the twist parameters when the rotation occurred in the opposite direction. The influence is
much less pronounced. In the case of slow rotation almost no perturbation was found until
the base pairs have been rotated −270◦. For the faster rotation speed this already occurred
when twisted less than −90◦, with a maximal range of perturbation of ∼ 7 base pair steps.
In summary, all parameters showed a similar behavior:
• The main disturbance occurred close to the induction area (around base pair step 43).
• A second origin of strong distortion was found around base pair step 20 for the param-
eters twist, slide and roll.
• The discrepancy of the mean values did not decrease continuously with increasing dis-
tance from the origin of perturbance.
The values for tilt, shift and rise showed a similar intensity of disturbance in both rotation
directions. However, the distortion of the slide, roll and twist parameters varied significantly
when comparing left- and right-handed rotation. For all three parameters the rotation in the
same direction as the helical twist had a stronger, more severe and further reaching influence.
DNA bending
For DNA bending the pivot position was set approximately at the center of the DNA fragment
and the SMD axis was aligned with the x-y plane of the coordinate system. The C1’ atom
of the last residue in the fragment was defined as SMD atom. The end of the DNA fragment
moved in a circle around the center of the DNA until both DNA fragment ends met each
other (Figure 5.8). In both directions the DNA almost remained intact and bent into the
major groove. When the end of the DNA fragment met the beginning of the fragment (base
pair 1) the sterical overlap led to disruption of the structure. The different results of the
parameter values in the simulations of rotation in one or the opposite direction demonstrate
the anisotropic behavior of DNA at small length scales. The internal twist influence the point
of bending in the DNA. The DNA bends into the major groove more easily than into the
minor groove, leading to the differences in Figure 5.8.
DNA compression
The constant force mode was evaluated with in the following setup: The end of the DNA
fragment was pushed towards the DNA center by applying a constant force onto one C1’ atom
of the final base pair of the fragment. The force was set to 200 pN and 69 pN respectively.
Lower forces needed prohibitively high computational resources to give significant results of
DNA motion. Higher forces resulted in artifacts of the simulation. Pushing with 200 pN
showed a compression of the DNA base pair step distances. As soon as the pushed atom
deviated from the axis, the fragment buckled to evade the applied force (Fig. 5.9). In terms
of DNA structural parameters no significant change were apparent when compression was
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Figure 5.8: Snapshots of the simulations are shown, taken from bending simulations of DNA frag-
ments. The upper trajectory snapshots belong to the rotation around the +x-axis, whereas the
snapshots of the bottom lane display states in the rotation around -x. The inlet demonstrates the
path of the SMD atom: the tip of the fragment performs a circular motion around the center. Arrows
indicate directions and applied forces.
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Figure 5.9: Snapshots of the simulation of DNA fragment compression. A constant force of 200 pN
was applied at the tip of the fragment (red arrow), while the bottom was stabilized by fixation of the
last residues (blue rectangle). The single snapshots display the fragment after 50, 100, 200 and 300
ps, respectively.
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roberts
Figure 5.10: Three models for the chromatosome structure have been proposed based on experimental
studies: Roberts [89], Bharath [90], and Misteli [88] (from left to right). The core proteins are pictured
in light gray, H1 is highlighted in yellow and the DNA is shown in light blue with colored atoms.
Structure box dimensions [A˚] number of atoms number of ions
Misteli 224 x 168 x 206 691 524 1463
Roberts 195 x 217 x 185 699 620 1514
Bharath 142 x 216 x 235 639 530 1382
Table 5.2: Details of chromatosome structure simulations.
applied. Only in the last phase, when the fragment started to buckle away, (starting around
time step 20) some parameters drift from their mean values (e.g., slide and roll; region around
base pair step 10). Base pair step 18 takes a very high twist value for about 40 ps during the
bending process, when the buckling starts.
5.2 Nucleosome complexes
5.2.1 MD simulations of the chromatosome structure
Motivation In chromatin the nucleosome chains can be compacted by the linker histone H1
[84–87]. Since neither the details of the entire H1 structure nor the exact binding position at
the nucleosomal chain are known its structural analysis on the basis of molecular dynamics is
interesting. Three models have been published to suggest an interaction between the globular
domain of H1 (which has been successfully crystallized) and the nucleosome. All structures
are based on experimental studies that suggest certain types of DNA-protein interactions.
Here, MD simulations for the chromatosome structures were conducted to find out which of
the models is the most realistic. Therefore an important question within the simulations was
if the system would be stable and if the structures stay intact.
Implementation of simulations In the following, the chromatosome structures proposed
by Fan and Roberts [89], Bharath et al. [90], and Brown et al. [88], are referred to as Roberts,
Bharath and Misteli, respectively. They were originally prepared by Nick Kepper. Within
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Structure Simulation time H1 to core proteins H1 to DNA
[ns] [kcal/mol] [kcal/mol]
Misteli 2.8 -421 ( 75 ) -2989 ( 168 )
Roberts 0.33 39 ( 10 ) -2953 ( 31 )
Bharath 1.8 -39 ( 41 ) -4610 ( 136 )
Table 5.3: Interaction strength of parts within the chromatosome structures. All values are
mean values, calculated over the denoted time interval with standard deviation in brackets.
this thesis they were placed in a water box with 150 mM NaCl and corresponding counter
ions to achieve neutrality. The structures differed in linker DNA orientation as well as histone
tail conformations. Each box was aligned so, that the longest axis within the structure was
placed diagonally through the final rectangular box to reduce the box volume as much as
possible. The details of box dimensions and structures are summarized in Table 5.2. The
production run was carried out in NPT environment for up to 2 ns simulation time.
In the models especially the DNA linker was forced to fit into the right orientation. All three
models have so far not been evaluated in terms of energies and stability. The structures
contained strong DNA bending and torsion in order to match the proposed protein-DNA
interaction sites. Within the minimization and equilibration a very careful treatment was
needed, i.e., the time steps were set to 1 fs although RATTLE was applied. The simulations
also appeared to be quite unstable, resulting in many restarts and readjustments.
The structures Bharat and Misteli were both very stable.
The best structure in terms of simulation stability were the Misteli and Bharath structure.
Without errors 2.35 ns and 1.8 ns were simulated, respectively. The Roberts structure was
the most unstable. Despite a careful preparation phase only a simulation trajectory of 336
ps was collected. In figure 5.11 the conformations of Bharath and Misteli are shown as they
move during the production runs. The DNA structure is highlighted in color, since it is the
most interesting part within these structures. The DNA determined if the structure would
be stable or not, since it was bent and disturbed most relative to the crystal structure.
For the picture in both structure trajectories the H1 protein was defined as the reference to
remove the center of mass motion. This leads to the least motion around the center of mass of
the H1 and thus more motion for the parts moving differently compared to H1. A significant
motion of DNA and nucleosome core proteins thus implies, that H1 and the linker DNA are
moving similar and the core nucleosome is behaving independently from H1. This can be seen
in the structure proposed by Bharath et al.. The parts moving most during the simulation
within the Misteli structure were the tips of the linker DNA, as expected. However, in the
structure proposed by Bharath et al. the linker DNA is not moving significantly. Here, the
DNA in the region of the nucleosome core moves more.
To compare the energies of the structures, interactions between H1 and core proteins as
well as H1 and DNA are summarized in Table 5.3. They were calculated over the displayed
simulation times. The structure proposed by Bharath et al. interacted more strongly with
the DNA leading to a higher interaction energy, especially due to electrostatic interactions.
Since the Roberts structure failed to be simulated for an appropriate time interval the results
are not taken into account for the discussion.
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Figure 5.11: Time steps of the dynamics simulations are shown every 200 ps. The DNA is color
coded according to the time step: time increases from red to white to blue. The core histone proteins
are shown in white, H1 is colored gray. Top: Pictures present the Bharath structure from side
and front view (Bottom: Misteli). The trajectories were reduced by subtracting the center of mass
motion (of H1 protein). Therefore the trajectories are biased with regard to the intensity of motion:
Movements deviating from H1 motions are enforced, whereas a motion in line with the H1 motion is
less pronounced.
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Figure 5.12: Comparison of internucleosomal energies calculated for the dinucleosome setup: top-
bottom and side-to-side. The orientations tested are depicted in cartoon representation in the inlets.
Total interaction energies are plotted during short simulations of ∼ 10 ps in blue for the setup of side-
to-side nucleosomes (cyan: calculated from the left, blue: from the right nucleosome), in magenta the
total interaction of one nucleosome to another placed above, in gray calculated from the perspective
of the nucleosome below the other are shown.
5.2.2 Simulating a dinucleosome
Motivation All-atom simulations are important sources to investigate dynamics of macro-
molecules at a resolution not available by experiments. For example, one parameter of interest
for coarse-grained simulations is the potential between two nucleosomes. Due to the far pro-
truding histone tails nucleosomes could attract each other. However, it is not known if this is
indeed the case and how the potential would depend on the orientation of the nucleosomes to
each other nucleosome and to the distance. To get a first impression of the order of magnitude
of interaction we prepared two setups. Two nucleosomes were placed next to each other with
a distance of 11 nm (center to center) and two nucleosomes were stacked on top of each other
with a distance of 6 nm (center to center) (figure 5.12).
Implementation of simulations The nucleosomes were taken from the crystal structure
of the tetrasome (Pdb-ID: 1zbb). After minimization, first implicit water simulations were
carried out by Nick Kepper. However, to compare the results an explicit setup for the stacking
dinucleosome was also built in this contribution. The explicit water setup was prepared as
usually. After annealing and equilibration phases the structure was simulated for ∼ 2 ns in
NPT environment. In total the explicit water simulation setup contained 573 228 atoms,
thereof 56 726 atoms corresponding to the nucleosome structure and 1 559 ions (counter and
co-ions). The water box was built with a minimal distance of 10 A˚ resulting in a 169 x 181
x 216 A˚3 = 6 588 nm3 volume.
The internucleosomal energy between two stacked and two neighboring nucleo-
somes differs by ∼ 3 kBT
The total energy of each of both nucleosomes in the environment of the neighboring nucleo-
some was calculated. Fig. 5.12 displays the results for the side-to-side and the top-bottom
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Figure 5.13: A complex composed of two nucleosomes (DNA white, H3 red, remaining core proteins
gray), H1 (yellow) and a positioned HP1 dimer (monomers shown in cyan and blue, respectively).
The right picture shows the complex when rotated around the dyad axis of one nucleosome by∼ 75◦
is needed as indicated.
setup both calculated in implicit water conditions. The increasing energy in the beginning is
due to the still not ideally equilibrated state of the system. For both setups the energies of
both nucleosome in the system are very similar. However, the equilibrated energies differ in
total depending on the orientation of the nucleosomes to each other. The side-to-side nucle-
osomes result in a higher energy value compared to the top-bottom setup. A higher energy
value means less stability of the system. The result demonstrates that nucleosomes stacked
on top of each other are a more stable than placed next to each other. The energy difference
was estimated to be ∼ 3 kBT between side-to-side and stacked nucleosomes. This supports
the idea of inter nucleosome attraction.
5.2.3 Binding position for HP1
Heterochromatin protein 1 has two binding sites for H3 tails (section 2.3). However, it still
remains unclear where exactly HP1 binds a chain of nucleosomes. It might bind at two
different nucleosomes at once or at one single nucleosome (by contacting either the H3 tails
of different or of one single nucleosome). In a publication currently in progress, this question is
addressed and combined with experimental studies made with analytical ultracentrifugation.
The model of the HP1 position, as well as the simulations of the chromatosomes carried out
in this work will be presented therein [25]. The aim was to geometrically investigate the
possible position of one HP1 dimer, placed as a clamp between two nucleosomes. The result
of this purely geometrical study is shown in Fig. 5.13 and displays the final position of HP1 in
contact with the H3 tails of two stacking nucleosomes taken from the tetranucleosome crystal
structure. For the positioning of HP1 the console of VMD was utilized, manipulating the
coordinates of all molecules with the help of tcl scripts. With further energy minimization and
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extensive MD runs the orientation of the HP1 towards the dinucleosome could be improved.
So far computational resources were not available to perform this large scale calculations.
5.3 Generating high resolution DNA-histone interaction maps
Motivation Detailed understanding of DNA binding sites along the histone core are of
particular interest because they define the threshold to gain access to the nucleosomal DNA.
Understanding the underlying molecular processes will help to unravel the complex interplay
of rules that regulate the positioning of nucleosomes in the genome. DNA-histone interactions
determine the positioning and stability of the nucleosome.
The importance of a detailed understanding of DNA interaction with the histone protein
surface is also demonstrated in a recent publication made in collaboration with Dr. Vladimir
Teif [22]. Here, the calculated interaction map, which is presented in the following section,
was included into a lattice model to calculate the distribution of nucleosome positioning along
a DNA sequence of interest. Recent estimations of nucleosome positioning along the genome
were based on an all-or-none binding characteristic of the nucleosome. All-or-none binding
assumes either the protein to bind as a whole to form a nucleosome or to be unbound. How-
ever, since many intermediate states are known that include an opening of DNA interaction
sites in the outer DNA turn (breathing) this binding characteristic is very coarse and fails to
describe the complexity in nucleosome positioning. Including the possibility of nucleosome
opening in the outer DNA turn reveals a more realistic estimation of nucleosome position-
ing compared to experimental data. The additional application of the complex interaction
map (introduced in this section) demonstrates the impact of a differentiated picture of the
nucleosome and reveals new insights in the positioning of nucleosomes in the genome.
Implementation of simulations The dynamical behavior of the interaction sites was in-
vestigated for two different start conformations of the nucleosome N0 and N1 (as described
in section 4.1.1). The structures were simulated for ∼ 20 ns each to have at least two inde-
pendent molecular dynamics trajectories for the analysis. The simulation setup is described
in detail in section 4.1.2. The results presented in this section are also collected in [21].
5.3.1 Histone tail interactions stabilize the nucleosome and cause an asym-
metric DNA interaction pattern.
Figure 5.14 (A) shows DNA-histone interaction data from an intact nucleosome over a 20
ns MD simulation trajectory in the top panel. In the figure the nucleosomal DNA base pair
numbering is relative to the central base pair at the dyad axis [96] and runs from base pair
-73 on the left to base pair +73 on the right. These base pairs are bound to the protein core
and belong to the nucleosomal core [8]. The columns of the image illustrate the temporal
evolution of electrostatic and van der Waals interaction strengths between each base pair and
the histone proteins in the form of a gray level heat map. To analyze the single contributions
in the nucleosome, the panels in Figure 5.14 (A) contains different interaction partners: In
the top panel the symmetry of the nucleosomal particle relative to the dyad axis at the central
base pair 0 based on the structure of the complex is missing. The interactions between DNA
and the globular parts show a symmetric interaction strength relative to base pair 0. The
asymmetric interactions between DNA and the entire nucleosome core proteins can be traced
back to the DNA-histone tail interactions. Additionally the interactions between DNA and
histone tails were significantly stronger than the interaction between globular parts of the
proteins and the DNA.
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Analysis of the interaction map between nucleosomal DNA and histone proteins. A) The temporal evolution (top to bottom) of 
the electrostatic and VdW interaction strength between single DNA base pairs and the entire protein is shown in the form of a 
graylevel heatmap. Interaction strengths increase from white to black, the basepair numbering refers to the central base pair 
0 at the nucleosomal dyad axis. All three panels display the same simulation trajectory but differ in the amount of histone 
residues that were taken into account to calculate (subsequently) the interaction with the nucleosomal DNA: the top panel 
displays the interaction between each DNA base pair and all histone protein residues, the middle panel only takes the globular 
protein parts into account (no histone tails) and the bottom panel shows the pure tail contributions. The boxesdisplay which 
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B) The temporal mean values for the entire MD simulation trajectory of the histone-DNA interaction are plotted relative to the 
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that the histone tails have a strong influence on the interaction pattern and the interaction symmetry within the nucleosome.
C) Fourier spectra for intact and tailless nucleosome interaction maps (signal input from B). Especially when the unstructured 
histone tails are excluded a pronounced main frequency appears at 0.19/bp, resulting in a 5.1bp periodicity, that was previ-
osely suggested based on experimental data by Hall et al.
 
Figure 5.14: (A) Temporal evolution (top to bottom) of the histone-DNA electrostatic and VdW
interactions in the nucleosome calculated for a 20 ns MD simulation trajectory for three different
interaction partners. Interaction strengths increase from white to black, the base pair numbering (left
to right) refers to the central base pair 0 at the nucleosomal dyad axis. All three panels display the
same simulation r jectory bu differ in th am unt of iston residues ha were taken into account to
calculate (subsequently) the interaction with the nucleosomal DNA. In the top panel the interactions
of single DNA base pairs with the entire protein ar show . The middle panel displays the interaction
between base pairs and only the globular protein residues (no histone tails). The bottom panel shows
the pure tail contributions. The boxes in the bottom panel highlight which histone tails contribute to
which base pair inte action. (B) The temporal mean values for the entire MD simulation trajectory
of the histone-DNA interactions are plotted relative to the base pair position. The blue line belongs
to the interaction where all histone residues were included (intact). The red line shows the mean
values of the interaction strength when only the well-structured globular parts of the histone residues
(tailless) are taken into account. (C) Fourier spectra for intact and tailless nucleosome interaction
maps (signal input taken from panel B). Especially when the unstructured histone tails are excluded
a pronounced main frequency appears at 0.19/bp, resulting in a 5.1 bp periodicity.
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5.3.2 DNA-histone interactions occur with a five nucleotide periodicity.
Based on the interaction patterns displayed in Figure 5.14 (A) the power spectrum of the
time-wise mean interaction along the DNA sequence was calculated (Figure 5.14 (B)). For
the interactions between DNA and entire histone protein and the interactions of DNA and
globular histone protein, power spectra feature a prominent frequency component at 0.19/bp,
corresponding to a 5.1 bp interaction strength periodicity along the nucleosome protein sur-
face. To further elucidate the origin of the observed ∼5 bp DNA-histone interaction period-
icity, we calculated the interaction contributions of single nucleotides for the two single DNA
strands. Each DNA strand resulted in a 10 bp periodicity for each DNA strand with a ∼5.5
bp phase shift between the strands.
The observed interaction pattern might originate from properties of the histone protein
surface or of the specific nucleosomal DNA sequence. To analyze the origin of the periodicity
the Fourier spectra of a nucleosome with an insert of dA16 at bp -35 was additionally cal-
culated (crystal structure: pdb ID: 2fj7 [204]). This structure contains the largest sequence
differences [165] compared to nucleosome structure utilized here. The Fourier analysis yielded
the same results for the underlying periodicity in the nucleosome, however with a less pro-
nounced interaction pattern, i.e. the intensities are smaller in the sequence region of the
adenine inserts.
5.4 Unwrapping DNA from the histone octamer
Motivation Spontaneous DNA unwinding is an important property of the nucleosome for
its mobility and regulation of genetic processes. Steered MD simulations of nucleosomes with
and without their N-terminal tails were performed to investigate the dynamic behavior of
the DNA-protein binding sites in the presence of applied forces. The simulations represent
the first all-atom data set in explicit water that entirely unwrap nucleosomal DNA from the
octamer.
Implementation of simulations To enable the observation of DNA unwrapping events
from the protein core a terminal nucleotide on one side of the nucleosomal DNA linker was
fixed. A harmonic potential at constant velocity was applied at the opposite DNA linker to
force the DNA to unwrap from the histone protein core in the nucleosome (Figure 5.15). In
section 4.1.2 the preparation procedure and simulation setup is described in detail.
5.4.1 Unwrapping nucleosomal DNA by applying external stretching force
reveals two intermediate structures within four phases of DNA un-
wrapping.
According to the simulation, four unwrapping phases were identified (Figure 5.15).
• (I) In the first phase the DNA bent strongly into the force direction without breaking
contacts with the histone residues. The structure aligned along the stretching axis and
the DNA elongated by increasing the base step distances before breaking first contacts
between DNA and histone proteins.
• (II) Within the second phase (starting after ∼ 4 ns) interaction contacts of histone
proteins and DNA broke apart releasing DNA segments in ∼ 5 bp steps until almost
the entire outer DNA turn was unwound. Around base pair position ±45 a specific
barrier for the nucleosome to open further could be found. Here H2A and H2B N-
terminal and C-terminal tails, respectively, formed strong interactions with the DNA.
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Figure 5.15: The start structure (0 ns) is enlarged in the inlet to explain the simulation setup: The
last nucleotide in the linker DNA on one side is fixed (represented by the gray sphere), while the C1’
atom of the last nucleotide of the opposite linker DNA was steered with the help of an additional
moving harmonic potential (black arrow). During the simulation the nucleosome first aligns into the
direction of the additional force (phase I: 0 ns, 3.5 ns), after 7 ns the first interaction sites between
histone protein and DNA (outer turn) were broken (phase II). The protein core began rotation around
the dyad axis after 10.5 ns (phase III). Another 5 ns went by until the inner DNA unwrapping was
initiated while at the same time the secondary structure of the histone octamer started to break apart
(phase IV). The DNA was completely stretched after 23.9 ns of pulling simulation, which marks a
final state for the nucleosome unwrapping event, even though still many histone-DNA contacts are
maintained.
5.4. NUCLEOSOME STRETCHING 57
3.8 ns
11.88 ns
Tailless
nucleosome
Intact
nucleosome
x
y
z
Ettig et al., figure 3
20.2 ns
Figure 5.16: Comparison between DNA unwrapping from the intact and tailless nucleosome structure.
The color coding is the same as in Figure 5.15. After 3.8 ns the tailless nucleosome already starts
to open the first DNA-histone interaction sites, whereas the DNA of the intact nucleosome remains
completely bound until another 400 ps are simulated. The histone core rotation occurs after 11.9 ns
in the tailless structure, after ∼15 ns in the intact nucleosome. The final total unwrapped state is
achieved for the tailless nucleosome after 20.2 ns whereas much more contacts remain in the intact
nucleosome due to strong histone tail interactions. The totally stretched DNA could be achieved in
our simulations after 24 ns.
• (III) Phase three began with the rotation of the protein core around the dyad axis
(Figure 5.15, 11.5 ns). During the core rotation only globular histone contacts opened
further and the main structure extension resulted from rearrangements of already un-
wrapped DNA.
• (IV) When the first interactions of the inner DNA turn opened the fourth phase began
(Figure 5.15, 15.5 ns). Here, the last contacts successively broke until the protein core
was interacting only close to the dyad axis (around base pair 0) and the histone tails
interacted to the completely outstretched DNA.
5.4.2 The N-terminal histone tails and the H2A C-terminal tail counteract
DNA dissociation from the nucleosome.
The extensions of H3 (N-terminal) and H2A (C-terminal) provided the first barrier towards
nucleosome unwrapping. As soon as the linker DNA is bent completely (90◦ relative to the
nucleosomal DNA) the extension of the structure resulted from DNA stretching. Measuring
the distances between single DNA bases revealed a stretching of up to 4.4 A˚/bp in the linker
DNA region. Since unstacking of DNA base pairs was energetically unfavorable, this points
to a relatively high affinity interaction between the H3 and H2A tails, that prevented DNA
unwrapping during a 7 ns time period. In contrast, the tailless histone octamer displayed a
first breakage of histone-DNA contacts already after 3.8 ns pointing to a strong stabilizing
effect of the aforementioned tails (Fig. 5.15). Comparing in Figure 5.17 left and right images
this persisting interaction can be seen in the region around ±40 bp as well as ± 20-30 bp.
In Figure 4 B the interactions between histone proteins and DNA are completely disrupted
whereas in Figure 5.17 (left image) the DNA sequence between +40 bp and -40 bp remained
in some contact with histone residues for the entire 24 ns. In response to the applied potential
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Figure 5.17: Comparison between DNA unwrapping from the intact (left image) and tailless (right
image) nucleosome structure. The interaction between DNA and histone proteins is shown in a
gray level heat map for the entire unwrapping events. The left image demonstrates the persisting
interactions between DNA and histone tails.
the Nα helices of H2A started to break open up at about 18 ns (Fig. 5.15). This allowed it
to maintain DNA contacts and histone H2A and H2B (Fig. 5.15, 18 ns).
In summary, the histone tails counteracted the progression of DNA dissociation and remained
associated with the DNA during the entire 24 ns simulation period until the DNA is fully
unwound from the histone octamer core. This was apparent from the comparison of complete
and tailless nucleosomes at representative time points (Fig. 5.16).
5.4.3 Histone tail independent interactions opposing unwrapping are found
at base pair ± 45 and base pair ± 70.
The nucleosome lacking the histone tails revealed an energy barrier at the same positions as
found in the intact nucleosomes. Even though the unwrapping of the DNA occurred much
faster (Figure 5.15 and 5.17) nucleosomes still had to overcome a small energetic threshold
to unwrap the DNA in the area of BP ±45. The continuous disruption of DNA paused as
can be seen at BP -45 in Figure 5.17. Analyzing the unwrapping trajectory revealed also
for the region around +45 bp a pronounced barrier (which is, based on Figure 5.17 alone,
difficult to reveal). Thus, there seems to be some histone tail independent barrier to hinder
the complete eviction of the nucleosomal DNA.
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Figure 5.18: Force-extension curve of DNA unwrapping simulation of an intact nucleosome. Snap-
shots of the structure are included with arrows indicating to what extension they correspond. The
curve shows mostly small peaks with only few peaks that can be related to single DNA-histone inter-
action disruption events, as indicated e.g. at extension 22 nm - 25 nm. Most of the peaks (especially
the most prominent peak at extension ∼85 nm) are not well defined when compared to the simulation
trajectory.
5.4.4 The force-extension curve of unwrapping nucleosomal DNA results
from a complex overlay of stretching and disruption events.
Figure 5.18 shows the force-extension curve of the unwrapping simulation of the complete
nucleosome. Comparing the most prominent peaks within the curve and the simulation
trajectory revealed that the assignment of specific intermediate conformations to peaks in
the force-extension curve is fraught with difficulties but some peaks can be correlated with
structural changes. At an extension of 20 nm, 37 nm, or 54 nm peaks due to breaking of
DNA-histone contacts are apparent. The negative slope at 57 - 66 nm extension can be traced
back to the rotation of the protein core of the nucleosome. The positive slope from extension
66 - 78 nm arises from breaking the histone dimer interactions. The most prominent force
increase at extension ∼85 nm originates from numerous single disruption events due to a
collapse of secondary structure interactions of H2A and H2B N-terminal α-helices between
two H2A and one H2B chain. From the complex response of the nucleosome conformation
to the applied force we can identify four dominating unwrapping events. These are (i) the
bending of the linker DNA, (ii) the unwrapping of the outer DNA turn, (iii) the rotation of
the protein octamer core and its opening and finally the unwrapping of the inner DNA turn
(iv). However, within each of these four phases, the flexibility of both the DNA and histones
is considerable so that the force spectroscopy curve is composed of an overlay of numerous
stretching and disruption events.
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Figure 5.19: Procedure of loop building. The original nucleosome structure is shown in white and
dark blue (left image). The dark blue region was shifted 3.4 nm in z-direction resulting in the cyan
colored main part of the loop. Center image: The loop was joint by adding 10 base pairs of new
generated DNA (dark blue). The new DNA was aligned such that a few base pairs of the original
structure were matching the DNA. Overlapping parts were cut. The right image depicts the final
structure.
5.5 Loop propagation in the nucleosome
Motivation The aim of this project was to test the feasibility of the loop-recapture model
(introduced in section 2.4) in terms of the physical and chemical properties of nucleosomal
DNA. In this model a loop in the linker DNA is formed that, due to the stored bending energy,
will open single interaction sites between DNA and histone proteins. Once created the loop
will propagate along the nucleosomal surface by successively opening and reclosing single
interaction sites. The idea was to build a DNA loop into the equilibrated crystal structure
of a nucleosome. Molecular dynamics simulations were carried out to analyze the stability of
the DNA loop, its properties and dynamical behavior including all structural details of the
nucleosome.
Building a nucleosome with a DNA loop The loop was created with the program
VMD (Figure 5.19). From the original nucleosome structure about one half of the first turn
was cut and shifted by 3.4 nm along the +z direction to build the curved part of the loop.
To fill the gaps between the shifted loop and the rest of the nucleosomal DNA ten additional
base pairs were added on each side of the loop. Ten base pairs were chosen in order to
preserve the twist of the DNA double helix. The DNA transitions were aligned, protruding
DNA was cut and the new DNA transitions were joint by changing the pdb structure file.
The resulting structure was carefully minimized in vacuum. To ensure its stability several
steps of decreasing constraints around 10 base pairs of each transition were applied for 50000
steps. Finally the entire structure was minimized for additional 100 000 steps.
Molecular Dynamics simulations The new nucleosome including a DNA loop was neu-
tralized with 218 Na+ ions and placed in a water box of 3023 nm3 volume including 270 Na+
and 270 Cl− ions to provide a salt concentration of 150 mM. The volume was chosen such
that the smallest distance between a structure atom and the borders of the water box were
at least 12 A˚. The solvated structure was again minimized with constraints on all parts that
had not been changed, so that first only the new generated transitions could adjust in the
solution. The water was slowly heated to 300 K with no more constraints on the structure
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Figure 5.20: Left: The distances measured in the structure to compare the motion of single super
helix positions (SHL) are displayed (see section 4.1.3). Colored spheres highlight each SHL, the gray
sphere in the center depicts the center of proteins. Each dotted line represents the distance between
the center and one SHL. Right: The three loop internal SHL are displayed over time. No correlation
within the motion of SHL in the loop was found.
and the final system was controlled to be in an equilibrated state before the molecular dy-
namics simulations were started.
For the production run the system was treated as NPT ensemble: the pressure was adjusted
by Langevin Piston pressure control and temperature control was provided by langevin dy-
namics with a damping coefficient of 5 ps. For the topology parameters the CHARMM 27
force field was chosen. The time step could be set to 2 fs due to the applied RATTLE al-
gorithm. The Particle Mesh Ewald technique assured a full-system periodic electrostatics
calculation and with periodic boundary conditions a big solution environment was simulated
to avoid boundary interactions. The cutoff was set to 12 A˚. With the minimal distance of 12
A˚ to the water box borders the nucleosome (and all ions) mirror interactions were avoided.
We accomplished to calculate the nucleosome including a DNA loop in explicit water for a
total time of 120 ns in 65 single simulations each on 512 or 128 cores for running times of 12
or 24 hours respectively.
5.5.1 The DNA loop was stable over 120 ns simulation time
The DNA loop remained stable over the 120 ns simulation time. Three SHL positions were
assigned to the loop: SHL x, SHL y and SHL -3.5 (Super Helical Locations are introduced
in section 4.1.3). These sites were no longer able to contact the protein core. The mean
distance to atoms corresponding to the globular histone proteins were 35 A˚. In Figure 5.20
these positions are displayed. The temporal evolution of the SHL positions distance to the
protein center are shown. The maximal displacement during the 120 ns for all three positions
was about 5 A˚.
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Figure 5.21: Left: Difference of the distance between super helix locations and protein center. SHL
-2.5 and SHL -3.5 belong to the entry and exit of the DNA loop respectively. As a reference the
position SHL 3.5, the corresponding site of the front turn without DNA loop, is also plotted in gray.
Right: Snapshots of nucleosome structure to highlight the evolution of the loop shape. Already after
30 ns a strong bending at one position (between SHL x and y) occurs, which remains for 60 ns.
5.5.2 DNA rather kinks than bends continuously
During the long simulation the DNA loop became more compacted. In Figure 5.21 the
difference of the radial distance to the center of mass of the system for the last (SHL -3.5)
and first (SHL -2.5) interaction sites of the loop are shown. To compare the values the
corresponding position SHL 3.5 is also shown. In both positions of the back turn, the DNA
moved significantly more in radial direction than the reference position. This radial motion
describes an opening or closing of the corresponding interaction site. In the first 60 ns SHL
-3.5 came closer to the protein resulting in a stronger bending of the loop DNA. After 60
ns the DNA slowly increased its distance again. In contrast position SHL -2.5 started to
increase its distance in the beginning of the simulation and varies much less but still more
than the reference position.
5.5.3 Loop DNA interaction sites at entry and exit position behave inde-
pendently
A surprising observation here was the independency of the loop movements when comparing
the different SHL positions. The strong convergence of position SHL -3.5 does not result in
a displacement of position SHL -2.5 (Figure 5.21). However, for neighboring positions within
the nucleosome structure such correlation can be observed. In Figure 5.22 different SHLs are
displayed. SHL 3.5 and SHL 4.5 showed a sudden decrease of radial distance of 3 - 4 A˚ after
18 ns. An even further reaching correlation can be seen after 85 ns. Here, SHL 2.5, 3.5 and
SHL 4.5 increased their distance to the protein core in a coordinated manner. However, only
strong deflections and not the small fluctuations during the course of the simulation seem to
correlate.
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Figure 5.22: SHL motion during simulation. Left: Colored spheres highlight the SHL that are shown
in the plot in the right image. Right: Temporal evolution of the radial distance of SHL 2.5 to 5.5 to
the protein core. SHL in close proximity along the DNA move in a correlated manner.
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Figure 5.23: Snapshots of the simulation of the nucleosome with inserted DNA loop. The arrow
indicates the occurrence of the kink.
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Chapter 6
Results of coarse-grained
simulations of chromatin fibers
6.1 Simulating chromatin fiber stretching
6.1.1 Analysis of chromatin fiber conformations
Motivation The approach introduced in section 3.3.1 was used to test diverse proposed
chromatin conformations. To explore the entire phase space phase diagrams can be computed.
An analytical approach for the two angle model of the fiber was developed by Schiessel [188]
(see section 3.3.1). In a collaboration with Dr. Rene´ Stehr a more advanced method was
developed that includes the energy of a given conformation in the phase diagrams for the
detailed six-angle model of the nucleosome [178]. In the following section the results published
in ref. [23] are summarized.
New conformations for interdigitated and crossed-linker fiber structures were
identified in the phase diagrams.
In order to find fiber conformations that fit the experimental data the conformational space
was systematically investigated in phase diagrams with additionally performed Monte-Carlo
sampling (numerical dynamic phase diagrams, DPDs). Two parameters describing the con-
formation were selected: The opening angle ψ (a function of α and γ) and the twist angle
β. The remaining parameters in the six-angle model were fixed to values describing three
defined structures (CL, CLS and ID, section 4.2.1). This choice enabled a direct comparison
of the results with previous phase diagrams calculated based on the two-angle model. For
each combination of ψ and β values a chromatin fiber structure of 100 nucleosomes was con-
structed. Sterical overlaps are marked as white space in the diagrams and the total energy
of the conformations without clashes are displayed in color (Figure 6.1). In a next step the
parameter grid was coarse-grained and each of the remaining structures was simulated for 107
MC steps. The resulting energies were plotted again in two dimensions defining the dynami-
cal phase diagram. The DPDs contain the additional information of possible rearrangements
in terms of twisting and bending, leading to more realistic structures (Fig. 6.2). The aim
was to find fibers with low energies and the correct parameter values (density, diameter and
fiber-like appearance) reproducing best the experimentally determined features. Especially
in the case of ID geometry conformation with a nucleosome repeat length (NRL) of more
than 197 bp no stable fiber structures had been identified previously. The new approach
enabled us to find some candidate conformations, that were additionally evaluated at ther-
mal equilibrium by extended MC simulations. The result is shown in Figure 6.3. For the ID
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Figure 6.1: Phase diagram calculated for CLS geometry fibers. Each point in the image corresponds
to the energy (color coded) of the constructed fiber with the angles defined by the x and y coordi-
nates (remaining parameters are defined by the nucleosome geometry model). White space represents
sterically not feasible structures. (Figure taken from [23])
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Figure 6.2: Dynamical phase diagram calculated for CLS geometry fibers. Each conformation defined
by the ψ- and β-angel values has been simulated for 107 MC steps. The energy of the resulting fiber
structure is pictured in color. (Figure taken from [23])
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(a) 187 bp (b) 187 bp (c) 197 bp (d) 207 bp
Figure 6.3: Pictures of interdigitated fiber geometries with different NRL [23]. Top row: initial
structures, bottom row: samples at thermal equilibrium of the chromatin fibers after extended MC
simulations. (a) Chromatin fiber with NRL = 187 bp of ∼ 31 nm diameter and a linear mass density of
∼ 7.1 nucleosomes per 11 nm fiber. Nucleosomes stack perpendicular to the fiber axis. (b) Structure
with similar parameters but with [6,1] conformation. (c) [6,1] fiber conformation with diameter of
∼35.9 nm and linear mass density of ∼ 8.1 nucleosomes / 11 nm fiber. (d) The fiber exhibit [7,1] as
well as [8,1] fiber conformations in the simulations with Emax = 12 kB T, had a diameter of ∼ 45 nm
and a linear mass density of ∼12.8 nucleosomes per 11 nm fiber.
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geometry for all NRLs models for the 30-nm chromatin fiber were found that are consistent
with data obtained by electron microscopy studies [205–208]. A structure providing experi-
mental parameters was also identified for the CL geometry. Compared to previous models it
seems more stable since its total energy is 136 kBT lower. The new defined candidates were
used for all further investigations concerning chromatin fiber models.
6.1.2 Virtual force spectroscopy
Motivation Fiber stretching experiments were simulated by extending the coarse-grained
Monte-Carlo model with an additional stretching potential implemented by Dr. Nick Kepper.
To account for the unwrapping of DNA from the histone octamer the recently described
unwrapping potential developed by Kulic´ and Schiessel [209] was used. The results are also
described in a manuscript submitted for publication [24].
Stretching potential To include a stretching force into the MC procedure a stretching
potential was added. The energy Epull of the potential describing both effects can be written
as
Epull =
kholdv
2
2
− Fpulllz.
For an applied force Fpull this potential affects the chromatin fiber equilibrium conformation
in favor of a stretched conformation. Enlarging lz, i.e. the distance between the first and
the last segment of the fiber in z-direction, reduces the pulling energy term. To attach the
other part of the fiber at the origin khold was chosen such, that within an MC simulation the
displacement of the first segment with respect to the point of fixation v would not increase
more than ∼0.3 nm.
Including nucleosome unwrapping into the coarse-grained fiber model
The original chromatin fiber model does not include the possibility of releasing DNA from
the nucleosomal particle (see section 3.3.1). However, the effect of DNA unwrapping from
the histone octamer already occurs at low forces of ∼ 5 pN [210]. To simulate a more realistic
stretching of chromatin fibers the effect was implemented with the help of a recently proposed
analytical expression. The energy needed to unwind DNA from the protein can be written
as [209]:
Euw(d) = 2Rα
(
kad − A2R2 − F
)
+ 2 · FR cosα · sinα+ . . .
8
√
AF
(
1−
√
1 + (cosα)2
2
)
+ F
dz
d
∆d (6.1)
R is the radius of the nucleosome subtracted by the DNA radius, kad is the interaction
strength between nucleosomal DNA and the histone proteins, A is the DNA stiffness, F is
the applied force, α is the angle describing the amount of unwrapped DNA and d is the
distance between the first and the last contact of the DNA with the histone proteins.
In our chromatin model the angle α defined by Kulic´ et al. [209] does not exist. However,
the amount of unwrapped DNA in the six-angle model can be described by the parameter d
defining the distance between ingoing and outgoing nucleosomal DNA at their contact points.
To calculate the angle α implicitly the following expression was defined [24]:
d = 2RDNA+core · sinα+ 2RDNA · (αeq + α). (6.2)
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Figure 6.4: A typical force-extension curve obtained with MC simulations is shown. The curve is
characterized by up to four regimes: (i) a shallow slope at low forces where the fiber aligns and
straightens, (ii) a steeper slope as soon the end-to-end distance of the fiber has reached, (iii) a smooth
further increase in force when the energy suffice to open the internal conformation of the fiber and
finally (iv) a steep slope, when further extension is only provided by DNA stretching and bending.
(Figure taken from [24])
The radius of the histone core plus the DNA radius is about RDNA+core = 4.9 nm and αeq,
the angle between outgoing and incoming relaxed linker DNA, was measured in the crystal
structure to be ∼ 120◦ [8]. Since equation 6.2 is not easily invertible a number of discrete
values were calculated and plotted in the inverse manner α(d). Fitting this graph in the
relevant data range of α = −2.1 rad (−120◦) to +3.1 rad (180◦) resulted in the following
formula used to calculate the corresponding angles α from a given distance d:
α(d) = f1 · arcsin (f2 · (d− f3)) , (6.3)
with the best fit parameters: f1 = 0.56, f2 = −1.942, and f3 = 20.52.
In the following subsections the main results from my contribution to ref. [24] are summarized.
The contribution of nucleosome-nucleosome interactions cannot directly be ex-
tracted from force-extension curves.
Stretching simulations of chromatin fibers of 100 nucleosomes were first carried out for all
three nucleosome geometries without the nucleosome unwrapping potential included. A typ-
ical force extension curve is displayed in Figure 6.5. In recent experimental studies [210, 211]
these force-extension curves have been used to estimate the contribution of internucleosomal
interactions within the fibers. However, in the MC simulations, the relative contributions of
all energetic contributions can be dissected. It is apparent that all energy terms are signifi-
cant in the regime that was utilized in experiments to estimate the internucleosomal energy.
The gradient of the shape and the magnitude of the plateau (region (iii) in Figure 6.5) are
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F
Figure 6.5: Snapshots of chromatin fibers stretched with different forces. The applied force increases
from bottom to top: 0 pN, 2.8 pN, 10.0 pN and 26.2 pN, respectively [24].
controlled by a mixture of energetic and conformational parameters. Thus, no simple relation
exists to extract the interaction energy between nucleosomes from the force-extension curves.
Different parameter combinations of nucleosome geometry, repeat length and
interaction potential can result in similarly shaped force-extension curves.
By comparing the three nucleosome geometry models in terms of force extension curves it
became apparent that a certain fiber geometry cannot be identified from the shape of the
force extension curve. Force-extension curves with and without plateau, steep increase or
smooth slopes etc. can be found in both, crossed-linker and interdigitated fiber conformations.
By varying parameters like the nucleosome interaction energy (Emax) and the nucleosome
repeat length (NRL) a similar-shaped normalized force extension curve can be found for both
geometries (Figure 6.6). Thus, it is not straightforward to distinguish between chromatin fiber
conformations solely from the shape of the force-extension curve.
Including DNA unwrapping reveals that the outer DNA turn is bound less stably
to the histone octamer than the inner DNA turn.
When the DNA unwrapping potential is included into the stretching simulations, the force
extension curves can be directly compared with force-extension curves obtained by experi-
mental studies. At least four states can be distinguished in Figure 6.7: A moderate increase
(1) in force occurs until a plateau-like region evolves (2). Following this plateau a steep slope
emerges (3) until the saw-tooth shape reflects successive irreversible dissociation of nucleo-
somes from the chromatin fiber (4). The first region can be reproduced by our simulations
without DNA unwrapping potential (light blue date points) and all simulated force-extension
curves with different values for the DNA adsorption strength kad. The plateau region can
only be matched by the curves corresponding to low kad values of 2 (red line) and 3 kBT ·nm−1
(orange line). Higher adsorption energies lead to a higher plateau force. To reproduce the
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Figure 6.6: Comparison of simulations with different fiber geometries and experimental data. Force-
extension curve (plotted as relative extensions) of chromatin fibers with CL (red lines) and ID (black
lines) nucleosome geometry using the same maximal nucleosome interaction energy of 6 kBT. For the
two upper curves the effective nucleosome interaction energy was ∼2 kBT. For each tested combination
of NRL and nucleosome geometry a similar shaped curve with another geometry can be produced.
(Figure taken from [24])
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Figure 6.7: Experimental force spectroscopy curve for a chain of 17 nucleosomes in the absence
of linker histones (gray) [77] in comparison with corresponding simulated force extension curves.
Simulations are shown for different interaction strengths between DNA and histones with values for
kad of 2 (red), 3 (orange), 4 (green), 5 (dark blue), and 6 kBT nm−1(black) [24].
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second force increase (at ∼ 500 nm) higher kad values are needed. DNA adsorption of kad =
5 or 6 kBT ·nm−1 seem to fit best region (4) of nucleosome disruption. Within our implemen-
tation of the DNA unwrapping potential no constant adsorption energy of the DNA at the
protein core fits the experimental data in terms of absolute values.
The experimentally detected saw-tooth shape of the curve, that reflects successive irreversible
dissociation of nucleosomes from a single chromatin fiber [77, 212–214] cannot be reproduced
in the MC simulations in general. Per definition, the simulations reflect the equilibrium of
a representative chromatin fiber ensemble at a given applied force as opposed to the time
dependent behavior of a single molecule, in which successive irreversible unwrapping events
of individual nucleosomes can be resolved.
6.2 Translocating a nucleosome in a chromatin fiber
6.2.1 Developing a new model for DNA electrostatics
In order to allow for a variable linker length within a simulated chromatin fiber with the
coarse-grained model a new approach to calculate efficiently the electrostatics of the DNA
segments was needed. The previous approach of [19] is described in section 4.2.1. This
procedure requires to determine a numerical solution for a double integral that expenses
enormous computational costs. To reduce computation time a table of electrostatic energies
between DNA segments in different distances and orientations was calculated for each simu-
lation study. However, the model was restricted to constant lengths of DNA segments. The
geometrical approximation of DNA as cylindrical homogeneously charged segments therefore
had to be changed. The idea was to describe each DNA segment by an arbitrary number of
charged spheres building together one segment of DNA in the coarse-grained model. When
the length of a DNA segment would change within a simulation, the number of spheres or
the amount of charge within each sphere could be adjusted.
In the following the mathematical description of the new model and its implementation
in the MC2 package is presented. The derivation of the needed mathematical expression was
accomplished within this work, the implementation into the MC2 package was carried out by
Robert Scho¨pflin in the group of Prof. Dr. Gero Wedemann. In section 2.1 the mathematical
description of DNA electrostatics has been introduced. To calculate the interaction of two
DNA fragments within a physiological salt concentration of 150 mM the following sections
provide the derivation and explicit calculation developed within this thesis to provide an
improved electrostatic interaction for the coarse-grained model MC2.
Calculating the electrostatic potential of DNA
In the coarse-grained simulation program the GROMACS unit system is used, which facil-
itates calculation in biomolecular and chemical systems. This unit system is based on nm,
ps, K, electron charge (e) and atomic mass unit (u). The units and physical constants that
are needed here are summarized in Table 6.1. Starting from the equation derived in section
2.1, the electric potential in a solution with monovalent ions can be written as
φ(r) =
qeκa
εs(1 + κa)
· e
−κr
r
, (6.4)
with κ defined as
κ2 =
2e2c · ρNA
ε0ε · kBT .
6.2. NUCLEOSOME TRANSLOCATION 73
ec 1.602 · 10−19 C electric charge unit
ν −2/0.34 C nm−1 line charge density of DNA
ρ 0.1 mol l−1 molarity of the solution
NA 6.022 · 1023 mol−1 Avogadro constant
ε 80 value for the dielectric value in the solution
ε0 (4pif)−1 dielectric constant
εs 4piεε0 combined dielectric constant
f 138.935 kJ nm mol−1 e−2c electric conversion factor
kB 8.314 · 10−3 kJ mol−1 K−1 Boltzmann constant (same as gas constant R)
R1 1.2 nm radius of the DNA model sphere
a 1.4 nm DNA radius plus ion exclusion layer
d 1.02 nm distance between two adjacent DNA spheres
T 293.15 K temperature of the solution
Table 6.1: Constants and parameters in the GROMACS unit system.
The charge of a DNA segment is given by: q1 = νd · ec with the values listed in Table 6.1 κ is
κ = 1.0385 nm−1 ⇒ Debye− length : κ−1 = 0.96 nm.
The equation can be simplified by combining all constant values into one constant φ∗
φ∗ =
ec · eκa
4pi0 · (1 + κa)
φ∗ =
138.935 ec eκa
80 · (1 + κa) · ec
kJ nm
mol ec
φ∗ = 2.685
kJ nm
mol ec
.
Figure 6.2.1 shows the potentials derived for a = 1.4 nm. The energy of a particle with
charge Q in the electric potential φ(r) is given by
Eel(r) = Q · φ(r).
Hence, for the DNA model, the electrical energy is given by
Eel = q1 · φ∗ · e
−κr
r
. (6.5)
The electric energy of two charged spheres
To calculate the energy of a system of different DNA segments the potential φ(ri) of each
DNA segment for the distances ri between this segment and all charges dqi of the other
segments has to be derived. Hence, the equation
dEi = dqi · φ(ri)
has to be solved. The charge of the DNA is assumed to be homogeneously distributed over
the surface of the spheres. The surface charge density is σi = qi/4piR21. The surface elements
dAi take into account that each element is at a certain radial distance ri in the potential.
dEi = σidAi · φ(ri)
74 CHAPTER 6. MC RESULTS
distance (nm)
2 3 4 5 6 7 8 9 101
0.2
0.3
0.4
0.5
0.6
0.7
0.1
 Ф
(r
) (
kJ
 m
ol
-1
 e
-1
)
Figure 6.8: Electric potentials for different geometries of the DNA molecule. Previous symmetry:
cylindric (red line). New symmetry: sphere (green line).
Assuming only two DNA segments K1 and K2 the energy of the system can be described by
calculating the electrical energy of the charged segment K1 in the electrical potential φ(ri)
generated by segment K2 as defined in equation 6.5. To include the entire charge one has to
integrate over the surface of K1
Etot =
∫ ∫
σi · φ(ri) dAi.
Defining the integral Due to the radial symmetry of the potential the integral can be
written in polar coordinates:∫ ∫
σi · φ(ri) dAi =
∫ ∫
σi · φ(ri)R21 sin θ1 dϕ1dθ1,
with the surface element defined as dA1 = R21 sin(θ1)dθ1dϕ1. Assuming the charge to be
homogeneously distributed over the surface one can separate the surface charge dσi = dσ
from the integral. Writing R1 in front of the integral as a constant in our system, representing
the radius of the DNA segment K1 and inserting the potential φ(ri) according to equation
6.4 yields
Etot =
Q2 · σ1 ·R21
4piεε0
eκa
(1 + κa)
·
∫ ∫
e−κ|rˆ|
| rˆ | sin(θ1)dθ1dϕ1. (6.6)
The radius rˆ is a function of θ1 and ϕ1. It points from the center of K2 (the origin of the
potential φ(rˆ = 0)) to each surface element dAi of K1. A scheme for the integration is
displayed in Figure 6.9. It was chosen such that the z-axis of the spherical coordinate system
points towards the center of the origin of the potential in sphere K2. The center of the
coordinate system is set to be the center of the sphere that is going to be calculated (in this
case sphere K1). The integration must include all distances from each point of sphere K2 to
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Figure 6.9: Applied geometry for the integral. The z-axis of the spherical coordinate system is chosen
to start in the center of sphere K1 and points towards the center of sphere K2. The inlet depicts the
orientation of the axes and the definitions of the angles ϕ1 and θ1.
the center of sphere K1. Expressed in polar coordinates and in terms of its variables θ1 and
ϕ1 of sphere K1, rˆ can be calculated as (see Figure 6.9)
rˆ = ~r − ~R1
=
 00
r
−
 R1 · sin θ1 cosϕ1R1 · sin θ1 sinϕ1
R1 · cos θ1
 . (6.7)
The absolute value of rˆ is:
rˆ =
√
R21 sin
2 θ1 cos2 ϕ1 +R21 · sin2 θ1 sin2 ϕ1 + (r −R1 cos θ1)2
=
√
R21 − 2rR1 cos θ1 + r2. (6.8)
Including this expression for rˆ into the integral (without constant parameters) results in
I =
∫ pi
0
∫ 2pi
0
e
−κ
“√
R21−2rR1 cos θ1+r2
”
√
R21 − 2rR1 cos θ1 + r2
· sin θ1dθ1dϕ1. (6.9)
Solving the integral The integral over ϕ1 can be separated since the function is indepen-
dent of ϕ1. By substituting the integration variable θ1 this integral can be simplified and
solved. Substitution is accomplished by introducing a new variable of the type [215]
x = ϕ˜(t)
The integral can be solved in the new variable and re-substituted afterwards if the variable
is invertible in the region of the integration, t = ϕ˜−1(x), and its inverse function is different
from zero, ϕ˜−1(x) 6= 0. With these assumptions the integral ∫ ab f(x)dx can then be written
as ∫ a
b
f(x)dx =
∫ ϕ˜−1(a)
ϕ˜−1(b)
ϕ˜′(t)f(ϕ˜(t))dt. (6.10)
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Figure 6.10: Left: Calculated energies for a chain of 100 DNA segments with the more exact method
of finite elements (symbols and lighter colors) and the approximated solution with spherical DNA
segments (solid dark lines). Each salt condition depicted in the figure was fitted in terms of the
shielding factor. The shielding factors fitting best are given in the legend. The sphere radius was set
to R1=1.5 nm for all salt conditions. Right: Model system to calculate the electrostatic potential of
a DNA chain. The DNA segment K1 in a distance r1j of DNA segments Ki aligned in a chain were
used to calculate the electric energy of a system of DNA segments.
With ϕ˜′(t) = dϕ˜/dt.
For equation 6.9 it is advantageous to choose a function that eliminates the square root
x = ϕ˜(θ1) =
√
R21 − 2rR1 · cos θ1 + r2 (6.11)
Accordingly, this square root is chosen as the new variable x = ˜ϕ(θ1). Its derivation yields
ϕ˜′(θ1) =
dx
dθ1
=
dϕ˜(θ1)
dθ1
=
rR1 sin θ1√
R21 − 2rR1 · cos θ1 + r2
⇒ dθ1 =
√
R21 − 2rR1 · cos θ1 + r2
rR1 · sin θ1 dx. (6.12)
Inverting this variable leads to
θ1(x) = arccos
(
R21 + r
2 − x2
2rR1
)
. (6.13)
Inserting all the substitutions into the integral (equation 6.9) results in the integral
I =
∫ r+R1
r−R1
∫ 2pi
0
e−κx · 1
rR1
dx dϕ1. (6.14)
Solving the integral including all parameters and re-substitution of the variable into θ1 yield
equation
Etot =
Q1Q2 sinh(κR1)
4piεε0 · κ ·R1 ·
eκa
(1 + κa)
· e
−κr
r
. (6.15)
This is the desired result for the energy of two charged spheres in a solution with ions.
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Electric energy of a DNA chain
To integrate equation 6.15 in the program package MC2 appropriate parameters have to be
determined. It is the aim to describe a chain of DNA segments as accurately as possible
in comparison to the best solution that can be obtained using the finite-elements method.
In the latter Ralf Seidel calculated electrostatics for a test system of a chain of 100 DNA
segments plus a single DNA segment placed in an increasing distance from this chain. The
resulting electrostatic energies are plotted for different salt concentrations in Figure 6.2.1.
The approximation of the system reproduces the shape of the calculated energy curves very
well. Unfortunately the approximation does not describe the dependence of the energy over
the whole range of salt concentration correctly. The resulting parameters are therefore only
valid for certain salt concentration ranges.
6.2.2 Simulating chromatin with varying linker DNA
Motivation Native chromatin fibers contain varying DNA linker lengths between adjacent
nucleosomes. Remodeler complexes enable nucleosomes to slide along the DNA within a
chromatin fiber, resulting in local changes of nucleosome repeat lengths (section 2.4). So far
only constant linker DNA lengths were considered in MC simulations of chromatin fibers. The
restriction ensured reasonable computational resources for the simulation procedures, which
was mainly caused by the calculation of the electrostatic interaction between single DNA
segments. With the help of the new implemented electrostatic potential based on charged
spheres the model became much more flexible in terms of the segment length of DNA. Here
the first simulations were performed to investigate the influence of locally changed linker
lengths.
System setup To test the local influence of a translocated nucleosome (simulated by a
change in the linker length before and after the corresponding nucleosome segment) a chro-
matin fiber of 100 nucleosomes was built for three model conformations (see section 6.1.1):
• CLS202 A crossed-linker fiber conformation with stem (representing H1) was created
with a nucleosome repeat length of 202 bp. This fiber adopts a 3-start helix.
• CLS216 Another CLS fiber was built in a left handed 2-start helix conformation with
an NRL of 216 bp. It resembles experimentally observed structures [216] and provides
long linker DNA.
• ID197 The newly identified very stable interdigitated fiber conformation (section 6.1.1)
was used. It contains a relative long linker DNA and reproduces the experimental data
well [206].
All three chromatin fibers were subjected to MC simulations. In samples from thermal
equilibrium the central nucleosome was then translocated with integer steps of different length
depending on the constraints imposed by the conformation. Segment 151 was shifted towards
segment 152. In the CLS202 fiber conformation a maximal shift of 4 bp was possible, in
CLS216 shifts of up to 12 bp could be investigated, due to the long DNA linker, and in the
ID197 fiber conformation shifts up to 10 bp were studied.
Only small differences in general fiber parameters can be found when nucleosomes
are translocated.
In a first set of simulations the response of the total fiber to the perturbation introduced by
changing the nucleosome position was analyzed:
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CLS202 CLS216 ID197
Figure 6.11: Examples of fibers simulated for the analysis of variable linker length. Top row: equili-
brated snapshots without nucleosome shifts. Bottom row: the blue highlighted nucleosome is segment
number 151 that was shifted by 3 base pairs in the CLS202, 4 base pairs in the ID197 and 10 base
pairs in the CLS216, respectively.
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Figure 6.12: Local bending energy mean values over conformations in thermal equilibrium. Crossed-
linker geometry chromatin fibers show a strong reaction on the sliding of a nucleosome (segment
number 151 was shifted for 1,2,3 or 4 bp towards segment 152).
• CLS202 When one nucleosome is shifted in a CLS fiber with NRL of 202 bp time to
reach thermal equilibrium correlates with the distance of nucleosome translocation: A
shift of 1 bp needs ∼500 000 steps more than a homogeneous fiber, whereas a shift
of 3 bp needs more than 107 steps more. Interestingly a shift of 4 bp results in the
same time needed to equilibrate as without inhomogeneity. The same behavior can
be found when the fiber parameter or the electrostatic energy contribution is plotted.
The finally reached equilibrium, however, differs from that of the regular fiber. The
end-to-end distance decreases with increasing step size. However, a shift of 4 bp effects
the end-to-end distance less again.
• CLS216 The total energy of the chromatin fiber decreases by approximately 200 kJ/mol
when one nucleosome is shifted. However, no difference in the absolute values is obtained
if sliding by one or more (up to 12) bp occurs. The total energy remains ∼500 kJ/mol.
Other calculated fiber properties showed no effect: neither the persistence length, the
electrostatic or bending energy contribution, the fiber-like appearance nor the end-to-
end distance changed significantly if one nucleosome was shifted by 1 to 12 bp.
• ID197 The interdigitated fiber conformation with 197 bp nucleosome repeat length
displayed strong variations over the 20 million MC steps. The total energy depended
on the translocation distance: E¯tot,0 ∼ 150 kJ/mol whereas E¯tot,1 ∼ −100−100 kJ/mol,
E¯tot,4 ∼ 50 kJ/mol, and E¯tot,6,8,10 ∼ −50 kJ/mol. The bending energy, the end-to-end
distance and the persistence length remained constant no matter if a nucleosome was
shifted or not. The electrostatic energy decreased from E¯estat,0 =∼200 kJ/mol to
E¯tot,shift ∼140 kJ/mol independently of the amount of base pairs shifted.
Analyzing local energies: different chromatin fiber conformations respond differ-
ently
In a short analysis it was tested what effect the nucleosome shifts had on the local energy of
single segments in the chromatin fiber. The setup was restricted to perturbing the position
of one segment i central in the fiber. This was expected to influence at least the direct neigh-
borhood, i.e. segment number i+ 1 and i− 1. However, depending on the fiber conformation
and the linker length, the perturbation was observed for up to 50 segments around the shifted
nucleosome. This was the case for the crossed-linker conformation when the nucleosome was
shifted by 3 bp (Figure 6.12). The amount of energy change also was largest for this confor-
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Figure 6.13: The effect of nucleosome sliding in a crossed-linker geometry fiber with NRL=216 bp
(left images) and in an interdigitated fiber with NRL=197 bp (right images). The mean bending
energies over all conformations are shown per segment at different shifting distances.
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mation. Single segments of the chain exhibited an increase of 4 kJ/mol in bending energy.
This is more than 6 times the usual fluctuation of the bending energy in this conformation.
A large influence on local energy values was only apparent for some of the chain segments.
DNA as well as nucleosomes every 3 to 6 segments significantly deviated from the standard
values. When the nucleosome is tranlocated for 4 bp the perturbation almost disappeared
again. A one bp shift locally affected only the direct linker DNA bending energy, a two bp
shift already biased up to 22 segments upstream. In case of the elongated NRL of 216 bp in
crossed-linker geometry the effect was less significant (Figure 6.13). Shifting the nucleosome
by 1, 2, 6, 10 and 12 bp almost had no visible influence. The energy was influenced only in
the area of ±5 segments around the translocated nucleosome. The energy changed slightly
by ∼ 0.5 kJ/mol. However, the overall bending energy of all segments decreased about 0.25
kJ/mol and fluctuated less between neighboring segments. A shift of 4 bp induced a signifi-
cant increase in bending energy for an area of about 4 segments.
Interdigitated fibers were much more inhomogeneous in terms of bending energy along the
fiber: segments closer to the fiber ends exhibited an increasing bending energy. When the
central nucleosome was shifted by 1 or 10 bp no difference was observed. A shift of 2, 4, 6 or
8 bp always resulted in a local increase in bending energy for about 8 segments around the
translocated nucleosome.
82 CHAPTER 6. MC RESULTS
Chapter 7
Discussion
7.1 Summary
The nucleosome is a nucleoprotein complex consisting of a protein core formed by eight his-
tone proteins around which DNA is wound in approximately two turns [1]. Histone proteins
contain a well-structured part of three alpha helices and about 40 N-terminal amino acids,
the histone tails, that lack any secondary structure [57]. The histone tails are susceptible to
numerous covalent modifications that are important in regulatory processes and the packag-
ing state of the genome [71].
The nucleosome itself is involved in the regulation of genome accessibility and activity, build-
ing the basic unit of chromatin [3]. It has been successfully crystallized in 1997 [8]. However,
the challenging and intriguing question how the nucleosome combines its two conflicting
main characteristics of compact stability and open accessibility still remains unsolved [12].
On the one hand nucleosomes contain very stable DNA-protein interactions, that withstand
the bending stiffness of DNA to wrap it tightly around the protein surface [57]. On the other
hand the outer DNA turn (∼40 DNA base pairs of each side of the nucleosome, starting from
the linker DNA) can open in a thermal motion process termed breathing [60, 61]. The whole
nucleosome can be moved along the DNA sequence by chromatin remodeler complexes. The
most prominent model for this mechanism of motion is the loop-recapture process [105, 112].
Thereby a DNA loop is formed that propagates along the protein surface to finally slide the
nucleosome core relative to the DNA in order to reorganize the nucleosome pattern.
Here, the complex behavior of the nucleosome and its higher order structure, the chro-
matin fiber [1], were investigated with two simulation techniques. The technique of molecular
dynamics (MD) simulations [166] and Monte-Carlo (MC) sampling [19] were used to reveal
complementary information in terms of resolution and length scales.
MD simulations include all atoms and are restricted to short time periods and smaller sys-
tems due to immense requirements of computational resources [15]. The MC simulations
conducted here are based on a coarse-grained model, describing the nucleosomes and DNA
fragments as single entities [19, 217]. Accordingly, MC simulations with large systems like
a chromatin fiber consisting of hundreds of nucleosomes can be conducted. The MC model,
however, contains assumptions and approximations on the geometrical details of the chro-
matin model and interaction parameters between proteins and DNA [178]. The advantages of
the different simulation techniques were combined to get new insights in a very complex and
in terms of all-atom simulations huge molecular system. MD simulations of the nucleosome
itself are challenging [163]. The application of steered MD [18] simulations partly resulted in
a handling of more than 2.5 million atoms in one setup. Without supercomputer facilities,
83
84 CHAPTER 7. DISCUSSION
the technique of parallel computing and a lot of persistence the simulations would not have
been possible.
In the following subsections the results from previous chapters (Chapter 5 and Chapter 6)
will be discussed. To highlight the links between results as regards content, the discussion is
organized by subjects: First all results concerning DNA, then the simulations of nucleosomes
and finally the chromatin fiber simulations will be discussed.
7.2 DNA
Molecular dynamics of DNA fragments of different sizes were simulated in explicit water and
implicit water to study the influence of the model solvent used in the simulation (section
5.1.1). The simulations indicate the need of explicitly simulated water molecules for the
questions of interest. As an application the persistence length was calculated for the simulated
fragments. In order to test and evaluate the simulation setup for steered motion various
forces were applied to DNA fragments in SMD simulations (section 5.1.2). The results are
only roughly discussed here, since the aim was to practice and test the techniques of steered
molecular dynamics for larger systems as the nucleosome. The coarse-grained chromatin fiber
model [178] was extended by allowing the variation of linker length and nucleosome geometry
parameters. Therefore a new model for the electrostatic of the DNA was needed that was
calculated in section 6.2.1.
Implicit water simulations do not suffice to sample representative conformations.
Our simulations were carried out with the Amber package 9 [142] and the implicit solvation
model IGB5. Implicit solvation models have already been discussed and compared to explicit
solvation for example in [218–220]. Dixit et al. compared implicit water models (Amber
package 8: IGB1, IGB2 and IGB5) and found out, that the model IGB5 and IGB2 (depending
on the analysis taken into account) performed best in comparison to explicit water simulations
[220]. Nevertheless, they concluded that the tested implicit solvation models do not suffice
to sample the conformational states sufficiently. They described an unnatural large fraying
of the last bases in their DNA structure and a much less dynamic range of central base pairs
in implicit water simulations.
The comparison of the implicit and explicit simulation data conducted here supports that
the simulation environment has a strong effect on the outcome of the structure (Fig. 5.1 and
Fig. 5.2). The effect of less directed motion of the DNA fragments demonstrated in Figure
5.2 arises from the excluded viscosity in the implicit water solvation model. The missing
stochastic forces acting on the atoms within the DNA structure enables a faster sampling
of the conformations in the implicit simulations. The loss of the appropriate time scale for
an observed movement within an implicit water simulation has already been noted [151] and
was confirmed here. A more randomly distributed motion of all atoms within the DNA
fragments was observed in the implicit simulations, whereas the explicit solvation model
results in a directed motion (Figure 5.2). As the analysis of DNA step parameters (rise,
roll, slide, etc.) and properties of the structures has shown (see Fig. 5.1) the parameters to
describe the simulations are quite similar. However, the dynamical behavior of the structures
is influenced by the solvation model. The results presented here agree well with the previously
made comparison between different implicit solvation models and explicit water simulations
as mentioned above [221].
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In summary, implicit water simulations should be used with caution and should only be
applied if the question of interest
• does not depend on the direct interaction with single water molecules
• does not depend on the complete sampling of conformations and
• does not need to be related to the simulation time.
Comparing the concrete situation of DNA fragments with 44 bp here, the simulations in im-
plicit water conditions were 7.8 times faster than the explicit water simulations. Nevertheless,
implicit solvation models have shown to be not sufficient realistic for the questions addressed
within this thesis. Therefore all MD simulations conducted for the main results were carried
out in explicit water conditions.
The persistence length of simulated DNA fragments varies depending on the
system setup.
The persistence length was calculated for DNA fragments as an application of the simulated
trajectories in explicit and implicit solvation conditions. In section 5.1.1 equation 5.1 was
used to calculate the persistence length of the simulated DNA fragments. The formula was
originally developed based on the model of a wormlike chain. The simulated trajectories
resulted in different values as shown in Table 5.1, varying between: Lp,implicit,44 ∼ 170 ± 20
A˚ and Lp,implicit,147 ∼ 460 ± 20 A˚. The values also deviate significantly from experimental
results: The consensus value for Lp at normal ionic strength is Lp,exp = 500 A˚ [40].
The small fragments show the largest discrepancy, which might be caused by the internal
molecular structure of DNA. DNA fragments are not homogeneously flexible: Due to the
internal molecular structure bending into the major groove is preferred. In small DNA frag-
ments this inhomogeneity is not averaged out. Thus one approximation of the wormlike
chain model, the homogenous flexibility, is not provided for very small DNA fragments. This
implies that a more detailed model is needed to describe DNA adequately for small length
scales, as already suggested by [52, 222–224]. The fragments in explicitly simulated water
converge both in ∼ 335 A˚. This implies, that the calculated persistence length of DNA based
on the small simulated fragments leads to a smaller value than observed in experiments. The
implicit water simulations show a larger discrepancy. However, as shown in previous section
the implicit water simulations are less reliable. Nevertheless, to support the observed persis-
tence length longer simulations with divers initial structures should be conducted for a more
exact estimation of the DNA persistence length at small length scales.
Although the persistence length of DNA was estimated and studied extensively [40] a discrep-
ancy between long and small DNA fragments was recently found. The observed persistence
length in large DNA molecules differed from the behavior of DNA at small length scales
and was highly debated: Cloutier and Widom found that random DNA sequences curve 10
times more easily than predicted from current theories of DNA bending [225]. Although
in a following publication it was argued that this was due to an artifact [226], mechanistic
considerations such as a spontaneous kinking due to bubbles [49] or increased nucleotide flip
out probabilities [227] were provided in the following years to explain the observed decreased
persistence length of small DNA fragments. Until today, no model to describe DNA at very
small length scales is defined.
Applying forces on DNA fragments to test simulation setups
DNA has been stretched in single molecule experiments by different research groups under
diverse conditions (long (∼ kbp-mbp) [45] and short DNA fragments (∼ 30−200 bp) [56, 228–
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230], single and double stranded DNA [231], RNA [232] as well as chromatin fibers [210]).
Here, DNA fragments were bent, twisted, stretched and compressed by the application
of external forces in SMD simulations in order to test appropriate simulation setups for the
DNA unwinding from a nucleosome core. No detailed analysis of the simulated results was
made, since the main aim of the simulations was the calibration of the simulation system.
The results show that in principle the DNA structure was maintained and that the ap-
plied forces were in adequate ranges compared to other SMD simulations [233, 234]. So far
only the stretching of DNA fragments was investigated in simulations as e.g. by Konrad et
al. [233]. Konrad et al. focussed on the B-S transition of their DNA fragment consisting of
12 bp. They simulated the stretching via constraints on the DNA structure with a force
increment every 40 and 10 ps, respectively, in implicit water conditions. The resulting forces
reached values in the nN range.
The technique of applied forces has been recently used primarily to unbind or unfold small
protein complexes [235] as titin immunoglobin domain [168] and streptavidin-biotin com-
plexes [236]. In experimental setups DNA was stretched by various techniques as fibers
[237, 238], cantilevers [239], hydrodynamic drag [240], optical [231, 241–244] or magnetic
[245, 246] tweezers which have been reviewed for instance in [201, 203, 247]. However, the
direct comparison between experimental data and simulated forces is difficult [247]. Since
molecular simulations are restricted to ns timescales the applied forces are much higher than
in experimental setups, where stretching occurs in seconds to minutes. The challenge of data
interpretation is reviewed for example in [248, 249].
Defining the spring constant The large fluctuations observed in the stretching simula-
tion with a stronger spring constant k of the virtual spring (Figure 5.5) is an effect of the
implementation of the constant velocity approach. In experimental setups a lower k value
results in more fluctuations due to thermal fluctuations [250]. These are able to move the
spring more easily, when the spring constant is weaker. Since the spring is not explicitly
implemented in the simulations, the thermal energy has no influence on the motion of the
spring tip (no molecule can collide or interact with the SMD spring) [18]. The spring constant
in simulations therefore mediates the fluctuations of thermal motion of the SMD atoms. For
all stretching simulations the spring constant was chosen to be k = 2 kcal/mol/A˚2.
A new DNA electrostatic model for the coarse-grained chromatin fibers
In section 6.2.1 a new formula for the calculation of the DNA electrostatic energy in the
context of a coarse-grained model simulating chromatin fibers was developed. Previously, the
electrostatic interaction of the DNA was calculated as proposed by Konstantin Klenin [251]
assuming cylindrical DNA segments with fixed lengths and homogeneous line charges. The
parameters were fitted to more exact calculations with the Poisson-Boltzmann equation as
shown in [19]. However, the model was based on the assumption of infinitively long cylinders.
This approximation is not well preserved when small DNA segments of less than 10 bp are
modeled. The need for a more detailed description of the DNA electrostatics was already
noted by Delrow et al. [252].
Here, DNA segments were approximated by spheres with homogeneous surface charge dis-
tribution (section 6.2.1). The electrostatic potential of a sphere in an ion solution can be
calculated as shown by Holst [35]. The integral needed to calculate the interaction of two
spherical DNA segments was solved section 6.2.1. The result was implemented into the
coarse-grained chromatin fiber model in a collaboration with Robert Scho¨pflin. The resulting
interaction energy within a chromatin fiber was tested. A more exact solution of electro-
static energies was used to optimize the parameters (see section 6.2.1). The approximation
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of various spherical segments to build the linker DNA in a chromatin fiber is as good as
the cylinder approximation. The approximation of infinitively long segments is not needed
anymore. A second advantage is the faster calculation, due to the solved integral: In the new
model the energies are calculated directly and do not need to be tabulated in advance to save
computational resources. Therefore it is possible to create DNA linker of variable length (see
section 6.2.2).
7.3 Simulations of the nucleosome
The nucleosome in complex with additional proteins as the linker histone H1, HP1 and
a second nucleosome in close proximity were examined in molecular dynamics simulations
(section 5.2). In section 5.3 the results of an MD study of nucleosomes are presented revealing
a high resolution interaction map of the DNA with the histone proteins. The histone-DNA
interaction pattern has a profound effect on dynamical processes like nucleosome sliding, DNA
access within the nucleosome and the loop-recapture process. The map revealed much more
complexity than suggested previously [8]. The contribution of the non-structured histone
tails was found to have a strong influence on the interaction sites within the nucleosome,
enabling a manipulation of the interaction pattern by binding of other proteins or modifying
histone extensions.
In another simulation series a stretching potential was applied at the linker DNA of
nucleosomes to force the DNA to unwrap (section 5.4). DNA was entirely unwrapped from
the nucleosomal protein core at all-atom resolution for the first time (Fig. 5.15). To dissect
the contribution of the histone tails to the DNA-histone interactions in this dynamical process
two different setups were realized: an intact nucleosome and a tailless nucleosome. The latter
one lacks all non-structured histone protein extensions (see Fig. 5.16). The unwinding of the
DNA occurred in four phases and revealed two main barriers within the nucleosome structure
as summarized in Fig. 7.1. The histone tails clearly increased the nucleosome stability (Fig.
5.16). The force extension curves were found to be a complicated overlay of single disruption
events and DNA stretching, resulting in an unambiguous definition of distinct intermediate
states (Fig. 5.18).
Steered molecular dynamics simulations on the nucleosome were conducted here for the
first time. Molecular dynamics of single nucleosomes have been simulated by others as
summarized in section 3.1.4. However, the main interest in general was the description of
the structure parameters within the nucleosome [163, 165] and flexibility of the nucleosome
[161, 162, 190]. Here, we focused on the interaction between the DNA and the protein core
to get new insights into processes like DNA unwrapping.
The DNA-histone interaction map was expanded to single nucleotide resolution
The molecular dynamics of the nucleosome in an approximately physiological aqueous envi-
ronment provided a DNA-histone interaction map at atomic resolution (Fig. 5.14). From
the analysis a clear 5-nucleotide periodicity pattern emerged that originates from contacts
alternating between the two DNA strands of the double helix. The previously published
histone-DNA interaction maps were based on the crystal structure of the nucleosome [8, 57].
A 10 bp periodicity of interactions of the DNA with the histone proteins was identified [8].
Based on the analysis of the crystallographic B-factor within the crystal structure Luger et
al. concluded that there are 14 main interaction sites localized at regions where the minor
groove faces inwards [8, 57]. Furthermore, theoretical investigation and modeling of the pa-
rameters of the crystal structure itself resulted in the finding, that the histone core needs
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to apply inhomogeneous forces onto the nucleosomal DNA to induce the observed bending
within the nucleosome [253]. In force spectroscopy experiments a 5 base pair periodicity of
the interaction was proposed based on their experimental data [254]. This is consistent with
our findings, which provides the underlying structural details at high resolutions. In recent
MD simulations of nucleosome dynamics the wrapping of the histone tail around the DNA,
a high stability of the nucleosome structure and an increased mobility of the DNA ends was
observed [162]. Our simulations support these findings with a strong correlation between the
two data sets. The present results extend the nucleosome interaction maps found previously
[8, 254] to single nucleotide resolution.
Nucleosome stretching simulations reveal two main barriers
So far steered molecular dynamics have only been applied to small particles (DNA, RNA
etc.), proteins and complexes of proteins with ligands [168, 235, 236]. With improving com-
putational resources the system size increased and more complex simulation setups were
implemented [171, 175]. However, the application of SMD still focussed on small scale mo-
tions. For instance, a polypeptide moving through the tunnel of a ribosome was implemented
[177]. The total unwrapping of nucleosomal DNA from the octamer is therefore a first large
scale movement visualized by molecular simulations and was a challenge in terms of tech-
nique and computational power. Due to the high computational resources needed to per-
form the unwrapping simulations, we had to investigate the unwrapping process at a much
higher speed than in experiments (0.0001 A˚/(time step)= 5 m/s; experimental setups: e.g.
0.1 · 10−6m/s). Especially entropic contributions could facilitate breaking of the contacts
between DNA and histone residues when the pulling speed was lower. However, as contribu-
tions of others have shown, important information can be made despite the difficulties that
arise from the non-equilibrium processes [167, 255], although the fully quantitative agreement
between simulations and experiments has proved elusory [256, 257].
High-affinity of DNA-protein interaction sites in the nucleosome The high barriers
located at ∼ ±45 bp from the dyad axis, respectively, have been reported recently based
on experimental studies [212, 254]. Based on the response of mononucleosomes to applied
unzipping forces three regions of strong DNA-histone interactions were found: two at base
pairs ±40, respectively and one at the dyad axis (base pair 0) [254]. Our data reveal that the
area closest to the DNA entry/exit at base pair position ±73 is the first region of interactions
that has to be opened to enable further nucleosome unwrapping (illustrated in Fig. 7.1). A
direct comparison of the scaled simulated force-extension curves leads to the same principal
features as the experiment (Fig. 7.2): (i) The first extension occurs at a rather constant force
increase. (ii) There is a significant decrease of force when the outer DNA turn is completely
disrupted. This state has been identified as an ’unwrapping event of the outer DNA turn’ in
the experimental analysis [212]. (iii) We can identify a steeper force increase and a second
significant decrease of force. The latter was designated as an ’unwrapping event of the inner
DNA turn’ based on experimental data [212]. However, even though the outer turn disruption
occurs at the same extension in the experiments and simulations, we cannot describe it as a
single unwrapping event of the inner DNA turn (Fig.7.2, peak 1 and 2).
Histone tail contribute signficantly to nucleosome stability. Histone tail contacts
with the inner DNA turn persist throughout the stretching simulations. Interestingly, the
destruction of secondary structure and opening the histone octamer complex was more favor-
able than opening the DNA-histone tail contacts. Within the first single molecule unwrapping
experiments no opening of the protein secondary structure was observed [212]. However, the
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Phase I: bending
of linker DNA
Start structure
barrier 2
barrier 1
Fig. 6, Ettig et al.
Phase IV: total 
unwrapping of  
inner DNA turn 
until final struc-
ture
Phase II:
unwrapping
of  outer DNA turn
Phase III: protein 
core rotation and 
octamer opening
Figure 7.1: The unwrapping of DNA from the octamer occurs in four distinguishable phases: In phase
I the DNA aligns into the direction of applied force. H3 and H2A C-terminal tails are interacting
with the linker DNA inhibiting the opening of the nucleosome structure. Phase II is characterized by
the unwinding of the outer DNA turn until barrier 2 is met hindering the total unwrapping of DNA.
Up to this state the process of unwrapping was reported to be reversible [212]. Here, H2A and H2B
tails determine the opening of the barrier. During phase III the histone core rotates and opens parts
of the secondary structure until the unwrapping of the last histone-DNA contacts (phase IV) results
in the final structure.
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resolution to investigate unambiguously structural transformations in a length scale of a few
A˚ngstrom cannot be provided by experimental force-extension curves [249]. Thus details
of internal structural rearrangements are obscured as during a continuous extension of the
macromolecule (Fig. 7.2). In contrast, the remaining contacts between histone tail residues
and outstretched DNA after the unwrapping event were already mentioned in the unwrap-
ping experiments of single nucleosomes [212]. This persistence could lead to a preserving of
the position of the nucleosomes. So far no experiments were carried out that provide data of
unwrapping DNA from tailless octamers. The analysis of an entire nucleosome unwrapping
process without histone tails demonstrates the significant influence of the unstructured his-
tone extensions on the stability and mobility of nucleosomes (Fig. 5.16). Surprisingly, the
histone octamer also widens significantly during the unwrapping simulation even though no
tails form stable contacts to the unwinding DNA. The interaction of the DNA to all glob-
ular parts of the histones appears strong enough to break dimer-dimer interactions apart.
This effect might result from the fast pulling velocity and shall be proved by slower pulling
simulations. However an interesting feature is that the described barriers within the nu-
cleosome are also present without the histone tails (although much less), arguing for a not
purely tail-specific reason for the barriers. Since we found a much lesser DNA stretching and
therefore a much lower barrier within the simulation trajectory of the tailless nucleosome,
the histone tails of the histones H2A (C-terminal), H3 (and one H4 histone) are a major
reason for the barrier. The N-terminal H3 and the C-terminal H2A tails marking this barrier
could be bound by other proteins or modified to enable opening of the gate during regulating
processes.
Increased DNA-histone interactions stabilize the inner DNA turn when the outer
DNA is unwrapped. The high barriers located at ∼ ±45 bp from the dyad axis, respec-
tively, have been reported based on experimental studies [212, 254]. We support the sugges-
tion [209], that not the adsorption of the entire DNA along the inner turn of the nucleosome
is bound stronger, but rather there is a significant local barrier that resists applied forces.
Our interaction map supports the local barriers but also contains positions with high inter-
action energy that have not been identified as local barriers in the unwrapping simulations.
The interaction strength alone therefore cannot be the reason for the occurrence of the bar-
riers. Kulic´ and Schiessel recently investigated the discrepancy between the experimentally
observed and biochemically non-defined barriers within the nucleosome and concluded, that
the underlying geometry and physics of the DNA spool are possibly causing the barriers
[209]: (i) histone tails binding both DNA turns in an intact nucleosome (not unwrapped)
might increase their interaction to the inner turn as soon as the outer turn is unwrapped,
(ii) the DNA turns might repulse each other as long as both are wrapped around the histone
proteins and thus the inner turn might profit from the no more repulsing outer DNA turn as
soon as it is unwrapped.
To test these two ideas of an increased interaction of the inner DNA turn, when the
outer DNA turn has unraveled, the DNA interactions of all histone tails were calculated
separately in this contribution over the unwrapping trajectory. The interaction maps of
single histone tail contacts demonstrate an increased interaction, but with less than the sum
of the previously made contacts between both strands, i.e. not the entire interactions are
rearranged to bind the inner turn (Fig. 7.4).
The analysis of the DNA-to-DNA strand repulsion revealed a non-homogeneous low re-
pulsion of 1-10% of the interaction per base pair (Fig. 7.3). Since only at very few base pair
positions the repulsion occured at all, its effect averaged over the entire nucleosome was in
the order of 0.1% of the interaction of the interaction strength of DNA and histone proteins.
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Figure 7.2: Comparison between experimental data taken from Mihardja et al. [212] and simulated
DNA unwrapping simulation. hen properly scaled in force, the shape of the curve appear similar
and the ain features are visible. The slope of simulated data is steeper and fluctuations are much
stronger. However, the interpreted unwrapping events of entire DNA turns only proved right for the
outer DNA turn (1). In the case of (2) the significant force plateau resulted not from unwrapping
DNA alone, but rearrangements and stretching of DNA. See text for more details.
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Analysis of DNA-DNA repulsion within a nucleosome. A Pure DNA-histone 
interaction is visualized in a heatmap (colorbar same as in B) for one half of 
a nucleosome. B The interaction including the DNA-DNA repulsion is almost 
the same as without taking the effect of DNA repulsion into account. C The 
pure contribution of DNA-DNA repulsion shown. The colorbar demonstrates 
the small amount of repulsive energy.
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Figure 7.3: Analysis of DNA-DNA repulsion within a nucleosome calculated for N0. Top: Pure
DNA-histone interaction is visualized in a heat map (color bar is the same as in the central panel) for
one half of a nucleosome. Center: The interaction including the DNA-DNA repulsion is almost the
same as without taking the effect of DNA repulsion into account. Bottom: The pure contribution of
DNA-DNA repulsion is shown. The color bars demonstrate the small amount of repulsive energy.
We conclude, t at th effect of DNA r pulsion is negligible, whereas the histone tails seemed
to enforce the interaction strength of the inner turn resulting in base pair positions of high
interaction strength in the local barrier before opening the inner DNA turn.
Previous model systems for the nucleosome approximated the nucl osome as solid par-
ticle with no flexibility [209]. Our results indicated that it is much more flexible during the
unwrapping process as previously suggested. It became also apparent that the interpretation
of given force-extension curves is complicated (Fig. 5.18 and Fig. 7.2). Many single events,
especially stretching and rearrangements of DNA conformation and single disruption events
are happening at once leading to an overlay of energy contributions.
Spontaneous DNA loop propagation within a nucleosome is not an efficient mech-
anism for loop translocation
To investigate the spontaneous propagation of an inserted DNA loop as a possible and effec-
tive mechanism for loop translocation, an artificial DNA loop was constructed and embedded
into the nucleosome.
On the basis of the physical properties of DNA, two reports have estimated that large loops of
40 to 60 bp of additional DNA would be most favored in the proposed loop-recapture model
[122, 258]. The loop size was therefore chosen such as illustrated in Figure 7.3. A total of 120
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nucleosomal protein surface. For each single tail the interaction to the DNA is visual-
ized resolved at base pair resolution for the course of the DNA unwrapping simula-
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Figure 7.4: Histone tails potentially contributing to the higher affinity of the inner DNA turn at the
nucleosomal protein surface. For each single tail the interaction to the DNA is visualized resolved at
base pair resolution for the course of the DNA unwrapping simulation. Rearrangements of histone
tails are visible in the N-terminal tails of H2A as well as H2B, where the interaction moves along the
DNA. However, only for one H2B histone (H2B 1) the interaction really inceases as a result of the
missing outer DNA turn.
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A
B
Figure 7.5: Nucleosomes with 20 base pairs (A) or 40 base pairs DNA (B) inserted to form a loop.
The loop itself contains 60 bp and 80 bp, respectively. For the present study only the nucleosome
with the small loop was simulated.
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ns MD simulation trajectory of the nucleosome with this inserted DNA loop was calculated
in explicit water.
Previously it was assumed that DNA with a persistence length of ∼50 nm would open adja-
cent DNA-histone contacts due to the bending stress and the preferred loop structure would
be homogeneously curved. Both expectations were proved wrong. The loop was expected
to have a stronger influence on the surrounding DNA histone interactions. The persistence
length of the DNA has been established to be 50 nm [42] (see section 2.1). In the nucleosome,
the ∼50 nm long DNA is wrapped almost twice around the histone core implying a high cost
of bending energy to wind the DNA so tightly around the protein core. The benefit for
the DNA to bend by this amount is provided mainly by the electrostatic interactions of the
DNA with the positively charged histone proteins and entropic contributions [7]. However,
by inserting a DNA loop parts of the electrostatic interaction sites are opened. Thus, the
bending energy should be higher than the remaining electrostatic attraction. The high DNA
bending energy was expected to broaden the DNA loop to reduce the degree of curvature.
The results presented in section 5.5 indicate that the propagation mechanism cannot be per-
formed by DNA loop translocation in the observed time scale. Binding site opening was not
observed in 120 ns, thus the process of loop propagation must be either slower or it is based
on a different mechanism. Various models for an alternative nucleosome translocation mech-
anism were proposed [259]. For instance a mechanism where twist defects propagate around
the nucleosome core were supported by the finding that some remodeler factors generate su-
perhelical torsion [120]. The twist defect diffusion was also supported by the finding of twist
defect intermediates in crystal structures of nucleosomes [260, 261]. To test the model nicks
have been introduced in DNA templates in experimental setups investigating its influence on
the remodeling reaction [262–264]. For instance, La¨ngst and Becker found that nicks do not
inhibit nucleosome sliding. These results argue against models involving the propagation of
altered helical twist [265]. Experimental results showing that DNA loops evolve during the
remodeling process also support the loop-recapture model [106, 112, 266, 267]. Many review
articles describe in detail the proposed models for the mechanism and experimental results
supporting or contradicting the models [105, 109, 268].
Nucleosome remodeling factors could act as brownian ratchets [269] by tapping and harness-
ing spontaneous nucleosome unwrapping events as they occur: By passively preventing the
DNA loop to move back the loop could finally move in a thermodynamically driven man-
ner. The idea of brownian ratchets was applied to molecular motors by Ait-Haddou et al.
[270] and directly to the loop propagation mechanism by Li et al. [62]. Each time when the
loop opens a contact site with the histone proteins the remodeler complex could interfere by
binding the DNA, preventing the backwards motion.
7.4 Chromatin fiber simulations
The conformation of nucleosomes in the higher order structure of the chromatin fiber is still
unknown. However, understanding genome regulation processes requires a detailed knowledge
of the vicinity of single nucleosomes [199, 271, 272]. In a collaboration with the group of Prof.
Dr. Gero Wedemann the phase space of possible chromatin fiber geometries was systematically
sampled and revealed new fiber geometries (section 6.1.1).
The results of virtual chromatin fiber stretching experiments (section 6.1.2) demonstrated,
that solely based on experimental force-extension curves no estimations of the nucleosome
interaction parameter can be made. The force-extension curves are built of a complex combi-
nation of all different energy contributions revealed in the simulations. The implementation
of the DNA unwrapping potential displayed that the interaction energy between DNA and
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protein is different for the unwrapping of the outer DNA turn compared to the unwinding of
the inner DNA turn. Additionally single nucleosomes were shifted in different chromatin fiber
conformations to investigate the consequence of the irregularity on the fiber parameters and
energetical contributions (section 6.2.2). For the implementation of nucleosome translocation
within the chromatin fiber, the MC model used [23] needed to be extended. Within this thesis
a new model for the electrostatics of the DNA was developed (section 6.2.1). Nucleosome
translocations in the chromatin fiber revealed divers effects, reaching up to 16 nucleosomes
away from the induced shift.
New chromatin fiber geometries were found in a systematic study of dynamical
phase diagrams.
Dynamical phase diagrams were developed and implemented by Dr. Rene´ Stehr and revealed
chromatin fiber geometries that were energetically more favorable than previous models.
The fiber geometries were used in the studies of chromatin stretching and nucleosome sliding
simulations. The new approach of dynamical phase diagrams samples the phase space of
fiber geometries adding the information of Monte-Carlo simulations to enable rearrangements
within the chromatin fiber [23]. Previous studies investigated the phase space on the basis of
geometric descriptions [273] and were restricted to the two-angle model (see section 3.3.1),
not providing the geometrical variety of possible chromatin fiber conformations [187, 188,
197, 274]. The shape of sterically forbidden regions was similar to previous phase diagrams.
The conclusion that most compact fiber conformations exist at the border of the forbidden
area [187, 274] was also confirmed by the results presented here (Fig. 6.1 and Fig. 6.2).
The new interdigitated fiber type conformations found by the dynamical phase diagram
approach were more irregular than those proposed in previous studies [196, 206, 275, 276].
Stable fiber structures were found in different conformations (for instance seven-start and
eight start helices) as well as in hybrid conformations. A hybrid conformation occurs, when
the stacking pattern of the nucleosomes change within a single fiber of 100 nucleosomes. This
might be biologically relevant for establishing local variations of the structures associated
with functionally different genomic elements.
Stretching chromatin
A crucial parameter for assessing the stability of different fiber conformations is the inter-
action energy between nucleosomes, since this is the driving force for the compaction of the
nucleosome chain. When weak forces are applied to the chromatin fiber the tight contacts
between adjacent or stacking nucleosomes are broken. Therefore it was assumed it might
be possible to dissect the contribution of nucleosome-nucleosome interaction from the area
beneath the force-extension curve available from stretching simulations [210, 211]. Based on
stretching experiments of native chromatin fibers isolated from chicken erythrocytes, Cui and
Bustamante determined an apparent mean interaction energy of about 3.4 kBT per nucle-
osome [210]. More recently, a force spectroscopy study of nucleosome arrays reconstituted
with recombinant histones reported an interaction energy of up to 10 - 16 kBT per nucle-
osome [211]. These high nucleosome-nucleosome interaction energies could be mediated in
real chromatin fibers for instance by the histone tail interactions. Histone tails have been
shown to significantly contribute to the stability of nucleosomes by interacting with the DNA
(section 5.3 and section 5.4). Interdigitating of nucleosomes or proteins bridging different
nucleosomes simultaneously can also lead to a high interaction. Bridging is assumed to occur
by dimers of the heterochromatin protein HP1 [199, 277]. In section 5.2.3 a possible bind-
ing position was geometrically investigated, giving one example of bridging two nucleosomes
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via HP1 dimers. Thus, the specific fiber composition could result in large differences of the
nucleosome-nucleosome interaction energy. The actual contribution of the internucleosomal
interaction is still discussed [217].
As the simulation results have shown, a complex overlay of different energy contributions
effect the shape and height of the force-extension curve (Fig. 6.5 and Fig. 6.6). The process
of stretching chromatin is much more complicated than anticipated. A direct dissection of
the internucleosomal interaction therefore seems impossible without additional information
concerning the fiber geometry (Fig. 6.6). However, by using the internucleosomal energy
Emax as a fit parameter in the simulations of a certain fiber conformation, the nucleosome-
nucleosome interaction energy can be retrieved.
In section 5.2.2 all-atom simulations of a dinucleosome complex in two orientations were
conducted. The comparison between the interaction energies of side-to-side and stacked nu-
cleosomes was estimated to be ∼ 3 kBT (Fig. 5.12). However, a systematic investigation
would be needed to evaluate the internucleosomal energy sufficiently to be included into the
coarse-grained model.
The DNA is bound inhomogeneously strong to the histone octamer. Unwrapping
of DNA from the histone octamer core has to be taken into account for appropriate comparison
of simulated force-extension curves with experimental data [278]. For an isolated nucleosome
DNA unwrapping starts already at forces of ∼3 pN [212]. In contrast a study of a chain with
25 nucleosomes that displayed relatively strong nucleosome-nucleosome interactions reported
no unwrapping of nucleosomes below pulling forces up to 6-7 pN [211, 279]. These findings
suggest that the interactions within the chromatin fiber counteract the unwrapping of DNA.
Thus, more energy is needed for unwrapping in the context of a compacted chromatin fiber
as opposed to an isolated nucleosome or a beads-on-a-string like structure. This conclusion
is supported by studies of the disruption of the nucleosome via histone binding to the histone
chaperone NAP1. In these experiments it was found that an H2A·H2B dimer could be
extracted from mononucleosomes but not from a nucleosome chain folded into a fiber [85, 280].
To account for the process of DNA unwrapping in the MC simulations the analytical derived
potential from Kulic´ and Schiessel [209] was implemented in our coarse-grained model as
described in section 6.1.2. In this approach the DNA is assumed to bind homogeneously to
the histone core with a mean DNA-histone adsorption strength of kad in units of kBT nm−1.
Comparing the simulations and experimental data over the complete extension range clearly
shows that unwrapping with a constant value for the adsorption energy kad is not appropriate
for an accurate description of the complete unwrapping process (see Fig. 6.7). This behavior
can be rationalized in terms of the nucleosome structure [253, 261]. The outer turn (67 bp,
23 nm of DNA) is unwrapped first and more easily than the inner DNA turn (80 bp, 27 nm)
as proposed previously [77, 209, 212, 254, 278, 281]. For the data set analyzed in Fig. 6.7
an adsorption strength of 2-3 kBT nm−1 yields a good agreement with the first part of the
DNA-histone dissociation process. For the energetics of this process values of 10 kBT [212],
15 kBT [17] and 20 kBT [77] have been derived from force spectroscopy experiments and by
competitive protein binding to nucleosomal DNA. The potential and parameter used here
that yielded the best agreement (kad = 2.5 kBT nm−1, kbend = 1.3 kBT nm−1) correspond to
energetic costs kbin = 1.2 kBT nm−1 or 28 kBT in total for breaking DNA-histone interactions
in this part of the nucleosome.
In terms of including the unwrapping of DNA into the model of chromatin fibers the
model can be further improved by defining an adjustable parameter for the DNA adsorption.
The inhomogeneous pattern of DNA-histone interaction observed in the MD simulations
(section 5.3) cannot be incorporated into the potential provided by Kulic´ and Schiessel so
98 CHAPTER 7. DISCUSSION
far. However, based on the MD simulations it would be needed to modulate the interaction of
DNA depending on the internal base pair position. This would also imply a general increase
of resolution in the model for chromatin fibers. To improve the coarse-grained model of the
nucleosome stretching more experimental data with well-defined fiber parameters (e.g. H1
content and linker length) are needed. Only when the number of unknown parameters is
minimized, reliable predictions can be made.
Irregular chromatin fibers
Natural chromatin fibers contain a less regular spacing of nucleosomes than provided with
simulation models [1, 73, 181]. The assumption of homogeneous fibers has always been an
approximation [19]. Despite the general inhomogeneity of native chromatin, remodeler com-
plexes can change the position of nucleosomes along the DNA (section 2.4, [99, 103–105]).
Two intriguing questions will be addressed within the project of irregular fibers that has
been started in this thesis: (1) It remains unclear what effect inhomogeneities of parame-
ters like linker length, nucleosome geometry and internucleosomal interaction have on chro-
matin fibers. How do fibers look like that contain segments with varying parameter values?
So far models to describe chromatin fibers have always assumed homogeneous parameters
[182, 183, 189, 206, 282, 283]. The coarse-grained model used here was the only one which
at least could include a distribution of different DNA twist values to account for a slight
linker length variation [178]. The extension of the coarse-grained chromatin fiber model now
enables the local definition of arbitrary parameter values for each nucleosome in the fiber. (2)
Repositioning of single nucleosomes within a chromatin fiber chain has not been investigated
in detail so far: Experiments focussed on the translocation mechanism and the positioning of
nucleosomes (i.e. where nucleosomes would finally be positioned [10, 110, 112, 120]). How-
ever, the process of chromatin remodeling has an important effect on regulation processes
[96–98]. With the help of the model extension single nucleosomes can be shifted within the
context of a chromatin fiber. The effect of this irregularity within the chromatin fiber on the
overall stability can now be estimated.
The coarse-grained chromatin fiber model was extended to include variable parameters for
each fiber segment. Therefore a new implemented electrostatic model was needed, calculated
in section 6.2.1. To reduce the amount of unknown parameters in the setup test simulations
of irregular chromatin fibers with one nucleosome translocated at different step length were
conducted (section 6.2.2). The effect on fiber stability was investigated (Fig. 6.12 and Fig.
6.13). The question of how much irregularity still retains a fiber-like state will be addressed
in detail in the future. If the fiber looses stability easily this has important implications for
the understanding of preserving heterochromatin [12]. The first test simulations revealed a
differing influence depending on the chromatin fiber geometry. A more detailed study might
yield an estimation for the energy needed to shift a nucleosome within the fiber context.
7.5 Conclusion
The nucleosome is of major interest because it influences DNA accessibility. Processes such
as nucleosome opening (DNA unwrapping), nucleosome sliding and folding into chromatin
fibers are based on the understanding of the underlying interaction between DNA and the
histone core.
The molecular dynamics simulation of a nucleosome revealed a novel high-resolution DNA-
histone interaction map. We found distinct interaction sites at a 5 nucleotide periodicity along
the histone octamer surface, which need to be opened to gain DNA access. MD as well as SMD
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simulations indicate that the histone tails play an important role in maintaining nucleosome
stability. Steered molecular dynamics techniques were used to simulate large-scale movements
such as the complete DNA unwrapping of a nucleosome. In the thesis the first SMD data
set detailing the entire DNA unwrapping process from the protein core of a nucleosome is
delivered. The developed simulation setup and methods produced trajectories of nucleosome
dynamics that revealed biologically relevant information and complement experimental data:
It was found that the DNA unwrapping occurs in four phases. Two main barriers prevent a
spontaneous unwrapping process. In a 120 ns molecular dynamics simulation of a nucleosome
with an inserted DNA loop it was found that a spontaneous propagation of the DNA loop is
unlikely to be the mechanism of nucleosome translocation.
The folding of the nucleosome chain into a chromatin fiber was subsequently investigated
by MC simulations. Different energetically favorable fiber geometries were used in virtual
force spectroscopy experiments, i.e. applying stretching forces on the chromatin fibers to
unfold them. These fiber stretching simulations revealed a complex overlay of energetic
contributions: Dissecting the contributions of the internucleosomal interaction energy, the
unwrapping of nucleosomal DNA and the fiber geometry proved impossible.
As simulations of the nucleosome at all-atom resolution have shown, DNA unwrapping is
an important process occurring during stretching experiments. Accordingly, an unwrapping
potential was included into the coarse-grained chromatin fiber model that proved not suffi-
cient to reproduce experimental data in all concerns. The simulations revealed a stronger
interaction between the inner DNA turn and the protein core that was also analyzed in more
detail on all-atom scale. The unwrapping potential for the coarse-grained model needs to be
refined based on the results of the SMD simulations.
By extending the coarse-grained model with an improved electrostatic interaction poten-
tial for the DNA segments, it is now possible to analyze nucleosome translocations within
the context of a chromatin fiber. The new implementation enables the definition of inhomo-
geneous parameters as internucleosomal interaction, nucleosome geometry and linker length
within the chromatin fibers. In a first set of simulations only the linker length was changed
at one nucleosome position to investigate a local perturbation in the regular chromatin fiber
structure. These results indicate a far reaching effect over 16 nucleosomes depending on the
underlying chromatin fiber geometry.
In summary, the results obtained here help to unravel the complex interplay of factors
that govern the positioning of nucleosomes in the genome as well as the partial unwrapping
of DNA from the histone octamer protein core. Both processes are essential determinants
for regulating access to the DNA and, in the context of the whole genome, define the cells
active expression program and functional state. The application of all-atom and coarse-
grained simulations to large-scale movements of the nucleosome complex provided valuable
quantitative insights into the physical properties of DNA interaction in nucleosomes and
chromatin fibers.
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