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Abstract. Hepatitisis aninfectious disease of the liverand is very dangerous in the world, 
several studies have been conducted to correctly diagnose patients is unknown but the 
most accurate method in predicting disease hepatitis in patients. In this study a 
comparison algorithm Multilayer Perceptron (MLP) and Support Vector Machine (SVM) 
algorithms to determine the most accurate in predicting disease hepatitis. This study uses 
secondary data in the form of hepatitis disease data obtained from the University of 
California Irvine Machine Learning repository of data. Testing the algorithms are 
carried out by using software that is known that rapidminer algorithm Support Vector 
Machine (SVM) has the highest value of accuracy is 90.64%, while the algorithm 
Multilayer Perceptron (MLP) has an accuracy of 84.38%. Thus the algorithm Support 
Vector Machine (SVM) to predic the hepatitis disease better. 
 
KeyWords : Neural Network, Multilayer Perceptron, Support Vector Machine, rapid 
miner. 
 
Abstrak. Penyakit aninfectious Hepatitisis dari liverand sangat berbahaya di dunia, 
beberapa studi telah dilakukan untuk benar mendiagnosa pasien tidak diketahui tetapi 
metode yang paling akurat dalam memprediksi hepatitis penyakit pada pasien. Dalam 
penelitian ini algoritma perbandingan Multilayer Perceptron (MLP) dan Support Vector 
Machine (SVM) algoritma untuk menentukan yang paling akurat dalam memprediksi 
hepatitis penyakit. Penelitian ini menggunakan data sekunder berupa data penyakit 
hepatitis yang diperoleh dari University of California Irvine Machine Learning repositori 
data. Pengujian algoritma dilakukan dengan menggunakan perangkat lunak yang 
diketahui bahwa algoritma RapidMiner Support Vector Machine (SVM) memiliki nilai 
tertinggi akurasi adalah 90,64%, sedangkan algoritma Multilayer Perceptron (MLP) 
memiliki akurasi 84,38%. Jadi algoritma Support Vector Machine (SVM) untuk predic 
penyakit hepatitis yang lebih baik. 
 




Penyakit hepatitis merupakan urutan pertama dari berbagai penyakit hati diseluruh 
dunia. Penyakit ini sangat berbahaya bagi kehidupan karena penyakit hepatitis dapat 
menimbulkan kematian 1-2 juta orang setiap tahunnya. Tantangan yang dihadapi oleh 
organisasi kesehatan adalah mendiagnosa pasien dengan benar, diagnosa atau prediksi 
yang buruk dapat menyebabkan konsekuensi yang mendatangkan malapetaka yang 
kemudian tidak dapat diterima.  
Salah satu alternatif sebagai solusi dari masalah tersebut adalah membuat suatu 
sistem data mining yang bisa melakukan penelusuran pada data historis untuk 
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mengidentifikasi pola dan memprediksi trend didasarkan pada sifat-sifat yang 
teridentifikasi sebelumnya, kemudian memberikan alternatif pengobatan atau pencegahan 
bila ditemukan indikasi yang mengarah pada timbulnya penyakit hepatitis. Informasi 
yang dihasilkan untuk selanjutnya bisa digunakan oleh edukator hepatitis maupun dokter 
sebagai dasar untuk melakukan tindakan -tindakan yang diperlukan.  
Untuk menjawab tantangan tersebut beberapa penelitian telah dilakukan dalam 
bidang kesehatan untuk mendapatkan prediksi penyakit dengan lebih akurat, namun 
belum diketahui metode apa yang paling akurat dalam memprediksi penyakit pasien. 
 
METODE 
Jenis penelitian yang digunakan pada penelitian ini adalah sebagai berikut: 
1. Penelitian Eksperimen komparatif penelitian yang dilakukan melalui 
penyelidikan tentang perlakuan pada parameter dan variabel yang semuanya 
tergantung pada peneliti itu sendiri. 
2. Penelitian ini bertujuan untuk melakukan komparasi dan evaluasi model 
Neural Network menggunakan Multilayer Perceptron (MLP) dan Support 
Vector Machine (SVM) untuk mengetahui algoritma yang memiliki keakuratan 
lebih tinggi dalam memprediksi penyakit hepatitis.  
Pada penelitian ini, sumber data diperoleh secara sekunder, yaitu melalui pengumpulan 
data yang pernah dibuat sebelumnya dan dipublikasi melalui website. Data yang 
digunakan berasal dari sumber sekunder, yaitu data diperoleh dari UCI (University of 
California, Irvine) Machine Learning Repository dan diunduh melalui alamat web 
http://archive.ics.uci.edu/ml/datasets/Statlog+project Sampel dari Penelitian ini adalah 
data profile penderita penyakit hepatitis, data tersebut yang bersifat public yang 
didapatkan dari University of California Irvine machine learning data repository. 
 
Dalam melakukan eksperimen ini, penulis menggunakan model Cross- Industry Standard 
Process for Data Mining (CRISP-DM) (SVM). Tahap modelling dilakukan dengan 
menggunakan software rapid miner.  
 
HASIL DAN PEMBAHASAN 
Pembuatan model algoritma Support Vector Machine (SVM) diawali dengan 




Gambar 1. Desain Model Validasi Neural Network 
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Langkah selanjutnya adalah penentuan model algoritmanya, dalam hal ini adalah 
Multilayer Perceptron (MLP). 
 
 
Gambar 2. Desain Model Validasi Multilayer Perceptron (MLP). 
 
neural net yang dihasilkan dari pengolahan data training dengan metode neural network 
adalah Multilayer Perceptron yang dihasilkan dari data training 
 
 
Gambar 3. Neural Network Prediksi Penyakit Hepatitis 
Terdiri dari tiga layer, yaitu Input layer terdiri dari 20 simpul, sama dengan 19 
jumlah atribut prediktor ditambah satu simpul bias. Pada pembahasan ini digunakan satu 
hidden layer yang terdiri dari 12simpul ditambah satu simpul bias. Di bagian output layer 
terdapat dua simpul yang mewakili atribut kelas yaitu tidak dan sakit. 
Untuk setiap data pada data training , dihitung input untuk simpul berdasarkan nilai input 
dan jaringan saat itu. Bobot awal untuk input layer, hidden layer, dan bias diinisialisasi 
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secara acakbiasanya berkisar antara -0,1 hingga 1,0. Simpul bias terdiri dari dua, yaitu 
pada input layer yang terhubung dengan simpul-simpul pada hidden layer, dan pada 
hidden layer yang terhubung pada output layer.  
 
Setelah semua nilai awal diinisialisasi, kemudian dihitung masukan, keluaran, dan 
error. Selanjutnya membangkitkan output untuk simpul menggunakan fungsi aktifasi 
sigmoid. Setelah didapat nilai dari fungsi aktifasi, hitung nilai error antara nilai yang 
diprediksi dengan nilai yang sesungguhnya. Setelah nilai error dihitung, selanjutnya 
dibalik ke layer sebelumnya (backpropagated). Nilai Error yang dihasilkan dari langkah 
sebelumnya digunakan untuk memperbarui bobot relasi. Hasil perhitungan akhir 
backpropagation fungsi aktifasi untuk simpul pada hidden layer terdapat pada lampiran 
Hidden layer . Kolom pertama pada lampiran hidden layer merupakan atribut yang 
dinyatakan berupa simpul pada input layer 
 
Tabel 1 adalah nilai akhir fungsi aktifasi pada output layer. Kolom pertama pada 
Tabel 1 menyatakan class, yaitu atribut kelas yang dinyatakan dengan simpul pada output 
layer seperti pada gambar 3 nilai yang terdapat pada kolom berlabel angka satu sampai 
dua belas adalah nilai bias terbaru yang terdapat pada relasi antara simpul pada hidden 
layer dan simpul pada output layer. 
Tabel 1. Nilai Bobot Akhir Untuk Output Layer 
1 
Output (Sigmoid) 






































































Nilai training cycles dalam penelitian ini ditentukan dengan cara melakukan uji coba 
memasukkan learning rate. Berikut ini adalah hasil dari percobaan yang telah dilakukan 
untuk penentuan nilai training cycles: 
 





0.3 84,38% 0,327 
0.9 84,38% 0, 324 
 
Hasil terbaik pada eksperiment Multilayer Perceptron (MLP) dengan 
menggunakan data training diatas adalah dengan Learning Rate =0.3 dihasilkan accuracy 
84,38% dan AUC 0.327 seperti pada table 2 sedangkan dengan data testing Mempunyai 
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0.3 81.25% 0, 958 
0.9 81.25% 0, 958 
 
Algoritma Suport Vector Machine (SVM) 
 
Pembuatan model algoritma Support Vector Machine (SVM) diawali dengan 
pembacaan file data (Read Excell). Data training disimpan dalam satu file Excell 2003. 
Langkah selanjutnya adalah penentuan model algoritmanya, dalam hal ini adalah Support 
Vector Machine (SVM).  
 
Gambar 4. Model Algoritma Support Vector Machine (SVM) 
Data tersebut kemudian divalidasi 
 
Gambar 5. Desain Model Support Vector Machine 
Nilai training cycles dalam penelitian ini ditentukan dengan cara melakukan uji 
coba memasukkan C, epsilon. Berikut ini adalah hasil dari percobaan yang telah 
dilakukan untuk penentuan nilai training cycle. Hasil terbaik pada eksperiment Support 
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Vector Machine (SVM) diatas adalah dengan C = 0.0 dan Epsilon = 0.0 dihasilkan 
accuracy 90,64% dan AUC 0.838 sedangkan dengan data testing adalah dengan C=1.0 
dan Epsilon=0.0 menghasilkan nilai accuracy 87.50% dan AUC 0,958  
Evaluasi dan Validasi Hasil 
 
Dalam penulisan ini misalkan, metode yang digunakan, yaitu algoritma 
Multilayer Perceptron (MLP)dan Support Vector Machine (SVM), kemudian dilakukan 
komparasi keduanya dan mengukur metode mana yang paling akurat. Metode klasifikasi 
bisa dievaluasi berdasarkan beberapa kriteria seperti tingkat akurasi, kecepatan, 
kehandalan, skalabilitas, dan interpretabilitas [7]. 
Penelitian ini bertujuan untuk mengukur tingkat akurasi dua algoritma dalam 
memprediksi penyakit hepatitis, kemudian menganalisa akurasi dengan membandingkan 
kedua metode tersebut.  
 
Pengujian Model 
Model yang telah dibentuk diuji tingkat akurasinya dengan memasukan data uji 
yang berasal dari data training. Karena data yang didapat dalam penelitian ini setelah 
proses preprocessing hanya 64 data maka digunakan metode Xvalidation untuk menguji 
tingkat akurasi. Untuk nilai akurasi model untuk metode Multilayer Perceptron (MLP) 
sebesar 84.38% dan metode Support Vector Machine (SVM) sebesar 90,64%. 
Selain itu dalam penelitian ini diuji juga dengan menggunakan confution matrix dan 
kurva ROC. 
Confusion Matrix 
Evalusi dengan menggunakan model confussion matrix dilakukan pada kedua model 
algoritma yang telah terbentuk. Perhitungan berdasarkan data training, diketahui dari 64 
data, 53 diklasifikasikan tidak, sesuai dengan prediksi yang dilakukan dengan metode 
Multilayer Perceptron (MLP), lalu 1 data diprediksi sakit. Perhitungan berdasarkan data 
testing, diketahui dari 16 data, 10 diklasifikasikan tidak, sesuai dengan prediksi yang 
dilakukan dengan metode Multilayer Perceptron (MLP), lalu 3 data diprediksi sakit. 
Confusion matrix untuk metode Support Vector Machine (SVM) dengan 
menggunakan data training. Diketahui dari 64 data, 55 diklasifikasikan tidak, sesuai 
dengan prediksi yang dilakukan dengan metode Support Vector Machine (SVM), lalu 3 
data diprediksi sakit. Confusion matrix untuk metode Support Vector Machine (SVM) 
dengan menggunakan data testing. Diketahui dari 16 data, 10 diklasifikasikan tidak, 
sesuai dengan prediksi yang dilakukan dengan metode Support Vector Machine (SVM), 
lalu 3 data diprediksi sakit.  
Sebelum diterapkan pada data baru, terlebih dahulu dilakukan pengujian akurasi 
terhadap model yang telah terbentuk, hasil pengujian dengan menggunakan data training 
dan data testing. Pengujian akurasi dengan menggunakan data training diperoleh 
algoritma Support Vector Machine (SVM) memiliki akurasi paling tinggi, yaitu sebesar 
90,64%. Sedangkan jika menggunakan data testing, algoritma Multilayer Perceptron 
(MLP) dan Support Vector Machine (SVM) memiliki akurasi nilai yang sama yaitu 
sebesar 81,25%. 
Kurva ROC 
Hasil perhitungan dari kedua buah algoritma divisualisasikan dengan kurva ROC. 
Perbandingan kedua metode komparasi grafik ROC dengan nilai AUC (Area Under 
Curve) sebesar 0.327 dimana diagnosa hasilnya Excellent classification. Kurva ROC 
mengekspresikan confusion matrix Garis X adalah false positives dan garis Y true 
positives. Hasil yang didapat dari pengolahan ROC untuk algoritma Multilayer 
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Perceptron (MLP) dengan menggunakan data testing sebesar 0.958 dengan tingkat 
diagnosa excellent classification 
Kurva ROC untuk algoritma Support Vector Machine (SVM) yang terdapat grafik ROC 
dengan nilai AUC (Area Under Curve) sebesar 0.838 dimana diagnosa hasilnya fair 
classification.  
Hasil yang didapat dari pengolahan ROC untuk algoritma Algoritma Support Vector 
Machine (SVM) sebesar 0.958 dengan tingkat diagnosa excellent classification 
Setelah dilakukan perhitungan pada kurva ROC maka didapatlah hasil perbandingan 
tersebut. Perbandingan hasil perhitungan nilai AUC untuk metode Multilayer Perceptron 
(MLP) dan Support Vector Machine (SVM) dapat dilihat pada Tabel 12. 






  Training Testing Training Testing 
AUC 0.327 0.958 0.838 0.958 
 
 
Analisis Hasil Komparasi 
 
Model yang dihasilkan dengan metode Multilayer Perceptron (MLP) dan Support 
Vector Machine (SVM) diuji menggunakan metode Cross Validation, terlihat 
perbandingan nilai accuracy pada Tabel 4, untuk metode Multilayer Perceptron (MLP) 
memiliki nilai accuracy yang paling tinggi dibandingkan dengan metode Support Vector 
Machine (SVM). Tabel 5 membandingkan accuracy dan AUC dari tiap metode. Terlihat 
bahwa nilai accuracy Support Vector Machine (SVM) paling tinggi begitu pula dengan 
nilai AUC-nya. 
 









Accuracy 84.38 % 90.64 % 
AUC 0.906 0.991 
 
Penerapan Algoritma Terpilih 
 
Berdasarkan hasil perbandingan akurasi pada tabel 5, algoritma terpilih sebagai 
algoritma terbaik dalam prediksi penyakit hepatitis yaitu algoritma Support Vector 
Machine (SVM) yang memiliki tingkat akurasi yang paling tinggi dengan persentase 
90.64%. Berdasarkan algoritma yang terpilih maka selanjutnya dilakukan penerapan pada 
data baru. 
Hasil penerapan rule algoritma Support Vector Machine (SVM) terhadap data baru 
sejumlah 10 record data dimana 5 data diprediksi sakit dan 5 data diprediksi tidak. 
Dengan tingkat akurasi sebesar 100 % seperti pada tabel 6. 
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Tabel 6. Model Confusion Matrix Support Vector Machine (SVM) Menggunakan 
Data Baru  
 
Rule hasil klasifikasi dari algoritma Support Vector Machine (SVM) diterapkan 
kedalam pembuatan aplikasi untuk mendeteksi penyakit hepatitis dengan menggunakan 
software java seperti pada gambar 6. 
 
 
Gambar 6. Aplikasi untuk mendeteksi penyakit hepatitis 
Pada aplikasi untuk mendeteksi penyakit hepatitis pada gambar 6 dihasilkan 
klasifikasi sakit dan tidak. Input data pasien pada program tersebut sesuai dengan atribut 
yang dibutuhkan, kemudian klik tombol Hasil, maka secara otomatis tampil hasil sakit 
atau tidak. Untuk menginput kembali data baru klik tombol Input Data, untuk keluar dari 





Penelitian ini mengkomparasi keakuratan dua buah algoritma data mining dalam 
memprediksi penyakit hepatitis, algoritma yang dikomparasikan yaitu Multilayer 
Perceptron (MLP) dan Support Vector Machine (SVM). Kedua algoritma tersebut 
dievaluasi dan divalidasi dengan menggunakan confusion matrix, dan kurva ROC. 
Dari hasil evaluasi dan validasi diketahui bahwa algoritma Support Vector Machine 
(SVM) memiliki akurasi yang paling tinggi yaitu sebesar 90,64%., diikuti oleh algoritma 
Multilayer Perceptron (MLP) yang memiliki akurasi 84,38%. Dengan demikian, 
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algoritma Support Vector Machine (SVM) dapat memprediksi penyakit hepatitis dengan 
baik, sehingga bisa digunakan untuk membantu dokter atau tenaga medis didalam 
pengambilan keputusan untuk memprediksi penyakit hepatitis. 
 
Saran 
Agar penelitian ini bisa ditingkatkan, berikut adalah saran-saran yang diusulkan: 
1. Hasil penelitian ini diharapkan bisa digunakan pada rumah sakit atau instansi lain 
yang terkait untuk lebih meningkatkan akurasi dalam memprediksi penyakit 
hepatitis. 
2. Untuk mendukung pengambilan keputusan dan pengembangan sistem informasi 
manajemen strategik, model ini dapat diterapkan pada rumah sakit atau instansi lain 
yang terkait dengan menerapkan sistem yang menggunakan perangkat keras dan 
perangkat lunak, disertai dengan pembuatan Standard Operational Procedure dan 
pelatihan bagi end-user. 
3. Penelitian semacam ini dapat dikembangkan pada unit bisnis serupa atau yang 
lainnya. Penelitian ini dapat dikembangkan dengan algoritma yang lain misalkan saja 
dengan metode statistik lainnya seperti Decision Tree (C4.5), Naive Bayes, Radial 
Basis Function (RBF) juga untuk metode soft computing lainnya seperti algoritma 
genetika.  
4. Dalam penelitian ini dapat pula dikembangkan bahasa pemrogramnya dengan 
menggunakan bahasa pemrograman lainnya seperti bahasa pemrograman Delphi, 
Visual Basic dan Hypertext Preprocessing (PHP).  
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