Ocean data assimilation is challenging because of interactive marine environmental parameters that are affected by macroscopic ocean dynamics. In order to overcome these challenges, a multi-variable assimilation scheme based on a Radial Basis Function (RBF) Neural Network is proposed in this paper. Relative influential parameters are considered as bounded time series variables so that they can be selected for nonlinear function approximating in the first stage. Then, a RBF Neural Network identification model is designed to simulate multiple interactive high-dimensional variables. This simulation is performed by applying proper hidden neurons. According to experimental results, this training method successfully approximates real circumstances. The identification accuracy and vibration are well constricted in the margin evaluated by 1.6×10 -5 .
Introduction
Often, data acquired from detection devices are unacceptable because the observation is insufficient or the device is incorrectly operated. Though global ocean observing systems provided by public organizations are generally powerful and timely [23] , acquiring a comprehensive data set of the huge three-dimensional ocean is not easy to realize, and requires elaborate cooperation between ocean instruments and data processing technologies. The detectors should be placed in a more refined grid in order to provide elaborate three-dimensional data. Additionally, accurate data conversion operation in transducers and efficient transmission networks of detection arrays are helpful to enhance a good ocean observation system. However, major investment is required to develop these two aspects, making improvement difficult to justify financially. A proposed supplementary remedy is data assimilation, which remains to be a fundamental research before further digging. Using historical data to simulate ocean numerical models could reduce model error and significantly reduce prediction error. Since it was proposed, Optimal Interpolation (OI), which is based on statistical estimation, has been applied to many research prediction systems [13, 16] . An important research outcome is to master the covariance matrix of background error [20, 21] . If effective results are received from satellite altimeter data modeling [22, 25] , the OI method does better in horizontal fields than in vertical sections.
In this paper, we try to introduce another ocean modeling by another light AI function approximation, i.e. Radial Basis Function Neural Networks, to simulate ocean parameters processing focusing on how to reduce modeling cost including time and space, with a balanced efficiency. This result is helpful for further parameter settings, especially when those required areas are not refined. This paper aims to realize an intelligent identification model based on RBF neural networks by assimilating ocean parameters in the Area. The paper is organized as follows: Section 2 is a brief survey about related works. Section 3 is a preliminary study of RBF neural networks and data assimilation, especially regarding temperature, salinity, current and wind. The model simulation and results are given in Section 4. The conclusion and future discussion are given in Section 5.
Related Works
The multi-scale dimensional variation scheme is a helpful improvement from OI. By introducing nonlinear functions into data approximation, dynamic conditions could globally control the data, in which three-dimensional variation schemes (3DVAR) and four-dimensional variation schemes (4DVAR) are common forms. Because it is computationally affordable and statistically reliable, the 3DVAR is widely used in ocean data assimilation [8, 15, 18] . When applied to time series observational data, the 4DVAR method can optimize model parameters in the initial phase, including prediction systems in meteorology [5, 6, 28] and marine physics data fitting [12, 24] . Kalman filtering aimed at downsizing model error by adjusting background error covariance [9] , and a correlation error reduction (CER) algorithm is proposed to deal with insufficient ensemble variance and spurious ensemble correlations between observations and state variables. Increasing the size of the ensemble at the analysis time in order to boost the rank of its background-error covariance [1] , estimate could improve the performance of an Ensemble Kalman filter [14] . Similarly, D. Erdal applied EnKf as an inversion method to jointly estimate spatial variable recharge and conductivity fields from head observations, but the success of this approach strongly depends on the prior knowledge that is assumed [7] . In recent years, the simulation of ocean modeling has become more precise and regional. Many up-to-date, interdisciplinary methods have been developed to optimize data processing, such as genetic algorithms and artificial intelligence [10, 19] . The key point of this research is to reveal correlation theories between the mechanisms of ocean dynamics and algorithm convergence.
Simulation on ocean dynamics is hot, but acceptable results highly depend on a coupled ocean model. However, it is costly to run a specialized ocean model because of complex parameters relations, massive data training/adjusting, and expertized design from ocean scientist [2, 3] . For example, the current of seawater, wind and temperature are basic parameters for basic environment analyzing. In traditional methods, high order equations on revealing how they are working are required, and several necessary helps of nearby ocean circumstances (boundary conditions) are necessary [4, 11] .
Preliminary Study

Radial Basis Function Neural Networks
The basic form of the neural network is shown in Figure 1 . It is a simplified three-layer structure. The number of neurons in the input layer is fixed according to the parameters obtained, the hidden layer is decided by the designer, and the output layer is determined by the system requirements. The instant output of node j is acquired by computing each connected neuron xi. The basic function of the RBF Neural Network is a distance metric, which is expected to be activated by the Gaussian function, in which the input data indicates radial symmetry. The data center cj of each neuron enables this neuron to be responsive to an input numerical data.
If the activation function in Gaussian form, then the output of node j is achieved by Equation (1):
This data processing is nonlinear function mapping, and j  is the spread width of j, cj is the normalized center. The nonlinear mapping process from uj (x) to yk is accomplished through a linear sum by Equation (2):
where wjk is the adjusting weights from node j to the node k, and θk is the bias of output node k. yk is the mapping results as they to the input data, and is to be transferred to a workspace depending on the application requirements.
The neuron weight is adjusted by Equation (3) (
where t is the current operation, and η is the learning speed. The training target ε is calculated by Equation (4) 
where α is the adjusted constant, and Tori, Tout represent the real output and the model result, respectively.
Data assimilation foundations
The fundamental equation of statistical interpolation with least-squares estimation is a linear analysis method. Letting the dimension of the model state be n and the dimension of the observation vector be p, the optimal least-squares estimator is defined by the following interpolation Equations [5] :
where xt is the true model state, xb is the background model state, xa is the analysis model state, y is the vector of observations, H is the observation operator, B is the covariance matrix of the background errors (xb-xt), R is the covariance matrix of observation errors (y-H[xt]), and A is the covariance matrix of the analysis errors. Hereby, K = BH T {(HBH T + R) -1 . For any given K as Equation (6),
If K is the optimal least-square gain, then A could be simplified to A = (1 -KH)B. Therefore, the least squares estimation is expressed by Equation (7) {} a x arg minJ  (7) where J is called the cost function of the analysis, in optimization algorithms, it is often achieved by error updating from iterations, which here could be expressed as Equation (8) 
where Jb is the background term, and Jo is the observation term.
RBFNN Identification Modeling
Regarding the observational data of various ocean parameters (temperature, salinity, current, wind), an identification model based on RBF neural networks is discussed in this section. In the first part, ocean data adaptively is explained as it is applied into a discrete time series normalization. The local vertical function that approximates certain positions based on RBFNN is established in the second part to test if it is a stationary time series. Finally, a regional intelligent simulation model is built to identify the selected parameters of the three-dimensional ocean system.
Data Description
The A brief data description is given below in Table 1 .
The first required operation for data exploration is not building corresponding models, but analyzing data quality. Data quality control is a preliminary procedure that must take place before further data mining. The dataset given in Table 1 contains too many missing values in levels 13 to 16 of the wind parameters, and in levels 30 to 40 of the current in the deep ocean. In normal procedures, interpolation methods would be used to fill in the missing points in these levels such as Lagrange interpolation and Newton interpolation. However, in this case, because those levels that are missing data are not critical for the model, the deep-sea levels from 30 to 40, ranging from -747m to -4478m, are too high to affect sea surface directly. Moreover, because the data of the wind from levels 13 to 16 are all missing beyond interpolation operations, those insignificant data were removed to form a new set ( Table 2 ). It is not reasonable to identify all data sets through the timeline. Therefore, represented levels are selected instead. The wind and current distribution characteristic diagram is given below in Figure 2 . The wind at 10m above sea level and the current at -5m were selected. The directions are shown at day 1, day 10, day 20, day 30, day 40, day 50, day 60, day 70 and day 80.
As illustrated in Figure 2 , the direction of the wind and current may not kept the same, but the angle between them is connected at a constant angle, 45 degrees in this case. The wind variation fits the seasonal vibration of approximately 50 days (from day 1 to day 50). Meanwhile, the current change from day 1 to day 50 indicates similar trends. The direction between the current and the wind was not constant. This phenomenon is caused by the delay between active wind (with different strength) movements and passive current response. Normally, the current is derived from persistent wind excitation of immediate wind (although there may be some delays transferred to the deep levels of less than 2 weeks). As proposed in part 1 of section 3, the current and wind are expected to be stable time series data under the conditions of persistent excitation, which can guarantee the further identification modeling. However, if it is found to be a stochastic process, it may be impossible to abstract the underlying message in the discrete data set. ADF testing is a necessary method to test the data characteristics. The stationary time series could be achieved by EXt =μ, and EXtXt+k is not affected by t. Where t and k=0, ±1, ±2,…, the cross-correlation function ρ is calculated by Equation (9) ( , ) 
, series Xt and Yt satisfy the stationary conditions as Equation (10). The Pearson correlation coefficient is introduced to reveal the correlation between the wind and the current. Regarding one level of wind or current, 64 points would be superfluous for a double significance check. Instead, points 1, 8, 16, 24, 32, 40, 48, 56, 64 were chosen, and the results are shown in Table 3 and Table 4 .
As Table 3 shows, the u component of the wind and the U component of the current were closely related in most positions except Ucur48. This may have been caused by the reef islands in the vulnerable shallow water, which are easily affected by instant variations from all directions. Thus, the impact from the wind to the u current is large-scale and influential. At the same time, Table 4 shows that the influence of the v wind on the current was much more significant than that of the u wind. Still, the u and v components of the current were both affected by the entire wind level, as represented by correlation functions in both α1=0.01 and α2=0.05.
Modeling Simulation
From the aforementioned discussions, the u and v components of the current were closely related to the u and v components of the wind at 10m. This correlation mode ensures the basic foundations of the neural network identification; i.e., there is a certain identification mapping process for current derived from wind actions. Let a temporal data sequence Sζ be produced by system Yζ, where Yζ is measurable and bounded, Yζ∈ Ω, Ω is a compact set, and the system status is a regression deterministic tracking [17, 26] . 12 ,
With regard to the aforementioned recorded time series, the current $T$ is a bounded series, and all variables are varying in limited bounds as Equation (11) 
System F is the given form of true transmission from P to T (data pairs). The goal is to build an approximate and robust Fζ to replace the unknown real system with n acceptable error ε. This error could be calculated as Mean Squared Error. All processes are expected to finish in limited time t0 as Equation (13).
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Model prediction methods by offline training gain solid ground in the area of online forecasting. Online prediction models are often derived from offline ones, and rely heavily on training and preliminary results [25] . However, the goal of this new model is to predict current with a given dataset and an offline model design. This can provide a useful structure for further, more advanced models.
The entire process includes 3 steps (shown in Figure 3 ). In the initial phase, the network structure is determined by the variables of input, output and system complexity. The input layer is finalized by the relative parameters extracted from the rough data set, and the output layer is confirmed by the workspace of real requirements. The hidden layer is not limited as a constant number because it increases with larger data sets and more uncertain system disturbances. Previous researchers have found that an increased number of hidden neurons improves the accuracy of the system, though this comes at the expense of more computation time.
RBFNN initializing
Network training Network Applying Improving Figure 3 . RBFNN training and applying processing As long as the network structure is initialized, the second step uses the given data set to train the network until it is converged to a small error (initialized by the designer). For example, the margin between the real observational data and the simulation results is acceptable. In normal situations, the training sample should not be small, in order to make sure that the network is error-tolerant and widely applicable. The network application is the target of the network design. Therefore, a specific network was trained according to real circumstances. The trained network is saved from the finalized neurons, weights, and connections. The network can be tested by applying it to real known data inputs, and compare the results between the network output(s) and the reference data. If the compared results are acceptable, the model can be applied in other similar circumstances.
Modeling evaluation
In the previous part, the given data set is simulated with an increasing number of hidden neurons in three cases. The network structure is given as 128 inputs I=128 because the correlation between the u/v component of the wind and the U/V component of the current is closely related in Table 3 and 4. The hidden neurons were unutilized at J=1200, 1300, 1400, and the output was K=128. The relative error was introduced to evaluate the system performance as the error controlled at ε=1×10 -4 . The experiment is conducted by the Lenovo think station A8000F series and IBM server X3950 X6.
The simulation results are shown in Figure 4 . The simulation results in each column run a case of current data, including the comparison between the real data and the network output of the U/V component of the current, and the relative error. Meanwhile, data from each row provides a comparison of the same parameters in different cases. The third row clearly shows that the simulation error decreased from both the relative error value and the vibration frequency. To be specific, in (d), (e) and (f), the relative error of the u component of the current at sample axis (200, 700, 900 and 1250) gradually decreased as the amount of hidden neurons increased. More obviously, from (j), (k) and (l), the relative error vibration magnitude increased by a small margin, though the vibration frequency significantly decreased. The relative error increased at time line 600 to 1200, though it is satisfied from May to October. This indicates that the current and wind characteristics in the selected Area are not always stable because of extra strong influences during this period.
A more visualized current result is shown in Figure 5(a) , and the relative simulation error of the three different scales of neurons are shown in Figure 5 (b), (c) and (d). The direction of the current is represented by a value above or below zero, and the normalized current is smoothed in Figure 5 (a). The relative error of the network output is given in the rest subfigures from Figure 5 (b) to (d). The maximum error is whittled down to zero, and the vibration frequency has been cut down gradually. The MSE is given in Table 5 . As the neural network became more accurate, it decreased from 1.039×10 -2 to 1.676×10 -3 . 
Conclusions
Using RBF Neural Networks to simulate ocean data is not new, but the technique is still far from fully realized. In this paper, the correlation method was used to analyze the connections between current data and wind data. They were shown to be highly interactive, especially in some specific areas. The simulation results that used RBFNN with different numbers of hidden neurons provided a small relative error between real data and network outputs. However, the model still needs to be tested and improved by more real circumstances. For example, the accuracy and adaptive capacity of using a year data to build a model have not yet been confirmed, and it may be necessary to consider more influential factors in order to obtain the target. 
