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Abstract: Chorin’s particle method for reaction diffusion equations is extended to possibly degenerate advection 
reaction diffusion equations, including scalar conservation laws. Convergence is proved in the case when there is no 
reaction term, even if the solutions are not smooth (discontinuous). 
R&m& La methode particulaire de Chorin pour les equations de reaction diffusion est gCnCralisCe aux equations non 
lineaires de convection reaction diffusion eventuellement dCgCnCrCes et en particulier aux lois de conservation scalaires. 
La convergence est demontree, en l’absence de termes de reaction, mCme si les solutions ne sont pas regulieres. 
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0. Introduction 
11 y a quelques an&es, Chorin [7] a introduit une methode particulaire pour l’equation de 
reaction diffusion: 
D+-Dx,u=C(u), u(t, x)ER, ~~58, t>O, (0.1) 
(ou on note D, et D, les dCrivCes partielles en temps et en espace), C Ctant une fonction reelle 
don&e. Le principe de cette methode est le suivant: 
(a) on utilise une discretisation particulaire de la d&Me en x de la donnee initiale ~(0, x), en 
l’approchant par une somme finie de masses de Dirac; 
(b) a chaque pas de temps, on deplace chaque particule (i.e., chaque masse de Dirac) par la 
technique de marche aleatoire pour simuler le terme de diffusion de (0.1); 
(c) enfin on modifie le poids de chaque particule pour prendre en compte le terme de reaction. 
L’analyse de ce schema a CtC commencee par Hald [9], mais seulement pour une version assez 
CloignCe de l’original (voir [lo]). D ans cet article, on propose d’abord une generalisation de 
l’algorithme de Chorin qu’on peut appliquer a l’equation non lineaire de reaction diffusion 
convection: 
D,u+D,(B(u))=C(u)+D,,(A(u)), u(t, x)ER, XER, t>O, (0 -2) 
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oti B, C et A sont des fonctions reelles donnees, A &ant supposee croissante au sens large: 
A’(w)aO, WER. 
En particulier, ce schema s’applique aux lois de conservation scalaires 
(o-3) 
D++D,(B(u))=O (0.4 
(en posant A = C = 0), dont on sait que les solutions peuvent Ctre singulieres (apparition d’ondes 
de choc). Dans ce cas, le schema a CtC deja introduit et CtudiC par l’auteur sous le nom de 
methode de transport et ecroulement [2,4]. 
On aborde ensuite dans cet article la question de la convergence du schema, qui pose deux 
problemes de natures differentes. 
(a) L’approximation de solutions singulieres a l’aide de methodes particulaires est un probleme 
largement (pour ne pas dire totalement) ouvert. On sait en effet que les r&hats de convergence 
recemment obtenus (dans [1,8,13,. . . 1) pour des methodes particulaires concernent exclusivement 
les solutions rCguli&es d’equations, il est vrai, considerablement plus compliquees que (0.2) a 
savoir les equations d’Euler en mecanique des fluides. 
(b) L’utilisation de la marche aleatoire pour la simulation de termes de diffusion n’a pas CtC 
beaucoup analysee dans le contexte de l’analyse numerique (voir neammoins [5,6,9,10,. . .I), 
encore moins lorsqu’il s’agit de diffusion non lineaire comme dans (0.2). 
Dans cet article, on prouvera la convergence du schema, avec quelques restrictions. Ainsi, on 
abandonnera le terme de reaction C et on se restreindra a l’equation 
D,u + D,@(u)) = D&(u)), (O-5) 
en effet, bien que le terme de reaction soit a priori le moins difficile a traiter puisqu’il ne met pas 
en jeu les derivees de la solution, la technique de demonstration utilisee dans cet article serait 
considerablement compliquee par son introduction. Ensuite, on n’utilisera pas la methode de 
marche aleatoire ordinaire mais une version dCterministe, qui nous permettra de reformuler le 
schema sous la forme t&s maniable: 
oh u, (resp. 2.4 n+l) designe la solution approchee au neme pas de temps (resp. (n + l)eme) et oti 
T(q) est un operateur non lineaire dependant des donnees au travers de l’argument q. On 
montrera que cet operateur est en fait une approximation de l’operateur de semi-discretisation en 
temps de (0.5) que l’auteur a introduit dans [3], ce qui permettra de prouver que les solutions 
approchees convergent bien vers les solutions de (0.5) au sens de Volpert et Hudjaev [ll] et vers 
celles de (0.4) au sens de Kruzhkov [12]. 
Ainsi, dans le cas de l’equation de diffusion convection non lineaire (0.5), on aura resolu les 
deux problemes qu’on s’est poses plus haut et qui restent largement ouverts dans le cas 
infiniment plus delicat des equations de la mecanique des fluides. 
On ne presentera pas dam cet article de resultats numeriques et on se r&f&era a ceux obtenus 
dans [2] pour ‘l’equation (0.4). On peut neammoins affirmer que l’efficacite du schema, tres 
grande dans le cas (0.4) [2], est considerablement diminuCe par l’introduction du terme de 
diffusion, ce qui est tout a fait coherent avec les resultats de l’analyse theorique faite dans cet 
article. 
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1. Le schkma 
Dans cette section, on d&it le schema pour l’equation (0.2) lorsque la don&e initiale ~(0, x) 
est definie sur la droite reelle toute entiere (il n’y a done pas de conditions aux limites). De plus 
on va simplifier la description en supposant 
~(0, x) = 0 pour -x assez grand, (l.la) 
c(0) = 0. (Mb) 
Ces deux hypotheses sont suffisantes pour garantir que les solutions u(t, x) de (0.2) verifient a 
chaque temps t 
lim u(t, x) =O. (1.2a) 
x-+--a3 
On peut done a tout instant Ccrire u(t, x) sous la forme 
u(t, x) = lx D,u(t, 2) dR. 
-cc 
(1.2b) 
Pour approcher u( t, x) on introduit d’abord deux parametres de discretisation AU et At pour les 
variables u et t. On introduit ensuite la discretisation particulaire suivante: 
D,u(O, x) = i W,(i)S(x - X,(i)), (1.3) 
i=l 
oti S(y) est la masse de Dirac en y = 0, X,,(i) la position de la i&me particule suivant l’axe des 
x, W,(i) son poids et P le nombre total de particules. On suppose que tous les poids sont 
born&: 
IF&(i) 1 <Au, i=l,..., P. o-4 
En prenant (1.3) en compte et en integrant (2.5) par rapport a x, on obtient pour la don&e 
initiale ~(0, x) l’approximation u,,(x) definie par 
z+)(x) = i W,(i)Y(x - X,(i)) 0.5) 
i=l 
oh Y designe la fonction d’Heaviside 
i i 
Y(Y) = 
0 si y<O, 
1 si y>O, 
Y(0) =: . 
I 
Pour chaque couple de particules i, j on definit 
i 
1 si (X,(i), i> < (X,(j), j), 
Y,,(i, j> = 0 si (X,(i), i) > (X,(j), j>, (1.6) 
: si i=j, 
oh on doit considerer (X,(i), i) < (X,(j), j) au sens lexicographique (i.e., ou bien X,,(i) < X,(j) 
ou bien X,(i) = X,(j) et i cj). Ensuite on introduit 
U,(i) = 5 W,(j)Yx,(i, j>, 0.7) 
j=l 
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puis on modifie la position et le poids de chaque particule et on en definit les nouvelles valeurs 
X,(i), W,(i) par 
X,(i) =X,(i) +At.B’(U,(i)) + (2 At.A’(U,(i)))“2.q(i), (1.8) 
W,(i) = W,(i) exp(At- C’(U,(i))) (1.9) 
oh on note v(i) une variable aleatoire Gaussienne reduite (d’esperance nulle et d’ecart type Cgal 
a 1). Ensuite, on definit l’approximation de la solution au premier pas de temps At par 
ui(x) = 5 W,(i)Y(x - X,(i)). (1 .lO) 
r=l 
Ainsi on a decrit le premier pas de temps completement et les autres s’effectuent de la meme 
man&e. Le schema ainsi decrit est (a de leg&es modifications pres) la generalisation: 
(i) du schema de Chorin [7] lorsque 
B(u) = 0, A(u) = 0; (1.11) 
(ii) de la methode de transport Ccroulement [2,4] dans le cas 
A(u) = 0, C(U) = 0. (1.12) 
Cet algorithme est stable pour la variation totale lorsque C est Lipschitzienne, il la diminue 
lorsque C est nulle, mais il nest pas monotone. Voyons cela de plus p&s. La variation totale de 
u,(x) = i W,(i)Y(x - X,(i)) (1.13) 
i=l 
est donnee par: 
I+,) = i W(i) I- 
i=l 
(1.14) 
Introduisons 
Lip(C) = sup 1 C’(w) 
wsw 
I- (1.15) 
De (1.9), on tire 
I W,(i) I G I K(i) I exp(Lip(C) At), (1.16) 
et done (par recurrence) 
I W,(i) I G I W,(i) I exp(Lip(C)n At), (1.17) 
d’ou 
I’V(u,) < TV(u,) exp(Lip(C)n At), (1.18) 
ce qui signifie bien que le schema est stable pour la variation totale et qu’il la diminue lorsque 
C = 0. Neammoins, bien que les solutions exactes u(t, x), u( t, x) de (0.2) ont la propriete de 
monotonie suivante 
u(O, x) > rJ(O, x), P.P. = u(t, x) 2 u(t, x), P.P., (1.19) 
le schema introduit n’est pas monotone en ce sens qu’on n’a pas 
%(X) 2 Q(X) - UJX) > U,(X). (1.20) 
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Considtrons par exemple la don&e initiale 
u(0, x) = Z.&J(x) = 2u* (Y(x) - Y(x - h)), (1.21) 
oti Y est la fonction d’Heaviside, U et h deux constantes positives. Cela correspond a la 
distribution de particules suivante 
P=2, X,(I) = 0, W,(l) = 2u, u,(I) = U, 
X,,(2) = h, w,(2) = -2u, u,(2) = u. (1.22) 
D’apres (1.8), (1.9), on obtient apres un pas de temps 
X,(l) = B’(U) At + (2 At A’( U))“*n(l), (1.23a) 
X,(2) = h + B’(U) At + (2 At A’( U))l’*77(2), (1.23b) 
W,(l) =2Uexp(At C’(U))W,(2) = -2Uexp(At C’(U)), (1.23~) 
ui(x) = 2Uexp(At C’(U)). (Y(x - X,(l)) - Y(x - X,(2))). (1.23d) 
Du fait que C(0) = 0, la constante 0 est solution de (0.2) et aussi du schema. Comme u. est 
positive ou nulle, il faudrait done que ui le soit aussi pour que le schema soit monotone. Mais 
d’apres (1.23a)-(1.23d), u1 n’est plus positive db que 
~(1) -q(2) > h- (2 At&(U))-“*, (1.24) 
ce qui peut fort bien se produire puisque ~(1) et ~(2) sont deux tirages independants d’une 
variable aleatoire Gaussienne. 
Le schkma modifik 
Dans la formule (1.8) on remplace la variable aleatoire Gaussienne reduite n(i) par 
0. u,(i)), (1.25) 
oh iV est un nombre entier positif grand et r, est defini comme suit: soit la fonction d’erreur 
erf(x) = lx (2”))1’2 exp( - is*) ds. (1.26a) 
--M 
On definit r(w) pour 0 < w < 4 par 
erf( r( w)) = 2~; (1.26b) 
on l’etend par symetrisation et periodicite a w E R: 
r(-w) =r(w), (1.26~) 
?(w+l)=T+u), (1.26d) 
et on fait la troncature suivante: 
r,(w) =inf(c, sup(-c, T(W))), (1.26e) 
oti c est un nombre reel positif grand. Ainsi la formule (1.25) est bien definie. 11 reste 21 expliquer 
la substitution de q(i) par (1.25). Comme q(i) est un tirage dune variable aleatoire Gaussienne 
reduite, on peut tout aussi bien l’ecrire sous la form v( 0( i)) oti t3( i) est une variable aleatoire 
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uniformement distribuee dans IO, l[. La substitution proposee revient done (i) a tronquer la 
fonction r; (ii) a remplacer 13(i) par le nombre N. U,(i) ou encore N - U,(i) modulo 1 (compte 
tenu de la periodicit& de r,). 
L’avantage essentiel de cette modification n’est pas tant de rendre le schema dtterministe que 
d’introduire une correlation du mouvement des differentes particules, via U,, ce qui va permettre, 
de reformuler le schema, au moins lorsque le terme de reaction est nul, et d’analyser sa 
convergence. 
2. Nouvelle formulation quand le terme de &action est absent 
Dans le cas de l’equation (0.5) le terme de reaction C(U) disparait et l’equation (1.9) regissant 
l’evolution du poids des particules devient: 
W,(i) = W,(i), i= l,..., P, (2.1) 
ce qui implique que les poids restent constants au tours du temps. 
W,(i) = W,(i), n = 0, 1, 2, . . . . (2.4 
Par consequent si on suppose qu’au temps 0 tous les poids sont Cgaux au signe p&s, c’est-a-dire, 
W,(i) =s(i) Au, avec s(i) = kl, (2.3) 
alors on aura 
W,(i) =s(i) Au. (24 
11 s’ensuit qu’on peut reformuler le schema (modifie) ainsi: 
U,(i) = i s(j) Au Yx,(i, j), (2.5) 
j=l 
I 
0 si X,(j) >X,(i), 
Yx,(i, j) = 1 si X,(j) < X,(i) ou X,(i) =X,(j) et i >j, (2.6) 
: si i=j, 
X,+,(i) =X,,(i) +AtB’(U,(i)) + (2 AtA’(U,,(i)))1’2rC(NU,(i)), (2.7) 
u,+~(x) = 5 s(i) Au Y(x - X,+,(i)). (2.8) 
i=l 
On deduit de (2.3, (2.6) l’importante propriete: 
U,(i)E {(j+:) Au; jEZ} V~EN, Vi=1 ,..., P, (2.9) 
qui va nous permettre de reformuler le schema dune facon telle que l’analyse de la convergence 
sera grandement facilitee. 
Proposition 1. Duns le cas de I ‘bquation (0.5), et en faisant 1 ‘hypothbe (2.3), on peut trouver une 
fonction q de R duns R, telle que 
%+1(x) = (T(q)%?)(x) = QGGl(x - q(w))7 4 dw (2.10) 
Oit 
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i 
+1 sio<u<w, 
K(u, w) = -1 sio>u>w, 
0 autrement . 
41 
(2.11) 
Cette fonction q est donnCe explicitement par 
q(w)=AtB’((i-i) Au)+(2AtA’((i-4) Au))“‘.r,(N(i-i) AU) 
pour tout w dans ](i - 1) AU, i Au[, et tout i dans Z (r, &ant dCfini par (1.26)). 
(2.12) 
DCmonstration de la Proposition 1. Elle dkcoule du lemme suivant. 
Lemme 2. Soit u(x) une fonction constante par morceaux de la forme 
u(x) = i W(i)Y(x-X(i)) (Y=fonctiond’Heauiside) 
i=l 
posons 
(2.13) 
U(i) = C W(j)Y,(i, j) ozi Y,(i, j)= + si i=j, 
j=l 
i 1 si (X(i), i) > (X(j), 
alors, on a 
P (0 xi 0%)~ i> < m.d, A, 
(2.14) 
j); 
K(u(x), w) = 5 M-P(j)) l{x>X(j)) 1{ lw - U,(j) I <:vKw 
j=l 
I > (2-W 
oit K est dkfini par (2.11) et l{ w E In} = 1 si w E 3, 0 si w P 3. 
Avant de prouver le Lemme 2, dkduisons en la Proposition 1. On a 
j-K(“,(x - q(w), w) dw 
= i s(i)/-l{ x > X,(i) + q(w)} - l{ 1 w - U,(i) I -= : Au} dw. 
i=l 
A cause de (2.9), on sait que U,(i) E {(j + :)Au; j E Z}. Par consequent, on dCduit de (2.12) 
que 
q(w)=constante=q(U,(i)) pourlw-U,(i)1 <iAu, (2.16) 
et done 
/K(u,(x-q(w)), w) dw= is(i) Au l{x>X,&)eq(U,(i))} 
i=l 
= iil4d AU yb - x,+,W) (par (2.7), (2.12)) 
=U n+lW (par (2.8))? 
ce qui prouve la Proposition 1. Cl 
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Preuve du Lemme 2. Pour prouver (2.13, il suffit de verifier la relation integrale suivante pour 
toute fonction test f(w): 
/K(u(x), w)f(w) dw 
De (2.11), on deduit: 
/I+(x), w)f(w) dw=F(u(x)) oti F(u)=l”f(w) dw 
0 
(2.18) 
et le terme de droite dans (2.17) peut se reCcrire: 
i I{ x > X(j)) . (F(W) + W(j)) - m-u - W(A)). (2.19) 
j=l 
Introduisons l’unique permutation (j,, . . . , j,) de (1,. . . , P) telle que la suite (X( j,), j,) soit 
croissante par rapport a k pour l’ordre lexicographique: 
(x, P)+, 4) e x<~ou (x=yet p<4) (2.20) 
et notons k(x) le plus grand indice k tel que X( j,) < x. On peut alors reecrire (2.19) comme 
suit: 
k(x) 
kF1 (F(u(jk) + @?jk)) - ‘(%k) - iw(jk)))* 
11 decoule par ailleurs de (2.14) que 
(2.21) 
u(jk) - +w(&) = u(j&i) + +w(jk-l) et u(ji) - iW(jl) =O, (2.22) 
done (2.21) devient: 
F( u( j,,x, ) + 5 w( jk(x))) - F(o) > 
Ainsi on a prouve (2.17) et part consequent 
3. Convergence du schCma 
c’est-a-dire F( U( x)) - P(0) = F( U(X)). 
le Lemme 2. I7 
Dans la premiere section, on a introduit une methode particulaire qui generalise l’algorithme 
de Chorin pour l’equation (0.2). Puis, dans la deuxieme section, on a donne une nouvelle 
formulation (2.10)-(2.12) du schema dans le cas de l’equation (0.5) oti il n’y a pas de terme de 
reaction. Grace a cette formulation, nous pouvons maintenant demontrer la convergence du 
schema vers les solutions de (0.5) au sens de Volpert et Hudjaev [ll]. Plus precisement, on 
appelle solution entropique ou solution au sens de Volpert et Hudjaev de l’equation (0.5) tout 
fonction u( t, x) definie sur R +X Iw, localement integrable, verifiant au sens des distributions 
l’inegalite suivante: 
D,@(u)) + D,&(U)) < D,,&(U)), ~4 = u(t, x), t’0, x E R, (3.1) 
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pour toute fonction Lipschitzienne convexe h, avec les notations 
Bh(u) = JoYh’(w)B’(w) dw, Ah(u) = i’h’(w)A’(w) dw. (3.2) 
On remarquera que toute solution classique verifie (3.1) et que toute solution entropique est 
solution faible de (0.5) au sens des distributions. La notion de solution entropique permet 
d’obtenir un resultat d’existence et d’unicite pour le probleme de Cauchy, au moins dans le cas 
particulier de l’equation (0.4) [12], et aussi dans le cas general suivant Volpert et Hudjaev [ll]. 
Dans la suite, pour faciliter les demonstrations on considerera le probleme de Cauchy unique- 
ment pour des donnees initiales periodiques en espace. Cela revient a considerer le probleme aux 
limites avec conditions de periodicit aux bords (a ce propos voir la prochaine remarque). 
Enoncons le resultat principal. 
ThCor&me 3. Supposons que les fonctions A, B, A’, B’, A’lj2 sont Lipschitziennes. Soit ~(0, x) une 
fonction mesurable born&e pkriodique de pkriode L: 
u(0, x + L) = u(0, x), p.p., (3.3) 
et de variation bornke sur (0, L): 
;;! /,“I h-l. (~(0, x + h) - ~(0, x)) 1 dx < + cc. (3.4) 
Supposons qu’il existe une unique solution entropique u( t, x) de (0.5) (au sens de (3.1) (3.2)) dans 
CO w,; L:,(R)) de piriode L en x. 
Approchons ~(0, . ) par une fonction constante par morceaux de pPriode L Li variation bornCe u. 
telle que 
USE {jAu; j&Z}, p.p., Au+O. (3.5) 
Dkfinissons q et T(q) par (2.10)-(2.12) et posons u, = T(q)“u,. Choisissons les paramt?tres de 
discrktisation At, Au, N et c de sorte que 
At=;, Au = n-2-3s, N = nl+‘, c= ((1 + +6) log n)1’2 auec S > 0. 
(3.6) 
Alors, 
iLIu(t, x)-uU,(x)]dx+O, n-+ +oo. (3 -7) 
Remarque. Nous ne considerons ici que les don&es initiales ~(0, x) periodiques en x, en 
contradiction avec la Section 1, ou on faisait l’hypothese (l.la) pour definir le schema numerique. 
En fait dans les deux cas, on a choisit la voie la plus facile: dans la Section 1, il est plus 
commode de supposer (l.la) pour d&ire le schema, mais pour prouver le Theoreme 3 il est plus 
simple de considerer le cas periodique puisque on utilise un resultat obtenu ailleurs [4] pour 
lequel l’hypothbe de periodkite Ctait faite. De tout facon, aucune de ces hypotheses (periodicite 
ou (l.la)) n’est vraiment importante. 
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4. Une classe d’opbrateurs dans L, 
Preliminaires 
Soit le tore unidimensionnel X = R/LZ, soit L,(X) (resp. L,( X X Iw)) l’espace des fonctions 
mesurables u(x) (resp. f( x, w)) dkfinies sur IR (resp. IKf x W) telles que 
(resp. 
IflL, =J,J,If’ x, w)Idxdw< +co), (44 
u(x + L) = u(x), p-p., (resp. f(x + L w) =f(x, w), pp.). (43 
Pour toute u dans L,(X), et f dans L,( X x Iw), on dCfinit 
TV(u)= suplhl-‘$u(x+h)-u(x)Idx 
h#O 
TV,(f I= sup 
h#O 
TVw(f > = sup 
h#O 
“I-’ jJ,lf’ x + h, w) -f (x, w) ) dx dw 
W’$JJf( x, w+h)-f(x, w)Idxdw 
On rappelle que, lorsque u et f sont rkgulihes, on a 
w(u) = px44 I dx, 
vx(f)=Jxpxf(x~ W)ldXd% 
TV,(f)=/x$f(x, w) Idxdw. 
(variation totale de u), 
(4.4) 
(variation totale en x), 
(4.5) 
(variation totale en w). 
(4.6) 
(4.7) 
(4.8) 
(4.9) 
On dkfinit maintenant l’opkrateur j de L,(X) dans L,( X x Iw) par 
i 
+1 siO<w<u(x), 
jU(x, w)=K(u(x), w)= -1 siO>w>u(x), (x, w)EXXR, 
0 sinon. 
Cet opkrateur vCrifie les propriMs suivantes: 
v’u, u EL,(X), u>,v,p.p. * juajv,p.p., 
vu, uE&(X), lju-j~IL,= Iu--uIL,, 
(4.10) 
(4.11) 
(4.12) 
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j0 = 0 (oh on note 0 la fonction 0), 
TV,(&) = TV(u), 
TyJ ju) G 2L, 
Iju(x, w)I gl et (aG~(x)<b * j~(x, w)=Opour wG[a, b]). 
Les dkmonstrations sont Umentaires (sauf (4.14) voir [‘I]). 
(4.13) 
(4.14) 
(4.15) 
(4.16) 
Dkfinitions et propribtb 
Pour toute fonction q = q( w, y) dkfinie sur R x R, telle que 
q(w, y + 1) = q(w, y) (q est pkriodique en y de p&ode l), 
J 
1 
sup I dw, Y) I dy < + 00, 
0 WEIR 
on dCfinit l’opkrateur non l&hire T(q) par 
(T(q)u)(x) = 1 /; u(x - q(w, r), w) dw dy, p.p., pour u dans L,(X), 
w 0 
= j- fK(u(x - q(w Y), w)> dw dy- 
w 0 
(4.17) 
(4.18) 
(4.19) 
11 s’agit d’une contraction dans L,(X) qui vkrifie les propriCtCs suivantes: 
(T(q)+ + L) = G%b)b)~ P*P*, 
T(q) C = C pour toute constante C(x) = cst = C, 
IT(q)u-%)h,~ Iu--uLp 
u > u, p.p. - T(q)u a q&A P.P., 
(4.20) 
(4.21) 
(4.22) 
(4.23) 
J w?b4x) dx = /44 dx7 
T;(T(q)u) < TV(U). 
X 
(4.24) 
(4.25) 
Toutes ces propriMs dbcoulent aiskment de (4.19) et (4.11)-(4.16) (voir Cgalement [4]). On a de 
plus le principe du maximum: 
a G U(X) G b * a G T(q)u(x) G b, p.p. (A cause de (4.21)-(4.23)). (4.26) 
11 s’ensuit que, pour a et b fix& on peut considkrer T(q) comme un opkrateur agissant sur la 
partie de L,( X): 
L;yX)={UEL1(X); a<u(x)<b,p.p.}. 
On peut alors rCCcrire T(q) comme suit: 
T(q)+) = $“$3 + - qh Y), w) dw dy, 
a 0 
et seules les valeurs de q( w, y) pour a < w < b comptent. 
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Dependance de T(q) par rapport a q 
On s’interesse maintenant aux variations de l’operateur T(q) lorsque on modifie q (a) soit en 
l’approchant par une fonction plus reguliere; (b) soit en la remplacant par une fonction 
qN = qN( w) ne dependant que de w; (c) soit en l’approchant, lorsque q ne depend que de w, par 
une fonction constante par morceaux. On a les estimations suivantes. 
Proposition 4. On a pour u dans LTb( X), et q, 4 satisfaisant (4.17), (4.18), 
(4.27) 
Proposition 5. Soit q satisfaisant (4.17), (4.18). Soit qn, definie pour tout entier positif N par 
qiv(w, Y)=qNtW)=q(wY N*(E)). (4.28) 
Alors on a pour tout u dans LTb( X): 
IT(q)u- T(qaJul L,~&.(b-a).(4L+Lip,,,(q).TV(u)), 
o& LipJq) = sup lD,qh Y) I- 
a<w<b 
Y‘=R 
(4.29) 
Proposition 6. Soit q = q(w) une fonction Lipschitzienne de w. Pour tout entier positif M, on 
considere 1 ‘approximation constante par morceaux qCM), definie sur [a, b] par 
qCM’(w)=q(a+G.(b-a)] 
i-l w-a i 
pour 7 < - < - b_a M,i=l ,..., M. (4.30) 
Alors, on a pour u dans Lqb( X), 
ITW- W”‘bl L,~TV(u)-(%).Lip(q), 
oit Lip(q) = sup IQvdw) I- (4.31) 
n<w<b 
DCmonstrations. On remarque tout d’abord que la Proposition 6 est une consequence immCdiate 
de la Proposition 4, puisque 
J ’ sup I q(w) - q’“‘(w) I dy= sup I q(w) - d”‘(w) I 0 a<w<b 
= sup sup 
i=l . . . ..M i-1 -<EZ<; 
M 
G 
(b- ))I a 
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Passons maintenant a la demonstration de la Proposition 4. On a pour ZJ dans Lyb( X): 
%)M - T(Mx) 
= /:/,‘(j + - q(w, Y), w) -j u(x - $(w, Y), w)) dw dy. 
Done 
IWu- W?)uI., 
qflollj+-dw~ Y)? 4 -j u(x- q^(w, y), w) 1 dx dw dy 
= l,r,“l,‘l j u(x + $(w, Y) - q(w, Y), w) -j u(x, w) I dx dw dy 
(compte tenu de ce que j U(X, w) est periodique par rapport a x) 
G ,lTv,( ju>. 
J 
sup I qb, Y> - 4(w, Y) I dy (par (4.14)), 
a<w<b 
ce qui prouve (4.27) et par consequent la Proposition 4. La demonstration de la Proposition 5, 
plus technique, est rejetee en Annexe. 0 
Considerons maintenant l’erreur cumulee obtenue lorsque: 
(i) on approche u par une fonction G plus reguliere, 
(ii) on approche q par une fonction Lipschitzienne 8, 
(iii) on remplace 4 par L& et ensuite Q&F = ( &)‘“‘. 
On obtient alors le resultat suivant. 
Proposition 7. L’erreur ( T(q) u - T( Qf”‘) Q I L, est mujorf?e par 
e(u, fi)=TV(P).&’ yp,,Idw, Y>--4(w, y)ldy 
a,w, 
+ q . (4L + Lip,( e)TV( a)) 
+b-a - . 
M LiPWQ) + & -Lip,(B))TW) + Iu--ILL, 
Oh 
Lip,(B) = sup lQ~?h Y> I) 
a<w<b 
YGR 
et ek”‘( w) est dkfinie par 
*(b-a), $.(i-t,) 
i-l w-a ’ 
pour 7 < =<G, i=l,..., M. 
(4.32) 
(4.33) 
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DCmonstration. Le rhltat dkcoule (i) de l’inCgalitC du triangle; (ii) de la propriCtC (4.22) (pour 
estimer l’erreur due au remplacement de u par a); (iii) des Propositions 4-6 (pour le remplace- 
ment de 4). Notons simplement que 
Lip( f& ) = O<w<hlo,(+~ N* (X)) I Sup ~Lip,(q^)+N.Lip,(d).(b-n)-‘, 
ce qui explique le troisihme terme a la droite de (4.32). 0 
ConsidCrons maintenant l’erreur obtenue en it&ant n fois les ophateurs I et T( $“)). 
Pour cela introduisons 
&(u, 2) =IT(q)k.u- T(Gh”‘)k.liILI, pour k=O,...,n. 
On a, pour k=O ,..., n, 
(4.34) 
.35) 
En tenant compte de (4.22), on peut majorer le terme de droite de (4.35) par 
E,,_,(u, ii) +e(u, u), oti e(., .) est dCfiniepar (4.32). 
Par (4.25), on a e(u, u) < e(i2, ii) et done 
E,(u, C) G E,_,(u, i;) + e(i;, i;). 
Puisque E,,( u, 6) = ) u - Q 1 L,, on dCduit de (4.36): 
E,(u, G)<k.e(G, G)+ Iu--G]~,. 
On a done prouvC la proposition suivante. 
(4.36) 
Proposition 8. Pour tout entier positif n, on a 
IT(q)“.u-T(~~~))“.zil,ldn.e(ii, a)+ ]u-ii] 
oit e (m, - ) (resp. Q&z)) est definie par (4.32) (resp. (4.33)). 
(4.37) 
5. Une discr&isation en temps de Equation (0.5) 
Dans [4], on a dCmontr6 au sujet des solutions entropiques (au sens de Volpert et Hudjaev) de 
1’Cquation (0.5) le rksultat suivant. 
Thkorhme 9. Soit u duns L,(X). Soit A, B deux fonctions reelles definies sur R, telles que A, A’ 
(d&i&e de A) et B soient Lipschitziennes et A’ soit positive ou nulle: 
A’(w) >, 0, pour tout reel w. (5.1) 
Suppososons qu’il existe une unique solution de (0.5) au sens de (3.1) 
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S(*)u:(t, x) + (S(t)u)(x) dam CO(R+; L,(X)) 
telle que S(O)u = u. 
Alors on a 
S(t)u = ,kI$, f ; 
i i 
n 
*u (dam&(X)) pourtout t>O, (5.2) 
* 
oit T(t) est dkfini pour tout t > 0 par 
(f(t)u)(x) = kkj u(x - B’(w) - (2A’(w)t)1’2*r, w)g(r) dw dr (5-3) 
auec g(r) = (27r)-‘12. exp( - 4 - r2) et j u( ., .) dkfini par (4.10). 
On peut r&&e f(t) u A l’aide de la transformation 
Y= J r g(s) ds, 
O<y<l, dy=g(r) dr; (5.4 
--oo 
on obtient 
?(t)u(x)=/,/,;u(x-tB’(w)-(2A’(w)t)”2.z(y), w)dwdy (5 *5) 
oti z est la fonction strictement croissante de IO, 1[ dans R dkfinie de faqon implicite par 
J 
Z(Y) 
Y= _-oo g(s) ds. (5.6) 
De ce fait l’opkrateur f(t) appartient A la classe des opkrateurs T(q) CtudiCe dans la section 
prCcCdente, A condition de poser 
q(w, y) = B’(w) + (2A’(w)t)“‘.z(y). (5.7) 
NCammoins, cette hiture n’est pas la meilleure et on peut trouver une autre fonction q telle que 
f(t) = T(q), ayant de meilleures propriCtCs. Pour le voir rCCcrivons (5.5) en utilisant successive- 
ment les deux transformations 
(i) y = 2s, s E [0, :], d y = 2ds; 
(ii) y = 2 - 2s, s E [+, 11, dy = -2ds. 
On obtient respectivement 
f(t)u(x) = /./6’*2j u(x - t&(w) - (2A’(w)t)1’2.z(2s), w) dw ds, 
?(t)u(x) = ki:,Zj u(x - B’(w) - (2A’(w)t)“2.z(2 - 2s), w) dw ds 
et en effectuant la demi somme de (5.8) et (5.9): 
f(t)u(x) = illj u(x - tB’(w) - (2A’(w)t)“‘.r(y), w) dw dy 
oti r est dkfinie sur IO, l[ par 
(5.8) 
(5 -9) 
(5.10) 
r(y) = 1 42Y > siO<y<Q, z(2-2y) si +<y<l, (5.11) 
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et &endue par pCriodicitC k IR tout entier 
r(y + 1) = ++ (5.12) 
Introduisons pour tout rCel c positif, 
r,(y) = min(c, m=(r(u), - c)). (5.13) 
Cette fonction est bornke, Lipschitzienne et converge vers r dans L,(O, 1) quand c tend vers 
l’infini. Plus prCcisCment on a 
sup I d4 I = c, (5.14) 
Yew 
Lip( rc) = 2g( c)-l, (5.15) 
/,lI r(y) - C(Y) I dy = f( ~“&) dr) ds = 21°0(r - c)g(r) dr 
<2 / 
“rg( r) dr = 2g( c). 
D’apr& (5.10) et (4.19), on a don; 
f(t) = T(q), 
avec 
(5.16) 
(5.17) 
q(w, y)=tB’(w)+(2A’(W)ty**I(y), 
et on va maintenant appliquer la Proposition 4 aver 
a( w, y) = tB’( w) + (2A’( w)ty2 * rc( y). 
On a 
(5.18) 
(5.19) 
I= JoI,sv_ I ~(W~ Y) - 4(% Y) I dY =G (2t sup 
. . a<w<b 
J(w)y2 * /,l I44 - h4 I dY 
&Oh 
I < (2t * sup A’y’* .2g(c) (d’aph (5.16)). (5.20) 
De plus, 
Lip,(q^),<t.Lip(B’)+(2t)“2Lip((A’)1’2).c (hcausede(5.14)), (5.21) 
Lip,,( 4) G (2t sup A’)1’2. 2g( c)-l (A cause de (5.15)). (5.22) 
Ainsi, d’aprh la dkfinition (4.32), on a: 
e( u, 6) < (2t sup A’)l’* * 2g( c)TV( ii) 
+(%) .( 4L + TV( ii) - (t . Lip( B’) + (2t)l’*Lip( A”‘*) . c)) 
+(?).( t - Lip( B’) + (2t)“‘Lip( A’l’*)c 
+A-(2t ~upA’)‘/~.2g(c)-~)TV(G)+ Ju--GI~,. 
(5.23) 
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Si maintenant on remplace t par t/n et qu’on applique la Proposition 8, on obtient la 
proposition suivante. 
Proposition 10. Soit qn,c,N,M d.Gfinie par 
qn,c,N,Mb, v> = fBt 
(b-a)))“2*rc($-(i-i)) 
i-l w-a . 
pour-<b_a<i eti=l,...,M. 
A lors on a 
(5.24) 
Oit 
e n,c,N,M (6) = C,nN-1 + TV( 0) * (C,g( c)n’12 + C,N-’ + C n”2N-1c 
+ C,M-’ + C,n 1/2M-1c : C7n’/2M-‘Ng( c)-‘) 
(5.25) 
oit les C, (k=l,..., 7) ne dkpendent que de 
t, b-a, supA’, Lip( B’), Lip( A’l12). 
Notons que dans le cas de l’kquation (0.4), i.e., quand A est nul, les paramhres N et c sont 
superflus dans (5.24) et en,c,N,M (fi) peut Ctre remplack par C TV( G)M-’ oti C = C, = (b - 
a) t Lip( I?‘). 
Revenons au cas g&&al. En posant 
c=(2alog n)1’2, N=nP, M=nY, avec (Y, p, y > 0, 
avec n tendant vers l’infini, on obtient g(c) = 0( nPa) et 
(5.26) 
e n,c,N,M( fi) = 0( n”2-a + nlPp + n1’2+a+B-y), n + co. 
L’erreur est done d’ordre n-’ d&s que 
a=++& /3=1+S, y=2+36, 6 > 0, 
c’est-h-dire, 
c = ((1 + -$S)log n)1’2, N = nl+s, M = n2+36_ 
ConsCquemment, on a la proposition suivante. 
(5.27) 
(5.28) 
(5.29) 
Proposition 11. Si qn,c,N,M est d&finie par (5.24) et si (5.29) est satisfaite, alors on a 1 ‘estimation 
d ‘erreur ( quand n tend vers I ‘infini): 
* t n 
IT(-) n 
.~-T(q~,,,,,,)“.i;l~,~ I~--fi[~,+Cn-~, quandn+oo, (5.30) 
oiL C dkpend seulement de TV(G), t, b - a, sup(A’), Lip( B’), Lip(A”/2). 
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Remarque. Dans le cas de l’equation (0.4), N et c sont superflus et il suffit de choisir M = ns 
pour obtenir (5.30) (voir la precedente remarque). Cela montre qu’avec la schema utilise, la 
convergence est (beaucoup) plus lente lorsque le terme de diffusion est present. 
Preuve du Thhorkme 3. A l’aide du Thtoreme 9 et de la Proposition 11, nous sommes maintenant 
en mesure de demontrer le Theo&me 3. Remarquons d’abord que, sans perte de generalite, on 
peut supposer 
0 < U(0, x) < 1, p.p., (5.31) 
puisque ~(0, .) est supposee bornee, quitte a remplacer u(t, x), A(U) et B(u) resp. par 
u(t, x) -u 44 B(u) - - 
b-a 7 b-a’ b-a Oh - co<a<u(O, .)<b< +oo. (5.32) 
Ainsi, il est correct de remplacer a, b par 0, 1 dans (5.24). On peut, par ailleurs, trouver une 
approximation u,, de ~(0, .) dependant du parametre de discretisation AU, satisfaisant (3.5), 
convergeant vers ~(0, .) quand Au tend vers 0, de variation uniformement bomee: 
MO, +%&,+0, Au+O, sup TV(Q)< +cc. (5.33) 
Au-0 
Alors, en remplacant S(t)u et u par u( t, - ) et ~(0, a) dans l’enonce du Theo&me 9, qn,c,N,M et 
ii par q et u0 dans l’enonce de la Proposition 11, et en utilisant l’inegalite du triangle, on obtient 
finalement 
lu(t, ~)-WJ)“uoIL,+O, n-+m, (5.34) 
c’est-a-dire exactement (3.7), ce qui prouve done le ThCoreme 3. •I 
Annexe: dkmonstration de la Proposition 5 
La demonstration de la proposition repose sur le lemme suivant. 
Lemme 12. Soit f (w, y) me fonction r&guli&e d&nie sur [a, b] x Iw de phiode 1 en y: 
fh Y + I) =fh Y). @.I) 
Alors pour tout entier positif N, on a: 
Il”J,;Cw Y) dwdy-l’f(w, N.(E)) dwl 
a 
~ (b-4 
- N 2 sup I f(w, Y) I a<w<b 
OG.Y<l 
+I,“J,lJ,lIDWf(w, N.(E)-sc)ldwdsdc). (A-2) 
Preuve. 11 est clair qu’on peut se ramener sans perte de generalite au cas a = 0, b = 1. Puisque f 
est de p&ode 1 par rapport a y, il est equivalent d’integrer f sur le car& [0, l] x [0, l] ob sur la 
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partiede[O,l]xIW: S=&‘,lJS,U~,ob: 
s,= (w, y);O<y<N-1, +<w<7 3 
( 
Y+l 
1 
s,= (w, y);O<w<& Nw<y<l , 
i 1 
s,= (w, y);l-$ 
i 
<w<l, N-l<y<Nw . 
1 
Puisque S, et S, sont de mesure (2N)-l, on a la majoration suivante: 
/,‘/olf(w, y) dw dy -/js,f(w, Y) dw dy G ; sup If(w, Y> I. 
we[O, 11 
yE[O. 11 
RCCcrivons maintenant l’intkgrale I = Js, f( w, y) dw d y sous la forme 
y) dw dy = ) l,“‘ilo’&f(q, y) ds) dy 
et comparons la g 
J= /l-l’Nf( w, NW) dw = ij+l$ .f( $ > Y) dy- 
0 
On a 
I-J=~N-l$-(/brf(~, Y)-f($ Y)] ds) dY, 
c’est-g-dire, 
I-J=lN-l$-.(joljalD,f(y, y); dcds) dy. 
A l’aide du changement de variable 
y + SC dy SC 
W=N’ 
dw=N, N<~<l- , 
on transforme I’intCgrale en 
I-J= w, NW -w)$ dw 
&oh la majoration 
(I-J1 <;jljljl 1 D,J( w, NW - SC) I dw ds dc. 
0 0 0 
D’autre part, on a 
(A-3) 
(A.4 
(A.9 
(A4 
I J J- ‘f(w, NW) dw 0 
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Finalement, en rkmissant (A.3)-(A.7), on obtient 
+ 
i 
2 sup If(w, Y)l+]l/l/lIDWf(w, NW-sc)Idwdsdc 
O<w<l 0 0 0 
YCR i 
ce qui demontre bien le lemme dans le cas a = 0, b = 1. q 
Passons maintenant a la demonstration de la Proposition 5. Soit u(x) une fonction integrable 
sur le tore X, de variation TV(u) bornee, telle que a < U(X) < b, p.p. Comme il a CtC vu plus 
haut (Section 4) la fonction h =j U(X, w) a les propriMs suivantes (voir (4.14)-(4.16)): 
h(x, w) = 0 pour w hors de [a, b] et 1 h(x, w) I G 1, p.p., (A.81 
TV,(h) < TV(u), (A.91 
TV,,,(h) < 2L. (A.lO) 
11 est possible d’approcher ju dans L,( X X R) par une fonction rCguliQe h = h( x, w) verifiant 
encore (A.8)-(A.lO) (on passe sur la demonstration de ce point). Puisque T(q) u et T( qN) sont 
definies par 
%h+) = /“J; + - qh Y), w) dw dy, 
a 0 
T(q,)u(x)=lb~U(X--q(w, N.(E))> w) dw, 
a 
il suffit pour demontrer la Proposition 5, de comparer 
I(x)=jbh(x-q(w, N.(E)), w) dw, 
a 
(All) 
J(x) = ]b/lh(x - qh Y), w> dwdy, 
n 0 
(A.12) 
oh h( x, w) est une fonction reguliere verifiant (A.8)-(A.lO). Du Lemme 12, on tire 
sup If(w, Y)I 
a<w<b 
Y=R 
+l,bl’&‘lD,J(w, N.(E)-x)1 dwdsdc 
1 
06 (x Ctant consid& comme un param&tre) 
f(w, Y) =h(x- dw, Y>, w>- 
Or on a (par (A.8)) 
sup Ifh Y)l <I 
n<w<b 
Y=R 
(A.13) 
(A.14) 
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puis 
DJ(w, r) = -D,h(x - q(w, r), w)D,g(w, Y) + D,h(x - q(w, Y), w), 
et done, en introduisant 
C=sup{ ID,q(w, y)l; a<w<b; FR}, 
on a 
ID,f(w, Y) I G ( IQJ I + c ID_9 I)(x - d% .A 43 
ce qui nous conduit a 
J I I(x) -J(x) I dx x 
<$.(&a) 2L+ 
{ lx/,“/,‘/, ww~l+CIwl) 
(x-q(w, N.(z) -SC), w) dw ds dc dx} 
=- 1 +wz)(ZL+J,~‘~~J,” ID,h(+CID,hl)(x, w) dx dwds dc] 
N 
(puisque h est periodique par rapport a x). 
Par consequent, on a: 
J I I(x) -J(x) I d x x+(b-a){2L+jxf( lDwh I + C ID,h 1)(x, w) dx dw . i 
(A.15) 
Grace a (A.ll) et (A.12), on voit que le terme de gauche dans (A.15) est Cgal a 
/xifh(x-q(w, N.(E)), w) dw-flh(x-q(w, Y), w)dwd+x 
(~.i6) 
et le terme de droite est major6 par 
(y) * (4L+ c TV(U)), (A.17) 
puisque h satisfait (A.9) et (A.lO). Done, en utilisant une approximation convenable h de ju 
dans (A.16), on obtient finalement 
l%du- Gh)f4 L,<$.(6-a)*(4L+TV(u).Lip,(q)) (A.18) 
Oil 
ce qui termine la demonstration de la Proposition 5. q 
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