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Abstract 
In this work an experimental campaign for the determination of the 2D velocity profile in laminar regime of water flowing 
through glass microchannels is described. Two channels are considered: a microchannel with a side of 300 μm (test #1) having 
an aspect ratio (height/width) equal to 1 and a microchannel having a width of 300 μm and a height of 100 μm (test #2). Firstly, 
the real cross section of the glass microchannels has been determined by means of a Scanned Electron Microscope (SEM). The 
SEM images of the cross sections highlight how the real cross section of these channels differs from the cross section declared by 
the manufacturer. In particular, both the tested glass microchannels have evidenced a trapezoidal cross section and not a 
rectangular one as specified in the manufacturer data sheet. For both the channels, the experimental velocity data acquired by 
using the μPIV system have been compared with the theoretical values obtained by solving the Navier-Stokes equation for a 
incompressible fluid under steady state conditions. The results have evidenced that μPIV is able to determine the velocity profile 
within the glass microchannel with an average relative difference with respect the theoretical values of the order of 1-4% 
depending on the aspect ratio of the channel in the central part of the channels. On the contrary, moving towards the walls, the 
relative difference between the theoretical and experimental velocity grows up by reaching the maximum values close to the 
walls. The results presented in this paper are used in order to discuss how the accuracy of the velocity measurements obtained by 
μPIV can be optimized. 
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1. Introduction 
MicroPIV (micro – Particle Image Velocimetry) technique is one of the best technique for an accurate 
determination of steady state velocity profiles for liquid flows in microchannels [1]. As for the macroscopic PIV, 
also for the microscopic technique the determination of the fluid’s velocity profile is carried out from the detection 
of the position assumed in two different time frames by the seeding particles which are fluorescent tracer 
nanoparticles dispersed into the working fluid [2]. However, compared to the conventional technique, due to the size 
reduction of the systems analysed, the μPIV technique needs the use of a microscope and of a volumetric 
illumination of the test section in order to obtain clear images of the distribution of the fluorescent nanoparticles 
within the microchannel. Furthermore, the reduction of the size of the tracers implies that in the post-processing of 
the images one has to take into account Brownian motion and Saffmann effect which can be considered of secondary 
importance in macro systems where millimetric seeding is used [3]. The first PIV experiment for microfluidics has 
been carried out by Santiago et al. in 1998 [4]. In that work, they used an epi-fluorescent microscope with a 
continuous illumination system based on a mercury arc lamp and an intensified CCD camera to record a flow around 
an elliptical cylinder (30 μm of major diameter) in a Hele-Shaw flow cell. 300 nm diameter polystyrene particles 
have been used as the tracer. In 1999, the same authors [5] proposed a different microPIV approach respect to the 
previous technique. Instead of the mercury arc lamp, they used a 5 ns pulsed Nd:YAG laser (Ȝ = 532 nm) to 
illuminate the fluid flowing into a glass rectangular microchannel (30 μm × 300 μm × 25 mm). Polystyrene particles 
with a diameter of dp.= 200 nm, a peak of excitation wavelength of Ȝabs = 540 nm and a peak emission wavelength of 
Ȝemit = 570 nm have been used as seeding. 
Zheng and Silber-Li [6] have shown how the microPIV technique can be employed to reconstruct the 2D velocity 
profile within a rectangular PDMS microchannel having a depth of H = 19.1 μm and a width of L = 54 μm. The 
microPIV setup and the typology of the tracer used by Zheng and Silber Li is similar to the one that has been 
illustrated in the work of Meinhart et al. [5]. 
In this work an experimental campaign for the determination of the 2D velocity profile in laminar regime of water 
flowing through glass microchannels by means of the microPIV technique is described. Two glass microchannels, 
declared by the manufacturer as square (test #1) and rectangular with a ratio between height and width equal to 0.33 
(test #2) have been considered. First of all, a verification of the real cross section of the glass microchannels have 
been made by using Scanning Electron Microscopy (SEM). 
For both the channels, the experimental velocity data acquired by using the microPIV system have been 
compared with the theoretical values obtained by solving the Navier-Stokes equation for a incompressible fluid 
under steady state conditions by imposing as channel boundary the real shape of the microchannel walls previously 
determined by SEM. Finally, comparing the theoretical and the experimental data in terms of local velocity values, 
the problem related to the optimisation of the accuracy of the velocity measurements obtained by microPIV is deeply 
discussed and the main factors which influence the accuracy of the velocity data are singly analysed. 
 
2. Experimental apparatus and methods 
The ȝPIV apparatus used in this work, as shown in Fig.1, is composed by a pulsed Nd:YAG (Ȝ = 532 nm) 
monochromatic laser (NanoPIV, Litron Lasers) (1): the laser emits two pulses with a duration of each pulse of the 
order of 5 ns and a time delay between light pulses variable from hundreds of nanoseconds to few seconds. The 
illumination light is delivered to the inverse microscope (Eclipse T2000, Nikon) (3) through beam-forming optics 
(2), which consists of a variety of optical elements that sufficiently modify the light so that it fill the back of the 
objective lens, and thereby broadly illuminate the microfluidic device. The illumination light is reflected upward 
towards the objective lens by an antireflective coated mirror designed to reflect wavelength 532 nm and transmit 
560 nm (4). An air immersion lens (5) with a numerical aperture NA = 0.75 and magnification M = 20 is used. A 
sensitive large-format interline-transfer CCD camera (Sensicam, PCO) (9) is used to record the particle image fields. 
The interline transfer feature of the CCD camera allows for two image frames to be recorded back-to-back to within 
a 500 ns time delay. 
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Fluorescent seeding (Invitrogen, FluoSphere) is dispersed in the working fluid (water). The particle tracer 
presents a diameter of 1.0 μm, a density of ȡp = 1.05 g/cm3, orange coloration, a carboxylate coating and emitting a 
radiation wavelength of 560 nm when it is illuminated with a green light (Ȝ = 532 nm). The seeded working fluid is 
contained in a syringe (Hamilton Gastight #1010) (7) of 10.0 ml volume. The pressure required to flow the fluid 
within the microchannel (6) is delivered by a syringe pump (Harvard Apparatus PHD 4400) (8). A Dantec 
synchronization unit (10), connected with the laser, the CCD camera and a computer (11), guarantees the tuning 
between the light pulse and the acquisition of the images. The right illumination intensity of the laser beam is set 
from a remote control (12). 
 
Fig. 1. Lay-out of the μPIV experimental apparatus. 
 
2.1. Fabrication of the microchannels 
The reported experimental results have been obtained by using two different commercial glass microchannels 
(Translume). The first test is carried out into a microchannel that has as a nominal section, a square cross-section 
with a side of 300 μm. For the second test, a microchannel with a nominal rectangular cross section (H = 100 μm 
and L = 300 μm) has been employed. The two different microchannel are both straight and have the same length (38 
mm). Both microchannels are made by laser etching on a substrate of high quality fused silica and then bonded with 
the same material. The relative roughness of the inner walls is declared to be <0.1% by the manufacturer. 
2.2. Determination of the geometry cross-section 
For the accurate detection of the bi-dimensional velocity profile in several planes of the channel it is mandatory 
to know the real shape of the microchannel's cross-section; for this goal the SEM technique has been used. SEM 
images revealed that the geometry of the cross section of the glass microchannels used in these tests are nor 
perfectly rectangular as declared by the manufacturer but they present a trapezoidal shape. 
In Fig. 2a and 2b are reported the SEM images (Zeiss EVO 50EP) of the square glass microchannel used in this 
work as test #1. From the manufacturer data sheet, the channel has to be a perfectly squared channel but by SEM 
analysis it is possible to see that the cross section is slightly trapezoidal and that the bottom angles are not right-
angles but they have a rounded configuration. In addition the top side of the microchannel presents a non-negligible 
curvature. 
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Fig. 2. (a) SEM image with magnitude x14 of the test #1; (b) SEM image with magnitude x500 of the test #1 
The SEM analysis of the two microchannels tested in this work has confirmed that the real cross section of these 
microchannels can be approximated as a trapezoidal one with an apex angle of 88° for the microchannel used in test 
#1 and with an apex angle of 86.5° for the microchannel used during test #2. The aspect ratio, defined as the ratio 
between the height (H) and the width (W) of the channel, has been also extracted by the SEM images and it is equal 
to 1 for the microchannel used in test #1 and equal to 0.33 for the microchannel used in test #2; these values are in 
perfect agreement with the values declared by the manufacturer. These two cross sectional geometries are 
considered for the theoretical calculations of the velocity profiles. 
2.3. Mixture preparation 
The concentration C of the tracer within the working fluid is calculated as ratio between the total volume of the 
seeding (Vp,tot) and the total volume of solution (Vsol): 
,p tot
sol
V
C
V
=  (1) 
In this case Vsol has been considered as coincident with the total volume of the working fluid (of the order of 10 ml) 
since the volume of tracer is in the order of few microliter, five order of magnitude lower than the volume of the 
working fluid. Vp,tot can be calculated as: 
3
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Herein, N is the total number of tracer particles within the working fluid and dp is the particle diameter. The total 
number of tracer particle N is given by: 
pN n c=  (3) 
where, np is the number of microsphere per volume of aqueous suspension (usually expressed in particles per ml) 
and c is the volume of aqueous suspension. The values of c, N, Vp,tot, Vsol and C used during the experimental tests 
described in this paper are given in Table 1. 
Table 1. Seeding characteristics and tracer concentration used in the tests 
dp= 1.0 μm      np= 2.7x1010 particles/ml       Ȝemit = 540nm       Ȝabs = 560nm 
c (μl) N (#) Vp,tot (μl) Vsol (ml) C (ppm) 
25 6.75x108 0.35 10 35.33 
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2.4. Volume flow rate and Reynolds number 
As it will be discussed in the section 4 (Experimental determination of the velocity field), the volumetric flow rate 
Q of the fluid flowing into the channel (and as a consequence the Reynolds number) has to be selected in accordance 
to other parameters such as the time delay between the two laser pulses, the dimension of the interrogation area of 
the image recorded by the CCD camera and the concentration of seeding, in order to set up correctly the μPIV 
procedure. The Reynolds number is linked to the volumetric flow rate Q by means of the following relation: 
Re h h
WD QD
A
ρ ρ
μ μ
= =  (4) 
Where Dh is hydraulic diameter, W is the average velocity and A is the cross section area; dynamic viscosity (μ) and 
density (ρ) of the working fluid are also involved. Since the tests have been conducted at room temperature the 
density ȡ and the dynamic viscosity ȝ of the working fluid have been assumed at 25°C: ȡ = 997 kg/m3; ȝ = 890 ×10-6 
Pa s. 
The volumetric flow rate and the consequent Reynolds used in this work are reported in Table 2; values of 
Reynolds lower than 10 are typical of microfluidics applications. 
Table 2. Volume flow rate and Reynolds number used in tests 
 Q [ml/h] Re [-] 
Test #1 10 10.6 
Test #2 4 6.3 
3. Theoretical determination of the velocity field 
For the determination of the theoretical velocity field within a microchannel, let’s consider a steady state, forced 
laminar, hydro dynamically fully developed flow in a straight duct having a constant cross-section in the flow 
direction. Three assumption have been made: i) the fluid is Newtonian and its physicals properties are constants 
along the channel; ii) natural convection is negligible and the flow can be considered as isothermal; iii) the pressure 
gradient is constant along the flow direction. Under these conditions and considering an orthogonal Cartesian system 
(x,y,z), the dimensionless momentum Navier Stokes equation can be written [7]: 
where the following dimensionless parameters are used: 
Herein, v(x,z) is the dimensional value of the velocity, Wavg is the average velocity of the working fluid on a cross 
section of the channel, pd/Ϳ is the pressure drop over the flow direction and Lch is the width of the channel (long 
side), taking H as the height of the channel (short side) is possible to define the aspect ratio ȕ = H/Lch. 
The differential problem is closed by the boundary conditions, which in this case coincide whit the no-slip 
conditions at the walls. 
For ducts with a rectangular cross-section, the analytical solution of equation (5) with no-slip conditions at the walls 
is the following (Morini [8]): 
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where the series coefficients ȣn,m are defined as: 
For geometries different from the rectangular, equation (5) must be solved numerically. In this work the solution of 
equation (5) has been obtained by using FlexPDE.  
In order to compare the theoretical profiles with the experimental data the dimensionless velocity must be 
multiplied by the average velocity which can be obtained as ratio between the volumetric flow rate imposed by 
means of the syringe pump (Q) and the cross-section area, (Scs): 
4. Experimental determination of the velocity field 
The first fundamental step of the experimental procedure is the localization of the lower horizontal wall that has 
to be set as the zero point for the detection of the investigation planes position. For this purpose the physical 
phenomenon of the no-slip of the fluid close to the walls helps to find the right position of the horizontal wall. In 
fact, in order to detect the bottom channel's surface it is possible to check the fluorescent particles that are attached 
on it. When these attached particles become visible as fixed bright spots having the smallest size it means that they 
are on focus and with them, consequently, the wall. By moving upward the objective focal plan and repeating the 
followed operations for pinpointing the lower wall it is possible to determine in a similar way the position of the 
upper wall. It is important to underline that the displacement found from the movement of the focal plane between 
the lower and the upper wall is generally different from the real depth of the microchannel due to the diffraction 
index of the working fluid (water, i.e. nw = 1.333).  
As it has been introduced in paragraph 2.4, there are different parameters that must be taken simultaneously into 
account in order to achieve an accurate experimental determination of the local fluid velocity by means of the μPIV 
technique. The more important operating parameters to be set are: the time interval ǻt between the image pair, the 
size of interrogation area. The settings of these parameters has been done in order to satisfy two conditions, as 
suggested in [9]: 
i) the displacement of the fluorescent particles at the maximum velocity does not exceed ¼ of the 
interrogation cell width; 
ii) at least five particle pairs must be present into each interrogation cell. 
In these experiments a time delay (ǻt) of 50 ȝs and an interrogation area with a size of 64×64 pixel with 50% of 
overlap have been set. The image pairs were firstly acquired in grayscale and then filtered to obtain an high contrast 
value between the tracer particle and the background, as shown in Fig. 3a. A series of 500 image pairs for each 
different plan has been elaborated in order to avoid the influence of the Brownian motion and other unwanted 
stochastic micro-effects on the reconstruction of the velocity profiles. For each plane, a vector map containing 39 
column of 26 velocity vectors is obtained applying an average cross-correlation among the 500 pairs of images; a 
typical result is shown in Fig. 3b. To perform the comparison between the experimental velocity data and the 
theoretical velocity profiles determined by solving equation (5), the velocity, expressed in pixels per unit time, 
determined by means of ȝPIV is converted in meters per second in the following way: 
where u(x,z) is the dimensional velocity, spix is the displacement in pixels of the bright point between the two 
images, ǻt is the time delay, Lch is the width expressed in meters of the channel's plan under investigation and Lpix is 
the width of the same plan in pixels. 
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The velocity uncertainty has been estimated to be of the order of 2%, depending on the uncertainty associated to 
the plan width (distance between the vertical sides of the microchannel) and to the position of the vector on the 
velocity vector map. 
5. Experimental results and discussion 
 
 
Fig. 3. (a) Image of fluorescent particles after filtering; (b) Vector map of the velocity fluid field in an horizontal plan 
For each microchannel, P experimental velocity profiles have been carried out over P different horizontal planes 
by moving the focal plane of the microscope between the bottom and the upper horizontal solid walls of the 
channel; in this way it has been possible to reconstruct the whole 2D velocity profile within the microchannel. 
As explained in Section 2.2, the cross-section geometry of the two tested channels has been approximated as 
trapezoidal, as reported in Fig. 4a and 4b. For the test #1, 19 horizontal planes have been used for the 
reconstruction of the 2D velocity profile; for the test #2 13 different planes have been analysed. These planes have 
been selected starting from the central plane (P = 10 for the test #1 and P = 7 for the test #2) and increasing the 
distance from it of 15 ȝm for the channel #1 and 7.5 ȝm for the channel #2. As shown by Fig. 4, the distance of the 
more external plans from the horizontal solid walls of the channel is different for the two channels: for the test #1 
this distance is about of 17 ȝm, while for the test #2 this distance is about of 4.5 ȝm.  
For each tested microchannel the velocity error distribution (ep,m ) defined as:  
, ,
,
,
n
p m p m
p m
p m
u v
e
v
−
=
 (12) 
has been determined on the whole cross section of the channel (see Fig. 5b and Fig. 6b). Herein unp,m is the 
experimental velocity vector in the m-th position of the n-th column on the plane p, and vp,m is the value of the 
theoretical velocity calculated by solving Eq. (5), in the m-th position of the plane p. 
For each plane, a vector map containing Nv columns of M velocity vectors is made (see Fig. 3b). Since the flow 
is in steady-state conditions, each column of velocity vectors contains the same information. It is possible to 
associate to a fixed plane p the normalized root mean square error over the plane defined as: 
( )2
,1
1
min Mp p mm
n
e e
M =
§ ·
= ¨ ¸¨ ¸© ¹¦  (13) 
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With this method, for each fixed plane M velocity vectors have been determined: in particular, 25 velocity 
vectors for the channel #1 and 27 for the channel #2 have been associated to the interrogation cells used to divide 
the field-of-view. In this way a 2D velocity field made by PxM points (19x25 for microchannel #1 and 13x27 for 
microchannel #2) has been determined. The results have been reported in terms of ep in Table 3 and Table 4 and 
graphically in Fig 5a and Fig. 6a. 
 
Microchannel #1 
The values assumed by the normalized root mean square error (NRMS) for the first microchannel tested is 
reported in Table 3 over each plane considered. 
Table 3. NRMS error ep on plane p at the distance z from the bottom wall for the microchannel #1 
Microchannel #1 -   șlf = șrg = 88° -  Declared dimension: L = 300 ȝm H = 300 ȝm   -   ȕ = 1 
p [#] 1 2 3 4 5 6 7 8 9 10 
z [ȝm] 17 32 47 62 76 91 106 121 135 150 
ep [%] 10.3 9.0 6.6 5.6 3.2 2.6 1.3 1.0 1.0 1.1 
p [#] 11 12 13 14 15 16 17 18 19  
z [ȝm] 165 180 194 209 224 238 253 268 283  
ep [%] 1.3 1.2 1.0 1.3 1.8 1.6 2.5 2.6 3.1  
As it is already visible from the Table 3, the NRMS error in the central planes (p=10 represents the central plane of 
the channel) is very low (1.1%) making proof of the high accuracy of the μPIV system on the detection of the local 
velocity field especially far from the solid horizontal walls. On the contrary, when the distance from the horizontal 
solid walls is reduced, the NRMS error over the detection plane grows up, in particular close to the bottom plane 
where the error drastically increases reaching the value of 10.3% on the plane #1 which is far from the bottom wall 
about 17 μm.  By observing Fig. 5b it is evident that the deviation from the theoretical velocity values increases 
dramatically close to the bottom corners of the cross section: this deviation is essentially due to the presence of 
rounded corners, as evidenced by the SEM analysis of the cross section (see Fig. 2.b), which are not taken into 
account in the theoretical calculation. The presence of the rounded corners is the main responsible of the large error 
associated to plane #1; this fact confirms that the ȝPIV technique can be used as indirect and non-destructive 
technique for the determination of the passage geometry of microdevices [9,10]. For the upper planes closer to the 
top of the channel (17th, 18th and 19th planes), the increase of the NRMS error is owed to problems linked to the 
ȝPIV technique such as a less quantity of seeding particles and the bright noise created by the adhered particles to 
the wall. All this effects, and in particular the last one, involve the possibility to have a lack of information in some 
 
Fig. 4. (a) Used grid for the reconstruction of the 2D velocity profile in test #1; (b) Used grid for the reconstruction of the 2D velocity profile in 
test #2 
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cells of the interrogation area due to the difficulty to check correctly the motion of all the fluorescent particles. 
However, the average error is always lower than 3.5% in the upper part of the channel. As evidenced by Fig.2b the 
upper corners are less rounded with respect to the bottom ones and this fact justifies the lower values assumed by the 
relative error associated to the upper planes of the channel.  
Microchannel #2 
The values of the normalized root mean square error (NRMS) for the second microchannel tested during this 
work is reported in Table 4 over each plane considered. 
Table 4. NRMS error ep on plane p at the distance z from the bottom wall for the microchannel #2 
Microchannel #2  -  șlf = șrg = 86.5° -  Declared dimension: L = 300 ȝm H = 100 ȝm   -   ȕ = 1/3 
p [#] 1 2 3 4 5 6 7 8 9 10 11 12 13 
z [ȝm] 4.5 12 19.6 27.2 34.8 42.4 50.0 57.6 62.5 72.8 80.4 88.0 95.5 
ep [%] 24.2 9.7 4.0 3.6 2.5 2.9 1.9 1.5 1.7 3.1 4.7 8.4 31.5 
From the Table 4. it is visible that the qualitative trend of the NRMS error as a function of the distance from the 
bottom horizontal wall of the channel is similar to the trend obtained with the first channel. More in detail, the error 
in the central zone, (7th plane is the central plane) is in the order of 2%, reaching the minimum value of 1.5% on the 
8th plane and the error increases by reducing the distance from the horizontal solid walls of the channel. 
Quantitatively, the errors are larger to the errors obtained for the first channel tested and this is partially due the 
reduced aspect ratio (ȕ = 0.33) of the channel with respect the first one (ȕ = 1). It is well known that when the aspect 
ratio of a channel is reduced the velocity profile tends to become flattened and the velocity gradient close to the 
solid walls increases. However, by observing the data quoted in Table 4 it is evident that in this case over the 1st and 
13th plane the NRMS error grows up to 24.2 % on the 1st plane and 31.5 % on the 13th plane; these values are 
larger than those obtained by testing the channel #1. The explanation of this large value assumed by the NRMS error 
close to the solid horizontal walls of the channel is due to the value assumed by the z distance of these planes from 
the solid walls. In fact, differently to the test #1, the first and the last plane are placed very close to the bottom and 
upper horizontal walls, precisely with a distance of 4.5ȝm from the respective solid walls. This distance is lower 
than the depth of correlation (DOC) associated to the single plane which has been estimated, by following Lindken 
et al. [3], to be about 8ȝm. This fact can explain the large NRMS error evidenced by the data acquired on these 
planes. 
 
 
Fig. 5. (a) 3D reconstruction of the velocity profile by means of the 2D velocity profiles superposition obtained for each plane; (b) Error 
map of the microchannel’s cross-section 
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6. Conclusion 
In this work μPIV technique has been used in order to reconstruct the 2D velocity laminar profile within two 
trapezoidal microchannels having a different aspect ratio and a different apex angle.  
The main results obtained in this experimental campaign can be summarized as follows: 
i) The μPIV technique enables to determine the velocity profile of a liquid flow through a microchannel with 
a high accuracy especially in the central region of the channel, far from the horizontal upper and bottom 
solid walls. Values of the NRMS error of the order of 1-2% in the inner region have been obtained both for 
large and lower values of the channel aspect ratio. 
ii) The velocity profiles determined close to the horizontal solid walls of a channel are affected by large values 
of the NRMS error if the distance of the in-focus plane from the solid wall is lower than the depth of 
correlation (DOC): in this case NRMS errors larger than 20% can be obtained. This fact underlines that 
there is a limit distance between the focal plane and the solid walls beyond the one it is not possible detect 
correctly the motion of the fluorescent particles.  
iii) The μPIV technique can be used as non-destructive technique in order to know the real cross section of a 
microchannel; in fact, the data presented in this paper demonstrate that the local error is very sensible to the 
shape of the solid walls and of the corners of the microchannel.  
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Fig. 6. (a) 3D reconstruction of the velocity profile by means of the 2D velocity profiles superposition obtained for each plane; (b) Error map of 
the microchannel’s cross-section 
