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Abstract
Let X be a manifold with corners and denote by M1 (X) the set of boun-
dary hypersurfaces in X. If D C M1 (X) then, by using the calculus of
b-pseudodifferential operators, we define quantization maps from the K-
cohomology groups K*(T*X, T*X ID) to the analytic K-homology groups
K*(X, CD), where CD = nM (X)\D. We prove that these maps are always
isomorphisms realizing Poincar6 duality.
We then specialize to manifolds with boundary where we extend various
results of Atiyah, Patodi and Singer. First we study the asymmetry of
the boundary spectrum of an elliptic b-pseudodifferential operator, A, by
introducing an appropriate eta function and investigating its meromorphic
properties; in particular we prove that s = 0, an a priori pole, is a regular
point. Next we connect the boundary spectral asymmetry of the operator
A to its index as a Fredholm map between r-weighted Sobolev spaces; thus
we express the index as the sum of the value at s = 0 of the eta function
described above and the value at s = 0 of the difference of the b-zeta
functions associated to A*A and AA* respectively:
indr(A) = - r(O, I(A)) + b((A*A) - b((AA*)
For generalized Dirac operators this formula gives the Atiyah-Patodi-Singer
index theorem.
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-La filosofia e' scritta in questo grandissimo libro che
continuamente ci sta aperto innanzi agli occhi (io dico
l'universo), ma non si puo' intendere se prima non
s'impara a intendere la lingua e conoscere i caratteri
ne' quali e' scritto. Egli e' scritto in lingua matema -
1 INTRODUCTION tica, e i caratteri son triangoli, cerchi ed altre figure
geometriche, senza i quali mezi e' impossibile a inten-
derne umanamente parola; senza questi e' un aggirarsi
vanamente per un oscuro laberinto"
Galileo Galilei, Saggiatore
The goal of this thesis is to employ the theory of b-pseudodifferential operators
[32],[33] to investigate various questions in analytic K-homology and index theory
on manifolds with boundary.
It is well known that on a compact manifold without boundary, Y, an elliptic
pseudodifferential operator acting between the smooth sections of two vector bun-
dles defines a Fredholm operator. The Atiyah-Singer index theorem computes the
index of such an operator in terms of characteristic classes associated to its prin-
cipal symbol and to the manifold Y. There are two rather different approaches to
the index formula of Atiyah and Singer given, respectively, by K-theory and the
asymptotics of the heat equation (or, equivalently, the meromorphic properties of
the zeta function)
In the original K-theoretic approach [6][7] the fundamental step is the real-
ization of the analytic index of the elliptic operators as a homomorphism from
the K-cohomology ring of the cotangent bundle of Y, KI(T*Y), to the integers.
The connection between K°(T*Y') and pseudodifferential operators is established
through the'symbolic properties of the latter ; indeed for any a E Kh'O(T*Y) we
can find a representative cycle given by (r*E, r*E2, apr(P)) where pr(P) is the
principal symbol of some elliptic pseudodifferential operator, P, acting between the
sections of two vector bundles E1 and E2 and r denotes the projection from T*(Y)
to Y.
The connection between K-theory and elliptic operator was further clarified by
Atiyah in his foundational paper [1]. There, an analytic definition of the K-
homology groups K.*(Y), defined abstractly as the dual theory to the Atiyah-
Hirzebruch K(cohomology)-t-heory, was proposed. These ideas were later developed
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by Kasparov, [28], and Brown, Douglas and Fillmore, [16]. Cycles for this analytic
K-homology theory are 'abstract elliptic operators,' i.e. bounded linear operators
between Hilbert spaces satisfying additional conditions derived from the properties
of elliptic (pseudo-)differential operators. In particular elliptic pseudodifferential
operators between sections of vector bundles define such cycles. The homology
class of the cycle only depends on the principal symbol and indeed only on the
K-cohomology class it represents on the cotangent bundle. In fact it had already
been shown, in essence, by Atiyah that the resulting map
(1.1.1) Ki(T*Y) . Ki(Y)
is av, isomorphism, realizing Poincar6 duality. We think of (1.1.1) as a 'quantization
map' since it arises by representing a K-cohomology class as a symbol and then
quantizing the symbol, i.e. taking an operator with this symbol. This result was
discussed in detail by Baum and Douglas in [12]. Different proofs, relying on the
full power of the bivariant KK-theory of Kasparov, were also given in [29] and
[18].
More recently the K-homology groups of a compact manifold with boundary
have been considered by various authors [9], [13], [23] and [24]. The analogue of
(1.1.1) for the absolute K-homology groups is the isomorphism
(1.1.2) Ki(T*X, T*x ) Ki(X)
which is realized as a 'quantization map' through pseudodifferential operators which
are trivial, i.e. bundle isomorphisms, near the boundary.
In the second chapter of this thesis we show that the quantization map for b-
pseudodifferential operators similarly gives an explicit realization of Poincare duality
both for (1.1.2) and the relative K-homology of a compact manifold with boundary
(or corners)
(1.1.3) Kit(T*X) K I (X, &¥).
This is joint work with R.Melrose [36].
The definition of (1.1.3) is based on the properties of the space of b-pseudodiffe-
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rential operators on X, acting between sections of any two smooth vector bundles
E and F:
A E I (X; E, F) == A: C°(X; E) -- C°(X; F).
The subscript b identifies these operators as obtained by 'microlocalization' of the
Lie algebra, similarly denoted Vb, of C°o vector fields on X tangent to the boundary.
There is an associated vector bundle bTX which is isomorphic (but not naturally
isomorphic) to TX of which Vb forms the space of all sections. The symbol map for
these pseudodifferential operators
a : I(X; E,F) - S[m](bT*X; Hom(r*E, *F))
identifies the symbol as an equivalence class of symbols on the dual (compressed
cotangent) bundle with values in the homomorphisms of the lifted bundles. Ellip-
ticity has the usual meaning, namely invertibility of the symbol outside the zero
section. This "small" calculus of b-pseudodifferential operators can be extended
to any manifold with corners X and we will in fact prove that for each boundary
hypersurface B in X the quantization map (1.1.3) induces isomorphisms
(1.1.4) Ki(T*X, TX)- - K(X, CB)
where CB = M1(X)\B, M'1(X) denoting the set of all boundary hypersurfaces.
It follows from (1.1.3) that any elliptic differential operator on the manifold with
boundary X defines a relative K-class. This generalizes and simplifies results of
Baum, Douglas and Taylor, [13], who showed that an elliptic boundary problem
defines a relative K-homology class independent of the boundary conditions. In-
deed, by (1.1.3), all elements in K*I(X, OX) can be represented by cycles defined by
elliptic b-pseudodifferential operators on X.
One useful consequence of this identification is that the boundary maps in the
long exact sequence in K-homology for a compact manifold relative to its boundary:
z.
o((a-X) - Ko(X) -, K (X,OX)
(1.1.5) atloo
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can also be realized analytically. The inward pointing half of the normal bundle to
the boundary, N+OX, is a trivial R+-bun[tle over OX. It has a natural compactifica-
tion as a bundle, N+OX r [-1, 1] x OX of closed intervals such that the R+-action,
and inversion, extend smoothly. For any bundles E and F the process of 'freezing
coefficients' at the boundary gives a map
I: 'b'(X;E,F) , r (N+OX; Eax, Fax)
where the subscript I denotes the R+-invariance of the resulting 'indicial operator.'
The map ao in (1.1.5) is just given by identifying, for an elliptic A E %'P(X; E, F),
(1.1.6) ao([A]) = [I(A)] e Ko([-1, 1] x OX, O([-1, 1] x OX)) - K,(aX)
where we use Bott periodicity. The map 01 can be identified similarly.
On a closed compact manifold, Y, K-theory provides the right tool to prove the
index theorem; besides the original K-cohomological proof of Atiyah and Singer we
mention the approach of Baum and Douglas [10], which is based on the Poincare iso-
morphism (1.1.1) and the equivalence between analytic and topological K-homology,
as well as those of Kasparov [28], and Connes and Skandalis [18] which exploit the
functoriality properties of IKK-theory in an essential way.
On a manifold with boundary, X, the index problem for elliptic operators is more
subtle and K-theory is, in general, not enough. If the operator D: C°°(X; E) --
C°(X; F) admits a Lopatinski boundary condition B: C°o(X; E) -. C°(OX; G)
then, by a classical result (see [25]), it defines a Fredholm operator. In this case
it is possible to pull back the class [(D)] K°(T*X) to a class [a(D,B)] E
K°(T*X, TaXX); once this has been achieved, something which is not at all obvious,
the proof of the index theorem is reduced to the one for closed manifolds by doubling
X. This theorem, due to Atiyah and Bott [2], has been generalized by Boutet de
Monvel [15] to an algebra of pseudodifferential operators on X naturally containing
such classical boundary value problems.
However for an elliptic differential operator D to admit Lopatinski boundary con-
ditions it is necessary that the K-cohomology class defined by its symbol lies in the
kernel of the restriction homomorphism KO(T*X) - KI(TaxX). Using Poincare
duality this is equivalent to'requiring that [D] E Ker do C Ko(X, OX) where do is
S
the boundary map in K-homology (1.1.5). It turns out that the differential opera-
tors naturally arising in Riemannian geometry do not satisfy this condition. As an
example consider a Dirac operator, DX, on a even dimensional spinc-manifold with
boundary X; then (1.1.6) together with the definition of Bott periodicity in analytic
IK-homology yields 0o[D] = [Dax], and this is in general non zero in KI(OX).
In the fundamental paper [4], Atiyah, Patodi and Singer introduced non-local
boundary conditions for which these classical first order differential operators be-
come Fredholm. If we assume X to be isometric near the boundary AX to a product
AX x I then any of these operators splits in a collar neighbourhood of the boundary
as
D = at + Do)
where x is the normal variable, a = a(D)lax(dx) and Do is a self-adjoint elliptic
operator C°(OX, Eas) - C°(OXd'; Fax); the analytic index of the Atiyah-Patodi-
Singer boundary problem can be expressed as the sum of two terms ([4][17]): the
usual Atiyah-Singer integral plus a (global) correction term coming from the bound-
ary
(o o= )+ h
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Here h is the dimension of the kernel of Do and (0O) is the value at 0 of the
meromorphic extension of the function
(1.1.8) ,1(s) = -(sign A)AI - Res >> 0
Ao
where A E spec(Do). The value of 1(s) at s = 0 measures the asymmetry of the
spectrum of the self-adjoint operator Do with respect to the origin. One can intro-
duce this eta invariant for any self adjoint elliptic operator on OX; the proof of the
regularity at s = 0 in this general case is quite subtle ([5], [22]).
In the third and fourth chapter of this thesis we generalize the results of Atiyah,
Patodi and Singer to an arbitrary elliptic element A E I'(X; E, F). The Fredholm
properties of A, already established by Melrose and Mendoza, are obtained by
analyzing the indicial family associated to the operator A. This is the entire family
of pseudodifferential operator on ,OX defined by
IA(Z) = (-izAxiZ)a E m (X;Eax,Eax)
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where x is a boundary defining function and
( )O: · (X; E,F) 1 Pm(oX; Esx, Fax)
is the restriction homomorphism. The indicial family IA(Z) defines a discrete set in
the complex plane, the boundary spectrum of A;
(1.1.9) specb(A) = {z E C; IA(z) is not invertible }.
The points in specb(A) are also called the indicial roots of the operator A. The
Fredholm property of A, as a map between weighted b-Sobolev spaces is controlled
by specb(A), to be more precise one has the following
THEOREM [35]. Let A E fib(X; E, F). Then
(1.1.10) A: xrH (X; E) ---, zHl-m(X; F)
is Fredholm if and only if
A is elliptic and r -specb(A).
Here Sz denotes the imaginary part of z. The relative index theorem gives the
behaviour of the index of A as a function of r:
THEOREM [35]. The index of an elliptic element A E P' (X; E, F) as above is
independent of M, locally constant in r and such that
r,r' - specb(A),r > r' =
indr (A) -indr(A) = E ord(z')
z' Especb(A)
r'<-Sz<r
where ord(z') is the order of z' as a zero of the indicial family.
It is important to notice that the classical first order differential operators con-
sidered above, become b-differential operators when defined in terms of a metric in
the compressed tangent bundle and it is not difficult to realize that the index of the
Atiyah-Patodi-Singer boundary problem is equal to the index given by the theorem
of Melrose and Mendoza; in this case the boundary spectrum (1.1.9) coincides with
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the spectrum of the tangential operator (multiplied by /-i-). Bearing in mind this
example and the relative index theorem one expects the index of an elliptic element
as in (1.1.10) to be expressible as the sum of a symbolic term and a boundary cor-
rection term connected with the asymmetry of the set specb(A) with respect to the
line z E C; !z = -r. Thus in Chapter 3 we extend the work of Atiyah, Patodi
and Singer and we define an eta function associated to the indicial family IA(z) of
an elliptic b-pseudodifferential operator.
We first introduce two zeta functions ¢((s, I(A)) associated to the indicial family;
the plus and minus signs stand for our choice of cuts in the complex plane (the
positive and negative real axis respectively); the subscript r is associated to the
weighting of the Sobolev space in (1.1.10). We study the meromorphic properties
of these zeta functions and we define an eta function (s, I(A)) by
(1.1.11) 7r(S, I(A)) = 2 )sn (s,I(A))- ') +(,I(A))2i sin r s
We then show that s = 0, a priori a simple pole, is a regular point; the proof is
based on a K-theoretic argument as in [5]. Although (1.1.11) does measure the
asymmetry of the boundary spectrum with respect to {(Qz = -r} and extends the
eta function of Atiyah-Patodi-Singer for the 'linear' case (1.1.7), we still need to
introduce in §3.5 a different extension of (1.1.8); this new eta function, r(s, I(A)),
will be precisely the boundary correction term in the index formula of Chapter 4.
As already remarked, the index of an elliptic element in sib'(X; E, F) depends on
the boundary spectrum of the operator. Thus it is not a topological invariant and
K-theory cannot be used effectively to solve the index problem. In Chapter four
we then extend to the b-calculus the zeta function approach to the index formula.
It is well known that on a manifold without boundary, Y, the index of an elliptic
operator, P, can be expressed as the difference of the traces of the heat kernels of the
operators P*P and PP* or, equivalently, as the difference of the corresponding zeta
functions for Res >> 0. The difference of the values at s 0 of the meromorphic
extension of the two zeta functions gives the formula
(1.1.12) indP J Uo(P*P) - Uo(PP*).
Y Y
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where the densities Uo(P*P) and U1l(PP*) can be explicitly computed in terms of
the complete symbol of P ([3] [37]).
Our goal in the fourth chapter is to give an analogous treatment for the index of
an elliptic b-pseudodifferential operator, A, in which the symbolic contribution from
the interior and the global contribution from the boundary are explicitly singled out.
There are various problems in trying to extend the zeta function approach. First of
all b-pseudodifferential operators of large negative order are not trace class. Thus
although we can give a rather explicit treatment of the complex powers of self-
adjoint elliptic b-pseudodifferential operators (§4.2) we still cannot take their traces
to define the zeta function. We can, however, take their b-trace, an extension of the
trace functional due to Melrose [34], and hence define the b-zeta function. However
after this regularization has been performed the connection with the spectrum of
the operator is lost. To get around this second difficulty we introduce a perturbed
operator A(6), 6 small and positive, which has the same index as A but for which
A(6*)A(6) and A(6)A*(6) have discrete spectrum. Writing the zeta function index
formula for A(6) and analyzing its behaviour as 6 0 we obtain the main result of
this chapter
(1.1.13) indr(A) = -r(O, I(A)) + b((A*A) - b(AA*)
for an elliptic b-pseudodifferential operator as in (1.1.8). The contribution coming
from the b-zeta functions can be explicitly computed in terms of the (complete)
symbol of A; as in the case of closed compact manifolds it reduces to the integral
of well known characteristic classes whenever A is a generalized Dirac operator ([3]
[20] [21]). Thus (1.1.13) gives a generalization of the Atiyah-Patodi-Singer index
theorem:
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2. ANALYTIC K-THEORY ON MANIFOLDS WITH CORNERS
2.1 b-pseudodifferential operators: the small calculus
In this section we will describe the algebra of b-pseudodifferential operators on
a compact manifold with corners. In the case of a manifold with boundary this
algebra was defined in [32] were it was called the algebra of totally characteristic
pseudodifferential operators (see also [27]). The case of manifolds with corners is
treated in detail in [33]
Recall that on a compact C' manifold, Y, without boundary the filtered algebra
of pseudodifferential operators acting on half-densities
(2.1.1) mI*(Y; Q Y)- U m(Yl; QnY)
ruER
can be defined by reference to local coordinates and oscillatory integrals. Equiv-
alently one can look at the regularity properties of the Schwartz kernel of these
operators, namely that they are precisely the distributional half-densities on Y x Y
which are conormal with respect to the diagonal -/ C Y x Y.
If Z is an n-dimensional C® manifold, WV a submanifold of dimension n - r and
Vw = {V C°(Z, TZ); V is tangent to WV}, one defines the space of conormal
distributional half-densities associated to TV as
I(Z, W; Q Z) = {u E C- (Z, Q Z); for some m,
Vu C Hm(Z, Z) V k E N}
where C-°(Z, Z) is the space of distributional section of the half-density bundle
and the H' are the usual Sobolev spaces. The same definition applies for manifolds
with boundary (or even with corners) and clean submanifolds meeting the boundary
transversally.
Conversely every element u E I(Z, TV; QZ) is given, locally, by the Fourier
transform of a symbol a E Sk(U x Rn) (some k) where U is open in R" -r . Recall
13
that if C R is open then the space of symbols, Sm (Q x RN) C(Q x RN)
consists of the functions satisfying estimates
sup (1 + [~[)-'+l3l DlDOea(x, )[ < o
xEIi,CERN
VKcc , E Non, E NN
where No = {0, 1,... }. These spaces are invariant under linear (even asymptotically
homogeneous) transformations in the second variables, so Sm(V) is well-defined for
any vector bundle, V.
Defining the subspace I(Z, W, Q ) C I(Z, W, Q) by requiring such a symbol
to be of order AI = m + 4 - one obtains a well defined symbol map
(2.1.3) Im (Z, W; Q ) - S'lS/SAl-(N*W, Q (N*W))
which gives rise to an exact sequence
(2.1.4)
O ', Im-(Z,w;f) -- 4 Im(Z,W; ) --; sM/SM-1(NWQ I(N*W)) 0O
If Z = Y x Y and W = A, so that Im(Z, W,Q) * im(Y, Q ), then N* A 
T*Y, furthermore the bundle Q (T*Y) has a natural trivialization; thus the short
exact sequence (2.1.4) amounts precisely to the well known symbolic properties of
pseudodifferential operators.
Consider the space of differential operators acting on half-densities, Diff*(Y, Q')
(this space is obtained by considering the enveloping algebra of the Lie algebra
V = C°(Y; TY) of all smooth vector fields on Y).
The above remarks lead us to regard the extension of filtered algebras
Diff*(Y, Q2) C *(Y,Q)
as the extension of the admissible Schwartz Kernels from all Co delta sections of
the half density bundle over A to all conormal sections. This extension is usually
referred to as the 'microlocalization' of the Lie algebra V = CO(Y; TY).
Now consider a compact manifold with corners, X. Thus X is a compact Hausdorff
space covered by compatible coordinate charts where the coordinate maps are to
the model spaces
R = [0, oo)k x Rn - k
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for fixed n, but variable k. We also demand, as part of the definition of a manifold
with corners, that the boundary hypersurfaces of X be embedded. This is equivalent
([32]) to demanding that X have an embedding
into a compact manifold without boundary, X, of the same dimension as X such
that
C*(X) = C(.?) r x
and that there exist J (the number of boundary hypersurfaces) functions pi E
C(X), i = 1,. .. , J such that
(2.1.5) x = np-Pi> 0}
i=l
and
VI C (1,..., J} dpi(x), i E I, are independent in T X
(2.1.6) for all x E 0X = n{pi = 0}.
tEI
Any product of compact manifolds with corner automatically satisfies this condition
(with X the product of the doubles).
Of course the condition that the boundary hypersurfaces be embedded can also be
stated intrinsically. These two approaches exemplify two attitudes to the boundary
- whether it represents a permeable barrier or a closed frontier. The two points
of view are widely reflected in the analysis and geometry of the space. Thus there
are two obvious generalizations of V = C°(Y; TY) to the case of a manifold with
corners:
(2.1.7) VE(X) = C°(X; Tx) = C0(,X; TX) r X
Vb(X) = C°°(X; bTX) {V E VE(X); V is tangent to the boundary}.
Both are Lie algebras and Cw(X)-modules. The bundle TX = TX- is the usual
tangent bundle. The bundle bTX is, by definition, the compressed tangent bundle
of X ; its fiber at the point p E X is given by
bTpX = Vb(X)/p Vb(X)
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where ,p = {f E Cc*(X); f(p) = 0}.
The space of b-pseudodifferentia-l operators is obtained by microlocalizing Vb(X).
The microlocalization of VE(X) (the extension algebra) leads to pseudodifferential
operators in the ordinary sense, relating to elliptic boundary problems and the
transmissions condition [15].
Near any point E X (a compact manifold with corners) we can introduce the
k (possibly = 0) of the pi in (2.1.5) which vanish at x as the first k coordinates of
a system, l,... ,kYl,..., Yn-k, based at . Then Vb(X) is locally spanned over
C° by
(2.1.8) X 1,t 2XO,2 ,...,Xkxk 0 y,, 7y-,. _
These elements give a local basis for bTX in (2.1.7) and allow any P E Diff,(X)
(the filtration of the enveloping algebra of Vb(X)) to be written locally in the form
(2.1.9)
P = Z a,(x, y)(xza ,) (Xkx...(, )O't +' . .. y,n_ the ac being Co.
Ial<m
Notice that (2.1.8) also fixes the following local basis for the compressed cotangent
bundle bT*X,
dxl d 2 dxk(2.1.10) 1 , ,... dyl,... ,dyn-k.
X1 X2 Xk
Let us consider the space of b-differential operators acting on half-densities,
Diff*(X,!Q'X). The Schwartz kernels of the elements in Diffb(X, Q X) span a
subspace of the space of all CO delta sections of the bundle Q X over the diagonal
A C X x X. The space of b-pseudodifferential operators on a compact manifold
with corners is defined by enlarging the class of admissible kernels in X2 = X x X.
In the interior we require the singularities of these kernels to be conormal at the
diagonal as in the case AX = 0. However, as we approach the boundary of X 2 ,
we expect these singularities to be spread along the 'corners' of X2, that is the
submanifolds of codimension two of the form H2 C (X) 2 C 0(X 2) where H is a
boundary hypersurface.
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To describe the precise class of kernels admitted we first introduce a new manifold
with corners, the Vb-stretched product, X~b. Denote by Ml (X) the set of boundary
hypersurfaces. The b-stretched product X2 is obtained from X2 by blowing up the
subset
(2.1.11) S= U H2 c x2
HEf M1(X)
Each of the submanifolds, H2, in S is embedded and they meet normally in the
sense that the conormal bundles are independent at intersections. We may think
of S as a 'normal' submanifold. Let Hi, i = 1,... ,N be an enumeration of the
boundary hypersurfaces of X and pi E C°°(X) a family of defining functions. On
X 2 let pi and p', i = 1,..., N denote the lifts of these functions from the left and
the right factors. Consider the ring of functions on the interior, X 2, of X2 which
are of the form
(2.1.12)
F(p1 + p, 1,PN , ppi +- P',PN -PI I'
FE Coo(([O,oo) x [-1, 1])N X2).
Not only is this space independent of the choice of the pi but it defines a space of
functions on the set
x2 [X2 \ S] U I SN+(H2 )
xES {HEMi(X);zEH 2}
turning it into a compact Coo manifold with corners in a natural way. Here N,(H 2 )
= TZX 2/TZH2 is the fibre at x E H2 of the normal bundle to H2 and N+(H2 ) C
Nr(H 2 ) is the (closed) subset of inward-pointing normal vectors. Then SN+(H 2 ) =
[N+(H2 )\O]/R+ is the corresponding projective space. Thus we denote the func-
tions of the form (2.1.12) by CO(X). This b-stretched product has, compared to
X 2 , extra boundary hypersurfaces, one for each H E M 1(X). These are collectively
denoted ff(Xb ) the 'front face' of X.
There is a natural smooth surjective 'blow-down' map62 : X-2 X 2 . If Pi =
(0b2)*(p + p') then
N
Pff = Pi E c(,x)
i:1
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is a (joint) defining function for ff(X2). Consider the lifted diagonal, defined as the
closure (in X) of the lift of the interior of the diagonal:
Ab = clos (;-b'[a \ S]) (in X2).
This is an embedded Coo submanifold such that
#2.Db -, D X
is a diffeomorphism. Moreover under f2 the C°O vector fields in Vb(X) lift from the
left (or the right) factor of tho a Lie subalgebra of Vb(X 2 ) which is transversal
to Ab. That is, there is a natural -vector bundle map, which turns out to be an
isomorphism:
bT. NAb
The dual map to this is therefore an isomorphism
(2.1.13) bT*X - N*Ab.
The combination of the lifts of Vb(X) from the left and the right spans, over C°°(b ),
the whole of Vb(Xb).
Consider now an operator P E Diff*(X,f2 ) and its Schwartz kernel Kp E
C-°°(X2, 2 ) = (CO°°(X,2 ½ 2))I where C6(X, Q 2 ) denotes the space of sections of
the half-density bundle vanishing of infinite order at 8(X 2).
It can be proved that:
The blow down map induces an isomorphism
(2..4) C-°°(x 2 Q2n(x)).. C-o°(X2 ,n (x2))
where Wb is the half density bundle associated to the compressed cotangent bundle.
Thus we can lift the kernel Kp to the stretched product X2 and the fundamental
observation is that:
As P runs over Diff*(X, Q ), the lifted kernels run over all C'° delta sections of
the bundle fb2 over Ab.
It is then natural to define
(2.1.15) 'f (X;Q X) x-{i E Im(Xb2 A b (X2); K = 0 at 8(Xb) \ ff(X2)} .b b ,~,Jb \rb I K i-VA i\I
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The elements are C away from Ab in particular near 8(X) \ ff(X2) where the
kernels in (2.1.15) are required to vanish in the sense of Taylor series. This re-
quirement corresponds to the 'small calculus'; the 'full calculus' will be discussed
later in conjunction with the Fredholm properties of the elliptic b-pseudodifferential
operators.
The mapping properties of these operators can be discussed using pull-back and
push-forward theorems from [33]. In particular we have:
A E =bA:(X, ) .4 C°°(x,) -- C°(X, Qb)
The most fundamental result is the composition law, showing that 1*;(X; Q 2) forms
a filtered algebra.
Thus the replacement for (2.1.1) on a compact manifold with corners is a filtered
ring of operators
(2.1.16) ';(x,nQ) = U b(x,n Q)
mER
The symbolic properties of these operators are easily obtained from the defini-
tion, the symbol map (2.1.3), the short exact sequence (2.1.4) and the isomorphism
(2.1.13). Thus if Sm(bT*X) denotes the symbol space, then there is a (non-natural)
quantization map
(2.1.17) q: S°(bT*X)= U Sm(bT*X) b i(X, f)
mER
which is filtered and almost surjective:
q : Sm(bT*X) -- Im(X, Q)
q(Sm(bT*X)) + (X,Q ) fb %(X, ) Vm E R
where
(2.1.19) %_ ( )X,2 = b ( f , )
mER
is the 'residual space.'
19
If we use the notation for the quotients
S[ml(bT*X) = Sm(bT*X) /Sm-'(bT*X)
then q has, for each m, a natural left inverse on S[m](bT*X):
(2.1.20) am %In(XQ) - S[ml](bT*X)
which gives the (exact) symbol sequence:
(2.1.21) 0 - M-(X, Q2) _- %M(X, n ) . Slm](bT*X) 0.
The spaces S[m](bT*X) have an obvious (point-wise) product
(2.1.22) S[m](bT*X) S[m'](bT*X) = S[m+m'](bT*X)
and operator composition is consistent with this:
Fr(x, n)o %r'(, n) c ;~+M'(x, Q 2(2.1.23)b I(X, b ) Q) C m+m'(X LI)
am+m,(A o B) = am(A) am,(B).
These spaces of operators are also asymptotically complete, i.e.
Ztj Iif Aj E b (X, JQ ), mj -00oo as j oo then
(.1.24) M(x, ( ) s.t. A - ZAj b(P (X, ) V p
jsp
where M = maxmi, M(p) - maxj>pmj. In fact A in (2.1.24) is determined
uniquely modulo b °(X, 2t ).
Summarizing the properties (2.1.17), (2.1.18), (2.1.19), (2.1.20), (2.1.21), (2.1.22),
(2.1.23) (2.1.24) and the fact that P( ' X, Qb ) is invariant under passage to adjoints
we say:
THEOREM 2.1.25. On any compact manifold with corners the b-pseudodifferential
operators form a quantizable asymptotically complete, symbol-filtered algebra
closed under conjugation with residual space -b (X, b ).
Certain other properties of the operators are direct consequences of these results.
Thus we say
A E T(X, 2b) is elliptic if 3b E S[-m](bT*X) s.t. am(a)b = 1 E S[°O(bT*X).
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Then we find
A E '(X,4 ) is elliptic 4_. 3 B E b Pm(X, ) s.t.
A o B -Id E b(X, ).
Moreover B is then uniquely determined modulo (X, Q ) and B A - Id E
Similarly a direct computation shows that elements of the residual space are
bounded on L2(X, fi1). An elegant symbolic argument due to Hormander ([26])
allows us to conclude from this that
1 1(2.1.26) each A E 'I(X, 2) extends to a bounded operator on L2(X, r).
So far the difference between the general case and the special case X = ~ (when
of course b (X, i ) = T m(X, )) appears to be essentially notational. However
there is a fundamental divergence, namely:
g'P (X, fi ) consists of compact operators on L2(X, i) OX = 0.
To discuss the compactness of b-pseudodifferential operators we need to consider
a second (non-commutative) symbol. In a certain sense the fundamental manifold
with boundary is the closed half-line, [0, oo). This has the disadvantage that it is
not compact. Consider the one-point compactification
[0, o) 3 a -- 1 E [-1, 1].
x+1
Not only does the (0, oo)-action on [0, oo), m, : x i- sx, extend smoothly to
[-1, 1] but so does the inversion ax - 1/x (x :# 0). Thus suppose L is an oriented
line bundle over a compact manifold with corners, Y. Then the positive part of L
can be compactified to a manifold with corners
L+ tt X = L+
so that the (0, oo)-action on the fibres extends smoothly. Of course L+ - Y x [-1, 1].
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Within the space %Pb(L+, b) of b-pseudodifferential operators on L+ we can
consider those invariant under the (0, oo)-action,
A E b,(L+, Q~) A E 'u(L+,. Q), m; o A om = A V s E (0,o).
For these spaces we get invariant versions of the quantization and symbol maps, i.e.
q can be chosen so
q: {a E Sm(bT*L+),m: a = a} -P ,(I+,n b )
and if we set bT L+ = bT*L+ r Y, Y * L+ being the zero section; then
0 - b, (L+,,b ) -,4, I (L+,Qb) S+) o
is exact.
These results extend immediately to the case that
(2.1.27) L = L L2 D ... Lp
is a vector bundle which is given as a direct sum of oriented line bundles. Then
L+ Yx[-l, 1]P.
The reason that this special case is of interest is that if X is a manifold with
corners then a boundary face is, by definition, a component of 0IX (see (2.1.6))
for some I C {1,..., J}. The codimension of the boundary component is #(I), the
number of elements in I. If F is a boundary component of codimension k then the
normal bundle to F in X has fibre
NF = Span{z1,,..., Ok } = T,X/TzF.
Now F is (a component of) the intersection of k boundary hypersurfaces, given by
{xi = O}, i = 1,... .,k, and we thus have a well-defined decomposition (2.1.27) of
NF as the product of the (oriented) normal bundles to the hypersurfaces. One
should think of NF, for F a boundary face of X, as a model for X near F. Indeed
there is a natural class of local isomorphisms (normal fibrations) of X near F and
NF near F, its zero section. Consider the inward pointing normal bundle N+F and
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its compactification N+F as discussed above. The stretched product (N+F)2 has
a natural decomposition
(2.2.28) (N+F)2 ~ (F x F)O x [0, oo)k
where (F x F)j, C ff(Xb) denotes the lift of F x F under the blow-down map .
Given an element A in b' (X, Q 2) we can thus define an R+-invariant operator on
N+F, and hence an R+-invariant operator on N+F, by simply restricting the Kernel
of A to (F x F)O and extending it to (N+F)2 using (2.2.28).
This operation defines our non-commutative symbols, the indicial operators:
(2.1.29) IF: Po(XQ ) (N+F,Q)£ b' ~r(X~fX) b ,bN+F,IbF).
where we have used the fact that for any boundary face F E M(X) there is a
natural isomorphism
(Q 2 )\ -(Q 2 )xF V2 F.b 1.
As an example consider the b-differential operator (2.1.9). Then
I(P)= E a.(0, )(x, )l ... (Xk* )ak al c.
olalm
Thus I(P) is obtained by 'freezing the coefficients at the boundary'.
Let C° F(X) C C°°(X) be the ideal of functions vanishing on F, a boundary face of
X. Then the map (2.1.29) gives an exact sequence(2.1.30) 0 C F(X). ,) 'b ( fib )X ,XV+F,) M ( 0.
These maps 'passing to the indicial operator' have the obvious consistency property.
Namely if F C Y are both boundary faces of X and we let F' denote F as a boundary
face of N+Y then
IF(A) = IF'(Ih.-(A)) VA E (.X,nb)
using the obvious identification of normal bundles.
It is also important to note the consistency condition between the indicial map
(2.1.29) and the symbol map (2.1.16). Namely
(2.1.31) iO'm[IF(A) = om(A) rbT;X
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where we use the identification of bTX with bTP(N+F).
The indicial operators allow us to analyze the compactness of b-operators. If X
is a compact manifold with corners let IMf(X) denote the set of all boundary faces
then
(.1.3) A E (X, Q ) is a compact operator on L2(X, )
(2.1.32)b b
4 AE 'i'P(X,f) with m<0 andIF(A) =0 O FE M(X).
Finally we point out that the spaces f'(X, /]b) are local Coo(X2 )-modules,
X' = X x X. This means that we can define the corresponding operators on vector
bundles by the simple expedient of setting
i '(X; E QbXF 2 QF ) = 1b (iXf) ® Homx(E,F).
Co(X 2)
All the results above have immediate extensions to the case of operators on sections
of vector bundles.
2.2 K-homology
In this section we recall the basic definitions and most important properties of
Kasparov IK-theory. We refer to [14], [28], [30] for the details.
Let A be a separable C*-algebra and let J be a two-sided *-ideal. We are
interested primarily in the case that A = Co(X) is the space of continuous (complex-
valued) functions on a compact manifold with corners. .Let M1(X) be the set of
boundary hypersurfaces of X and suppose B C M1(X). Then for J we take
J=C(X) = {f CO(X);f =0 at FVFEB}
We shall denote by C(Ho, H1 ) the Banach algebra of all bounded linear operators
between two Hilbert spaces and by IC(Ho, H1) the subalgebra of compact operators.
If H0o = H1 = H we use the notation C(H), EC(H).
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A cycle defining an element of the space KKI(A, C) is a triple (H, I, F) where
(2.2.1) H = Ho H 1 is a Z2 -graded separable Hilbert space
(2.2.2) X = o E l with Oj: A £(Hj) a C*-algebra homomorphism
(2.2.3) F ( T#) with T E (Ho,HI), T# E C(HI,Ho)
satisfying the three additional conditions
(2.2.4) [(f ), F] E C(H)
(2.2.5) O(f)(F 2 - Id) E IC(H) V f E A.
(2.2.6) k(f)(F - F*) E C(H)
A cycle is said to be degenerate if all the compact operators in (2.2.4), (2.2.5), and
(2.2.6) vanish. If A = C°(X) it suffices to check (2.2.4)-(2.2.6) for f E C°°(X)
since these bounded operators depend continuously on f E Co(X), in which C°(X)
is dense, and K(H) is closed in £(H).
Elements of KK 0°(A, C) are obtained by imposing an equivalence relation amongst
these cycles. See [14,§17] for a detailed discussion of the various equivalence re-
lations that can be considered. Here we consider only stable homotopy equiva-
lence, i.e. norm continuous homotopy of operators and addition of degenerate cy-
cles. In particular if two cycles have the same Hilbert spaces and representations
then (H, 4, Fo) and (H, 4, F1) are equivalent if there is a norm continuous family
[0,1] 3 t -, Ft with (H, c, Ft) satisfying (2.2.4)-(2.2.6) for all t E [0,1]. Note that
if
(2.2.7) (f)[Fo - F] E IC(H) V f E A
then Ft = tF + (1 - t)Fo, t E [0, 1], gives such an equivalence.
The definition of KIQ(A, C) is similar. The cycles are triples (H, I, T) where H
is a separable Hilbert space, : A - , (H) is a *-representation, T E (H) and
the following conditions are satisfied
(2.2.8) [I(f), T] E (H)
(2.2.9) 4(f)(T 2 - Id) E IC(H) V f E A.
(2.2.10) ib(f)(T - T*) E C(H).
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The equivalence relation is again stable homotopy.
These descriptions of KK'(A, C) are usually referred to as the 'Fredholm picture'
([14;§17.5]). The groups KK'(A, C) are special cases of the groups KK'(A, B),
defined by Kasparov for any pair of Z2-graded C*-algebras, A and B. We shall use
the notation Ki(A) KK(A, C), i E Z2.
A C*-algebra homomorphism h: A1 - A2 defines a natural group homomor-
phism
h : K'(A 2 ) ---, K'(Al), h*[(H. X, F)] = [(H, o h, F]).
In particular if X and Z are compact metric spaces and g: X - Z is a continuous
map then g*: Co(Z) - Co(X), g*(f) = fog, induces a covariant map g* = (g*)*:
* : cK'(C(X)) , IK'(C°(Z)).
Defining the groups
Ki(X) = KI(CO(X))
one obtains a homology theory which coincides with the theory defined abstractly
by dualizing the K-cohomology theory of Atiyah and Hirzebruch ([28]).
One of the main features of Kasparov's K-theory is the existence of an external
product ([30]):
Ki(A1 ) 0 Ij(A 2) Ki+i(A1 0 A2), i,j E Z2.
If I is the (closed) unit interval then tensoring with a generator b E Kh(CI(I))
gives a group isomorphism
(2.2.11) bi: K(A) I I+l(Cgj(I) 0 A).
This is the Bott periodicity theorem.
Finally consider the boundary map. If
0-- J -- A A/J 0O
is the short exact sequence associated to the C*-algebra, A, and ideal, J, one can
define boundary maps
(2.2.12) ai: K(J) -, KI+'(A/J).
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Now let X be a compact manifold with boundary. Then there is a short exact
sequence
(2.2.13) 0 -- , Cgx(X) CO°(X) 2a Co(aX) .0
given by inclusion and restriction to the boundary. This sequence defines the bound-
ary maps
(2.2.14) Di: K(Cox(X)) I i+(C°(0X)).
We refer the reader to [23], [24] for some interesting results on this case. It turns
out that if I x OX is a collar neighbourhhod of the boundary, I = [0, 1], and if
J C ¢o x(I x OX) -4 Cgx(X) is the obvious extension map, then, in terms of
the isomorphism (2.2.11), one obtains ([24])
(2.2.15) bi+l o Oi = J*.
From these maps one easily obtains the standard six-term exact sequence
KO(CO(oX)) K I;0(C0(X)) K Io(COX(X))
(2.2.16) o1T Ilo
_K' (Cx(x)): K(C°(X)) V I I(C°(oX)).
It is this exact sequence which we shall discuss more directly in terms of pseudodif-
ferential operators. A different approach to the K-homology groups of a manifold
with boundary and to the long exact sequence (2.2.16) is given by Baum and Douglas
in [9]; one of their main results is the equivalence of the two approaches. Interesting
applications are given in [13].
For the case of a compact manifold with corners it is natural to consider more
general sequences obtained by taking B C M1(X) F E Ml(X) \ B, B' = B U {F}
and the *-ideal Co,(X) C CB(X). Then (2.2.13) is replaced by
o -- co,(X) - Co(X) -) C (F)(F) -° o
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where B(F) C
in elements of
M1 (F) is the set of boundary hypersurfaces in F which are contained
B. By the same reasoning as above this leads to the exact sequence:
K;(CO(F (F))
K (Cs, (X))
, rco(CB(X)) ) Ko(CO, (X))
--- K (Co(X)) 4 I(Co(F)(F))
B B~~~~~~1a
2.3 Cycles defined by b-pseudodifferential operators
Suppose that E1 and E2 are (complex) vector bundles over a C® manifold with
corners, X and let A be a b-pseudodifferential operator, A E I'(X; E1 X0 , E2 0
Qf ). In all this chapter we will be only interested in the topological invariants
of b-elliptic operators. We can fix a b-density b on X and let our operators act
on sections of vector bundles; thus we use the standard but less natural notation
A E tiO(X; El,E 2 ). If AE 'ik(X;E 1 ,E2) then A: L2(X; El) - L (X, E2 ) where
L2(X; Ei) is the space of square integrable sections of Ei with respect to the fixed b-
half density Vb. If F E M(X) is a boundar face then we say e that A E (X; E, E2 )
is trivial over F if
(2.3.1) IF(A) is a vector bundle homomorphism.
Of course if A is elliptic then, given (2.3.1), I(A) is necessarily invertible.
LEMMA 2.3.2. If A E %'g(X; El, E2) is elliptic and trivial over each F E B C M(X)
then A has a parametrix A E g(X; E2, E1) which is trivial over each F E B.
PROOF: Since A is elliptic we can find, according to (2.1.18), a parametrix, Al E
%IP(X; E2, El). This satisfies
(2.3.3) A: A1 - Id E %-O(X; El, El).
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(2.2.17)
For any boundary face F E B we deduce from (2.3.3) that
IF(A) · IF(AI) - Id E I[,F(N+F; El).
Using the exactness in (2.1.21) we can modify Al by a term A' E i P°°(X; E2 , El)
so that A' = Al + A' satisfies
IF(A1) = IF(A)- .
This construction can be carried out successively at each boundary face in B, prov-
ing the lemma. 0
Now suppose that El and E2 are equipped with Hermitian metrics and that
A E 'I%(X; E1, E 2) has a unitary symbol, i.e.,
(2.3.4) A*A - Id E -(X;El,El), AA* - Id E '(X; E 2 , E 2 ).
Then let i': C°(X) £(L(X; Ei)), i = 1,2, be the *-representation given by
point-wise multiplication.
PROPOSITION 2.3.5. If El, E2 are Hermitian vector bundles over X and if A is an
elliptic element in TO (X; E1, E2) satisfying (2.3.4) and trivial over B' = M (X)\B,
where B C M1(X), then the triple
(2.3.6) L2(X; El) L(X; E2), 1 2, A0 o 
where A E T (X; E2, E1) is a parametrix for A and is trivial over B', defines a cycle
for KI(C (X)).
PROOF: Since A and A are Lb-bounded (see (2.1.26)) we certainly have (2.2.1),
(2.2.2), and (2.2.3). Just as noted in §2.2 it suffices to check (2.2.4), (2.2.5), and
(2.2.6) for
f E C¢ B(X) = (f E C"O(X); f vanishes in Taylor series at each F E B}.
In all these cases the operators are pseudodifferential and of order -1. Consider
the criterion (2.1.32) for compactness. All three operators are trivial at boundary
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hypersurfaces in B' so it follows fromn (2.3.4) that their indicial operators vanish
there. On the other hand f = 0 on B, so all three indicial operators vanish there
too. a0
More generally we can extend this result and associate an element of KI'°(C(X))
to an arbitrary elliptic element A E (X; El, E2) which is trivial over B' =
M1I(X)\B. Indeed introducing metrics on E1 and E2 we see that A*A is elliptic,
with asymptotically positive symbol, and trivial over B'. We can therefore construct
an approximate inverse square-root, which is trivial over B':
Q2 . A*A - Id E " -(X;E,E 2).
Then Proposition 2.3.5 applies to A. Q. The homotopy invariance in the equivalence
classes in KO(C (X)) shows that the element
(2.3.7) [A] = [A . Q] E IK°(C(X))
is well-defined independent of the choices made in the definition of the cycle.
Recall that the cycles for the K-cohomology space KO(bTX) can be taken as
triples (7r*El, 7r*E2, a) where El, E2 are C°O vector bundles over X, r : bT*X _ X
is the projection and
(2.3.8) a: it*El rbT.x\0- -- *E 2 rbT-.\o
is a bundle isomorphism which is homogeneous of degree 0. By modifying a to be
smooth near the zero section and using a quantization map as in (2.1.17) we can
consider
q(4a) E 'P(X; E, E2 )
where E Co(bT*X) vanishes near the zero section and is identically one outside
a compact set. Now q(Aa) is certainly elliptic.
The K-group KI(bT*X) is obtained by imposing the stable-homotopy equiva-
lence relation on the cycles (2.3.8). More generally if B' C M1(X) then the relative
groups K°(bT*X, bT;,X) are obtained by restricting the cycles (2.3.8) to be
induced by a bundle isomorphism from El into E2 over B' C MI(X)
and then imposing stable homotopy equivalence within this class. Recalling that q
can be chosen to preserve such triviality at the operator level we find:
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PROPOSITION 2.3.9. If B C Ml(X) is a set of boundary hypersurfaces and B' =
Al (XY)\B then there is a well-defined group homomorphism
K(.bT*X, bT",) IC K(C(X))
(2.3.10) [(r*El, 7r*E2,a,)] - [A].
We show below that this homomorphism is always an isomorphism, representing
Poincar6 duality for K-theory.
The same construction works equally well for the KI spaces. Thus, following [5]
we can identify Kl(bT*X) (or more generally I(bT*X, bT~,X)) with the stable
homotopy classes of self-adjoint symbols (2.3.8) (with E E = E2, trivial over
elements of B'.)
PROPOSITION 2.3.11. With the notation of Proposition2.3.9 the map
K'(TX, bT,SX) C' (Co(X))
,a C [(q(0a), L2(X, E))]
is a well-defined group homomorphism.
PROOF: Exactly as before it is only necessary to check the compactness conditions
(2.2.8), (2.2.9), and (2.2.10) using (2.1.32). O
A different way of using b-pseudodifferential operators to define Kasparov cycles,
and hence elements of I' (Co(X)), is to make explicitly use of the Bott isomorphism
(2.2.11). Thus, with I = [0, 1], consider an elliptic
P E 'I'2(X x I;E,F) with [a(P)] E Ko°(bT*(X x I), bT;,,(X x I)).
Using (2.3.9) this gives an element of IKo(C$(X)®Cg(,o (I)) and hence of K1 (C$(X)).
As KI(bT*(X x I),5bTL,x(X x I)) can be identified with K-l(bT*X,bTA,X) we
obtain a quantization map
(2.3.12) Ki-(bT*X, bT,X) -* K'(Co(X)).
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2.4 Cycles defined by pseudodifferential operators
Although, for reasons of naturality, we have used the compressed cotangent bun-
dle the two bundles
(2.4.1) bT'X - T*X
are isomorphic, with the isomorphism natural up homotopy. Thus there is a canon-
ical isomorphism
(2.4.2) Ki(bT*X, bTL,X) 5 A'i(T*X, TZ,X).
This allows us to give a rather direct definition of the relative K-homology class
associated to an elliptic differential operator on a manifold with boundary (see also
[13], [24]).
Namely let
D: C(X; El) -- C¶(X; E2)
be an elliptic differential operator. Then, choosing a metric on X, the symbol of D
defines an element [(ir*El, r'E 2, &(D)J E KI° (T'X) by homogeneous extension off
the unit sphere. Using (2.4.2) the class of D is well-defined in the relative space
[DIE K;(Ca,(X)).
If al(D) is a self-adjoint bundle isomorphism then [D] E KIl(Cx(X)) instead.
For example if X is a spinc manifold then (see [11]) the Dirac operator Dr is a
first order elliptic operator. Thus we find:
PROPOSITION 2.4.3. Let X be a spinc manifold with corners then the Dirac oper-
ator Dx determines a class [Dx] E Ki(Cx(X)), i _ dimX, (mod 2).
There is another form of the quantization map
(2.4.4) Ki(T*X) -. Ki(X, OX)
for a compact manifold with corners. Let V be a C" vector field on X which is
transversal to each boundary hypersurface and inward-pointing. Integration of V
gives a 1-parameter family of C°O maps
(2.4.5) exp(tV) : X ---- X, t > 0 small,
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which are diffeomorphisms onto their ranges. Thus Xt = exp(tV)X is an embedding
o
of X as a compact submanifold, with corners, of X. Each diffeomorphism (2.4.5)
induces an isomorphism on K-homology.
Let a = [E, r*F, a] E K°(T*X) and let A E %OJ(X; E, F) be the pseudodiffer-
ential operator corresponding to a . Since
L2(X ; E) ,- L (X; E)
(the space of square-integrable sections of compact support) by extension as zero
the operator A defines
(2.4.6) A: L2 (X;E) Lo(X;F).
Then restriction to Xt gives
A, : L2(Xt; E) -- L 2(Xt; F).
Assuming that E1 and E2 have Hermitian metrics and that a(A) is unitary then A
has a properly supported parametrix and we can again consider the triple (2.3.6)
with A replaced by At. This defines a class in ICo(Xt,OXt). Following the proof
of Proposition2.3.5 we need again to check (2.2.4), (2.2.5) and (2.2.6). It suffices
to check the compactness for elements f E Cc(Xt). Since +(f) is just the multi-
plicative action the commutator in (2.2.4) is of the form ([f,A])t. Since [f, A] is of
order -1 on X the resulting operator is compact. Similarly in (2.2.6) F - F* is an
operator of the same type with A replaced by A -A*, of order -1. Thus the range of
(2.4.6) is contained in Hl c(X; F) so after multiplication by f is compactly included
in L2(Xt; F). Finally (2.2.5) is similar except that it involves the composition of F
with itself. However, using (2.3.4) we can consider F(f)F - 0(f) instead. This
is given by the restriction of a pseudodifferential operator of order -1 so is again
compact.
Thus we have defined, for each 0 < t < E,
(2.4.7) [A] E Ko(Xt, OXt ), if A E 'I(X; E, F) is elliptic
and has unitary symbol. As in (2.3.7) this extends directly to the general case of an
elliptic operator. By homot6py invariance each Ko (Xt, OXt), is naturally isomorphic
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to IKo(X, OX) and the class of A does not depend on t, nor does it depend on the
choice of transversal vector field V. Thus we have defined the quantization map
(2.4.4). If A i %P (X; E, F) C 'P(X; E, F) then we can take the limit as t -- 0 and
conclude that the class of A in (2.4.7) is same as the class obtained in §2.3.
Although we have been discussing the relative space Io(X, OX) the discussion
easily extends to the case of a general B C Al (X). If we choose V to be tan-
gent to the boundary hypersurfaces in B and transversal to the others and set the
construction above gives a quantization map
KI°(T*X, TL,X) -* Ko(X, B), B' = CB.
2.5 Poincard duality
Let X be a compact manifold with corners and suppose, as in §2.1, that B C
Ml (X) is a set of boundary hypersurfaces. If X' is another manifold with corners
then
Ml(X' x X) = .l1 (X') x X U X x Ml(X).
The decomposition of the circle S' as the union of two closed intervals with disjoint
interiors leads to the exact sequences of K-spaces:
(2.5.1)
0 -- + Ko(bT*(I x X),bT8iXXuIxB(I x X)) _ KI(bT*(Sl x X),bTlxB(Sl x X))
- IKO(bT*(I x X), bTI*B(I x X)) -*0
0 - Ko(I x X, I x B) -IKo(S x X,S x B)
, Ko(I x X, xX U Ix B) -- 0.
In (2.5.1) the first map is induced by the inclusion I x X -- S' x X and corresponds
to extension of a bundle trivial near the boundary, the second map is restriction. In
(2.5.2) the first map arises from the restriction of C 1, XB(S1 XX) to CIxB(IxX) and
the second from the extension map from Co xXuUxB(I x X) into Co, XB(S1 X X).
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The (compressed) cotangent bundle 6bT' is a manifold with corners, the bound-
ary faces being precisely the subsets
bTaX = 7r'l(G), G E M(X), rb : bT*X -+ X.
We then denote by bTB.Y C NI1 (bT*X) the set of boundary faces of bT*X defined
by B C M(X). The following relationship between these sequences is an important
tool in the discussion below.
LEMMA 2.5.3. For any compact manifold with corners, X, and any subset B C
M1l(X) the diagram, with vertical maps given by (2.5.1) (and the equivalence of
bT*X and T'X) and (2.5.2) and horizontal maps the b-quantization maps:
(2.5.3)
0o 0
1 1
KO(bT(Ir X),bT* xCB( x X)) Io(I x X,I x B)
qb
I I
Ko°(bT'(S x X),bT, xCB(S x X)) qb Ko(S x X,S x B)
KO°(bT*(I x X), bTxCB(I x X)) Ko(I x X, AI x X U I x B)
qb
.1 1
o 0
is commutative.
PROOF: The commutativity of the top square is a direct consequence of the defini-
tions of the various spaces and maps. Thus the image in Ko(S x X, S1 x B) of an
element qb(a) - [A] E IKo(I x X, I x B) being [A'] where A' is obtained from A by
trivial extension to the complement of I in S 1.
The commutativity of the second square follows from the discussion in §2.4. In-
deed suppose an oriented embedding I C S is chosen and a is an elliptic sym-
bol on T*(S' x X) trivial at S x CB. Suppose that A E V(S 1 x X;E,F) is
trivial over S1 x CB and has a as symbol. We need to show that the image of
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[A] E Ko(S1 x X, S x B) in K0o(I x X, x X U I x B) is equal to the class of
A' where A' E %'P(I x X; E, F) is trivial over I x CB and has symbol equal to the
image of the restriction of a to T*I x bT*X if bT*I is identified with T*I as in
(2.4.1) i.e. that the class [A'] is equal to J*[A]. Notice that L2(I x X; E) is a closed
subspace of L(S x X; E). By adding a degenerate cycle we can thus choose the
representative cycles of [.4'] and .J*[A] to act on the same Hilbert space and with
the same *-representation. By making use of 2.2.7 we simply have to prove that
v f E CIxXulXB(I x X)
J(f)(A. - (A' ( 0)) E K
J(f)(A. - (i 0)) E KC
which follows immediately from the criterior for compactness (2.1.32). 0
Now with B c Ml (X) suppose F E A(X) \ B and set B' = B U {F}. Corre-
sponding to the choice of B and F there is a long exact sequence in K-cohomology
with compact supports:
IKO(bT* X , b Tb,X) I O(bT*X, bT~X)
T 1
(2.5.6) '-1 ( TPX, bT( F)X) KO (bTp, b T;(F)X)
T I
K-I (bT*X, bTBX) - K-I (bT*X, bT,X).
Here B(F) is the set of boundary hypersurfaces of F (hence elements of M2(X))
which are contained in elements of B.
Since bT;X is always a trivial line bundle over bT*F:
bT;X _ bT*F x R
Bott periodicity gives the natural isomorphisms
(2.5.7) KI(TX, bT;(F)X) - Ki+l(bT*F, bT(F)F) mod 2
Using (2.5.7) to replace the appropriate two spaces in (2.5.6) the quantization
maps (2.3.10), (2.3.12) can be applied to each space. Recalling the long exact
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sequence in IK-homology, (2.2.17), we obtain the diagram:
iKO(bT*F, T )F) 
1
K°'O(bT'X, bTB,.X')
K-X (bT*F, bT;(F)F)
1
K-I(bT*X, bT ,X)
I
Io (F, D(F))
I
- Ko(X,D)
1
-4 Ko(X, D')
1
--. 4 K1(F, D(F))
1
- I (X, D)
I
where D = M1f(X) \ B' is the complement of B' = B U F} and D' = D U F} =
Al1 (X) \ B is the complement of B.
PROPOSITION 2.5.9. The diagram (2.5.8) commutes.
Before proceeding to the proof we note the main consequence:
COROLLARY 2.5.10. For any subset B C Al (X) the quantization maps
(2.5.11) qb: I(bT*X, bT;X) Ifi(X, CB)
are isomorphisms realizing Poincarde duality.
PROOF: We proceed by induction over the number of elements g = #(CB). More-
over we only need prove (2.5.11) for i = 0 since the first two rows of (2.5.4) are
then isomorphisms, hence so is the third, which proves (2.5.11) for i = 1. Now, if
g = 0 then B = M 1(X) and (2.5.11) follows from [29]. Suppose that (2.5.11) is
known to hold for all g < g'. Then for B with g = g' + 1 all the rows in (2.5.8) are
known to be isomorphisms except the third, since #(CB') = g' and #B(F) < g'.
Applying the five lemma therefore completes the inductive step since it shows that
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(2.5.8)
(2.5.11) is an isomorphism, and Poincnr6 duality is the unique isomorphism giving
a commutative diagram (2.5.8).
PROOF OF PROPOSITION 2.5.9: Consider first the commutativity of the second
and the fifth squares. The maps on the left are just inclusions, of symbols trivial
over bT,.X into symbols trivial over 6bTX. Thus the operators inducing classes in
KI(X, D) and Ki(X, D') are the same. The classes then correspond since the map
on the right is just restriction of the algebra C(X) to its ideal CO,(X).
Next consider the comnmutativity of the third square. The map on the left is
represented by restriction in (2.5.6) followed by the Bott map. In view of (2.1.31)
we need to show that, in terms of (2.2.17), ai([A]) b [1 F(A)J. This follows
from (2.2.15) since by an argument similar to that in the proof of Lemma2.5.8
J*[A] = [IF(A)].
Finally consider the first and fourth squares in (2.5.8). Here the commutativity
reduces to the case X = N+F = F x [-1,1] and follows from [28]. Indeed the
vertical maps on the left are the connecting homomorphisms, 6, in K-theory; it is
not difficult to realize that in this case 6 = i!, where i! is the map induced in the
K-theory of the cotangent bundles by the embedding i: F l [-1, 1] x F. Thus [28;
Lemma 1, §7] applies.
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3 BOUNDARY SPECTRAL ASYMMETRY
3.1 The boundary spectrum of elliptic b-pseudodifferential operators
In §2.1 we reviewed the basic properties of b-pseudodifferential operators on man-
ifolds with corners. In this chapter and in the next one we will only deal with
manifolds with boundary and it is worth pausing a moment to see how the various
definitions in §2.1 simplify in this context.
As in §2.1 we will state all the results for operators acting on half-densities although
everything holds in the more general case of operators acting on sections of vector
bundles.
The (small) calculus was defined by reference to a space of conormal distributions
on the stretched product X2 (see (2.1.15)). The only hypersurface of a manifold with
boundary X is its boundary OX; thus Xb is obtained by blowing up S = X x OX
in the product X x X. Thle boundary hypersurfaces of Xb are then the front face
and the right and left boundary faces defined respectively by
ff(X) = -'l(oL x OX) = S+N(OX x oX)
eb(X ) = c(13-1'(OX x ))
0
rb(X) = ce(/' 1( x OX)).
If (x, y) are local coordinates in a neighbourhood of the boundary, with x a normal
coordinates, and we denote by (x, y) and (x', y') their lift to X2 from the left and
the right factor respectively, then in a neighbourhood of the front face we obtain
the projective coordinate (r, r, y, y') where = (x - x')/(x + x'),r = x + x' (see
2.1.12).
We will also use the set of coordinates given by (x', s, y, y') where s = x/x'; these
coordinates are valid in a neighbourhood of ff(X) disjoint from rb(Xb2).
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For later use we point out that ff(X 2) is a quarter circle bundle over OX x OX;
[-1, 1 , ff (\2)
OX x OX
the fibres have a natural projective structure.
Example 3.1.1. If X = [0, oo) we obviously have OX x OX = {0) C [0, oo) x [0, oo)
so that X is just obtained by blowing up the origin.
0
*
, e6
Figure 1
The algebra Q(X, ) is then defined in terms of the Schwartz kernel of its
elements by
b (X.Qb Ii) *II E Im(X2b, Ab, Q); K_ O at ebU rb}
Thus if dim X = (n + 1) we must have
ECW(X2\Ab; Qb)
K =0 at eb U rb
K(z,z') = (r) -"- l Le'( - ' )<a(z',)d(ldzdz'I near A6 iff
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(3.1.2)
(3.1.3)
b\ b
(3.1.4)
(3.1.5)
I K(r, r,y, ') = (2r)- l eir'+a(-Y')b(r, y', A, q)dAdrj(3.1.6)
xl d-rdudy'lI near Ab n ff
r
The amplitudes a or b must be symbols of order m; in (3.1.5) we used standard
coordinate (o.,... z,) away from the boundary.
If X is a manifold with boundary there is only one boundary hypersurface and
the indicial operator is obtained by restricting the kernel of a b-pseudodifferential
operator to the whole front face:
(3.1.7) I: fi(Xs. ,2) --i Pf, (N+X,, ).
Recall from (2.1.32) that for operators of negative order, in particular for the ele-
ments of the residual space ib (X, g 2), the indicial operator represents the ob-
struction to their compactness as operators in L2(X, Z ). To understand this funda-
mental property we recall the Sobolev spaces on which the operators in f I'(X, t I),
m E R, act. We already know that 0-order b-pseudodifferential operators are
bounded on L 2(X, 2b ). We thus define
t {e L(X, Qb2);4tL E L2(X,Q ) V A E Am}, m > O
(3-1.8) Hb(X,Q) C-( S ); U (X, b ~ (E b cIL(~a~);' +.4u",. ' E L (x,b)
A E m(fb (X)},m < 
It is also important to introduce weighted Sobolev spaces.
If p E C(X) is a global boundary defining function then
(3.1.9) prH (X,Q) = U E C- (X, Q2 ); p-u E H(X,fl)).
Tre then have
PROPOSITION 3.1.10. If r,m,Af E R then
A: prHbM(X, Qb ) prHM-(X Sb)
is a bounded operator V A E m(X, Q).
The criterion for compactness (2.1.32) is then a consequence of (2.1.30) and the
following
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PROPOSITION 3.1.11. For any r > r' and m > m' the inclusion prHb(X,b) i -)
pr'Hm'b (X, ) is compact. If in > m' + dim X then it is also nuclear.
It is now clear that if A. E qIn'(X, b ) is elliptic the existence of a symbolic para-
metrix B E ' m(X, i)
AB = 1-R'
(3.1.12) R, R' E %fi°°(XQ1)
BA = 1-R
is not enough to derive the Fredholm property of A as a continuous map between
weighted Sobolev spaces. What we need is an operator B for which the error term
in (3.1.12) has vanishing indicial operator. In other words we must find a B whose
indicial operator inverts the indicial operator of A. To study the invertibility prop-
erties of I(A) one considers the associated indicial family I(A, z) E 'i m (OX, fl).
In order to define the indicial family we fix a boundary defining function x; we
then take the restriction of the kernel of A to ff(Xb) (this restriction defines I(A))
followed by the Mellin transform in the fiber variable
(3.1.13) ;(f(.4 , z))= sI( ds
ffz0
where s = x/x' as above. Equivalently
I(A, z)= (x-iAxiz)a
where
( )a -M(X , ) m('X, a 0)
is the restriction homomorphism defined by restriction of the kernel to the front
face followed by integration along the fibers.
The indicial family defines an entire map
(3.1.14) C 3 z -- I(A, z) E 'Qm(aX, Q)
for each A E si (X, Q 2); furthermore
(3.1.15) b(X, f ) 9 A - I(A, z) E '(0X, Q )
42
is an algebra homomorphism z E C.
Example 3.1.16 Let us consider a b-differential operator P E Diff,(X, i). Then,
in local coordinates near the boundary
P pj ,(x, )(xD j)Dl y.j+llk
The indicial operator is obtained by 'freezing the coefficients at the boundary'
I(A) = E Pj,(O,y)(xDz)iD° y
j+ll<Ik
and the indicial family is given by
I(A,:)= E pj,a(OY)zjD'
j+lol<k
Remark 3.1.17. It is not difficult to see from (3.1.13) that for each smoothing
operator R E TI'b(X, Q 2) the indicial family I(R, z) is an entire family of smooth-
ing operators in S'-P( , i) with kernel rapidly decreasing with all derivatives
as Re z -4 +oo in any region where I1zl is bounded.
Let A E I W(X, I'b ) be elliptic. Define
(3.1.18) specb(A) ={z E C; I(A, z) is not invertible on C'(8X, i)}.
As a consequence of (3.1.12), (3.1.15), (3.1.17) and 'analytic Fredholm theory' one
can prove the following fundamental
PROPOSITION 3.1.19. If A E T" in(X, Qi ) is elliptic then specb(A) is a discrete set
in the complex plane with the property
(3.1.20) z E specb(A),Izj I -4 +oo IZil - +oo
The singular terms in the Laurent series of I(A. z)-1 at z E specb(A) are all finite
rank smoothing operators.
The set specb(A) is the boundary spectrum of A; points in specb(A) are also
called indicial roots of the operator A.
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Remark 3.1.21. Notice that the indicial family does depend on the boundary
defining function. However if . = ax, a E C°°(X) a > 0 is another defining function
for OX then
(3.1.22) I(A, z) = ai" I(A, z)a-i"
ax ax
Thus results in Proposition (3.1.19) are independent of the choice of the boundary
defining function. We will briefly denote the indicial family for a fixed boundary
defining function as IA(z).
Making use of Proposition (3.1.19) together with the inverse Mellin transform, it
is possible to discuss the invertibility of the indicial operator I(A) and hence the
Fredholm property of A itself;
THEOREM 3.1.23. (elrose-Mencloza [35]) Let A E Pm(X; Q 2 ). Then
A: zXHbl(x; b ) XrHb (X;  )
is Fredholm if and only if
(3.1.24) A is elliptic and r -specb(A)
We will comment on the proof of theorem (3.1.23), i.e. on the construction of
a true parametrix Br for each r - specb(A) in the next chapter. For the time
being we point out the following theorem, also due to Melrose and Mendoza, on the
behaviour of the index of A as a function of r:
THEOREM 3.1.25. The index of an elliptic element A E Ib'(X; f2 ) as a map
A: 2rHM(; Q) 2*H M 
for r - specb(A), is independent of M, locally constant in r and such that
r,r' 4 -- specb(A),r > r' =
indr, (A) -indr(A) = E ord(z') 
z'Especb(A)
r' <-Iz' <r
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where the order of z' E specb(A) is, by definition, the least integer e such that
(z - z')t (A, z)- 1 is holomorphic in a neighbourhood of z'.
In other words indr,, (A)-indr(A) is equal to the sum of the algebraic multiplicities
of the indicial roots included in the strip {z E C; r' < -z < r}. The relative index
theorem gives important information about the index of A. A formula for indr(A)
will have to involve a symbolic term and a global boundary term responsible for
the jump in the index as r crosses the imaginary part of an indicial root. Bearing
in mind the Atiyah-Patodi-Singer index formula (see the Introduction), we expect
such a global boundary term to be connected with the asymmetry of the boundary
spectrum of the operator with respect to the horizantal line {fz = -r} In this
chapter we are therefore going to generalize the work of Atiyah, Patodi and Singer
[5] by defining an eta function associated to the indicial operator and studing its
regularity properties. The index formula will be treated in the next chapter.
3.2 The holomorphic family of operators Z*(s)
Let E,F be smooth vector bundles over X and let A E I'm(X; E ® 1Q, F 0
fi), m > 0, be an elliptic b-pseudodifferential operator.
In all this chapter, and in the next one, A will be assumed to be classical.
We also assume, for the time being, that 0 4 Z specb(A) so that there is a strip in
the complex plane A = {z E C ; z1 < 6} where IA(z) is invertible in L.
Let rI be the following contours in the complex plane:
reie+ oo > r > e
ce > 0 > Ž - 2r
rei(9 *-2r) e < r < oo
where + = 27r, _ = r and 0 < e < 6.
Our goal in this section is to prove that for s E C, Res < 0, the following integral
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defines a pseudodifferential operator of order s on OX:
(3.2.1) oZ° (s) J AIA(A)_ dIA(A)dA
r=
Here Ai is determined by the values of argA given in the description of r.
In order to show that the above integral converges to define an operator from
L2(OX; Eax ® ½) to L2(OX; Fax ® ) it suffices to prove the following
LEMMA 3.2.2. For A E r,e A large, the following estimates hold
(3.2.3)
where 11 Ilt,t denotes the operator norm in the Sobolev spaces H e.
PROOF: To simplify the notation we assume that E and F are the trivial one
dimensional vector bundle X x C. Using (3.1.12), (3.1.15) and Remark (3.1.17) we
deduce that, for z E A6,
IA(Z)- 1 = IB,(Z) + G(z)
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(3.2.4)
II I I .....
- - - - - - - 4
1
j 
IIIA(,)-' W- )1I1L1:5 C 1IAI- 1'\IA(
with G(z) smoothing and rapidly decreasing with all derivatives as I Re z --- , +00.
Thus it suffices to prove that for A r, A large,
d(3.2.5) < 
Let IKA(x',s,y, y')I d d dydy'l½I be the Schwartz kernel of A in the projective co-
ordinates (',s, y, y') near the front face of X. The kernel of IA(z) is then given,
in local coordinates by
(3.2.6) K(IA(z))(y, V')Idydy' 1 = s-i A(O,sY.Y ds ' [dydy' 
Making the change of variables log s = r in (3.2.6) we get
0o
Ka(IA(Z)(y,y') _ J e-izr [en zrKfA(O, er, y Y')] dr.
-00
Since the kernels of the elements in P'I are assumed to vanish of infinite order at
gf(X2 ) and rb(X2) we know that, V z E A6,
kIA(X, s, Y ') IA(', S, Y, Y)S ~
belongs to FIn. Thus V z E As
(3.2.7) K(IA(z)(y, y') = J e'(1)'(y; Rez, r)d
where a E Sm (U x Rl+n), U being our fixed coordinate chart. In particular, if
~z = 0, Re z = A, we obtain,
(3.2.8) K(IA(A))(y, y') = J e(1'- )' a(0, y; A, n)dq
a being the symbol of A in local coordinates. Similarly we get
(3.2.9) K(Wd IA(A))(y, ') = ei(")X( la)(, y; A, ql)dr.(3.2.9) ~ ·~h))(y~d)l c-- · dA
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By (3.2.8), applied to B, and (3.2.0), we have for A E {z E C; 3z =- 0}.
(3.2.10) K(IB(A) dIA(A))(, y' e('),(, ; A)dt7
with (y, I; A) E S-l(U x R(,n+).
Standard arguments then show that for A E rf, A large, the following estimate
holds ([39]):
III(A) dIA(A)IICe,ep CIAI- (1+P) 0 > p >-1
where 11 ILt,t-p is the operator norm between the Hilbert spaces H t and H t-P. For
p = 0 this is nothing but (3.2.5). 0
Remarks 3.2.11 Notice that we actually proved that, for Res < 0, Z,*(s) defines
an operator from H t into He V e, so that Z(s) maps C"(OX; Eax ® Qu) into
C°°(OX; Fox ® f½). Clearly Z0o(s) does not depend on e, for e < 6.
Next we want to prove that Z*(s) are pseudodifferential operators of order s.
Since we are assuming A to be classical we certainly have, in local coordinates and
for A E {z = 0}, an asymptotic expansion
00
(3.2.12) /(y, ; A) E -l-j(y, 7; A)
J=O
with P-l-j homogeneous of degree (-1-j) in (, A) for I(q, A)I > 1. This asymptotic
expansion of the symbol of IB(A)d IA(A), A E r, holds only for A in the straight
part of r*. In order to exhibit a symbol for Z0o(s) we then introduce an almost
analytic etension of /-1-j(Y.,; A), A E {z E C s.t. Žz = 0} ([31]).
Such an extension, that we denote by /~Ilj(, , z), is now defined for every
z E C, is still homogeneous of degree (-1 - j) for I(q, z)l > 1 and satisfies the
almost analyticity condition:
(3.2.13) Od-l-j vanishes of infinite order at {z = 0}.
Let us now consider the following contour integral
(3.2.14) cej(s)(y, V) = 2 J| A/--j.(Yy, ; A)dA
r,
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where Res < 0.
Remark. When our arguments will apply simultaneously to r + and r' we will
drop the subscripts . Furthermore we will write -,lij(z) when the point (y, )
does not play any role.
It is easily checked that cl,-j(s) are in fact symbols of order s - j on U x R".
We define
(3.2.15) C-rlj l .. (s)(u l icj()(Y .)
e.--,
In order to prove that this limit exists we notice that by Stoke's theorem, for e' < e,
i i
=| A04|7'_ljdA 2, | `4-j-jdA 
<27 o,^r, r,
:5 | jz'12--j~(y, j7, z)ldz A d-
2r n 3 er e d
where 1l(e, e') is the shaded region in Figure 3 .
sn(e, e)
Figure 3
Since -l-j is almost analytic this last integral is bounded by ceN with N E
Z+ arbitrarily large. This means that c' -j(s)(y, 7) is a Cauchy sequence and it
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-I
4I C- 1 -j (3)(Y, q - cl'i -j 09)(Y, 77) 1
d r
.,.W- 'N
CA11
therefore converges as e 1 0. Notice that for rlI 1, t Ž 1, c-lj(s) is homogeneous
of degree s - j. In fact,
c-l-j(s)(y, t) - litO[2 J ( )t+S +l-l-j(t;t )d(t)]
= lim t -o jri [ I -js, a p-(Y; )dar]
r
= tJclj(s)(v, 7)
THEOREM 3.2.16. For each s E C,Res < 0, the operator Z (s) is a classical
pseudodifferential operator of order s on OX vith symbol given, in local coordinates,
by
00
j=o
PROOF: Let X = U V be a finite covering by charts, O a partition of unity and
the functions 0 E C¢o(Vy) be such that r =- 1 in a neighborhood of suppo'.
Consider the pseudodifferential operator B,-j on X which is constructed out of
the local symbols cl_j(s); by this we mean that
where B,_j in the pseudodifferential operator on V, corresponding to cZ I_j(s). Let
N-i
B()) = , Bs-j. It suffices to show that Z(s) - B( ) a pseudodiffer-(N) is a pseudodiffer-
ential operator of order -N. For this we introduce the pseudodifferential operatorN-i
B(N)() = Bj(A) where B_,_1 (A) = 0 HOr,j(A))t. ere we departJ=0 I
from our notation in §2.1 and we call Op (instead of q) the quantization map for
pseudodifferential operators.
We claim that
(3.2.17) IA(A) - IA (A) - B(N)(A) = R(N)(A) E p-I-N for A E rf
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with R(N)(A) locally corresponding to a (-1-N) symbol rN(A)(y,9l) which is almost
analytic in A, I e, and a joint symbol in (1, A) for A e r, A > e.
Assuming this claim for a moment we can complete the proof of the theorem. First
we notice that because of Fubini's theorem
N-i N-i
2 JAiB(N)(A)dA(E 2 JAB_1_j(A)dA)) = Bj mod '-oP
Fc J--'l Fc J=O
where B .j= E 0'Op(ce 3 -_j(s))ik. On the other hand on each coordinate chart
(3.2.18) lim Op(c lj(s)) = Op(c_l_j()).
-.0
This is because the sequence {c ,Ij(s))o<,<6 is bounded in S'-j(V x Rn); thus the
limit defining the symbol on the right hand side actually converges in the symbol
topology so that (3.2.18) is a consequence of standard continuity properties of the
quantization map ([27]). We thus have,
lim -- JB(N)(AdA = (N) mod -OO
re
so that we only have to prove that
Z(s)- lim v A'B(N)(A)dA R() E pN.
re
Bearing in mind that Z(s) is independent of e this is in turn implied by the claim if
we use Fubini's Theorem and an argument analogous to (3.2.18) to conclude that
R() is the pseudodifferential operator locally corresponding to the symbol of order(N)(-N)
r()((y, ) = im J ArN(A)(y, )dA.
We still have to prove claim (3.2.17).
N-1
We consider the difference (A)- E ._li(A) = rN(A). For A E r, IAI > e there
J=O
is nothing to prove: the claim follows from the definitions.
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For AI < e it is still true that rN(A) is an element of S-1-N(U x R,). In order
to see this we differentiate N times rN(A) with respect to p = A; since (A) is
holomorphic in A, for A 6 A = {z E C s.t. !91I < 6), we certainly have 8,]G = -i8
(where A = r + i); on the other hand is a joint symbol in (, r) on every line
parallel to the real axis which implies that /,.-l is bounded by c(1+7l+lJlAI) .
If we now use the fact that the -,l j's are symbols also in p and if we integrate
back N times from 0 to A we can conclude that the difference IrN(A)l is bounded
by a constant times (1 + 11 )- l - N for every A C, 1AI < e. The same argument
gives the required estimate for IcaO8rN(A)(y, t)I. This proves the claim and hence
the theorem. 0
Recall that we assumed at the beginning of the section that 0 0 !specb(A).
We now want to deal with an arbitrary r - specb(A) and define the operators
Zr(s). In order to do this we observe that if x is a boundary defining function
%Pb(XJ2 ) 3 A - xrAx r E s P'(X,S2b)
is an isomorphism. In fact in local coordinates near the front face
K(xrAx-r)(x, t, y,y ') = t-rK(A)(x, t, y, y) t = x'l/
which implies that (x"Ax-r) E i(X, 2 ) by (3.1.4). We also obtain
(3.2.19) I(-r.4x r, z) = I(A, z - ir)
Thus if r -specb(A) we define
(3.2.20) Zr (s, I(A)) = Zo(s, I(z-rAxr))
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3.3 Zeta and eta functions associated to the indicial family.
Let s E C, Res > 0, by Theorem (3.2.16) the operator Z(-s, I(A)) is a classical
pseudodifferential operator of order -s, for each r 0 -O specb(A). If Res > n it is
thus a trace class operator; its Schwartz kernel I (-s), restricted to the diagonal
in OX x OX, is now a continuous section of the bundle End(E) ® fQ(OX) over OX
and we have:
(3.3.1) Tr(Z(-s,I(A))) = trsp(¢4(-s)(p,p)) Res > n
ax
DEFINITION 3.3.2. Let s E C, Res > n. For each r - specb(A) we define two
zeta functions associated to the indicial family IA(Z) as follows:
(s, I(A)) = Tr(Z(-s, I(A))).
We will often denote these zeta functions simply by ¢+(s).
Following [37] we want to meromorphycally extend ((s) to the whole complex
plane. There is no loss of generality assuming that 0 9 specb(A). To extend (0C(s)
we first need a lemma.
Let us fix a coordinate chart and let us consider the local symbols cl_j(s) defined
in (3.2.15). These symbols are defined for every s E C such that Res < j.
LEMMA 3.3.3. For J7r < 1 the symbols c 1._j(s)(y, ) admit a holomorphic exten-
sion from Res < j to the whole complex plane.
PROOF: We write
c-tj (s)(y, 77) A= 2 i(yA)dA
re
1
The first term on the right hand side extends holomorphically to the whole complex
plane and the same is true for its limit as e --- 0. Let us consider the second
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and choose for example the cut + = 2ir; making the change of variables t = 
~~~~1 ~~~~~~~~~~~~r
we obtain T.(1 - e2 ' ' ) f t-8+j- '_,_j(y, t, 1)dA. Notice that /i_j_j(y;t7, 1) is a
0
smooth function of t E [0, 1]. In order to extend the definition of the above integral,
which we will denote by I(s), from Res < j to arbitrary s E C we choose a k E Z+
s.t. Re[(-s + j - 1) + k] > -1 and we define
()= -(1 e2w)[ (( S +j -1) +e) a i ,, 
0
m 
+ ( ((1)m1 (-S +j -1) e))- (i-l-j(Y 1))]
m -1 _--_
where 6k denotes the derivative of order k of the delta function at t = 1. By inte-
gration by parts the two definitions agree when Res < j. Because of the coefficient
(1 - e2fi ,) at the numerator, I(s) is holomorphic in s; this proves the lemma. 0
PROPOSITION 3.3.4. The function (0 (s) defined by (3.3.2) for Res > n can be
continued to a meromorphic function in the entire complex s-plane with at most
simple poles at sj = n - j, j = 0,1, 2, ....
The residue ofO (s) at s = s is given by the formula
(3.3.5) Res=i ((s) = (2J trc__j(-sj)(y,')d'dy.
ox II'I=1
The residues at s = 0, -1, -2,... vanish.
PROOF: The proof proceeds as in the classical case ([37] [39]). The main step
consists of extending the kernel of Zo*(s) restricted to the diagonal. Since, for
Res-N < -n, the kernel of R() Z(s) _ E'7Op(c"-_j(s))~Y is a holomorphic
function of a with values in the continuous sections of the bundle End(E) -+ OX,
one is reduced to analyzing the singularities of the extension of the kernel of
Op(c__j(s)) in a fixed coordinate chart U. Using Lemma (3.3.3) and the ho-
mogeneity of cij(s) for 1771 1 it is not difficult to see that the kernel of
Op(c_l_j(s)) computed at (y,y) E U x U, extends from Res < -n to the whole
complex plane with one simple pole at the point a j - n and residue equal to
54
-1/(2ir)" f c-l-j(s)(y,o7')d71'ldyj From the above statement all the first part
Il'lzl
of the theorem follows (using Definition (3.3.2)) and we are left with proving that
Res.=-e Co (s) = 0 for e E N. This in turn is obvious from (3.3.5) and the fact that,
for j = k +n,k E Z+ :
C~j -j(j- n)(y, ) -
= i (e (- 2 r)(i-n) - ei i (j - n)) rj-n/3_lj(y; r' + r)dr
0
=0
0
By (3.2.20) we finally obtain:
THEOREM 3.3.6. Let A E T m(X, ) be elliptic and r -specb(A). The func-
tion r s, I(A))definedby(3.3.2)for Res > n, can be continued to a meromorphic
function in the entire complex s-plane wvith at most simple poles at sj = n - j
j = 0,1,... The residues at s = O,-1, -2,... vanish.
We can now introduce our eta function.
DEFINITION 3.3.7.. Let s E C, Res > n. and let r
associated to the indicial operator of A is defined
(3.3.8) 1 + e'
i s
qr(s,I(A)) = (2i T )r) (sI(A))2i sin s
Remarks. (3.3.9) Because of Proposition
morphic continuation to the whole s-plane with
-specb(A). The eta function
by
1 + e-'W )¢ C(s, I(A))2i sin is
(3.3.4), ir(s, I(A)) has a mero-
only simple poles at the points
sj = n -j, j E N. Notice however that, because of the denominator in (3.3.8), s = 0
is now a possible pole.
(3.3.10) A straightforward computation shows that for s E C, Res > n we also
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lim ( z Ai -n - I -i (y, i7', A)dA)
e-o 2ir
have
,(s, I(A)) = tr( -IA)- d IA(A)d (-1)-
(3.3.11) d
A-,9A()-l dIA(A)dA)
where A; = {z E C; -az = r + e} oriented in the sense of Re z decreasing, A+ =
{ z E C; az -r + e} oriented in the sense of Re z increasing and where the complex
power is taken with respect to the cut 0 < arg A < 2r.
We want to prove that the meromorphic extension of -r is regular at s = 0.
However, before doing this, we want to give a rather fundamental example, show-
ing how our definition (3.3.8) generalizes the one given by Atiyah, Patodi and Singer
in [4].
Example 3.3.12 We fix a conic (or b-) metric on the manifold with boundary
X. This is, by definition, a metric on the compressed tangent bundle bTX.
In local coordinates near the boundary we can write a b-metric in the form
n-1 dx n-1(3.3.13) g = aoo(-) + 2 1 aoj dyj + L ajkdy)dyk
j=l j,k=l
where the coefficient are C ®° and the quadratic form
n-1
(3.3.14) aoo A2 + 2 aojAj + E ajkrij,
j=1 j,k=l
is positive definite.
As in [4] we will require such a metric to be of the form
(3.3.15) g = (dx) 2 + h
near the boundary, where h is a metric on OX.
Thus let Fo,F1 be hermitian vector bundles and let A be an elliptic element in
Diffb(X; Fo, F ) (the density bundles have been trivialized using the metric g). We
assume that
(3.3.16) I(A) = ba(zxD + -E)
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where b = ba(A)(d~) is the isomorphism F0 - F1 given by the symbol of
A restricted to bTX and E E Diff'(OX; Fo IxIS ,F lax) is invertible and self-
adjoint with respect to h and the induced hermitian structures on Fo Io,x F1 ax.
From (3.3.16) we obtain
(3.3.17) I(A,z) = b(z + 1 E)
2
so that z E specb(A) - Iz E spec(E). Since E is invertible 0 -specb(A).
Thus
2 i 2_ri(E ) l o(SI(A)) = tr( J |A i(E- -A 'dA) =e tr iL| J -"(E -/)-'1dEr_ rt
-e 2-i'(t(s, E)
where t(s,E) denotes the classical zeta function of E with respect to the cut
in the positive imaginary axis. Similarly ¢+(s,I(A)) = e-2iJ(l( s ,E) whereas
o(s, I(A)) = e-2 i77E(S) where
(3.3.18) 7lE(s) = 1(signA)IAI- °
AO
denotes the eta function of E as introduced by Atiyah, Patodi and Singer [4]. More
generally we could consider A E Diffb(X; F0, F1) with the property that
I(A) = b((xD)k + -E)
E being a self adjoint and invertible differential operator of order k on OX acting
between the sections of F0 lax and F1 lax . A routine computation then shows
oo(s, I(A)) = e-2iqE(S ).
Notice, in particular, that for such elliptic b-differential operators
(3.3.19) Res,=o io(s, I(A)) = k Res,=0o 7E(s).
3.4 The regularity at 0 of jr
The goal of this section is to prove the following
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THEOREM 3.4.1. . Let A E 'P" (X, Fo 0iF1 ) be elliptic and let r ¢
-Q specb(A). Then the meromorphic extension of 7,(s, I(A)) is regular at s = 0.
Before going into the proof we notice some consequences of Theorem (3.4.1). If
.' < r we then have, using (3.3.11),
r(S) r(s) = tr( Z ( E'IA(A)- 1 dA !A(\)dA-
pEspecb(A) C+
(3.4.2) r'<-Up<r P
c,
-1 \-sIA(A)- d IA(A)))
where Cp = {z E C; Iz - Pl = ep}, p is so small that no indicial roots, beside p
itself, are contained in the contour Cp and we use + and - for the orientation of
the contour (- is clockwise). If we assume the regularity of r of s = 0 we then
have
r(0) r(°) =( (tr - i A(A)- dIA(A)d\A)
pEspecb(A) C+
(3.4.3) r p<r 
= ( E (ord(p)).
pEspecb(A)
r' <-ap<r
Recalling the relative index theorem for elliptic b-pseudodifferential operator we
obtain the following corollary of (3.4.1)
COROLLARY 3.4.4. Let A E I'b (X;F 0 Qf2,F X0 Qf) be elliptic and let r q
-S!specb(A). Then Indr(A) + irO,(,I(A)) is independent of r.
Let us prove Theorem (3.4.1). We want to show that Reso=o r(s,I(A)) =
0. We point out that since the right hand side of (3.4.2) is holomorphic in s,
Res,=o 7r(s, I(A)) does not depend on r and will be therefore denoted by R(I(A)).
Our eta function, and thus its residue at 0, is defined for every elliptic element
B E Tb , (N+OX, Vo ® Qt, V1 ® Q ) where V0, V1 are smooth vector bundles over
AX. For arbitrary vector bundles V0, V1, the stable-homotopy classes of the symbols
of the elliptic elements in these spaces of operators, form a group naturally isomor-
phic to K'°(bT*(N+OX)) = K- 1 (T*9OX) and the main step of the proof is to show
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that Res,=o ir(s, B) = R(B) factors through a homomorphism I-'(TO'X) -- , C.
The only delicate point is to show that R(B) is a homotopy invariant. Let us now
consider a smooth 1-parameter family of elliptic b-pseudodifferential operator, B,,
on N*'X. Notice that for u small enough we can always assume that there exists
r E R s.t. r -specb(B,) V u. Let us assume, without loss of generality, that
r = 0.
LEMMA 3.4.5. For Res large and B, as above
d (o(s, Bu)= -s(tr A-(+)1 d-IB (A)dA).
du 27ri du
r.*
PROOF: We want to prove that for Res >> 0
d d
d(tr( A_,IBg(A)- IB(A)dA))d 27r j)d))
(3.4.6) r
= tr 9- A-',(I. (A)- d IB (A))dA
r+
Since Res >> 0 we can rewrite the left hand side of (3.4.6) as
dtiJf 1tr(9 ( II 1-s) 0j*A'nIB.(A)- Iu  dA);du k1 (k -s'-
Our arguments in §3.2, and in particular (3.2.10), show that for N large enough
the operator 8N(IB.(A)-' dIB(A)) is trace class and bounded in A. Thus, after
integrating by parts, we can interchange integration over r : : with taking the trace,
obtaining for the left hand side of (3.4.6).
i A-s+N d d( I - ) tr(d a (I ()-' I ()))
Applying the same argument to the right hand side of (3.4.6) we are reduced to
showing that
(3.4.7) tr[ (oa (IBU (A)-' d IB(A)))] = tr[aN+'(IBU(A)-1 d-IB (A))(34-) r~ u \ IB 0 d u
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This is established by making repeated use of the trace identity (i.e. the fact that
tr[A, B] = 0 if A is bounded and B is trace class). 0
Remark. A different way of proving (3.4.6), and hence (3.4.5), is to use the
holomorphic functional calculus to express I, (A) - as a contour integral. After
some straightforward computations one is reduced once again to an application of
the trace identity. The details of this approach as well as the somewhat lengthy
computation establishing (3.4.7) are left to the reader.
PROPOSITION 3.4.8. Let B be an elliptic b-pseudodifferential operator on the collar
neighborhood N+oX' and let R(B) = Reso=o 7/r(s, B). Then R(B) is constant for
continuous variation of B.
PROOF: Using (3.4.2) and a standard approximation argument we can consider a
smooth 1-parameter family Bu as in Lemma (3.4.5). We thus want to prove that
du I U=O Res,=0 (s, Bu) = 0
or, equivalently, that Res.=o ( o(S, B) Iu=o) = 0. Using Lemma (3.4.5) we have,
for large Res > 0,
du o(s, BU) = -s( 2i ; )(tr A-(+1)IB. (A)-1 d IB (A)dA) +2i sin 7rs tr
1 + e " r di
S (2i )sin (tr 2-7 A-(+1)IB. ( A dIB()dA)
r+
and we only have to show that the difference
Res,=(tr A | (du=o IB ()dA)+
(3.4.9) 
- Res,o(tr di J-( )IAB.(Ad d IBU(A)dA) = 0
r
In order to prove this we just have to modify our analysis of the meromorphic
properties of the zeta function associated to 1(A).
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The operator IB. (A)- l IB. (A) is a 0-order pseudodifferential operator on aX
locally corresponding to a classical symbol y(y, rl; A) E S°(U x R(,+); End( V)). For
A E {z E C, Zz = 0) we certainly have
00
f(y. 1;> A) ~ E -j(y, 07; )
j=O
Following §3.2 we denote by ,_j an almost analytic extension of -,j(A), A E {z E
C; Lz = 0} and we define
(3.4.10) d-j(w)(Y, ) = lim A j(
r.*
for w E C,Rew < j.
Then, with a proof analogous to the one given for (3.3.4), we can explicitly write
down the left hand side of (3.4.9) as
(1 )J tr (dI(0)(y, 1) - d_n(O)(yY, )) ddy-
ax Iq'=1
Since we are considering w = 0 in (3.4.10), we certainly have
d+n(O) = d-n(0).
Thus (3.4.9) holds and the proposition is proved. O
Since R( ) is additive and since R(41) = 0 whenever t is a bundle isomorphism, we
conclude, by Proposition (3.4.8), that R(B) only depends on the stable homotopy
class of the principal symbol of B E m, so that R( ) induces a well defined
homomorphism
p: K-1 (T*(aX)) - C
[am(B)j b R(B)
By [5] in the case in which dim OX is odd and by [22] in the case in which dim X is
even, there exist sets of elliptic self adjoint differential operators on OX (respectively
{BeV.}VEVect(ax) and {P(,Q)} where T ' OX -. Si, 0 < j < n, j odd) whose princi-
pal symbols generate K' (T*X) over Q and such that, respectively, Res=o0 7BV(s) =
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o and Res,=o 7p(+)(s) = 0. Using the example given in §3 (and in particular (3.3.19))
and the periodicity isomorphism I1(T'*aX) -- K-I(T*OX) we then have that
p 0 on a set of rational generators for KI-1(T*OX) so that p is the zero homrno-
morphism. In particular p[o,,(I(A))] = R(I(A)) = Res.=o o(s, I(A)) = 0 and we
are done. 0
§3.5 A different regularization
In the last three sections we introduced an eta invariant, gir(s, I(A)), associated
to the indicial family of an elliptic b-pseudodifferential operator A E PI'(X; E ®
, .F fb ). We can think to the value r(O, I(A)) as a measurement for the
asymmetry of the boundary spectrum of A with respect to the line {z E C; !z =
-r}. Our definition can be viewed as a way of regularizing the expression
(3.5.1) ~2' J | 4 (A)- 1 dIA(A)dA!a;=-r
A different regularization has been proposed by R. Melrose*; in this section we
will introduce yet another way of regularizing (3.5.1). As we will show in the next
chapter it is exactly this last definition that enters in a natural way as the boundary
correction term in the index formula.
Thus let A be an elliptic element in b (X; E 0® , F ® 0 ) and let Res > n/rnm
where n = dim OX. Assume for the moment that 0 -specb(A).
We define our new eta function as
(3.5.2) o(s,I(A)) IA(A) 4()(IA.A()) dA
a:=0
where we choose the cut in the complex plane defined by 0 < arg A < 27r.
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*Private communication
As in §3.3 we extend the definition to any r -a specb(A) by
(3.5.3) lr(S, I(A)) = ,o(s, I(x-rAxr)).
By making use of (3.1.15), (3.2.19) and
(3.5.4) I() (IA))*
we obtain right away
355)) tr | IA(-) d r)A(A)(A(A) IA(A)) d A(3.5.5) = i
/A=-r
In order to prove that (3.5.2) is well defined we proceed as in §3.2 and §3.3. Assume,
for simplicity, that A E fP"(X, £2 ). From (3.1.15) and (3.5.4) we see that IA-A(A)
is a positive self-adjoint operator A E {z E C; 3z = 0}. Thus
spec(4A. (A)) n r- = 0 A E {Zfz = 0}
where r- is the path in the complex plane described in §3.2.
Let s E C, Res > 0. By the work of Seeley we know that for each A E {z E C; 9z = 0)}
IA-A(AX)-i = fU A-(IA-A(A) - P)-dO
r--
is a pseudodifferential operator of order ms with symbol given, in local coordinates,
by
where the b 2m,,j are fixed locally by
00
(3.5.7) =o
b(A, )(IA-A(A) - /,) = 1
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From (3.2.7), applied to AA*, it is then easy to show that (IA. A(A)- ) E S-m '(Ux
Rn,+1)), U being our fixed coordinate chart. The usual estimates then show that
IlIAA(A)lIt.t < CtIA- "m XA large.
Together with Lemma (3.2.2) this proves that for Res < 0 the integral
11 | A(A)-' d IA(A)(IAA(A)) t dA2ri / A(-
A-O
converges to define an operator I'V : Hte H' V e E R. Since the integrand is a
pseudodifferential operator of order -ms - 1, it is certainly trace class for Res >> 0;
the corresponding Schwartz kernel is a continuous half-density whose absolute value
is bounded by AI- m"-'l for A large. We can thus interchange integration over
{z = 0} with taking traces, this proves that (3.5.2) is well defined.
Example 3.5.8
Consider a first order elliptic b-differential operator A E Diff (X; F0 , Fi) as in Ex-
ample (3.3.12). Then
io(s, I(A)) = tr, / (A + iE)(IA(A)IA (A))-2-
'A=O
2tr f (A +iE)( I +le-(A2+E2)dA2ri jr( + 1) t
,IA-O 0
1
r( +1) O
0
00
0
_1I
r( + 1)
0
_ r( -I
- (2 
(ni tO~·~ / tTtoo \E dtt+l f (A + iE)et( +E)dA) t
t t+L t( |J (Ee-iE2)eItA dA) t97ri t0t 2+ (Ee E2 )e_tX2d t
~tz=o
t t-1 tr(Ee- t)dt
2) t
1) r( + )-
2 2 0
r( +) E(s)
-2\/;r(' + 1)
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Hence, in this particular case, 7o0(s, I(A)) admits a meromorphic continuation to
the whole 8-plane which is regular at s = 0 and, furthermore,
1(3.5.9) r10(0, I(A)) = t71E(O)
Of course we could go on as in §3.3 and §3.4 studying the meromorphic continuation
of r7,(s, I(A)) and proving in particular that s = 0 is a regular point. However since
these properties will be a consequence of our main formula in the next chapter we
simply state the result:
THEOREM 3.5.10. Let r -specb(A) and Res > . The function r7 r(s,I(A))
admits a meromorphic extension to the whole complex plane with only simple poles.
The point s = 0 is regular.
Assuming this theorem we look at the difference rqr(O, I(A)) - 7, (O,I(A)) for
r > r, r,r' - specb(A). From (3.5.5) we get
/r(0, I(A)) - E (0, IA(A) dA(A)dA 
Especb(A)
or, in other words,
77r(0, I(A)) - r, (0, I(A)) = E (ord(p)).
pEspecb(A)
r'<-Sz<r
This shows that
(3.5.11) indr(A) + 71(0, I(A)) = C(A)
i.e. it is independent of r. In the next chapter we will relate this sum to the
meromorphic extension of the (regularized) trace of the complex powers of A*A
and AA*.
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4. AN ANALYTIC INDEX FORMULA
4.1. b-pseudodifferential operators: the full calculus.
In this section (which follows closely [33]) we resume our discussion on the Fred-
holm property of b-pseudodifferential operators.
In §3.1 we stated the main result (Theorem 3.1.23); if A E m(X; E i,F F )
and r -specb(A) then as a map
(4.1.1) A: xHb (X, E e) QI ) - xrH -f(X; F®f)
the operator A is Fredholm
In the sequel we will assume E and F to be trivial bundles X x C; it will be
clear how to modify the statements in the general case. As explained in §3.1 (see
in particular the discussion following Proposition (3.1.11)) the fundamental step in
the proof of Theorem (3.1.23) is the inversion of the indicial operator
(4.1.2) I(A): x'Hb (N+TX, QI) , xrH1-m( N+p cX, ).
This is possible only if r specb(A). To construct the inverse we consider the
indicial family IA(z) and its inverse IA() - '. The proof of Proposition (3.1.19)
shows that
(4.1.3) IA(z)- 1 = IB,(z) + G(z)
where Bo is a symbolic parametrix of A. The first term on the right hand side
is holomorphic in z (being the indicial family of an element in PI' 'm (X, f2 )); the
second is a meromorphic family of smoothing operators having residues of finite
rank at the points of specb(A) and decaying rapidly as I Re z - +oo when Iz is
bounded.
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The Schwartz kernel corresponding to the inverse of (4.1.2) is obtained by con-
sidering the inverse Mellin Transform of (4.1.3). Thus if r / -l specb(A) we have
I(I(A)- (9s ') = 2 J si'IA(A)-dA
(4.1.4) a,-r
= I(B)(s, y,y ') + G(s, y, y')
Here, as in §3.1, we are using the local coordinates induced on the front face by the
projective coordinates (', s,y, '),s = x/x' in an open neighbourhood of ff(Xb )
in XY. The meromorphic properties of G(z) transflate, under the inverse Mellin
transform, into an asymptotic expansion
:Especb(A) si (log(s))kA,k(Y, Y') as s 0
k<ord( z)
(4.1.4) G(s,y,y') se(A) ( (log ())k Az,k(Yy) as +
'pi (log(1))k A,(y,y') as T +oo
k<ord(z)
Oz>-r
where ord(z) denotes the order of z E specb(A) as a pole of the inverse indicial
family and where the coefficients correspond to finite rank smoothing operator; the
asymptotic expansion means that the difference
G(s,y,y')- E si(log(s))kA.,k(y, y') CN([0, 1) x (X) 2)
-N<-~z<-r
i.e. it is N times continuously differentiable with all N derivatives vanishing at
s = 0. Thus the inverse of I(A), as a map (4.1.2), is the sum of an element in the
calculus, I(B,), and an operator whose kernel in X2 is smooth up to the front face
but with singularities, described explicitly by (4.1.4), at the left (s = 0) and right
(s = +oo) bounderies.
This suggest that we extend the small b-calculus to allow for these kernels; to
do this properly we must specify the exponents that we allow in the asymptotic
expansions (see [33] for more details on what follows). We thus recall the notion of
index set.
An index set is a subset
ECCxN
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with the following properties
(4.1.5) E is discrete
(4.1.6) (z, k) r, EE O E 0< < k
(4.1.7) (z,k) E E == (z -ie, k) E vE E N
(4.1.8) (zi, kj) E E, I(:, k)i + zj -oo
Then if H is a boundary hypersurface in a manifold with corners X and p is a defin-
ing function for H, we define the space of polyhomogeneous conormal distributions
with index set E as
u E Aphg(X) 4 3 a,k E Ca(X) v (z,k) E E
(4.1.9) s.t. V N,u - p (logp) ka, ,k E N(X)
(:,k)EE
~:>-N
where CN(X) is the space of functions on X which are N times differentiable on X
and vanish at p = 0 with all derivatives up to order N.
For example for the index set E = -iN x {0} we have AEphg (X) = C(X). Notice
that condition (4.1.7) ensures that AEphg () is a C(X)-module. One can extend
this notion to allow asymptotic expansions at different hypersurfaces H 1, .., Hk.
The corresponding notion is the one of index family £ = (El,..., Ek) where each
Ej is an index set associated to Hj. If & is an index set, then
Ashg(X) C A(X)
where A(X) = {u E C-°°(X); Pu E H'(X) for some s = s(u), V P E Diffb(X)}, is
the space of all extendable distributions conormal at the boundary of X.
Let Etb and Erb be index sets associated to the right and left boundary and
denote by 0 the index set -iN x 10}. Consider the index family E = (Eb, Erb, 0)
associated to the ordered triple of boundary hypersurfaces (eb, rb, if). We define
fb (XQ )-A£h(X '2 t )
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and
sb b b (- '1,) (-,i) + b b(4.1.10)
One can prove that for any index family as above, su A'C'(X, Qi) is a two-sided
module over T;(X, 14). The exact sequence (2.1.21) yields the symbol sequence
o -- & sub ' (X, ) - sb' (X§)) b S["]( T*X) -- 0
to which the extra term (being C°o near Ab) does not contribute.
Finally restriction to the front face defines once again the indicial operator and
we have
(4.1.11) 0- pm'(, xr) -.X ,( Q ) 2 'Tf(N+'X, )- .0
Let A be an elliptic operator in Pb (X, ) and let B, a symbolic parametrix
B,A = 1- R
(4.1.12) R, R' E i, "
AB& = 1- R'.
Recall ((2.1.32), (3.1.11))
to the compactness of R
obstruction we construct
-gspecb(A) and let E(r)
that the indicial operator of R represents the obstruction
as a map on weighted Sobolev spaces. To remove this
a parametrix in the extended calculus. Thus let r 
= (E+(r),E-(r),O) be associated to (b, rb, ff) with
E±(r) = smallest index set containing F:(r)
where
F±(r) = { (IV w , (Wi, )) where
(i) wk = zj - ik with zj E specb(A),k E N
(ii) mn(wk)= E ord(p)
P=Wj*q
O<q<k
(iii) :kzj < :pr}PW,
(4.1.13)
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It's easy to see that from (2.1.26) V , Al, r E R,
P E -m,(r)(,Q ) P: -rHb (X, ) =- Hbm(X, )
is continuous.
Then we can obtain a left parametrix Br E s-bmt(r) for A as a map XrHbM 
xrH M -m by considering
Br = B + Br
where B' E -oo,E(r)(X, Q 4) is obtained from (4.1.11) by solving the indicial equa-
tion
(4.1.14) I(B'r)I(.4) = I(R)
i.e. by considering the inverse Mellin Transform of IR(z)IA(z) - 1 .
This completes our sketch of the proof of (3.1.13) as we now have an operator
Br :· XrH m I XrHb' I with the property
BA = 1 + R
(4.1.15) R E pffrb' (X, E)
ABr = 1 + R'
i.e., by Proposition (3.1.11), an inverse modulo a compact error.
We end this section by (briefly) introducing the full calculus I'P`E(X, Q). One
can improve (4.1.15) by constructing an inverse modulo finite rank operators. The
kernel of the corresponding parametric, still denoted by Br, will be the sum of three
terms
(4.1.16) Br = B + B + B
where the new term, B', corresponds to a kernel in the ordinary product X2 which
is smooth in the interior X 2 and with complete asymptotic expansions at X x X
and X x OX. In fact B" belongs to the space A( )(X2 Qbf ) where the index family
£(r) = (E+(r),E-(r)) is now associated to the ordered pair (X x X,X x X).
Thus the full calculus ,b'E(r)(X, )b is defined as
(4.1.17) ;(r)(X ) = (X,~) + -''(r)(X,)+ ()(Xf)
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where
is, by definition, the residual calculus. Notice, in particualar, that the kernel of the
inverse of an invertible element P E AP" (X, fb ) as a map Hr Hb~ l- xH - mm will
belong to the full calculus:
(4.1.18) p-1 E ,-" + ,-oo,E( r) + I-oo,E(r)
4.2. Complex powers of b-elliptic operators
Let A E sIb (X, Q ) be a classical elliptic b-pseudodifferential operator. For the
time being we assume
(4.2.1) 0 -specb(A).
Thus we work with the unweighted Sobolev spaces HbM(X, fI2); the general case
r -specb(A) will be reduced to this by conjugation as in (3.2.20), (3.5.3). We
make the following assumtpion on A
(4.2.2) A is formally self-adjoint : A = A*
(4.2.3) A is positive : (.4, 4) > 0 V 4 E Hb.
We fix the following contour in the complex plane
rei'( - ) oo > r > 
c = e ' > > ,,-r
rei" e < r < oo.
Let s E C, Re s < 0. We define a continuous operator on L2 (X, fb) by
(4.2.4) As (A- A)-dA
r-
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where A' is determined by the value of argA given in the definition of r-. Our
first goal is to show that the integral on the right hand side converges in the
L2(X,£b ) operator norm. In order to do this we use the symbolic properties
of b-pseudodifferential operator and we construct a first approximation B'(A) to
(A - A)-' as in the classical case.
Thus if ba(A) am.-j in some local coordinates with
am,,-j(x t) = t''Jam,,j(x,~) -Ij > 1
t>l
we define a local symbol
j=o
by solving
(4.2.5) b(A)b(A - A)= 1
All the estimates in [37], being purely symbolic, carry over.
In particular in our fixed coordinate chart, we have
(4.2.6) ID9Dcbj(A)I < C(1 + il + IAll)-m(l + l) - lal1+ M
Using a partition of unity and the local symbols b(A)'s we can construct a family of
b-pseudodifferential operators B,(A) E 'Ibm' satisfying the estimates
(4.2.7) IIB.(A)(A - A)- It,t+q-k-2m < CAI-+ q/ m IAI large
where 0 < q < m and (-k) E N is arbitrarily large. The operator norm in (4.2.6)
refers of course to the b-Sobolev spaces (3.1.8). The constant C may depend on e, q
and k but not on A. As in [37] we obtain two important corollaries from (4.2.7).
The first one states that for A E r-, IAI large
(4.2.8) ll(A - A)- ' l,t+p < CIAI- '+P/m 0 < p < m.
The second, an easy consequence of (4.2.7) and (4.2.8), gives us the estimates
(4.2.9) IIB,(AX)-(A - A)-' le,e+q-k-2(m) < CIX-2+q/m O < q < 2m.
From (4.2.8) we obtain
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PROPOSITION 4.2.10. Let d E C, Res < 0. The integral
A = f A(A -A) 1 dA2rij
defines, for each e E R, a holomorphic family of operators on Ht(X, Of). AAS =
A,+ and for each j E N, A_ = A - i .
As usual we can define A' V s E C by
A = A Res < O
(4.2.11) A = AkA,_k k E Z, Res < k.
The definition does not depend on k E Z, provided Re s < k. Furthermore
ASAt = AJ+t s,t E C.
The fact that these properties hold is not at all surprising. They are, in fact, purely
functional analytic statements and rest ultimately on the estimates (4.2.8) and well
known properties of the contour integral in (4.2.4).
Slightly more subtle is the investigation of the structure of the kernel of Al. This
is due to the fact, explained in the previous section, that the inverse of an invertible
b-pseudodifferential operator is not in the small calculus. Recall that A is supposed
to be positive and self-adjoint. Thus for E {z E C; !z = 0}
IA()= (())
IAU) > 0
which implies that if A E r-, then A spec(IA(p)) p E {z E C;Zz = 0}.
The fact that, for p real, IA(p) is positive is proved by observing that for each
> E Hm(X, jdi) and each p E {z E C; z =0},
(IA4(), b) = lim (Ax.4z' k1, zxi" 0)
where x is a boundary defininig function and ,b (x) = ,( )l I d , being a smooth
non-negative function with support in [0,11 and with the property that
00 /k2 da:1
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Since
specb(A - A) {: E C: A E spec(IA(z)}
we conclude that points on the real axis are never in specb(A - A) for A E r- i.e.
(4.2.12) {gz = 0) n specb(A - A) = 0 V A E r-
Thus the inverse of (A - A) i.e. the resolvant family R(A, A)
R(A, A): L2(X, ) L2(X2, a)
has a kernel in the full calculus b' " 'e' (O) for each A E r-. The point here is that
in (4.1.13) we can choose r = 0 uniformly in A E r-. The following lemma gives us
some more control on the indicial roots of (A - A) as JAI - +oo.
LEMNMA 4.2.13. Let d E (0,co) and Ad = z E C; zI < d} Then there exists
A(d) E r- such that
specb(A - A) n Ad = 0
for each A E r-, AI1 > IJ(d)j.
PROOF: Consider the parametrix with parameter B,(A) constructed above.
(4.2.14) B,(A)(A - A) = 1 + R(A) R(A) E T'°(X).
Taking the corresponding indicial families we obtain
(4.2.15) I(B(A), z)I((A - A), z) = 1 + I(R(A), z).
If z E Ad then (3.1.10), (3.2.6) together with Seeley's estimates (4.2.6) imply that
IlI(R(A), z)llo,o < Cd(l + IAI)- 1 v z E Ad
with C independent of z and A. Thus there 3 a A(d) E r- s.t. V z E Ad
IIIR(A)( )II 0 9 vA EV A r-
IA1 I> A.
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For these A's the right hand side of (4.2.15) can be inverted showing that no indicial
roots of (A - A) are located in Ad. O
From Lemma 4.2.13 and the remarks preceeding it, we learn that there 3 a 61 E
(0, oo) with the property
(4.2.16) spec(. - A) n {: C; Itzl < 6 } = 0 A E r-.
By (4.1.13) we can write the resolvant family R(A, A) = (A-A)- 1 , as a map between
0-weighted (i.e. unweighted!) Sobolev spaces as
(4.2.17) R(A, A) = B,(A) + Bo(A) + Bo'(A).
Here Bo(A) E bO°°''(O°)(X, i) is obtained from (4.1.10) and the inverse Mellin
transform of IR(A)(z)(I(A.4-())-'; the index family £\(0) = (E+(0), E(0), 0) as-
sociated to (eb,rb,ff) is defined as in (4.1.13) but with z e E specb(A - A) and
the operator B'(A)- corresponds to a kernel E A~)(X2, f ), thus a conormal
distribution on X2 with specified singularities (only) at OX x X and X x OX.
We are now going to analyze the three contour integrals defined by B,(A), Bo(A),
B'(A). By Fubini's theorem and the estimates (4.2.6) we easily obtain
PROPOSITION 4.2.18. The operator B; defined for Re s < 0 by the contour integral
Bs= i| ABo(A)dA
r-
is a b-pseudodifferential operator of order ms with symbol given in local coordinates
by
a(B°) E A_ M -m-j(A)d)
Let us consider the other two contour integrals. Directly from (4.2.16) and the
definiitons of these spaces of distributions (see in particular (4.1.13) (4.1.9)) we see
that B,(A) is, for each A E r-, a continuous b-half density in XI which is smooth
up to the front face, and vanishes of order at least 6 at eb and rb. Similarly Bgo(A)
is for each A E r- a continuous b-half density in X2 which is smooth in the interior
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and vanishes of order at least 6 at O(X 2 ). By Lemma (4.2.13), (4.2.16) and (4.2.9)
the same is therefore true for the contour integrals
(4.2.19) 2i A (A)dA
I'-
(4.2.20) 1 i JAB '(A)dA.
r-
Notice that estimates (4.2.9) actually show that the above integrals converge even
for Res < 1. Thus
PROPOSITION 4.2.21. The Schwartz kernel of the operator defined for each Re s < 1
by (4.2.19) is a continuous b-half density on XY which is smooth in the interior and
up to the front face and vanishes of order at least 61 at eb, rb
PROPOSITION 4.2.22. The Schwartz kernel of the operator defined by (4.2.20) for
each Re z < 1 is a continuous b-half density on X 2 which is smooth in the interior
and vanishes of order at least i6 at 0( X 2).
Notice that the operator corresponding to (4.2.20) is, by Proposition (3.1.11), a
trace class operator on L2(X, Qi).
The kernel corresponding to A' is thus the sum of three conormal distributions.
We can lift the kernel corresponding to (4.2.20) to X 2 where it becomes a continuous
b-half density which is smooth in the interior and vanishes on b, rb, if . We denote
by Ko(A) the kernel
IKo(A4) = IK(B9) + ICK(s) + PbIK2 (s)
where K(s) and K2(s) corresponds to (4.2.19), (4.2.20). By Propositions (4.2.18),
(4.2.21), and (4.2.22), KI(A) defines a holomorphic map.
dimX(4.2.23) {Res < } 3 s -- , IK(A) E C°(.,b )
We are interested in the restriction of KIO(A) to the lifted diagonal.
Notice that Ko(A)[ab E C°(X,R b) using the natural identification Ab .X, and
the isomorphism Q 2(X )b - b(X)-
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THEOREM 4.2.24.
(i) Let p E Ab and fix a coordinate chart around p. Then --. KI(A)(p) extends
from Re s < _-dim to a meroinorphic function on the complex plane with poles at
s = k-(n+l) k 0,1,.... The pole at sk = - (n + 1)/m is simple and its residue
is given by
(4.2.25) Ask
r-
dxyI-dyl.
X
(ii) The residue at s = 0 vanishes and the value of KO(A)(p) is given by
(4.2.26) KO(A)(p) = | b-m-(n+i(4.1 0.26)()"
101 o
Idady.
X
PROOF: First consider the meromoprhic extension up to Res < 1. Then by Propo-
sitions (4.2.21), (4.2.22) we only have to deal with the symbolic part
B = Jf A'B,(A)dAB; = 27ri
The claim then follows by repeating verbatim the arguments in [37; Theorem 8].
The same is true for the extension to k < Res < k + 1 which is based on the
representation
A' kA- = 21 JAkAa-k(A - A)-ldA.
r
(here we use the fact that A,- °° and , -,e are two sided modules over Ib for
each index family £).
To prove (ii) we follow [38; p. 918]. That the residue vanishes follows from (4.2.25).
Let us prove (4.2.26). Consider q in the same coordinate chart of p, q Ab. The
following statements are proved as in Seeley's paper.
i) The analytic continuation of B'(q) to s = 0 vanishes.
(ii) The same is true for I;K(q).
(iii) The analytic continuation of Bg(p) to s = 0 is given by the right hand side
of formula (4.2.29).
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Then we remark that
(iv) The continuation of I$(q) - Ba(q) is continuous even at q = p.
This is again a consequence of Propositions (4.2.21), (4.2.22). From (i) and (ii) we
see that the analytic continuation IK (q) - B°(q) vanishes, hence, by (iv) it vanishes
also at p, thus by (iii) formula (4.2.26) holds. 0
Remark 4.2.27 We can consider the indicial operator associated to the kernel
KJ(A), defined, as usual by the restriction to the front face. The residual term does
not contribute at all, thus
I(A) = I(Bo,)
where
=Bo A (B, (A) + B1(A))dA.
r-
We can clearly commute the operations of restricting to the front face and integrat-
ing over r- since the integral is absolutely convergent ; thus
I(Bo) = I J A~(I(B,(A)) +I(B (A))dA
r-
Observe that the Mellin transform of the right hand side is equal to the integral of
the Mellin transform since, again, everything converges absolutely. If we now take
the Mellin transform on both sides and recall that
I(Bo(A), z) = I(R(A), z)I((A - A), z)-1 z E A61
I(B,(A), z) = I((A - A), z)- - I(R(A), z)I((A - A), z) -
with R(A) defined, as before, by (4.2.14), we obtain
(4.2.28)' I(A, z) = (I(A4, ))9 Res << 0
for z E Adl. Notice that I(AS,z) depends holomorphycally on z for z in such a
region.
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4.3. The b-zeta function of al elliptic b-pseudodifferential operator.
Let A E '(X, ib ) be a b-pseudodifferential operator of order m, m > dimX.
By the continuity properties (3.1.10)
A:L2(XfQ) H(XQ)
For this choice of m E R, the indicial operator of A represents, by Proposition
(3.1.11), the obstruction to A being a trace class operator on L2(X, i) (or any
other weighted b-Sobolev space). Let us assume I(A) 0. Then we can consider the
kernel of A in the ordinary product (we still denote it by IK(A)) where it becomes
a continuous b-half-density vanishing at (X2). By Lidskii's theorem
trA = jK(A)Ia
X
where we used the identification A . X, and the isomorphism 1Q(X2)1& -
fb(X) so that K(A)a E C'(X, Qb). Using the natural identification b : Ab : A
we obtain
PROPOSITION 4.3.1. Let A E '"'(-X,Qf2),m > dimX. If I(A) 0, then A is
trace class in L2(X, Q ) with
trA = K(A)Ia,
X
For arbitrary A E rbFm (X, Q ), in > dim X, the integral in (4.3.1) is not convergent.
This is due to the fact that K(A)Iab defines a continuous b-density on X; thus in
local coordinates (r, r, y, y') near the front face
(4.3.2) K(A)Ila = K(A)(r, 0, y, y) = )1 a(r, yA,)dAdi x I-dyl
which is clearly not integrable.
Following Melrose [34] we can however introduce a regularized trace for arbitraryI
elements in - (X, fb ), m > dimX . In order to do this we fix a normalization v
of the normal bundle NOX and we denote by x a corresponding normal variable.
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DEFINITION 4.3.3. The btrace of an element A E P'(X, i) m > dimX is
defined as
b - Trv(A) = lim( K(A)Iab + ene I¢((A))&bnff)
This definition simply removes the degeneracy in the integral (4.3.1). If the indicial
operator of A vanishes, so that A is trace class, then clearly
b - Tr(.4A) = Tr(A)
Consider now an elliptic operator A E bP as in the previous section. Thus A
satisfies
(4.3.4) specb(A) nl {-zI < So} = 0
and is positive and self-adjoint.
Consider the operator on L2 (X, Qb ) defined by A', Re s < - dim x This operator
is not in the small calculus, however by (4.2.23) and (4.2.27), we can still define the
b-trace.
DEFINITION 4.3.5. The b-zeta fnction of an elliptic b-pseudodifferential operator
A as above is defined as
(,o(As) = b - Tr,(A-) Res > dim---.
m
Recall that the subscript 0 stands for our choice of weight (r = 0). Directly from
Theorem 4.2.20 we obtain
THEOREM 4.3.6.
(i) Let A E IPb be self-adjoint positive and satisfying (4.3.4). Then bvo(A,s)
extends from Res > dim X to the whole complex plane with simple poles at the
points sk = dim X- k = 0, 1
(ii) The residue at 0 vanishes and the value b(v.o(A, 0) is obtained by considering
the regularized integral, in the sense of (4.3.3), of the b-density (4.2.26).
By (4.2.28) we can express the b-zeta function as
(4.3.7) b¢.,o(A., ) = lim ( o(A4)IA, + netr (I(A4,z))-'dz>- t=0
>f lax~~~~~~z--O
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where Res > (n + 1)/m.
We end this section by discussing the complex powers of an elliptic operator
A E Ib '(X, ') which satisfies (4.2.1) (4.2.2) but is only non negative. This will
be important in the next section when we will connect the b-zeta function to the
index.
We first collect some useful information on the null space of an arbitrary elliptic
element A in g"(X, ) as a map on xrHM (X, i ), r ¢ -9spec(A).
We denote by
null' (A) = {u E rH (X, i ); Au = 0}.
Using the Mellin transform one can prove quite directly that
(4.3.8) {u E xrH O(X, 2 ); Ai E C(X, )} C AEhg()L·~;~ ~ · · ~b b "phg
where E+(r) is defined as in (4.1.13) and H"°°(X, ) = U Hb (X, S ). This im-
mER
plies that nullmt(A) is independent of M and locally constant in r E R\(-a specb(A)).
Thus if H~b (X. ) b n Hb (X I) we can write
mER
(4.3.9) null'(A) = null+f,(.A) nullr+,(A)
for e small enough.
Let 0 - speb(A) and let ' be the orthogonal projection onto nullo(A). We
can complete a basis {)j , for nullo(A) to an orthonormal basis of L2(X, i )
(4.3.10) {./}-, , dj E Hb (X, f).
Then from(4.3.8) we see that the kernel of 7 in X2 is smooth in the interior and
admits complete asymptotic expansions at the left and right bounderies; more pre-
cisely H belongs to the residual calculus
(4.3.11) 'H E At)(X, Q2)
'/ -'phg (X," '
where (0) -= (E+(0), E-(0)) as in (4.1.13). This implies that the inverse of (A+li),
being the sum of 't with a parametrix modulo finite rank, is again an element in
the full calculus b me(°)(X, b ). We apply these remarks as follows.
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Let A E ub (X, ) satisfy
(i) 0 ¢ -specb(A)
(ii) A=A
(iii) A> O (as a map on L2(, ) with domain 2(A) = Hb(X, t))
The inverse of (A + ) is thus an element in the full calculus ;m't()(X, 0b) with
Schwartz kernel
K(A +)- 1 = B + B + Co
where B, and BO are defined as in §4.1 and Co is a residual term in -P -0(°)(X, fl ).
By (ii) and (iii) we can consider the resolvant family R(A + 7, A), A E r-, which
will be an element in ps -n.'\(°)(X, ). If we define
(A + ) = ; AR(A + , A)dA Res <0
r-
then all our arguments extend in a straightforward way; in particular we can define
the b-zeta function 6 v,,o(A + '7, s) as in (4.3.5) and obtain the analogue of theorem
(4.3.6). Notice that the value of b,o(A + 'H, s) at s = 0 does not depend on 'H;
this is a consequence of theorem (4.3.6) (ii) and formula (4.2.26).
Remark 4.3.12 We will apply these results to the operators AA' and A*A
with A an arbitrary elliptic operator in P "(X; Q i). To deal with the general case
r -specb(A) we use conjugation. We can define an invertible operator from
XrHb m(X, Q ) C xrL 2(X, Q ) to xrL2(X, fQ ) by considering A*A + X where H
is defined as Xr'(r)x-r, H(r) being the orthogonal projection onto null(A_,).
We then define
(4.3.13) b(,r(A*A + H ,s) = b,,((Ar)*A-r + 1(r), s).
Observe that for p E {z E C; z- = 0},
I((ArAr),) = I(A,/p - ir)*I(A,p - ir)
which implies that
specb((A.,.Ar - ) n {z = 0 = A E r-,
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as in §4.2. Hence we can study the meromorphic properties of the right hand side
by applying exactly the same analysis as before.
Remark 4.3.14 Once again the value of the meromorphic extension of b(,,r(A*A+
N, s) at s 0, being purely symbolic, does not depend on .
§4.4. An analytic index formula.
Let X be a smooth manifold with boundary and let E, F be smooth vector bundles
over X. We fix once for all a trivialization v of the normal bundle of the boundary
and we denote by x a corresponding normal variable. The goal of this section is to
prove the following
THEOREM 4.1.1. Let A E ' (X; E®Qb , F 1Q b ) be an elliptic b-pseudodifferential
operator and let r -spec(A), so that
.4: xrH !(X, E 0 Q ) - xrHAI-m(X, F )
is Fredholm. The following formula holds V s E C, Res > (n + 1)/mrn:
(4.4.2) indr(A) = -r7r(s, I(A4)) + br(AA + I, s) - b_r(AA* + C, s).
We refer to §3.5 and Remark (4.3.12) for the definition of the terms appearing on
the right hand side of (4.4.2). Recall that in the notation of §4.3, see in particular
(4.3.9),
ind,(A) = dim null (A) - codim ranM(A)
= dim nullr(A) - dim nullr(A*)
where ranr(A) = A(xrHjt(X, E 0 b )) C zrHbf(X, F ® ) and where we used
the fact that ( rHM-m)I = x-rHb" -M '. Thus for each s E C, Res > (n + )/rn,
indr(A) + qrr(s, I(A)) = b(r(A*A + , s) - b(_,(AA* + , s).
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By theorem (4.3.6) the right hand side admits a meromorphic continuation to the
whole complex plane which is regular at s = 0. Thus the same is true for the left
hand side. This proves theorem (3.5.10) and gives us the formula
indr(A) = -7r(0, I(A)) + b,'r(A*A + ', 0) - b-r(AA* + A, ).
Notice however that by (3.5.11) the difference of the two b-zeta functions does
not depend on r and it is in fact given by the regularized integral, in the sense of
(4.3.3), of the difference of the two b-densities given by theorem (4.2.24). We denote
this common value by b(A*A) - b'((AA*). We then obtain the main result of this
chapter:
THEOREM 4.4.3. Let A be an elliptic b-pseudodifferential operator as in (4.4.1) and
let r -a specb(A). Then
(4.4.4) indr(A) = -'r(0, I(A.)) + b((A*A) - bC(AA*).
Remark 4.4.5 On a closed compact manifold, Y, the index of an elliptic operator
P E Im(Y, E ® 0, F 0 Q1 ) can be expressed as
ind P = ¢(P*P + H, 0) -(PP* + K, 0)
(4.4.6) = LTo(P*P) - Uo(PP*)
Y
where EH and IK are the orthogonal projections onto null P and null P and where
the densities Uo(P*P), U1 (PP*) are obtained from the analogue of Theorem (4.3.6).
Our formula should be seen as a generalization of (4.4.6) to the case of manifolds
with boundary. The densities appearing in (4.4.6) depend of course on the complete
symbol of P; however for Dirac-type operators formula (4.4.6) does give the local
index formula of Atiyah and Singer ([3] [21] [20]); thus we expect formula (4.4.4)
to specialize, for Dirac-type operators, to the Atiyah-Patodi-Singer formula. This
is indeed the case. A Dirac operator on an even dimensional spin-manifold with
boundary equipped with a b-metric g which splits near the boundary as
g =- ) + h, h a metric on X
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is of the form (3.3.16), thus by example (3.5.8) the eta invariant appearing in (4.4.4)
is exactly the one given in the Atiyah-Patodi-Singer theorem (we assume, for sim-
plicity, that 0 is not in the spectrum of Dao). To prove that the symbolic term
reduces to the familiar integral of the A-roof polynomial one has to pass from the
b-zeta function to the b-heat equation and use Getzler's rescaling. The details will
appear in [34] where yet a different proof of the Atiyah-Patodi-Singer theorem from
the point of view of the b-calculus is presented.
Let us go to the proof of (4.4.2). We first assume that 0 -specb(A). Thus
there 36 o > 0 such that for A60 = {: E C; 1t:l < 60o} we have
(4.4.7) specb(A) n A60 = 0.
Our starting point is formula (4.4.6) on a closed compact manifold Y. It is well
known that this formula is a consequence of two facts
vQE m(Y'l,VO 2); Q = Q, Q>0
(4.4.8) Tr(Q-') = CQ(s) = E ,'dimE((A)-- A-
AEspec(Q; AEspec(Q)
where EQ(A) = {d E L 2 (X; V ® f1 ); Qd = AO}
(4.4.9) If A # 0 then P maps Ep. p(A) isomorphically onto Epp.(A)
In dealing with b-pseudodifferential operators several problems arise; first of all we
have to regularize the trace in (4.4.8) since elements in u- bm, Re s > (n + 1)/m, are
not trace class; furthermore the connection with the spectrum (which is anyway non-
discrete) is completely lost. We can overcome both of these problems by perturbing
the operator A and using the stability (4.3.9) of the null space with respect to the
weighting of the Sobolev space.
DEFINITION 4.4.10. Let .4 E 'D"(X;E 0 Q ,F 0 Q ) be elliptic and fix 6o as
in (4.4.7). For 0 < 6 < 6o we define a linear operator x6H'M(X;E ® fb)-
HM(X; F Q= ) by
(4.4.11) A() = x6-4
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x denoting our fixed boundary defining function.
Directly from (4.3.9) we deduce that
null(A(6)) = null"l(A) = nullo(A)(4.4.12)
null(A(6)*) = nullAt+m(A*) = nullo(A*)
Thus A(6) is Fredholm and
(4.4.13) indA(6) = indcl(A) 0 < 6 < 60.
Let us now consider the operator
A(6)'A(6) : L2(X,E0Q,) -, L2(X,E ®fi)
(4.4.14) with domain
1D(A(6)*A(6)) = XHb2m(X, E 2).
PROPOSITION 4.4.15. The operator (4.4.14) is a closed linear operator with dense
domain. There exists a complete orthonormal system {j}, j = 1, ... of eigenfunc-
tions of A(6)*A(6); here b E Hb(X, E S ), A(6)*A(6)j = Aj and the eigen-
values Aj are real, with A -- +oo as j ---, +oo. The spectrum spec(A(6) * A(6))
coincides with the set of all eigenvalues.
PROOF: We can write the operator .(6)*.4() as z 26A' 6A where, as usual,
x'Ax - ; = A:, V z E C. To prove that .4(6)*A(6) is closed we need to show that
limu,. = U, lim(A(6)'4(6))u,, = f (4.4.16) EA(6)A() m
L L2 (4.4.17) A(6)A(6)u = f
(4.4.17) follows immediately from the mapping properties of b-pseudodifferential
operators (in particular their continuity on extendable distributions). To prove
(4.4.16) we use the full calculus. Let B6 be a full parametrix for A26A. Thus
B 6 E b- m,E(O) with CE(0) , E ( +(0E(),(0),0) as in §4.1 and Eli(0) defined as
in (4.1.13) (but of course with zi E specb(A 6 A)).
Since 6 is small we certainly have
(4.4.18) sup SZi < 0 inf azj > 0.
:,EE+(o) j EE ()
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Consider B6x26; from A*(6)A(6),u = f we then obtain
U + Ru = B6x26f
where R 6 E pgO '4 ' '(° ) . From the continuity properties of B 6 and R 6 on weighted
Sobolev spaces we therefore obtain (4.1.16).
Clearly spec(A(6)*A(6)) C R. If A0o E (-oo,0), then R(A(6)*A(6),Ao) defines a
self-adjoint compact operator on L2(X; E ®0 i); this follows from the argument
above and the compactness of the inclusion
Z26H2m(X, E®Qf) -p L2(X,E0Q1) 6 >0,m >0.
The rest of the proof is standard (see for example [391). 0
In other words the operator (4.4.11) enjoys all the familiar properties of self-adjoint
elliptic pseudodifferential operators on closed compact manifolds. It is then not
surprising that the following proposition holds.
PROPOSITION 4.4.19. Let A E '"'(X,E X 0f, F 0 Q f) be elliptic and assume
(4.4.7). Then for Res > (n + 1)/m
(4.4.20) ind A(6) = Tr(A(6)*4(6) + 7)-' - Tr(A(6)A*(6) + K)-'
where 7t and K denote, respectively, the orthogonal projections onto
null(A(6)* A(6)) = nullo(A) and null(A(6)A*(6)) = nullo(A).
PROOF: First of all we have to make sense of the right hand side of (4.4.20). We are
considering (A(6)*A(6) + H) and (A(6)A'(6) + K) as operators on L2(X,E 0 01)
and L2(X, F ® fQ ) respectively as in (4.4.11).
We define
(4.4.21) (A(6)*A(6) +H)= )'- 1 A-'R(A(6)*A(6) + ,A)dA Res > O
r-
with r- as in §4.2. Writing A(6)*A(6) = x26A.6A and using (4.3.9) we have
(4.4.22) R(A(6)*A(6) + H, A) = R(A 6A + , 26 A)x26 A E r-
87
as operators on L2(X, E0Q ). The illverse of (A*6A+ tz 26 A) is an element in the
full calculus P 2mt'(0)(X, E0S i ); thus exactly the same analysis as in §4.3 applies
proving that if Res > dimx + k the kernel of (4.4.21) will be a continuous section of
the bundle ESE* Q0 over V2 which is Ck in X2. Furthermore, because of (4.4.18)
and the factor x26 in (4.4.22) it will vanish on OX2 . Observe also that if Re s > dim X
such a kernel defines a Hilbert-Schmidt operator on L2(X, E ® fi ); using the group
properties of complex powers ((4.2.10)) this implies that (A()* A(6)+ 7)-' is trace
class for Res > dimX/m. Applying Proposition (4.4.15) and Parceval identity we
easily obtain
Tr(()AA() + )- - Z AJ 7 +dimnull(A(6)*A(6))
Aj Espec(A.(6 )A(6))
A, >0
Tr(-A(6)A*(6) + IK) - E It" + dimnull(A(6)A*(6)).
p1 ispec(A(6)A(6))
Ij >o
This proves the proposition once we observe that (4.4.9) holds for A(6). 0
We already know that indo(A) = ind .4() for 6 small enough. Formula (4.4.2) will
be obtained by letting 6 0 in the right hand side of (4.4.20).
PROOF OF TEORENM 4.4.1: The proof will occupy the rest of this section. We
first establish the formula under assumption (4.4.7). By Proposition (4.4.19) we
can write
(4.4.23) Tr(A()*.4(6) + 7')- = / trEp K(p,p) Res > (n + 1)/m
where K68 denotes the kernel of (A(b6)*A(6) + ') - °, a continuous section of the
bundle E 5 E* 0 b f(X 2) over X2 which therefore restricts over A to a section of
End(E) 0 Qb. To simplify the notation we assume that E = F = X x C. Thus
(4.4.24) Tr(A(6).(6) + - = Ji),6 la = /i (KI)a
X X
using the natural identifications 3b : Ab -A, A -- X. To study the behaviour
of (4.4.24) as 6 . 0 we need some additional information about IKd.
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We fix a collar neighbourhood of the boundary through our choice of boundary
defining function. Thus we fix U = {p E X;p = (x,p'),p' E AX, x < 1). We will
assume that x - 1 on C(U), the complement of U.
By (4.4.22) we can rewrite the kernel Kb in local coordinates near the boundary
as
(4.4.25)
K(x, y, x', y') = A- R(42;6 + 1, x 26A)x' 26 AdA
r-
26 )-( + ,( )26(26X))d(AX26) ' 26
r-
I r A1 R +a X )26,tl , 126a
27ri it (; A) d. .
r
Notice that the contour r depends. a priori, on 6 and on x' > 0. On the other
hand the kernel R(A;6 + 7, ( )2 6 l) is holomorphic in y, for p ranging in an
open neighbourhood of the negative real axis {(z = 0, Re z < 0); thus by Cauchy
theorem we can choose r to be independent of x' and 6 and in fact equal to the
original r-. From (4.4.25) we infer that for Res > (n+l) + k
m
(4.4.26) (.4(6)*A() + )-' = Lx26°
as operators on L2(X. l ), with L defined by
L'(x, y x', y') = f |-R(A2 6 4 + a (±,)26p)dp.
r-
We can lift this kernel to the stretched product X. Since we are ultimately inter-
ested in traces we consider its restriction to a small neighbourhood V of the lifted
diagonal Ab. Let us fix projective coordinate (x, t, y, y'),t = near the front face
in V. We can fix a neighbourhood of ff nAb in Xb2 by U = V n {x < 1) and consider
local coordinates (x,t, y, y') with x < 1, It - 1 < e. The restriction of the lift of
R(A26A + X, ( )26C#) to U will be the sum of two terms; a conormal distribution
of order 2m associated to the diagonal Ab and a residual term which is smooth in
the interior, continuous in V and vanishing on the front face ((4.4.18)).
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Away frcu.n the front face it will simply be a conormal distribution of order 2m in V
associated to Ab. By applying the samle analysis given for the kernel of the complex
powers of b-elliptic operators, we conclude that, for Res > (n+I) + k, bL6Iv will
be the sum of a Ck b-half density on V, L1(6, s), and a residual term L 2(6, s) which
is a continuous b-half-density on V vanishing on the front face.
Finally we observe that the resolvant kernel ~'(R(A26A + 7, ( ) 26 ) restricted to
V depends smoothly on 6, for 0 < 6 < 6o, as a conormal distribution on V.
As a consequence we obtain
(4.4.27) lim3b*L = K(.4*A + 7)- Res > (n + 1)
610o m
uniformly as continuos fnctions over .\b, as well as the smoothness of the maps
[0,60) 36 -b L1(6,) E Ck(V,,f2) Res > (n +)+k
[0 bo,)36 - L( s) E C°(VQ ) Res> (n+l)
We apply these remarks as follows. By Lidskii's theorem
Tr(A(6)-A() + X )-* = |Ja b'(= J( ))Ib
(4.4.28) / ·= J K() b + | Ib.
nlU X.\C(U)
We can consider the indicial operator associated to L1(6, s) which is defined exactly
as in §3.1. Then, for Res > (n + 1)/7n + 1 we have
dxLl(6, s)lAbnu = I(L1(6, )labff- + xL(6, +)Abru
where L(6, s) has the same regularity properties of L1 (6, s). Thus
(4.4.29)
1 1
Tr(A(6)*A.(6)+ )-- =/ (l(i(6 ,s)),Ab,ffx2 6dx XL(6., s)bn
o Y o Y
+ JJL2(, S)jAbx26a + J Lao0 1' C(u
Y C(u)
90
Denote by Z(6, s) the sum of tile last three integrals in (4.4.29):
I 1
(4.4.30) Z(6, s) = JJL( ,)IA.r26 J + J L (6,s)AAl X26 + J L'
o0 0 Y C(u)
LEMMA 4.4.31. For each Res > + 1,
lim Z(6, s) = o(A'A + , s)
610
in C°({Res > fl+ + 1}).
PROOF: To prove (4.4.31) recall how bo(A'.4 + 7a1,s) is defined
b(o(A*- + XH, s) = in- ( K(A-A + W)-'IAb + e (I(AA + 1)-'abnff).
>ez~ Y
We rewrite the right hand side as
(4.4.32)
lim (JiK(A'A+ ). + + K;(A*A+{ )-'.a + neJ(I(A*A+
Y C(u) Y
Let Res > +' + k. Then from §4.3 we know that the kernel K(A'A + 7)-' on
X' is the sum of two terms: a continuous b-half density L I(s) on Xb which is Ck
o
on X and up to the front face and a continuous b-half density L2(s) vanishing on
ff, eb and rb. Thus the indicial operator of (A'A + X7)-' is equal to I(LI(s)), the
indicial operator associated to Ll(s) (see also Remark (4.2.23)) for this).
For Res > (n + 1)/rn + 1
dx -Ll(s)labni = I(Ll(s))labnu- + ZL(s)lAbnU.
x
Thus (4.4.32) is equal to
lim +JX-sIbli1mO |I I(L(s))labnff [. + L2(s)lA + L(s)A,+
f Y Y
+ K(A*4 + i)-'Ab + Cu (I(A*A + )-')IAbn,,ff
C(u) y
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Since I(LI(s)) = I(A*A + 7) - J we obtain after integrating in z
(4.4.33)
I 1
'Co(A*A + , s) Jr L()IA&n, + / L2(s)IA bnu + / K(A'A + )-'1.
Y o C(u)
That Z(6, s) converge as 6 0 to tile right hand side of (4.4.31) now follows from
(4.4.26), (4.4.27), (4.4.30). 0
Similarly we can write
Tr(A(6)A.4(6) + K)- = IJI(6, S))la,,nff 26d + W(, 8)
o '
where
(4.4.34) lim VW(6, ) = bo( 4AA + I, s)
6L0
Integrating in x we obtain
Tr(A(6)A(6) + -lH)' - Tr((6)A(6) + I)-
(4.4.35) = r ·
=44S s I(La(6,s)) Ixnf - I(J(, s)) Iabnc]
+ Z(6, s) - IV(6, s)
and we are left with the task of proving that
(4.436) li [ I (6ss)) labnff - I(J(,s))A&nff] =-qo(s,I(A)).
Recall that the kernels I(Ll( 6,s))lbnfr and I(J( 6, s))labnff are C"O in 6. We con-
sider their Taylor expansion in 6 near 6 = 0. By (4.4.25), (4.4.27) we obtain, for 6
small,
I(L1 (6, s)) IA&nff = I ((A*A + H)-S) Abnff
+ 6 16-o (7i- ,-'R(A;6A + H, )d) labff + o(62)
db 27F
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We compute
d 1I=d
J5I6=
(°7,i,-.. n(. + X,)) ,- ,f1"i
-/r '=0( 4 -6A )R(A*A
F.
+ *t, u)2dp,,,,
A) . R(A*A + , H)] dIAnff
= d aI=(A; 6A4)(' . i/-'-1R(AA + Ht,)dp) IAbff
i a
r
[R(A*4A + 7, L), 16 0 (A2-6 A) R(4A + , )] dLabnff.
"16
Expressing the kernels as the inverse Mellin transform of their indicial family and
recalling Remark (4.2.23) and, in particular, (4.2.24) we obtain
Y I(Ll(b, ))|Abnf
Y
I4oA(Z)-Sdz + 26s r d
27ri dz IA (Z)(IA( )IA A(Z)- 1 )dz
Tr [ f
+2r (1r JJ
r- =O
+ o(62)]
/- [(IA4A(:) - )1 ,'i (dzA# IA(Z)(4A*A(Z) -
An analogous expression can be written for
1'
Let us consider the difference of these twvo expressions. The crucial observation is
that
Tr IA.- A(Z)- - Tr IAA ()-' = ind IA(z) = 0
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i
r
-' [R(A'A d+ ',t,), ~J6= o(A2i6
1
26s
Tr
27r
dzdj)
for each z E {(Iz = 0).
Thus the singular terms in the difference cancel out; since the terms involving the
commutators are identically zero, we can rewrite the left hand side of (4.4.36) as
li 1 F6s 'rr (I
lim 268 I 2I! I TI4(:) IA(Z)(IA A()) 'dz-
iTr d:
'b i dIA'A(Z) (IAEA())-'-ldz + 0(62)
. =0
which is equal to
Tr d Tr d ( ))
Iri d.5 J IA'(Z)IA'(Z)-(I4 A(Z)) - 27ri J z IAA.(Z)(IAA(Z))-&'-dz.
-=O !z=o
The first terns is just -o(s, I(A)) as defined in §3.5. As far as the second is
concerned we observe that it is equal to
- lim (Tr(4.4.()-) - Tr(IAA(-x))-))
S z--+ c
which is 0 because of our estimates in §3.5. This establishes (4.4.36). Hence by
(4.4.36), (4.4.35), (4.4.30), (4.4.20), and (4.4.11) the proof of theorem (4.4.1) is
completed in the case 0 - specb(A) and E = F = X x C.
The general case r - specb(A) is obtained by conjugation. Finally, for arbitrary
vector bundles we just need to take the fiber traces trEp, trrp in the integrals above
as in (4.4.23).
The theorem is proved. O
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