Exact analytic solutions of transport equations  by Birkhoff, Garrett & Abu-Shumays, Ibrahim K
JOURNAL OF MATHEMATICAL ANALYSIS Wll APPLICATIONS 32, 468-481 (1970) 
Exact Analytic Solutions of Transport Equations* 
GARRETT BIRKHOFF 
Harvard University, Cambridge, Massachusetts 02138 
AND 
IBRAHIM K. ABU-SHUMAYS 
Argonne National Laboratory, Argonne, Illinois 60439 
1. TRANSPORT EQUATION AND HELMHOLTZ EQUATION 
We construct below a number of new exact analytic solutions of mono- 
energetic transport equations in free p-dimensional x space lip. We have 
constructed them in the hope that they might help provide improved approx- 
imations to actual neutron distributions in finite domains. 
In a previous paper [2], we showed that any time-independent solution of 
the diffusion equation (i.e., any harmonic function) having suitably bounded 
order of growth is a scalar flux of the integral transport equation for pure 
diffusion, c = 1 (c is the mean number of secondaries per collision). First, 
in this section, we relax the assumption of pure diffusion c = 1 and obtain 
an analogous result for solutions of the Helmholtz equation in p-dimensional 
space 
vy + A+ = 0, 02 = f ayax/2. (1.1) 
i=l 
To this end, we consider the integral transport equation for time-inde- 
pendent distributions of isotropically scattered monoenergetic neutrons in a 
homogeneous medium: 
@i(x) = c s, dr e-or j dm(v) qx - rv), 
R 
where o = total cross section, v = neutron speed, and Sz is the unit 
sphere in RP. Here &z(v) denotes the differential of solid angle divided by the 
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total solid angle (for p = 3, dm = dQ/b). We can normalize to the case 
u = v = 1 by proper choice of units of length and time, and shall do so. 
Our first main result is the following. 
THEOREM 1. Let Q(x) be any solution of the Helmholtz equation 
V%j + A+ = 0 in RP (A > -1) for which e-Q(rv) is integrable. Then @ satis$es 
the transport equation (1.2), with c related to h by the characteristic equation 
c = 2/l + X/F[1/2,p/2 - l,p/2; h/(1 + 41 
= l/F(1/2, l,p/2; 4) 
0 > Oh (1.3) 
(-l<X<O), 
where F is the hypergeometric function. 
Caution. The assumption that e-Q(rv) is integrable is essential for (1.2) 
to be mathematically meaningful; see [2], Section 1 and (2.7) below. 
Remark 1. Given an integrable scalar flux CD(X) which satisfies the 
Helmholtz equation (1 .l), one can also construct a solution 4(x, v) of the 
integral transport equation for the vector flux of nonisotropically scattered 
neutrons having this scalar flux, as in [2], but we shall not discuss this general- 
ization here. 
Theorem 1 is a consequence of the following known result about spherical 
means of solutions of the Helmholtz equation ([3]; [6], p. 289). 
THEOREM A. If +(x) E P(D) is a soktion of the Helmholtz equation 
VC$ + A$ = 0 in a domain D of RP, then 4(x) satisfies a mean value relation 
I B 4(x + 4 dm(v) = fph 4 d(x) 
in any sphere lying entirely in D. Moreover, writing q = (p - 2)/2: 
P(p/2)(2/kr)* Jp(kr) for h = k2 > 0, 
fD(r, A) = P(p/2)(2/kr)*I,(kr) for X = -k2 < 0, (1.5) 
1 for h = 0. 
Here J, and I, are, respectively, the Bessel and the modified Bessel function of 
order q. 
Proof of Theorem 1. Substituting Q(x) into the integral transport 
equation (1.2), applying the mean value relation (1.4)-( 1.5) of Theorem A, 
using known integral identities for J, and I, in (W. Grijbner and N. Hofreiter, 
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“Integraltafel,” pp. 198-199, Springer-Verlag, Berlin, 1958) and dividing the 
result by Q(x), we get 
1 = c j” dr e?f&, A) 
0 
= (c/z/l)h)F(1/2,p/2 - l,p/2; h/(1 -t 4) (A > 0) 
= cF(1/2, l,p/2; -A) (A E C-1, Oh 
which establishes that Q(x) is a solution of the integral transport equation (1.2) 
with c and h related by the characteristic equation (1.3). Q.E.D. 
Remark 2. Since Ia N elzT/2rrkr, the solutions of (1 .l) for h = 
-k2 < -1 cannot be integrable. Hence h in (1.1) must be restricted to 
h > -1 for the above proof to apply. 
In the physically most interesting case of three dimensions (p = 3) with 
X > - 1, the characteristic equation (1.3) reduces to the well-known formula 
([5], Section 4.3) 
1 = (c/k) tanh-l k (0 > h = -k2 > -1) 
= (c/k) tan-l k (A = k2 > 0). (1.6) 
Typical solutions Q(x) of the Helmholtz equation can be found in textbooks 
on partial differential equations [6]. Explicit solutions expressed in spherical 
coordinates are, for p = 3, 
and 
@(x) = 1 u&W &(k $1 (A = k2 > 0)) (1.7a) 
n 
@(x) = 1 Gn(W %(4 $1 (A = -k2 > -1) (1.7b) 
n 
where j, and i, are, respectively, the spherical Bessel and modified spherical 
Bessel functions. If a, = O(e+), then the sums (1.7) satisfy the integrability 
condition and are solutions of (1.2) for c given by (1.6). 
Remark 3. It is instructive to relate Theorem 1 to the well-known exact 
vector fluxes of the transport equation in three dimensions of the form 
(PI, [5, Appendix Jl) 
and 
#(x, v) = c&.x/(1 - (10 * v) (1.8) 
t/(x, v) = ce-A’x{ l/( 1 - A * v) + G(A, vo) S(v - v,)}, (1.9) 
where h = (&‘)a satisfies the characteristic equation (1.6) and A is an arbitrary 
complex vector such that 1 Re A 1 > 1. It is also well-known that expressions 
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of the form (1.8) and (1.9) are solutions of the Helmholtz equation with 
h = --do . A0 or --A . A. However, h there can be complex while we wish 
to treat only real A. Moreover, the solutions (1.9) d o not satisfy the integrability 
condition needed for Eq. (1.2). 
Remark 4. We suspect that the converse of Theorem 1 is also true: that, 
if a(x) is any solution of the integral transport equation (1.2) for isotropically 
scattered neutrons in infinite space for which e-r@(rv) is (absolutely) inte- 
grable, as in Theorem 1, then it satisfies the Helmholtz equation (1.1). 
This conjecture receives some support from ([4], p. 49), where a proof is 
sketched that the most general solution Q(x) of (1.2) for three dimensions, 
for which D(x) e-IX1 vanishes as 1 x 1 goes to infinity, has the form 
G(x) = J,j(u) eikFr dm(u), (1.10) 
wheref(u) is an “arbitrary” function of the unit vector u and k = ik, is a 
root of (1.6). Formally, this would imply that D(x) satisfies (1.1) with A = ko2, 
since all its Fourier components do. 
However, classical Fourier analysis (as developed by C. Titchmarsh in his 
book, “Theory of Fourier Integrals,” Oxford Univ. Press, London, 1937, 
Section 11-2) does not apply under the more general condition of absolute 
integrability of e-r@(rv) assumed in Theorem 1. 
Hence, the Fourier transform argument discussed above must be under- 
stood in the sense of the theory of distributions. Taken in this sense, however, 
the argument permits the vector flux to have multipole singularities as in (1.9) 
which are excluded in our case; such an argument, therefore, does not apply. 
2. EXPONENTIALLY TIME-DEPENDENT SOLUTIONS 
It is easy to construct exponentially time-dependent solutions of neutron 
transport equations from time-independent solutions; the construction is 
analogous to that which gives exponentially time-dependent solutions 
V(X, t) = e-%(x) of the ordinary “heat” (diffusion) equation 
v;‘1 = v2v (2.1) 
from solutions u(x) of the Helmholtz equation (1.1). The construction is a 
special case of the following well-known transformation ([5], p. 175), which 
we here extend to p dimensions. 
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THEOREM B. Let /J(x, v, t) be a solution of the integrod@rential transport 
equation 
(a/at + v * V + 1) $(x, v, t) = c 
s a 4(x, v’, t) dm(v’). (2.2) 
Then, the function 
4(x, v, t) = #(2x/c, v, Et/c) e-et, a = 1 - z/c, (2.3) 
is a solution of (2.2) eoith c” in place of c, and conversely. 
In particular, if I&X, v, t) = e-?P(x, v), then $(x, v, t) = e?P(Cx/c, v) 
with 
(1 - F)/c” = (1 - r)/c. (2.4) 
We observe from (2.4) that for y < 1 and y > 1, 9 < 1 and 7 > 1, respec- 
tively. The range y > 1 implies physically that the neutron flux decays faster 
than it would for pure absorption c = 0 and will be excluded; cf. [5], 
Section 7.3. The range y < 1 enables us to transform stationary transport 
solutions to exponentially time-dependent solutions and vice versa. The 
special case y = 1 will be discussed in Section 3 below. 
As an example, the exact solution for c = 1 andp = 3 given by Eq. (2.6d) 
of [2] is transformed into the following exact analytic solution of the transport 
equation (2.2): 
#(x, v, t) = $@, y, x; 5,177 5; t> 
= ecrt[c3yz - c2(xy[ + yzf + zq) 
+ '24wT +y55 +&I) - 657151, y = 1 - c. (2.5) 
Integration of (2.2) with respect to direction v yields an analogous trans- 
formation for scalar fluxes of the integral transport equation 
@(x, t) = c jr dr e-’ /, dm(v) @(x - TV, t - r). P-6) 
For completeness, it suffices to give an analog of Theorem A of [2], which 
states in rigorous form the equivalence of (2.2) and (2.6). This equivalence 
is mathematically rigorous (and (2.6) meaningful) only under the condition 
of 
~~dre-T~Q dm(w) I @(rw, -r)l < CO 
for the scalar flux, which implies 
(2.7) 
[ a&w, v, -r)l dm(w) dm(v) < 03 (2.7’) 
for the vector flux, and conversely. 
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THEOREM C. Let $J(x, v, t) be any solution of (2.2) which sati$es (2.7’). 
Then the function @ = L[+], defined by 
@(x, t) = j, 4(x, v, t) Mv), (2.8) 
satis$es (2.6) and (2.7). C onversely, let a(x) be any solution of (2.6) and (2.7). 
Then the function I,/J = M[@], defined by 
I 
m 
$(x9 v, t> = c dr e-7@(x - TV, t - r), 
0 
(2.9) 
satisfies (2.2) and (2.7’). Moreover, M[L[#]] = 9 undL[M[@]] = @; L and M 
are mutually inverse bijections. 
Using Theorem C, it is straightforward to deduce the following corollaries 
of Theorem B. 
COROLLARY 1. Let 4(x) be any sculurflux which satisfies the time-independent 
integral transport equation (1.2), and let y < 1. Then 
@(x, t) = e-+((l - y)x) (2.10) 
satisfies the time-dependent integral transport equation (2.6) with c” = (1 - y)c 
in place of c. 
The converse of Corollary 1 is also true. 
COROLLARY 2. Let @(x, t) = e++(x) (y < 1) be any solution of (2.6). Then 
QYx> = dx/U - Y)) is a solution of (1.2) with c” = c/( 1 - y) in place of c. 
Thus stationary solutions given by scalar fluxes (vector fluxes; see Theorem 
C) can be transformed to exponentially time-dependent solutions and vice 
versa. In particular, the solutions (1.7) of Section 1 (where $(x) satisfies 
the Helmholtz equation (1. l), e-‘+(rv) is absolutely integrable and where h 
and c are related by the characteristic equation (1.3)), are transformed by 
Corollary 1 into time-dependent solutions of the integral transport equation 
(2.6) whose scalar fluxes satisfy the diffusion equation 
with effective diffusivity 
D = y/(1 - y)V (A > -1, y < 1). (2.12) 
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This effective diffusivity D is positive and hence physically meaningful only 
for r/A > 0. Further connections between solutions of the transport equation 
and the diffusion equation will be given in Section 4 below. 
3. EXPONENTIALLY TIME-DECAYING SOLUTIONS 
In this and the following sections, we will construct two extensive new 
families of solutions of the equations for (time-dependent) neutron transp0rt.l 
These solutions can not be derived from time-independent solutions so far 
as we know. The first family may be given some motivation by the following 
considerations. 
Observe that in Theorem B, time-independent solutions # of (2.2) are 
transformed by (2.3) to exponentially time-dependent solutions with the 
factor e+ with 
a = 1 - z/c; (3.1) 
see also Corollary 1. Hence, in the case c” = 0 of pure annihilation (a “black” 
absorber), the decay exponent 01 in (2.3) is unity. We avoided this case in 
Section 2 because of obvious difficulties with $(x/(1 - y)) when c” = 
(1 - y)c = 0, and y = 1. 
Note also that the analytic vector flux solutions of (2.2) given in this section 
are carried into solutions of the same form by the transformation (2.3) of 
Theorem B. Thus, the special solution 
#(x, v, t) = ewtS,(v) (n > 0) (3.2) 
(S, a spherical harmonic), is independent of c. Again, (2.3) transforms the 
vector flux solution 
#(x, v, t) = emt(l + cx v), 
of (2.2) into one of the same form 
6(x, v, t) = e+(l + h . v). 
but with ? in place of c. 
(3.3) 
(3.3’) 
For this reason, we consider in this section only the integrodifferential 
equation with c = 1 (pure diffusion); it is 
p/at + v * v + 1) #(x, v, t) = 
s 
‘R dm(v) #(x, v, t>. (3.4) 
1 See I. K. ABU-SHUMAYS, “Generating Functions and Transport Theory," Thesis, 
Harvard University, Cambridge, Massachusetts, Feb. 1966, for the special case of 
slab geometry. 
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Solutions of (2.2) with c # 1 are then given by Theorem B. Note that, 
because of the exponential factor e@, the scalar fluxes corresponding to 
(3.2), (3.3), and the solutions constructed below, do not satisfy the integrability 
condition needed for (2.6), and hence this integral transport equation does 
not apply here. 
The vector fluxes #J(x, v, t) considered in this section, reduce at t = 0 
to double harmonics of the type described in [2]. We shall first construct the 
vector flux corresponding to the initial distribution 
4(x, v, 0) = &n(v) H(x) cm > n> (3.5) 
where H(x) is a harmonic polynomial of degree n in x and S,(v) a spherical 
harmonic of degree m in v (m > n). 
THEOREM 2. For H(x) any harmonic polynomial of degree n in RP, and 
S,(v) any spherical harmonic of degree m > n, the vector jlux 
4(x, v, t) = ectSm(v) i (-1)” $ (v * 0)’ H(x), 
k=O 
m > n > 0 (3.6) 
is a solution of the integrodzzerential transport equation (3.4). 
Proof. Since m > n, by Theorem 3 of [2] and the orthogonality properties 
of spherical harmonics, the scalar flux corresponding to (3.6) vanishes, 
I n dm(v) 4(x, v, t) = 0. 
Furthermore, since (v . V)“+lH(x) = 0, 
i 4-+ V-V + 1 #(x,v,t) = e@S,(v) t (-l)“&(v*V)‘H(x) 1 k=l 
n-1 
+ ectS,(v) z. (-1)” $ (v * V)“+l H(x) 
z 0. 
Hence, the vector flux 4(x, v, t) given by (3.6) is indeed a solution of the 
integrodifferential transport equation (3.4). Q.E.D. 
A more novel class of solutions corresponding to nonvanishing scalar 
fluxes is given by 
THEOREM 3. Let H Iz+m+l(~) be any harmonic polynomial of degree 
n + m + 1 in RP and let H,(x) = (0 * V)“+lHn+m+I(~) be the harmonic 
4Q9/32/3-2 
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polynomial in x corresponding to any arbitrary fixed unit vector 8 in RD. Then 
the vector flux 
#(x, v, t) = ct f (--l)k 
t?n+k+l 
(m + h + l)! (v * Yk ffn(4 k=O 
ntm 
f ect(2m + 1) P,(e . V)(e . V) C (-l)‘“+” g (V * V)’ fl,t,+l(X) 
k=O 
n+m+1 
+ ewt(2m + 3) Pm+l(e . V) 2 
k=O 
(- l)“+m g (V . Yk Hn+m+l(X) 
(3.7) 
is a solution of the integrodzrerential transport equation (3.4) with scalar flux 
@(X, t) = $ H,(x), n, m 3 0, 
P,(B . v) is the Legendre polynomial of degree 1. 
The proof of Theorem 3 is similar to that of Theorem 2, and is based on 
Theorem 3 of [2] and the orthogonality properties of spherical harmonics. 
It will be omitted. 
The somewhat lengthy representation of the vector flux (3.7) was chosen 
so as to lead to the simple representation (3.8) for the scalar flux @(x, t). 
The degree n of the harmonic polynomial H,(x) can be arbitrary. 
We note that the vector flux of Theorem 3 reduces at t = 0 to 
+(x, V, 0) = (-qvm + 1) pm(e . vp . v) fht.mtl(X) 
+ (-1)“(2m + 3) pm+de .v) ffn+,dx), (3.9) 
which is a linear combination of “initial distributions” of the form (3.5) 
but with m < n. We note, furthermore, that (because of the method of their 
derivation) the solutions of Theorems 2 and 3 hold locally in the space time 
cone governed by the neutron speed and are not restricted to free space x 
in RP. 
4. POLYNOMIAL SOLUTIONS 
In [2], we showed that the stationary transport equation for pure diffusion 
possesses polynomial solutions in x. In this section, we shall develop solutions 
of the transport equations (2.2), (2.6) which are polynomials in x and t, 
showing in particular that they exist only in the case c = 1 of pure diffusion. 
An example of such a solution for the scalar flux is 
qx, t) = xyz t + 6(x” + y2 + z”) xyz, c = 1 and p = 3. (4.1) 
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LEMMA. Nontrivial polynomial solutions of (2.2) exist only for c = 1. 
Proof. Example (4.1) and those given below demonstrate the existence 
of polynomial solutions for c = 1. Let #(x, v, t) be a polynomial solution 
of (2.2) with IX(V) th e coefficient of its highest power in x and t. Then sub- 
stituting zJ(x, v, t) in (2.2) and equating the coefficients of the highest power 
of x and t on both sides implies that 
a(v) =c s a(v) dm(v) = const. (4.2) R 
Equation (4.2) can be satisfied only if c = 1; otherwise N(V) = 0. Since 
polynomials satisfy the integrability conditions, it follows from Theorem C 
that the Lemma also holds for the scalar flux. Q.E.D. 
Utilizing Theorem C, it suffices to consider only the integral transport 
equation 
@p(x) = 1: ds e6 IQ dm(v) @(x - sv, t - s) (4.3) 
for pure diffusion c = 1. The vector fluxes will then be given as $ = M[@] 
by (2.9) with c = 1. Our main result here is 
THEOREM 4. Any polynomial solution of the transport equation (4.3) which 
is of degree M in t, has a scalar flux of the form 
faM(x, t> = E %&xl Wm! 
m=o 
where 
v2’~+1’x,(x) = 0, 1 = 0, I,..., M. (4.5) 
Thus X,(x) is harmonic and, more generally, X,(x) is a polyharmonic in RP of 
order 1 + 1. 
Proof. Any polynomial function of arbitrary degree M in t can be written 
in the form (4.4) where the X,‘s are polynomials in the xi’s. A consequence 
of the translational invariance of (4.3) is that time and space derivatives of 
solutions are also solutions. In particular 
g @‘%4(x, 4 = X,(x) (4.6) 
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is a time-independent polynomial solution and, by Theorem 4 of [2], 
V2X,(x) = 0, (4.7) 
so that X0(x) is harmonic. We have thus shown that the coefficient of the highest 
power of t of any polynomial solution (4.4) of the transport equation (4.3) is 
harmonic in x. 
Applying the operator V2 to QM in (4.4) and using (4.7) yields the new 
scalar flux 
M-l 
(PC?&) = C (V2XMPm) P/m!. (4.8) 
m=o 
This solution V2@, is a polynomial in t of degree M - 1; hence,the coefficient 
of its highest power in t, here V2X, , must be harmonic, i.e., 
V2(V2Xl) = v4x, = 0. (4.9) 
Thus X, satisfies (4.5). In a similar manner, applying the operator Va 
repeatedly to the solutions V2@, , V4@, , etc., and, observing that the 
coefficient of the highest power of t in each resulting solution is a harmonic, 
establishes the general result (4.5). Q.E.D. 
It is well-known ([9], Section 8) that any polyharmonic polynomial X,(x) 
of order I + 1 can be represented as2 
X,(X) = i uzi(x) r2i, 
i=O 
(V%,i = O), (4.10) 
where ur(‘s are harmonic polynomials. Assuming that each ur((x) is a multiple 
of a given harmonic polynomial H(x) and substituting (4.10) in (4.4) leads to 
the following result: 
THEOREM 5. Let M > 0, N >, 0 be any arbitrary integers and let cDfiI,,,(x, t) 
be given by 
wheve H(x) is any homogeneous polynomial of degree N in RP and where 
0~z.z = pzW + ~/2)/2~3 W + I+ p/2), 1 = l,..., M, (4.12a) 
2 In this section, Y = / x I and is not to be confused with the dummy variable of 
integration used earlier. 
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and CY 21 , 01~~ , 01~~ ,..., aj,j-l , ai,i-2 ,..., ai1 ,... are given by the recurrence 
relations 
0 = i (-l)~or,z,&i + i 5 
m=l-i m=z--i-tlk=Z-if1 
(-1)” K! (2i + 2h - Z - m)! Qp/2) r(N + h + p/2) arnk 
’ (Z--)!(I-i)!(k+i-Z)!F(k+i-Z+p/2)~(N+Z-i+pp/2) 
(4.12b 
and 
0 = 1 + i 5 (-1)” (1 - m + 2w m/2) T(N + h + p/2) 
m=l k=l (I - m)! F(h + P/2) F(N + p/2r olmk 
Z = 2, 3,..., M; i = 2, 3,..., 2 - 1 (for l > 2). (4.12~) 
Then @M,N is an exact polynomial solution of the transport equation (4.3). 
Moreover, the family of solutions of the form (4.11) yields a basis of 
polynomial solutions: 
COROLLARY 3. Any polynomial solution of the transport equation (4.3) is a 
linear combination of solutions of the form (4.11). 
Examples of solutions of the integral transport equation (4.3) of the form 
(4.11) are 
(4.13) 
and 
@l,N(% t) = fw it + 2(2;;p) 1 
@2N(X, t) = fqx)W + pr2 @(2N + P) + p2y4/8(2N + p)(2N + p + 2) 
+ P(4 - PY/2(2N + P)(P + 2% (4.14) 
Equation (4.1) is an explicit solution of the form (4.13) for three dimensions, 
with H = xyx. Likewise an explicit solution of (4.14) for p = 3 and 
H = xyz is 
@2.3 = xyz{t2/2 + (x2 + y2 + z2)t/6 + (x2 + y2 + x2)“/88 
+ (x2 + Y2 + x2)/30). 
Note that the polynomial solution (4.13) linear in t is a solution of the 
diffusion equation (2.11) with effective diffusivity D = l/p. However, the 
solution (4.14) quadratic in t (and in fact each polynomial solution of higher 
order in t) satisfies the diffusion equation only in the asymptotic region of 
large t. 
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We shall only sketch the proof of Theorem 5 and omit the proof of 
Corollary 3 for brevity. Substituting (4.11) in both sides of the transport 
equation (4.3), carrying out the integrations, eliminating redundant terms 
and dividing throughout by H(x) leads to the algebraic equation 
/$k = k! r($/2) r(N + k + p/2)/1! (k - z)! r(l + p/2) r(N + k - 1 + p/2). 
The procedure leading to (4.16) utilizes the mean value relation for poly- 
harmonics ([9], p. 7) 
s 
dm(v)(x - svy H(x - sv) = wqx) + i a,p2vrw(X) (4.17) 
i-1 
and 
U,i=1/2ii!p(p+2)“‘(p+2i-2) (4.18) 
and the identities 
and 
s 
CD 
ds #e-s = i! (4.19) 
0 
V2r2”H(x) = 2k(2N + 2K - 2 + p) r2’e-W(X). (4.20) 
Equation (4.20) is a straightforward generalization of the results in ([7], p. 128) 
to p dimensions. 
To complete the proof of Theorem 5, we have to verify that the sum of 
the coefficients of equal powers in t and r2 in (4.16) add to zero; such a 
procedure yields (4.12a) and the recurrence relations (4.12b,c) for the urn 
given in Theorem 5. Q.E.D. 
Obviously, application of Theorem B to polynomial solutions with c = 1 
gives other solutions with the exponential factor e+, y = 1 - c, times 
polynomials in x, t and in c. 
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