Power homogeneity in Topology by Ridderbos, G.J.F.
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
?????????????????
???????????
?????????????????????????????????? ??????
?
?
?
?
?
??
?
?
?
?
?
?
?
???
???
??
?
?
?
??
?
?
????????????????????????????????????????????????
?
?????
?
??
??
?
?
?
?
?
? ??????????????????
?????????????????
???????????????
????????????????????????
???????????????? ????
?????????????
?????
??????????????
????????
??? ???????????????
?????????????????
?????????????????
?????? ????????????
??????????????????
???????????
????????????????????
????????????????????
???????????

Power homogeneity in Topology
Ridderbos, Guit-Jan, 1981–
Power homogeneity in Topology
ISBN: 97 890 8659 102 2
THOMAS STIELTJES INSTITUTE
FOR MATHEMATICS
2000 Mathematics Subject Classification: 54A25, 54B10.
Copyright c© 2007, G. F. Ridderbos, Amsterdam.
Cover design by Matthijs van Calveen.
All rights reserved. No part of this publication may be reproduced in any
form or by any electronic or mechanical means (including photocopying,
recording, or information storage and retrieval systems) without permis-
sion in writing from the author.
Printed by PrintPartners Ipskamp, The Netherlands.
VRIJE UNIVERSITEIT
Power homogeneity in Topology
ACADEMISCH PROEFSCHRIFT
ter verkrijging van de graad Doctor aan
de Vrije Universiteit Amsterdam,
op gezag van de rector magnificus
prof.dr. L.M. Bouter,
in het openbaar te verdedigen
ten overstaan van de promotiecommissie
van de faculteit der Exacte Wetenschappen
op woensdag 27 juni 2007 om 13.45 uur
in de aula van de universiteit,
De Boelelaan 1105
door
Guit-Jan Frederik Ridderbos
geboren te Haarlem
promotor: prof.dr. J. van Mill
In loving memory of my grandfathers.

Preface
The past few years have been a tremendous experience and at this point
I would like to thank a number of people who have been a great support
for me. First of all there is Jan van Mill. Jan, thank you very much for
being a great supervisor, for all the inspirational talks in front of the magic
blackboard and for pointing me always in the right direction. It has been
wonderful to be working with you and I thank you for all your help and
dedication.
Secondly there are a number of people to thank from the ‘real’ world.
First of all there is Peter Niemeijer for being a great friend. At some point
in your life, when you’re unprepared, I shall come and get you to eat some
boerenkool and then finally beat you at wrestling. I would also like to
thank Swanneke for all the good times and for putting up with Peter’s
friends. It has been wonderful to be a Boy Scout leader at the Hopman
Kippers Groep in Zwolle and I would like to thank everyone from the HKG
and especially the verkenners for a wonderful time. Wilgert en Jogchem,
hartelijk dank voor jullie onuitputtelijk enthousiasme tijdens de opkomsten
van de verkenners en daarbuiten. Het eerste biertje in Schotland is voormij.
Besides PN, WV and JD, there are a number of people that deserve spe-
cial attention for their good humour and great laughs we shared together:
Matthijs van Calveen, Niek van den Esker, De Vaandrig, de VVV, de VVD,
Jean Pierre le Meˆre, The A-Team, Gu¨nther M., Joachim Gruber, Gummi, de
pauw, de bronstige zeehond, de aap, de gaapgans, en natuurlijk de vadsige
troepleider!
At the VU I would like to thank everyone from the OBP-lunch group
and all members of the Geometry section, in particular my roommates
Marco Bijvank and Dave Visser. Living in Amsterdam was very enjoy-
able due to my flatmates: Jorn, Ashley, Jennie and Lydia. Jan van Mill has
brought me along on many foreign trips and for this I am very grateful. I
enjoyed those trips even more due to the everlasting cheerful presence of
Geertje (a.k.a. de reisleidster).
v
vi Preface
I thank my family and in particular my parents for their unconditional
support through the years.
I am indebted to all members of the reading committee for their helpful
comments and suggestions, they are: J. M. Aarts, P. C. Baayen, J. J. Dijkstra,
K. P. Hart and J. van Mill. I would like to thank Klaas Pieter Hart and
Sandjai Bhulai for the big effort they put into the careful reading of the
entire manuscript andMatthijs for designing the cover of this thesis. Finally
I thank Dave Visser and Kirsten Valkenburg for their much needed help on
the Dutch parts of this thesis and for being the ultimate guinea pigs!
Guit-Jan
Amstelveen, April 18, 2007
Contents
Preface v
Guide to the reader ix
1 Introduction 1
1.1 Homogeneity in Topology . . . . . . . . . . . . . . . . . . . . 1
1.2 History and Background . . . . . . . . . . . . . . . . . . . . . 4
1.3 Honest proofs . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2 Preliminaries 9
2.1 Set theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Basic topology . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3 Cardinal functions . . . . . . . . . . . . . . . . . . . . . . . . 11
2.4 Cardinal functions and compact spaces . . . . . . . . . . . . 14
2.5 Further results . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3 Cardinal restrictions 25
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2 Delta homogeneity . . . . . . . . . . . . . . . . . . . . . . . . 29
3.3 Hausdorff spaces . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.4 Compact spaces . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.5 Hereditarily normal compact spaces . . . . . . . . . . . . . . 54
4 Structural properties 57
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.2 Retracts of coset spaces and Mal’tsev spaces . . . . . . . . . . 61
4.3 Consequences of the weak form of Ungar’s Theorem . . . . 64
4.4 Mal’tsev continua with the fixed point property . . . . . . . 76
4.5 Power homogeneous spaces . . . . . . . . . . . . . . . . . . . 82
vii
viii Contents
5 Examples and counterexamples 87
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.2 Homogeneous compacta . . . . . . . . . . . . . . . . . . . . . 89
5.3 Compact metric spaces . . . . . . . . . . . . . . . . . . . . . . 97
5.4 Connectivity properties and power homogeneity . . . . . . . 100
5.5 Power homogeneous compacta . . . . . . . . . . . . . . . . . 104
Open Problems 107
Notes 111
Bibliography 115
Index of special symbols 121
Index of Names 123
Subject Index 125
Samenvatting (in Dutch) 127
Guide to the reader
The first section of Chapter 1 is intended for a general audience. Consid-
ering the fact that my family and friends will probably like to know what
I have been doing during the last few years, I have tried to give a simple
introduction to power homogeneous spaces in this section. If you have no
trouble reading the next sections, then you are probably a mathematician
with some background in topology. For those people who decide for them-
selves that they belong to the class of family and friends, a Dutch summary
is provided at the very end of this thesis.
The two main chapters are Chapters 3 and 4. Chapter 2 is largely in-
troductory in nature and the reader can skip this chapter and refer back to
it as needed. Chapter 5 contains examples and counterexamples of topolo-
gical spaces with additional properties. Some open problems related to the
topics discussed in this thesis are listed in a special section after Chapter 5.
Our standard references for all undefined notions are ENGELKING [22] and
KUNEN [39]. In this thesis we only consider spaces that are at least Hausdorff.
The reader can find indices at the end of this book. The index of special
symbols contains short descriptions of the symbols listed. In the subject
index, an italicized page number refers to the page on which a term is de-
fined. A special section containing notes to the text is also included. This
section contains detailed references and additional remarks.
ix

Chapter 1
Introduction
1.1 Homogeneity in Topology
This thesis is all about power homogeneous spaces. In this section we intro-
duce this class of spaces and give some simple examples. In the following
sections we give an outline of the two main chapters of this thesis.
So what is a power homogeneous space? We explain this in three steps;
first we explain what a ‘space’ is, next we look at ‘homogeneous spaces’ and
finally we shall arrive at ‘power homogeneous spaces’.
When we say spacewe really mean topological space. A topological space
can be almost anything you like, in its most general form it is some mathe-
matical object endowed with a certain structure. The mathematical object
is called the space and the structure is called the topology of the space. Mem-
bers of our spaces will be called points and the topology determines some
relationship between points. Examples of topological spaces are given in
Figure 1.1 on page 2. Some of these spaces can also be viewed as geometric
objects and this is no coincidence, since Geometry and Topology are two
closely related subjects. In general one can obtain topological spaces from
geometric objects by throwing away some but not all parts of the geometric
structure. To get an idea of what a topology really is, one can think of it
in terms of closeness. In particular, the closer points are to each other, the
stronger is their relationship determined by the topology.
Viewed in this way, a topology determines properties that points can
have in a space. These properties are referred to as topological properties.
Points in spaces can share the same properties, but more often different
points have different topological properties. In the special case where all
points share exactly the same topological properties, we say that a space is
1
2 Chapter 1: Introduction
real line
−∞ ∞
( )
two-point space sequence
sphere circle doughnut
interval
0 1
square cube
Figure 1.1: Some topological spaces
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homogeneous. One can also say that a space is homogeneous if it looks the
same everywhere from a topological point of view. Homogeneous spaces
are very nice for lazy topologists, because if one knows the topological be-
haviour of only one point in a homogeneous space, then one also knows
the behaviour of all the other points in that space! Of course, we can say
a lot more about homogeneous spaces than we can about ordinary spaces
and this is what really keeps us busy. Let’s have a look at Figure 1.1 again.
The two-point space is homogeneous but this is a very simple space. An-
other example of a homogeneous space is the real line ranging from minus
infinity to plus infinity. One might think that the real line is not homogene-
ous, because for example 0 is exactly in the middle but the point 100 is not.
However ‘being in the middle of the real line’ is not a topological property.
To see an example of a typical property which is shared by every point of
the real line, consider what happens if you remove a point. If you do this,
then the line falls apart into two separate pieces. We can express this fact
by saying that every point has the following property: ‘If you throw me
away, then the real line falls apart into two separate pieces’. This provides
only one topological property that is shared by all points of the real line.
Of course, to verify that the real line is homogeneous, one has to check for
all topological properties. Fortunately there are easier ways to prove that a
space is homogeneous.
One can also find spaces in Figure 1.1 that are not homogeneous. An
example is the unit interval. To see that this space is not homogeneous,
consider again what happens if you remove a point. Suppose that the point
0 is removed. In this case we are left with only one part, namely an interval
from 0 to 1 (not including 0). However, if the point 1/2 is removed, then
the interval falls apart into two pieces. So the topological behaviour of the
point 0 differs from that of 1/2 in the unit interval and therefore this space
is not homogeneous. Of the nine spaces depicted in Figure 1.1 only the
following are homogeneous: sphere, circle, doughnut, real line and the two-
point space.
We now come to power homogeneous spaces. In general, homogene-
ous spaces are very nice, but unfortunately not every space is homogene-
ous. Power homogeneous spaces generalize homogeneous spaces and they
are still nice enough to be interesting for topologists. So what is a power
homogeneous space? Take a look at the unit interval, the square and the
cube in Figure 1.1. In the square, one can find two natural copies of the
interval, namely a horizontal and a vertical one. We say that the square is
the product of these two copies of the interval and we write (interval × in-
is homogeneous: 6, +1
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terval) = square. Similarly (interval × interval × interval) = cube. So given
a space X we can form many new spaces; X × X , X × X × X , etc. This
notation is not very appealing and we prefer to use the notation X2 and
X3 for these spaces. Topologists have borrowed this from Number Theory,
where people are used to writing 53 instead of 5 × 5 × 5. So given a space
X and a number κ, we make a new space Xκ which corresponds to tak-
ing the product of κ-many copies of X . The number κ can also be infinite
which corresponds to taking an infinite product. The space Xκ is called a
power space of X . Even if a space X is not homogeneous, it can happen
that some power space of it is homogeneous. If this is the case then X is
called power homogeneous. More formally; a topological spaceX is called
power homogeneous if some power space of X is homogeneous.
Note that X1 is just the space X , so every homogeneous space is also
power homogeneous. Of course, not every power homogeneous space
is homogeneous and an example is provided by the convergent sequence
in Figure 1.1. This space is not homogeneous because the limit point on
the right is different from all the other points. However if we take the
infinite product of the convergent sequence, we obtain a compact zero-
dimensional metrizable space without isolated points. By a well-known
result of BROUWER [16] this infinite product is homogeneous because it is
homeomorphic to the Cantor set. So the convergent sequence is power ho-
mogeneous but not homogeneous. The interval, the square and the cube
are also power homogeneous but not homogeneous. In fact, their infinite
products are all homeomorphic to the Hilbert cube which is homogeneous
by a result of KELLER [38]. So we have seen that all spaces in Figure 1.1 are
power homogeneous. In Chapter 5 the reader can also find simple exam-
ples of spaces that are not power homogeneous.
1.2 History and Background
An important question in the study of homogeneity in topology dates back
to 1955 and it concerns the Cˇech-Stone compactification of ω which is de-
noted by βω. This compact space contains the countably infinite discrete
space ω as a dense subspace. We denote βω \ ω by ω∗ and this is called the
remainder of the compactification. Clearly, βω is not homogeneous; simply
note that no point of ω∗ can be an isolated point of βω whereas every point
of ω is isolated in βω. This settles the question whether βω is homogeneous.
A much more difficult problem concerns the homogeneity of ω∗. This prob-
lem was raised in 1955 and has received considerable attention from many
homogeneous by: p, +p
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topologists. We now know that ω∗ is not homogeneous and there are many
ways to prove this. The first partial answer was provided by RUDIN [62]
in 1956 who showed that assuming the Continuum Hypothesis some but
not all elements of ω∗ are P -points. The first full answer was provided by
FROLI´K [26] in 1967. Frolı´k showed that ω∗ is not homogeneous by show-
ing that certain sequences of subsets do not cluster in the same way at all
points of ω∗. The argument of Frolı´k is essentially a cardinality argument
and it does not produce a simple topological property which is possessed
by some but not all points of ω∗. However, some years later such a prop-
erty was provided by KUNEN [40] in 1980 who showed that some but not
all points of ω∗ are weak P -points.
Instead of asking whether βω and ω∗ are homogeneous, we can also ask
whether these spaces are power homogeneous. These questions were consid-
ered and answered by VAN DOUWEN [19] in 1978. Van Douwen realized
that the ideas of Frolı´k may also be applied to power homogeneous spaces
and this led to the first restrictions on the size of such spaces. Using these
restrictions, Van Douwen proved that neither βω nor ω∗ is power homoge-
neous. The results of Van Douwen are surprising, but to explain why his
results are surprising, we must first get acquainted with the general struc-
ture of arguments in the field of cardinal functions.
A cardinal function assigns to every topological space a cardinal num-
ber in such a way that the same cardinal number is assigned to homeomor-
phic spaces. A cardinal function φ on a space X is often defined in terms
of collections of open subsets ofX . The value of φmay then be determined
by the minimum size of such a collection. For example, the weight of X is
defined to be the minimum size of a basis for X . In this setting, a cardinal
restriction provides us with some upper bound on the size of X in terms
of the sizes of certain collections of open subsets of X . There are many car-
dinal restrictions of this type in the literature and the arguments of almost
all of these results consist of separating points of X by suitable families of
open subsets. The idea is to choose a family of open subsets of X in such
a way that we can retrieve the space X from it. We illustrate this by con-
sidering a family B which forms a basis for the topology on X . Assuming
enough separation axioms, all points of X are separated by members of B.
Since we only consider Hausdorff spaces, if x 6= y then there are disjoint
setsBx andBy inB such thatBx is a neighbourhood of x andBy is a neigh-
bourhood of y. So if we let Bx = {B ∈ B : x ∈ B}, then we have just shown
that if x 6= y, then Bx 6= By. In other words, the map which sends x to Bx
is an injection from X into P(B). If B is a countable family, then P(B) has
Van Douwen proved that: 8p, −8
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the cardinality of the continuum, so if X has a countable basis (i.e., X has
countable weight) then the size of X is at most c.
We have just proved a very simple upper bound on the size of X . By
considering different families that separate points, we can obtain stronger
results. In addition, the more we know about a space, the better we can
choose our separating families. We can roughly say that nice spaces satisfy
stronger bounds than spaces which are not so nice. For example, the size
of separable metrizable spaces is always bounded by c, since such spaces
have a countable basis. Without the assumption of metrizability this may
fail; there are examples of separable spaces whose size exceeds c. The same
phenomenon occurs for homogeneous spaces; results that are valid for ar-
bitrary spaces, can often be improved for homogeneous spaces. The key
fact here, is that using homogeneity, one can choose separating families in
some uniform way and these are often of smaller size.
Now let us return to Eric Van Douwen. In [19] he proved an upper
bound on the size of power homogeneous spaces. We will refer to this re-
sult as Van Douwen’s Theorem. This theorem has a very short proof for
homogeneous spaces. In this case, points ofX are separated in some clever
way using families of open subsets. Of course, Van Douwen did more be-
cause he proved his theorem for power homogeneous spaces. So what is
so special about this? Well, suppose that X is power homogeneous. Then
there is some cardinal number κ such thatXκ is homogeneous. So inXκ we
can construct good separating families of open subsets of Xκ. However, if
we want to prove something about the size ofX , then we have to be able to
construct separating families using only the open subsets of X . The prob-
lem here is that we do not know the size of κ for whichXκ is homogeneous
and therefore the space Xκ can have considerably more open subsets than
the space X . Van Douwen found some clever way to use the homogeneity
of some (possibly very large) power of X to construct separating families
in some smaller power of X . The strength of the argument lies in the fact
that this smaller power ofX is small enough to prove useful bounds on the
size of X .
In Chapter 3 of this thesis we prove more cardinality bounds for the size
of power homogeneous spaces. All of these bounds are known in the case
of homogeneous spaces. Our arguments are similar in spirit to the proof of
Van Douwen’s Theorem because we have some way to get separating fami-
lies in small powers of spaces given that some large power is homogeneous.
The key result in this context is proved in the first section of Chapter 3. This
result has proven itself to be very useful in the study of power homogene-
special: -40, ÷2
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ous spaces and it seems to be more powerful than the clustering technique
used by Van Douwen. However, it should be pointed out that our approach
resembles Van Douwen’s techniques. The resemblance lies in the fact that
both techniques make good use of the simple fact that basic open subsets of
power spaces only depend on finitely many coordinates.
I think that one of the most intuitively appealing results of Chapter 3
is a reflection theorem for power homogeneous spaces. Recall the problem
with power homogeneous spaces; if X is power homogeneous, then the
least power κ for which Xκ is homogeneous might be very large. It would
be a very strong result if we can provide a relatively small upper bound
on the size of this power in some way. The reflection theorem almost does
this; it provides a small power in which X possesses enough homogeneity
properties to construct good families of separating collections. In particular,
this leads to a quick and transparent proof of Van Douwen’s Theorem.
1.3 Honest proofs
Although it is not our main interest, the results of Chapter 3 can be used
to prove that certain spaces are not power homogeneous. For example, if
a space does not satisfy the bound provided by Van Douwen’s Theorem,
then it is not power homogeneous. Such an argument is based on cardinal-
ity restrictions, and this is in general not a very powerful way of proving
non-power homogeneity. In particular, based on the results in Chapter 3 it
is impossible to determine whether separable metric spaces are power ho-
mogeneous or not. To prove non-power homogeneity of such spaces, we
need topological properties that behave well with respect to products. We
study such properties in Chapter 4.
We have already come across two different arguments to show that ω∗ is
not homogeneous. The first argument is really a cardinality argument and
the second argument is based on the existence and non-existence of weak
P -points. The second argument provides a topological property which is
shared by some but not all points of ω∗. Van Douwen called arguments of
the second kind ‘honest’ proofs of non-homogeneity. In Chapter 4 we will
provide tools to give honest proofs of non-power homogeneity; i.e., we will
provide topological properties that are shared by either all or no points in
power homogeneous spaces. Suppose that we have some topological prop-
erty which is either true or false in points of a topological space. If a space
is homogeneous, then all points are topologically equivalent, and therefore
it is clear that if this property is true in some point then it is true in all
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points of the space. Such reasoning can fail in power homogeneous spaces,
because not all points in power homogeneous spaces are necessarily topo-
logically equivalent. However, we will provide properties that can be used
in honest proofs because they behave well with respect to taking products.
The idea is to start with some property P and a power homogeneous space
X . If P is preserved by taking products and projections, then power homo-
geneity of X implies that if some point in X satisfies P, then all points in
X satisfy P. This will give new proofs of non-power homogeneity since it
now suffices to determine whether the behaviour with respect to P is the
same in all points of a space X . If this is not the case then X is not power
homogeneous.
Arguments of this kind are not new. In fact, VAN DOUWEN [19] already
provided such a property to prove that the one-point compactification of
a discrete space of uncountable size is not power homogeneous. In recent
years, ARHANGEL′SKII˘ [11] has also used such arguments. One of his re-
sults states that if X is compact and power homogeneous and the set of
points at which X is first-countable is dense in X , then X is first-countable
at all points. In Chapter 3 we will prove similar statements for pi-character
and tightness.
The study of ‘nice’ topological properties in spaces also extends to dif-
ferent classes than just the class of power homogeneous spaces. These
classes are considered in Chapter 4. In particular we study properties of
topological groups and coset spaces. In addition to being homogeneous,
such spaces can be endowed with an algebraic structure which interacts
well with the topology. As a consequence, this often means that the group
of homeomorphisms of such spaces is very rich. This leads to statements
about the existence of many homeomorphisms on topological groups and
coset spaces. If such homeomorphisms or even continuous mappings are
lacking on a space, then one concludes that such a space cannot be endowed
with certain algebraic structures.
Chapter 2
Preliminaries
2.1 Set theory
Whenever X is a set, we use |X| to denote its cardinality. Every ordinal
number is the set of all of its predecessors and cardinal numbers are initial
ordinal numbers. We use Greek letters to denote ordinal numbers. Usually
α, β and γ denote ordinals and κ, λ and µ denote cardinals. Whenever κ is
a cardinal number, then by κ+ we denote its successor cardinal, i.e., κ+ is
the first cardinal number which is strictly larger than κ. We use ω to denote
the first infinite ordinal number, it is the set of natural numbers, including
0. If we want to emphasize that we are dealing with cardinal numbers, we
use ℵ0 to denote the cardinality of ω. The successor of ℵ0 is denoted by ℵ1
and c is the size of the continuum, 2ℵ0 .
The Continuum Hypothesis, abbreviated CH, is the statement ‘ℵ1 = c’.
The Generalized ContinuumHypothesis (abbreviated GCH) is the assertion
that κ+ = 2κ for all infinite cardinals κ.
If X is any set and κ a cardinal number, then by [X]κ we denote the
set of all subsets of X of cardinality κ. The collections [X]<κ and [X]≤κ are
defined similarly. Whenever f : [X]κ → Y is a function, we call a set Z ⊆ X
homogeneous for f if for every A,B ∈ [Z]κ we have f(A) = f(B). If κ, η, µ
and λ are cardinal numbers then we say that the partition relation
κ→ (η)µλ
holds if for every function f : [X]µ → λ such that |X| ≥ κ, there is a
homogeneous set Z for f with |Z| ≥ η. The following theorem is known as
the Erdo¨s-Rado Theorem, a proof can be found in MARKER [42].
9
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2.1.1. ERDO¨S-RADO THEOREM. If κ is an infinite cardinal number, then the
following partition relation holds:
(2κ)+ → (κ+)2κ,
i.e., whenever |X| > 2κ and f : [X]2 → κ is a function, then there is a homogene-
ous set for f of cardinality ≥ κ+.
2.2 Basic topology
By R we denote the set of real numbers, Z is the set of integers and N is the
set of natural numbers (not including 0). If n ∈ ω, then by Sn we denote
the n-dimensional sphere given by {x ∈ Rn+1 : ‖x‖ = 1}. The set Bn is
the n-dimensional ball which is given by {x ∈ Rn : ‖x‖ ≤ 1}. So Sn is the
boundary of Bn+1. We use C to denote the Cantor set.
A Polish space is a separable completely metrizable space. A space X
is called normal if disjoint closed subsets of X can be separated by disjoint
open neighbourhoods. A space X is called hereditarily normal provided
that every subspace of X is normal. We abbreviate ‘hereditarily normal’
with T5.
The topology in product spaces is always the standard Tychonoff prod-
uct topology. Whenever {Xi : i ∈ I} is a collection of topological spaces
and Y is the product space
∏{Xi : i ∈ I}, then for A ⊆ I by YA we denote
the product
∏{Xi : i ∈ A}. By piA we denote the natural projection of Y
onto YA. If i ∈ I , then we write pii instead of pi{i}. If y ∈ Y then by yA we
denote the point piA(y) and for i ∈ I , yi is the point pii(y). By piwe denote pi0,
the projection onto the first coordinate. Finally, if Z ⊆ Y , then ZA = piA[Z].
A topological space X is said to be homogeneous if for every x, y ∈ X ,
there is a homeomorphism h of X mapping x onto y. The space X is called
power homogeneous ifXµ is homogeneous for some cardinal µ. If A is any
set, then by ∆(X,A)we denote the diagonal in XA which is given by
∆(X,A) = {x ∈ XA : ∀α, β ∈ A (xα = xβ)}.
By ∆(X) we denote the diagonal in X2. The product space XA is called
∆-homogeneous if for every x, y ∈ ∆(X,A) there is a homeomorphism h
ofXA mapping x onto y. A spaceX is called∆-power homogeneous ifXκ
is ∆-homogeneous for some cardinal κ. If Xκ is homogeneous, then it is
clearly ∆-homogeneous, so every power homogeneous space is ∆-power
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homogeneous. Conversely, every ∆-power homogeneous space is power
homogeneous, we shall prove this in §3.2.
A subsetG ofX is called aGδ-subset if it is the intersection of countably
many open subsets of X . In general, if κ is a cardinal number, then G is
called a Gκ-subset of X if it is the intersection of κ many open subsets of
X . By Gκ(X) we denote the collection of all closed Gκ-subsets of a space
X . We say that the Gκ-density at a point x in X does not exceed κ if there
exists a closed Gκ-subset H of X and a set S ∈ [X]≤κ such that x ∈ H ⊆ S.
We say that the Gκ-density of X does not exceed κ, if the Gκ-density does
not exceed κ at all points x in X .
A collection F of subsets of a spaceX is called discrete provided that for
every x ∈ X , there is an open neighbourhood U of x such that |{F ∈ F : U ∩
F 6= ∅}| ≤ 1. A subset D of X is called a discrete subspace if it is a discrete
space in the relative topology. It is not hard to verify that if D is a subset of
X and F = {{d} : d ∈ D}, then F is a discrete collection of closed subsets of
X if and only ifD is a closed and discrete subspace ofX . If F is a collection
of pairwise disjoint closed subsets of X , then we say that a collection U of
open subsets ofX separates F ifU consists of pairwise disjoint open subsets
of X and for every F ∈ F there is some U(F ) ∈ U, containing F , such that
the map which sends F to U(F ) is an injection. We say that U separates a
subset D of X if it separates the collection {{d} : d ∈ D}.
A space X is called weakly κ-collectionwise Hausdorff provided that
every closed discrete subspace D of X of cardinality κ contains a subset
D0 of cardinality κ which is separated by a collection of open subsets of
X . A space satisfies property wD(κ) if every closed discrete subspace D of
cardinality κ contains a subset D0 of cardinality κ which can be separated
by a discrete collection of open subsets of X .
2.3 Cardinal functions
In this section we introduce cardinal functions. For a good introduction to
some elementary inequalities, we refer the reader to JUHA´SZ [34]. When-
ever X is a space, then by τ(X) we denote its topology, i.e., τ(X) is the
collection of all open subsets of X . By τ∗(X) we denote the collection
τ(X) \ {∅}. We fix a topological space X . Whenever B ⊆ τ(X) and x ∈ X ,
then by Bx we denote the collection {B ∈ B : x ∈ B}.
2.3.1. DEFINITION. If F is a subset of X , then B ⊆ τ(X) is called a local
neighbourhood base at F in X if every member of B contains F and for
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every open neighbourhood U of F there is some B ∈ B such that F ⊆ B ⊆
U . If x ∈ X , then B is called a local neighbourhood base at x in X if it is
a local neighbourhood base at {x} in X . A collection B ⊆ τ(X) is called
a basis for X if for each x ∈ X , the collection Bx is a local neighbourhood
base at x inX . We define the weight and character as follows (note that we
write χ(x,X) instead of χ({x}, X));
w(X) = min{|B| : B is a basis for X}+ ℵ0,
χ(F,X) = min{|B| : B is a local base at F in X}+ ℵ0,
χ(X) = sup{χ(x,X) : x ∈ X}.
A collection N of subsets of a space X is called a network in X if for every
x ∈ X and every open neighbourhood U of x, there is some N ∈ N such
that x ∈ N ⊆ U . So a basis is a network consisting of open subsets. The
network-weight of a space X is defined by
nw(X) = min{|B| : B is a network in X}+ ℵ0.
2.3.2. DEFINITION. If F is a subset of X , then B ⊆ τ(X) is called a local
ψ-base at F in X if F =
⋂
B. If x ∈ X , then B ⊆ τ(X) is called a local
ψ-base at x in X if {x} = ⋂B. A collection B ⊆ τ(X) is called a ψ-base
for X if for every x ∈ X , the set Bx is a local ψ-base at x in X . We define
the ψ-weight and pseudo character as follows (note that we write ψ(x,X)
instead of ψ({x}, X));
ψw(X) = min{|B| : B is a ψ-base for X}+ ℵ0,
ψ(F,X) = min{|B| : B is a local ψ-base at F in X}+ ℵ0,
ψ(X) = sup{ψ(x,X) : x ∈ X}.
2.3.3. DEFINITION. If x ∈ X , then B ⊆ τ∗(X) is called a local pi-base at x in
X if for every open neighbourhood U of x, there is some B ∈ B such that
B ⊆ U . A collection B ⊆ τ∗(X) is called a pi-base forX if B is a local pi-base
at x in X for all x ∈ X . We define the pi-weight and pi-character as follows;
piw(X) = min{|B| : B is a pi-base for X}+ ℵ0,
piχ(x,X) = min{|B| : B is a local pi-base at x in X}+ ℵ0,
piχ(X) = sup{piχ(x,X) : x ∈ X}.
A family B of non-empty subsets of a spaceX is called a local pi-network of
X at a point x if every open neighbourhood of x contains some member of
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B. For a family E of non-empty subsets of X we define the piE-character of
X at x by
piχE(x,X) = min{|B| : B ⊆ E is a local pi-network of X at x}.
This cardinal function is only defined if E contains some local pi-network of
X at x. Examples of possible families are τ(X) and Gκ(X). If E = Gκ(X)we
write piκχ(x,X) instead of piχE(x,X). By piκχ(X)we denote the supremum
of piκχ(x,X) for all x ∈ X . Note that piκχ(X) ≤ piχ(X).
2.3.4. DEFINITION. If x ∈ X , then the tightness at x inX , t(x,X), is the least
infinite cardinal number κ with the property that if A ⊆ X and x ∈ A, then
there is some set B ∈ [A]≤κ such that x ∈ B. The tightness of X is defined
by,
t(X) = sup{t(x,X) : x ∈ X}.
2.3.5. DEFINITION. A collection C ⊆ τ∗(X) is called a cellular family in X ,
if C consists of pairwise disjoint open subsets of X . The cellularity and
density are defined as follows;
c(X) = sup{|C| : C is a cellular family in X},
d(X) = min{|D| : D ⊆ X and D = X}.
We say that X satisfies the countable chain condition (abbreviated c.c.c.) if
c(X) ≤ ℵ0.
2.3.6. DEFINITION. The set of all autohomeomorphisms of a space X is de-
noted by H(X) and we let tpe(x,X) = {h(x) : h ∈ H(X)} be the type of
x in X . The homogeneity index of a space X is defined as the number of
different types in X , so
hind(X) = |{tpe(x,X) : x ∈ X}|.
2.3.7. DEFINITION. The pointwise compactness type of a space X , pct(X),
is defined as the least cardinal κ such that for every x ∈ X , there is a com-
pact subset G of X containing x such that χ(G,X) ≤ κ. A space X is said
to be of point-countable type if pct(X) ≤ ℵ0. A space X is said to be of
countable type if for every compact subset F ofX there is a compact subset
G of X containing F with χ(G,X) ≤ ℵ0.
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Some of the cardinal functions that we have encountered in this sec-
tion may be considered to be local cardinal functions. We say that a car-
dinal function φ is a local cardinal function if φ(X) is defined as either the
supremum or the infimum over the values of φ(x,X) for all x ∈ X , where
φ(x,X) has the property that if h : X → X is a homeomorphism, then
φ(x,X) = φ(h(x), X). Examples of local cardinal functions are character,
pseudo-character, pi-character and tightness.
If φ is a local cardinal function and X is a topological space, then we
say that X is homogeneous with respect to φ if for all x, y ∈ X , φ(x,X) =
φ(y,X). So ifX is homogeneous with respect to a local cardinal function φ,
then φ(X) = φ(x,X) for all x ∈ X . Of course, every homogeneous space
is homogeneous with respect to local cardinal functions. We will show in
Chapter 3 that certain power homogeneous spaces are also homogeneous
with respect to certain local cardinal functions.
The following non-trivial result is due to Sˇapirovskiı˘. We omit the proof,
which may be found in JUHA´SZ [34, 2.37].
2.3.8. PROPOSITION. If X is regular, then d(X) ≤ piχ(X)c(X).
Some cardinal functions behave nicely with respect to products, this is
summarized in the following results. More information on cardinal func-
tions and products can be found in JUHA´SZ [34, Chapter 5].
2.3.9. THEOREM. Suppose {Xi : i ∈ I} is a collection of topological spaces and let
Y be the product space. Let φ ∈ {w, piw, χ, piχ, d} and suppose that for all i ∈ I ,
φ(Xi) ≤ κ. If |I| ≤ κ, then φ(Y ) ≤ κ. Furthermore, if |I| ≤ 2κ, then d(Y ) ≤ κ.
2.3.10. THEOREM. Let Y =
∏{Xi : i ∈ I} and suppose that d(Xi) ≤ κ for all
i ∈ I . If U is an open subset of Y , then its closure depends on not more than κ
many coordinates. This means that
U = pi−1A
[
piA[U ]
]
for some A ∈ [I ]≤κ.
2.4 Cardinal functions and compact spaces
In this section we study the behaviour of some cardinal functions on com-
pact spaces. The tightness of a compact space X may be characterized as
the supremum over all the lengths of free sequences inX . This was proved
by ARHANGEL′SKII˘ [3]. We shall not prove this characterization here, but
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we shall need the following result which is one ingredient in the proof. Re-
call that a sequence {xα : α < κ} is called a free sequence if for all β < κ the
sets {xα : α < β} and {xα : α ≥ β} have disjoint closures.
2.4.1. PROPOSITION. If X is compact and t(X) ≤ κ, then X contains no free
sequences of length κ+.
PROOF. Suppose {xα : α < κ+} is a sequence in X of length κ+. For β < κ
we let Gβ = Cl {xα : α < β} and Fβ = Cl {xα : α ≥ β}. The collection
{Fβ : β < κ+} is a decreasing collection of non-empty closed subsets of
the compact space X and therefore its intersection is non-empty. Let y ∈⋂
β<κ+ Fβ . Then y belongs to the closure of the set {xα : α < κ+}. Since the
tightness of X does not exceed κ and κ+ is regular, it follows that there is
some β < κ+ with y ∈ Gβ . But then y ∈ Gβ ∩ Fβ and this means that the
sequence {xα : α < κ+} is not a free sequence.
2.4.2. THEOREM. If X is a compact space, then piχ(X) ≤ t(X).
PROOF. Let t(X) = κ and suppose to the contrary that piχ(x,X) ≥ κ+ for
some x ∈ X . We will show how to construct collections {Aα : α < κ+} and
{Bα : α < κ+} of open subsets of X satisfying;
(1) Aα ∩Bα = ∅,
(2) x ∈ Bα,
(3) ξβ has the finite intersection property, where
ξβ = {Bα : α ≤ β} ∪ {Aα : β < α}.
Suppose we have constructed such collections. Then by compactness, we
may pick xβ ∈
⋂
ξβ for all β < κ+. But then for all γ < κ+ we have
{xβ : β < γ} ⊆
⋂
α≥γ
Aα ⊆ Aγ
{xβ : β ≥ γ} ⊆
⋂
α≤γ
Bα ⊆ Bγ ,
and this means that {xα : α < κ+} is a free sequence of length κ+ in X
which is impossible by Proposition 2.4.1.
We will now show how to carry out the construction. We may just pick
A0 and B0 as required. Suppose β < κ+ and for all α < β the sets Aα
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and Bα have been constructed. Let Eβ = {Aα, Bα : α < β} and let Pβ be
the closure of Eβ under finite intersections, excluding the empty set. Then
|Pα| ≤ κ, so this is not a local pi-base at x in X . Therefore we may find an
open neighbourhood Uβ of x such that no member of Pβ is contained in Uβ .
We now pickAβ andBβ such that x ∈ Bβ andX\Uβ ⊆ Aβ andAβ∩Bβ = ∅.
This completes the construction. It remains to verify that ξβ has the f.i.p.
We will actually prove that the collection ηβ = {Bα : α ≤ β}∪{Aα : β <
α} has the f.i.p. Suppose that ηβ does not have the f.i.p. for some β < κ+
and let
Bα1 , . . . , BαN , Aγ1 , . . . , AγM
be some sequence of minimal length in ηβ with empty intersection. Since
x ∈ ⋂Nn=1Bαn , it must be the case that M ≥ 1. Since the sequence is of
minimal length, V =
⋂N
n=1Bαn ∩
⋂M−1
n=1 Aγn 6= ∅ and thus V ∈ PγM . But
then V is not contained in UγM and thus V ∩ AγM 6= ∅ by construction.
This is impossible since this means that the chosen sequence does not have
empty intersection. It follows that for all β < κ+, ηβ has the f.i.p. and
therefore ξβ has the f.i.p. This completes the proof.
2.4.3. LEMMA. SupposeF is a compact subset of Y and Y is a compact subset ofX
and x ∈ F , then piχ(x,X) ≤ piχ(x, F )χ(F,X) and χ(F, Y ) ≤ χ(F, Y )χ(Y,X).
PROOF. We will show that χ(F,X) ≤ χ(F, Y )χ(Y,X), the other statement
has a similar proof. Let κ = χ(F, Y )χ(Y,X). We fix collections U and V of
open subsets ofX such that |U| ≤ κ and |V| ≤ κ and V is a local neighbour-
hood base at Y in X and {U ∩ Y : U ∈ U} is a local neighbourhood base at
F in Y . The collectionW is given by
{U ∩ V : U ∈ U, V ∈ V}.
We have |W| ≤ κ and we will show that W is a local neighbourhood base
at F in X . So let G be an arbitrary open neighbourhood of F in X . By
normality of Y we may find some U ∈ U such that U ∩ Y ⊆ Y ∩ G. Then
(X \U)∪G is an open neighbourhood of Y inX , so we may also find some
V ∈ V such that V ⊆ (X \ U) ∪ G. Then U ∩ V ∈ W and U ∩ V ⊆ G by
construction. This completes the proof.
2.4.4. COROLLARY. If X is any space, then piχ(X) ≤ t(X)pct(X).
PROOF. Let x ∈ X be arbitrary and suppose κ = t(X)pct(X). Then there
is a compact set F ⊆ X such that x ∈ F and χ(F,X) ≤ κ. Since F is a
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closed subset ofX we have t(F ) ≤ t(X) ≤ κ and therefore piχ(x, F ) ≤ κ by
Theorem 2.4.2. It follows from Lemma 2.4.3 that piχ(x,X) ≤ κ.
2.4.5. PROPOSITION. Suppose X is a compact space and F is a closed subset of
X . Then ψ(F,X) = χ(F,X).
PROOF. We clearly have ψ(F,X) ≤ χ(F,X), so we will show that
χ(F,X) ≤ ψ(F,X). Let ψ(F,X) = κ and fix a ψ-base U at F in X with
|U| ≤ κ. Since X is normal, we may assume without loss of generality that
F =
⋂{U : U ∈ U}.
Let V be an arbitrary open neighbourhood of F in X . The set X \ V is
compact and since F =
⋂{U : U ∈ U}, the collection {X \ U : U ∈ U}
coversX \ V . By compactness, we may find a finite subset V of U such that
{X \ U : U ∈ V} covers X \ V . But then ⋂V is an open neighbourhood of
F which is contained in V . Since V was arbitrary, we have shown that the
collection {⋂
V : V ∈ [U]<ω
}
is a neighbourhood base at F in X . Since |[U]<ω| ≤ κ, this completes the
proof.
2.4.6. COROLLARY. If X is any space then ψ(X)pct(X) = χ(X) and if X is of
point-countable type, then ψ(x,X) = χ(x,X) for all x ∈ X . If X is a space of
countable type and F is a compact subset of X , then ψ(F,X) = χ(F,X).
PROOF. This follows from Lemma 2.4.3 and Proposition 2.4.5.
2.4.7. PROPOSITION. Let X be a compact space and suppose that G is a closed
Gκ-subset of X . If t(x,X) ≥ κ+ for some x ∈ G then t(G) ≥ κ+.
PROOF. Let D ⊆ X be such that x ∈ D but x 6∈ E whenever E ∈ [D]≤κ. Let
F =
⋃{E : E ∈ [D]≤κ}. Since D ⊆ F , we have x ∈ F , however we also
have that x 6∈ E whenever E ∈ [F ]≤κ. Since χ(G,X) = ψ(G,X) ≤ κ by
Proposition 2.4.5, we may fix a neighbourhood base U at G in X such that
|U| ≤ κ.
Let F ′ = F ∩ G. Then x 6∈ E whenever E ∈ [F ′]≤κ. We will show
that x ∈ F ′ and this shows that t(G) ≥ κ+. So let V be an arbitrary open
neighbourhood of x in X and let W be an open neighbourhood of x such
that W ⊆ V . For every U ∈ U, the set U ∩W is an open neighbourhood
of x, so as x ∈ D, we may find x(U) ∈ D such that x(U) ∈ U ∩ W . Let
E = {x(U) : U ∈ U}. Then |E| ≤ κ, and since U is a neighbourhood
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base at G in X it follows that E ∩ G 6= ∅. Let e ∈ E ∩ G. Since E ⊆ F
we have e ∈ F and since E ⊆ W ⊆ V , we have e ∈ V . So we have
e ∈ V ∩ F ∩G = V ∩ F ′. Since V was arbitrary, this shows that x ∈ F ′ and
this completes the proof.
2.4.8. LEMMA. LetX be a normal space and let U be an open neighbourhood of the
closed subset F ofX . Then there is a closed Gδ-set G inX such that F ⊆ G ⊆ U .
PROOF. Since X is normal, we may find a continuous function f : X → I
such that F ⊆ f−1(0) and X \ U ⊆ f−1(1). Then f−1(0) is a closed Gδ-set
which contains F and is contained in U .
2.4.9. LEMMA. Every locally compact space is of countable type.
PROOF. For an arbitrary compact subset F of X , let U be an open neigh-
bourhood of F with compact closure. Since U is compact it is normal, so by
the previous lemma there is a closed Gδ-set G in U such that F ⊆ G ⊆ U .
Since the closure of U is compact, G is also compact and it follows from
Proposition 2.4.5 that χ(G,U) ≤ ω. Since G ⊆ U ⊆ U , it follows that
χ(G,U) ≤ ω and hence that χ(G,X) ≤ ω since U is an open subset of X .
Since F was arbitrary, this completes the proof.
2.4.10. PROPOSITION. If X is a compact space with t(X) ≤ κ, then the Gκ-
density does not exceed κ at some point e ∈ X .
PROOF. There is no sequence of points {xα : α < κ+} and a sequence of
closed Gκ-subsets {Gα : α < κ+} of X satisfying the following conditions;
(1) ∀α < κ+ (xα ∈ Gα),
(2) ∀α < β < κ+ (Gβ ⊆ Gα),
(3) ∀β < κ+ (ClX({xα : α < β}) ∩Gβ = ∅).
To see this simply apply Proposition 2.4.1; since t(X) ≤ κ, there is no free
sequence in X of length κ+. Condition (3) implies that the sequence {xα :
α < κ+} is a free sequence of length κ+ which is impossible.
Now consider the following recursive construction. We pick x0 ∈ X
and G0 = X . If {xα : α < β} and {Gα : α < β} have been defined as above
(where β < κ+), and
⋂
α<β Gα 6⊆ ClX({xα : α < β}), then we define xβ and
Gβ as follows.
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We may pick
xβ ∈
⋂
α<β
Gα \ ClX({xα : α < β}).
We may find an open neighbourhood U of xβ such that
ClX({xα : α < β}) ∩ U = ∅.
By compactness, the space X is normal, so by Lemma 2.4.8 we may find a
closedGδ-setG such that xβ ∈ G ⊆ U . Note that the set
⋂
α<β Gα is aGκ-set
in X , so we may set Gβ = G ∩
⋂
α<β Gα.
This completes the recursion. By what we have shown, we cannot con-
tinue this process for all β < κ+. So there must be some β < κ+ such that⋂
α<β
Gα ⊆ ClX({xα : α < β}).
But then we have a closed Gκ-set which is contained in the closure of a set
of size ≤ κ. Note that by compactness, ⋂α<β Gα 6= ∅, so for e we may take
any member of this set.
2.4.11. COROLLARY. Suppose X is any space with t(X)pct(X) ≤ κ. Then the
Gκ-density does not exceed κ at some point e ∈ X .
PROOF. Since pct(X) ≤ κ, we may find a compact Gκ-subset F ofX . Since
F is a closed subset of X , we have t(F ) ≤ κ. By Proposition 2.4.10 there
is some point e ∈ F such that e ∈ H ⊆ S for some Gκ-subset H of F and
S ∈ [F ]≤κ. Since F is a Gκ-subset ofX , it follows thatH is also a Gκ-subset
of X . So the Gκ-density at e does not exceed κ in X .
The remaining results of this section are consistency results. These re-
sults will be used in §3.5 to show that consistently every power homoge-
neous T5 compactum is first-countable. We first prove that if c < 2ℵ1 , then
locally compact T5 spaces are hereditarily ℵ1-collectionwise Hausdorff.
2.4.12. LEMMA (c < 2ℵ1). Let X be a normal space. Suppose further that F is a
discrete collection of closed subsets of X such that χ(F,X) ≤ c for all F ∈ F. If
|F| = ℵ1, then there is a subcollection G of F such that |G| = ℵ1 and G is separated
by a collection of open subsets of X .
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PROOF. Suppose to the contrary that whenever G ⊆ F is separated by a
collection of open subsets ofX , then |G| ≤ ω. For every F ∈ F, we may find
a neighbourhood base BF at F in X such that |BF | ≤ c. Let B =
⋃{BF :
F ∈ F}. Since |F| = ℵ1, we have |B| ≤ c.
Fix G ⊆ F and let G = ⋃G and H = (⋃F) \ G. Since F is a discrete
collection of closed subsets, the sets G and H are disjoint closed subsets of
X . By normality there is an open neighbourhood UG of G in X such that
UG∩H = ∅. Let UG be a maximally disjoint collection of members of the set
{B ∈ B : B ⊆ UG}. Then UG separates some subset of G, so by assumption
we have that |UG| ≤ ω. If we set V =
⋃
UG, then F ∩V 6= ∅whenever F ∈ G.
Furthermore, V ∩H = ∅ and therefore F ∩ V = ∅ if F ∈ F \ G.
We have shown that if G 6= G′, then UG 6= UG′ . So the map which sends
G to UG is an injection from P(F) into [B]≤ω. But then
2ℵ1 = |P(F)| ≤ |[B]≤ω| = cω = c.
This contradicts the assumption c < 2ℵ1 .
2.4.13. COROLLARY (c < 2ℵ1). Suppose X is normal and locally compact. Then
X is weakly ℵ1-collectionwise Hausdorff.
PROOF. Let D be a closed discrete subset of X with |D| = ℵ1. For every
d ∈ D, we will find a closed set Fd containing d such that χ(Fd, X) ≤ ℵ1
and the collection F = {Fd : d ∈ D} is discrete inX . The result then follows
from Lemma 2.4.12.
Fix d ∈ D. Since X is Tychonoff, we may find an open Fσ-subset Gd
such that d ∈ Gd and Gd ∩ (D \ {d}) = ∅. By normality, there is an open set
U in X such that
D ⊆ U ⊆ U ⊆
⋃
{Gd : d ∈ D}.
Since X is locally compact and normal, by Lemma 2.4.8 we may find a
compact Gδ-set F ′d in X such that d ∈ F ′d and F ′d ⊆ Gd ∩ U . We now define
the set Fd as follows;
Fd = F ′d \
⋃
{Ge : e ∈ D, e 6= d}.
Then Fd is a closed subset of F ′d and therefore it is compact. Recall that each
set Ge is an Fσ and the set F ′d is a Gδ. Since |D| = ℵ1, it follows that the
set Fd is the intersection of ℵ1-many open subsets of X . Since X is locally
compact and normal it is of countable type by Lemma 2.4.9 and therefore it
follows from Corollary 2.4.6 that χ(Fd, X) ≤ ℵ1.
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So it remains to verify that the collection F = {Fd : d ∈ D} is discrete.
Let x ∈ X be arbitrary. If x 6∈ U , then X \ U is a neighbourhood of x which
misses Fd for all d ∈ D since Fd ⊆ U . If on the other hand x ∈ U , then by
construction x ∈ Gd for some d ∈ D. Since Fe ∩Gd 6= ∅ if any only if d = e,
the neighbourhood Gd of x witnesses the fact that F is discrete in x. This
shows that F is discrete and this completes the proof.
2.4.14. COROLLARY (c < 2ℵ1). If X is a locally compact T5 space, then X is
hereditarily weakly ℵ1-collectionwise Hausdorff.
PROOF. Suppose Y is a subspace ofX and letD be a closed discrete subset
of Y of cardinality ℵ1. ThenD is a discrete subset ofX and therefore the set
F = D \D is a closed subset ofX . Let U = X \F . Then U is an open subset
of X and therefore U is locally compact. Since X is T5, the subspace U is
normal. It follows from Corollary 2.4.13 that U is weakly ℵ1-collectionwise
Hausdorff. By construction of U , the set D is a closed discrete subset of
U , and therefore we may find a subset D0 of D such that |D0| = ℵ1 and
D0 is separated by a collection V of open subsets of U . Then D0 is also
separated by the collection {V ∩ Y : V ∈ V}which consists of open subsets
of Y . Since D was arbitrary, this shows that Y is weakly ℵ1-collectionwise
Hausdorff.
2.4.15. PROPOSITION. If X is normal and weakly ℵ1-collectionwise Hausdorff,
then X satisfies property wD(ℵ1).
PROOF. Suppose D is a closed discrete subset of X of cardinality ℵ1. Since
X is weakly ℵ1-collectionwise Hausdorff, we may find a subset D0 of D of
size ℵ1, such thatD0 is separated by a collection U of open subsets ofX . Let
U =
⋃
U and consider the set F = U \U . Since U is open, the set F is closed
and since D0 ⊆ U , the sets D0 and F are disjoint. Note that D0 is also a
closed subset ofX . SinceX is normal, wemay find an open neighbourhood
V of D0 such that F ∩ V = ∅. LetW be given by {W ∩ V : W ∈ U}. Then
W is a collection of open subsets of X and it separates D0. By construction,
the collection W is also discrete. Since D was arbitrary, this shows that X
satisfies property wD(ℵ1).
2.4.16. THEOREM (c < 2ℵ1). If X is a locally compact T5 space, then X satisfies
property wD(ℵ1) hereditarily.
PROOF. This follows from Corollary 2.4.14 and Proposition 2.4.15.
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2.5 Further results
In this section we collect some further results from the literature that will be
needed in the sequel. The following theorem is known as the Cˇech-Pospisˇil
Theorem, for a proof see JUHA´SZ [34, 3.16].
2.5.1. CˇECH-POSPISˇIL THEOREM. If X is a compact space without isolated
points and κ is an infinite cardinal number such that χ(x,X) ≥ κ for all x ∈ X ,
then |X| ≥ 2κ.
This theorem is particularly interesting for compact spaces that are ho-
mogeneous with respect to character. By Arhangel′skiı˘’s Theorem (see
§3.1) the size of compact spaces X is always bounded by 2χ(X). It follows
from the Cˇech-Pospisˇil Theorem that wheneverX is a compact space with-
out isolated points which is homogeneous with respect to character, then
|X| = 2χ(X); this was noted by HART and KUNEN [30]. We will apply sim-
ilar reasoning in §3.4. The following theorem is due to Sˇapirovskiı˘, for a
proof we refer the reader to JUHA´SZ [34, 3.18, 3.20 & 3.21].
2.5.2. THEOREM. If X is a compact T5 space, then the set {x ∈ X : piχ(x,X) ≤
ω} is dense in X .
The following theorem can be found in JUHA´SZ and SZENTMIKLO´SSY
[37].
2.5.3. THEOREM. Let κ be an uncountable regular cardinal. If a compact spaceX
contains a free sequence of length κ, then it also contains a converging free sequence
of length κ.
If X is a topological space, then y ∈ X is called a pseudo P -point if
every Gδ-set containing y has non-empty interior. A set D ⊆ X is called
Gδ-dense, if D intersects every non-empty Gδ-subset of X . Note that if the
set of all pseudo P -points of X is Gδ-dense in X , then every point of X is
a pseudo P -point. The following lemma can be found in JUHA´SZ, NYIKOS
and SZENTMIKLO´SSY [36].
2.5.4. LEMMA. Let Y be a locally compact space without isolated points. The set
of points y which fail to satisfy at least one of the following conditions is dense in
Y :
(1) piχ(y, Y ) ≤ ω,
(2) y is a pseudo P-point.
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In particular, not all points of Y can satisfy both (1) and (2).
The following theorem is an extension of a result of MATVEEV [43], it
was proved by VAN MILL [47, Theorem 4.2]. Recall that the cardinal p is the
least size of a family of subsets of ω which has the strong finite intersection
property but no infinite pseudo-intersection. We always have ℵ1 ≤ p ≤ c
and underMA+ ¬CH it is even the case that ℵ1 < p . For more information
on the cardinal p and other small uncountable cardinals, see VAN DOUWEN
[20].
2.5.5. THEOREM. Let aω and bω be compactifications of ω. Assume that
(1) there is a retraction r : aω → aω \ ω,
(2) there is a retraction s : bω → bω \ ω,
(3) f : aω \ ω → bω \ ω is a homeomorphism
If the weight of aω \ ω is less than p, then f can be extended to a homeomorphism
f : aω → bω.
So the theorem says that there is a permutation pi : ω → ω such that
f¯ = f ∪ pi is a homeomorphism. Finally we shall need the following result,
a proof may be found in VAN MILL [47].
2.5.6. PROPOSITION. Let γω be a compactification of ω such that γω \ ω is a
product of second countable compacta. Then γω \ ω is a retract of γω.

Chapter 3
Cardinal restrictions
3.1 Introduction
In this chapter we study cardinal restrictions for spaces on which some
form of homogeneity is assumed. Except for Theorem 3.4.24, we are ex-
clusively concerned with power homogeneous spaces. A cardinal restric-
tion for some spaceX is an upper bound on the cardinality of that space in
terms of its cardinal functions. One can find many such restrictions in the
literature. For example, ARHANGEL′SKII˘ [2] proved that ifX is an arbitrary
Hausdorff space, then
(A) |X| ≤ 2χ(X)L(X).
In particular, the size of first-countable compact spaces is bounded by c.
Another restriction on the size of Hausdorff spaces was proved by HAJNAL
and JUHA´SZ [29]; they proved that if X is a Hausdorff space, then
(HJ) |X| ≤ 2χ(X)c(X).
So the size of first-countable c.c.c. spaces is also bounded by c. Applying
results of SˇAPIROVSKII˘ [64], it was noted by ARHANGEL′SKII˘ [7], that for
regular homogeneous spaces the character in the Hajnal-Juha´sz bound (HJ)
may be replaced with the pi-character; ifX is a homogeneous regular space,
then
(AS) |X| ≤ 2piχ(X)c(X).
So in the presence of homogeneity, one obtains sharper cardinality restric-
tions. This phenomenon also occurs for power homogeneous spaces. This
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was first noted by VAN DOUWEN [19], who proved that if X is a power
homogeneous Hausdorff space, then
(vD) |X| ≤ 2piw(X).
This bound is not valid for arbitrary Hausdorff spaces, and it can be used
to show that certain spaces are not power homogeneous. This is in itself
surprising, since if a space X is power homogeneous, then the least power
µ for which Xµ is homogeneous might be very large. The techniques de-
veloped by Van Douwen are very powerful since one can prove cardinality
results about a spaceX by looking at some powerXµ, regardless of the size
of the cardinal number µ. Applying his results, Van Douwen proved that
the Cˇech-Stone compactification βω of ω and its remainder βω \ ω are not
power homogeneous. The method which he used is known as a ‘clustering-
method’ and it was later applied by VAN MILL [49] to prove the inequality
(AS) also for power homogeneous compact spaces.
In recent years, cardinal restrictions for homogeneous compact spaces
have been studied by DE LA VEGA [74] and JUHA´SZ, NYIKOS and SZENT-
MIKLO´SSY [36]. De la Vega proved that if X is a homogeneous compact
space, then
(dlV) |X| ≤ 2t(X).
This strengthens Arhangel′skiı˘’s Theorem (A) for homogeneous compact
spaces and it follows in particular that the size of countably tight homo-
geneous compacta is bounded by c. It was proved by Juha´sz, Nyikos and
Szentmiklo´ssy that consistently every homogeneous T5 compactum is of
cardinality ≤ c. The results in [36] and [74] even imply that consistently
every homogeneous T5 compactum is first-countable.
The cardinality restrictions mentioned in this introduction for homo-
geneous spaces, may also be proved for power homogeneous spaces. We
will provide the proofs in this chapter. We will in turn study Hausdorff
spaces, compact spaces and compact T5 spaces. In the first section we
prove two cardinality restrictions for homogeneous spaces. In particular,
we will prove the inequality (AS) for homogeneous Hausdorff spaces. The
argument is a simple modification of a proof of the Hajnal-Juha´sz bound
(HJ) which can be found in JUHA´SZ [34, 2.15]. In the first section we
will also prove a technical tool which is used in all subsequent sections
to prove cardinal restrictions for power homogeneous spaces. Contrary to
the clustering-technique used by Van Douwen, we will use this result to
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prove cardinal restrictions for power homogeneous spaces by only looking
at relatively small powers of spaces. This leads in particular to a new proof
of Van Douwen’s Theorem in §3.2.
The proof of the following result is a slight modification of techniques
used by ISMAIL [33].
3.1.1. PROPOSITION. Suppose A is some type in X . Then |A| ≤ d(X)piχ(X).
PROOF. Let A = tpe(x,X). For every y ∈ A we may fix a homeomorphism
hy : X → X such that hy(x) = y. We fix a dense setD inX with |D| = d(X)
and a local pi-base U at x in X with |U| ≤ piχ(X).
We define a map H : A → DU as follows. Fix some well-ordering on D
and for y ∈ A and U ∈ U, let
H(y)(U) = min
{
d ∈ D : d ∈ hy[U ]
}
.
SinceD is dense this is well-defined. It remains to verify thatH is injective.
So let w, z ∈ A with w 6= z. Since X is Hausdorff, we may find two disjoint
open subsets Vw and Vz of X such that w ∈ Vw and z ∈ Vz . Now let
V = h−1w [Vw] ∩ h−1z [Vz].
Then V is an open neighbourhood of x and since U is a local pi-base at x,
there is some U ∈ U with U ⊆ V . But then H(w)(U) ∈ Vw and H(z)(U) ∈
Vz . Since Vw and Vz are disjoint, it follows that H(w)(U) 6= H(z)(U) and
thus H(w) 6= H(z). This shows that H is injective and therefore |A| ≤
|D||U|.
Since d(X)piχ(X) ≤ 2piw(X) for any space X , it follows that the cardinal-
ity of homogeneous Hausdorff spaces X is bounded by 2piw(X). This is Van
Douwen’s Theorem (vD) for homogeneous spaces. We will use the previ-
ous proposition to prove this theorem also for power homogeneous spaces,
see Theorem 3.2.6. It was asked by CARLSON [17] whether power homoge-
neous Hausdorff spaces satisfy the inequality (AS). The following propo-
sition provides a positive solution for homogeneous spaces. The proof of
this result is an obvious generalization of the proof of (HJ) which appears
in JUHA´SZ [34, 2.15].
3.1.2. PROPOSITION. Suppose f : X → Y is an open and continuous map. If A
is some type in X , then
|f [A]| ≤ 2piχ(X)c(Y ).
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PROOF. Let κ = piχ(X)c(Y ). We may fix B ⊆ A, such that fB : B → f [A]
is a bijection. Fix p ∈ B and choose for every x ∈ B a homeomorphism
hx : X → X such that hx(p) = x. Let U be a local pi-base at p in X with
|U| ≤ κ and fix some well-ordering on U.
Suppose x, y ∈ B with x 6= y. Then there are open neighbourhoods Ux
and Uy of f(x) and f(y) respectively (in Y ), such that Ux ∩ Uy = ∅. The set
U = h−1x f−1[Ux] ∩ h−1y f−1[Uy] is an open neighbourhood of p in X . Since U
is a local pi-base at p, we may find V ∈ U such that V ⊆ U . Clearly, we have
fhx[V ] ∩ fhy[V ] = ∅.
We now define a map G : [B]2 → U as follows:
G({x, y}) = min{V ∈ U : fhx[V ] ∩ fhy[V ] = ∅}.
We have just shown that G is well-defined. Next suppose that |B| ≥ (2κ)+.
By Theorem 2.1.1, we may find a subset B′ of B such that |B′| ≥ κ+ and
G(b) = V for all b ∈ [B′]2. But this means that the collection C given by
C = {fhx[V ] : x ∈ B′},
is a cellular family in Y . Since |C| = |B′| = κ+ this contradicts the assump-
tion that c(Y ) ≤ κ. It follows that |f [A]| = |B| ≤ 2κ.
We shall prove in Theorem 3.3.8 that the size of a power homogeneous
spaceX is also bounded by 2c(X)piχ(X). It already follows from the previous
proposition that this is true ifXκ is∆-homogeneouswhere κ = c(X)piχ(X).
The following theorem was proved by ARHANGEL′SKII˘, VAN MILL and
RIDDERBOS [12]. It is the starting point for all subsequent results in this
chapter. The result was inspired by the notion of a κ-twister, studied by
ARHANGEL′SKII˘ [10, 11].
3.1.3. THEOREM. Let Y =
∏{Xi : i ∈ I} and suppose h : Y → Y is a homeo-
morphism. Suppose that h(z) = x and for some i ∈ I , piκχ(xi, Xi) ≤ κ. Then
there is some set A ∈ [I ]≤κ such that for all y ∈ Y ;
yA = zA ⇒ h(y)i = xi.
PROOF. Fix a local piκ-network U at xi inXi with |U| ≤ κ. For every U ∈ U,
we pick pU ∈ pi−1i [U ] such that (pU )B = xB , where B = I \ {i}. Note that
for every U ∈ U, the set pi−1i [U ] is a Gκ-subset of Y and therefore we may
fix some basic Gκ-set GU such that
h−1(pU ) ∈ GU ⊆ h−1[pi−1i [U ]].
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By AU we denote the set of coordinates on which GU is determined. Thus
GU = pi−1AU
[
piAU [GU ]
]
and AU ∈ [I ]≤κ. We let A =
⋃{AU : U ∈ U} so that
A ∈ [I ]≤κ. We will prove that if y ∈ Y and yA = zA, then h(y)i = xi.
Suppose to the contrary that h(y)i 6= xi for some y ∈ Y with yA = zA.
We fix a neighbourhood W of xi such that h(y)i 6∈ W . Let V = {U ∈ U :
U ⊆W}. Then V is a local piκ-network at xi. So we have
xi ∈ Cl {pii(pV ) : V ∈ V}.
By construction we have
x ∈ Cl {pV : V ∈ V}.
But then we also have yA = zA ∈ Cl {h−1(pV )A : V ∈ V}.
For V ∈ Vwe now define the point qV ∈ Y as follows,
(qV )j =
{
h−1(pV )j if j ∈ A,
yj if j 6∈ A.
Note that qV ∈ GV and that y ∈ Cl {qV : V ∈ V}. But then h(y)i ∈
Cl {h(qV )i : V ∈ V}. However, since qV ∈ GV we also have that h(qV )i ∈ V
for all V ∈ V, and therefore Cl {h(qV )i : V ∈ V} ⊆W . Since h(y)i 6∈W , this
is impossible.
3.1.4. COROLLARY. Let Y =
∏{Xi : i ∈ I} and suppose h : Y → Y is a
homeomorphism. Suppose that h(z) = x and for some i ∈ I , piχ(xi, Xi) ≤ κ.
Then there is some set A ∈ [I ]≤κ such that for all y ∈ Y ,
yA = zA ⇒ h(y)i = xi.
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In our study of cardinal restrictions for power homogeneous spaces we at-
tempt to look at relatively small powers to prove our results. A useful tool
in this line of reasoning is the notion of∆-homogeneity. A careful examina-
tion of the results in the literature reveals that when reasoning about power
homogeneous spaces, it is often sufficient to know that certain ‘large’ sub-
sets of power spaces are types. Since we want to obtain restrictions on the
size of some space X , ‘large’ here means ‘at least as large as X’. The diag-
onal in any power space of X is of the same cardinality as X , so it seems
natural to consider power spaces in which the diagonal is (contained in)
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a type. This led to the introduction of ∆-power homogeneous spaces in
RIDDERBOS [59]. It turns out that if a space X is ∆-power homogeneous,
thenXpiw(X) is∆-homogeneous. This result allows a quick proof of the Van
Douwen bound, see Theorem 3.2.6 below.
The introduction of ∆-power homogeneity leads to the question of its
relation to power homogeneity. We will prove that ∆-power homogene-
ity and power homogeneity are equivalent notions. However, we do not
know whether Xpiw(X) is homogeneous provided that X is power homo-
geneous. We therefore introduce the following cardinal function for power
homogeneous spacesX ; ifX is power homogeneous, then its homogeneity
degree, hdeg(X), is defined as the least cardinal number µ for which Xµ is
homogeneous. We will prove that if X is power homogeneous, then
hdeg(X) ≤ (piw(X)hind(X))+.
We do not know whether this bound is sharp.
We first turn towards proving thatXpiw(X) is∆-homogeneous provided
that X is ∆-power homogeneous. Recall from Theorem 2.3.10 that if Y =∏{Xi : i ∈ I} and d(Xi) ≤ κ for all i ∈ I , then the closure of an open set
U in Y depends on not more than κ many coordinates, which means that
U = pi−1A
[
piA[U ]
]
for some A ∈ [I ]≤κ.
3.2.1. THEOREM. Let Y =
∏{Xi : i ∈ I} and suppose that h : Y → Y is a
homeomorphism. Suppose further that for all i ∈ I , d(Xi) ≤ κ and piw(Xj) ≤ κ
for some j ∈ I . Then there is a set A ∈ [I ]≤κ such that for all w, z ∈ Y ,
wA = zA ⇒ h(w)j = h(z)j .
PROOF. Fix a pi-base U for Xj of size ≤ κ. Then we may fix a set of co-
ordinates A ∈ [I ]≤κ such that for every U ∈ U, the closure of h−1pi−1j [U ]
depends on the coordinates in A. We will show that A is as required.
So let w, z ∈ Y with wA = zA and suppose p = h(w)j 6= h(z)j = q. Then
we may fix a neighbourhood V of p in Xj with q 6∈ V . Let V = {U ∈ U :
U ⊆ V }. Since U is a pi-base in Xj we have p ∈ Cl
⋃
V. But then w ∈ F
where
F =
⋃{
Cl h−1pi−1j [U ] : U ∈ V
}
.
By construction we have F = pi−1A
[
piA[F ]
]
, so also F = pi−1A
[
piA[F ]
]
. Since
zA = wA ∈ piA[F ], it follows that z ∈ pi−1A
[
piA[F ]
]
= F . But we also have
F ⊆ h−1pi−1j [V ], and therefore it follows that q = h(z)j ∈ V , which is im-
possible.
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3.2.2. COROLLARY. Let h : Xµ → Xµ be a homeomorphism and suppose
piw(X) ≤ κ. If B ∈ [µ]≤κ then there is a set A ∈ [µ]≤κ such that for all
w, z ∈ Xµ,
wA = zA ⇒ h(w)B = h(z)B.
PROOF. We may viewXµ as the product space ofXB andXα for α ∈ µ\B.
Since piw(XB) = piw(X) · |B| ≤ κ by Theorem 2.3.9, the statement follows
from Theorem 3.2.1.
Note that in the previous corollary, any set containing the set A also
satisfies the conclusion. In particular, the set A may be taken so that it
contains B.
3.2.3. THEOREM. Let h : Xµ → Xµ be a homeomorphism and let piw(X) ≤ κ.
Suppose B ∈ [µ]≤κ, then there is a set A ∈ [µ]≤κ such that B ⊆ A and for all
w, z ∈ Xµ
wA = zA ⇐⇒ h(w)A = h(z)A.
PROOF. By Corollary 3.2.2 we may construct a sequence (An)n which satis-
fies the following conditions for all n < ω,
(1) A0 = B, An ∈ [µ]≤κ and An ⊆ An+1.
(2) For all w, z ∈ Xµ, wA2n+1 = zA2n+1 =⇒ h(w)A2n = h(z)A2n ,
(3) For all w, z ∈ Xµ, h(w)A2n+2 = h(z)A2n+2 =⇒ wA2n+1 = zA2n+1 .
Now set A =
⋃
n<ω An and the theorem follows.
Note that if A is as in the previous theorem, then it is also the case that
for all w, z ∈ Xµ,
wA = zA ⇐⇒ h−1(w)A = h−1(z)A.
3.2.4. THEOREM. LetX be a topological space and suppose that piw(X) ≤ κ ≤ µ.
Suppose further that h : Xµ → Xµ is a homeomorphism. If B ∈ [µ]≤κ then there
are an A ∈ [µ]≤κ and a homeomorphism hA : XA → XA such that B ⊆ A and
hA ◦ piA = piA ◦ h.
PROOF. By Theorem 3.2.3 we may choose A ⊆ µ such that B ⊆ A, |A| ≤ κ
and A has the following property: for all w, z ∈ Xµ,
(∗) wA = zA ⇔ h(w)A = h(z)A and wA = zA ⇔ h−1(w)A = h−1(z)A.
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Let i : XA → Xµ be any continuous injection such that piA ◦ i = idXA and
let f = piA ◦ h ◦ i and g = piA ◦ h−1 ◦ i. Then f and g are continuous and it
follows from (∗) that f ◦piA = piA ◦h and g ◦piA = piA ◦h−1. So we have that
f ◦ g = f ◦ piA ◦ h−1 ◦ i = piA ◦ h ◦ h−1 ◦ i
= piA ◦ i = idXA .
Similarly g ◦ f = idXA and this shows that f is a homeomorphism. So for
hA we may take f and this proves the theorem.
3.2.5. THEOREM. If X is ∆-power homogeneous, then Xpiw(X) is ∆-
homogeneous.
PROOF. Let κ = piw(X) and choose µ ≥ κ such thatXµ is∆-homogeneous.
Instead of choosing arbitrary elements of∆(X,κ), we choose x, y ∈ ∆(X,µ)
arbitrarily and show that for some homeomorphism g of Xκ, g(xκ) = yκ.
Since Xµ is ∆-homogeneous, we may fix a homeomorphism h : Xµ →
Xµ with h(x) = y. Let A ∈ [µ]κ and hA : XA → XA be as in the previ-
ous theorem. Then hA is a homeomorphism with hA(xA) = h(x)A = yA.
By a suitable change of coordinates we obtain a homeomorphism g of Xκ
which maps xκ onto yκ. It is essential here that both x and y are constant as
functions from µ into X .
This is what is known as a reflection theorem; the∆-homogeneity of some
(large) powerXµ implies thatXpiw(X) has the same property: one says that
∆-homogeneity reflects down to piw(X). As a corollary we give a proof of
Van Douwen’s Theorem from [19].
3.2.6. VAN DOUWEN’S THEOREM. If X is power homogeneous, then
|X| ≤ 2piw(X).
PROOF. Let κ = piw(X). By Theorem 3.2.5 it follows that Xκ is ∆-
homogeneous. Therefore the diagonal ∆(X,κ) is contained in some type
of Xκ. Since piw(Xκ) ≤ κ by Theorem 2.3.9, we have d(Xκ) ≤ κ and
piχ(Xκ) ≤ κ. It follows from Proposition 3.1.1 that
|X| = |∆(X,κ)| ≤ κκ = 2κ.
We now turn to proving that a space is ∆-power homogeneous if and
only if it is power homogeneous. We start with two combinatorial lemmas.
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3.2.7. LEMMA. Suppose X is a topological space and suppose further that κ is a
(possibly finite) cardinal number such thatXκ is∆-homogeneous. If µ is a cardinal
number such that µ ≥ κ, thenXµ is∆-homogeneous in each of the following cases:
(1) µ is infinite,
(2) µ is finite and µ is a multiple of κ.
Whenever X is a topological space, we say that a subset Q of X is a
set of representatives for the types in X if for every x ∈ X , there is a unique
member q ofQ such that x ∈ tpe(q,X). Note that in this case |Q| = hind(X).
3.2.8. LEMMA. Suppose Xκ is ∆-homogeneous, where κ is infinite. Let µ ≥ κ
and x ∈ Xµ. If for every α < µ we have:
|{β ∈ µ : xβ ∈ tpe(xα, X)}| ≥ κ,
then there is a homeomorphism h of Xµ such that h(x) ∈ ∆(X,µ).
PROOF. Let p ∈ ∆(X,µ) be arbitrary. We will find a homeomorphism h of
Xµ such that h(x) = p. Choose a set Q which is a set of representatives for
the types in X . Without loss of generality we may assume that x ∈ Qµ. For
every q ∈ Q, we let
A(q) = {α < µ : xα = q}.
By assumption we have that for every q ∈ Q, either A(q) is empty or
|A(q)| ≥ κ. We also have that µ = ⋃q∈QA(q) and if q, q′ ∈ Q then
A(q) ∩A(q′) = ∅ provided q 6= q′.
If q ∈ Q and A(q) 6= ∅, then |A(q)| ≥ κ and therefore XA(q) is ∆-
homogeneous by Lemma 3.2.7. Since xA(q) ∈ ∆(X,A(q)), we may find a
homeomorphism hq of XA(q) such that h(xA(q)) = pA(q).
If we let h be the product homeomorphism of all hq’s where q ∈ Q and
A(q) 6= ∅, then h is a homeomorphism of Xµ which maps x onto p.
3.2.9. THEOREM. LetX be a topological space and µ an infinite cardinal number.
Suppose that either µ ≥ piw(X) and hind(X) < cf(µ) or µ > hind(X)piw(X).
The following statements are equivalent:
(1) Xµ is homogeneous,
(2) X is power homogeneous,
(3) X is ∆-power homogeneous,
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(4) Xpiw(X) is ∆-homogeneous.
PROOF. It is obvious that (1) → (2) and (2) → (3). The fact that (3) → (4)
follows from Theorem 3.2.5. It remains to verify that (4)→ (1).
Choose a set Q which is a set of representatives for the types in X and
let x ∈ Xµ be arbitrary. Since Xµ is ∆-homogeneous by Lemma 3.2.7, it
suffices to show that x can be mapped into the diagonal of Xµ by a ho-
meomorphism of Xµ. By Lemma 3.2.8, it suffices to show that there is a
homeomorphism h of Xµ such that h(x) = y where y ∈ Qµ and for every
q ∈ Qwe have:
(∗) |{α < µ : yα = q}| ≥ κ,
where κ = piw(X). Without loss of generality we may assume that x ∈ Qµ.
Again, for q ∈ Q, we let A(q) = {α < µ : xα = q} and as before we have:
(∗∗) µ =
⋃
q∈Q
A(q).
We first show that there is some q ∈ Q with |A(q)| ≥ κ · |Q|. We consider
the two cases we have for the value of µ. If |Q| < cf(µ), then it follows from
(∗∗) that |A(r)| = µ for some r ∈ Q. If on the other hand µ > κ · |Q|, then
it follows from (∗∗) that there is some r ∈ Q with |A(r)| > κ · |Q|. In either
case we find an r ∈ Q such that |A(r)| ≥ κ · |Q|.
We fix such an r and a partition {B(q) : q ∈ Q} of A(r) such that for all
q ∈ Q, |B(q)| ≥ κ. We let the point y ∈ Xµ be defined as follows;
yα =
{
xα if α 6∈ A(r),
q if α ∈ A(r) and α ∈ B(q).
Note that for every q ∈ Q, we have B(q) ⊆ {α < µ : yα = q}. Since
|B(q)| ≥ κ, it follows that the point y satisfies (∗). Also, for every q ∈ Q,
yB(q) ∈ ∆(X,B(q)).
If q ∈ Q, then XB(q) is ∆-homogeneous and xB(q) ∈ ∆(X,B(q)) since
B(q) ⊆ A(r). So for q ∈ Q, we may fix a homeomorphism hq of XB(q) such
that hq(xB(q)) = yB(q). Let h be the product homeomorphism consisting
of the product of the hq’s for q ∈ Q and the identity map on the space
X(µ\A(r)). Then h is a homeomorphism ofXµ which maps x onto y and this
completes the proof.
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This characterization reduces the study of power homogeneity of a
space X to the study of ∆-homogeneity of relatively small powers of the
spaceX . For example, ifX is a separable metrizable space, thenX is power
homogeneous if and only if Xω is ∆-homogeneous. Also note that if X is
power homogeneous and hind(X) is finite, thenXκ is homogeneous if and
only if it is ∆-homogeneous. In particular if piw(X) = κ, it follows that in
this case Xκ is homogeneous. As a corollary to the previous theorem, we
obtain the following result mentioned at the beginning of this section;
3.2.10. COROLLARY. If X is power homogeneous, then
hdeg(X) ≤ (piw(X)hind(X))+.
3.3 Hausdorff spaces
The argument which we used to prove Proposition 3.1.1 may also be ap-
plied to power homogeneous spaces. This leads to the proof of Theo-
rem 3.3.4 which generalizes Van Douwen’s Theorem. Of course, we will
only use ‘small’ powers of spaces, where in this case the pi-character is
small. We first develop the necessary tools.
We fix topological spaces X and Y and an open subset V of Y . Further-
more f is an open and continuous mapping from X onto Y . We let µ be an
infinite cardinal number and pi is the projection of Xµ onto X . We have the
following situation:
Xµ
pi→ X f→ Y ⊇ V.
We define the pi-character of Y with respect to f as follows;
piχ(y, f) = min{piχ(x,X) : x ∈ f−1(y)},
piχ(Y, f) = sup{piχ(y, f) : y ∈ Y }.
Fix p ∈ ∆(X,µ) and assume that U is a local pi-base at pi(p) inX . IfB ⊆ A ⊆
µ, then piA→B denotes the projection from XA onto XB . Whenever A ⊆ µ,
then by U(A)we denote the collection{
pi−1A→B
[∏
b∈B Ub
]
: B ∈ [A]<ω,∀ b ∈ B (Ub ∈ U)}.
The setU(A) is a local pi-base at pA inXA and |U(A)| ≤ |A|·|U|. Furthermore
if A =
⋃
n<ω An where {An : n < ω} is some increasing sequence of subsets
36 Chapter 3: Cardinal restrictions
of µ, then
U(A) =
⋃
n<ω
pi−1A→AnU(An),
where pi−1A→B U(B) denotes the collection {pi−1A→B[U ] : U ∈ U(B)}. The fol-
lowing theorem follows from Corollary 3.1.4 and a recursive construction.
3.3.1. LEMMA. Let D be a (dense) subset of V and suppose that piχ(d, f) ≤ κ
for all d ∈ D. If h : Xµ → Xµ is a homeomorphism, |U| ≤ κ and B ∈ [µ]≤κ,
then there is a set A ∈ [µ]≤κ such that B ⊆ A and for all U ∈ U(A) with
fpihpi−1A [U ] ∩D 6= ∅ there is some e ∈ Xµ satisfying:
(1) fpih(e) = d ∈ D and e ∈ pi−1A [U ],
(2) hpi−1A (eA) is contained in pi
−1(x) for some x ∈ X with f(x) = d.
PROOF. We may construct an increasing sequence {An : n < ω} ⊆ [µ]≤κ
where A0 = B, such that for all U ∈ U(An) with fpihpi−1An [U ] ∩D 6= ∅ there
is some e ∈ Xµ satisfying:
(1) fpih(e) = d ∈ D and e ∈ pi−1An [U ],
(2) hpi−1An+1(eAn+1) is contained in pi
−1(x) for some x ∈ X with f(x) = d.
For (1), this follows from the fact that fpihpi−1An [U ] ∩D 6= ∅. For (2), we just
apply Corollary 3.1.4; given An we may find An+1 such that (2) is satisfied
since |U(An)| ≤ κ and piχ(d, f) ≤ κ for all d ∈ D.
We set A =
⋃
n<ω An. Then the conditions in the theorem are satisfied
since U(A) =
⋃
n<ω pi
−1
A→An+1U(An+1).
WheneverA andB are subsets of µ such that |A| = |B| and |µ\A| = |µ\
B|, then there is a natural homeomorphism ofXµ that realizes a coordinate
change fromA toB. We denote this homeomorphism by gA→B . It is defined
as follows. Let g : µ → µ be a bijection such that g[A] = B. Then gA→B :
Xµ → Xµ is defined coordinate wise for β < µ:
gA→B(x)β = xα
def⇐⇒ g(α) = β.
The following is a simple lemma concerning the homeomorphism gA→B .
3.3.2. LEMMA. Suppose A and B are subsets of µ with |A| = |B| and |µ \ A| =
|µ \B|. Then
(1)
(
gA→B[pi−1A [U ]]
)
B
∈ U(B) if and only if U ∈ U(A),
3.3 Hausdorff spaces 37
(2) For all Z ⊆ Xµ,
gA→B
[
pi−1A [ZA]
]
= pi−1B
[(
gA→B[Z]
)
B
]
.
Using a coordinate change, we can control the set A which is provided
by Lemma 3.3.1. We make this precise in the following corollary.
3.3.3. COROLLARY. LetD be a (dense) subset of V and suppose that piχ(d, f) ≤ κ
for all d ∈ D and |U| ≤ κ. Let µ ≥ κ be such that Xµ is homogeneous. Then
for every q ∈ ∆(X,µ) there is a homeomorphism hq : Xµ → Xµ satisfying the
following conditions.
(1) hq(p) = q,
(2) For all U ∈ U(κ) such that fpihpi−1κ [U ] ∩ D 6= ∅ there is some e ∈ Xµ
satisfying:
(a) fpihq(e) = d ∈ D and e ∈ pi−1κ [U ],
(b) hqpi−1κ (eκ) is contained in pi−1(x) for some x ∈ X with f(x) = d.
PROOF. Since Xµ is ∆-homogeneous, there is a homeomorphism h of Xµ
with h(p) = q. We apply Lemma 3.3.1 with B = κ to obtain A ∈ [µ]≤κ with
the given properties. Since B ⊆ A, we have |A| = κ. There are two cases to
consider. First of all, if κ = µ, then A = κ and the conditions (2a) and (2b)
are valid for h.
Next assume that κ < µ. Then |A| = κ and |µ \ A| = µ = |µ \ κ|.
Therefore we may apply the coordinate change gκ→A. We let hq = h◦ gκ→A.
Since gκ→A(p) = p, we have hq(p) = q. By Lemma 3.3.2 the conditions (2a)
and (2b) are valid for hq since they are valid for h when κ is replaced by
A.
3.3.4. THEOREM. Let f : X → Y be an open and continuous onto mapping and
suppose that X is power homogeneous. If V is an open subset of Y , then
|V | ≤ d(V )piχ(V,f).
PROOF. Let κ = piχ(V, f). We may assume that Xµ is homogeneous where
µ ≥ κ. Let D be some dense subset of V with |D| = d(V ). For every
q ∈ ∆(X,µ)we fix a homeomorphism hq as in the previous corollary. Since
piχ(V, f) = κ, we may assume that the size of the local pi-base U is equal to
κ. Then U(κ) is a local pi-base at pκ in Xκ of size equal to κ.
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We define a map H : V → (D ∪ ∅)U(κ) as follows. Whenever y ∈ V , we
pick some q ∈ ∆(X,µ) such that y = fpi(q). For U ∈ U(κ)we let
H(y)(U) =
{
fpihq(e) if fpihpi−1κ [U ] ∩D 6= ∅,
∅ otherwise.
The notation refers to that of 3.3.3. To make this definition precise for the
first case, we may fix a well-ordering of Xµ and we let
e = min{e′ ∈ Xµ : e′ satisfies conditions (2a) and (2b) of Corollary 3.3.3}.
Note that in particular H(y)(U) ∈ D ∪ {∅} so H is well-defined. We will
show thatH is injective, which will complete the proof. So suppose y, z ∈ V
where y 6= z. We let q and r be the corresponding elements of ∆(X,µ)
chosen for the definition of H such that y = fpi(q) and z = fpi(r). In Y
we may fix disjoint open neighbourhoods Vy and Vz of y and z respectively,
such that Vy ∪ Vz ⊆ V . The setW given by
piκh
−1
q pi
−1[f−1[Vy]] ∩ piκh−1r pi−1[f−1[Vz]],
is an open neighbourhood of pκ in Xκ. Since U(κ) is a local pi-base at pκ,
there is some U ∈ U(κ) which is contained in the neighbourhood W . We
will prove the following claim,
CLAIM 1. H(y)(U) ∈ Vy and H(z)(U) ∈ Vz .
PROOF OF CLAIM. We prove the statement only for y, the case for z is
identical.
Since U ⊆ W ⊆ piκh−1q pi−1[f−1[Vy]] and Vy ⊆ V , it follows that
fpihpi−1κ [U ] ∩ V 6= ∅. Since f is an open map, this is an open subset of
V . It follows that fpihqpi−1κ [U ] ∩D 6= ∅ since D is dense in V . Therefore we
may assume that H(y)(U) = fpihq(e) = d ∈ D.
Then e ∈ pi−1κ [U ], so eκ ∈ U . Since U ⊆ W ⊆ piκh−1q pi−1[f−1[Vy]] it
follows that
pi−1κ (eκ) ∩ h−1q pi−1[f−1[Vy]] 6= ∅,
and by applying hq we have
hqpi
−1
κ (eκ) ∩ pi−1[f−1[Vy]] 6= ∅.
Since hqpi−1κ (eκ) ⊆ pi−1(x) for some x ∈ X with f(x) = d, it follows that
x ∈ f−1[Vy] and thus f(x) = d ∈ Vy and this proves the claim. J
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Since Vy ∩ Vz = ∅ it follows from the claim that H(y)(U) 6= H(z)(U),
and thus H(y) 6= H(z). We have shown that H is injective and therefore
|V | ≤ |D||U(κ)| = d(V )κ.
Although we refer to Theorem 3.2.6 as Van Douwen’s Theorem, he
proved a slightly more general result. Van Douwen proved that if f : X →
Y is an open and continuous onto mapping and X is power homogeneous
with d(X) ≤ piw(Y ), then the size of Y is bounded by 2piw(Y ). The following
corollary is a variation on this result.
3.3.5. COROLLARY. Suppose f : X → Y is an open, continuous and onto map-
ping. If X is power homogeneous and piχ(X) ≤ piχ(Y ), then
|Y | ≤ d(Y )piχ(Y ).
PROOF. This follows from Theorem 3.3.4 and the fact that piχ(Y, f) ≤
piχ(X).
The following generalizes Van Douwen’s Theorem and also Proposi-
tion 3.1.1. Note that an open subspace of a (power) homogeneous space
need not be power homogeneous; let X be the disjoint sum of two circles
in the plane. Then X is homogeneous, but if we remove any point from X
then it is not even power homogeneous. To see that ‘X minus a point’ is not
power homogeneous, simply note that every power of this space contains
a compact and a non-compact component.
3.3.6. COROLLARY. If X is an open subset of a power homogeneous space, then
|X| ≤ d(X)piχ(X).
PROOF. Suppose Z is power homogeneous whereX is an open subset of Z.
We let f : Z → Z be the identity mapping. Since X is an open subset of Z,
we have that piχ(x,Z) = piχ(x,X) for all x ∈ X and therefore piχ(X, f) =
piχ(X). Now apply Theorem 3.3.4.
Recall that the density of a regular space X is bounded by piχ(X)c(X)
(see Proposition 2.3.8). So it follows from the previous corollary, that if X
is regular and power homogeneous, then its size is bounded by 2c(X)piχ(X).
We shall now show that this statement remains true if we drop the assump-
tion of regularity onX . Since always c(X)piχ(X) ≤ piw(X), this provides us
with yet another proof of Van Douwen’s Theorem. We need the following
lemma:
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3.3.7. LEMMA. Suppose Xµ is homogeneous where piχ(X) ≤ κ. Fix a point p ∈
∆(X,µ) and a local pi-base U at pi(p) in X of size ≤ κ. Then for all x ∈ ∆(X,µ)
there is a homeomorphism hx : Xµ → Xµ such that hx(p) = x and the following
conditions are satisfied;
(1) For all z ∈ Xµ, if zκ = pκ then pi(hx(z)) = pi(x),
(2) For all U ∈ U(κ), there is a point q(U) ∈ pi−1κ [U ] and a basic open neigh-
bourhood Ux of hx(q(U))κ in Xκ such that;
(a) q(U)α = pα for all α ∈ µ \ κ,
(b) pi−1κ [Ux] ⊆ hx[pi−1κ [U ]].
PROOF. Since Xµ is homogeneous we pick h : Xµ → Xµ such that h(p) =
x. Applying Corollary 3.1.4 we find A ∈ [µ]≤κ such that (1) is satisfied for A
instead of κ. Next for all U ∈ U(A), we pick q(U) ∈ pi−1A [U ] as in (2a), where
κ is replaced by A. For (2b), we may just pick a basic open neighbourhood
of h(q(U)) in Xµ which is contained in h[pi−1A [U ]]. Since |U(A)| ≤ κ, we
obtain a set B of at most κ many coordinates such that all the basic open
sets obtained in this way depend only on the coordinates in B.
By applying suitable coordinate changes, we obtain hx as required.
We point out that for a fixed p, the points q(U) from the previous lemma
depend on x. In the proof of the following theoremwewill not write q(x,U)
to express this dependence because we only consider points of the form
hx(q(U)). We will implicitly assume that in this notation, the point q(U) is
the point q(x,U).
3.3.8. THEOREM. If X is power homogeneous, then |X| ≤ 2piχ(X)c(X).
PROOF. We let κ = piχ(X)c(X) and we fix µ ≥ κ such that Xµ is homoge-
neous. We fix a point p ∈ ∆(X,µ) and a local pi-base U at pi(p) in X of size
≤ κ. For every x ∈ ∆(X,µ) we pick a homeomorphism hx : Xµ → Xµ as
in the previous lemma. For x ∈ ∆(X,µ) and U ∈ U(κ), the open set Ux is a
basic open subset of Xκ, so we may fix a collection {Ux,α : α ∈ κ} of open
subsets of X such that
Ux =
⋂
α<κ
pi−1α [Ux,α].
For every α ∈ κwe also fix a local pi-base {V (x, U, α, β) : β < κ} at the point
hx(q(U))α in X . We first observe the following;
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CLAIM 1. Whenever x, y ∈ ∆(X,µ) are different, there are some U ∈ U(κ)
and α, β < κ such that
V (x,U, α, β) ⊆ Ux,α \ Uy,α.
PROOF OF CLAIM. Since pi(x) 6= pi(y) we have that h−1y (x)κ 6= pκ. Fix an
open neighbourhoodW of pκ in Xκ such that h−1y (x)κ 6∈W and let
W =
{
U ∈ U(κ) : U ⊆W}.
Note thatW is a local pi-base at pκ inXκ and h−1y (x)κ 6∈ Cl
⋃
W. So we have
that;
x ∈ Cl {hx(q(U)) : U ∈W},
and since pi−1κ [Uy] ⊆ hypi−1κ [U ] for all U ∈W, we have
x 6∈ Cl
⋃{
pi−1κ [Uy] : U ∈W
}
.
But this means that there is some U ∈W such that
hx(q(U))κ 6∈ Uy.
Since Uy is a basic open subset of Xκ, it follows that there is some α < κ
such that
hx(q(U))α 6∈ Uy,α.
Since {V (x,U, α, β) : β < κ} is a local pi-base at hx(q(U))α in X and
hx(q(U))α ∈ Ux,α, we may pick β < κ such that V (x,U, α, β) ⊆ Ux,α \ Uy,α
and this completes the proof. J
We now prove the desired inequality. So assume to the contrary that
|X| > 2κ. We fix a well-ordering ≺ on X and define a map G : [X]2 →
U(κ)× κ× κ as follows; let {x, y} ∈ [X]2 and assume that x ≺ y. Applying
the previous claim, we may let G({x, y}) = 〈U,α, β〉 be such that
V (x,U, α, β) ⊆ Ux,α \ Uy,α.
Here we have identified∆(X,µ)withX . Note that |U(κ)×κ×κ| = κ. Since
|X| > 2κ, we apply the Erdo¨s-Rado Theorem (Theorem 2.1.1) to find Y ⊆ X
and 〈U,α, β〉 ∈ U(κ) × κ × κ such that |Y | = κ+ and for all {x, y} ∈ [Y ]2,
G({x, y}) = 〈U,α, β〉. By possibly removing the ≺-largest element from Y ,
we may assume that for all y ∈ Y , V (y, U, α, β) ⊆ Uy,α.
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Consider the collection C = {V (x,U, α, β) : x ∈ Y } of open subsets of
Xκ. If x, y ∈ Y are different with x ≺ y, then we have
V (x, U, α, β) ∩ Uy,α = ∅ and V (y, U, α, β) ⊆ Uy,α,
and therefore V (x,U, α, β) and V (y, U, α, β) are disjoint. But this means
that the collection C consists of pairwise disjoint open subsets of X . Since
|C| = |Y | = κ+ and c(X) ≤ κ, this is impossible.
If X is a homogeneous space, then it is obviously homogeneous with
respect to pi-character. In particular, if piχ(x,X) ≤ κ for some x ∈ X , then
the pi-character of all points of X does not exceed κ. If we assume instead
that X is power homogeneous, then this result is no longer true. However,
if the set D consisting of all points x such that piχ(x,X) ≤ κ is dense in X ,
then the pi-character of all points of X does not exceed κ.
3.3.9. PROPOSITION. Suppose X is power homogeneous and let D be a dense
subset of X . If piχ(d,X) ≤ κ for all d ∈ D, then for all x ∈ X there is some
E ⊆ D such that |E| ≤ κ and x ∈ E.
PROOF. Wemay assumewithout loss of generality thatXµ is homogeneous
where µ ≥ κ. Let x ∈ ∆(X,µ) be arbitrary. We may find a homeomorphism
h : Xµ → Xµ such that h(p) = x where we assume that p ∈ ∆(D,µ). Since
pi(p) ∈ D, we have piχ(pi(p), X) ≤ κ, so we may find a local pi-base U at pi(p)
in X such that |U| ≤ κ. Since D is dense in X , we apply Lemma 3.3.1 to
find a non-empty set A ∈ [µ]≤κ such that whenever U ∈ U(A) there is some
e ∈ Xµ satisfying:
(1) pih(e) = d ∈ D and e ∈ pi−1A [U ],
(2) hpi−1A (eA) is contained in pi
−1(d).
For every U ∈ U(A)we pick an element e satisfying these conditions. We let
the set E consist of all elements of the form pih(e) obtained in this way. By
construction we have E ⊆ D and since |A| ≤ κ, we also have that |E| ≤ κ.
It remains to show that pi(x) ∈ E.
So let V be an arbitrary open neighbourhood of pi(x) in X . Then p ∈
h−1pi−1[V ] and therefore the set W which is given by piAh−1pi−1[V ] is an
open neighbourhood of pA in XA. Since U(A) is a local pi-base at pA, we
may find U ∈ U(A) such that U ⊆ W . By construction, there is an element
e ∈ pi−1A [U ] satisfying conditions (1) and (2) such that pih(e) ∈ E.
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Since eA ∈ U ⊆W = piAh−1pi−1[V ], it follows that
pi−1A (eA) ∩ h−1pi−1[V ] 6= ∅.
and therefore
hpi−1A (eA) ∩ pi−1[V ] 6= ∅.
But hpi−1A (eA) ⊆ pi−1(pih(e)), so it follows that pih(e) ∈ V and therefore
E ∩ V 6= ∅. Since V was an arbitrary open neighbourhood of pi(x), we have
shown that pi(x) ∈ E and this completes the proof.
3.3.10. COROLLARY. SupposeX is power homogeneous and let κ be some infinite
cardinal. If the setD = {x ∈ X : piχ(x,X) ≤ κ} is dense inX , then piχ(X) ≤ κ.
PROOF. For every d ∈ D, we may fix a local pi-base Ud at d in X such that
|Ud| ≤ κ. For E ⊆ D, we let UE =
⋃{Ud : d ∈ E}. So if |E| ≤ κ, then
|UE | ≤ κ. Now let x ∈ X be arbitrary. By Proposition 3.3.9 we may find
E ⊆ D such that |E| ≤ κ and x ∈ E. We will show that UE is a local pi-base
at x in X . For let V be an arbitrary open neighbourhood of x. Since x ∈ E,
there is some d ∈ E such that d ∈ V . Since Ud is a local pi-base at d, we may
find U ∈ Ud ⊆ UE such that U ⊆ V . Since V was arbitrary, this completes
the proof.
The final result of this section may be summarized as follows; if we
consider the pi-character to be small, then for power homogeneous spaces
X it is either the case that the pseudo character of X is small, or otherwise
X is homogeneous with respect to pseudo character.
3.3.11. PROPOSITION. Suppose X =
∏{Xi : i ∈ I} is homogeneous. Sup-
pose further that for all i ∈ I , Xi contains some Gκ-point. If for some j ∈ I ,
piκχ(Xj) ≤ κ then ψ(Xj) ≤ κ.
PROOF. For all i ∈ I , let ei ∈ Xi be such that ψ(ei, Xi) ≤ κ. Let z ∈ Xj
be arbitrary. Choose x ∈ X with xj = z and let h : X → X be some
homeomorphism with h(x) = e, where of course e is the point of X whose
ith coordinate is ei. By Theorem 3.1.3 there is some set A ∈ [I ]≤κ such that
pijh
−1pi−1A (eA) = {z}.
Let B = I \ {j} and Y = {y ∈ X : yB = xB}. Then pijY : Y → Xj is a
homeomorphism. Since G = h−1pi−1A (eA) is a Gκ-subset of X , the set G ∩ Y
is a Gκ-subset of Y . Since G ∩ Y = {x}, it follows that {z} is a Gκ-subset of
Xj .
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3.3.12. COROLLARY. If X is power homogeneous and piκχ(X) ≤ κ, then either
ψ(X) ≤ κ or X is homogeneous with respect to ψ-character.
PROOF. Let µ = min{ψ(x,X) : x ∈ X}. If µ ≤ κ, then ψ(X) ≤ κ by
Proposition 3.3.11. If µ > κ, then it follows from Proposition 3.3.11 that
ψ(X) ≤ µ. In this case it follows from the choice of µ that ψ(x,X) = µ for
all x ∈ X .
3.4 Compact spaces
It was asked by Arhangel′skiı˘ whether the cardinality of homogeneous
countably tight compact spaces is bounded by c. This question, which has
remained open for over 30 years, was answered positively by DE LA VEGA
[74]. In fact, De la Vega proved that if the Gκ-density of a compact space X
does not exceed κ, then its density is bounded by 2κ. It follows from this
result that if X is compact and homogeneous, then the cardinality of X is
bounded by 2t(X). To see this, recall that if X is a compact homogeneous
space with t(X) = κ, then it contains some point e at which the Gκ-density
does not exceed κ (see Proposition 2.4.10). By homogeneity it follows that
the Gκ-density of X does not exceed κ at all points. Since piχ(X) ≤ t(X)
for compact spaces, an application of Corollary 3.3.6 and De la Vega’s result
give that the cardinality of X is bounded by 2κ.
In this section we will prove this cardinality bound also for power ho-
mogeneous compact spaces. By De la Vega’s results, it suffices to prove that
in a power homogeneous compact space X with t(X) = κ, the Gκ-density
ofX does not exceed κ at all points. We will show this below. Next we will
present a proof of De la Vega’s result.
We fix a product space X =
∏{Xi : i ∈ I} and some collection {Si : i ∈
I} where Si ⊆ Xi for all i ∈ I . We set S =
∏{Si : i ∈ I} ⊆ X and for each
i ∈ I , we pick some s0,i ∈ Si. Whenever A ∈ [I ]≤κ we let
S(A) =
{
x ∈ S : {i : xi 6= s0,i} is finite
}
.
This is also called the σ-product of the Si’s with base point (s0,i)i. We will
need the following lemma, its proof is straightforward.
3.4.1. LEMMA. If A ∈ [I ]≤κ and for all i ∈ A, |Si| ≤ κ then |S(A)| ≤ κ and
S(A)A is dense in SA. Furthermore if A ⊆ B, then S(A) ⊆ S(B). If (An) is an
increasing sequence of infinite subsets of I and A =
⋃
nAn then
S(A) =
⋃
n S(An).
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3.4.2. THEOREM. Let X =
∏{Xi : i ∈ I} and S = ∏{Si : i ∈ I} ⊆ X where
|Si| ≤ κ for all i ∈ I . Suppose that for some j ∈ I , piκχ(Xj) ≤ κ. If h : X → X
is a homeomorphism andB ∈ [I ]≤κ then there is a setA ∈ [I ]≤κ such thatB ⊆ A
and for all s ∈ S(A) and all x ∈ X ;
(∗) xA = sA ⇒ h(s)j = h(x)j .
PROOF. Set A0 = B. By applying Theorem 3.1.3 to all members of the set
h[S(An)], we get a setAn+1 ∈ [I ]≤κ such that for all s ∈ S(An) and all x ∈ X ;
xAn+1 = sAn+1 ⇒ h(s)j = h(x)j .
Wemay assume thatAn ⊆ An+1. If we let A =
⋃
nAn, then (∗) follows from
Lemma 3.4.1.
3.4.3. COROLLARY. Let X =
∏{Xi : i ∈ I}. Suppose that X is homogeneous
and for all i ∈ I , the Gκ-density of some point of Xi does not exceed κ. If for some
j ∈ I , piκχ(Xj) ≤ κ then the Gκ-density of all points of Xj does not exceed κ.
PROOF. For each i ∈ I , fix some point ei ∈ Xi, a closed Gκ-subset Hi ⊆ Xi
and Si ∈ [Xi]≤κ such that ei ∈ Hi ⊆ Si. By H we denote the set
∏{Hi : i ∈
I}.
Let z ∈ Xj be arbitrary and pick w ∈ X with wj = z. Since X is homo-
geneous, there is a homeomorphism h ofX with h(e) = w, where of course
e is the point of X whose ith coordinate is ei. By the previous Theorem and
Lemma 3.4.1 we get a set A ∈ [I ]≤κ and a subset S of X with |S| ≤ κ, such
that
(1) eA ∈ HA ⊆ SA,
(2) For all s ∈ S and all x ∈ X ,
xA = sA ⇒ h(x)j = h(s)j .
For every s ∈ S, the set pijhpi−1A (sA) consists of the single point h(s)j . We let
T = {h(s)j : s ∈ S}. Since HA ⊆ SA and piA is open, we have
pi−1A [HA] ⊆ pi−1A [SA].
It follows that
pijh[pi−1A [HA]] ⊆ Cl pijhpi−1A [SA] = T .
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Let B = I \ {j} and Y = {y ∈ X : yB = wB}. Then pijY : Y → Xj
is a homeomorphism. Now let K = Y ∩ h[pi−1A [HA]]. Then K is a closed
Gκ-subset of Y which contains w. We let F = pij [K]. Then F is a closed
Gκ-subset of Xj and we have
z = wj ∈ F = pij [K] ⊆ pijh[pi−1A [HA]] ⊆ T .
Then z ∈ F ⊆ T is the desired statement.
3.4.4. COROLLARY. Suppose X =
∏{Xi : i ∈ I} is homogeneous and suppose
that t(Xi)pct(Xi) ≤ κ for each i ∈ I . Then for all i ∈ I , the Gκ-density of Xi
does not exceed κ.
PROOF. It follows from Corollary 2.4.11 that for every i ∈ I , theGκ-density
does not exceed κ at some point in Xi. By Corollary 2.4.4 we have that
piκχ(Xi) ≤ κ for all i ∈ I . Since X is homogeneous, it follows from Corol-
lary 3.4.3 that for all i ∈ I , the Gκ-density of Xi does not exceed κ.
For power homogeneous spaces we obtain the following.
3.4.5. COROLLARY. Suppose X is power homogeneous with t(X)pct(X) ≤ κ.
Then the Gκ-density of X does not exceed κ.
It follows from the previous corollary that ifX is a discrete space of size
≥ ω1, then its one-point compactification, αX , is not power homogeneous.
Using a different argument, this was also noted by VAN DOUWEN [19]. We
will now present a proof of De la Vega’s Theorem from [74]. We shall prove
this theorem by using a classical closing-off argument. We first prove some
preliminary results.
3.4.6. LEMMA. SupposeG is a closedGκ-subset ofX and S ∈ [X]≤κ is such that
G ⊆ S. Then there is a collection B of open subsets of X with |B| ≤ 2κ, such that
B is a local ψ-base for every point x ∈ G.
PROOF. LetG =
⋂
α<κGα, whereGα ⊆ X is open. The collectionB is given
by
B = {Gα : α < κ} ∪ {X \ C : C ⊆ S}.
Then |B| ≤ κ+ 2κ = 2κ and it is easily verified that B is as desired.
3.4.7. LEMMA. Suppose G is a compact subset of X with χ(G,X) ≤ 2κ and
w(G) ≤ 2κ. Then there is a collection B such that B is a local neighbourhood basis
in X for all points of G and |B| ≤ 2κ.
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PROOF. We define a collection V of open subsets of X as follows. Let E ⊆
P(G) be a basis for Gwith |E| ≤ 2κ. We assume that E is closed under finite
unions. For all E,F ∈ E with E ∩ F = ∅ we may fix disjoint open sets UEF
and VEF in X such that E ⊆ UEF and F ⊆ VEF . This does not require
normality of X , it suffices to know that X is Hausdorff and G is compact.
We let
V = {VEF : E,F ∈ E, E ∩ F = ∅}.
LetW be a collection of open subsets of X such thatW is a neighbourhood
basis for G in X and |W| ≤ 2κ. We define
U = {W ∩ V :W ∈W, V ∈ V}.
Wewill show that U is the required collection. So let U be an arbitrary open
neighbourhood of some element x ∈ G. Since G \U is compact and the fact
that E is closed under finite unions, we may find members E and F of E
with disjoint closures such that G \ U ⊆ E and x ∈ F .
SinceG ⊆ UEF∪U wemay findW ∈W such thatW ⊆ UEF∪U . Clearly,
W ∩ VEF is an open neighbourhood of x. Furthermore, sinceW ⊆ UEF ∪U
and UEF ∩ VEF = ∅, it follows that W ∩ VEF ⊆ U . This completes the
proof.
3.4.8. LEMMA. Suppose pct(X) ≤ κ and nw(X) ≤ 2κ, then w(X) ≤ 2κ.
PROOF. If N is a network in X with |N| ≤ 2κ, we may assume without loss
of generality thatN is closed under κ-intersections. Thus ifG is aGκ-subset
of X and x ∈ G, then there is some N ∈ N such that x ∈ N ⊆ G.
Therefore since pct(X) ≤ κ and nw(X) ≤ 2κ, we may fix a cover G of
compact subsets G of X with χ(G,X) ≤ 2κ such that |G| ≤ 2κ. Note that
w(G) = nw(G) for G ∈ G, cf. JUHA´SZ [34, 2.8 & 3.11]. The conclusion now
follows from Lemma 3.4.7 since if G ∈ G, then w(G) = nw(G) ≤ nw(X) ≤
2κ.
3.4.9. LEMMA. Suppose X is a regular space with t(X)pct(X) ≤ κ. Then for
any closed subspace Y of X with d(Y ) ≤ 2κ, we have w(Y ) ≤ 2κ.
PROOF. LetD be dense in Y with |D| ≤ 2κ. Note that Y is regular and since
it is a closed subset of X , we have t(Y ) ≤ κ. Let F be the collection given
by
F = {A : A ∈ [D]≤κ}.
Then F forms a network for Y . To see this, suppose that U is an open subset
of Y and let x ∈ U be arbitrary. Since Y is regular and t(Y ) ≤ κ, wemay find
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A ∈ [D]≤κ such that x ∈ A ⊆ U . This shows that F forms a network for Y .
Since |F| ≤ 2κ, it follows that nw(Y ) ≤ 2κ. Since Y is closed in X , it is also
the case that pct(Y ) ≤ κ. The conclusion follows from Lemma 3.4.8.
3.4.10. LEMMA. Let X be a topological space with w(X) ≤ 2κ and L(X) ≤ κ.
Then the cardinality of the family of all closed Gκ-subsets ofX does not exceed 2κ.
PROOF. Let B be a base for X of size ≤ 2κ. We may assume without loss
of generality that B is closed under unions of length κ. If H is a closed
Gκ-subset of X , then there is a subfamily U of B with |U| ≤ κ, such that
H =
⋂
U. This follows from the fact that L(X) ≤ κ. Thus we may define
an injection from the family of all closed Gκ-subsets of X into Bκ and this
completes the proof.
3.4.11. LEMMA. Suppose X is a topological space with t(X)pct(X)L(X) ≤ κ.
Suppose further that the Gκ-density of X does not exceed κ. If Y is a closed sub-
space of X with d(Y ) ≤ 2κ then there is a collection B of open subsets of X with
|B| ≤ 2κ such that B is a local ψ-base for all points of Y .
PROOF. Since the Gκ-density of X does not exceed κ, we may find a cover
G of Y which consists of closed Gκ-subsets ofX such that every member of
G is contained in the closure of some member of [X]≤κ. By Lemma 3.4.10
and Lemma 3.4.9 we may assume that |G| ≤ 2κ. By Lemma 3.4.6 we find for
every G ∈ G a ψ-base BG for all points of G such that |BG| ≤ 2κ. Then B =⋃{BG : G ∈ G} is a ψ-base inX for all points of Y and clearly |B| ≤ 2κ.
We now come to the closing-off argument. This kind of argument was
first used by POL [54] to give a proof of Arhangel′skiı˘’s Theorem from [2].
The following proof is due to DE LA VEGA [73, 74] although he used a
different terminology. In the proof of the next theorem, we recursively con-
struct a subspace Y of X . The term ‘closing-off’ argument refers to the fact
that at every stage of the recursion we add sufficiently many points to Y to
make sure that in the end Y satisfies certain closure conditions. By choos-
ing these conditions appropriately, we will be able to show that in fact Y
equals X .
In the original proof of De la Vega, the subspace Y is constructed by
taking an elementary submodel. This construction will guarantee that Y
is closed under ‘all possible closure conditions’. Below we only make sure
that Y is closed under certain conditions that are necessary to carry out
the proof. Although the use of elementary submodels provides a general
framework for carrying out closing-off arguments, I have chosen to include
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the following proof because it does not require any additional knowledge
of logic.
3.4.12. THEOREM. Suppose X is a regular space with t(X)pct(X)L(X) ≤ κ.
Suppose further that the Gκ-density of X does not exceed κ. Then w(X) ≤ 2κ.
PROOF. By transfinite recursion we construct an increasing sequence {Yα :
α < κ+} of closed subspaces of X and an increasing sequence {Pα : α <
κ+} of families of open subsets of X such that the following conditions are
satisfied for all α < κ+.
(1) Pα is a local ψ-base for all points of Yα,
(2) |Pα| ≤ 2κ,
(3) d(Yα) ≤ 2κ,
(4) Whenever U is a subfamily of Pα of size ≤ κ which covers Yα such
that X \⋃U is non-empty, then Yα+1 \⋃U is non-empty.
We put Y0 = ∅ and P0 = ∅. Take any β < κ+ and suppose that Yα and Pα
have been defined for all α < β. Then we proceed as follows.
Case 1: β is a limit ordinal. Put Yβ = ClX
⋃{Yα : α < β}. Then by (3),
the density of Yβ does not exceed 2κ. It follows from 3.4.11 that there is a
collectionB of open subsets ofX with |B| ≤ 2κ such thatB is a local ψ-base
for all points of Yβ . Now let Pβ = B ∪
⋃{Pα : α < β}.
Case 2: β = α+1 for some α < ω1. Let Eα be the collection of all members
U of [Pα]≤κ such thatU covers Yα andX\
⋃
U is non-empty. Since |Pα| ≤ 2κ,
the cardinality of the collection Eα does not exceed 2κ. For eachU ∈ Eα, pick
c(U) ∈ X \⋃U, and put
Yβ = ClX{c(U) : U ∈ Eα} ∪ Yα.
The density of Yβ does not exceed 2κ, so we may find a collection B with
|B| ≤ 2κ such that B is a local ψ-base for all points y ∈ Yβ . We put Pβ =
B ∪ Pα.
This completes the recursion. We put Y =
⋃{Yα : α < κ+}. Then
clearly d(Y ) ≤ κ+ · 2κ = 2κ. Furthermore, since the sequence {Yα : α < κ+}
is increasing and t(X) ≤ κ, it follows that Y is closed in X . We will show
that X = Y .
Assume to contrary that x ∈ X \ Y . Put P = ⋃{Pα : α < κ+}. Clearly,
P is a ψ-base for all points y ∈ Y . Therefore, there exists a cover U of Y
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which consists of members of P such that x 6∈ ⋃U. Since L(Y ) ≤ κwe may
assume that |U| ≤ κ. It follows that U ⊆ Pα for some α < κ+. But then by
condition (4), it follows that U does not cover Yα+1, which contradicts the
fact that U covers Y . It follows that X = Y .
Since d(Y ) ≤ 2κ, it follows from Lemma 3.4.9 that w(X) = w(Y ) ≤
2κ.
3.4.13. COROLLARY. If X =
∏{Xi : i ∈ I} is homogeneous and
t(Xi)pct(Xi) ≤ κ for all i ∈ I , then whenever Xj is regular,
w(Xj) ≤ 2κ·L(Xj).
PROOF. It follows from Corollary 3.4.4 that for all i ∈ I , the Gκ-density of
Xi does not exceed κ. If in addition Xj is regular, then an application of
Theorem 3.4.12 yields the inequality.
3.4.14. COROLLARY. If X is a power homogeneous regular space then
|X| ≤ 2t(X)pct(X)L(X).
PROOF. Since X is a power homogeneous regular space, it follows from
Corollary 3.4.13 that
d(X) ≤ w(X) ≤ 2t(X)pct(X)L(X).
Furthermore, piχ(X) ≤ t(X)pct(X) by Corollary 2.4.4. So from Corol-
lary 3.3.6 it follows that
|X| ≤ d(X)piχ(X) ≤ 2t(X)pct(X)L(X).
3.4.15. COROLLARY. If X is a power homogeneous compact space, then
|X| ≤ 2t(X).
PROOF. Since X is compact, pct(X)L(X) = ℵ0. Now apply Corol-
lary 3.4.14.
We now present some more homogeneity results for local cardinal func-
tions on compact power homogeneous spaces. This is a continuation of
such results for power homogeneous spaces from the final part of the pre-
vious section.
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3.4.16. PROPOSITION. Suppose X =
∏{Xi : i ∈ I} is homogeneous. Suppose
further that for all i ∈ I ,Xi contains some point ei with χ(ei, Xi) ≤ κ. If for some
j ∈ I , piκχ(Xj) ≤ κ and Xj is of pointwise countable type then χ(Xj) ≤ κ.
PROOF. It follows from Proposition 3.3.11 that ψ(Xj) ≤ κ. Since Xj is
of pointwise countable type, it follows from Corollary 2.4.6 that ψ(Xj) =
χ(Xj).
3.4.17. PROPOSITION. Suppose X is a power homogeneous space of pointwise
countable type with piκχ(X) ≤ κ. Then either χ(X) ≤ κ or X is homogeneous
with respect to character.
PROOF. By Corollary 2.4.6, ψ(x,X) = χ(x,X) for all x ∈ X . So X is homo-
geneous with respect to ψ-character if and only if it is homogeneous with
respect to character. Now apply Corollary 3.3.12.
3.4.18. COROLLARY (GCH). If X is a power homogeneous compactum then
χ(X) = t(X).
PROOF. Since |X| ≤ 2t(X), it follows from the Cˇech-Pospisˇil Theorem
(Theorem 2.5.1) and GCH that for some e ∈ X , χ(e,X) ≤ t(X). Since
piχ(X) ≤ t(X), it follows from Proposition 3.4.17 that χ(X) ≤ t(X).
3.4.19. COROLLARY (c < 2ℵ1). A power homogeneous compactum has countable
tightness if and only if it is first-countable.
3.4.20. COROLLARY. If X is a power homogeneous compactum, then assuming
GCH, χ(X) ≤ c(X)piχ(X). In particular, assuming c < 2ℵ1 , every power homo-
geneous compactum of countable pi-weight is first-countable.
PROOF. By Theorem 3.3.8 we have |X| ≤ 2c(X)piχ(X). We may repeat the
proof of Corollary 3.4.18 to conclude that χ(X) ≤ c(X)piχ(X).
3.4.21. LEMMA. SupposeX is a power homogeneous compactum and t(p,X) ≤ κ
for some p ∈ X . Then for all x ∈ X , if piχ(x,X) ≤ κ, then t(x,X) ≤ κ.
PROOF. Let µ be large enough so that Xµ is homogeneous. We will
abuse notation and assume that p, x ∈ ∆(X,µ) and t(pi(p), X) ≤ κ and
piχ(pi(x), X) ≤ κ. Since ∆(X,µ) is homeomorphic to X , it suffices to show
that if Y ⊆ ∆(X,µ) and x ∈ Y , then x ∈ Z for some Z ∈ [Y ]≤κ.
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Fix a homeomorphism h of Xµ such that h(p) = x. By Corollary 3.1.4
and the fact that piχ(pi(x), X) ≤ κ, we may find a set of coordinates A ⊆ µ
such that |A| ≤ κ and
hpi−1A (pA) ⊆ pi−1(pi(x)).
SinceX is compact and |A| ≤ κ, it follows that t(pA, XA) ≤ κ (see for exam-
ple JUHA´SZ [34, 5.9]). But piA is continuous and therefore pA is contained in
the closure of piAh−1(Y ) in XA. Therefore we may find a set W ⊆ h−1(Y )
with |W | ≤ κ and pA ∈ piA[W ]. Let Z = h[W ] ⊆ Y . By compactness, it
follows that
pi−1A (pA) ∩W 6= ∅.
and therefore
hpi−1A (pA) ∩ Z 6= ∅.
Since
(
hpi−1A (pA)
)∩∆(X,µ) = {x} and Z ⊆ Y ⊆ ∆(X,µ) it must be the case
that x ∈ Z. Since |Z| = |W | ≤ κ and Z ⊆ Y this completes the proof.
3.4.22. COROLLARY. Suppose X is a power homogeneous compactum. Then ei-
ther t(X) = piχ(X) or X is homogeneous with respect to tightness.
PROOF. We have piχ(X) ≤ t(X) by Theorem 2.4.2. Let µ = min{t(x,X) :
x ∈ X}. If µ ≤ piχ(X), then t(X) ≤ piχ(X) by Lemma 3.4.21. If µ > κ, then
it follows from Lemma 3.4.21 that t(x,X) = µ for all x ∈ X .
Unlike all the other results in this chapter, the final theorem of this
section is not about power homogeneous spaces. A continuous function
µ : X3 → X which satisfies the equalities µ(x, y, y) = x = µ(y, y, x) for
all x, y ∈ X is called a Mal’tsev function. If there is a Mal’tsev function
on a space X , then X is called a Mal’tsev space. For more information on
Mal’tsev spaces we refer the reader to the introduction of Chapter 4. For
now we note that every compact Mal’tsev space is a retract of a topological
group. This was proved by SIPACHEVA [66]. We shall call a space retral if it
is a retract of a topological group.
It was shown by ISMAIL [33] that if G is a topological group, then
χ(G) = piχ(G). We shall prove below that this equality is also valid for
Mal’tsev spaces of point-countable type. For compact Mal’tsev spaces, this
follows from known results because USPENSKII˘ [72] proved that every com-
pact retral space is dyadic and GERLITS [28] proved that in dyadic spaces
weight and pi-character coincide. We first prove the following lemma.
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3.4.23. LEMMA. Suppose that X is a compact subset of a Mal’tsev space Z. Then
for all x ∈ X , χ(x,X) ≤ piχ(x,Z).
PROOF. Let Z be a Mal’tsev space such that X ⊆ Z and fix a Mal’tsev
function µ on Z. All closures are taken in Z. Fix a point x ∈ X and a local
pi-base B at x in Z. For every B ∈ B, we pick yB ∈ B. For y ∈ Z we define
fy : Z → Z by fy(z) = µ(y, x, z). Note that fy(x) = y for every y ∈ Z.
LetU = {X∩f−1yB [B] : B ∈ B}. We will show that this is a local basis at x
in X . Since |U| ≤ |B|, this suffices to prove the theorem. Note in particular
that U is a collection of open neighbourhoods of x in X .
So letU be some open neighbourhood of x inX . ThenX\U is a compact
subset of Z which misses x and therefore we may find an open neighbour-
hood V of x in Z such that
X \ U ⊆ Z \ V .
It follows that
{x} × {x} × (X \ U) ⊆ µ−1[Z \ V ].
By a standard compactness argument, wemay find an open neighbourhood
W of x in Z such that
W ×W × (X \ U) ⊆ µ−1[Z \ V ].
SinceB is a local pi-base at x in Z, we may findB ∈ B such thatB ⊆W ∩V .
We prove the following claim;
CLAIM 1. If y ∈ B, then X ∩ f−1y [B] ⊆ U .
PROOF OF CLAIM. Let z ∈ X ∩ f−1y [B] and suppose that z 6∈ U . Then
z ∈ X \ U and since x, y ∈ W , it follows that (y, x, z) ∈ W ×W × (X \ U).
This implies that fy(z) = µ(y, x, z) ∈ Z \V . So we have fy(z) ∈ B ∩ (Z \V ).
But B ⊆ V and therefore B ∩ (X \ V ) = ∅. This is a contradiction. J
From the claim it follows that X ∩ f−1yB [B] is a neighbourhood of x in X
which is contained in U . Since U was arbitrary, we have proved that U is a
local basis at x in X and this completes the proof.
3.4.24. THEOREM. If X is a Mal’tsev space, then χ(X) = piχ(X)pct(X). In
particular, if X is of point-countable type, then χ(X) = piχ(X).
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PROOF. Fix x ∈ X and a compact subset F of X such that x ∈ F and
χ(F,X) ≤ pct(X). We have just proved that χ(x, F ) ≤ piχ(x,X). Applying
Lemma 2.4.3, it follows that:
χ(x,X) ≤ χ(x, F )χ(F,X) ≤ piχ(x,X)pct(X).
This shows that χ(X) ≤ piχ(X)pct(X). The reverse inequality is always
valid, so this completes the proof.
3.5 Hereditarily normal compact spaces
In this section we study power homogeneous T5 compacta. It was asked by
VAN MILL [49] whether the size of homogeneous T5 compacta is bounded
by c. A consistent positive answer was provided by JUHA´SZ, NYIKOS and
SZENTMIKLO´SSY [36]. This section contains generalizations from both [49]
and [36] to the power homogeneous case. The main observation is the fol-
lowing result;
3.5.1. PROPOSITION. Suppose X is a power homogeneous T5 compactum. Then
piχ(X) ≤ ω.
PROOF. Since X is a T5 compactum, it follows from Theorem 2.5.2 that the
set D = {x ∈ X : piχ(x,X) ≤ ω} is dense in X . By Corollary 3.3.10 it
follows that piχ(X) ≤ ω.
3.5.2. COROLLARY. If X is a power homogeneous T5 compactum, then X is ho-
mogeneous with respect to tightness and character.
PROOF. This follows from Proposition 3.5.1, Corollary 3.4.22 and Proposi-
tion 3.4.17.
3.5.3. THEOREM. If X is a power homogeneous T5 compactum, then
|X| ≤ 2c(X).
PROOF. This follows from Proposition 3.5.1 and the fact that |X| ≤
2piχ(X)c(X) by Theorem 3.3.8.
3.5.4. THEOREM. IfX is a compact space satisfying wD(ℵ1) hereditarily and the
set of points of uncountable tightness in X is Gδ-dense, then every point of X is a
pseudo P-point.
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PROOF. By the remarks made after Lemma 2.5.4, it suffices to show that the
set of pseudo P -points of X is Gδ-dense in X . It is proved in [36, Theorem
2.7], that if some free ω1-sequence converges to y, then y is a pseudo P -
point ofX . Therefore it suffices to show that every non-emptyGδ-subset of
X contains a limit point of some converging free ω1-sequence.
So let G be a non-empty Gδ-subset of X . Without loss of generality we
may assume thatG is closed. Then by assumption,G contains points of un-
countable tightness (in X) and therefore the tightness of G is uncountable.
This follows from Proposition 2.4.7. Since G is compact we apply Theo-
rem 2.5.3 to conclude that G contains a limit point of some converging free
ω1-sequence. Since G is closed in X , this sequence is also a converging free
ω1-sequence in X and this completes the proof.
3.5.5. COROLLARY. If X is a power homogeneous T5 compactum satisfying
wD(ℵ1) hereditarily, then X is countably tight and hence of cardinality ≤ c.
PROOF. IfX contains an isolated point, then it contains a point of countable
tightness and therefore by Corollary 3.5.2 the tightness of X is countable.
So suppose that X does not contain isolated points. Since the pi-character
of X is countable by Proposition 3.5.1, it follows from Lemma 2.5.4 that
not every point of X is a pseudo P -point. Since X is homogeneous with
respect to tightness by Corollary 3.5.2, if follows from Theorem 3.5.4 thatX
is countably tight.
In both cases it follows from Corollary 3.4.15 that |X| ≤ c.
3.5.6. COROLLARY (c < 2ℵ1). Every power homogeneous T5 compactum is first-
countable.
PROOF. The space X is homogeneous with respect to character by Corol-
lary 3.5.2. So if X contains isolated points, then it follows that X is first-
countable. If X contains no isolated points, then |X| = 2χ(X) by the Cˇech-
Pospisˇil Theorem (Theorem 2.5.1). It follows from Theorem 2.4.16 that X
satisfies wD(ℵ1) hereditarily and therefore |X| ≤ c by Corollary 3.5.5. So
we have 2χ(X) ≤ c, and therefore X is first-countable, since c < 2ℵ1 .
A spaceX is calledmonotonically normal provided that for every x ∈ X
and an open neighbourhood U of x, there is an open set H(x,U) such that
x ∈ H(x,U) ⊆ U and whenever H(x,U) ∩H(y, V ) 6= ∅, then either x ∈ V
or y ∈ U . Every monotonically normal power homogeneous compact space
is first-countable, see ARHANGEL′SKII˘ [9, Theorem 8]. An elementary proof
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of this fact for the homogeneous case is given in [36]; with the results from
this section this proof also works for the power homogeneous case.
3.5.7. PROPOSITION. Every monotonically normal power homogeneous compact
space is first-countable.
PROOF. Let X be a monotonically normal power homogeneous compact
space. Recall that monotone normality is hereditary and every monotoni-
cally normal space is normal. It follows that X is hereditarily normal and
therefore piχ(X) ≤ ω and X is homogeneous with respect to character (see
Proposition 3.5.1 and Corollary 3.5.2). If X has isolated points, then it fol-
lows that X is first-countable, so we assume that X has no isolated points.
Let P (p,X) denotemin{κ : p is not a Pκ+-point ofX}, i.e., P (p,X) is the
smallest size of a family of neighbourhoods of p in X whose intersection is
not a neighbourhood of p. In a monotonically normal compact spaceX , the
set of all points p such that χ(p,X) = P (p,X) is dense in X (this is due to
WILLIAMS and ZHOU [76], see also JUHA´SZ [35, 3.12]).
We will show that P (p,X) is countable for all p ∈ X . For suppose not
and let x be a P -point inX . LetU be a countable local pi-base at x inX . Since
x is non-isolated, we may assume without loss of generality that x 6∈ U for
all U ∈ U. But then F = ⋃{U : U ∈ U} is an Fσ-set which misses x. Since x
is a P -point, there is an open neighbourhood V of X such that V ∩ F = ∅.
This contradicts the fact that U is a local pi-base at x.
We have shown that P (p,X) is countable for all p ∈ X and therefore X
contains a dense set of points of countable character. SinceX is homogene-
ous with respect to character, it follows that X is first-countable.
Chapter 4
Structural properties
4.1 Introduction
In this chapter we study spaces which are retracts of certain homogeneous
spaces. Examples are retracts of coset spaces, retracts of topological groups
and of course power homogeneous spaces. Such spaces are usually not
homogeneous, but they do satisfy certain ‘nice’ topological properties. A
natural question in this context is the following; suppose we are given some
class A of homogeneous spaces. Which spaces are retracts of members of
A?
Several authors have considered this question for various classes of ho-
mogeneous spaces. It was shown by USPENSKII˘ [69] that for every space
X there is a space Y such that X × Y is homogeneous. So every space is a
retract of a homogeneous space. This positive results leads to the question
whether every compact space is a retract of a compact homogeneous space.
The answer to this question is NO; Motorov showed that the sin(1/x)-
continuum is not a retract of a compact homogeneous space, by showing
that such retracts are weakly 11/2-homogeneous (see Definition 4.1.1). The
sin(1/x)-continuum does not have this property.
We study similar properties for retracts of some class of homogeneous
spaces. One of the properties that we study is the weak form of Ungar’s
Theorem which is defined as follows. If U is an open cover of the space X
and A ⊆ X , then a function f : A → X is said to be limited by U provided
that for every x ∈ A there is an elementU ∈ U containing both x and f(x). If
p ∈ X , then we say thatX satisfies Ungar’s Theorem locally at p if for every
open cover U ofX and compact subsetK ⊆ X , we may find an open neigh-
bourhood V of p with the following property; whenever x, y ∈ V there is a
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homeomorphism f : X → X such that f(x) = y and f  K is limited by U.
If a space X satisfies these conditions where we replace ‘homeomorphism’
by ‘continuous map’, then we say thatX satisfies the weak form of Ungar’s
Theorem locally at p. We say that a space X satisfies (the weak form of)
Ungar’s Theorem if it satisfies (the weak form of) Ungar’s Theorem locally
at p for all p ∈ X .
We will prove that coset spaces satisfy Ungar’s Theorem and that the
weak form of this property is preserved by taking retractions. So in par-
ticular, retracts of coset spaces and retral spaces satisfy the weak form of
Ungar’s Theorem. Recall from §3.4 that a continuous function µ : X3 → X
which satisfies the equalities µ(x, y, y) = x = µ(y, y, x) for all x, y ∈ X is
called a Mal’tsev function. If there is a Mal’tsev function on a spaceX , then
X is called a Mal’tsev space.
If G is a topological group, then the formula xy−1z defines a Mal’tsev
function on G. Furthermore, if µ is a Mal’tsev function on X and r : X →
Y is a retraction, then the restriction to Y 3 of the function r ◦ µ defines a
Mal’tsev function on Y . So the class of Mal’tsev spaces is closed under
taking retractions. Since we have just shown that every topological group
is a Mal’tsev space, it follows that retral spaces are also Mal’tsev spaces.
This raises the question whether conversely every Mal’tsev space is re-
tral. It was shown by SIPACHEVA [66] that every compact Mal’tsev space is
retral, but GARTSIDE, REZNICHENKO and SIPACHEVA [27] provide an ex-
ample of a Mal’tsev space which is not retral. Since every retral space satis-
fies the weak form of Ungar’s Theorem, this leads to the question whether
Mal’tsev spaces also have this property. We will show that this is indeed
the case for regular Mal’tsev spaces.
In §4.3 we study some consequences of the weak form of Ungar’s Theo-
rem. The study of this property was motivated by a result of AARTS and
OVERSTEEGEN [1], who proved that if a homogeneous space X is locally
compact and separable metrizable, then it is homeomorphic to a product
space Z × Y , where Z is zero-dimensional and Y is connected. One ingre-
dient in the proof of this representation theorem is to show that a certain
quotient map is an open mapping. We will prove that for spaces satisfying
the weak form of Ungar’s Theorem, this quotient map is also open. It is not
the case that such spaces have a similar product structure, but we will show
that these spaces still have certain ‘nice’ topological properties.
Next we consider power homogeneous spaces. A power homogeneous
space X is a retract of a homogeneous space which has a very strong re-
lation with X , namely it is a power space of X . In Chapter 3 we studied
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cardinal restrictions for power homogeneous spaces. Such cardinal restric-
tions allow us to show that certain spaces are not power homogeneous. In
this chapter we provide more tools for proving non-power homogeneity of
certain spaces. An example of such a tool can be found in ARHANGEL′SKII˘
[8]. It is noted there that if a power homogeneous space X contains a
point which has a basis consisting of clopen subsets of X , then X is zero-
dimensional. For example, the subspace [0, 1] ∪ {2} of the real line is not
power homogeneous because it contains an isolated point but it is not zero-
dimensional.
One could express this by saying that power homogeneous spaces are
homogeneous with respect to ‘having a local basis of clopen sets’: either all
or none of the points in the space have such a local base. We prove similar
statements for other local properties. We show that compact power homo-
geneous spaces are homogeneous with respect to the weak form of Ungar’s
Theorem. Next we show that connected power homogeneous spaces are
homogeneous with respect to local connectedness and we also prove a gen-
eralization of this result. This provides us with tools for showing that cer-
tain spaces are not power homogeneous. We will apply these results in the
next chapter to provide examples of separable metrizable spaces that are
not power homogeneous. This task can usually not be achieved by way
of cardinal functions, since such spaces are first-countable and their size is
bounded by c.
To give a flavour of the arguments used in this chapter, we first demon-
strate a classical result from the literature. This result, which is due to Mo-
torov, states that a retract of a compact homogeneous space is weakly 11/2-
homogeneous. The argument can be divided into two steps. The first step
is to prove that every compact homogeneous space is 11/2-homogeneous.
To conclude that retracts of compact homogeneous spaces are weakly 11/2-
homogeneous, it suffices to note that weak 11/2-homogeneity is preserved
under taking retractions.
4.1.1. DEFINITION. We call a space X (weakly) 11/2-homogeneous if for ev-
ery closed subset A of X , x ∈ A and y 6∈ A, there is a homeomorphism
(continuous function) f : X → X such that f(x) 6∈ A and f(y) ∈ A.
4.1.2. THEOREM. If X is a compact homogeneous space, then it is 11/2-
homogeneous.
PROOF. Let A be a closed subset of X and let A = {h[A] : h ∈ H(X)}.
Furthermore, let B be the family of all non-empty intersections of subfam-
ilies of A. If C is a decreasing chain in B then by compactness of X , the
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intersection
⋂
C is non-empty. So if we order B by inclusion, then every
decreasing chain in B has a lower bound. It follows from Zorn’s lemma
that the collection Ewhich consists of minimal elements of B is non-empty.
Note that if h is a homeomorphism ofX and E ∈ E, then h[E] ∈ B and this
set is also minimal in B and therefore h[E] ∈ E. SinceX is homogeneous, it
follows that E forms a cover ofX . Furthermore, since every member of E is
minimal and B is closed under taking intersections, it follows that E forms
a partition of X .
Now let x ∈ A and y 6∈ A be arbitrary. For z ∈ X , the setEz is the unique
element of E containing z. Note that if a ∈ A, then Ea ⊆ A since A ∈ B.
Since y 6∈ A, it follows that Ey ∩ Ea = ∅ whenever a ∈ A and therefore
Ey ∩ A = ∅. Since Ey is the intersection of members of A, it follows from
compactness of X that there is some homeomorphism h of X such that
h[A] ∩A = ∅ and y ∈ Ey ⊆ h[A].
Note that A ∩ h−1[A] = ∅ and since y ∈ h[A], we have h−1(y) ∈ A. So if
we let f = h−1, then f(y) ∈ A and f(x) 6∈ A. This completes the proof.
4.1.3. PROPOSITION. If X is weakly 11/2-homogeneous and r : X → Y is a
retraction, then Y is weakly 11/2-homogeneous.
PROOF. Let A be a closed subset of Y , x ∈ A and y ∈ Y \ A. Then r−1[A]
is a closed subset of X , so there is a continuous function f : X → X such
that f(x) 6∈ r−1[A] and f(y) ∈ r−1[A]. Let g : Y → Y be defined by the
formula g(z) = r(f(z)), where z ∈ Y . Then g(x) 6∈ A and g(y) ∈ A and this
completes the proof.
Since every 11/2-homogeneous space is also weakly 11/2-homogeneous,
the following corollary follows from the previous two results.
4.1.4. COROLLARY. If X is a retract of a compact homogeneous space, then it is
weakly 11/2-homogeneous.
4.1.5. PROPOSITION. If X is a Mal’tsev space and x, y ∈ X , then there is a
continuous function f : X → X such that f(x) = y and f(y) = x. In particular
every Mal’tsev space is weakly 11/2-homogeneous.
PROOF. If µ : X3 → X is a Mal’tsev function and x, y ∈ X , then define
f : X → X by the formula f(z) = µ(x, z, y) for z ∈ X . Then f is continuous
and since µ(x, x, y) = y and µ(x, y, y) = x, it follows that f(x) = y and
f(y) = x. This clearly implies that X is 11/2-homogeneous.
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4.2 Retracts of coset spaces and Mal’tsev spaces
In this section we prove that retracts of coset spaces and regular Mal’tsev
spaces satisfy the weak form of Ungar’s Theorem. Note that a space X
satisfies (the weak form of) Ungar’s Theorem if and only if for every open
cover U of X and compact subset K ⊆ X there is an open cover V of X
with the following property; whenever x, y ∈ V ∈ V then there is a homeo-
morphism (continuous map) f : X → X such that f(x) = y and f  K is
limited by U. We will always use this characterization to prove that a space
satisfies some form of Ungar’s Theorem.
Recall that a space X is called a coset space provided that there is a
topological groupGwith closed subgroupH such thatX andG/H = {gH :
g ∈ G} are homeomorphic. Every coset space is homogeneous, see for
example HEWITT and ROSS [32, Theorem 5.20]. If G is a topological group
acting transitively on a spaceX , then for every x ∈ X we let γx : G→ X be
defined by γx(g) = gx. It is easy to show that Z is a coset space if and only
if there is a topological group G acting transitively on Z such that for some
z ∈ Z (equivalently: for all z ∈ Z) the function γz : G→ Z is open, see VAN
MILL [48].
4.2.1. THEOREM. Coset spaces satisfy Ungar’s Theorem.
PROOF. Let Z be a coset space, U an open cover of Z andK ⊆ Z a compact
subset. Let G be a topological group acting transitively on Z such that for
every z ∈ Z we have that the function γz : G → Z is open. For z ∈ K let
Vz be an open neighbourhood of e in G such that γz[V 2z ] is contained in an
element of U. There is a finite F ⊆ K such that
K ⊆
⋃
z∈F
γz[Vz].
Let V =
⋂
z∈F Vz , and letW be a symmetric open neighbourhood of e in G
such thatW 2 ⊆ V . Put V = {γz[W ] : z ∈ Z}. Then V is an open cover of Z,
and we claim that it is as desired. To this end pick arbitrary z, p, q ∈ Z such
that p, q ∈ γz[W ]. There are h, g ∈ W such that hz = p and gz = q. Then
ξ = gh−1 ∈W 2 and ξp = q. So it suffices to prove that if α ∈W 2 and y ∈ K
are arbitrary then there exists U ∈ U containing both y and αy. Pick z ∈ F
such that y ∈ γz[Vz] ⊆ γz[V 2z ]. Then there is an element f ∈ Vz such that
fz = y. Since αy = (αf)z ∈ γz[V 2z ] and γz[V 2z ] is contained in an element of
U, this completes the proof.
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It was shown by UNGAR [68] that every homogeneous, separable,
metrizable and locally compact space is a coset space. This is a consequence
of the Effros theorem on transitive actions of Polish groups on Polish spaces,
see EFFROS [21] and also VAN MILL [48]. It follows that such spaces satisfy
Ungar’s Theorem by Theorem 4.2.1, so we have the following;
4.2.2. COROLLARY. A locally compact, homogeneous and separable metrizable
space satisfies Ungar’s Theorem.
Suppose X is a compact power homogeneous metric space such that
Xω is homogeneous. Then by the previous result X is a retract of a space
satisfying Ungar’s Theorem. The following proposition shows that in this
case X satisfies the weak form of Ungar’s Theorem.
4.2.3. PROPOSITION. Let r : X → Y be a retraction and suppose thatX satisfies
the weak form of Ungar’s Theorem. Then Y also satisfies the weak form of Ungar’s
Theorem.
PROOF. Let U be an open cover of Y and K ⊆ Y a compact subset. We
apply the fact thatX satisfies the weak for of Ungar’s Theorem to the cover
{r−1[U ] : U ∈ U} and the compact set K ⊆ X to find a coverW of X with
the desired properties. We let V = {W ∩ Y :W ∈W}. Clearly, V is an open
cover of Y . If x, y ∈ V for some V ∈ V, then x, y ∈ W for someW ∈ W, so
there is a continuous map f : X → X such that f(x) = y and fK is limited
by {r−1[U ] : U ∈ U}. If we define f : Y → Y by f(z) = r(h(z)) for z ∈ Y ,
then it is clear that f(x) = y and it is easily verified that fK is limited by
U.
It follows that retracts of coset spaces satisfy the weak form of Ungar’s
Theorem. So in particular retral spaces also have this property. Although a
Mal’tsev space need not be retral, we will now prove that regular Mal’tsev
spaces also satisfy the weak form of Ungar’s Theorem. Recall that ∆(X)
denotes the diagonal in X2.
4.2.4. THEOREM. Regular Mal’tsev spaces satisfy the weak form of Ungar’s Theo-
rem.
PROOF. Let X be a regular Mal’tsev space with Mal’tsev function µ. Fix
an open cover U of X and a compact subset K ⊆ X . By regularity we
may refine the open cover U by an open coverW of X , such that the cover
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{W : W ∈ W} is also a refinement of U. For every W ∈ W we choose
UW ∈ U such thatW ⊆ UW . We have that;
∆(X)×W ⊆ µ−1[UW ].
CLAIM. For everyW ∈W there is an open cover VW of X such that⋃{
V × V × (K ∩W ) : V ∈ VW} ⊆ µ−1[UW ].
PROOF OF CLAIM. LetW ∈W be given. IfK ∩W = ∅ then there is nothing
to prove. So assumeK ∩W 6= ∅. We fix x ∈ X . For every w ∈ K ∩W , there
are open sets Ew and Gw such that
(x, x, w) ∈ Ew × Ew ×Gw ⊆ µ−1[UW ].
Since K ∩ W is compact, there is a finite set F ⊆ K ∩ W such that the
collection {Gw : w ∈ F} coversK ∩W . Let Vx be given by
⋂{Ew : w ∈ F}.
Then Vx is an open neighbourhood of x and clearly
Vx × Vx ×
(
K ∩W ) ⊆ µ−1[UW ].
To see this, suppose (y, z, u) ∈ Vx × Vx × (K ∩W ). Then u ∈ Gw for some
w ∈ F . It follows that y, z ∈ Ew and since Ew × Ew × Gw ⊆ µ−1[UW ], it
follows that (y, z, u) ∈ µ−1[UW ]. So the open cover VW may be given by
{Vx : x ∈ X}. J
SinceK is compact, we may fix a finite subcollectionW′ ofW, such that
W′ is an open cover ofK. SinceW′ is finite we may find an open cover V of
X , such that V is a refinement of VW for everyW ∈W′.
We claim that the cover V is as required. To show this, suppose that
x, y ∈ V for some V ∈ V. We define f : X → X by the formula f(z) =
µ(y, x, z). Then f is continuous and f(x) = µ(y, x, x) = y. To show that
f  K is limited by U, suppose z ∈ K. Then z ∈W for someW ∈W′. Since
x, y ∈ V ∈ V and V refines VW , we have
(y, x, z) ∈ V × V × (K ∩W ) ⊆ µ−1[UW ].
It follows that f(z) = µ(y, x, z) ∈ UW . Recall that z ∈ W ⊆ UW and
therefore it follows that {z, f(z)} ⊆ UW . Since z was an arbitrary element
ofK, this shows that f  K is limited by U.
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The following provides a useful characterization of the forms of Un-
gar’s Theorem for compact metric spaces. Using this reformulation, Corol-
lary 4.2.2 is usually referred to as Ungar’s Theorem, which explains our
terminology.
4.2.5. PROPOSITION. Let (X, %) be a compact metric space. Then X satisfies
(the weak form of) Ungar’s Theorem if and only if for every ε > 0 there is some
δ > 0 such that whenever %(x, y) < δ, there is a homeomorphism (continuous
map) f : X → X mapping x onto y such that for all z ∈ X , %(z, f(z)) < ε.
PROOF. Suppose X satisfies (the weak form of) Ungar’s Theorem and let
ε > 0. Apply the fact that X satisfies (the weak form of) Ungar’s Theorem
to the cover {B%(x, ε) : x ∈ X} and the compact set X to obtain a cover V
with the desired properties. SinceX is compact, there is a Lebesgue number
δ for V. If %(x, y) < δ, then x, y ∈ V for some V ∈ V and this shows that δ is
as required.
Conversely, suppose that X satisfies the εδ-condition and let U be an
open cover of X and K ⊆ X be a compact subset. We assume without loss
of generality thatK = X . Nowwe let ε be a Lebesgue number for the cover
U andwe find a suitable δ for this ε > 0. Let V = {B%(x, δ/2) : x ∈ X}. Now
if x, y ∈ V for some V ∈ V, then %(x, y) < δ, so there is a homeomorphism
(continuous map) f : X → X mapping x onto y such that %(z, f(z)) < ε for
all z ∈ X . Since ε is a Lebesgue number for the cover U, this means that f
is limited by U.
4.3 Consequences of the weak form of Ungar’s Theorem
In the previous section we have shown that there are natural spaces which
satisfy the weak form of Ungar’s Theorem. In this section we will prove
some properties of spaces that satisfy the weak form of Ungar’s Theorem.
This provides us with useful techniques to prove that certain spaces are not
retracts of coset spaces or Mal’tsev spaces.
Whenever X is a topological space, and R is a partition of X , then by
X/R we denote the quotient space associated to R and pi : X → X/R is
the corresponding quotient map. Whenever x ∈ X , by Rx we denote the
unique element of R that contains x. Note that Rx = pi−1
[
pi(x)
]
. We say
that the partition R is an invariant partition if the following holds: for ev-
ery continuous function f : X → X and for all R,Q ∈ R, if f [R] ∩ Q 6= ∅
then f [R] ⊆ Q. Examples of invariant partitions are C(X) and PC(X)where
C(X) is the family of all components in X and PC(X) is the family of all
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path-components in X . We will write C and PC if X is clear from the con-
text. In particular we use Cx (PCx) for the (path)-component containing x,
where x ∈ X . We will state many of our results for an arbitrary invariant
partition R of some space X . For applications, we often use either C(X) or
PC(X).
It should be pointed out that the quotient space X/R might fail to be
Hausdorff, contrary to our convention that we only deal with Hausdorff
spaces. If X is compact, then X/C is a Hausdorff space, since in compact
spaces components and quasi-components coincide.
We have already mentioned the following result of AARTS and OVER-
STEEGEN [1]; if a homogeneous space X is locally compact, separable and
metrizable, then it is homeomorphic to the product Z ×Y , where Z is zero-
dimensional and Y is connected. The proof in [1] can be divided into two
steps; first it is proved that the quotient map pi : X → X/Q is open. Here
Q is the invariant partition of X consisting of all quasi-components in X .
Next it is noted that X is a coset space of the completely metrizable group
H(X)which acts transitively onX . Applying a theorem of EFFROS [21] and
a selection theorem of MICHAEL [44], it is proved that there is a homeomor-
phism of Z × Y onto X .
We have shown in §4.2 that if X is a locally compact and homogeneous
metrizable space then it satisfies Ungar’s Theorem. It follows from our next
result that in this case the quotient mapping pi of X onto X/Q is open. In
fact, this is also true for spaces satisfying the weak form of Ungar’s Theo-
rem. Simple examples show that such spaces might fail to have a product
structure as in the result of Aarts and Oversteegen; see Example 5.3.2.
4.3.1. THEOREM. Suppose X satisfies the weak form of Ungar’s Theorem and R
is an invariant partition in X . Then pi : X → X/R is an open map.
PROOF. Let U ⊆ X be open. We will show that pi−1[pi[U ]] is open. Assume
to the contrary that this set is not open. Then there is an x ∈ pi−1[pi[U ]] such
that V 6⊆ pi−1[pi[U ]] for every neighbourhood V of x. The set A is given by
X \ pi−1[pi[U ]]. By assumption we have x ∈ A.
Since pi(x) ∈ pi[U ] we have that U ∩ Rx 6= ∅. So we may choose y ∈
U ∩Rx. LetK be the compact set {y}. Let U = {U,W}whereW = X \ {y}.
Since X satisfies the weak form of Ungar’s Theorem and x ∈ A, we
may find a continuous function f : X → X with the property that f(x) ∈
A and {f(y), y} ⊆ U . Let f(x) = a. By invariance of R it follows that
f(y) ∈ Ra. However since a ∈ A we have a 6∈ pi−1
[
pi[U ]
]
and therefore
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Ra ∩ pi−1
[
pi[U ]
]
= ∅. In particular it follows that Ra ∩ U = ∅. But we have
just shown that f(y) ∈ Ra ∩ U , which is a contradiction.
Before proving the next result, we recall some dimension theory from
ENGELKING [23]. If A, B is a pair of disjoint closed subsets of a space
X , then a subset L of X is called a partition between A and B if there
are disjoint open subsets U and V of X such that A ⊆ U , B ⊆ V and
X \ L = U ∪ V . If X is a normal space, then by dimX we denote its cover-
ing dimension. We recall the following important facts;
4.3.2. THE COUNTABLE SUM THEOREM. If a normal spaceX can be represented
as the union of a sequence F1, F2, . . . of closed subspaces such that dimFi ≤ n for
i = 1, 2, . . ., then dimX ≤ n.
4.3.3. THEOREM ON PARTITIONS. A normal space X satisfies the inequality
dimX ≤ n ≥ 0 if and only if for every sequence
(A1, B1), (A2, B2), . . . , (An+1, Bn+1)
of n+1 pairs of disjoint closed subsets ofX there exist closed sets L1, L2, . . . , Ln+1
such that Li is a partition between Ai and Bi and
⋂n+1
i=1 Li = ∅.
A sequence {(Ai, Bi) : i ∈ I} of pairs of disjoint closed subsets of X is
called essential if whenever {Li : i ∈ I} is a sequence of closed subsets of
X such that for all i, Li is a partition between Ai and Bi, the intersection⋂
i∈I Li is non-empty. A sequence of pairs of disjoint closed subsets of X
is called inessential if it is not essential. So the theorem on partitions states
that for n ≥ 0, the covering dimension of X is less than or equal to n if and
only if every sequence of length n + 1 of pairs of disjoint closed subsets of
X is inessential.
If A = {Ai : i ∈ I} is a collection of subsets of X , then a collection
B = {Bi : i ∈ I} of subsets of X is called a swelling of A if for all i ∈ I ,
Ai ⊆ Bi and for every n < ω and s ∈ In we have
As(0) ∩ . . . ∩As(n−1) 6= ∅ ⇔ Bs(0) ∩ . . . ∩Bs(n−1) 6= ∅.
A swelling is called an open swelling if it consists of open subsets. It is a
well-known fact that every finite collection of closed subsets of a normal
space admits an open swelling, see for example ENGELKING [23, Theorem
3.1.1]. The following lemma is a corollary to this result; we give a sketch of
the simple proof.
4.3 Consequences of the weak form of Ungar’s Theorem 67
4.3.4. LEMMA. Let F be a finite collection of closed subsets of a normal space X .
Then there is an open cover V of X such that for all F,G ∈ F and U, V ∈ V the
following holds
(∗) If F ∩G = ∅, F ∩ U 6= ∅ and G ∩ V 6= ∅ then U ∩ V = ∅.
PROOF. Let U = {UF : F ∈ F} be an open swelling of the family F. For
our purposes it suffices to know that whenever F,G ∈ F are disjoint then
so are UF and UG. For every x ∈
⋃
F we set Wx =
⋂{UF : x ∈ F ∈ F}
and Gx =
⋃{F ∈ F : x 6∈ F}. One easily verifies that the cover V given by
{Wx \Gx : x ∈
⋃
F} ∪ {X \⋃F} satisfies property (∗).
4.3.5. THEOREM. Let X be a regular space which satisfies the weak form of Un-
gar’s Theorem. Suppose thatR is an invariant partition inX such that all elements
of R are σ-compact. Let n < ω and consider the set A consisting of all points a in
X such that dimRa ≤ n. Then A is a closed subset of X .
PROOF. Assume that p ∈ A. We will show that p ∈ A. Since Rp is σ-
compact and regular it is Lindelo¨f and therefore normal. It follows from
the countable sum theorem (Theorem 4.3.2) that it suffices to show that any
compact subsetK of Rp satisfies dimK ≤ n.
Fix a compact set K in Rp. We will prove that every family of n + 1
pairs of disjoint closed subsets ofK is inessential (see Theorem 4.3.3). So let
{(Ai, Bi) : 1 ≤ i ≤ n + 1} be such a family. Let F be the family consisting
of all compact sets Ai and Bi for 1 ≤ i ≤ n+ 1. The collection F is a family
of closed subsets of the normal space βX , so we may apply the previous
lemma to obtain an open cover V of βX with property (∗). Restricting the
cover V to X , we obtain an open cover U of X with property (∗). In partic-
ular it follows that whenever Ai ∩ U 6= ∅ and Bi ∩ V 6= ∅ for some U, V ∈ U
then U ∩ V = ∅. Since X satisfies the weak form of Ungar’s Theorem and
the fact that p ∈ A, there is a continuous map f of X which maps p onto
a for some a ∈ A and fK is limited by U. By invariance of R, we have
f [Rp] ⊆ Ra.
By compactness, the collection Γ =
{(
f [Ai], f [Bi]
)
: 1 ≤ i ≤ n + 1}
is a family of n + 1 pairs of closed subsets of Ra. We will show that it is
also a collection of pairs of disjoint subsets of Ra. So let f(z) ∈ f [Ai] and
f(w) ∈ f [Bi], where z ∈ Ai and w ∈ Bi. Then there are U, V ∈ U such
that {z, f(z)} ⊆ U and {w, f(w)} ⊆ V . By (∗) it follows that U ∩ V = ∅ so
f(z) 6= f(w). It follows that f [Ai] ∩ f [Bi] = ∅.
Since Γ is a family of n + 1 pairs of disjoint closed subsets of Ra and
a ∈ A, it follows that it is an inessential family in Ra. By continuity of f , we
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conclude that the original family {(Ai, Bi) : 1 ≤ i ≤ n+ 1} is inessential in
K. Thus we have shown that dimK ≤ n. This completes the proof.
For applications of the previous theorem, note that components are al-
ways closed. So if X is σ-compact, then every element of C is σ-compact as
well.
4.3.6. THEOREM. Suppose X satisfies the weak form of Ungar’s Theorem and R
is an invariant partition in X . Let R,Q ∈ R such that R ∩Q 6= ∅. Then R ⊆ Q.
PROOF. Let R,Q ∈ R with R ∩ Q 6= ∅. Fix z ∈ R and let U be an arbitrary
neighbourhood of z in X . Apply the fact that X satisfies the weak form of
Ungar’s Theorem to the compact setK = {z} and the cover U = {U,W} of
X whereW = X \{z}, to obtain a cover Vwith the desired properties. Pick
y ∈ R ∩ Q. Since V covers X there is a set V ∈ V with y ∈ V . Since y ∈ R,
we have R ∩ V 6= ∅, so let x ∈ R ∩ V . By the properties of V we may find
a continuous function f : X → X such that f(x) = y and {z, f(z)} ⊆ U .
By invariance of R it follows that f [R] ⊆ Q and therefore it follows that
f(z) ∈ Q. We have shown that f(z) ∈ U ∩ Q. Since U was an arbitrary
neighbourhood of z, we have shown that z ∈ Q. Since z was arbitrary we
have shown that R ⊆ Q.
4.3.7. COROLLARY. Suppose X satisfies the weak form of Ungar’s Theorem and
R is an invariant partition in X . Let R,Q ∈ R. The following are equivalent:
(1) R ∩Q 6= ∅,
(2) Q ∩R 6= ∅,
(3) R = Q.
PROOF. It suffices to show equivalence of (1) and (3). It is clearly the case
that (3) ⇒ (1), so assume (1), i.e., R ∩ Q 6= ∅. By the previous theorem it
follows that R ⊆ Q and thus R ⊆ Q. In particular Q ∩ R 6= ∅ and again it
follows that Q ⊆ R. Thus R = Q.
For compact metric spaces Theorem 4.3.5 also follows from a more gen-
eral result on the existence of inverse limits in such spaces. We prove this
result below. First we introduce inverse sequences. Suppose {Xn : n ∈ ω}
is a collection of spaces and for every n < m < ω, let hmn : Xm → Xn be a
continuous map. If for every n < k < m < ω, we have
hmn = h
m
k ◦ hkn,
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then we call {Xn, hmn }n<m<ω an inverse sequence, in this case we also write
{Xn, hmn }. Associated with an inverse sequence is a topological space Xω
which is defined as the following subset of the product space Y =
∏{Xn :
n ∈ ω};
Xω =
{
x ∈ Y : for all n < m < ω (hmn (xm) = xn)}.
The topology of Xω is the subspace topology that it inherits from Y ; note
that Xω is a closed subset of Y . The space Xω is called the inverse limit of
the inverse sequence {Xn, hmn }. The following theorem is well-known;
4.3.8. THEOREM. IfXω is an inverse limit of an inverse sequence {Xn, hmn }where
every Xn is a separable metrizable space and dimXn ≤ k for all n ∈ ω, then also
dimXω ≤ k.
The previous theorem implies that our next result is more general than
Theorem 4.3.5 for compact metric spaces and R = C. We will give the proof
in several steps.
4.3.9. THEOREM. Suppose (X, %) is a compact metric space which satisfies the
weak form of Ungar’s Theorem. Let A ⊆ X be a subset of X with p ∈ A. Then
there is a sequence (Cn)n of components of elements ofA such thatCp is homeomor-
phic to the inverse limit of some inverse sequence {Cn, hnm}m<n<∞. Furthermore,
there is a homeomorphism z : Cp → C∞ such that for every x ∈ Cp we have
x = lim
n→∞ z(x)n.
We fix a compact metric space (X, %). Furthermore, we assume we have
a collection {Cn : n ∈ N} of components inX and a component C inX . We
will derive sufficient conditions for C to be an inverse limit of the Cn’s. To
define an inverse limit we will need maps hnm from Cn into Cm. These are
defined using two collections of mappings {fn : n ∈ N} and {gn : n ∈ N}.
We assume that for every n ∈ N we have that fn : C → Cn and gn :
Cn → C are continuous maps. Let m < n be natural numbers. We define
hnm : Cn → Cm as follows (see Figure 4.1),
hnm = fm ◦ gm+1 ◦ fm+1 ◦ · · · ◦ fn−1 ◦ gn.
Note that for all k < m < n we have hmk ◦ hnm = hmk . So it follows that
{Cn, hnm} forms an inverse sequence. By C∞ we denote the inverse limit of
this sequence.
The following result on ε-commuting diagrams is due to MIO-
DUSZEWSKI [52, Theorem 4].
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Cn CCm
fm
gm
fn
gn
hnm
Figure 4.1: The mappings f , g and h.
4.3.10. THEOREM. Let (εn)n be a sequence of positive real numbers such that
εn → 0. Suppose further that for every k < m < n we have
(1) %(hmk fm, h
n
kfn) ≤ εm
(2) %(fm, hnmfn) ≤ εm
(3) %(gn, gmhnm) ≤ εm
(4) %(fm, idC) ≤ εm and %(gn, idCn) ≤ εn.
Then the component C in X and the inverse limit C∞ are homeomorphic. Fur-
thermore, there is a homeomorphism z : C → C∞ such that for all x ∈ C, we
have
x = lim
n→∞ z(x)n.
PROOF. We will construct a homeomorphism z : C → C∞. For x ∈ C and
k < n we define
zkn(x) = h
n
kfn(x).
By the first condition in the theorem it follows that the sequence
(zkn(x))
∞
n=k+1 forms a Cauchy-sequence in the component Ck. By compact-
ness it follows that its limit exists, so we may define
zk(x) = lim
n→∞ z
k
n(x).
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Now note that for k < m we have
hmk (z
m(x)) = lim
n→∞h
m
k h
n
mfn(x)
= lim
n→∞h
n
kfn(x)
= lim
n→∞ z
k
n(x) = z
k(x).
Thus it follows that if we define z(x) = (zk(x))k∈N then z(x) ∈ C∞. Con-
versely suppose that x = (xn)n∈N is an element of C∞. Then for every
m < n we have xm = hnm(xn). By the third condition in the theorem
it follows that the sequence (gn(xn))n is a Cauchy sequence in C. So by
compactness we may define w(x) = limn→∞ gn(xn). Note that by the
fourth condition in the theorem, %(xn, gn(xn)) → 0. Thus it follows that
w(x) = limn→∞ xn.
CLAIM 1. For every x ∈ C, w(z(x)) = x and for x ∈ C∞ we have z(w(x)) =
x.
PROOF OF CLAIM. We only prove that w(z(x)) = x. We note the following
form ∈ N,
%(z(x)m, x) = lim
n→∞ %(z
m
n (x), x) = limn→∞ %(h
n
mfn(x), x).
However by the second and the fourth condition in the theorem it follows
that for every n > m,
%(hnmfn, idC) ≤ 2εm.
So it follows that %(z(x)m, x) ≤ 2εm. We have shown that the sequence
(z(x)m)m converges to x. Since this sequence also converges to w(z(x)), it
follows that w(z(x)) = x. J
CLAIM 2. The functions z : C → C∞ and w : C∞ → C are continuous.
PROOF OF CLAIM. We will show that z is continuous. Since w is the inverse
mapping of z, it follows from compactness that w is also continuous. To
show that z is continuous, it suffices to show that z is coordinatewise con-
tinuous. So we fixm ∈ N, x ∈ X and ε > 0. Since εn → 0, we may fix k > m
such that εk < ε/3. Since hkmfk is continuous, we further fix δ > 0 such that
whenever %(x, y) < δ, then %(hkmfk(x), hkmfk(y)) < ε/3.
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We claim that this δ is a required. So assume that %(x, y) < δ. By the first
condition, we have for n > k;
%(hnmfn(x), h
n
mfn(y)) ≤ %(hnmfn(x), hkmfk(x)) + %(hkmfk(x), hkmfk(y))
+ %(hkmfk(y), h
n
mfn(y))
≤ εk + ε/3 + εk < ε.
So it follows that %(z(x)m, z(y)m) = limn→∞ %(hnmfn(x), hnmfn(y)) ≤ ε. J
From Claims 1 and 2 it follows that z : C → C∞ is a homeomorphism.
Furthermore, in the proof of Claim 1 we have shown that for all x ∈ C,
x = lim
n→∞ z(x)n.
The following trivial lemma is crucial in the following results,
4.3.11. LEMMA. Let ξi : X → X be continuous functions such that for every
i ≤ N , %( ξi, idX) ≤ εi. If ξ = ξ1 ◦ ξ2 ◦ · · · ◦ ξN and ε = ε1 + · · · + εN then
%(ξ, idX) ≤ ε.
4.3.12. LEMMA. Suppose that (ζn) and (εn) are decreasing sequences of positive
real numbers such that the following properties are satisfied for all n ∈ N,
(1)
∑∞
i=n 3ζi ≤ 4ζn ≤ εn
(2) For all x, y ∈ C, if %(x, y) ≤ 4ζm+1 then for every k < m
%(hmk fm(x), h
m
k fm(y)) ≤ εm.
(3) %(fn, idC) ≤ ζn and %(gn, idCn) ≤ ζn.
Then the closeness conditions of Theorem 4.3.10 are satisfied.
PROOF. First we note that ζn ≤ εn so by the third requirement it follows
that condition (4) is satisfied. Now recall that hnm is defined by
hnm = fm ◦ gm+1 ◦ fm+1 ◦ · · · ◦ fn−1 ◦ gn.
It follows from the previous lemma that for everym < n,
%(hnm, idCn) ≤
n∑
i=m
2ζi ≤
∞∑
i=m
2ζi.
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Thus applying the lemma again, it follows that
%(fm, hnmfn) ≤ %(fm, idC) + %(idC , hnmfn)
≤ ζm + ζn +
∞∑
i=m
2ζi
≤
∞∑
i=m
3ζi ≤ εm.
This shows that condition (2) of theorem Theorem 4.3.10 is satisfied. Con-
dition (3) follows similarly. We will go on to show that for every k < m < n
we have condition (1), i.e.,
%(hmk fm, h
n
kfn) ≤ εm.
We have just shown that
%(idCn , h
n
m+1) ≤
∞∑
i=m+1
2ζi.
Thus it follows that
%(idC , gm+1hnm+1fn) ≤
∞∑
i=m+1
3ζi ≤ 4ζm+1.
It follows from the second requirement that
%(hmk fm, h
n
kfn) = %(h
m
k fm, h
m
k h
n
mfn)
= %(hmk fm, h
m
k fmgm+1h
n
m+1fn)
≤ εm.
This completes the proof.
The following proposition provides the necessary input. WheneverA ⊆
X , by CA we denote the union of all components of points in A, thus CA =⋃{Ca : a ∈ A}.
4.3.13. PROPOSITION. Suppose (X, %) is a compact metric space which satisfies
the weak form of Ungar’s Theorem. Suppose further that A ⊆ X . If p ∈ CA \ CA
and (εn) is a decreasing sequence of positive real numbers. Then there is a sequence
{Cn : n ∈ N} of components inCA and collections {fn : n ∈ N} and {gn : n ∈ N}
and a sequence (ζn) such that the conditions of lemma 4.3.12 are satisfied, where
C = Cp.
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PROOF. The proof is by induction on n. Suppose that for every j ≤ n the
functions fj : C → Cj and gj : Cj → C and a number ζj < εj have been
defined such that
(1) For all x, y ∈ C, if %(x, y) ≤ 4ζj then for every k < j − 1
%(hj−1k fj−1(x), h
j−1
k fj−1(y)) ≤ εj−1.
(2) %(fj , idC) ≤ ζj and %(gj , idCj ) ≤ ζj .
We will show how to find a component Cn+1, a real number ζn+1 and func-
tions fn+1 and gn+1 such that these conditions are still satisfied for j = n+1.
We will always choose ζn+1 = (1/4)N for some N ∈ N and ζn+1 < ζn.
The collection {hnk ◦ fn : k < n} consists of uniformly continuous func-
tions each with domain C. Therefore there is some δ > 0 such that if
%(x, y) < δ then for every k < n,
%(hnkfn(x), h
n
kfn(y)) ≤ εn.
We choose ζn+1 < ζn such that ζn+1 = (1/4)N for some N ∈ N and
4ζn+1 ≤ min{εn+1, δ}.
SinceX satisfies the weak form of Ungar’s Theorem and p ∈ CA\Awemay
find a component Cn+1 ⊆ CA and continuous functions fn+1 : C → Cn+1
and gn+1 : Cn+1 → C such that
%(fn+1, idC) ≤ ζn+1 and %(gn+1, idCn+1) ≤ ζn+1.
This completes the induction step. It remains only to verify that for every
n ∈ N we have ∞∑
i=n
3ζi ≤ 4ζn.
Note that ζn = (1/9)N for some N ∈ N and {ζi : i > n} ⊆ {(1/9)M : M >
N}. So it follows that
∞∑
i=n+1
3ζi ≤ 3 ·
∞∑
i=N+1
1
9i
=
3
8
· 1
9N
≤ ζn.
The desired inequality follows and this completes the proof.
4.3 Consequences of the weak form of Ungar’s Theorem 75
PROOF OF THEOREM 4.3.9. The proof follows from Theorem 4.3.10,
Lemma 4.3.12 and the previous proposition.
If we take R = C, then for compact spaces we can deduce Theorem 4.3.5
from Theorem 4.3.8 and Theorem 4.3.9. So Theorem 4.3.9 is more general
than Theorem 4.3.5, and we can even improve this result. WheneverX and
Y are spaces, then we write XτY if for every continuous function f : A →
Y , where A is a closed subset of X , there is an extension f : X → Y of f .
It is well-known that if X is a separable metric space, then dimX ≤ n if
and only if Xτ Sn. So for compact spaces, we may restate Theorem 4.3.5 as
follows; if X is a compact metrizable space which satisfies the weak form
of Ungar’s Theorem, then the set
{x ∈ X : Cxτ Sn}
is a closed subset of X . The following generalization of Theorem 4.3.8 was
proved by RUBIN and SCHAPIRO [61]; ifK is a simplicial complex andX is
an inverse limit of spacesXn such thatXnτ |K| for every n, then alsoXτ |K|.
So applying Theorem 4.3.9 we obtain the following more general result;
if X is a compact metric space which satisfies the weak form of Ungar’s
Theorem andK is a simplicial complex, then the set
{x ∈ X : Cxτ |K|},
is a closed subset of X . We now provide a more direct proof of this re-
sult which remains valid if we replace the simplicial complex K with an
ANR. Recall that K is an ANR if for every separable metrizable space X
with closed subset A, for every continuous function f : A → X there is a
neighbourhood U of A such that f is continuously extendable over U . For
more information on ANR’s, see VAN MILL [46].
4.3.14. THEOREM. Suppose (X, %) is a compact metric space and K an ANR. If
X satisfies the weak form of Ungar’s Theorem and R is an invariant partition of
X , then the subset E of X is closed where
E = {x ∈ X : RxτK}.
PROOF. To show thatE is closedwe fix x ∈ E andwewill prove that x ∈ E.
So letA be a closed subset ofRx and suppose that f : A→ K is a continuous
function. To show that f is continuously extendable over Rx, we will prove
that it is homotopic to an extendable function g : A → K. Note that f [A] is
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compact and therefore there is some ε > 0 such that whenever g : A→ K is
such that %(f, g) ≤ ε, then f and g are homotopic. This is well-known, see
for example VAN MILL [46, Theorem 4.1.1].
Since K is an ANR, there is a neighbourhood U of A in X and a contin-
uous extension F : U → K of f . By compactness of A, we may find δ > 0
such that whenever a ∈ A and y ∈ X with %(a, y) < δ, then y ∈ U and
%(f(a), F (y)) = %(F (a), F (y)) < ε.
Now using the fact thatX satisfies the weak form of Ungar’s Theorem and
x ∈ E, we find a continuous function h : X → X such that h(x) ∈ E and
for all a ∈ A, %(a, h(a)) < δ. Let g be the restriction of F ◦ h to A. If a ∈ A,
then %(a, h(a)) < δ and therefore
%(f(a), g(a)) = %(f(a), F (h(a))) < ε.
So it follows that %(f, g) ≤ ε, and by construction f and g are homotopic.
It remains to verify that g is continuously extendable over Cx. To see this,
note that h[A] is a closed subset of Rh(x) and since h(x) ∈ E, the function
F  h[A] is continuously extendable over Rh(x). Since h[Rx] ⊆ Rh(x), it
follows that g = F ◦ h  A is continuously extendable over Rx.
We have shown that the original function f : A → K is homotopic to
a function g : A → K, where g is continuously extendable over Rx. It
now follows from the Borsuk Homotopy Extension Theorem (VAN MILL
[46, §1.4]) that f is also continuously extendable over Rx. So x ∈ E and this
completes the proof.
4.4 Mal’tsev continua with the fixed point property
A space X is said to have the fixed point property provided that for every
continuous function f : X → X , there is some x ∈ X such that f(x) = x.
In this section we will show that a Mal’tsev continuum with the fixed point
property is locally connected. This will provide us with an example of a
coset space which is not Mal’tsev.
Before proving the main result of this section, we introduce some con-
nectivity properties. We shall use these properties to show that Mal’tsev
continua with the fixed point property are locally connected. Furthermore,
we shall prove in §4.5 that power homogeneous spaces are homogeneous
with respect to these properties. This leads to several examples of separable
metrizable spaces that are not power homogeneous in Chapter 5.
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Recall that a spaceX is locally connected if for all x ∈ X and every open
neighbourhood U of x, there is a connected set C ⊆ U such that x ∈ IntC. If
x, y ∈ X and A ⊆ X , then we say that x and y are connected in A provided
there is a connected set C containing x and y such that C ⊆ A. In particular,
x and y are connected inX if and only if they belong to the same component
of X . By convention, the empty set is a connected set.
4.4.1. DEFINITION. Let X be a topological space. If x ∈ X , then we say
that the components of X are regularly locally connected at x if for every
neighbourhood U of x there is a neighbourhood V of x such that for every
component C of X , there is a connected set C ′ in X such that
V ∩ C ⊆ C ′ ⊆ U.
We say that the components ofX are regularly locally connected if for every
x ∈ X , the components of X are regularly locally connected at x.
4.4.2. LEMMA. Consider the following statements regarding a space X :
(1) X is locally connected.
(2) The components of X are regularly locally connected.
(3) The components of X are locally connected.
For every space X we have (1) → (2) and (2) → (3). If X is connected then
(2)→ (1).
PROOF. (1)→ (2). Suppose X is locally connected. Fix x ∈ X and a neigh-
bourhood U of x. By (1) there is a connected set A in X such that A ⊆ U
and x ∈ Int A. Let V = Int A. Suppose C is some component of X . If
C ∩ V = ∅ then there is nothing to prove. So assume that C ∩ V 6= ∅. Since
V is contained in the connected set A and C is a component, it follows that
A ⊆ C. In particular we have C ∩ V = V ⊆ A ⊆ U .
(2) → (3). Suppose that the components of X are regularly locally con-
nected. To show that the components of X are locally connected, fix some
component C ofX . Let x ∈ C and suppose U ∩C is an arbitrary neighbour-
hood of x in C, where U is some neighbourhood of x inX . By (2) there is a
neighbourhood V of x and a connected setC ′ such that x ∈ V ∩C ⊆ C ′ ⊆ U .
Since C is a component and x ∈ C ∩ C ′, it follows that C ′ ⊆ C. So we have
x ∈ V ∩ C ⊆ C ′ ⊆ U ∩ C.
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We have x ∈ IntC(C ′) and C ′ ⊆ U ∩ C and this shows that C is locally
connected.
If X is connected then (2) → (1). Let x ∈ X and U be some neighbour-
hood of x in X . By (2) and the fact that X is a component, there is a neigh-
bourhood V of x and a connected set C ′ such that x ∈ V = X∩V ⊆ C ′ ⊆ U .
So we have x ∈ IntC ′ and since xwas arbitrary, this shows thatX is locally
connected.
4.4.3. REMARK. Simple examples show that the conditions in the previous
lemma are not equivalent. The space given in Example 5.4.2 satisfies (3) but
not (2). Furthermore, if Z is a convergent sequence, then Z × I satisfies (2)
but not (1).
4.4.4. PROPOSITION. Suppose X is a space and x ∈ X . The following are equiv-
alent:
(1) The components of X are regularly locally connected at x.
(2) For every neighbourhood U of x there is a neighbourhood V of x such that
for all y, z ∈ V the following holds: If y and z are connected in X , then y
and z are connected in U .
PROOF. (1) → (2). The neighbourhood V is provided by (1). If y, z ∈ V
and y and z are connected inX , then there is a component C ofX such that
y, z ∈ C. By (1), there is a connected set C ′ such that y, z ∈ V ∩C ⊆ C ′ ⊆ U .
It follows that y and z are connected in U .
(2) → (1). Suppose x ∈ X and U is a neighbourhood of x in X . The
neighbourhood V is provided by (2). Suppose C is a component of X . If
V ∩ C = ∅ then there is nothing to prove. So suppose y ∈ V ∩ C. Let C ′ be
given by ⋃{
K : K is connected & y ∈ K &K ⊆ U}.
Then C ′ is connected and C ′ ⊆ U . Furthermore, by (2) it follows that if
z ∈ V ∩ C, then z ∈ C ′ and therefore V ∩ C ⊆ C ′. This completes the
proof.
A topological space X is connected in dimension n, abbreviated Cn,
if for every 0 ≤ m ≤ n, every continuous function f : Sm → X can be
extended to a continuous function f : Bm+1 → X . A space X is called
locally connected in dimension n, abbreviated LCn, if for every x ∈ X and
for every neighbourhood U of x and for every 0 ≤ m ≤ n, there exists a
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neighbourhood V of x such that every continuous function f : Sm → V can
be extended to a continuous function f : Bm+1 → U . Note that a spaceX is
path-connected if and only if it is C0 and locally path-connected if and only
if it is LC0.
If X is a space, n ∈ ω and x ∈ X , then we say that X satisfies the
implication Cn → LCn locally at x if for every 0 ≤ m ≤ n and every
neighbourhood U of x there is a neighbourhood V of x such that for every
continuous function f : Sm → V the following holds; if f can be extended
to a continuous function from Bm+1 into X , then f can be extended to a
continuous function f : Bm+1 → U . We say that a space satisfies the im-
plication Cn → LCn if it satisfies this implication locally at x for all x ∈ X .
In particular every LCn space satisfies the implication Cn → LCn. The
converse of this statement is not true.
SupposeX satisfies the implicationC0 → LC0. If U is some open subset
of X , then there is an open subset V of X such that whenever x, y ∈ V are
path-connected, then x and y are connected by a path which is contained
in U . So intuitively we may think of the implication C0 → LC0 as follows;
if x and y are path-connected in X , then they are connected by arbitrar-
ily ‘small’ paths in X . The well-known Mazurkiewicz Theorem (cf. VAN
MILL [46, Theorem 1.5.22]) provides a link between local-connectedness
and local-path connectedness in Polish spaces, this yields the following ob-
servation;
4.4.5. THEOREM. Let X be a Polish space and assume that the components of X
are regularly locally connected. Then X satisfies the implication C0 → LC0.
PROOF. Let x ∈ X and fix an arbitrary neighbourhoodU of x. Using Propo-
sition 4.4.4, we obtain a neighbourhood V of x such that whenever y, z ∈ V
are connected inX , then y and z are connected in U . We claim that V is also
a witness to the implication C0 → LC0 at x for the neighbourhood U . So
assume that y, z ∈ V are path-connected (in X). Let C ⊆ U be the compo-
nent of y in U . Since y and z are path-connected inX , they are connected in
X . By construction it follows that y and z are connected in U and therefore
z ∈ C. Since U is an open subset ofX , it follows easily that the components
of U are regularly locally connected. It follows from Lemma 4.4.2 that C is
locally connected. Since components are closed subsets, it follows that C
is a closed subset of U and therefore it is a Gδ-subset of U . Since U is an
open subset of X , it follows that C is a Gδ-subset of X and therefore C is
Polish. So C is Polish, connected and locally connected. It follows from the
Mazurkiewicz Theorem that there is a path inC connecting y and z and this
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is what we wanted to show.
SupposeX is a space in which components and path-components coin-
cide. If X satisfies the implication C0 → LC0, then one verifies easily that
the components of X are regularly locally connected. To see this, suppose
we are given a neighbourhood U of some point x in X . Using the implica-
tion C0 → LC0, we obtain a neighbourhood V of x. Now if y, z ∈ V are
connected in X , then by assumption they are path-connected in X . So by
construction there is a path connecting y and z which is contained in U . In
particular, this means that y and z are connected in U , which is what we
wanted to show. So with the previous theorem, we obtain the following
equivalence;
4.4.6. COROLLARY. Suppose X is a Polish space in which components and path-
components coincide. The following statements are equivalent;
(1) The components of X are regularly locally connected,
(2) X satisfies the implication C0 → LC0.
4.4.7. REMARK. Recall that a continuum X is called decomposable if it is
the union of two proper subcontinua and indecomposable if it is not de-
composable. A continuous image of the unit interval I is locally connected
(see for example ENGELKING [22, Exercise 6.3.3(d)]). Furthermore, a non-
degenerate indecomposable continuum is not locally connected by VAN
MILL [46, Corollary 1.10.14]. So if X is a hereditarily indecomposable con-
tinuum, then the path-components in X consist of single points. Observe
that such spaces satisfy the implication C0 → LC0 trivially. Furthermore,
sinceX is connected but not locally connected, it follows from Lemma 4.4.2
that the components ofX are not regularly locally connected. For example,
since the well-known pseudo-arc is a hereditarily indecomposable contin-
uum, it satisfies (2) but not (1) of the previous corollary. So the requirement
that components and path-components coincide is essential in this result.
4.4.8. THEOREM. Let X be a compact Mal’tsev space in which all components
have the fixed point property. Then the components of X are regularly locally
connected.
PROOF. We use the formulation provided by Proposition 4.4.4. So fix x ∈ X
and let U be some arbitrary neighbourhood of x. Fix a Mal’tsev function µ
on X . Let G be a neighbourhood of x such that G ⊆ U . We have
G×∆(X) ⊆ µ−1[U ].
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So we may find an open coverW of X such that⋃{
G×W ×W :W ∈W} ⊆ µ−1[U ].
Since X is a Mal’tsev space it satisfies the weak form of Ungar’s Theorem
by Theorem 4.2.4. We apply this observation to the open coverW to obtain
an open cover V ofX such that whenever y, z ∈ V ∈ V, there is a continuous
function f : X → X such that f(y) = z and f is limited byW.
Now choose V ∈ V such that x ∈ V . We claim that V ∩G is as required.
To see this, let y, z ∈ V ∩ G and suppose that y and z are connected in X .
Let C be the component of X containing y and z. By construction there is
a continuous function f : X → X such that f(y) = z and f is limited by
W. We define a function g : X → X by g(w) = µ(y, w, f(w)). Then g is
continuous. Since f(y) = z, we have f [C] ⊆ C and therefore there is some
v ∈ C such that f(v) = v. It follows that g(v) = µ(y, v, f(v)) = µ(y, v, v) =
y. Since we also have that g(y) = µ(y, y, f(y)) = f(y) = z, the set C ′ = g[C]
is a connected set containing both y and z. We will show that C ′ ⊆ U .
So suppose that w ∈ C. Then {w, f(w)} ⊆ W for some W ∈ W. Since
y ∈ G, it follows that (y, w, f(w)) ∈ µ−1[U ] and therefore
g(w) = µ(y, w, f(w)) ∈ U.
Since w was an arbitrary element of C, we have shown that C ′ = g[C] ⊆ U
and this completes the proof.
4.4.9. COROLLARY. Every Mal’tsev continuum with the fixed point property is
locally connected.
PROOF. This follows from Theorem 4.4.8 and Lemma 4.4.2.
Note that if C is a component of a compact Mal’tsev space X , then C is
a Mal’tsev continuum. To see this, let µ be a Mal’tsev function on X . Since
C3 is a connected subset of X3, it follows that µ[C3] is also connected. If
x ∈ X , then µ(x, x, x) = x and therefore it follows that µ[C3] ⊆ C, i.e.,
the restriction of µ to C3 is a Mal’tsev function on C. It follows from the
previous result that if C is a component in a compact Mal’tsev space and C
has the fixed point property, then C is locally connected.
We have already mentioned the fact that non-degenerate indecompos-
able continua are not locally connected (see Remark 4.4.7) so we obtain the
following corollary;
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4.4.10. COROLLARY. SupposeX is a non-degenerate indecomposable continuum
with the fixed point property. Then X is not a Mal’tsev space and hence not a
retract of a topological group.
4.4.11. REMARK. The dyadic solenoid is an example of a topological group
which is also an indecomposable continuum. This example shows that the
fixed point property is essential in the previous result. The pseudo-arc is
homogeneous and it is the unique non-degenerate metric continuumwhich
is chainable and hereditarily indecomposable, see BING [14, 15]. Further-
more, the pseudo-arc has the fixed point property, and therefore it is not a
Mal’tsev space by the previous corollary. So this is an example of a compact
coset space which is not a Mal’tsev space.
4.5 Power homogeneous spaces
In this section we study some structural properties of power homogeneous
spaces. The arguments are all of a similar type; we start with some local
topological property. Next we show that it is preserved by taking products
and projections. It follows that if X is a power homogeneous space, then
either all points possess this property or no points at all. This type of ar-
gument has been carried out before, for example by VAN DOUWEN [19, §6]
and ARHANGEL′SKII˘ [11].
4.5.1. LEMMA. Let X =
∏{Xi : i ∈ I} and x = (xi) ∈ X . Suppose X is
compact and I is finite. If for all i ∈ I , Xi satisfies the weak form of Ungar’s
Theorem locally at xi thenX satisfies the weak form of Ungar’s Theorem locally at
x.
PROOF. Let U be an open cover of X . We may assume that U consists of
basic open subsets of X and by compactness, we may assume that U is
finite. We further assume that I = {1, . . . , n} for some n < ω. For U ∈ U,
we have U = U1 × . . . × Un. For now we fix i ∈ I . For every y ∈ Xi, we
define
Wy =
⋂
{Ui : y ∈ Ui and U ∈ U}.
Since the set {Ui : U ∈ U} is a finite open cover of Xi, it follows that the
collectionWi given by {Wy : y ∈ Xi} is an open cover of Xi. Applying the
fact that Xi satisfies the weak form of Ungar’s Theorem locally at xi, we
find an open neighbourhood Vi of xi which satisfies the desired properties
with respect to the coverWi.
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We let V = V1 × . . .× Vn andW is defined as follows;
W = {W1 × . . .×Wn : for all i ∈ I, Wi ∈Wi}.
Wewill show that the open neighbourhood V of x inX satisfies the desired
properties with respect to the cover U, but first we show thatW is a refine-
ment of U. So suppose W ∈ W. Then W is of the form Wy1 × . . . ×Wyn
where yi ∈ Xi for i ∈ I . Let y = (y1, . . . , yn). Since U is a cover of X , there
is some U ∈ U such that y ∈ U . But then yi ∈ Ui for i ∈ I and by definition
of Wyi , it follows that Wyi ⊆ Ui for all i ∈ I . It follows that W ⊆ U . Since
W was arbitrary, this shows thatW is a refinement of U.
Nowwe go on to show that for every y, z ∈ V , there is a map f : X → X
such that f(y) = z and f is limited by U. So let y, z ∈ V be arbitrary. Then
yi, zi ∈ Vi for all i ∈ I , so by construction there are maps fi : Xi → Xi such
that fi(yi) = zi and fi is limited byWi. We let f : X → X be the product of
the fi’s. Then clearly f maps y onto z and f is limited byW. SinceW is a
refinement of U, it follows that f is also limited by U and this completes the
proof.
4.5.2. THEOREM. Let X =
∏{Xi : i ∈ I} and x = (xi) ∈ X . If X is compact,
then the following statements are equivalent;
(1) X satisfies the weak form of Ungar’s Theorem locally at x,
(2) For all i ∈ I , Xi satisfies the weak form of Ungar’s Theorem locally at xi.
PROOF. (1)→ (2): If i ∈ I , then we may viewXi is a retract ofX where x is
mapped onto xi. So ifX satisfies the weak form of Ungar’s Theorem locally
at x, then it follows from Proposition 4.2.3 that for all i ∈ I , Xi satisfies the
weak form of Ungar’s Theorem locally at xi.
(2) → (1): Suppose that for all i ∈ I , Xi satisfies the weak form of
Ungar’s Theorem locally at xi. Let U be an open cover of X . We may
assume that U consists of basic open subsets of X and by compactness
we may assume that U is finite. Then there is a finite set of coordinates
J ⊆ I such that the members of U depend only on the coordinates in J .
Let Y =
∏{Xi : i ∈ J} and Z = ∏{Xi : i ∈ I \ J}. The restriction of U
to Y is an open cover of Y and by Lemma 4.5.1, Y satisfies the weak form
of Ungar’s Theorem locally at the point (xi)i∈J . We may therefore find an
open neighbourhood V of (xi)i∈J in Y with the desired properties.
We will show that the neighbourhood V × Z of x in X satisfies the re-
quired properties. So let p, q ∈ V × Z. By construction there is a map
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f : Y → Y which maps pJ onto qJ such that f is limited by the restriction
of U to Y . We let g : Z → Z be the constant map taking the value qI\J . The
product f × g of the mappings f and g is a continuous map from X to X
and it maps p onto q. Since f is limited by the restriction of U to Y and the
members of U depend only on the coordinates in J , it follows that f × g is
limited by U and this completes the proof.
4.5.3. COROLLARY. SupposeX is a power homogeneous and compact space. IfX
satisfies the weak form of Ungar’s Theorem locally at some point, then it satisfies
the weak form of Ungar’s Theorem (at all points).
4.5.4. LEMMA. Suppose r : X → Y is a retraction and let y ∈ Y . If the compo-
nents of X are regularly locally connected at y, then the components of Y are also
regularly locally connected at y.
PROOF. We use the characterization from Proposition 4.4.4; so let U be an
arbitrary open neighbourhood of y in Y . Then r−1[U ] is an open neigh-
bourhood of y in X , so we may find an open neighbourhood V of y in X
such that whenever x, z ∈ V are connected in X then they are connected in
r−1[U ]. We claim that W = Y ∩ V is as required. To see this, let x, z ∈ W
be arbitrary and suppose x, z are connected in Y . Then these points are
also connected in X . SinceW ⊆ V it follows that x and z are connected in
r−1[U ]. But then there is a connected set C ⊆ r−1[U ] with x, z ∈ C. Then
r[C] is a connected set which contains x and z and r[C] ⊆ U . This completes
the proof.
4.5.5. LEMMA. Let X =
∏{Xi : i ∈ I} and suppose x = (xi) ∈ X . The
following are equivalent:
(1) The components of X are regularly locally connected at x.
(2) For every i ∈ I , the components of Xi are regularly locally connected at xi.
PROOF. (1) → (2): If i ∈ I , then we may view Xi is a retract of X where x
is mapped onto xi. So (1)→ (2) follows from Lemma 4.5.4.
(2)→ (1): Suppose U is an arbitrary neighbourhood of x in X . We may
assume that U is a basic open subset of X and therefore there is a finite set
J ⊆ I such that U = ∏{Ui : i ∈ I}, where for every i ∈ I , Ui is an open
neighbourhood of xi and if i 6∈ J , then Ui = Xi. For every j ∈ J , we may
find a neighbourhood Vj of xj such that whenever Cj is a component ofXj ,
there is a connected set C ′j in Xj such that
Cj ∩ Vj ⊆ C ′j ⊆ Uj .
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We let V =
∏{Vi : i ∈ I} where Vi = Xi if i 6∈ J . We claim that V is
as required. To see this, suppose C is a component of X . Then C is the
product of components in the Xi’s (see [22, Theorem 6.1.21]), so we may
write C =
∏{Ci : i ∈ I}, where for every i ∈ I , Ci is a component of Xi.
By construction, for every j ∈ J , there are connected sets C ′j inXj such that
Cj ∩ Vj ⊆ C ′j ⊆ Uj . For i 6∈ J , we let C ′i = Ci and we set C ′ =
∏{C ′i : i ∈ I}.
Then C ′ is a connected subset ofX (see [22, Theorem 6.1.15]). Furthermore,
it is clear that C ∩ V ⊆ C ′ ⊆ U . This completes the proof.
4.5.6. COROLLARY. Suppose X is power homogeneous and for some x ∈ X , the
components of X are regularly locally connected at x. Then the components of X
are regularly locally connected (everywhere).
4.5.7. COROLLARY. Suppose X is power homogeneous and connected. If X is
locally connected at x for some x ∈ X , then X is locally connected (everywhere).
PROOF. This follows from Lemma 4.4.2 and Corollary 4.5.6.
The assumption that X is connected cannot be omitted from the previ-
ous corollary; see the remarks after Corollary 4.5.10.
4.5.8. PROPOSITION. Suppose r : X → Y is a retraction, y ∈ Y and n ∈ ω. If
X satisfies the implication Cn → LCn at y, then Y also satisfies the implication
Cn → LCn at y.
PROOF. Let U be an open neighbourhood of y and 0 ≤ m ≤ n. We may
find a neighbourhood V of y in X which satisfies the extension property
with respect to the open subset r−1[U ] of X . Then W = Y ∩ V is an open
neighbourhood of y in Y . Wewill show that thisW satisfies the required ex-
tension property. So assume that f : Sm →W ⊆ V is a continuous function
which can be extended to a function from Bm+1 into Y . By construction,
there is a continuous extension f : Bm+1 → r−1[U ]. We let g = r ◦ f . Since
r(z) = z for all z ∈ Y , it follows that g is an extension of f . Since the range
of f is contained in the set r−1[U ], the range of g is contained in U and this
completes the proof.
4.5.9. PROPOSITION. Suppose X =
∏{Xi : i ∈ I} and x = (xi) ∈ X . For
n ∈ ω, the following statements are equivalent;
(1) X satisfies the implication Cn → LCn locally at x,
(2) For all i ∈ I , Xi satisfies the implication Cn → LCn locally at xi.
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PROOF. (1)→ (2): This follows from the previous proposition and the fact
that we may viewXi as a retract ofX under some retraction which maps x
onto xi.
(2) → (1): Let U be an arbitrary open neighbourhood of x in X and
0 ≤ m ≤ n. We may assume that U is a basic open subset of X . Then U
depends on a finite set of coordinates J ⊆ I . For every i ∈ J , we let Vi be
an open neighbourhood of xi which satisfies the extension property with
respect to Ui. For i ∈ I \ J , we let Vi = Xi and we set V =
∏{Vi : i ∈
I}. Then V is an open neighbourhood of x in X and we claim that this
neighbourhood satisfies the desired extension property with respect to U .
To this end, suppose that f : Sm → V is a continuous function which can
be extended to a continuous function g : Bm+1 → X . For i ∈ I , we let
fi = pii ◦ f and gi = pii ◦ g. By construction, for every i ∈ J we may find
a continuous extension f i of fi from Bm+1 into Ui. We let f be defined a
follows for t ∈ Bm+1 and i ∈ I ;
f(t)i =
{
f i(t) if i ∈ J,
gi(t) if i 6∈ J.
Then f is a continuous extension of f and by construction the range of f is
contained in the open set U . This completes the proof.
4.5.10. COROLLARY. Suppose X is power homogeneous and let n ∈ ω. If X
satisfies the implication Cn → LCn locally at some point ofX thenX satisfies the
implication Cn → LCn (everywhere).
It follows from the previous corollary that if a power homogeneous
space is LCn at some point, then it satisfies the implication Cn → LCn.
Simple examples show that the implication Cn → LCn in the conclusion
cannot be replaced by just LCn. For example, if Z is a convergent sequence
then Z × I is power homogeneous and LC0 at some but not at all points.
Also note that Z × I is locally connected at some but not all points, which
shows that in Corollary 4.5.7, the assumption thatX is connected cannot be
omitted.
Chapter 5
Examples and counterexamples
5.1 Introduction
In this chapter we present some examples and counterexamples related to
the topics discussed in this thesis. As an introduction we give a description
of the well-known sin(1/x)-continuum. This space is not a retract of a ho-
mogeneous compact space and in particular it is not power homogeneous.
Furthermore, it is neither a retract of a coset space nor is it a Mal’tsev space.
In the first section of this chapter we give some examples of compact
homogeneous spaces. The first example is due to VAN MILL [47]. It is an ex-
ample of a compact space which is homogeneous underMA+ ¬CH but not
homogeneous under CH. The original construction of Van Mill produced
such a space which is infinite dimensional. It was shown by HART and
RIDDERBOS [31] that the construction of Van Mill may be modified to ob-
tain a zero-dimensional compact space with similar properties. We present
the modification from [31].
Our next example is related to coset spaces. Recall that coset spaces are
homogeneous and that if a space is homogeneous, separable, metrizable
and locally compact then it is a coset space (see Corollary 4.2.2). FORD [25]
gave an example of a homogeneous space which is not a coset space. Ford’s
example is neither metrizable nor locally compact. VAN MILL [48] gave an
example of a metrizable homogeneous space which is not a coset space. Of
course, this example cannot be locally compact, it is however σ-compact.
We present an improvement of Ford’s example in the other direction; we
give an example of a compact homogeneous space which is not (a retract
of) a coset space. The construction is similar to the construction of the first
example, except that no additional set-theory is required.
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x y
Figure 5.1: The sin(1/x)-continuum
Recall that the sin(1/x)-continuum is an example of a compact space
which is not a retract of a compact homogeneous space. This is of interest
because every space is a retract of a homogeneous space by USPENSKII˘ [69].
We give an example which is similar in spirit; the example is a metrizable
space which is a retract of a compact homogeneous space but not a retract
of a compact metrizable homogeneous space.
Next we present some applications of the results in §4.5. We first present
an example of a compact space which is the quotient of some retract of a
coset space. Since the example does not satisfy the weak form of Ungar’s
Theorem, it follows that this property is not preserved by quotient map-
pings. We shall also show that the example is not power homogeneous.
The next examples are also not power homogeneous but they do satisfy
the weak form of Ungar’s Theorem. To prove non-power homogeneity, we
examine some connectivity properties of the spaces under consideration.
In the final section of this chapter we study the difference between ∆-
homogeneity and homogeneity in powers of spaces. We have shown that
a space is power homogeneous if and only if it is ∆-power homogeneous.
Furthermore if X is power homogeneous then Xpiw(X) is ∆-homogeneous.
So the question arises whether in this caseXpiw(X) is also homogeneous. We
do not know the answer to this question, but we will present an example
of a power homogeneous space X such that X2 is ∆-homogeneous but not
homogeneous. Also, for every infinite cardinal κ, we give an example of a
power homogeneous space X for which hdeg(X) = κ; i.e., Xκ is homoge-
neous, but Xλ is not homogeneous for every λ < κ.
5.1.1. EXAMPLE. In this example we give a description of the well-known
sin(1/x)-continuum. It is the following subset of the plane, see also
Figure 5.1; {
(0, x) : x ∈ [−1, 1]} ∪ {(x, sin(1/x)) : x ∈ (0, 1]}.
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The sin(1/x)-continuum is connected but not path-connected. Furthermore,
it has the fixed point property. We useX to denote the sin(1/x)-continuum,
A is the closed subset {0} × [−1, 1] and B is the complement of A in X .
The points x ∈ A and y ∈ B are marked in Figure 5.1. If f : X → X is a
continuous function such that f(y) ∈ A, then also f [B] ⊆ A and since B is
dense in X it follows that f [X] ⊆ A. This shows that X is not weakly 11/2-
homogeneous, so by Corollary 4.1.4 the sin(1/x)-continuum is not a retract
of a compact homogeneous space.
Since X is not weakly 11/2-homogeneous, it is not a Mal’tsev space by
Proposition 4.1.5. In particular X is not retral. To see that X is not a retract
of a coset space we use Proposition 4.2.5. Note that any continuous function
f which maps some point ofB onto xmoves every point ofB intoA. Using
Proposition 4.2.5 it is clear that X is not a retract of a coset space.
Recall that by USPENSKII˘ [69], there is some homogeneous space Y such
that X × Y is homeomorphic to Y . In particular, X is a retract of Y . So
this space Y is an example of a homogeneous space which is not a coset
space. Below we shall construct a compact homogeneous space which is
not a coset space. ♦
5.2 Homogeneous compacta
We start this section by describing resolutions. The method of generating
topologies by way of resolutions is due to FEDORCˇUK [24]. More informa-
tion can be found in WATSON [75]. Suppose X is a space, {Yx : x ∈ X} is a
collection of spaces and for each x ∈ X , fx : X \ {x} → Yx is a continuous
function. Let Z be the space given by⋃{{x} × Yx : x ∈ X}.
If x ∈ X , Ux is an open neighbourhood of x in X andW is an open subset
of Yx, then the subset Ux ⊗W of Z is given by({x} ×W ) ∪⋃{{x′} × Yx′ : x′ ∈ Ux ∩ f−1x [W ]}.
Using these sets, the following collectionmay serve as a basis for a topology
on Z; {
Ux ⊗W :
(
Ux ∈ τ(X), x ∈ Ux
)
andW ∈ τ(Yx)
}
Topologized in this way, the space Z is called the resolution of X at each
point x ∈ X into Yx by the mapping fx. In this context, we denote by pi0 the
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natural projection from Z onto X . It is easily verified that pi0 is continuous.
The following results are well-known, see FEDORCˇUK [24] and WATSON
[75] for details.
5.2.1. LEMMA. Let Z be the resolution of X at each point x ∈ X into Yx be the
mapping fx. If X and each Yx is compact, then so is Z.
5.2.2. LEMMA. Let Z be the resolution of X at each point x ∈ X into Yx be the
mapping fx. If X and each Yx is zero-dimensional, then so is Z.
We now come to the main theorem of this section. This theorem will
provide us with some curious examples of homogeneous compact spaces.
5.2.3. THEOREM. Suppose Y is a homogeneous compactum which satisfies the
following conditions;
(1) w(Y ) < p,
(2) There is a homeomorphism η : Y → Y such that the set {ηn(d) : n ∈ ω} is
dense in Y for some d ∈ Y .
(3) Y is a product of second countable compacta.
Then there are maps fx : C \ {x} → Y for every x ∈ C, such that the resolutionX
of C at each point x ∈ C into Y by the mapping fx is homogeneous. Furthermore,
the pi-weight of X is countable.
We shall prove this theorem in several steps. We fix a compact space Y
as in the statement of the theorem, along with the map η and the point d;
for each n ∈ ω we write dn = ηn(d). It is convenient to identify X with the
product C × Y ; we keep in mind that the topology on X is the resolution
topology induced by the mappings fx which will be defined below, it is not
the product topology. We fix some notation.
We will denote elements of X by 〈x, y〉 where x ∈ C and y ∈ Y . Given
s ∈ 2<ω, so s is a finite sequence of zeroes and ones, we put
[s] = {x ∈ C : s ⊆ x}.
The family
{
[s] : s ∈ 2<ω} is the canonical base for the topology of C. If
s ∈ 2<ω and x ∈ C then s ∗ x denotes the concatenation of s and x.
Given x ∈ C and n ∈ ω we put Ux,n = [x  n], the nth basic neighbour-
hood of x, and Cx,n = Ux,n \Ux,n+1. Note that Cx,n is of the form Uy,n+1 for
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some suitably chosen y ∈ C. For x ∈ C, we define the map fx : C \ {x} → Y
as follows, for y ∈ C \ {x} ;
fx(y) = dn
def⇐⇒ y ∈ Cx,n.
The sets of the form Ux,n⊗W , where x ∈ X , n ∈ ω andW an open subset of
Y , form a basis for the resolution topology onX . Note that x′ is an element
of the set Ux,n ∩ f−1x [W ] if and only if x′ ∈ Cx,m for some m ≥ n with
dm ∈W . So we have;
(†) Ux,n ⊗W =
({x} ×W ) ∪⋃{Cx,m × Y : m ≥ n, dm ∈W}.
The following lemma shows that the pi-weight of X is countable;
5.2.4. LEMMA. The family {[s]×Y : s ∈ 2<ω} is a pi-base forX , hence piw(X) =
ℵ0.
PROOF. If U is an non-empty open subset ofX , then Ux,n⊗W ⊆ U for some
suitably chosen x, n and W . Since the collection {dm : m ≥ n} is dense in
Y , it follows from (†) that Cx,m × Y ⊆ U for some m ∈ ω. Since Cx,m = [s]
for some s ∈ 2<ω, this completes the proof.
To prove homogeneity ofX wewill first show that points with the same
second coordinate can be mapped onto each other by a homeomorphism.
Recall that C is a topological group, by + we denote the Boolean group
operation. For a ∈ C, we define a map Ta : X → X as follows, for 〈x, y〉 ∈
X ;
Ta(x, y) = 〈x+ a, y〉.
We show that for all a ∈ C, the map Ta is a homeomorphism. Note that if
x, x′ ∈ C and a = x+ x′, then for y ∈ Y , Ta(x, y) = 〈x′, y〉. So the mappings
Ta show that points of X with the same second coordinate are equivalent.
5.2.5. LEMMA. For each a ∈ C, the map Ta : X → X is a homeomorphism.
PROOF. Since addition is a group operation on the Cantor set C, it follows
that Ta is a bijection. To prove that Ta and its inverse are continuous, we
will show that for x ∈ C, n < ω andW ∈ τ(Y ),
Ta[Ux,n ⊗W ] = Ux+a,n ⊗W.
We use (†); First note that Ta[{x}×W ] = {x+ a}×W . Next it is not hard to
realize that Ta[Cx,m × Y ] = Cx+a,m × Y . Using (†), these equalities clearly
imply that the image of Ux,n ⊗W under Ta is the set Ux+a,n ⊗W .
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It now follows that both Ta and its inverse are continuous and this com-
pletes the proof.
The hard work will be in establishing that points with the same first
coordinate are similar. We begin by showing that the special clopen sets
[s]× Y are all homeomorphic and we give canonical homeomorphisms be-
tween them.
5.2.6. LEMMA. Let s, t ∈ 2<ω, put k = |t|−|s| and define ξs,t : [s]×Y → [t]×Y
by ξs,t(s ∗ x, y) = 〈t ∗ x, ηk(y)〉. Then ξs,t is a homeomorphism.
PROOF. Note that ξs,t is a bijection. Furthermore, note that ξ−1s,t = ξt,s and
that ξs,t = ξ∅,t ◦ ξs,∅. Therefore, it suffices to prove that for t ∈ 2<ω, the map
ξ∅,t is a homeomorphism. For ease of notation, we denote ξ∅,t by ξt. We will
prove that for x ∈ C, n < ω,W ∈ τ(Y ) and k = |t|,
ξt[Ux,n ⊗W ] = Ut∗x,n+k ⊗ ηk[W ].
We make the following three observations;
(1) ξt[{x} ×W ] = {t ∗ x} × ηk[W ],
(2) ξt[Cx,m × Y ] = Ct∗x,m+k × Y ,
(3)
(
m ≥ n and dm ∈W
)↔ (m+ k ≥ n+ k and dm+k ∈ ηk[W ]).
The proofs are straightforward and left to the reader, recall for (3) that
dm+k = ηm+k(d) = ηk(dm). Using (†), it follows that the image of Ux,n ⊗W
under ξt is the set Ut∗x,n+k⊗ηk[W ]. Since the sets of the form Ux,n⊗W form
a basis for X and sets of the form Ut∗x,n+k ⊗ ηk[W ] form a basis for [t]× Y ,
it follows that both ξt and its inverse are continuous and this completes the
proof.
For ease of notation we let e be the point of C with all coordinates zero
and we abbreviate Ue,n and Ce,n by Un and Cn respectively. We shall prove
that for every homeomorphism f : Y → Y there is a homeomorphism
F : X → X such that F (e, y) = 〈e, f(y)〉 for all y ∈ Y . This will complete
the proof that X is homogeneous because it shows that all points of the
form 〈e, y〉 are similar.
For n ∈ ω, let xn ∈ C be the point in Cn with all coordinates zero ex-
cept for the nth. Let E = {〈xn, dn〉 : n ∈ ω}. Note that the collection
{Cn × Y : n ∈ ω} forms a family of pairwise disjoint open subsets of X
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and 〈xn, dn〉 ∈ Cn × Y . It follows that E is a discrete subset of X . So the
closure of E in X is homeomorphic to a compactification of ω. We aim at
applying Theorem 2.5.5 and for this we first prove that the remainder of
this compactification is homeomorphic to Y ; this is the following lemma.
5.2.7. LEMMA. E = ({e} × Y ) ∪ E.
PROOF. First let y ∈ Y be arbitrary and let Un ⊗W be a basic open neigh-
bourhood of 〈e, y〉 in X . Since {dm : m ≥ n} is dense in Y , it follows from
(†) that 〈xm, dm〉 ∈ Cm × Y ⊆ Un ⊗ W for some m ≥ n. It follows that
〈e, y〉 ∈ E and since y was arbitrary, this proves that {e} × Y ⊆ E.
Next consider an element of the form 〈x, y〉 where x 6= e and y 6∈ {dn :
n ∈ ω}. Since x 6= e, there is some n < ω such that x ∈ Cn and therefore
Cn×Y is an open neighbourhood of 〈x, y〉 inX . The set (Cn×Y )\{〈xn, dn〉}
is an open neighbourhood of 〈x, y〉whichmissesE and therefore 〈x, y〉 6∈ E.
This completes the proof.
Now fix an arbitrary homeomorphism f of Y . Since {e} × Y is home-
omorphic to Y , we may think of f as a homeomorphism of {e} × Y . We
have just shown that {e} × Y is the remainder of the compactification E
of E and E is homeomorphic to ω. Since {e} × Y is homeomorphic to Y ,
it is a product of second countable compacta and it follows from Proposi-
tion 2.5.6 that {e} × Y is a retract of E. Using the fact that w(Y ) < p, we
now apply Theorem 2.5.5 to obtain a permutation σ of ω such that f ∪ σ is
a homeomorphism of E, where we let σ act on E in the obvious way.
By Lemma 5.2.6, for every n, n′ ∈ ω, we may fix a homeomorphism
ζn,n′ : Un × Y → Un′ × Y ; we let s be the sequence of length n consisting
of only 0’s and t is such a sequence of length n′. We let ζn,n′ = ξs,t. Note
that ζn,n′(xn, dn) = 〈xn′ , dn′〉. We now define F : X → X as follows for
〈x, y〉 ∈ X ,
F (x, y) =
{
〈e, f(y)〉 if x = e,
ζn,n′(x, y) if x ∈ Cn and σ(n) = n′.
The map F is clearly a bijection of X . To prove continuity of F and its
inverse, it suffices to prove that F is continuous and open in all points of
the set {e} × Y . By compactness of X , it suffices to prove that F is an open
mapping in all points of the form 〈e, y〉.
Note that since ζn,n′(xn, dn) = 〈xn′ , dn′〉, the restriction of F to E is in
fact a bijection of E. So by the choice of σ, the restriction of F to E is a
homeomorphism of E.
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To show that F is open in points of the form 〈e, y〉, let y ∈ Y be arbi-
trary and fix a basic open neighbourhood Un ⊗W of 〈e, y〉 in X . Note that
F (e, y) ∈ {e} × Y , so let F (e, y) = 〈e, y′〉. Since F  E is a homeomorphism
of E, we may find a basic open neighbourhood Un′ ⊗W ′ of 〈e, y′〉 such that(
Un′ ⊗W ′
) ∩ E ⊆ F [Un ⊗W ].
Wewill prove that in fact Un′ ⊗W ′ is contained in F [Un⊗W ]. So let 〈x, z〉 ∈
Un′ ⊗W ′ be arbitrary. There are two cases two consider;
Case 1: x = e. In this case 〈x, z〉 ∈ {e} ×W ′ and since {e} ×W ′ ⊆ E it
follows that 〈x, z〉 ∈ F [Un ⊗W ].
Case 2: x 6= e. In this case x ∈ Cm′ for some m′ < ω. It follows from (†)
thatCm′×Y ⊆ Un′⊗W ′ and therefore 〈xm′ , dm′〉 ∈ F [Un⊗W ]. By definition
of F , it follows that 〈xm, dm〉 ∈ U ⊗W , where σ(m) = m′. Again using (†),
it follows that Cm × Y ⊆ Un ⊗W and therefore Cm′ × Y ⊆ F [Un ⊗W ]. So
in particular we have 〈x, z〉 ∈ F [Un ⊗W ].
We have shown that
Un′ ⊗W ′ ⊆ F
[
Un ⊗W
]
.
and this proves that the mapping F is a homeomorphism of X . We sum-
marize the homogeneity of X in the following result;
5.2.8. COROLLARY. The space X is homogeneous.
PROOF. Let 〈x, y〉 and 〈x′, y′〉 be arbitrary elements of X . Since Y is ho-
mogeneous, there is a homeomorphism f of Y such that f(y) = y′. We
have just proved that there is a homeomorphism F ofX such that F (e, y) =
〈e, f(y)〉 = 〈e, y′〉. Furthermore, the map Tx maps 〈x, y〉 onto 〈e, y〉 and the
map Tx′ maps the point 〈e, y′〉 onto 〈x′, y′〉. So if we let G = Tx′ ◦ F ◦ Tx,
then G is a homeomorphism of X which maps 〈x, y〉 onto 〈x′, y′〉.
This proves Theorem 5.2.3. We now apply this theorem to provide an
example of a compact spaceX which is homogeneous underMA+ ¬CH but
inhomogeneous under CH. The next lemma provides the necessary input
space Y ;
5.2.9. LEMMA. Let Y = 2ω1×Z. Then Y is a homogeneous compactum which
satisfies (2) and (3) of Theorem 5.2.3.
PROOF. It is clear that the space Y is a product of second countable com-
pacta and that it is homogeneous. To complete the proof, we need to find
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an autohomeomorphism η and a point d such that {ηn(d) : n ∈ ω} is dense
in Y . The map η : Y → Y is defined coordinatewise as follows (with α ∈ ω1
and i ∈ Z),
η(y)(α, i) = y(α, i+ 1).
We may think of points of Y as ω1 by Z matrices. The action of η on such
a matrix consists of shifting every row one step downwards. For n < ω,
[−n, n] is the set {−n,−n+ 1, . . . , n− 1, n}.
To make the point dwe take a countable dense subsetQ of 2ω1×Z and we
enumerateQ×ω as {〈qk, nk〉 : k < ω}. We define the point d by concatenat-
ing the restrictions qk  ω1× [−nk, nk]. First writeNk =
∑
j<k
(
2 ·nk+1
)
for
all k and then define, for each α and each n,
d(α, n) =
{
0 n < 0,
qk(α, n−Nk − nk) Nk ≤ n < Nk+1.
Next we verify that the point d has a dense positive orbit under η. Observe
that it follows by construction that for all k < ω we have
ηNk+nk(d)  (ω1 × [−nk, nk]) = qk  (ω1 × [−nk, nk]).
Now let an arbitrary basic open subset U of 2ω1×Z be given by a function
s : F → 2, where F ⊆ ω1× Z is finite. Thus U is given by
U = {y ∈ 2ω1×Z : s ⊆ y}.
Since F is finite, we may find n such that F ⊆ ω1× [−n, n]. The set Q was
chosen dense in 2ω1×Z, so there is a k < ωwith qk ∈ U and nk = n. It follows
that
qk  (ω1 × [−nk, nk]) ⊇ s
from which it follows that
ηNk+nk(d)  (ω1 × [−nk, nk]) ⊇ s.
This implies that ηNk+nk(d) ∈ U .
We find that the set {ηn(d) : n < ω} is dense in 2ω1×Z, which means that
we are done.
5.2.10. EXAMPLE. Now let X be the resolution of the Cantor set into Y =
2ω1×Z at each point using the resolution mappings defined after the state-
ment of Theorem 5.2.3. Then X is a compact space of countable pi-weight.
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Furthermore, it is zero-dimensional by Lemma 5.2.2. Since Y embeds as a
closed subspace into X , we have ℵ1 = χ(Y ) ≤ χ(X). It is not hard to see
that in fact the character of X is equal to ℵ1.
Now assume MA+ ¬CH. Then ℵ1 < p, and since w(Y ) = ℵ1, it follows
thatX is homogeneous from Theorem 5.2.3. If we assume CH, then we have
χ(X) = ℵ1 > ℵ0 = piw(X). It follows from Corollary 3.4.20 that in this case
X is not homogeneous.
So X is an example of a compact and zero-dimensional space which is
homogeneous underMA+ ¬CH but not homogeneous under CH. ♦
The next application of Theorem 5.2.3 provides an example of a compact
homogeneous space which is not a coset space;
5.2.11. EXAMPLE. It is well known that the unit circle S1 contains a point
d and a homeomorphism η such that {ηn(d) : n ∈ ω} is dense in S1. For
example, if we view S1 as the set {eiθ : 0 ≤ θ < 2pi}, then for dwe may take
1, i.e., e0, and η may be given by η(eiθ) = ei(θ+1). Since w(S1) = ℵ0 < p, we
may apply Theorem 5.2.3 to obtain a homogeneous compact spaceX which
is the resolution of the Cantor set into S1 at each point.
We will use Theorem 4.3.1 to show that X does not satisfy the weak
form of Ungar’s Theorem; so in particularX is not a retract of a coset space
and X is also not a Mal’tsev space. We will show that the projection pi :
X → X/C is not an open mapping. The components of X are precisely the
sets {x} × S1, thus we may identify X/C with the set C. Consider a basic
open set of the form Ux ⊗W in X . Then
pi[Ux ⊗W ] = {x} ∪ {x′ ∈ C : x′ ∈ Ux ∩ f−1x [W ]}.
Then pi−1
[
pi[Ux ⊗W ]
]
is given by the set({x} × S1) ∪⋃{{x′} × S1 : x′ ∈ Ux ∩ f−1x [W ]}.
WheneverW is not dense in S1, this set is not open in the resolution topo-
logy. This follows from the observation that if V ∩W = ∅ and V is open in
S1, then Ux ⊗ V is an open neighbourhood of some point of {x} × S1, but
Ux ∩ f−1x [V ] 6⊆ Ux ∩ f−1x [W ].
This shows that the projection map pi : X → X/C is not an open mapping.
Since C is an invariant partition of X , it follows from Theorem 4.3.1 that X
does not satisfy the weak form of Ungar’s Theorem. In particular, X is a
compact homogeneous space which is not a coset space. ♦
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5.3 Compact metric spaces
Testing for the weak form of Ungar’s Theorem provides a tool for showing
that certain spaces are not retracts of coset spaces. We have already seen
an example of this; the sin(1/x)-continuum is not a retract of a coset spaces
because it does not satisfy the weak form of Ungar’s Theorem. This space
is not a retract of any compact homogeneous space. The next example is
better in this respect; it is a retract of some homogeneous compact space,
but it is not a retract of a coset space.
5.3.1. EXAMPLE. We use the spaceX from Example 5.2.11; it is a homogene-
ous compactumwhich does not satisfy the weak form of Ungar’s Theorem.
We use the notation from §5.2; so e is the point of C with all coordinates
zero. The sets Un and Cn abbreviate Ue,n and Ce,n and for every n < ω we
pick xn ∈ Cn and dn = ηn(d). The example is the space Y which is just the
set E from §5.2. It is convenient to write Y as the union of A and B where
A = {e} × S1,
B =
{
(xn, dn) : n < ω
}
.
The space Y inherits the topology ofX , but this coincides with the topology
that Y inherits from the usual Cartesian product of the Cantor set and the
circle in the plane. One can easily verify this. It suffices to note that B is a
discrete subspace ofX , and (Ue⊗W )∩Y = (Ue×W )∩Y whenever Ue is an
open neighbourhood of e in C andW is an open subset of S1. This equality
follows from (†) in §5.2.
The components of Y are A, which is a circle, and the points of B, so all
components of Y are compact. Furthermore, the components in B are all
of dimension 0 and A is a component of dimension 1. Since B is dense in
Y , it follows from Theorem 4.3.5 that Y does not satisfy the weak form of
Ungar’s Theorem.
We will show that Y is a retract ofX . We define the function r : X → Y
as follows,
r(w, z) =
{
(w, z) if w = e,
(xn, dn) if w ∈ Cn.
We show that the function r is continuous. First note that r−1[(xn, dn)] is
open in X since this set is given by Cn × S1 and this is just the basic open
subset Cn ⊗ S1 of X .
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Next we consider basic open subsets V of Y that intersect the set A.
Suppose V is given by({e} ×W ) ∪ {(xm, dm) : m ≥ n and dm ∈W},
whereW ⊆ S1 is open and n < ω. Then r−1[V ] is open inX ; simply observe
that
r−1[V ] =
({e} ×W ) ∪⋃{Cm × S1 : m ≥ n and dm ∈W},
and this is a basic open subset of X by (†) in §5.2.
So we have shown that r−1[B] is open for every B ∈ B for some basis
B of Y . It follows that r is a retraction. Note that since Y is a retract of
X , it follows once again that X does not satisfy the weak form of Ungar’s
Theorem. Since every compact homogeneous metric space is a coset space,
the space Y is an example of a compact metric space which is a retract of a
compact homogeneous space, but it is not a retract of a compact metrizable
homogeneous space. ♦
We continuewith two examples related to dimension theory. We proved
in Theorem 4.3.5 that if a compact space X satisfies the weak form of Un-
gar’s Theorem and the set A of points a ∈ X for which dimCa ≤ n is dense
inX , then dimCx ≤ n for every x ∈ X . We first present an example to show
that we cannot replace the inequality in this result with equality.
5.3.2. EXAMPLE. The example is a subspace of the plane R2. The spaceX is
given by
X = {0} ∪
⋃
n∈N
[1/(2n+ 1), 1/2n].
Using Proposition 4.2.5 it is geometrically obvious thatX satisfies the weak
form of Ungar’s Theorem. Furthermore X is homeomorphic to a retract of
the space Z × I where Z is the convergent sequence given by {0} ∪ {1/n :
n ∈ N} and I is the usual unit interval. Since (Z × I)ω is homogeneous, it
follows that X is a retract of a compact homogeneous metric space and so
X is a retract of a coset space.
The set
⋃
n∈N[1/(2n + 1), 1/2n] is dense in X and this set consists of
components all of dimension 1. The set {(0, 0)} is a component of dimen-
sion 0, showing that the inequalities in Theorem 4.3.5 cannot be replaced by
equality. ♦
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Recall from ARHANGEL′SKII˘ [8] that if some point in a power homoge-
neous space X has a clopen basis, then X is zero-dimensional. This state-
ment cannot be generalized to higher dimensions. For example, the disjoint
sum of I and I2 is power homogeneous, but it contains components of dif-
ferent dimensions. The next example is similar to the previous example.
However, the previous example is not power homogeneous (by the result
just mentioned) whereas we will show that the next example is power ho-
mogeneous. The next example shows again that the observation from [8]
cannot be generalized to higher dimensions.
5.3.3. EXAMPLE. The example is X × I, where X is the space form the pre-
vious example. As before, Z is the convergent sequence. Below will prove
that the space X × I is power homogeneous. Note that the set A consisting
of all points a ∈ X × I such that dimCa = 2 is dense butX × I also contains
points which are contained in a component of dimension 1. ♦
ByQwe denote the Hilbert cube Iω. The following is our main observa-
tion,
5.3.4. PROPOSITION. The spaces Z ×Q and X ×Q are homeomorphic.
PROOF. We write X = {0} ∪ ⋃n∈N In where In = [1/(2n + 1), 1/2n]. For
every n ∈ N we fix a homeomorphism hn : In → I. We define a map
h : X ×Q→ Z ×Q as follows. For (x, y) ∈ X ×Q, h(x, y) = (x, y) if x = 0
and h(x, y) = (1/n,w) if x ∈ In and w is given by
wm =

ym ifm < n,
hn(x) ifm = n,
ym−1 ifm > n.
Thus the set In×Q is mapped onto {1/n}×Q and the interval In is mapped
onto the nth interval in Q. It is not hard to verify that h is a homeomor-
phism, and this completes the proof.
5.3.5. COROLLARY. The space (X × I)ω is homogeneous.
PROOF. By the previous proposition it follows that
(X × I)ω ≈ (X ×Q)ω ≈ (Z ×Q)ω ≈ Zω ×Q.
This last space is the product of the Cantor set and the Hilbert cube and is
therefore homogeneous.
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5.4 Connectivity properties and power homogeneity
We now present an example of a compact metric space which is not power
homogeneous. We will show that it satisfies the weak form of Ungar’s
Theorem in some but not in all points. In particular the example is not a
retract of a coset space. We will construct the example however as a quo-
tient of a space which is a retract of a coset space. So in particular, the weak
form of Ungar’s Theorem is not preserved by quotient mappings.
5.4.1. EXAMPLE. Let Z be the space (ω + 1) × S1. Note that ω + 1 is home-
omorphic to a converging sequence. In particular, since (ω + 1)ω is home-
omorphic to the Cantor set, Z is a retract of the compact topological group
C× S1. We define an equivalence relation ∼ on Z as follows;
(α, eiφ) ∼ (β, eiψ) def⇐⇒
{
φ = ψ mod(2pi) & α = β < ω,
φ = ψ mod(pi) & α = β = ω.
The condition φ = ψ mod(2pi) in the first line of this definition does not
really change anything to the circle, but we emphasize that we let φ and
ψ range over all real numbers when writing down elements of S1. The
example is Z/∼ ; we will show that it satisfies the weak form of Ungar’s
Theorem is some but not in all points.
We start by fixing some notation. For (α, z) ∈ Z, we will use [(α, z)] to
denote its equivalence class under ∼. If z = eiφ ∈ S1, then its antipodal
point z− is given by z− = ei(φ+pi). Note that (z−)− = z.
If α ∈ ω + 1, the we let zα = [(α, z)]. Note that zω = {(α, z), (α, z−)} =
z−ω , but for n ∈ ω, zn = {(n, z)}. So in Z, the equivalence classes under ∼
either contain one point or two points.
The mapping q : Z → Z/∼ is the quotient mapping. For all α ∈ ω + 1,
q[{α}× S1] is homeomorphic to S1 and for n < ω, the mapping q  {n}× S1
is even a homeomorphism. A picture of the quotient space Z/∼ is given
in Figure 5.2. Note in particular that for z ∈ S1, the sequences (zn)n∈ω
and (z−n )n∈ω both converge to the point zω. We will show that the quotient
space Z/∼ satisfies the weak form of Ungar’s Theorem in some but not in
all points.
There is a natural retraction r of Z/∼ onto q[{ω} × S1], which maps the
point zn onto zω.
It is geometrically obvious that Z/∼ satisfies the weak form of Ungar’s
Theorem in some points. For example, note that Z/∼ is homeomorphic
to the disjoint sum of itself with a circle. We will show that for all points
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Figure 5.2: The space Z/∼ from Example 5.4.1
in Z/∼ of the form pω, the space Z/∼ does not satisfy the weak form of
Ungar’s Theorem in pω.
To derive a contradiction we assume that Z satisfies the weak form of
Ungar’s Theorem in some point pω. We fix a real number ζ such that 0 <
4ζ < pi. For z = eiφ ∈ S1, we define the set Uz as follows;
Uz = {(eiψ)ω : |φ− ψ| < ζ}.
The set r−1[Uz] is an open subset of Z/∼. Note that for α ∈ ω + 1, the set{
z ∈ S1 : zα ∈ q−1r−1[Uz]
}
,
consists of two arcs in S1; an arc around z and an arc around z−, both of
diameter 2ζ. Let U be the open cover of Z/∼ consisting of the sets r−1[Uz]
for all z ∈ S1. Applying the assumption that Z/∼ satisfies the weak form
of Ungar’s Theorem in pω, we obtain a continuous function f : Z/∼→ Z/∼
which is limited byU andwhichmaps the point pω onto pN for someN < ω.
This follows from the fact that the sequence (pn)n∈ω converges to pω.
Since f(pω) = pN , the component of pω, which is q[{ω} × S1] is mapped
into the component of pN which is q[{N} × S1]. Since these sets are both
homeomorphic to the circle S1, we obtain a continuous mapping from the
circle into the circle with some additional properties. We will deduce a
contradiction from these properties. Let S denote the set {eiφ : φ ∈ [0, pi)}.
The set S is obtained from S1 by identifying antipodal points. We give S
the quotient topology and this makes S homeomorphic to S1. The set S is
exactly a set of representatives for the equivalence classes of q[{ω}×S1] and
so we may view f as a continuous function from S into S1.
We fix the metric % on S1 which measures the arc-distance between
points of S1, so in particular %(z, z−) = pi. We will define a new function
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g : S → S1 such that for every z ∈ S, g(z) ∈ {z+, z−}. Before we define g
we prove the following claims,
CLAIM 1. For every z ∈ S, %(f(z), {z+, z−}) < 2ζ.
PROOF OF CLAIM. Let z ∈ S be given. Since f is limited by U, there is some
w ∈ S1 such that {zω, f(zω)} ⊆ r−1[Uw]. Since zω ∈ r−1[Uw] we also have
that {zN , z−N} ⊆ r−1[Uw]. Since we identify {N} × S1 with S1, this means
that {f(z), z, z−} ⊆ r−1[Uw].
The metric % measure the arc-distance between points in S1. Restricted
to {N}×S1, the set r−1[Uw] consists of two arcs; each of %-diameter 2ζ. Since
2ζ < pi = %(z, z−) it is clear that one of these arcs contains z and one of them
contains z−. It follows that either %(z, f(z)) < 2ζ or %(z−, f(z)) < 2ζ. J
CLAIM 2. For every z ∈ S1, either %(f(z), z) ≥ 2ζ or %(f(z), z−) ≥ 2ζ.
PROOF OF CLAIM. Suppose not. Then by the triangular inequality it follows
that
pi = %(z, z−) ≤ %(f(z), z) + %(f(z), z−) < 4ζ < pi.
This is a contradiction. J
We now define g : S → S1 as follows,
g(z) =
{
z if %(f(z), z) < 2ζ,
z− if %(f(z), z−) < 2ζ.
The claims establish that g is well-defined. Since f is continuous, it follows
that g is continuous. But now let σ : S1 → S1 be the antipodal mapping and
D = g[S]. By compactness D is closed in S1. However, D ∩ σ[D] = ∅ and
S1 = D ∪ σ[D]. By connectedness of S1 this is a contradiction. So it follows
that Z/∼ does not satisfy the weak form of Ungar’s Theorem in the point
pω.
It follows from Theorem 4.5.2 that Z/∼ is not power homogeneous.
Since Z/∼ does not satisfy the weak form of Ungar’s Theorem, it is not a
retract of a coset space and in particular, it is not retral. It follows that this
space is also not a Mal’tsev space, since every compact Mal’tsev space is
retral by SIPACHEVA [66]. ♦
We now provide applications of Corollary 4.5.6 and Corollary 4.5.7.
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Figure 5.3: The spaces X and Y from Example 5.4.2
5.4.2. EXAMPLE. We let Z be the convergent sequence in the plane given
by {0} ∪ {1/n : n ∈ N}. Let X be the union of Z × I and the set
{[1/2n, 1/2n − 1] × {1} : n ∈ N}, see Figure 5.3. Note that X is a compact
metric space. It is not hard to see that the components of X are not reg-
ularly locally connected at the point (0, 0). Since the components of X are
regularly locally connected at the point (1, 0), it follows fromCorollary 4.5.6
that X is not power homogeneous.
We slightly modify the spaceX to give an example of a connected space
which is not power homogeneous; let Y be the subset of R2 given by (Z ×
I) ∪ (I × {1}), see Figure 5.3. The space Y is locally connected at some
but not all points, so it follows from Corollary 4.5.7 that Y is not power
homogeneous. ♦
It is not hard to realize that non-power homogeneity of the space X in
the previous example also follows from Corollary 4.5.10 and the fact that it
is not homogeneous with respect to the implication C0 → LC0. This is not
surprising since components and path-components in this space coincide.
So by Corollary 4.4.6 the fact that the components of X are not regularly
locally connected is equivalent to the statement that X does not satisfy the
implication C0 → LC0. In the next example we provide generalizations
of the space X from the previous example. We will use Corollary 4.5.10 to
show that the spaces in the next example are not power homogeneous.
5.4.3. EXAMPLE. For a locally compact space X , we shall use αX to denote
its one-point compactification. For example, αN is homeomorphic to a con-
vergent sequence. For n ∈ ω, we let Yn = N× Sn and Zn = N×Bn+1. So Yn
is a subspace of Zn. Now we let Xn be the space given by(
(αYn)× I
) ∪ ((αZn)× {0}).
Note that X0 is homeomorphic to the space X from Example 5.4.2.
See Figure 5.4 for X1. The verification that Xn satisfies the implication
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Figure 5.4: The space X1 from Example 5.4.3
Cn → LCn in some but not in all points is left to the reader. It follows from
Corollary 4.5.10 that for n ∈ ω, the space Xn is not power homogeneous. ♦
5.5 Power homogeneous compacta
We have shown in Theorem 3.2.9 that a space is ∆-power homogeneous
if and only if it is power homogeneous. Furthermore, if X is power ho-
mogeneous then Xpiw(X) is ∆-homogeneous by Theorem 3.2.5. This raises
the natural question whether in this case Xpiw(X) is also homogeneous, i.e.,
is hdeg(X) ≤ piw(X) for power homogeneous spaces X? It follows from
Theorem 3.2.9 that if X is power homogeneous and hind(X) < cf(piw(X)),
then hdeg(X) ≤ piw(X). So we may ask ourselves whether we can pro-
vide some upper bound for the homogeneity index of power homogeneous
spaces. Of course, the homogeneity index, hind(X), is always bounded by
the cardinality of X . So it follows from Van Douwen’s theorem that for
power homogeneous spaces X , we have
(∗) hind(X) ≤ 2piw(X).
Although it seems that this bound is not very precise, it is sharp. This fol-
lows from an example provided by VAN MILL [45]. It is shown in [45]
that there is a rigid compact metric space X for which X × X is homoge-
neous. So the pi-weight of X is countable and since X is rigid, we have
hind(X) = |X| = c. Since X × X is homogeneous, we also have that
hdeg(X) = 2, so the ‘gap’ between the homogeneity degree and the ho-
mogeneity index is very large. This example also seems to suggest that if
we are looking for a ‘good’ upper bound on the homogeneity degree of X ,
then it is not a good idea to include the homogeneity index.
The following example demonstrates that although ∆-power homo-
geneity is equivalent to power homogeneity, the first power in which ∆-
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homogeneity occurs might be strictly smaller than the first power in which
homogeneity occurs.
5.5.1. EXAMPLE. For every positive integer r, ORSATTI and RODINO` [53]
have provided an example of a compact and connected topological group
Y such that for all n,m ∈ N:
Y n ≈ Y m iff n ≡ mmod(r).
Furthermore, if λ is an infinite cardinal number, then Y may be chosen to
be of weight λ. Let r = 2 and let Y be the corresponding group of countable
weight. The example X is the space Y ⊕ Y 2. Note that X is a compact and
metrizable space.
Let n be a natural number. Since Y is a group, Y n is homogeneous. Fur-
thermore, since Y is connected, the space Xn consists of 2n clopen compo-
nents and every component ofXn is homeomorphic to Y m for some natural
numberm. It follows from the properties of Y that every component ofXn
is either homeomorphic to Y or it is homeomorphic to Y 2.
The space X2 consists of four components. Two of these components
are homeomorphic to Y and the other two are homeomorphic to Y 2. Since
Y 6≈ Y 2, the space X2 is not homogeneous. However, the diagonal in X2 is
contained in the components of X2 which are homeomorphic to Y 2. Since
Y 2 is homogeneous, it follows that X2 is ∆-homogeneous. So X is an ex-
ample of a compact space for which X2 is ∆-homogeneous but not homo-
geneous.
In the same way one verifies easily that Xn is ∆-homogeneous if and
only if n is an even natural number and for every natural number n, the
space Xn is not homogeneous. Since hind(X) = 2, it follows from Theo-
rem 3.2.9 that Xω is homogeneous. In fact, Xω is homeomorphic to the
product of the Cantor set 2ω and Y ω, so it is even a topological group. ♦
The following example demonstrates that for any infinite cardinal κ,
there is a power homogeneous space X such that the homogeneity degree
of X is κ. So there are no set-theoretic restrictions on the homogeneity de-
gree of power homogeneous spaces. We first prove the following simple
lemma;
5.5.2. LEMMA. If κ is an infinite cardinal number and Y is the disjoint sum ofX
and Xκ, then Y κ is homeomorphic to the product of 2κ and Xκ.
PROOF. Let Y = X ⊕Xκ. Then Y κ = (X ⊕Xκ)κ ≈ Xκ × ({pt} ⊕Xκ)κ ≈
(Xκ ⊕Xκ)κ ≈ 2κ ×Xκ.
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5.5.3. EXAMPLE. Let κ be any infinite cardinal number and let X be the
disjoint sum of the spaces {0, 1}κ and {0, 1}. Then Xκ is homeomorphic to
{0, 1}κ by the previous lemma and therefore hdeg(X) ≤ κ. If µ < κ, then
Xµ contains points of character κ but also points of character µ, and this
means that Xµ is not homogeneous. It follows that hdeg(X) = κ. ♦
Open Problems
We have seen in Chapter 3 that in the presence of either homogeneity or
power homogeneity, one can prove cardinal restrictions that are not true
for arbitrary spaces. There are still many unsolved problems in this field
and these can be found in Arhangel′skiı˘ [9]. In this section we list some
open problems related to the topics discussed in this thesis.
LetX be a compact and homogeneous space and consider the following
inequalities, where φ is some cardinal function;
(∗) χ(X) ≤ φ(X),
(∗∗) |X| ≤ 2φ(X).
By Arhangel′skiı˘’s Theorem we always have that (∗) → (∗∗) and it follows
from the Cˇech-Pospisˇil Theorem that (∗∗) + GCH → (∗). If φ = t then (∗∗)
is De la Vega’s Theorem from [74] and if φ = piχ, then Van Mill’s example
from [49] shows that (∗) might fail if GCH fails. For compact spaces, the
pi-character is always less than or equal to the tightness and this raises the
question whether (∗) can fail if φ = t and whether (∗∗) is true for φ = piχ;
1. QUESTION. Is χ(X) ≤ t(X) for compact homogeneous spaces X?
2. QUESTION. Suppose X is a homogeneous and compact space. Is it the
case that
|X| ≤ 2piχ(X) ?
These questions may also be asked for power homogeneous spaces.
Since |X| ≤ 2t(X) for compact power homogeneous spaces X , the second
question is only interesting if piχ(X) < t(X). We have seen in §3.4 that in
this case, such spaces are homogeneous with respect to tightness and char-
acter.
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We have seen that if X is power homogeneous then Xpiw(X) is ∆-
homogeneous. This fact yields a quick proof of VanDouwen’s Theorem. We
have strengthened this cardinal inequality in Theorem 3.3.8 and proved that
the pi-weight in Van Douwen’s Theorem may be replaced by c(X)piχ(X).
We also observed after Proposition 3.1.2, that if Xκ is ∆-homogeneous
where κ = c(X)piχ(X), then the fact that |X| ≤ 2κ has a more direct proof.
This raises the following question;
3. QUESTION. Suppose X is power homogeneous and let κ = c(X)piχ(X).
Is Xκ ∆-homogeneous?
A positive answer to this question, would improve Theorem 3.2.5. The
following question asks for an improvement of this result in a different di-
rection. Since power homogeneity of a space is equivalent to ∆-power ho-
mogeneity, the following question seems natural;
4. QUESTION. Suppose X is power homogeneous. Is Xpiw(X) homogene-
ous?
Let X be a compact and power homogeneous metrizable space. If the
previous question has a positive answer, thenXω is homogeneous. If this is
the case, then Xω is a coset space and satisfies Ungar’s Theorem by Corol-
lary 4.5.3. So in this case, the space X satisfies the weak form of Ungar’s
Theorem. We have also proved that ifX satisfies the weak form of Ungar’s
Theorem locally at some point, then X satisfies the weak form of Ungar’s
Theorem (everywhere). We do not knowwhether we can drop the assump-
tion that X satisfies the weak form of Ungar’s Theorem at some point;
5. QUESTION. Let X be a compact and power homogeneous metrizable
space. Does X satisfy the weak form of Ungar’s Theorem?
To answer this question, it is natural to consider the Polish groupH(Xω)
which acts transitively on the set D where D is the type of the diagonal in
Xω. The space X is a retract of D, so if D is a coset space, then X satisfies
the weak form of Ungar’s Theorem. It follows from the Effros Theorem that
D is a coset space if and only if it is Polish and this is the case if and only if
it is aGδ inXω. It was proved by Ryll-Nardzewski [63] that the setD, being
a type in Xω, is a Borel subset of Xω. Of course, being Gδ is much stronger
than just Borel.
Finally we come to the logical relation between retracts of coset spaces
and Mal’tsev spaces. In §4.4 we have encountered an example of a coset
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space which is not a Mal’tsev space. Of course, Mal’tsev spaces may fail to
be coset spaces since Mal’tsev spaces need not be homogeneous. However,
compact Mal’tsev spaces are retral and therefore they are at least retracts of
coset spaces. But what about arbitrary Mal’tsev spaces;
6. QUESTION. Is every Mal’tsev space a retract of a coset space?

Notes
This section contains notes to the text.
I §2.2:
The terms ∆-homogeneity and ∆-power homogeneity were introduced by
Ridderbos [59]. The property wD(κ)was introduced in Juha´sz, Nyikos and
Szentmiklo´ssy [36].
I §2.3:
Proposition 2.3.8 was proved by Sˇapirovskiı˘ [64, Theorem 3]. Theo-
rem 2.3.10 is due to Ross and Stone [60].
I §2.4:
Proposition 2.4.1 is due to Arhangel′skiı˘ [5, 2.2.2]. The proof of Theo-
rem 2.4.2 is taken from Arhangel′skiı˘ [5, 2.2.20], the result is due to
Sˇapirovskiı˘ [65, Theorem 1]. Lemma 2.4.3 is referred to as ‘transitivity of
the character’ by Arhangel′skiı˘ [7, Proposition 1.1]. For the origin of this in-
equality, see Engelking [22, 3.1.E]. Corollary 2.4.4 is due to Sˇapirovskiı˘ [64,
Theorem 4]. Proposition 2.4.10 was proved by Arhangel′skiı˘ [5, Theorem
2.2.4]. Corollary 2.4.13 is essentially Tall [67, Lemma 2.21]. Corollary 2.4.14
and Proposition 2.4.15 were noted by Juha´sz, Nyikos and Szentmiklo´ssy
[36].
I §2.5:
The term pseudo P-point is mentioned in Juha´sz, Nyikos and Szentmiklo´ssy
[36, Problem 3.12].
I §3.1:
Proposition 3.1.1 was noted independently by Ridderbos [56, Proposition
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2.2.7] and De la Vega [73, Theorem 1.14]. Proposition 3.1.2 was obtained
by Carlson and Ridderbos [18]. Corollary 3.1.4 is due to Arhangel′skiı˘, Van
Mill and Ridderbos [12].
I §3.2:
The results of this section can be found in Ridderbos [58, 59]. Theorem 3.2.1
is similar to [60, Theorem 4], see also [22, Exercise 2.7.12]. This result can
also be obtained as an application of Corollary 3.1.4. Theorem 3.2.6 was
proved by Van Douwen [19].
I §3.3:
The results of this section can be found in Arhangel′skiı˘, Van Mill and Rid-
derbos [12], Carlson and Ridderbos [18] and Ridderbos [59, 57]. Theo-
rem 3.3.8 answers Van Mill [49, Remark 2.7] and also Carlson [17, Ques-
tion 4.8]. Van Mill proved this result for compact spaces in [49, Corollary
2.6]. For regular spaces, this inequality was observed by Ridderbos [59]
and Carlson [17] proved that regularity may be replaced with weaker sep-
aration axioms like ‘quasi-regular’ or ‘Urysohn’. Finally, the case for Haus-
dorff spaces was proved by Carlson and Ridderbos [18]. Proposition 3.3.11
is due to Arhangel′skiı˘ [10, Theorem 2.3]. The proof presented here is taken
from Arhangel′skiı˘, Van Mill and Ridderbos [12, Corollary 2.4].
I §3.4:
Arhangel′skiı˘’s question about the size of homogeneous countably tight
compact spaces can be found in Arhangel′skiı˘ [4] and a positive answer
was conjectured by him in [7, Conjecture 1.18]. The proof of Theorem 3.4.12
presented here can be found in Arhangel′skiı˘, Van Mill and Ridderbos [12].
Corollary 3.4.14 is due to Ridderbos [59], this results answers Question
4.10 from [12]. For homogeneous regular spaces, this was proved by De la
Vega [73]. Corollary 3.4.15 answers Arhangel′skiı˘ [10, Problem 3.9]. Corol-
lary 3.4.20 for homogeneous compacta is due to Van Mill [47].
I §3.5:
The results of this section can be found in Ridderbos [57]. This section gen-
eralizes results from Juha´sz, Nyikos and Szentmiklo´ssy [36], Van Mill [49]
and Bella [13]. Theorem 3.5.3 generalizes Van Mill [49, Theorem 3.2]. Us-
ing the results of this section, it may also be proved that if X is a power
homogeneous compact space which does not contain a copy of βκ where
κ = c(X), then χ(X) ≤ c(X). This is a generalization of [13, Corollary 4];
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for details see Ridderbos [57]. Corollary 3.5.6 gives a consistent answer to
Arhangel′skiı˘ [10, Problem 3.17].
I §4.1:
Mal’tsev functions were introduced by Mal′tsev [41] and Uspenskiı˘ has
shown that much of the behaviour of topological groups generalizes to
Mal’tsev spaces, see for example Uspenskiı˘ [70, 71], Reznichenko and Us-
penskiı˘ [55]. The notion of 11/2-homogeneity is due to Motorov, we refer to
Arhangel′skiı˘ [6] for more information.
I §4.2:
Theorem 4.2.1 is due to Van Mill [48] and Theorem 4.2.4 is due to Van Mill
and Ridderbos [51].
I §4.3:
The results of this section can be found in Van Mill and Ridderbos [50].
The countable sum theorem (Theorem 4.3.2) and the theorem on partitions
(Theorem 4.3.3) can be found in Engelking [23, 3.18 & 3.2.6]. A proof of
Theorem 4.3.8 can be found in [23, 1.13.4]. A proof of the fact that dimX ≤ n
if and only if Xτ Sn for separable metrizable spaces X can be found in [23,
1.9.3]
I §4.4:
The term ‘regularly locally connected’ was introduced by VanMill and Rid-
derbos [51]. The results of this section can be found in [51].
I §5.2:
Theorem 5.2.3 is essentially due to Van Mill [47] who used the space Sω1
for Y to give an example under MA+ ¬CH of a homogeneous compactum
X with piw(X) < χ(X). Hart and Ridderbos [31] used 2ω1 for Y to give
an example with similar properties which is in addition zero-dimensional.
Example 5.2.11 can be found in Van Mill and Ridderbos [50, Example 4.1].
I §5.3:
The examples of this section can be found in Van Mill and Ridderbos [50,
§4 & §5].
IOpen Problems:
Question 1 is due to Arhangel′skiı˘. It can be found in [4] and a positive
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answer was conjectured by him in [7, Conjecture 1.17]. Question 2 can be
found in De la Vega [73, Question 5.5]. This question also appears in Van
Mill [49] in a slightly different way. Question 3 was asked by Carlson and
Ridderbos [18]. Question 4 was asked by Ridderbos in [58]. Question 6 can
be found in Van Mill and Ridderbos [51, Question 4.1].
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Samenvatting (in Dutch)
Machtshomogeniteit in de Topologie
In paragraaf 1 van Hoofdstuk 1 wordt uitgelegd wat een topologische
ruimte is en wanneer een ruimte machtshomogeen genoemd wordt. We
zullen hieronder kort de hoofdpunten uit deze paragraaf herhalen en ver-
volgens zal er worden uitgelegd waarom deze machtshomogene ruimten
zo’n bijzondere rol spelen in dit proefschrift.
Met het woord ruimte bedoelen we eigenlijk topologische ruimte. Een
topologische ruimte bestaat uit twee dingen: aan de ene kant hebben we
een wiskundig object en aan de andere kant leggen we een bepaalde struc-
tuur vast op dit object. Het wiskundig object heet dan een ruimte en de
structuur heet een topologie. De leden van de ruimte heten punten en de
topologie geeft aan hoe de punten uit onze ruimte onderling aan elkaar
gerelateerd zijn. Het bestuderen van objecten met een bepaalde structuur
komt veelvuldig in de wiskunde voor. Als we onze structuur eenmeetkunde
noemen dan verkrijgen we een meetkundige ruimte. Topologische en
meetkundige ruimten lijken veel op elkaar: men kan grofweg stellen dat
een topologie verkregen wordt uit een meetkunde door een bepaald deel
van de structuur weg te gooien.
Zoals gezegd, worden punten aan elkaar gerelateerd door een topolo-
gie. Op deze manier legt een topologie bepaalde eigenschappen van pun-
ten vast. Om aan te geven dat deze eigenschappen voortkomen uit een
topologische structuur, gebruiken we hiervoor de term topologische eigen-
schappen. Het kan voorkomen dat bepaalde punten dezelfde topologische
eigenschappen hebben, maar dit hoeft niet altijd het geval te zijn. In het
bijzondere geval dat alle punten in een ruimte exact dezelfde topologische
eigenschappen bezitten, noemen we de ruimte homogeen. We kunnen dit
ook anders zeggen: een ruimte heet homogeen als deze er overal hetzelfde
uitziet.
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We maken nu de stap van homogene ruimten naar machtshomogene
ruimten. Zoals te lezen valt in Hoofdstuk 1, kunnen we uit een gegeven
ruimte nieuwe ruimten maken. Zo kunnen we het vierkant en de kubus
verkrijgen uit een lijnstukje. We zeggen dat het vierkant het product is van
twee lijnstukjes enwe schrijven (lijnstuk× lijnstuk) = vierkant. Op dezelfde
manier is een kubus het product van drie lijnstukjes en we schrijven dan
ook: (lijnstuk × lijnstuk × lijnstuk) = kubus. Gegeven een ruimte X kun-
nenwe dus een heel stel nieuwe ruimtenmaken, namelijkX×X ,X×X×X ,
etc. In plaats van dit telkens uit te schrijven, gebruiken we hiervoor de no-
tatie X2 en X3. Bij elk gegeven getal κ hebben we nu een nieuwe ruimte
Xκ gemaakt. We merken op dat κ ook oneindig kan zijn wat correspon-
deert met het nemen van een oneindig product. Een ruimte van de vorm
Xκ heet een machtsruimte van X . Een ruimte X heet machtshomogeen als
er een machtsruimte van X te vinden is zodanig dat deze machtsruimte
homogeen is.
In dit proefschrift houden we ons bezig met de vraag hoe groot een
ruimte kan zijn. Met de grootte van een ruimte bedoelen we hier het aantal
punten waaruit een ruimte bestaat. De tweepuntsruimte bestaat bijvoor-
beeld uit precies twee punten en het lijnstukje bestaat uit oneindig veel
punten, zie Figuur 1.1 op pagina 2. In het algemeen tellen we het aantal
elementen van een ruimte met behulp van kardinaalfuncties. Een kardinaal-
functie kent een getal toe aan een ruimte aan de hand van enkele topolo-
gische eigenschappen. Er zijn verschillende kardinaalfuncties te bedenken
die allemaal verschillende eigenschappen uitdrukken. Op dezemanier krij-
gen we dus een aantal getallen. Het blijkt dat wemet dit soort getallen kun-
nen bepalen hoe groot een ruimte is. Meestal is het moeilijk om de exacte
grootte te bepalen van een ruimte maar in plaats daarvan kunnen we wel
vaak achterhalen hoe groot een ruimte maximaal kan zijn. Uiteraard zijn
we er altijd naar op zoek om deze afschattingen zo optimaal mogelijk te
maken.
Het is over het algemeen makkelijker om de grootte van homogene
ruimten te bepalen dan om de grootte van inhomogene ruimten vast te
stellen. We illustreren dit verschijnsel aan de hand van het volgende voor-
beeld. Stelt u zich een schaapherder in de lente voor, bijvoorbeeld in
Dwingeloo. Zoals u weet is het voor deze man uiterst belangrijk om te
weten hoeveel schapen er rondlopen in zijn kudde. Omdat er in de lente
veel jonge schapen worden geboren, zal hij niet altijd weten uit hoeveel
schapen zijn kudde bestaat zonder dat hij ze daadwerkelijk allemaal gaat
tellen. Dit zal veel tijd vergen en deze tijd kan de herder uitsparen als de
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kudde gedurende een jaar homogeen is. Immers, als elk schaap dezelfde
eigenschappen heeft, dan volstaat het om het aantal lammetjes van e´e´n
schaap te tellen. Vanwege homogeniteit van de kudde weet de herder dan
ook meteen het aantal lammetjes van alle andere schapen. Verder weet de
herder hoeveel schapen er in de winter waren en met deze twee getallen
berekent hij snel het aantal schapen in zijn kudde. Bijvoorbeeld, als er in de
winter 100 schapen waren en elk schaap heeft 3 lammetjes, dan bestaat de
kudde op dat moment uit 400 schapen, want 3× 100 + 100 = 400.
Het verschijnsel uit het voorgaande voorbeeld doet zich ook in de
topologie voor; wanneer men weet dat een bepaalde ruimte homogeen is,
danwordt het een stuk gemakkelijker om het aantal punten in een ruimte te
tellen. Het feit dat het tellen van het aantal punten in een homogene ruimte
ons zo gemakkelijk afgaat, komt doordat een homogene ruimte zich vrij
netjes gedraagt. Qua netheid liggen de machtshomogene ruimten ergens
tussen homogene ruimten en algemene ruimten in. We kunnen ons dan ook
afvragen of bepaalde resultaten die gelden voor homogene ruimten ook
gelden voor machtshomogene ruimten. In 1978 was Eric van Douwen de
eerste persoon die zichzelf deze vraag stelde en hij heeft aangetoond dat dit
inderdaad het geval is. Het tellen van machtshomogene ruimten is niet di-
rect net zo gemakkelijk als het tellen van homogene ruimten. Het probleem
zit ’m erin dat machtsruimten altijd groter worden naarmate men kijkt naar
hogere machten. Verder geldt er dat als een ruimte machtshomogeen is,
dat het dan nog best heel lang kan duren voordat een machtsruimte ho-
mogeen wordt. Als dit het geval is, dan is de machtsruimte wellicht veel
groter dan de ruimte waarmeewe begonnenwaren en dan is het dus niet zo
handig om het aantal elementen van deze zeer grote ruimte te gaan tellen.
In plaats daarvan bedacht Eric van Douwen een manier om de homoge-
niteit van een machtsruimte te gebruiken, om op een efficie¨nte manier het
aantal elementen van de originele ruimte te tellen.
In dit proefschrift worden de resultaten van E. van Douwen
aangescherpt en verder worden recente resultaten voor homogene ruimten
uitgebreid naar machtshomogene ruimten. Hiertoe introduceren we het be-
grip∆-homogeniteit. Een ruimte van de vormXκ heet∆-homogeen als alle
punten uit de diagonaal van Xκ op elkaar kunnen worden afgebeeld door
een homeomorfisme vanXκ. Het blijkt dat een ruimteX machtshomogeen
is dan en slechts dan alsXκ ∆-homogeen is voor zekere κ. Verder tonen we
aan dat er in dit geval zelfs geldt dat Xpiw(X) ∆-homogeen is. Dit is een
soort reflectiestelling voor machtshomogeniteit: gegeven dat een zekere
(mogelijk zeer hoge) macht van X homogeen is, volgt er dat een lagere
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macht van X ∆-homogeen is. Een belangrijk gevolg van dit resultaat is de
Stelling van Van Douwen.
De la Vega heeft in [74] bewezen dat de kardinaliteit van homogene
compacte ruimtenX begrensdwordt door 2t(X). In dit proefschrift laten we
zien dat dit resultaat ook geldt voor machtshomogene compacte ruimten.
Ter afsluiting van Hoofdstuk 3 bestuderen we erfelijk normale ruimten. We
tonen aan dat machtshomogene erfelijk normale compacta voldoen aan het
eerste aftelbaarheidsaxioma, gegeven dat c < 2ℵ1 . Dit generaliseert derge-
lijke resultaten voor homogene ruimten.
In Hoofdstuk 4 worden retracten van coset ruimten en gerelateerde
ruimten bestudeerd. We introduceren een topologische eigenschap
genaamd ‘de zwakke vorm van de Stelling van Ungar’ en we bewijzen dat
retracten van coset ruimten en Mal′tsev ruimten aan deze eigenschap vol-
doen. De zwakke vorm van de Stelling van Ungar is een eigenschap die
bepaalde gevolgen heeft voor de topologische structuur van een ruimte.
Zo geldt er bijvoorbeeld het volgende: als een compacte ruimte X voldoet
aan de zwakke vorm van de Stelling van Ungar, dan is de verzameling die
bestaat uit alle punten x zodanig dat x bevat is in een component van di-
mensie kleiner of gelijk aan n, een gesloten verzameling. Verder bewijzen
we dat elke compacte Mal′tsev ruimte met de dekpuntseigenschap lokaal
samenhangend is.
In de laatste sectie van Hoofdstuk 4 keren we terug naar machtshomo-
gene ruimten. In tegenstelling tot de resultaten uit Hoofdstuk 3, zijn de
resultaten uit deze sectie bijzonder geschikt om te bewijzen dat bepaalde
metrische ruimten niet machtshomogeen zijn. We bewijzen onder andere
het volgende resultaat voor samenhangende machtshomogene ruimten
X : als X e´rgens lokaal samenhangend is, dan is X overal lokaal samen-
hangend. In Hoofdstuk 5 presenteren we enkele voorbeelden en tegenvoor-
beelden van homogene en machtshomogene ruimten waarbij de resultaten
uit eerdere hoofdstukken worden toegepast.

? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
? ? ? ? ? ? ? ??? ???? ???? ???? ???? ???? ???? ???? ???
?????????????????
???????????
?????????????????????????????????? ??????
?
?
?
?
?
??
?
?
?
?
?
?
?
???
???
??
?
?
?
??
?
?
????????????????????????????????????????????????
?
?????
?
??
??
?
?
?
?
?
? ??????????????????
?????????????????
???????????????
????????????????????????
???????????????? ????
?????????????
?????
??????????????
????????
??? ???????????????
?????????????????
?????????????????
?????? ????????????
??????????????????
???????????
????????????????????
????????????????????
???????????
