Accuracy of Maximum Likelihood Parameter Estimators for Heston
  volatility SDE by Azencott, Robert & Gadhyan, Yutheeka
ar
X
iv
:1
40
3.
48
93
v1
  [
ma
th.
PR
]  
19
 M
ar 
20
14
Accuracy of Maximum Likelihood Parameter
Estimators for Heston volatility SDE
Robert Azencott
Professor of Mathematics
University of Houston, Houston, TX 77204
Emeritus Professor, Ecole Normale Superieure, France
Email: razencot@math.uh.edu
Yutheeka Gadhyan
University of Houston, Houston, TX 77204
Email: yutheeka@gmail.com
Abstract
We study approximate maximum likelihood estimators (MLEs) for the
parameters of the widely used Heston stock and volatility stochastic dif-
ferential equations (SDEs). We compute explicit closed form estimators
maximizing the discretized log-likelihood of N observations recorded at
times T, 2T, . . . , NT . We study the asymptotic bias of these parameter
estimators first for T fixed and N → ∞, as well as when the global ob-
servation time S = NT → ∞ and T = S/N → 0. We identify two
explicit key functions of the parameters which control the type of asymp-
totic distribution of these estimators, and we analyze the dichotomy be-
tween asymptotic normality and attraction by stable like distributions
with heavy tails.
We present two examples of model fitting for Heston SDEs, one for daily
data and one for intraday data, with moderate values of N .
Keywords : Joint Stock and Volatility Models, Stochastic Differential
Equations, Parameter Estimation, Maximum Likelihood Estimators, He-
ston joint SDEs, Asymptotic consistency
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1 Stochastic dynamics for prices and volatilities
Stochastic differential equations (SDEs) have often been used to model the joint
dynamics of assets price and volatility. Autonomous stochastic volatility models
have for instance been studied in [18, 4, 23, 24]. We focus here on the widely used
Heston model [20], where asset price and squared volatility are jointly driven
by a pair of SDEs with non constant coefficients depending on five parameters.
This model is known to be amenable to option price computation [20, 8].
Volatilities are usually not directly observable and are then indirectly evaluated
from available price data and/or option prices (see [11, 7, 1] and references
therein). Commonly used volatility estimators are derived either from “realized
volatility” directly computed from stock price data sequences or from the Black-
Scholes “implied volatility” computed by “inverting” observed option prices.
Here we do not attempt to take account of the actual technique used to gener-
ate volatility data, since we will revisit this key question in a companion paper
(see [3]). So we deliberately assume that the “true” values of asset price and
volatility are actually available at N times T, 2T, . . . , NT . The sub-sampling
time T is either known or user selected, as is often the case for SDEs model
fitting to daily data. We derive explicit expressions for discretized maximum
likelihood estimators of the five parameters of the Heston joint SDEs, enabling
efficient and very fast numerical parameter estimation.
We first compute the deterministic asymptotic bias of these parameter estima-
tors for T fixed and N → ∞ and show that these asymptotic biases tend to 0
when T → 0. We prove also the asymptotic consistency of these estimators when
the global observation time S = NT → ∞ with sub-sampling time T = S/N
tending to 0.
We show that for these parameter estimators, the errors of estimation have dis-
tributions which remain invariant under arbitrary volatility rescaling and any
linear time change. This reduces the numerical study of estimation error dis-
tributions for volatility parameters to simulations of a special one-parameter
family of Heston volatility SDEs.
We identify two explicit key functions of the parameters which control the type of
asymptotic distribution of parameter estimators, and we analyze the dichotomy
between asymptotic normality and attraction by stable like distributions with
heavy tails. We illustrate our results by fitting Heston SDEs to 252 joint daily
observations of the S&P 500 and VIX indices, as well as to 5,000 minute by
minute intra-day data for the Credit Agricole stock price and its approximate
volatility. For these empirical Heston models we implement a numerical study
of the accuracy of our parameters estimators for moderate N , since realistic
values of N typically range from 250 to 750 for daily stock data, and from 2,500
to 25,000 for intra-day liquid stocks.
In a companion paper, we study the option pricing sensitivity to parametric
estimation errors generated by Heston SDEs fitting to price and volatility data
(see [3]).
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2 The Heston joint SDEs
Let Xt be the asset price at time t ≥ 0. The volatility
√
Yt of Xt is the in-
stantaneous relative volatility of the returns process dXt, classically defined by
Yt dt = var(dXt/Xt).
In the Heston model [20], {Xt, Yt} is a progressively measurable stochastic pro-
cess defined on a probability space (Ω,Ft, P ), endowed with an increasing fil-
tration Ft, and is driven by the following joint SDEs,
dXt = µXtdt+
√
YtXtdZt, (1)
dYt = κ(θ − Yt)dt+ γ
√
YtdBt. (2)
Here Zt and Bt are standard Brownian motions, adapted to the filtration Ft,
and have constant instantaneous correlation ρ, so that E[dZtdBt] = ρdt. The
parameters κ, θ, γ are positive and µ is the constant mean return rate of the
asset price.
The autonomous volatility SDE (2) driving Yt is parametrized by the positive
numbers κ, θ, γ . This process is identical to Feller’s “mean reverting” process
[15] originally used in [12] to model short-term interest rates. The classical
constraint 2κθ > γ2 introduced in [15] ensures that any solution Yt of the SDE
(2) starting at Y0 = y > 0 remains almost surely positive for all t. The volatility
process then has then the“mean reversion” property limt→∞ E(Yt) = θ.
3 Parameter Estimation for Heston joint SDEs
3.1 Parameter estimation outline
Well known methods are available to estimate volatility from market data ( see
for instance [17, 14, 13] ). But here we will first consider the ideal situation where
“true” price and volatility data are available. We are given N joint observations
of the asset price XnT and its squared volatility YnT , with 1 ≤ n ≤ N , where
T > 0 is a fixed sub-sampling time.
In practice T is user selected or determined by the data context. So we study
the situation where T is known and fixed. The unknown parameters [ κ, θ, γ, ρ ]
are constrained to belong to the domain Dom ⊂ R4 defined by
κ > 0, θ > 0, γ > 0, 2κθ − γ2 > 0, |ρ| < 1. (3)
There is no constraint on the asset price drift µ, which has no actual impact on
option pricing equations and is often ignored in data modelling.
The joint log-likelihood of Heston SDEs is not easily tractable numerically, so
we deliberately decouple the estimations of (κ, θ, γ) and of (µ, ρ). Our esti-
mators (κˆ, θˆ, γˆ) are thus derived only from the sub-sampled volatility data, by
maximizing a time discretization of the log-likelihood, a natural approach for
small sub-sampling time T .
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We then discretize the two Heston SDEs to estimate the drift µ and the dis-
crete Brownian increments ∆ZnT and ∆BnT , before computing their empirical
correlation coefficient ρˆ.
3.2 Change of scale in the volatility SDE
Practical estimates of the volatility are typically annualized, for instance when
they are based on filtered variance of the rate of returns for daily data. Annu-
alization replaces Yt by the rescaled value Rt = AYt where the scaling factor A
is known. The pair (Xt, Rt) is then driven by the SDEs
dXt = µXtdt+
1√
A
√
RtXtdZt and dRt = κ¯ (θ¯−Rt)dt+γ¯
√
RtdBt
where the new parameters of the autonomous SDE verified by Rt are given by
κ¯ = κ θ¯ = Aθ γ¯ =
√
Aγ (4)
For most assets, annualized volatilities
√
Rt are inferior to 100% in stable mar-
kets. Since θ¯ = Aθ is the long run limit of E(Rt), one then usually has Aθ < 1
with a rescaling factor A > 1. Thus in concrete data modelling the mean rever-
sion parameter θ will typically be within [0, 1].
3.3 Change of time in the volatility SDE
Let (Xt, Yt) be driven by the joint Heston SDEs (1) (2). Fix a rescaling factor
σ > 0 and consider the time change t→ s = t/σ , which defines new processes
Us = Xs σ and Vs = Ys σ for all s > 0. Then there are two new standard
Brownian motions, which we still denote Zs, Bs, with instantaneous correlation
ρ, such that (Us, Vs) are driven by the joint SDEs
dUs = σµUsds+
√
σ
√
VsUsdZs (5)
dVs = (u− vVs)ds+
√
2w
√
VsdBs (6)
where the new parameters (u, v, w) are linked to (κ, θ, γ2) by
u = σκθ , v = σκ , w = σγ2/2 and κ = v/σ , θ = u/v , γ2 = 2w/σ (7)
The parameters constraints (3) are equivalent to forcing (u, v, w) to belong to
the convex cone S defined by
S = {(u, v, w) ∈ R3 | u > w > 0 and v > 0} (8)
To check these elementary statements, simply note that the change of time
s = t/σ replaces the original Brownian motions Zt, Bt by the new Brownian
motions Z˜s = Zs σ/
√
σ and B˜s = Bs σ/
√
σ .
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4 Estimators of volatility parameters
Given a known sub-sampling time T and N observations YnT of the squared
volatility, we perform the preceding change of time Vs = YsT with rescaling
factor σ = T , so that Vs is driven by SDE (6). We now seek to estimate the
new parameters u, v, w given the N data Vn = YnT , under the constraints (8).
Discretization of volatility dynamics : Euler discretization replaces the
SDE (6) by the recurrence relation
Vn+1 ≈ Vn + u− vVn +
√
2w
√
Vn∆Bn where ∆Bn = Bn+1 −Bn (9)
By [21], when T → 0 and N → ∞ with NT bounded, this Euler discretization
provides an asymptotically consistent approximation of the continuous process
{ YnT } .
Discretized log-likelihood : Due to (9), the variables Qn defined by
Qn = (∆Vn − u+ vVn)/
√
Vn ≈
√
2w∆Bn where ∆Vn = Vn+1 −Vn
are approximately independent and Gaussian, with mean 0 and variance 2w .
The discretized log-likelihood LN of V1, . . . , VN is given by, up to a constant,
2
N
LN = − log 2pi − log(2w)− SN
2w
where SN =
1
N
N−1∑
n=0
Q2n
As easily seen, SN is a positive quadratic function of u, v, w given by
SN = a+ bu+ cv +
1
2
du2 − 2uv + 1
2
fv2
where AN = (a, b, c, d, f) = (aN , bN , cN , dN , fN) is the vector of sufficient
statistics given by
aN =
1
N
N−1∑
n=0
(Vn+1 − Vn)2
Vn
; bN = − 2
N
N−1∑
n=0
Vn+1 − Vn
Vn
(10)
cN =
2
N
(VN − V0) ; dN = 2
N
N−1∑
n=0
1
Vn
; fN =
2
N
N−1∑
n=0
Vn (11)
In these formulas, we always set Vn = YnT . We then almost surely have
a > 0 , d > 0 , f > 0 , df − 4 > 0 , 2af − c2 > 0 , d+ f − 4 > 0 (12)
Indeed, Cauchy-Schwarz inequality easily implies the positivity of 2af − c2 and
df − 4. One then has (d+ f)2 ≥ 4df > 16 and hence d+ f > 4 .
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Log-likelihood maximization : To compute an approximate maximum
likelihood estimator hˆ of p = (u, v, w), we minimize over all points p in the cone
S the function
L(p) = L(u, v, w) = log(2w) +
1
2w
[ a+ bu+ cv+
1
2
du2− 2uv+ 1
2
fv2 ]
We have L(p)→ +∞ when p tends to 0 or ∞ in S, so the minimum of L on S
is actually reached on the closure S of S. Since L is strictly convex in (u, v) for
fixed w, and in w for fixed u, v , the minimum of L on the closed convex cone
S is reached at a unique point p∗.
Due to the separate convexity of L, its gradient ∇L will be 0 at some p in
S iff p = p∗ and p∗ ∈ S. In this ”generic” situation, the three equations
∂uL(p) = ∂vL(p) = ∂wL(p) = 0 have a unique solution given by
u∗ = −bf + 2c
df − 4 , v
∗ = −2b+ cd
df − 4 , w
∗ =
a
2
− b
2f + 4bc+ c2d
4(df − 4) (13)
Since df − 4 > 0, this solution verifies the constraints (8) iff the vector AN =
(a, b, c, d, f) of sufficient statistics verifies the genericity conditions
2b+ cd < 0 0 < 2a(df − 4)− b2f − 4bc− c2d < −4(bf + 2c) (14)
We shall prove below that for small enough fixed sub-sampling time T , the vec-
tor AN verifies (14) with a probability tending to 1 as N →∞. So we consider
two cases.
Generic Case : When (14) is true, we estimate the parameter vector p ∈ S by
pˆ = p∗ = (u∗, v∗, w∗) ∈ S as explicitly given by (13).
Boundary Case : When (14) is not true, one can still compute the unique
minimizer p∗ of L on S by explicit formulas, but then p∗ lies on the boundary
∂S, so that we define pˆ as any interior point in S close enough to p∗. As just
mentioned, for small enough fixed T , the probability of observing a “boundary
case ” tends to 0 when N →∞.
Return to the original volatility parameters : The change of parameters
formula (7) with σ = T naturally suggests to define estimators (κˆN , θˆN , γˆ
2
N) of
the original volatility parameters (κ, θ, γ2) by
κˆN = vˆ/T, θˆN = uˆ/vˆ, γˆ
2
N = 2wˆ/T. (15)
In the generic case where (14) holds, these three estimators are rational functions
of the vector AN given by, in view of (13) and (15),
κˆN = − 2bN + cNdN
T (dNfN − 4) , θˆN =
bNfN + 2cN
2bN + cNdN
, γˆ2N =
aN
T
−b
2
NfN + 4bNcN + c
2
NdN
2T (dNfN − 4)
(16)
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The genericity conditions (14) are then clearly equivalent to
κˆN > 0 and 0 < γˆ
2
N < 2κˆN θˆN (17)
which obviously imply θˆN > 0.
Estimators of the drift µ and the correlation ρ : Recall that the
processes Us = XsT and Vs = YsT verify the SDEs (5) and (6) with σ = T ,
driven by Brownian motions Zt and Bt with instantaneous correlation ρ, and
parameters u, v, w. To estimate the drift µ , we discretize SDE (5) to write
∆Zn ≈ ∆Un − TµUn√
TUn
√
Vn
where ∆Zn = Zn+1−Zn and ∆Un = Un+1−Un
To maximize the log-likelihood, we minimize in µ the sum
∑
0≤n≤N−1(∆Zn)
2 ,
which provides the estimator µˆN
µˆN =
1
T
∑N−1
n=0 1/Vn
N−1∑
n=0
1
Vn
∆Un
Un
(18)
We then estimate the Brownian increments ∆Zn and ∆Bn = Bn+1 −Bn by
∆Zˆn ≈ ∆Un − T µˆUn√
T
√
VnUn
, ∆Bˆn ≈ ∆Vn − (uˆ− vˆVn)√
2wˆ
√
Vn
The empirical correlation ρˆN between ∆Zˆn and ∆Bˆn, will then be a natural
estimator of ρ
5 Distribution invariance for parameter estima-
tors
5.1 Canonical Parametrization of Volatility SDE
Definition 5.1. Canonical volatility parameters : Let Yt be the squared
volatility process driven by the Heston SDE (2) parametrized by κ, θ, γ2 ver-
ifying the constraints (3). We will show below that for N → ∞ and fixed
sub-sampling time T , the asymptotic behaviour of the parameter estimators
κˆN , θˆN , γˆ
2
N is controlled by the following two canonical parameters
ω = e−κT and ζ =
κθ
γ2
> 1/2 (19)
In view of paragraphs 3.2 and 3.3, the canonical parameters 0 < ω < 1
and ζ > 1/2 remain unchanged under linear rescaling Rt = AYt or linear time
change Zs = Ys σ.
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Definition 5.2. Canonical estimation problem : For each ζ > 1/2 we define
the following canonical volatility SDE
dJt = (ζ − Jt)dt+
√
JtdWt (20)
whereWt is a standard Brownian motion. We call canonical estimation problem
with canonical parameters ζ > 1/2 and 0 < ω < 1 the ( virtual ) situation where
- the volatility Jt is driven by the canonical SDE (20), which is of the form (2)
with “unknown” parameters κ¯ = 1, θ¯ = ζ, γ¯ = 1,
- the subsampling time is T¯ = − log(ω),
- the observed data are the Vn = JnT¯ .
Definition 5.3. Normalized Volatility Parameter Estimators : Let Yt be
driven by the volatility SDE (2), parametrized by Θ = (κ, θ, γ2) verifying (3).
Given the sub-sampling time T and N successive squared volatility observations
YnT , let ΘˆN = (κˆN , θˆN , γˆ
2
N ) be the volatility parameter estimators given by
(16).
Define the vector DN of normalized parameter estimators by
DN = [
κˆN
κ
,
θˆN
θ
,
γˆ2N
γ2
] (21)
Proposition 5.1. Hypotheses and notations are those of definition 5.3. LetDN
be the vector of normalized estimators for the three volatility parameters. Then
for any N and T , the distribution DISN of DN depends only on N and on the
canonical parameters ζ > 1/2 and 0 < ω < 1. Moreover, DISN is identical to
the distribution of normalized parameter estimators in the canonical estimation
problem just defined by 5.2, where the three estimators of κ¯ = 1, θ¯ = ζ, γ¯ = 1
are computed by formulas (16) and (10) with sub-sampling time T¯ = κT and
volatility data Vn = JnκT .
Proof. As seen in sections 3.2 and 3.3, for any fixed positive A and σ, the process
Y˜s = AYsσ , obtained by linear space rescaling and change of time, verifies a
volatility SDE of the same type as (2), but parametrized by
κ˜ = σκ ; θ˜ = Aθ ; γ˜2 = Aσγ2. (22)
The process Y˜s will now be sub-sampled at time intervals T˜ = T/σ, to provide
the N observations Y˜nT˜ = AYnT/σ . We can then compute the five sufficient
statistics a˜N , b˜N , c˜N , d˜N , f˜N by formulas (10). Formula (16) where T is
replaced by T˜ = T/σ , provides the estimators Θ˜N = (κ˜N , θ˜N , γ˜
2
N ) of Θ˜ =
( κ˜, θ˜, γ˜2). The obvious relations
a˜N = AaN , b˜N = bN , c˜N = AcN , d˜N =
1
A
dN , f˜N = AfN
then imply by (16)
κ˜N = σκN ; θ˜N = AθN ; γ˜
2
N = Aσγ
2
N . (23)
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The two vectors DN and D˜N of normalized parameter estimators are defined
by
DN = [
κˆN
κ
,
θˆN
θ
,
γˆ2N
γ2
]; D˜N = [
κ˜N
κ˜
,
θ˜N
θ˜
,
γ˜2N
γ˜2
]
The relations (22) and (23) directly imply the identity D˜N ≡ DN . We have just
proved that for any finite N and any T the normalized parameter estimators
have the same distributions after arbitrary linear space rescaling and change of
time. In particular let us select A = κ/γ2 and σ = 1/κ. We then have
κ˜ = 1 ; θ˜ = κθ/γ2 = ζ > 1/2 ; γ˜2 = 1
so that the process Jt = Y˜t = AYtσ = (κ/γ
2)Ytκ verifies the canonical SDE
(20). This concludes the proof.
6 Markov chain of sub-sampled volatilities
6.1 Transition density for the volatility process
Convention : We derive below several upper bound inequalities involving vari-
ous numerical positive constants determined by the volatility parameters and by
moment exponents p, q > 1. To simplify notations, all these positive constants
will be denoted by the same letter C.
The volatility process Yt is driven by SDE (2) with parameters κ, θ, γ
2 and T
is the sub-sampling time. The associated canonical parameters ζ > 1/2 and
0 < ω < 1 have been defined in (19).
As shown in [12], for any s > 0 and any t > 0 the conditional density gt(y, z) of
Ys+t = z given Ys = y is given by
gt(y, z) =
λ
2
exp( −λ
2
(z + ν) ) (
z
ν
)r/2 Ir(λ
√
zν) (24)
where we have set
λ =
4κ
γ2(1− ω) ; r =
2κθ
γ2
− 1 = 2ζ − 1 > 0 ; ν = e−tκ. (25)
Here Ir is the modified Bessel function of the first kind of order r, which has
the well known expression Ir(x) = x
rJ(x) with J(x) given by the series
J(x) =
∞∑
k=0
x2k
k! Γ(k + 1 + r)
(26)
where Γ is the classical gamma function.
We can thus write
gt(y, z) =
1
2
λr+1zr exp(−λ
2
(z + yν)) J(λ
√
zyν). (27)
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Note also that the transition density P (Rs+t = z | Rs = y) of the rescaled
volatility process Rs = λYs coincides with the density of a non-central chi-
square distribution with 2(r + 1) = 4ζ degrees of freedom and non-centrality
parameter yν where ν = e−tκ, given by
f(z) =
1
2
exp(−z + yν
2
)(
z
yν
)r/2Ir(
√
zyν). (28)
As proved in [12, 15], on the state space R+, the Markov process Yt has a unique
stationary distribution Ψ, with density ψ(z)) = limt→∞ gt(y, z) = given by
ψ(z) =
1
2
λr+1zr exp(−λ
2
z) F (0) for all z > 0. (29)
After the linear rescaling Ys → Rs = λYs, the stationary density ψ(z) becomes
the density 121+rΓ(1+r)z
re−z/2 of a standard chi-square distribution having
2(r+1) = 4ζ degrees of freedom. The following technical proposition quantifies
precisely the speed of convergence of gt(y, z) to ψ(z) as t→∞.
Proposition 6.1. For fixed T , consider the volatility Markov chain Vn = YnT ,
and let Ψ be its unique stationary probability. Let gt(y, z) be the transition
density P (Ys+t = z | Ys = y) of the continuous time squared volatility process
Yt. We then have the upper bound
gt(y, z) ≤ Czr [ e−λz/4 + 1{z≤64yν} e
3λ
2
yν ] with ν = e−tκ (30)
As t→∞ the transition density gt(y, z) converges pointwise and at exponential
speed to the stationary density ψ(z) of Ψ. More precisely, there is a constant
C such that for all positive y, z, t , one has with ν = e−tκ,
|gt(y, z)− ψ(z)| < Cνy(1 + z)zr
[
e−λz/4 + 1{z≤64νy} e2yλν
]
(31)
Proof : By Stirling formula and since Γ(k+1+ r) ≥ k!, there is a constant
C such that for all integers k ≥ 0,
x2k
k! Γ(k + 1 + r)
≤ x
2k
k! k!
≤ C (2x)
2k
(2k)!
The series expansion of J(x) then yields
J(x) =
∞∑
k=0
x2k
k! Γ(k + 1 + r)
≤ Ce2x for all x ≥ 0 (32)
which by (27) implies the following bound valid for all positive y, z, t
gt(y, z) ≤ Czr exp [ λ(−z/2− yν/2 + 2√zyν ] with ν = e−tκ (33)
An elementary argument shows that for all positive z, y, ν,
−z/2 + 2√zyν ≤ −z
4
1{z>64yν} + 2yν1{z≤64yν} (34)
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Substituting this bound into (33) yields for all positive z, y, ν, the announced
upper bound (30)
gt(y, z) ≤ Czr [ e−λz/4 + 1{z≤64yν} e
3
2
λyν ] where ν = e−tκ (35)
After the volatility rescaling Rs = λYs, the densities gt(y, z) and ψ(z) are re-
placed by 1λgt(y/λ, z/λ) and
1
λψ(z/λ). Hence we may and do assume that λ = 1
to prove (31). Equations (27) and (29) then become, with ν = e−tκ,
gt(y, z) =
1
2
zr exp(−1
2
(z + yν)) J(
√
zyν) and ψ(z) =
1
2
zre−z/2J(0)
This implies
gt(y, z)− ψ(z) = 1
2
zre−z/2
[
e−yν/2J(zyν)− J(0)
]
(36)
The series expansion of J(x) yields for all positive x
|J(x) − J(0)| = x
∑
j≥0
xj
(j + 1)! Γ(j + 2 + r)
≤ xJ(x)
Since |e−yν/2 − 1| < Cyν for some constant C, a standard argument provides
then another constant C such that for all positive ν, y, z
|e−yν/2J(zyν)− J(0)| < C(1 + z)yνJ(zyν) (37)
Combining the relations (36), (37), and (32), we get another constant C such
that for all positive y, z, t
|gt(y, z)− ψ(z)| < Cνy(1 + z)zre−z/2+2
√
zyν
where ν = e−tκ. Applying (34) then yields for all positive y, z, t
|gt(y, z)− ψ(z)| < Cνy(1 + z)zr [ e−z/4 + 1{z≤64yν} e2yν ]
which completes the proof of inequality (31).
6.2 Ergodic theorems for the volatility process
Notations: Let V be the set of all infinite positive sequences {v0, v1, . . . , vn, . . . }
endowed with the sigma-algebra generated by finite products of Borel subsets
of R+.
For each y > 0, and for fixed T , the distribution of the infinite random sequence
Vn = YnT with starting point V0 = Y0 = y is a probability Py on V , and we let
Ey denote expectations with respect to Py. We write Py a.s. for “ Py almost
surely ”, and “almost all y” for “Lebesgue almost all y”.
Under Py, the sequence Vn = YnT is an homogeneous Markov chain on R
+, with
one-step transition density P (Vn+1 = z | Vn = y) = gT (y, z) given by formula
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(24) with t = T . As proved in [15, 12], on the state space R+, the continuous
time Markov process Yt as well as the sub-sampled Markov chain Vn = YnT both
have a unique stationary distribution Ψ, with strictly positive and continuous
density ψ given by equation (29). When the distribution of V0 = Y0 is Ψ, the
Markov chain Vn is strictly stationary and irreducible with respect to Lebesgue
measure. We call PΨ its probability distribution on the path space V .
Note that for any set B ∈ B(V), one has
PΨ(B) = 1 if and only if Py(B)) = 1 for almost all y > 0 (38)
because PΨ[B] is equal to
∫
R+
Py[B]ψ(y)dy with ψ(y) continuous and positive
for y > 0.
Theorem 6.1. Consider the continuous time squared volatility process Yt
driven by SDE (2). For any fixed T , the discrete Markov chain Vn = YnT
is then geometrically ergodic in the sense of Ibragimov and Linnik (see defini-
tion in [19] [22]). More precisely, denote by Ψ the unique stationary probability
of Yt , by B(R+) the family of all Borel subsets of R+, and let ω = e−Tκ < 1.
Then for each starting point y > 0, there is a constant C(y) such that
sup
B∈B(R+)
|Py(Vn ∈ B)−Ψ(B)| < C(y)ωn for all n ≥ 0 (39)
The Markov chain Vn = (Vn, Vn+1) on R+ × R+ is also geometrically ergodic
with the same geometric rate ωn.
For the two Markov chains Vn and Vn, Vn+1, the pointwise ergodic theorem then
holds. This means (see [5]),that for any two Borel functions h(v) on R+ and
k(v, z) on (R+)2 such that h¯ = EΨ(|h(Vn)| and k¯ = EΨ[ |k(Vn, Vn+1)| ] are
finite, then for any starting point y > 0, we have the Py almost sure pointwise
convergence
lim
N→∞
1
N
∑N−1
n=0 h(Vn) = h¯ Py a.s. (40)
lim
N→∞
1
N
∑N−1
n=0 k(Vn, Vn+1) = k¯ Py a.s. (41)
Note that the finiteness of h¯ and k¯ is obviously equivalent to
h¯ =
∫
R+
|h(v)|ψ(v)dv <∞ and k¯ =
∫
(R+)2
|k(v, z)|ψ(v)gT (v, z)dvdz <∞
Proof. Let H(z) be any Borel function of z > 0 such that 0 ≤ H(z) ≤ 1. For
any Borel subset B of R+, one has
|Ey(H(Vn)−
∫
z>0
H(z)ψ(z)dz| ≤
∫
z>0
H(z) |gnT (y, z)− ψ(z)|dz
Applying (31) with t = nT , and hence ν = e−tκ = ωn < 1, we can bound the
preceding integral by
Cyωn [
∫
z>0
(1 + z)zre−λz/4dz + e2yλω
n
∫
z≤y
(1 + z)zrdz ]
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The bracketed term in this expression is inferior to C(1+y+y1+r)e2yλ for some
constant C, which yields
|Ey(H(Vn)−
∫
v>0
H(v)ψ(v)dz| ≤ Cωn e3yλ for all n ≥ 0 (42)
for some constant C which does not depend on the choice of the function h
verifying 0 ≤ h(z) ≤ 1.
Let B be any Borel subset of R+. Selecting H = 1B, inequality (42)then
becomes the relation (39) and thus proves the geometric ergodicity of Vn.
Consider now the Markov chain Vn = (Vn, Vn+1) . The stationary measure Φ
of Vn on R+ ×R+ has density φ(v, z) = ψ(v)gT (v, z).
Let W be any Borel subsets of R+ ×R+. Define the function H on R+ by
H(v) =
∫
z>0
1W (v, z)gT (v, z)dz for all v > 0
which clearly verifies 0 ≤ H ≤ 1 and
Φ(W ) =
∫
R+×R+
1W (v, z)ψ(v)gT (v, z) =
∫
v>0
H(v)ψ(v)dv
We also then have Py [(Vn, Vn+1) ∈W | Vn] = H(Vn) , which in turn implies
Py(Vn ∈ W ) = Ey(H(Vn)) . Combining these relations with (42) shows that
|Py [ Vn ∈W ]− Φ(W )| ≤ C(y)ωn for all n ≥ 0 (43)
for all Borel subsetsW of R+×R+. It follows that the chain Vn is geometrically
ergodic. By a generic result of Ibragimov-Linnik (see [22]) the pointwise almost
sure ergodic convergence theorem holds for any geometrically ergodic Markov
chain, which means that the announced statements (40) and (41) are valid. This
concludes the proof of the theorem.
6.3 Absolute and conditional moments of the volatility
Our asymptotic study below for the statistics aN , bN , cN , dN , fN will require the
following uniform moments estimates.
Lemma 6.1. Fix any T and any pair of exponents q > 1 and 1 < p < r+1 = 2ζ.
Fix any polynomial pol(x, z) of degree 2 and set Kt = pol(Yt, Yt+T )/Yt. Then
for any starting point y > 0, and for any u < λ/4 the expectations Ey(Y
q
t ) ,
Ey(e
uYt) , and Ey(|Kt|p) remain uniformly bounded for all t ≥ 0.
In the stationary case where the distribution of Y0 is the invariant probability
Ψ, the variables Y qt and |Kt|p also have finite expectations under PΨ, which are
obviously constant in t.
Proof. To prove these bounds, apply inequality (30) to prove that Ey(Y
q
t ) ,
Ey(e
uYt) , and Ey(1/Y
p
t ) are finite and uniformly bounded for t > 0. Pick
s′ > 1 and s” > 1 such that p < s′p < 2ζ and 1/s′+1/s” = 1. Then 1/Y pt is in
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Ls′ and the polynomial power |pol(Yt, Yt+T )|p is in Ls”. The duality between
Ls′ and Ls” then shows that Ey(K
p
t ) is finite and uniformly bounded for t > 0.
A similar proof takes care of the strictly stationary case.
The conditional mean my = E(Ys+T | Ys = y) and the conditional variance
vary = var(Ys+T | Ys = y) are easily derived, after rescaling by λ, from the
known mean and variance of the noncentral chi-square density (28), to yield
my =
∫
R+
zgT (y, z)dz = θ(1 − ω) + ωy
vary =
∫
R+
(z −my)2gT (y, z)dz = γ2 1− ω
κ
(ωy + (1− ω)θ/2)
We will also need the conditional means
E(Ys+T − Ys | Ys = y) =
∫
R+
(z − y)gT (y, z)dz = my − y
E((Ys+T − Ys)2 | Ys = y) =
∫
R+
(z − y)2gT (y, z)dz = vary + (my − y)2
Replacing my and vary by their values then implies∫
R+
(z − y)gT (y, z)dz = (1 − ω)(θ − y) (44)
∫
R+
(z − y)2gT (y, z)dz = yω(1− ω)γ
2
κ
+ (1− ω)2(γ
2θ
2κ
+ (θ − y)2) (45)
7 Asymptotic Bias for T fixed and N →∞
7.1 Hypotheses and Notations :
We observe a sub-sampled squared volatility process Yt driven by the Heston
SDE (2) parametrized by κ, θ, γ2 verifying the constraints (3). The sub-sampling
time T > 0 is fixed and known (or pre-imposed by the user). The canonical
parameters ζ > 1/2 and 0 < ω < 1 are defined by (19). Given N observations
Vn = YnT of the squared volatility, we compute the vector AN of sufficient
statistics (aN , bN , cN , dN , fN) by (10), and the vector of discretized maximum
likelihood volatility parameter estimators ΘN = (κˆN , θˆN , γˆ
2
N ) by formulas (16).
We will use freely the notations just introduced as well as those of (25).
Recall that AN is said to be generic when (14) holds, or equivalently when ΘN
verifies the constraints (3).
Definition 7.1. Asymptotic genericity : We shall say that the sequence AN
is almost surely asymptotically generic when for each initial y > 0, the vector
AN becomes Py-almost surely generic as N →∞
Theorem 7.1. For fixed sub-sampling time T , under the preceding hypotheses
and notations, considerN squared volatility data YnT , and the associated vector
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of 5 sufficient statistics AN .
Then the sequence AN is almost surely asymptotically generic if and only if the
canonical parameters ζ > 1/2 and ω = e−κT verify one of the two following sets
of constraints :
Case (i) : ζ ≥ 3
4
and T is arbitrary (46)
Case (ii) :
1
2
< ζ <
3
4
and ω >
ζ (3 − 4ζ)
1− ζ (47)
Note that in Case (ii) the lower bound on ω is equivalent to the positive upper
bound κT < log 1−ζζ (3−4ζ) , and hence certainly holds for T small enough.
Moreover, in both cases (i) and (ii), for every initial y > 0 and as N → ∞ the
volatility parameter estimators (κˆN , θˆN , γˆ
2
N ) converge Py a.s. to deterministic
limits given by
κ∞ =
1− ω
T
; θ∞ = θ; γ2∞ =
(1− ω)γ2
κT
[ ω + (1 − ω) ζ
2ζ − 1 ]. (48)
Hence for fixed T > 0 andN →∞, the estimator θˆN is asymptotically unbiased,
while the estimators κˆN and γˆ
2
N both have non zero asymptotic biases. But when
T → 0, the asymptotic biases of κˆN and γˆ2N both tend to zero at the following
rates
κ∞/κ− 1 ≃ κT/2 γ2∞/γ2 − 1 ≃
κT
2
3− 4ζ
2ζ − 1
Corollary 7.1. Hypotheses and notations are those of theorem 7.1. Given
N sub-sampled price and squared volatility observations XnT , YnT , define as
in section 4 the estimators µˆN and ρˆN of the drift µ and the correlation ρ.
Assume that one of the two asymptotic genericity conditions (46) or (47) is
satisfied, Then for almost all initial y > 0, when N → ∞, the estimators µˆN
and ρˆN converge Py a.s. to deterministic limits µ∞ and ρ∞. Moreover when
T → 0, the asymptotic biases (µ∞ − µ) and (ρ∞ − µ) both tend to zero.
Proof. The proofs of the corollary and of the theorem are quite similar. So we
only present the proof of the theorem 7.1.
For fixed T , we have seen above that for the Markov chains Vn = YnT and
(Vn, Vn+1), the pointwise almost sure convergence ergodic theorems hold Py
a.s. for all y > 0.
For v > 0, z > 0, define five functions ka(v, z), kb(v, z), kc(v, z), hd(z), hf (z) by
ka =
(z − v)2
v
; kb = −2(z − v)
v
; kc = 2(z − v) ; hd = 2
z
; hf = 2z
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The five sufficient statistics aN , bN , cN , dN , fN are then given by the sums
aN =
1
N
N−1∑
n=0
ka(Vn, Vn+1); bN =
1
N
N−1∑
n=0
kb(Vn, Vn+1);
cN =
1
N
N−1∑
n=0
kc(Vn, Vn+1); dN =
1
N
N−1∑
n=0
hd(Vn); fN =
1
N
N−1∑
n=0
hf (Vn)
(49)
The three functions ka, kb, kc are in L1(Ψ) and the two functions hd, hf are in
L1(Φ), where Ψ and Φ are resp. the stationary measures of the Markov chains
Vn and (Vn, Vn+1). Indeed, the explicit form (29) of the stationary density ψ(z)
yields
∫
R+
hd(z)ψ(z)dz = 4κ/(2κθ− γ2) and
∫
R+
hf (z)ψ(z)dz = 2θ (50)
and the explicit integrals of ka, kb, kc with respect to φ(v, z) = ψ(v)gT (v, z) are
obtained by combining (44) and (50) to yield∫
(R+)2
ka(v, z)ψ(v)gT (v, z)dvdz = (1 − ω) γ
2
κ
+ (1− ω)2 γ
4
κ(2κθ − γ2)∫
(R+)2
kb(v, z)ψ(v)gT (v, z)dvdz = −2(1− ω) γ
2
2κθ − γ2∫
(R+)2
kc(v, z)ψ(v)gT (v, z)dvdz = 0
So we can now apply the pointwise ergodic convergence theorem to the five
statistics aN , bN , cN , dN , fN to conclude that for each starting point y > 0, we
have the Py almost sure limits
lim
N→∞
aN = a∞ = (1− ω) γ
2
κ
+ (1− ω)2 γ
4
κ(2κθ − γ2)
lim
N→∞
bN = b∞ = −2(1− ω) γ
2
2κθ − γ2
lim
N→∞
cN = c∞ = 0 ; lim
N→∞
dN = d∞ = 4
κ
2κθ − γ2 ; limN→∞ fN = f∞ = 2θ
Thus for fixed T and almost all y > 0, we have Py a.s. the deterministic limit
lim
N→∞
AN = A∞ = ( a∞, b∞, c∞, d∞, f∞ )
For T fixed and N → ∞ the vector ΘˆN is of the form ΘˆN = G(AN ) where
G : R5 → R3 is a fixed rational function given by the three explicit formulas
(16). Hence ΘˆN will also converge Py a.s. to the explicit deterministic limit
Θ∞ = G(A∞). Replacing the coordinates of A∞ by the explicit values obtained
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above yields the deterministic expressions of κ∞, θ∞, γ2∞ announced in equation
(48), and these three limits are positive since (1− ω) > 0 and 2κθ − γ2 > 0.
As seen above, for each N , the vector of sufficient statistics AN is generic iff
the random variables θˆN , γˆ
2
N , and (2κˆN θˆN − γˆ2N ) are all positive. To prove
that genericity become Py a.s. valid as N →∞, one then needs only to verify
θ∞ > 0, γ2∞ > 0, 2κ∞ θ∞ > γ
2
∞
The first two inequalities have been proved above; the third one becomes, due
to (48),
2κθ > γ2 [ ω + (1− ω) κθ
2κθ − γ2 ] (51)
which is equivalent to
(2ζ − 1)2 > (1− ω) (1− ζ) where ζ = κθ/γ2 > 1/2 (52)
When 1 ≤ ζ, inequality (52) and hence (51) are true for all T > 0, so we now
only need to study the case 1/2 < ζ < 1.
Then (52) holds iff ω verifies
ω >
ζ (3− 4ζ)
1− ζ (53)
When 3/4 ≤ ζ < 1, inequality (53) and hence (51) will hold for all ω ∈ [0, 1]
and thus for all T > 0.
We have thus proved that for all T > 0, asymptotic genericity holds Py almost
surely when 3/4 < ζ.
Finally when 1/2 < ζ < 3/4, the constraint (53) on ω = e−κT is equivalent to
T <
1
κ
log
1− ζ
ζ (3− 4ζ) )
This relation implies the validity of (17), and hence the Py a.s. asymptotic
genericity of AN as N →∞. This concludes the proof of the theorem.
7.2 Asymptotically Consistent Estimators
Since as just proved in theorem 7.1, the estimators κˆN and γˆ
2
N are asymptot-
ically biased, we now define two new asymptotically unbiased estimators KN
and GN of κ and γ2, as explicit non linear functions of (κˆN , θˆN , γˆ2N ).
Theorem 7.2. For fixed time T , consider N squared volatility data YnT , gen-
erated by sub-sampling the Yt volatility process. Hypotheses and notations are
those of the preceding section 7.1. Fix any initial volatility Y0 = y > 0. Assume
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that the canonical parameters ζ = κθ/γ2 and ω = e−κT verify either one of the
two following inequalities
Case (i) : ζ ≥ 3
4
(54)
Case (ii) :
1
2
< ζ <
3
4
and ω >
ζ (3 − 4ζ)
1− ζ (55)
As seen above this guarantees ”asymptotic genericity” and the computability of
the parameter estimators (κˆN , θˆN , γˆ
2
N ) by the generic formulas (16). Moreover,
due to theorem 7.1, the relation T κˆN < 1 becomes Py- a.s. true as N → ∞,
and we can define a new estimator KN of κ by
KN = − 1
T
log (1− T κˆN) (56)
Consider the quadratic polynomial polN (Z) defined by
polN (Z) = (1− T κˆN)Z2 + [ θˆN (T κˆN − 2)− γˆ
2
N
κˆN
]Z + 2
γˆ2N θˆN
κˆN
(57)
Then Py- a.s. , as N →∞, the two roots Z1(N), Z2(N) of polN (Z) = 0 become
real and verify 0 < Z1(N) < 2θˆN < Z2(N) .
We can thus define a new estimator GN of γ2 by
GN = Z1(N)KN (58)
Then as N →∞, the three estimators KN , θˆN ,GN converge Py- a.s. to the true
parameter values κ, θ, γ2. In particular as N →∞, the estimator
ζˆN = KN θˆN/GN (59)
converges Py- a.s. to the canonical parameter ζ
Proof. By equation (48), we have Py a.s.
lim
N→∞
κˆN =
1− e−κT
T
Solving this relation for κ immediately yields Py a.s.
κ = lim
N→∞
− 1
T
log (1− T κˆN) = lim
N→∞
KN
Again by equations (48), we have Py a.s.
lim
N→∞
γˆ2N =
(1− ω)γ2
κT
[ ω + (1 − ω) ζ
2ζ − 1 ] (60)
Introduce the new unknown z = γ2/κ. By (48) we also have Py a.s.
(1− ω)γ2
κT
= z lim
N→∞
κˆN , ω = lim
N→∞
(1− T κˆN), ζ = κθ
γ2
=
1
z
lim
N→∞
θˆN
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and
ζ
2ζ − 1 =
1
2− z/θˆN
. Substituting these relations into equation (60), we see
that the expression
FN (z) = −γˆ2N + zκˆN [ (1− T κˆN) + T κˆN
1
2− z/θˆN
]
converges Py a.s. to 0 as N → ∞. This is clearly equivalent to stating that
the quadratic polynomial polN (Z) defined by equation (57)must verify
lim
N→∞
polN (z) = 0 ; Pya.s. (61)
As N → ∞, the coefficients of polN (Z) have obvious limits explicitly deduced
from equations (48). These limits immediately show that for N → ∞, the
value of polN (2θˆN ) becomes negative and the discriminant of polN (Z) becomes
positive. Hence Py a.s., for N large enough, the two roots Z1(N), Z2(N) of
polN(Z) are real and verify
0 < Z1(N) < 2θˆN < Z2(N)
In view of (61) it is then easy to conclude that
lim
N→∞
Z1(N) = z = γ
2/κ ; Py a.s. (62)
This ends the proof of theorem 7.2
8 Asymptotic distributions of estimation errors
8.1 Strong mixing for the volatility process
For the sufficient statistics aN , bN , dN , fN computed from subsampled volatility
data Vn = YnT , almost sure convergence as N → ∞ was derived above by
applying ergodic theorems to the four sequences
(Vn+1 − Vn)2/Vn ; (Vn+1 − Vn)/Vn ; 1/Vn ; Vn
To study the asymptotic distributions of these four statistics we need to estab-
lish strong mixing properties for specific functions of the sub-sampled volatility
process Vn.
Proposition 8.1. Hypotheses and notations are those of Th. 7.1. Fix T and
consider the sub-sampled squared volatility process Vn = YnT with intrinsic
parameters ζ > 1/2 and 0 < ω < 1. Fix any starting point y > 0 and any
exponent q > 0. Under the probability Py the variables Hn = V
q
n remain
uniformly bounded in L2, and for some constant C, their covariances verify,
|cov(Hn+j , Hn)| < Cωj for all integers n ≥ 0, j ≥ 0 (63)
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Let Kn be random variables of the form Kn = k(Vn, Vn+1) where k(y, z) =
pol(y, z)/y and pol(y, z) is an arbitrary polynomial of degree 2 in (y, z). Under
the probability Py, and provided ζ > 1, the variables Kn are uniformly bounded
in L2, and for some constant C their covariances verify
|cov(Kn+j ,Kn)| < Cωj for all integers n ≥ 0, j ≥ 0 (64)
In the strictly stationary case where V0 has the unique invariant distribution Ψ
with density ψ (see (29)), the two results (63)and (64) remain valid under the
probability PΨ.
Proof. The validity of results (63)and (64) is obviously invariant when we replace
Yt by AYt. By equation (4) this rescaling leaves ζ and ω unchanged but replaces
λ = 4κγ2(1−ω) by λ/A. So before proving the proposition we implement this
rescaling with A = λ, and still keep the notation Vn = YnT for the rescaled
process. From now on, we thus have λ = 1.
We now give a detailed proof only for the more delicate case of the variables
Kn under the strictly stationary probability PΨ, and under the ( unavoidable )
hypothesis ζ > 1. All the other strong mixing statements in prop. 8.1 can be
derived by quite similar proofs, omitted here for brevity.
Due to lemma 6.1, Kn = pol(Vn, Vn+1)/Vn must be in L2 since 2ζ > 2. Define
the conditional expectation
h(y) = E(Kn|V n = y) =
∫
z>0
dz gT (y, z)k(y, z)
Since k(y, z) = pol(y, z)/y, where pol is a polynomial of degree 2, equation
(44) shows directly that |h(y)| < C(1 + y + 1/y) for some constant C so that
M = E(Kn) =
∫
y>0 dy ψ(y)h(y) Let Fn be the sigma-algebra generated by
V0, . . . , Vn.
For j > 1 the relation E(Kn+j | Fn+j) = h(Vn+j) entails
E(Kn+j | Fn+1) = E(h(Vn+j | Fn+1) = Gt(Vn+1)
where t = (j − 1)T and G(y) = ∫
z>0
dzh(z)g(j−1)T (y, z). The function
Ht(y) = Gt(y)−M =
∫
z>0
dzh(z)[ gt(y, z)− ψ(z) ]
verifies then E(Kn+j −M | Fn+1) = Ht(Vn+1) , which yields
cov(Kn+j ,Kn) = E[ (Kn −M)(Kn+j −M) ] = E(KnHt(Vn+1)) (65)
In view of lemma 6.1 and of the bound h(z)| < 1+ z+1/z, the definition of Ht
implies, with the notations ν = ye−tκ and t = (j − 1)T ,
|Ht(y)| ≤ Cν [
∫
z>64ν
(1+z+1/z)(1+z)zre−z/4+
∫
z≤64ν
(1+z+1/z)(1+z)zre2ν ]
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(66)
Since r − 1 = 2ζ − 2 > 0 , the first integral in (66) is bounded by a constant.
The 2nd integral is bounded by C(νr−1+νr+νr+2e2ν) and a fortiori by Ce3ν .
Hence (66)finally implies
|Ht(y)| ≤ Cνe3ν = Cye−tκ exp(3ye−tκ) (67)
Under the probability PΨ, one has E(Ht(Vn+1)
2) =
∫
y>0 ψ(y)Ht(y)
2dy . This
implies in view of (67) and (29),
E(Ht(Vn+1)
2) ≤ Ce−2tκ
∫
y>0
yr+2exp(−y/2) exp(6ye−tκ)
This last integral remains clearly bounded by a finite constant for all t = (j−1)T
such that e−tκ < 1/24. Hence for all j > 1+ 1T log(24), the norm ||Ht(Vn+1)||L2
is inferior to Ce−tκ = Cωj−1. Since ||Kn||L2 is a finite constant, the expressions
of covariances obtained in (65) entail the exponential decay inequality
||cov(Kn+j ,Kn)|| ≤ Cωj for all positive integers n and j
8.2 Dichotomy between Gaussian and Stable asymptotics
Due to prop.5.1 for the Heston volatility SDE (2), the distribution of DN =
[ κˆN/κ, θˆN/θˆ, γˆ
2
N/γˆ
2 ] depends only on N and on the canonical parameters
ζ > 1/2 and 0 < ω < 1 . By Th.7.1, asymptotic genericity is always true when
3
4 ≤ ζ , but when 12 < ζ < 34 , asymptotic genericity holds iff T is small enough.
In these two situations, we have also seen that DN converges almost surely to a
deterministic limit D∞. We now seek to adequately rescale the distribution of
DN −D∞ to ensure convergence in distribution as N →∞.
As seen in section 6.2 the vector of four statistics aN , bN , dN , fN is of the form
1
N
∑N−1
n=0 kn with kn = k(Vn, Vn+1), where the vector valued function k(y, z) is
(z − y)2/y, (z − y)/y, 1/y, 2y . Due to the strong mixing properties proved
in the last paragraph, we may expect that as N → ∞ the vector of statistics
aN , bN , dN , fN should behave roughly like the average of i.i.d. random vectors
having the same finite moments as the kn. By lemma 6.1, we know that the
corresponding kn have finite moments of order p > 1 if and only if 1 < p < 2ζ.
We shall also prove below that for any s < 1, the statistic cN verifies almost
surely limN→∞ NscN = 0.
These remarks lead us to expect a radical dichotomy between the two cases
ζ > 1 and 1/2 < ζ ≤ 1. For ζ > 1, we will prove below that N1/2(DN −D∞)
is asymptotically Gaussian. But for 1/2 < ζ ≤ 1 we conjecture below that
there is an explicit exponent q = q(ζ)) < 1/2 such that the rescaled variables
N q(DN −D∞) converge in distribution to limit distributions with heavy tails
similar to the tails of stable distributions.
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8.3 The asymptotically Gaussian case : ζ > 1
Theorem 8.1. Hypotheses and notations are those of Th. 7.1. Assume that
the canonical parameter verifies ζ > 1. Let AN = (aN , bN , cN , dN , fN) be the
vector of sufficient statistics given by (10), let ΘN = (κˆN , θˆN , γˆ
2
N ) be the vector
of volatility parameters estimators computed from AN by formulas (16), and
let UN = (KN , θˆN ,GN ) be the vector of asymptotically unbiased estimators
constructed from ΘN in theorem 7.2. Fix a starting point Y0 = y > 0. Then
as N → ∞, the three vectors AN ,ΘN , UN converge Py-a.s. to deterministic
limits A∞, Θ∞, U∞, computed in Th. 7.1 and Th. 7.2. Recall that U∞ is the
true parameter vector ( κ, θ, γ2 ).
Then under the probability Py, as N →∞ the random vectors N1/2(AN −A∞),
N1/2(ΘN − Θ∞) and N1/2(UN − U∞) are asymptotically Gaussian with zero
mean.
Proof. For fixed T , by th. 6.1, the Markov chains Vn = YnT and (Vn, Vn+1) are
both geometrically ergodic. Consider arbitrary Borel functions h(y) and k(y, z)
of (y, z) ∈ R2 , and taking their values in any euclidean vector space. Assume
that the coordinates of the random vectors hn = h(Vn) and kn = k(Vn, Vn+1)
belong to Lp for some p > 2. Define the random vectors HN and KN given by
HN =
1
N
∑
n≥0
hn and KN =
1
N
∑
n≥0
kn
For functions of geometrically ergodic Markov chains, classical results of Ibragimov-
Linnik (see [19], [22]) show thatHN andKN converge almost surely to determin-
istic limits H∞ and K∞, and that N1/2(HN −H∞) as well as N1/2(KN −K∞)
converge in distribution to centered Gaussian distributions.
Ibragimov-Linnik’s results were initially stated for real valued functions h(y)
and k(y, z), but they are quite easily extended to the situation where h(y) and
k(y, z) are vector valued.
Let us apply this result to the function
k(y, z) = [(z − y)2/y, (z − y)/y, 1/y, 2y]
and the Markov chain (Vn, Vn+1). Due to formulas (10), the average KN of the
N vectors kn = k(Vn, Vn+1) for n = 1 to N is then the vector of 4 statistics
(aN , bN , dN , fN ). Lemma 6.1 shows that the four coordinates of kn are in Lp
for all p < 2ζ and hence for some p > 2 since ζ > 1.
Applying the just quoted Ibragimov-Linnik results to KN = (aN , bN , dN , fN )
and its limitK∞ = (a∞, b∞, d∞, f∞), we conclude that under Py, asN →∞,the
random vectors N1/2(KN −K∞) converge in distribution to a four-dimensional
centered Gaussian.
We now study the last sufficient statistic cN =
2
N (VN − V0). Fix u such that
0 < u < λ/4. By lemma 6.1, for each fixed y > 0, one can find a constant C(y)
such that
Ey(e
uVn) =
∫
z>0
gnT (y, z)e
uzdz ≤ C(y) for all n ≥ 0
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This implies Py(Vn > 2 log(n)/u ≤ C(y)/n2. Hence by Borel-Cantelli lemma,
there is an almost surely finite random integer N0 such that Vn < 2 log(n)/u for
all n > N0. It follows that for any s < 1 the sequence N
scN = N
s(VN −V0)/N)
converges Py a.s. to 0 as N →∞.
Combining the fast convergence to 0 of N1/2cN with the asymptotic normal-
ity of KN , we conclude that the random vectors AN = (aN , bN , cN , dN , fN) are
asymptotivally Gaussian, and that the 5-dimensional random vectorsN1/2(AN−
A∞) converge in distribution to a centered Gaussian distribution concentrated
on a 4-dimensional subspace of R5.
By construction , ΘN = (κˆN , θˆN , γˆ
2
N ) is an explicit smooth function of AN ,
and for N large enough UN is an explicit smooth function of ΘN . Since as
is well known, smooth functions preserve asymptotic normality, it follows that
N1/2(ΘN −Θ∞) and N1/2(UN −U∞) both converge in distribution to centered
Gaussian distributions.
8.4 The asymptotically stable case : 1/2 < ζ ≤ 1
Conjecture : Under the hypotheses of Th. 7.1, assume now that the canoni-
cal parameter ζ verifies 1/2 < ζ < 1. Then we conjecture that there is an explicit
positive exponent q = q(ζ) < 1/2 such that, as N → ∞, the random vectors
N q(AN −A∞) and N q(ΘN −Θ∞) and N q(UN − U∞) converge in distribution
to limit laws having the same heavy tails as the classical ”stable distributions”.
We have obtained preliminary validation of this conjecture by intensive sim-
ulations conducted as follows, but these simulation results will be presented
elsewhere.
8.5 Computation of Empirical Accuracies
Let DISN be the probability distribution of relative accuracies for the volatil-
ity parameter estimators κˆN , θˆN , γˆ
2
N . For fixed T,N , and known parameters
κ, θ, γ2, a natural goal is to construct good numerical approximations of the
distribution DISN .
In view of prop. 5.1 one can proceed by intensive simulations of the process Jt
driven by the canonical SDE (20) parametrized by κ˜ = 1, θ˜ = ζ, γ˜ = 1 . By
Euler discretization of SDE (20) with small time step δ, we simulate 5, 000 long
trajectories of Jt. Each trajectory is sub-sampled at time intervals T˜ = κT >> δ
to generate N virtual observations JnκT , and thus yields one virtual value for
the estimators κ˜N , θ˜N , γ˜
2
N of the canonical parameters (1, ζ, 1). This generates
5000 values for the canonical relative accuracies, which by prop. 5.1 provide an
approximate empirical histogram of DISN .
We present below numerical results derived from such empirical histograms.
To simulate the canonical SDE (20), fix a global observation time S = NκT
and a small time step δ << κT , pick any starting point y0 > 0, and implement
the recursive Euler discretization
yk+1 − yk = δ(ζ − yk) +√yk
√
δGk
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where the Gk are independent standard Gaussian random variables. This is
done as long as yn > 0 and n ≤ S/δ. If yn becomes negative for some n < S/δ
the trajectory is dismissed.
In our numerical explorations, S/δ ranged from 2,500 to 500,000, and we se-
lected δ = κT/m for integers m between 10 and 20.
To validate theoretically this simulation scheme, note that for S fixed, the L2
norms of (Ynδ − yn) tend to 0 as δ → 0, uniformly for all nδ ≤ S (see [21]). For
alternate simulation methods, see for instance [6, 2].
For the estimators µˆN , ρˆN of the price SDE parameters µ, ρ, the estimators accu-
racies are numerically evaluated by a similar Euler discretization and simulation
of the joint Heston SDEs.
9 Fitting Heston SDEs to market data
9.1 Fitting Heston SDEs to S&P 500 daily data
We start with N = 252 daily closing values SPXn, V IXn of the S&P 500
and VIX indices, recorded from day 01/03/2006 to 12/29/2006. The annual-
ized squared volatility of SPX is as usual approximated by V IX2. The CBOE
database ([10],[9] ) computes VIX daily by V IX2n = A σn where A = 365 and
σn evaluates the variance of (SPXn − SPXn−1)/SPXn−1) by filtering over
30 days.
To model these N data by sub-sampled joint SDEs, we fix the sub-sampling time
at the commonly used value T = 1/252, so that the global observation time is
S = NT = 1. We seek a Heston process (Xt, Yt) such that SPXn = XnT and
V IX2n = A YnT = RnT where Rt = A Yt is the annualized squared volatility
of Xt. As seen in section 3.2, we can model the SDEs driving (Xt, Rt) by
dXt/Xt = µdt+
1√
A
√
RtdZt and dRt = κ(θ−Rt)dt+γ
√
RtdBt (68)
For these N joint data, the sufficient statistics aN , bN , cN , dN , fN given by (10)
do verify the genericity condition (14). The parameters of (68) are then esti-
mated by formula (16) to yield
κˆN = 16.6; θˆN = 0.017; γˆN = 0.28; ρˆN = −0.54, µˆN = 0.126 (69)
The canonical parameters ω and ζ thus have the estimated values ωˆN =
0.936 and ζˆN = 3.599 so that for this estimated Heston model, the parameter
estimators should be asymptotically normal for N large enough.
The negative correlation ρˆN = −0.54 between Zt and Bt indicates a ‘skew’ or
‘leverage’ effect.
Let RMS stand for ”Root Mean Squared”. We compute the RMS estimation
errors on κ, θ, γ, ρ as outlined in section 8.5, by simulating 5000 joint SDEs
trajectories of (Xt, Rt) for 0 ≤ t ≤ 1 and extracting N = 252 sub-sampled
points. This yields
RMSκ = 5.7 ; RMSθ = 0.002 ; RMSγ = 0.01 ; RMSρ = 0.06
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The relative RMS estimation errors for κ, θ, γ, ρ are equal to 34%, 12%, 4%, 11%,
which are rather high due to the quite small number N = 252 of data. The
relative RMS error on the asset price drift µ is very high, and shows that for
N = 252 both the estimate of µ and of RMSµ cannot be used, but fortunately
µ plays no part in the well known option pricing PDEs.
9.2 Fitting Heston SDEs to Intra-Day Data
We consider N = 510 Credit Agricole stock price data XnT recorded at time
intervals T = 1 minute on trading day 05/06/2010. The global observation time
is S = NT = 510.
The instantaneous squared volatility YnT of XnT is estimated (see [16]) by the
Garman-Klass formula YnT ≃ 0.5 (HnT − LnT )2 − 0.386 (QnT )2 , where
(HnT , LnT , QnT ) are the highest, lowest, and last stock prices in the current
one minute time slice.
Rescaling by the annualization factor A = 60× 24× 365 = 525600 replaces YnT
by the annualized squared volatility RnT = AYnT . As above, we seek to fit to
these N = 510 annualized data XnT , RnT a Heston process Xt, Rt driven by
joint SDEs of the form (68).
These data do satisfy the genericity condition (14), and formulas (10) , (16)
directly yield the following parameter estimates for SDEs (68)
κˆN = 0.48, θˆN = 3.15, γˆN = 0.80, ρˆN = −.04, µˆN = 3 10−5
The canonical parameters ω and ζ are then estimated by ωˆN = 0.619 and
ζˆN = 2.362 so that for this Heston model, the parameter estimators should be
asymptotically normal for N large enough.
As above, we evaluate the associated RMS estimation errors by 5000 simulations
of the Heston SDEs just fitted to these 510 annualized data. This provides the
estimates
RMSκ = 0.10 ; RMSθ = 0.11 ; RMSγ = 0.14 ; RMSρ = 0.04 ; RMSµ = 8 10
−5
The relative root mean squared errors on κˆN , θˆN , γˆN are 21%, 3.5%, 18%. As
for ρˆN and µˆN the results indicate that one should pre-impose ρ = 0 and µ = 0
to model these data.
10 Numerical results on estimators accuracy
10.1 Simulations of four canonical Heston volatility SDEs
By linear space and time rescaling as in section 5 the S&P 500 volatility SDE
parametrized by (69) becomes the canonical SDE (20) with canonical parame-
ters ω = 0.936, ζ = 3.599, and subsampling time T = 16.6/252 = 0.0659.
In view of this concrete example, we have simulated long volatility trajectories
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Yt for four canonical Heston volatility SDEs corresponding to a fixed ω = 0.936
and a fixed sub-sampling time T = 0.0659, successively combined with 4 values
1.1, 1.5, 2.5, 3.5 for ζ. Hence these four SDEs are parametrized by κ = γ = 1
and θ = ζ = 1.1, 1.5, 2.5, 3.5.
Note that for all these examples we have ζ > 1 and hence all our parameter
estimators are asymptotically normal.
For each one of these four canonical SDEs, we have simulated 1100 trajectories,
each one of which involved 200, 000 discrete steps of duration T/20. Each tra-
jectory was subsampled at times nT to extract 10,000 volatility data YnT .
For N = 250, 500, 750, . . . , 10, 000, these simulated data were then used to com-
pute the sequences of nearly MLE estimators ΘN = (κˆN , θˆN , γˆN ) and of consis-
tent estimators UN = (KN , θˆN ,GN ).
10.2 Relative root mean squared errors of estimation
Let η be any one of the three parameters κ, θ, γ2 and let ηN be any estimator of η,
based on N subsampled observations Y0, YT , . . . , Y(N−1)T . We then characterize
the relative accuracy of the estimator ηN by the relative root mean squared
error of estimation, classically defined by
σ(ηN ) = || ηN − η ||2 /η
Here we naturally estimate these relative root mean squared errors σ(ηN ) by
empirical averages over 1100 simulated trajectories, and their asymptotic be-
haviour as N → ∞ depend only on the pair ω, ζ of canonical parameters, due
to the crucial scale invariance results of prop. 5.1.
For T = 0.0659 and ω = 0.936, our simulations evaluate the accuracies of our
five parameter estimators κˆN ,KN , θˆN , γˆN ,GN for 250 ≤ N ≤ 10000 and for
the four values ζ = 1.1, 1.5, 2.5, 3.5. A summary of our numerical results is
provided below by the two Tables 2 and 3.
10.3 Rates of decrease for root mean squared errors
For each ζ, and for all N > 1000, the relative errors σ(KN ) , σ(θˆN ) , σ(GN )
of our three consistent estimators are very well approximated by C1/N
1/2 ,
C2/N
1/2, C3/N
1/2 , where the constants C1, C2, C3 depend on ζ but remain
quite moderate as shown below in Table 1. We note also that for each estimator
and each N > 1000, the relative errors of estimation decrease when ζ > 1
increases, and they practically stabilize as soon as ζ > 3.
10.4 Detailed analysis of parameter estimators accuracies
Our detailed numerical results, which are summarized below in Tables 2 and 3,
yield the following qualitative conclusions.
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ζ 1.1 1.5 2.5 3.5
N1/2 σ(KN ) ≃ 6.5 6 5.7 5.7
N1/2 σ(θN ) ≃ 3.7 3.2 2.5 2.1
N1/2 σ(GN ) ≃ 1.65 1.55 1.5 1.5
Table 1: We display the values of the constantes C giving good approximations
in C/N1/2 for the relative root mean square errors of our three consistent pa-
rameters estimators KN , θˆN ,GN . These approximations are quite accurate for
N > 1000 volatility observations, with sub-sampling time T = 0.0659. The
canonical parameters take the values ω = 0.936, and ζ = 1.1, 1.5, 2.5, 3.5 .
Parameter κ : The relative errors of estimation for the consistent estimator
KN remain very slightly larger than for the biased estimator κˆN for N ≤ 10, 000.
Indeed here the asymptotic relative bias of κˆN is quite small, of the order of
2.5%, and the theoretical advantage of the consistent estimator KN over κˆN
only emerges for unrealistic numbers of observations N > 40, 000 . However
when N increases, approximate normality becomes valid quite sooner for KN
than for κˆN .
Parameter θ : The asymptotically unbiased estimator θˆN is quite accurate
even for moderate values of N, and approximate normality becomes valid as
soon as N ≥ 500.
Parameter γ2 : The relative errors of estimation for the consistent estimator
G2N are clearly smaller than for the biased estimator γˆ2N for N ≤ 10, 000. Indeed
here the asymptotic relative bias of γˆ2N is rather large, of the order of 5% to
5.5%, and the theoretical advantage of the consistent estimator G2N over γˆ2N is
manifest for all values of N . Moreover for G2N , approximate normality becomes
valid as soon as N ≥ 500.
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10.5 Numerical results for estimators accuracies
The relative root mean squared errors of our five estimators are displayed in the
following two tables, where the sub-sampling time T and the canonical param-
eter ω are kept fixed at T = 0.0659 and ω = 0.936. These error sizes are hence
given as percentages of the true parameter value, and the number of volatility
observations is restricted to the five levels N = 500, 1000, 2500, 5000, 10000.
N 500 1000 2,500 5,000 10,000
σ(κˆN ) 28 % 18 % 11 % 8 % 6 %
σ(KN ) 32 % 20 % 12 % 8 % 6 %
σ(θN ) 15 % 10 % 6 % 4 % 3 %
σ(γˆ2N ) 8 % 6 % 5 % 5 % 5 %
σ(G2N ) 7 % 5 % 3 % 2 % 1 %
Table 2: Relative root mean squared errors of volatility parameters estimators
for ζ = 1.5. When ζ decreases to ζ = 1.1, all these relative errors exhibit slight
increases inferior to 1.5%.
N 500 1000 2,500 5,000 10,000
σ(κˆN ) 26 % 18 % 11 % 8 % 6 %
σ(KN ) 29 % 20 % 12 % 8 % 6 %
σ(θN ) 9 % 7 % 4 % 3 % 2 %
σ(γˆ2N ) 9 % 7 % 6 % 6 % 6 %
σ(G2N ) 7 % 5 % 3 % 2 % 2 %
Table 3: Relative root mean squared errors of volatility parameters estimators
for ζ = 3.5. When ζ decreases to ζ = 2.5, these relative errors remain practically
unchanged
11 Conclusion
We have completed a thorough analysis of approximate maximum likelihood pa-
rameter estimators for the widely used Heston model [20], where both asset price
and squared volatility are jointly driven by a pair of SDEs with non constant
coefficients depending on five parameters. Volatilities are not directly observed
in practice, but estimated by various well studied techniques. Nevertheless, to
gain in clarity, we have focused our theoretical study of parameter estimators
on the ideal case where volatilities are jointly observed with stock prices, at
N times T, 2T, . . . , NT . The sub-sampling time step T between successive ob-
servations is fixed, but can be known or unknown, and we have studied both
situations.
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We have derived explicit closed form expressions of approximate Maximum Like-
lihood Estimators (MLEs) κˆN , θˆN , γˆ
2
N for the parameters κ, θ, γ
2 of the Heston
volatility SDE. These formulas enable very fast numerical computations of all
estimators. For T fixed and N tending to ∞, we have computed explicitly the
asymptotic bias of our approximate MLEs, and explicitly identified the two key
canonical parameters 0 < ω = exp−κT < 1 and ζ = κθ/γ2 > 1/2 which con-
trol the asymptotic distributions of κˆN , θˆN , γˆ
2
N . We show how space and time
rescaling reduce the study of these asymptotic distributions to the canonical
cases where κ = γ = 1 and θ = ζ , with subsampling at time intervals κT .
We have also constructed explicitly three asymptotically consistent estimators
KN , θˆN ,G2N of κ, θ, γ2. We have characterized the dichotomy between the case
ζ > 1, where all our parameter estimators are asymptotically gaussian, and the
case ζ < 1 where their asymptotic distributions have heavy tails similar to those
of stable distributions.
We have evaluated the small sample accuracy and the concrete speed of con-
vergence of our parameter estimators by intensive simulations of fourcanonical
Heston SDEs corresponding to realistic parameter sets. These parameter sets
were selected after fitting Heston SDEs to two sets of market data: joint daily
observations of the S&P 500 index and its approximate volatility (the VIX in-
dex), joint minute by minute intra-day observations of the Credit Agricole stock
price and its estimated Garman-Klass volatility.
In a companion paper [3], we present practical applications of our parameter
estimators and previous results to quantify the sensitivity of estimated option
prices to the unavoidable inaccuracy of the Heston SDEs fitted to the underly-
ing asset price and squared volatility.
We have also currently exploring in another paper how our asymptotic results
extend to situations where the true volatility data are not directly available
but are estimated by classical “realized volatilities” derived from observed stock
prices.
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