Thepaper describes the pattern recognition technique for underwater objects based on the application of identification measurements. Identification measurements result in a number that quantitatively describes the form of any property of an informative signal.The probability of recognition and classification of underwater objects can be determined by the completeness of the pre-created database of known objects images, formed in accordance with the estimates of certified experts. With a database of three images, the probability of recognition was more than 80%. The results obtained, the high sensitivity and the absence of noticeable edge effects of the technique indicate the possibility of implementing a fundamentally new type of software for sidescan sonars, which shall improve their intellectualization in the field of recognition and classification of underwater objects.
INTRODUCTION
Hydrological studies of water areas are an important component of solving the problem of ensuring the safety of navigation. In this respect, the main purpose is to detect and recognize such objects of the aquatic environment that can become sources of danger for different classes of vessels. Examples of such sources can be wrecked ships, sunken rocks, cable lines, pipelines, mines, various tanks and other objects. The main tools of hydrological studies are various sonars, with side-scan sonars (SSS) as the most commonly used. One of the promising directions in the development of modern sonar equipment includes co-phased arrays (CPA) of ultrasonic acoustic transmitters and receivers. This approach, along with the use of linear frequency modulation, can significantly increase the resolution and noise immunity in the detection of water bodies [1, 2] .
II. RESEARCH OBJECTIVE
Currently, fast Fourier transform (FFT) is usually used in SSS for processing of the echo signal received from the object of the study. The approach has some certain disadvantages when using low-frequency: 1) the measurement accuracy is affected by the spectral components of 1/F noise, where F is the signal frequency; 2) it is necessary to increase the measurement time in order to obtain the required resolution; 3) the problem of automatic classification and recognition of objects with the background noise on the plane of the scanned image is not solved. Meanwhile, the increase of the probing signal frequency leads to the increase of energy losses and the decrease of effective objects detection range. Selection of the object and its further recognition is currently carried out manually by experts in the field, who use methods of digital image processing [3] , wavelet analysis and neural networks [4] , modeling of the random field and fuzzy logic [5] , or adaptive search systems [6] . The elimination of the above shortcomings leads to the complication of the SSS software, an increase in analysis and decision-making time, and, as a consequence, to an increase in the cost of research.
III. THEORY
In order to recognize the images of underwater objects we propose to use identification measurements techniques, which are based on the quantitative evaluation of the shape of the objects under study. The possibility of quantitative assessing (measuring) the signal characteristics form was proved through a number of publications [7 -9] .
Currently, a sufficient scientific reserve has been created, which allows us to talk about the formation of a new scientific direction in the theory and techniques of measurements called signal identification measurements (IM). Doctor of Engineering, Professor Yu. N. Klikushin is considered to be the founder of this direction. IM include the quantitative assessment of the signal characteristics form [10] .
The key feature of IM is the integrated measurements of the signal characteristics form. The signal itself (or its characteristic) is considered therewith as something integral and indivisible as, for example, a single array of values, which according to certain rules is given a number called identification number. This number is the result of measurements. As can be seen from previous studies, such an approach gives a tangible visual result in most cases.
When using integrated methods, it is necessary to take ambiguity into account: the same identification number can belong to different initial sets. This feature is inherent in all integral transformations. For example, the same numerical values of the point characteristics of random signals can be obtained from different signals.
One of the possible ways to reduce the ambiguity of recognition can be the measurement of the internal structure of signals, which makes it possible to distinguish, for example, two signals having the same integral identification indicators, but differing in the type of their distribution over the entire duration of the signal. In addition, the study of the internal structure of signals by scanning them along the length allows to detect, identify and classify hidden irregularities in the form of some fuzzy clusters. In theory, the allocation of such clusters is based on the measurement of instantaneous values distribution (IVD) of the corresponding signals.
This fact is a fundamental difference between the theory of IM and the classical approaches of signal analysis due to the new concept in pattern recognition -the transition from moment measurement to the measurement of IVD.
The basic idea of IM theory is explained in Fig. 1 which shows the identification measurement technique. The selective implementation of the input signal X(t) of an unspecified volume N is supplied to the input of the identification converter (tester), at the output of which the identification number G=Id[X(t)] is formed. This number is compared with a multivalued measure -the identification scale (IS) of similar numbers (G1, G2, ..., Gk) obtained as a result of preliminary calibration. The main property of identification numbers is their scale variation -independence from the parameters of the mathematical expectation and dispersion of the analyzed signal.
As a result of earlier studies [11, 12] , a fundamental regularity was established (Table 1) , manifested in the fact that the identification numbers (K is a variability parameter, A is a distribution form parameter, Fc is a signal quasifrequency) order the symmetric random signal distributionstwo-modal distribution (2MOD), arcsine distribution (ARCS), equable distribution (EQUA), trapezoidal distribution (TRAP), triangular distribution (SYMP), normal distribution (NORM), Laplace distribution (LAPL) and Cauchy distribution (CAUC) in the range from 4 to N. Thus, the recognition of an unknown input signal in the simplest case consists of interpolating the position of the pointer arrow between the digitized and named IS marks, indicating the degree of belonging of the name of the studied signal to the nearest reference point. This interpretation of the measurement results actually means a solution to the problem of linear classification, in which the names of the reference points denote the names of the grouping classes. In particular, the set of input analyzed signals for IS (Table1), consisting of 8 reference points, can be divided into 8 classes according to the parameter A, and into 64 classes according to two parameters A and Fc.
Is parameters can be shown in the form of rank characteristics in graphical and analytical forms (Fig. 2, 3 ). This allows analytical interpolation of identification tester readings (when the arrow pointer is between the digitized reference points) and, thus, increases the liability of IVD signal evaluation.
Comparison of this graphs shows that the most promising is the use of Fс quasi-frequency as an IVD identifier of random signals based on the criterion of implementation simplicity and due to the linearity of the transformation function. The physical meaning of the quasi-frequency concept is that it characterizes the average number of local eponymous extremum (high or low) signal per observation unit of time. At the same time, if the signal is random, the quasi frequency determines the type of IVD, but if the signal is periodic, the quasi-frequency determines the value of the signal frequency. If the signal is a mixture of regular and chaotic components, the quasi-frequency should take a value that can serve as a content measure of these components in the signal. The conducted research established a new pattern for the theory of signals wording that the quasi-frequency Fc of a random signal is not less than the quasi-frequency Fx of any other signal with the same value of the A form parameter, i.e. with the same distribution of instantaneous values:
Using the formula (1), the work [13] describes a method that allows estimation of the relative content of the regular component of a complex signal. For example, Fig. 4 shows two signals, one of which (8.wav) is a "clear" (noiseless) signal and the other (7.wav) contains a chaotic component (noise). The results of the analysis show that the regularity degree of the undisturbed signal is Reg = 92 % and of the noisy signal is Reg = 77 % at the same form of IVD (LAPL | 0.85), Thus, the difference of signals according to this identification indicator is 15 %. In other words, the signals are similar by 85 %.
Since the structure (Fig. 1 ) contains a built-in knowledge base in the form of a multi-valued IVD measure, the identification tools can be set as intellectual means of measurement and signal recognition. The most promising areas of application of ideas and methods of identification measurements are monitoring and diagnostics of the state of any objects and processes presented by their selective implementations.
IV. EXPERIMENTAL RESULTS
When recognizing images of underwater objects, the problem of analysis is reduced to the identification and localization of some non-homogeneities in the signal structure. Therefore, the analyzer must contain a scanning device, a pattern matcher, and a threshold filter.
The block diagram of the identification analyzer (IA) is shown in Fig. 5 . The analyzer consists of a scanning device (scanner), an identification tester and a comparator. The scanner "scans" the input signal X(t) sequentially starting from the first reading. The output scanner signal Y(t) is measured by the tester, at the output of which an identification number G(t) is formed. The comparator compares the current value of the identification number G(t) with some threshold level G0. When the condition G(t) ≥ G0 is met, the time t = t1 of the comparator operation is fixed and the scanner operation is stopped. The time t1 determines the position of the left boundary of the signal inhomogeneity. Similarly, when scanning the X(t) signal from the last count to the first one, you can determine the time t2, which will set the position of the right boundary of the signal inhomogeneity. The size of the inhomogeneity is calculated as the time difference: t2 -t1.
Since the size and position of the inhomogeneity along the signal length are measured in terms of identification numbers G(t) and not the instantaneous values X(t) of the input signal, then, potentially, this method of determination of the non-uniformity (or clustering) has higher statistical stability in comparison with the classical amplitude measurements. The threshold G0 of the comparator is set basing on a priori knowledge of IVD signals of the background (medium) and inhomogeneity (of the object).
In the course of research the comparison of models of identification and classical (dispersion) methods of recognition of object images in the water environment was carried out. Figure 6 shows the results of this comparison for the signal-to-noise ratio (SNR) equal to 1. Measurements were carried out for the case in which the inhomogeneity (object model) was an additive mixture of random signals with normal and uniform distributions. In turn, this mixture was compiled into a uniformly distributed random signal, which served as a model of the medium. A similar signal is visualized on the "Input signal" display (see Fig. 5 ). Figure 6 shows Left-1 and Left-2 diagrams which refer to the case of scanning the left object, and Right-1 and Right-2 diagrams referring to the right one.
As follows from comparison of the images obtained in the identification (Claster-1 display) and classical (Claster-2 display) methods, the amplitude of the identification cluster is 13 orders more than the amplitude of the cluster obtained by standard variance analysis. Table 2 shows the simulation of numerical estimates of the probability of correct object detection at SNR=0.03. For a combination of different sizes (100; 250; 1000, 5000 counts) of the object and its positions (at the beginning, middle and end) within the overview area, the average probability of correct detection is 0.89 with the number of repetitions for each case of 1000. Thus, the probability of detecting an object represented by a signal of 1000 counts or more using the described method was more than 0.97.
The described method was applied to solve the practical problem of recognition and classification of images of underwater objects, which were obtained with the help of SSS. As an example of image database formation, three objects, notionally named "Vessel" (V), "Torpedo" (T) and "Mine" (M). Examples of the images of such objects are shown in Fig.7 . The technology of recognition and classification of underwater object images is based on the identification scale of shape and variability parameters of random signals (see Table 1 ). Each object in the image database is represented as a code formed from the parameters A, Fc. The object is first localized against the background noise using the algorithm described above. The image fragment is then scanned in lines and columns forming. Parameters A and Fc are defined for each line and column forming line and column codes. The resulting codes are unique identifiers of the image fragment. As a result of comparing the identification code of the unknown fragment with the database (DB), a judgment is formed about the belonging of the unknown object to the nearest known one from the database. Table 3 shows the results of recognition and classification of underwater object images. Note: "M" means "Mine", "T" means "Torpedo", "V" means "Vessel", "M-DB" means "Mine" from Database, "T-DB" means "Torpedo" from Database, "V-DB" means "Vessel" from Database. The largest values of probability of coincidence with DB images are highlighted in bold, errors are highlighted in gray. Table 3 showed the following: 1) the average probability of recognition of unknown underwater objects was more than 80 % with a data base of three images; 2) the probability of recognition of objects from the database was more than 85 %); the error in recognition of "Mine"-type objects resulted in 20%, of "Torpedo"-type objects in 16% and of "Vessel"-type objects in 21%.
The analysis of
Comparing the underwater objects recognition technique (with the probability of recognition of more than 80%) to the technique known from the literature (with the probability of recognition of not more than 70%) based on analysis of echo-signals received from underwater objects according to the maximum response value of the matched filter which implements the mutual correlation processing of the received signal and the probing pulse, the advantage of the former should be noted.
V. SUMMARY AND CONCLUSION 1. The main advantages of the proposed identification method include high sensitivity, absence of noticeable edge effects and, consequently, the ability to detect objects at small SNRs.
2. The possibility of application of the identification method to detect recognize images of underwater objects was confirmed by analysis of the reflected echo-signal.
3. The calculated probability of detecting an object against the background of interference using the described identification method was more than 0.97. 4. The probability of recognition and classification of underwater objects is determined by the completeness of the pre-created database of images of known objects, formed in accordance with the estimates of certified experts. With a database of 3 images, the probability of recognition was more than 80 %. 5. The practical significance of the results lies in possibility of implementation of a new software type for SSS, which shall raise the intellectualization of the equipment in terms of detection and location of underwater objects.
