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Abstract
In order to alleviate the limitation of traditional statistical models utilizing only structured data, this paper proposes a new fore-
casting method, which is able to take full advantage of domain knowledge and avoid many kinds of biases and inconsistencies
inherent in subjective judgments. The new method is applied to forecasting the container throughput of Guangzhou Port, one
of the most important ports of China. In order to test the eﬀectiveness of the new method, we compare its performance with
that of the frequently-used ARIMAX model. The results show that the new method signiﬁcantly outperforms the ARIMAX
model.
c© 2012 The Authors. Published by Elsevier B.V.
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1. Introduction
Although statistical forecasting methods have made great success and have been widely used in practice, e.g.,
[1], they still suﬀer from criticism of their unsatisfactory performance under complex and high volatile condi-
tions, due to the limitation of generating projections based solely on the historical data[2]. Therefore, judgemental
forecasting methods have been increasingly attractive, and [3] have made a thorough investigation of the issue.
Substantial studies show that statistical forecasting models with judgemental adjustments perform better when the
adjustments are based on reliable contextual knowledge. In business practice, judgemental methods are also in
wide use. As suggested by a survey of 240 US corporations by [4], only 11% were using forecasting software,
of whom 60% acknowledged their routine judgemental adjustments to the predictions. [5] reviewed substantial
macroeconomic forecasts and stated that the evidence unequivocally favored judgmental adjustments.
However, judgemental methods are often criticized because of bias and inconsistence inherited in subjective
judgements[6]. Some experimental results show that forecasters tend to make unnecessary judgemental adjust-
ments to statistical projections[7], even when they do not possess additional contextual information. Even worse,
some forecasters persist in making judgemental adjustments, though their adjustments are proved to be harmful[8].
Therefore, this paper proposes a forecasting method which integrates statistical models with domain knowledge
and eﬀectively alleviates bias and inconsistence inherent in subjective judgement. Besides, considering that most
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of the prior studies focus only on making judgemental adjustments to the projections, the last forecasting step,
and ignore the other steps, this paper suggests a framework of incorporating domain knowledge into the whole
forecasting process.
The remainder of this paper is organized as follows: Section 2 summarizes 4 kinds of approaches to incorpo-
rating domain knowledge in statistical models; Section 3 concretely illustrates the proposed forecasting method;
Section 4 compares performance of the proposed method with that of the ARIMA model. Conclusions are made
in Section 5.
2. Existing Approaches to Incorporating Domain knowledge
Generally, there are four existing approaches to incorporating domain knowledge in statistical models, present-
ed by Fig. 1. The ﬁrst approach is making adjustments to individual projections generated by diﬀerent models and
then combining them together. This method needs experts to make adjustments for each period of interest, which
means frequent updating of short term forecasts. However, the requirement of excessive experts participation
makes this method impractical[9].
The second approach ﬁrst combines projections generated by diﬀerent models and then requires experts to
make judgmental adjustments to the combined projections. This method is easy to implement in practice, but it
suﬀers from many kinds of bias and inconsistence, because the judgemental adjustments by diﬀerent experts may
heavily deviate from each other. Fortunately, group decision is an eﬀective cure to this problem. As suggested
by [10, 11], the group forecast performs better than the average of individual pre-group judgements. Although
[12] argues that the type of group technique has little eﬀect on projections, those obtained from group discussion
are usually more optimistic than those generated individually, because group discussion tends to concentrate
participators attention on positive factors[13]. Therefore, group techniques like Delphi should be more eﬀective.
The third approach is the rule-based forecasting[14], which takes advantages of a lot of empirical rules. However,
the rule system is subjective and cannot automatically calibrate the use of experts knowledge[9]. The last approach
is taking judgemental adjustment as an input of the forecasting model, e.g. [15].
Fig. 1. Four approaches to incorporating domain knowledge in statistical models
Notes: Fi: the projection of the i- th model; xi: the i-th inputs of statistical model; Jd: experts judgemental adjustment
3. A new forecasting model incorporating domain knowledge
3.1. Model speciﬁcation
Given a time series denoted by X = (x1, x2, . . . , xL), it is assumed that Equation (1) is suﬃcient to represent
the historical and future elements:
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xt = h(Yt) +
Φ(B)
Ψ(B)
μt, t = p + 1, p + 2, . . . , L, L + 1, . . . , L + T, (1)
where xi(i = 1, 2, . . . , L) are historical observations, Y is the vector of exogenous variables, h(Yt) is a linear
function of Yt, Φ(·) and Ψ(·) are polynomials, B is the backshift operator, p > 0 is the lag order, T is the forecast
horizon and μ is the stochastic term assumed to follow a normal distribution with mean 0.
When provided with the historical observations, contextual information and statistical projections generat-
ed by Equation (1), experts will make judgemental adjustments to the projections in their special way. Taking
the statistical projections and contextual information as inputs and judgemental adjustments as outputs, expert j
can be considered as a function gi(·) which is closely dependent on his special domain knowledge and unique
thinking patterns. Therefore, the relationship among historical observations, judgemental adjustments, statistical
projections and contextual knowledge can be described by Equation 2:
Jd j = g j(X,Z, θ) + ε j, j = 1, 2, . . . ,m. (2)
where Jd j is the j-th judgemental adjustment, X = [xt, xt−1, . . . , xt−p] is the vector of historical observations, Z is
the vector of projections generated by Equation (1), θ denotes contextual information, ε is assumed to follow a
normal distribution with mean 0, and m is the number of judgemental adjustments.
This section assumes that experts are competent to estimate the yearly container throughput of Guangzhou
Port in the forecast horizon T with the help of their domain knowledge, though it is really intricate for them to
accurately estimate every monthly throughput. Therefore, Equation (2) can be speciﬁed as
Jd j = α0 + α1
∑L+( j−m+1)T
i=L+( j−m)T+1 xi + α2
∑L+( j−m+1)T
i=L+( j−m)T+1 zi + ε j, j = 1, 2, . . . ,m. (3)
Combining Equation (1) with Equation (3) generates a joint model presented by Equation (4):
xt = h(Yt) +
Φ(B)
Ψ(B)μt, t = p + 1, p + 2, . . . , L, L + 1, . . . , L + T, (4a)
Jd j = α0 + α1
∑L+( j−m+1)T
i=L+( j−m)T+1 xi + α2
∑L+( j−m+1)T
i=L+( j−m)T+1 zi + ε j, j = 1, 2, . . . ,m. (4b)
(4)
Equation (4) has some advantages. First of all, it neatly incorporates experts domain knowledge into the statistical
model. Secondly, Equation (4b) vaguely incorporates the calibration process of judgemental adjustments. Thirdly,
it needs experts to make only a small number of judgemental adjustments, and thus conserves much workload of
experts.
With regard to Equation (4), we have the vector of unknown quantities to be estimated, denoted by γ =
[h,φ,ϕ,α, σμ, σε]. h is the set of coeﬃcients of h(Yt). φ and ϕ respectively comprise coeﬃcients of Φ(B) and
Ψ(B). α is set to be (α0, α1, α2). σμ and σε are respectively standard variance of μ and ε. The logical relationship
between the above unknown quantities is simply described as follows:
(1) h,φ,ϕ are generated by estimating Equation (4a),based on which, Z is computed.
(2) Judgemental adjustment Jd is made by experts, based on Z and other domain knowledge.
(3) With Jd, Equation (4a) is re-estimated along with Equation (4b). Then Z is recomputed.
Equation (4) has the hierarchical structure of parameter dependency, therefore MCMC algorithm is adopted,
as suggested by [16].
3.2. Assumptions for estimating the proposed model
The core diﬀerence between conventional estimation methods and MCMC algorithm is that the former take
parameters as constants and estimate them by minimizing the loss function or maximizing the likelihood func-
tion, while the latter takes parameters as stochastic variables and estimates them by drawing samples from their
posterior probability density functions. This section makes the following assumptions before applying MCMC
algorithm:
(1) μt
iid∼ N(0, σ2μ), cov(μ, Y) = 0, cov(μ, x) = 0.
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(2) ε j
iid∼ N(0, σ2ε), cov(ε, Y) = 0, cov(ε, x) = 0.
(3) All roots of Φ(B) and Ψ(B) lie out of the unit circle.
(4) Prior distributions of parameters are deﬁned as
π0(γ) =π0(h,φ,ϕ,α, σμ, σε)
=N(h0,Σh) × N(φ0,Σφ) × N(ϕ0,Σϕ)
× N(α0,Σα) × IG(vμ0/2, σμ0/2),
where h0, Σh, φ0, Σφ0 , ϕ0, Σϕ0 , α0, Σα0 , vμ0 , σμ0 , vε0 and σε0 are hyper parameters and already known.
A few comments about these assumptions are in order. Assumptions (1) and (2) are about constraints of the
stochastic terms, which assure that problems of serial correlation and heteroscedasticity do not occur in Equation
(4). Assumption (3) is the stationarity constraint. Without it, xi would be a unit root (nonstationary) process and
the long-run relation between xi and its lags will break down. In this case, estimating h, φ and ϕ would be of no
interest. Assumption (4) is about parameters prior distributions. It assumes that h, φ and ϕ follow multivariate
normal distributions, and σμ and σε follow inverted gamma distributions. In practice, the prior distributions can
be deﬁned by experts when enough relevant domain knowledge is available. Otherwise, non-informative prior
distributions, frequently with relatively large precisions, should be employed.
3.3. Model estimation by MCMC algorithm
Based on the parameter dependency structure mentioned in Section 3.2 and the assumptions in Section 3.3,
this section suggests the following estimation method composed of four steps:
(1) Equation (4a) is estimated to obtain Z by utilizing Box-Jenkins strategy[17].
(2) Judgemental adjustments Jd is made by experts. To alleviate the aforementioned negative eﬀects of subjec-
tive judgement, some group decision techniques like Delphi could be used.
(3) With judgemental adjustments Jd, MCMC algorithm is implemented to jointly re-estimate Equations (4a)
and (4b).
(4) With the latest estimate of parameters, Z is recomputed.
The posterior conditional probability density function can be written as
P(γ|Y, X, Jd) = P(Y, X, Jd|γ) × P(γ)
P(Y, X, Jd)
∝ P(Y, X, Jd|γ) × π0, (5)
where π0(γ) is the prior joint probability function of γ, deﬁned in Section 3.3. With Equation (4), we can transform
P(Y, X, Jd|γ) to Equation (6)
P(Y, X, Jd|γ) = P(Y, X|Jd,γ) × P(Jd|γ)
= P(Y, X|h,φ,ϕ, σμ) × P(Jd|h,φ,ϕ,α, σε). (6)
Substituting Equation (6) into Equation (5) generates
P(Y, X, Jd|γ) ∝ P(Y, X|h,φ,ϕ, σμ) × P(Jd|h,φ,ϕ,α, σε) × π0. (7)
Equation (7) is a complex probability density function. We cannot directly draw samples from it, therefore
Metropolis-Hastings (MH) algorithm has to be applied. We design the MH algorithm in blocks consisting of (1)
coeﬃcients of exogenous variables h, (2) AR coeﬃcients φ, (3) MA coeﬃcients ϕ, (4) regression coeﬃcients
α, (5) the variance of μ, denoted by σ2μ, and (6) the variance of ε, denoted by σ
2
ε. Detailed application of MH
algorithm can be found in [18].
4. Empirical study
4.1. Data description
The monthly data of Guangzhou Port’s container throughput used in this study are from CEIC macroeconomic
database (http://www.ceicdata.com), covering the period from January 2005 to December 2012, as illustrated by
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Fig. 2. This section takes 84 observations from January 2005 to December 2011 as in-sample data for model
estimation, and the remainder of 12 observations from January 2012 to December 2012 are treated as out-of-
sample data for forecasting evaluation. In order to save space, the original data are not listed here, and the detailed
data can be obtained from CEIC macroeconomic database or the authors.
Fig. 2. Container throughput of Guangzhou Ports during the period 2005–2012
4.2. Empirical results
4.2.1. Estimating coeﬃcients by ARIMAX model
In this study, the time series is validated to be trend stationary, therefore a variable t capturing the temporal
trend is constructed, instead of diﬀerencing the series. Fig. 2 shows the strong seasonality on February each
year and a signiﬁcant change after August 2008 caused by the US sub-prime mortgage crisis. Consequently, f ebt
capturing the seasonality and crisist capturing the eﬀect of the crisis are constructed. By using AIC and BIC
criteria, the lag order is set to be p = 1, q = 0. The estimation results at the last iteration are listed in Table 1.
Table 1. Coeﬃcients by the ARIMAX model.
β1 β2 β3 β4 β5
Estimates 346.11 -218.05 -178.36 14.28 0.52
t value 32.12∗∗∗ 47.60∗∗∗ 21.04∗∗∗ 1.05∗∗∗ 0.10∗∗∗
R2 0.95
*** signiﬁcant at 1% level.
4.2.2. Estimating coeﬃcients by MCMC algorithm
With p = 1, q = 0, Equation (4) can be rewritten as
xt = β1 + β2crisist + β3 f ebt + β4t + β5xt−1 + μt, t = 1, 2, . . . , 96, (8a)
Jd j = α0 + α1
∑84+12×( j−6+1)
i=85+12×( j−6) xi + α2
∑84+12×( j−6+1)
i=85+12×( j−6) zi + ε j, j = 1, 2, . . . , 6. (8b)
(8)
The method described in Section 3.3 is used to estimate Equation (8). For the purpose of convergence diagnos-
tic, we generate 3 chains for each of βi(i = 1, 2, . . . , 5). After the convergence is reached, the average of 3 chains
is taken as the ﬁnal chain. For stationarity and eliminating the auto-correlation, we burn the ﬁrst 3000 draws from
the ﬁnal chain and keep 1 in every 10 draws from the remainders and ﬁnally obtain 100 samples, based on which,
further statistical analyses are conducted.
Fig. 3 shows the results of convergence diagnostic of βi(i = 1, 2, . . . , 5). Table 2 presents the estimate of
parameters and their conﬁdence interval at 1% signiﬁcant level. For comparison, RMSE, MAPE and TPE are
also computed and listed in Table 3.
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Table 2. Coeﬃcients by the ARIMAX model.
β1 β2 β3 β4 β5
Estimates 345.01 -218.42 -184.13 12.12 0.31
CI [341.50, 348.11] [-219.80,-216.90] [-215.50, -146.01] [11.98, 12.25] [0.30, 0.33]
CI: the conﬁdence interval for parameter estimates at 1% signiﬁcant level
4.2.3. Discussion on statistical results
Fig. 3 clearly shows that 3 chains for βi (i = 1, 2, . . . , 5) converge after 500 draws, therefore we can conclude
that chains for every parameter are convergent, and thus the estimates of parameters in Table 3 are reliable.
Fig. 3. Convergence diagnostic for β1–β5
All of the estimates of parameters in Table 1 are signiﬁcant at 1% level and the goodness-of-ﬁt R2 reaches up
to 0.95, which indicates the ARIMAX model is able to precisely ﬁt the historical data. However, as indicated by
Fig. 2 and Table 3, it fails when the temporal trend changes. Fig. 2 presents that the temporal trend obviously
slowed down during 2012, and the statistics in Table 3 indicate that the ARIMAX model performs signiﬁcantly
worse in terms of the monthly forecasting accuracy (RMSE,MAPE) and the yearly forecasting accuracy (TPE)
in 2012. The reason is that the ARIMAX model relies on only historical data and thus has no ability to forecast
the structural breakpoint.
Comparatively, experts are capable to take advantage of not only historical data but also all kinds of other
relevant clues, such as the state of the world economy, the growth of global shipping industry, the production of
economic hinterland, the relevant government policies, the competition from other Ports, etc. Therefore, experts
with rich domain knowledge are competent to predict the change of the development trend. This is the main reason
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Table 3. Coeﬃcients by the ARIMAX model.
Model RMSE MAPE TPE
Model1 219.57 17.75% 17.25%
Model2 89.11 5.83%] 1.32%
Model1: the ARIMAX model; Model2: the proposed model.
that the proposed method outperforms the ARIMAX model in the empirical study.
5. Conclusions
This paper proposes a new forecasting method, which neatly incorporates experts domain knowledge into the
statistical model and jointly estimates the coeﬃcients by MCMC algorithm.
The proposed forecasting method has some exciting merits. Firstly, instead of directly making judgemental
adjustments to projections, which frequently leads to biases and inconsistence, it suggests a more reasonable ap-
proach to utilizing experts domain knowledge. Secondly, the forecasting accuracy will be incrementally improved
along with the calibration process of experts judgemental adjustments. Thirdly, it needs experts to make only a
few times of judgemental adjustments, and thus can conserve much workload of experts. Fourthly, it is able to
generate satisfactory performance under a volatile circumstance, beneﬁting from experts domain knowledge.
In order to test the proposed method, we apply it to forecasting the container throughput of Guangzhou Port
in 2012 and compare it with the ARIMAX model in terms of the monthly forecasting accuracy (RMSE,MAPE)
and the yearly forecasting accuracy (TPE). The empirical results show that the proposed method signiﬁcantly
outperforms the ARIMAX model.
It should be mentioned that, in the above empirical study, the advantage of the new method over the ARIMAX
model comes from experts domain knowledge and experience about dealing with the volatile economic situations.
Therefore, the proposed method should especially be applied to the high volatile circumstance, and it does not
necessarily outperform the standard statistical model in a stationary economic situation.
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