Abstract. We study sum of squares (SOS) relaxations to optimize polynomial functions over a set V ∩ R n , where V is a complex algebraic variety. We propose a new methodology that, rather than relying on some algebraic description, represents V with a generic set of complex samples. This approach depends only on the geometry of V, avoiding representation issues such as multiplicity and choice of generators. It also takes advantage of the coordinate ring structure to reduce the size of the corresponding semidefinite program (SDP). In addition, the input can be given as a straight-line program. Our methods are particularly appealing for varieties that are easy to sample from but for which the defining equations are complicated, such as SO(n), Grassmannians or rank k tensors. For arbitrary varieties we can obtain the required samples by using the tools of numerical algebraic geometry. In this way we connect the areas of SOS optimization and numerical algebraic geometry.
Introduction
Consider the ring R[x] := R[x 1 , . . . , x n ] of multivariate polynomials and an algebraic variety V ⊆ C n . For a given polynomial p ∈ R[x], we are interested in deciding whether p(x) ≥ 0 for all x ∈ V ∩ R n .
More generally, we can consider the problem of finding lower bounds for a polynomial on a real variety. Recall that an algebraic variety can be given implicitly, as the zero set of polynomial equations, or parametrically, as the image of C n under a rational map. The decision problem in (1) is computationally hard, but there are simpler relaxations based on sum of squares (SOS) [23] . Recall that a polynomial F ∈ R[x] is SOS if it can be written in the form F (x) = i f i (x) 2 for some f i ∈ R [x] . Given a bound d ∈ N, a sufficient condition for (1) to hold is the existence of a polynomial F ∈ R[x] such that p(z) = F (z) for all z ∈ V (i.e., p ≡ F mod I(V));
F (x) is SOS; deg(F ) ≤ 2d.
We refer to such an F as a d-SOS(V) certificate. The main problem we address in this paper is the following.
It was shown in [22] that, given a Gröbner basis of the ideal I(V), the above problem reduces to a semidefinite program (SDP). To the best of our knowledge, this is the only known method to address it. This approach is quite effective for varieties with simple Gröbner bases, such as the hypercube {0, 1} n , or hypersurfaces. Unfortunately, besides these simple cases, Gröbner bases computation is typically too expensive.
Given defining equations of the variety {h j (x) = 0} j , there is a weaker class of certificates based on writing p(x) in the form F (x) + j g j (x)h j (x) [23] . This approach is widely used in practice [4, 17] , thanks to the convenience of allowing any set of defining equations. But this simplicity comes with a price, since the success of the relaxation now depends on the choice of a good set of equations {h j } j . Furthermore, the corresponding SDP is larger. Indeed, for fixed V the number of unknowns is O(d 2n ), whereas for (2) is O(d 2 dim V ); see Remark 2.3. We also point out that for several parametric varieties, notably secant varieties [15] , the defining equations are not explicitly known, thus making this type certificates unfeasible.
Sampling certificates. In this paper we propose an alternative geometric approach to compute SOS(V) certificates. Rather than depending on an algebraic description of the variety, we rely on a generic set of samples Z := {z 1 , . . . , z S } ⊆ V. By specializing the condition in (2) to such samples, we get the following. Definition 1.1. Let V ⊆ C n be a variety and let p ∈ R[x] be nonnegative on V ∩ R n . Given a bound d ∈ N, a sampling d-SOS pre-certificate is a pair (F, Z), where F (x) is a polynomial and Z = {z 1 , . . . , z S } ⊆ V a sample set, such that p(z s ) = F (z s ) for s = 1, . . . , S;
F (x) is SOS; deg(F ) ≤ 2d; (3) The pre-certificate is correct if F is a d-SOS(V) certificate, i.e., it satisfies (2).
Computing a sampling pre-certificate reduces to an SDP. We show that suitable genericity assumptions guarantee its correctness, thus giving us an SOS(V) certificate. An interesting feature of our sampling methodology is that the only information needed of the variety is a sampling oracle, i.e., a procedure that generates generic samples. Note that sampling points is very simple when the variety has a known parametrization (e.g., for SO(n), Grassmannians, rank k tensors). For a general variety V, the field of numerical algebraic geometry provides practical methods to sample generic points [32] .
Contributions. This paper presents the following contributions.
• We introduce a new methodology to compute SOS certificates over an algebraic variety V. This is a geometric formulation that represents V with a generic set of complex samples, instead of relying on some algebraic description. In this way, we avoid algebraic issues such as multiplicity and the dependence on the specific generators used. We analyze the correctness of our formulation, establishing sufficient conditions on the samples and the variety.
• Our methodology takes advantage of the coordinate ring structure to simplify the SDP. Moreover, it is the first such relaxation independent of Gröbner bases. This makes our methods appealing for many varieties that are easy to sample from but for which Gröbner bases computation is intractable. Examples of such varieties include SO(n), Stiefel manifolds, Grassmannians and secant varieties.
• We apply for the first time techniques from numerical algebraic geometry to SOS programs. In this way, we inherit some of the main strengths from this area. We highlight that these methods are trivially parallelizable, since they rely on homotopy continuation of many independent paths. They also allow us to work with straight-line programs (i.e., polynomials do not need to be expanded).
Related work. Polynomial optimization problems have attracted major research in past years. SDP relaxations based on the SOS/moments method of [16, 23] constitute the major trend of study. The SOS literature is vast, we refer to [4, 17, 18] for an overview.
Our sampling SOS methodology extends the ideas from Löfberg and Parrilo in [20] , where they first consider sampling formulations for unconstrained SOS problems. They show that sampling formulations offer some numerical advantages over the standard approach. Most remarkably, the SDP has a low rank structure, which leads to a significant complexity improvement in interior point methods. In particular, low rank structure is exploited in the solvers SDPT3 and DSDP [3, 34] . Secondly, the SDP is usually better conditioned, as it relies on a set of orthogonal polynomials instead of a monomial basis. These properties make sampling formulations appealing, as seen in [19, 25, 26] . We will see that these properties are preserved in the variety case considered in this paper. We remark that our use of the samples differs from [20] in that for us samples carry additional information about the underlying variety V.
Different methods have been proposed to reduce complexity in SOS programs, in particular by exploiting symmetries, sparsity, and quotient ring structure; see [4, §3.3] , [18, §8] and the references therein. This paper is only concerned with the last item, but we point out that all these techniques can be combined together. The Gröbner bases method to compute quotient ring SOS certificates was introduced in [22] ; some further improvements were made in [24] . This is the default method for several varieties with simple Gröbner bases, particularly from combinatorial optimization [18, §8] . Quotient ring methods have also been used for unconstrained optimization [21] . We point out that there was no "direct" method (without computing the radical √ I) to obtain SOS certificates on the coordinate ring (i.e., SOS(V) certificates).
Although the existence (or degree bounds) of SOS certificates is beyond the scope of this paper (see e.g., [29] ), we review some known results for completeness. In particular, SOS(V) certificates exist if: (i) V is zero-dimensional, (ii) V is one-dimensional and p is both strictly positive and bounded [31] , (iii) V is compact and p is strictly positive [30] , (iv) V is a variety of minimal degree and p is quadratic [5] . For most varieties there exist nonnegative polynomials which are not SOS. Nonetheless, such instances can always be approximated by SOS polynomials (possibly of higher degree) [17, §2.6] .
Solution outline. Our approach to compute d-SOS(V) certificates follows three main steps.
(i) Sampling: Obtain a "good" set of samples Z on the variety. It will be sufficient for us to consider generic (random) samples on each component of the variety. (ii) SDP: Given a sample set Z, find a sampling pre-certificate (F, Z) using an SDP.
(iii) Verification: Check that the pre-certificate (F, Z) is correct. This reduces to the identity testing problem. The structure of this paper is as follows. Section 2 presents some basic algebraic preliminaries. Afterwards, we approach each of the problems from above, although in a different order to simplify the exposition. Section 3 deals with (ii), Section 4 with (iii), and Section 5 with (i). Section 6 presents the complete sampling SOS methodology. Finally, Section 7 shows several examples to illustrate our methods.
Preliminaries
2.1. Algebraic geometry. Let K denote a field which is either R or C, and let K[x] = K[x 1 , . . . , x n ] denote the ring of polynomials with coefficients in K. The ideal generated by a set of polynomials
The quotient ring K[x]/I is the set of equivalence classes where
Given a set of polynomials h ⊆ K[x], its complex algebraic variety is
The corresponding real variety is V ∩ R n . Note that V C (h) = V C ( h ). In this paper we only consider complex varieties defined by real polynomials. It is easy to see that a complex variety V can be defined by real polynomials if and only if it is self-conjugate, i.e. its complex conjugate V is itself.
The coordinate ring of a variety V ⊆ C n is the quotient ring
Equivalently, K[V] is the set of equivalence classes of polynomials where f ∼ V g if they define the same function on V.
Remark. Hilbert's Nullstellensatz implies that
We say that a variety V ⊆ C n is irreducible if it is not the union of two proper varieties. Note that any variety parametrized by C n is irreducible. An arbitrary variety can be decomposed in a unique way in the form
where
The varieties V i are called the irreducible components of V. If V is self-conjugate, then either V i is also self-conjugate, or there is a pair (V i , V j ) of conjugate components.
Sampling varieties.
Our technique requires a sampling oracle for the complex variety V. More precisely, we need to sample generic (random) points in each irreducible component of V. Observe that sampling points is easy whenever we have a parametrization. For instance, we can sample points from SO(n) using the Cayley parametrization:
Other parametric varieties include Grassmannians, Stiefel manifolds, secant varieties.
For a general variety V, a practical way to compute sample points is through the tools of numerical algebraic geometry; we refer to [2, 32] for an introduction. Homotopy continuation tools such as Bertini [1] and PHCpack [35] allow to compute the irreducible decomposition of V, and afterwards to sample an arbitrary number of points in any component. Typically the most expensive part is to produce the decomposition; sampling points is relatively cheap. These numerical methods offer the following advantages with respect to symbolic methods such as Gröbner bases: they are trivially parallelizable (each path can be tracked independently), allow for straight-line programs (polynomials do not need to be to be expanded), and offer better numerical stability.
Remark (Complex samples). Even though we are only interested in real polynomials, our methods allow the sample points to be complex. This is an important feature, since computing real points on a variety is significantly harder than computing complex points.
Remark (Zero-dimensional case). The results from this paper are most useful for positivedimensional varieties, particularly if the number of components is relatively small. The reason is that we treat each irreducible component separately. In particular, we take care of the zero-dimensional part of the variety exhaustively, i.e., we check for all such points that p(x) is indeed nonnegative. If the whole variety is zero-dimensional our algorithm reduces to a brute-force search.
SOS certificates on varieties.
Consider a variety V defined by equations h = {h j } j , and let I = h be the generated ideal. There are two traditional SOS methods to certify nonnegativity on V ∩R
n . An equations d-SOS certificate is a tuple of polynomials (F, g 1 , . . . , g m ) such that
Finding such a certificate reduces to an SDP [23] . A quotient ring d-SOS certificate is a polynomial F such that
Given a Gröbner basis of I, the above reduces to an SDP [4, §3.3.5] . For an introduction to Gröbner bases and quotient ring computations we refer to [9] .
Quotient ring formulations are appealing for two main reasons. Firstly, they are stronger than equations SOS (i.e., if (5) is feasible then so is (6) , but the converse is not true). And secondly, the size of the associated SDP is smaller, not only because of the absence of the equations g j , but since it also takes into account the structure of the quotient ring. Consequently, quotient ring SOS has become the default approach for varieties with simple Gröbner bases (e.g., the hypercube {0, 1} n ). However, the expense of Gröbner bases computation limits its application to further cases.
Our sampling SOS methodology can be seen as a "better" quotient ring formulation. The reason being that we work modulo the radical ideal √ I = I(V), and thus the underlying space is the coordinate ring. The following diagram illustrates the relations among these three types of certificates. 
be the linear space spanned by the polynomials of degree at most k. The function H V (k) := dim(L k ) is known as the Hilbert function, and it plays an important role in sampling SOS (also in quotient ring SOS). Indeed, the size of the PSD matrix in the SDP is precisely H V (d). We will also see in Section 5 that the number of samples we require is given by H V (2d). The Hilbert function can be bounded as follows [6] :
where deg, dim denote the degree and dimension. The second bound implies that, for fixed V, the size of the PSD matrix in sampling SOS is O(d dim V ). In contrast, for equations SOS we get O(d n ).
Computing pre-certificates
In this section we show how, given a candidate sample set Z, computing sampling SOS pre-certificates reduces to an SDP. We will also study what condition do we need on the sample set in order for such pre-certificate to be correct. The answer will be given by the concept of poisedness from polynomial interpolation. Finally, we will show how to reduce the size of the SDP in order to take advantage of the coordinate ring structure. 
T for some positive semidefinite matrix Q (denoted Q 0), where the notation • is for trace inner product [23] . Computing a polynomial F satisfying (3) reduces to the following SDP:
where S N denotes the space of N × N real symmetric matrices. Note that the matrix Q is real, whereas p(z s ) and u(z s ) are complex. Thus, each equality imposes a constraint on both the real and the imaginary part, i.e.,
The above SDP has two important features: the polynomial p can be given as a straight-line program (i.e., it does not need to be expanded) and the constraint matrices have low rank. Indeed, the rank of the constraint matrices ℜ(u(z s )u(z s ) T ) and
is at most two. This special rank structure can be exploited in interior point methods, as discussed in [3, 20, 26] . In particular, the Hessian assembly takes only O(N 3 ) operations for low rank matrices, as opposed to O(N 4 ) for unstructured matrices.
Observe that the monomial vector u(x) can be replaced by any other polynomial set with the same linear span. In particular, we will see in Section 3.3 that u(x) can be chosen to be an orthogonal basis with respect to a natural inner product supported on the samples. Remarkably, this orthogonalization reduces complexity in the SDP by exploiting the algebraic dependencies of the coordinate ring R[V]. In addition, the conditioning of the problem might improve, as explained in [20] for the unconstrained case V = C n .
Remark (Kernel/Image form). The feasible set of (8) has the form Q 0, Q ∈ Q, where
is an affine subspace. We refer to the above representation of Q as the kernel form. Alternatively, we can describe Q explicitly by giving some generators, i.e.,
We refer to this representation as the image form.
Depending on the problem, either of them might be more convenient. In particular, if the number of constraints is close to the dimension of S N then the latter representation is more compact. This will be the case in the applications shown in Sections 7.2 and 7.3. For a given problem, we can decide which representation is better by estimating the number of variables used in both of them, as discussed in [23] .
3.2. Poisedness implies correctness. We just showed how to compute a sampling SOS pre-certificate for a given sample set. However, this pre-certificate might be incorrect unless we are cautious with the sample set, as illustrated in the next example. 
⊆ V be a set of samples and let F (x) := x 2 1 . Observe that (F, Z) is a sampling SOS pre-certificate, but it is not correct because p(0, −1) = F (0, −1). This example illustrates that a sample set, regardless of its size, might lead to incorrect pre-certificates if it does not capture well the geometry of the variety (in this case Z misses one of the components of V).
We now present a condition that guarantees the correctness of a pre-certificate. Let R = R[V] be the coordinate ring of the variety, which is the space where we will work on. In particular, we will see the entries of the polynomial vector u(x), as well as p(x), as elements of R. We need the following definition.
. Let L ⊆ R be a linear subspace and let Z ⊆ V be a set of samples. We say that (L, Z) is poised 1 if the only polynomial q ∈ L such that q(z) = 0 for all z ∈ Z is the zero polynomial.
Let L d ⊆ R be the linear space spanned by the entries of u(x), and let L 2d ⊆ R be spanned by the entries of u(x)u(x)
T . Note that
The following proposition tells us that poisedness guarantees the correctness of a sampling SOS pre-certificate. Thus, a good set of samples is one such that (L 2d , Z) is poised.
Proof. Let g := p −F ∈ L 2d , and observe that g(z) = 0 for z ∈ Z. As (L 2d , Z) is poised, this implies that g = 0 and thus p = F ∈ R.
For the rest of this section we assume that the poisedness condition from above is satisfied. In Section 5 we will discuss how to choose the samples in order to satisfy this requirement.
3.3.
Reducing complexity. The size of the PSD matrix Q from (8) is
. We can reduce the size of this matrix by taking advantage of the coordinate ring structure. The size of the new matrix will be given by the Hilbert function H V (d); see Remark 2.3. To do so, we simply need to find a basis of the linear subspace L d ⊆ R spanned by the entries of u(x). We now explain how to get an orthogonal basis u o (x) with respect to the inner product given in the next proposition. 
Proof. It is clear that ·, · Z is bilinear and symmetric. Thus, we only need to check positiveness. Observe that f, f Z = z∈Z 2|f (z)| 2 ≥ 0 , which is zero only if f (z) = 0 for all z ∈ Z. As f ∈ L d , the poisedness condition implies f = 0.
To find an orthogonal basis, we will operate on the evaluation matrix U with columns u(z) for z ∈ Z. Consider the real matrix W := [ℜ(U)|ℑ(U)]. Observe that u(x) is an orthogonal basis with respect to ·, · Z if and only if the rows of W are orthogonal with respect to the standard real inner product. Thus, we just need to orthogonalize the rows of W . Using an SVD (or rank revealing QR), we can obtain a decomposition W = T W o , where W o has orthogonal rows and T is a real full rank transformation matrix. U := evaluation matrix with columns u(z) for z ∈ Z 3:
Example 3.2. Let V be the complex variety of the set of rotation matrices SO(2), i.e.,
Let p(X) = 4X 21 − 2X 11 X 22 − 2X 12 X 21 + 3, which is nonnegative on V ∩ R 2×2 . We want to find a sampling SOS certificate. We can sample points on V using the Cayley parametrization (4) . Consider the following 3 complex samples:
We fix the degree bound d = 1, and let u(x) = (1, X 11 , X 12 , X 21 , X 22 ) be the monomials of degree at most d. The matrix of evaluations is:
Using an SVD we obtain the orthogonalized matrix U o and the corresponding polynomial basis u o (x). Note that u o (x) has only 3 elements, as opposed to u(x).
The sampling SDP is
where u s denotes the s-th column of U o . Solving the SDP we obtain the sampling pre-certificate (F, Z), where F (X) = (2X 21 + 1) 2 .
Verifying sampling pre-certificates
We now address the problem of testing the correctness of a pre-certificate (F, Z). This problem is equivalent to determining whether the polynomial f := p − F is identically zero on the variety V, and it is known as the identity testing problem (see e.g., [28] and the references therein). Note that the problem is nontrivial even if V = C n , since f can be given as a straight-line program (such as a determinant). Nonetheless, there is a nice randomized algorithm to solve it, provided that we can efficiently sample the variety. Recall that generic samples can be obtained as explained in Section 2.2. We now proceed to review the notion of genericity, as well as showing the solution to the identity testing problem.
4.1. Genericity. The notion of genericity is fundamental in algebraic geometry. Let V ⊆ C n be an irreducible variety of positive dimension. We say that a property hods generically on V if there is a nonzero polynomial q ∈ C[V] such that the property holds for any z ∈ V such that q(z) = 0. Informally, this means that the property holds outside of the small bad region given by q(z) = 0. In Section 5.2 we will use a variation of this notion of genericity that is better suited for dealing with real polynomials.
Example 4.1. Let V = C m×m be the space of m × m matrices. The property of being "nonsingular" is satisfied generically on V, since a matrix A ∈ V is singular only if det(A) = 0.
We often say that a sample point z ∈ V is generic if some property of interest (such as the conclusion of a theorem) is satisfied generically on V. For instance, we may say "a generic m × m matrix is nonsingular". A generic point can be understood as a random point on the variety. Proposition 3. Let V be an irreducible variety, let f ∈ C[V] be a nonzero polynomial and let z ∈ V be a generic sample. Then f (z) is nonzero.
Proof. The conclusion holds except in the bad region defined by f (z) = 0. 4.2. Identity testing. Genericity allows us to derive randomized algorithms that succeed with probability one with respect to any distribution on V with full support. In particular, Proposition 3 gives rise to Algorithm 2. This method efficiently solves the identity testing problem for an irreducible variety (provided that it can be sampled). Surprisingly, no efficient deterministic algorithm to this problem is known, and it is likely that finding such algorithm is very hard [14] . z := generic sample from V
3:
return True if f (z) = 0 else False Remark (Reducible varieties). If the variety V is reducible, we can still solve the identity testing problem provided that we can sample each of its irreducible components. We simply need to apply Algorithm 2 to each component.
Remark (Probability one). Randomized algorithms derived from genericity statements provably work with probability one in exact arithmetic. However, in floating point arithmetic there is a nonzero probability of error, thus leading to Monte Carlo algorithms; for further discussion see [32, §4] .
Selecting the samples
The missing step to complete our sampling SOS methodology is to describe how to obtain a good set of samples Z. Recall from Section 3.2 that a good sample set must be such that (L 2d , Z) is poised. Thus the question we address here is the following: given a linear space L 2d ⊆ R = R[V], how can we get a sample set Z such that (L 2d , Z) is poised. We will see in this section that this condition can be satisfied with a generic set of samples.
5.1. Poisedness again. Before proceeding to the selection of the samples, we first present an alternative characterization of poisedness. Let L ⊆ R be a finite dimensional subspace. Let v(x) ∈ R N be a polynomial vector whose entries span L. Let U be the matrix with columns v(z) for z ∈ Z and letÛ := [U|U ]. We will refer to the (complex) rank of matrixÛ as the empirical dimension of L with respect to Z. It is easy to see that it does not depend on the choice of generators. Proof. Let D := dim(L) and assume that v(x) ∈ R D is a basis. Assume first that the rank(Û ) = D. Note that any q ∈ L can be written uniquely in the form q(x) = µ T u(x) for some µ ∈ R D . The condition that q(z) = 0 for z ∈ Z ∪ Z implies that µ TÛ = 0. Aŝ U has full row rank then µ = 0, and thus (L, Z) is poised. Assume now thatÛ does not have full row rank. Then there is some nonzero λ ∈ C D such that λ TÛ = 0. Observe that this implies that ℜ(λ)
T U = ℑ(λ) T U = 0, where ℜ, ℑ denote the real/imaginary part. Thus, there is a nonzero µ ∈ R D such that µ T U = 0. Considering the polynomial q(x) := µ T u(x), we conclude that (L, Z) is not poised.
Remark. Since matrixÛ has 2|Z| columns, it follows from the lemma that if (L, Z) is poised then 2|Z| ≥ dim L.
Example 5.1. Let V = C and R = R[x] be the space of univariate polynomials. Let L be the set of polynomials of degree less than N and let v(x) = (1, x, . . . , x N −1 ). Let Z ∈ C N/2 be a tuple of complex samples, and letẐ be the concatenation of Z and Z. The evaluation matrixÛ in this case is the Vandermonde matrix ofẐ, which is singular only if there are repeated elements inẐ. Therefore, (L, Z) is poised if and only if the elements ofẐ are all distinct.
5.2. How many samples. We return to the problem of finding a sample set Z such that (L 2d , Z) is poised. As we decided that the samples will be random, the only missing point is to determine how many samples to take. Remark 5.1 tells us that we need at least ⌈D/2⌉ samples, where D := dim(L 2d ). We wonder if this condition is generically sufficient to guarantee poisedness.
Question. Let V be a self-conjugate variety. Let L 2d ⊆ R[V] be a D-dimensional linear subspace and let Z ⊆ V be a generic set of samples with |Z| ≥ D/2. Is (L 2d , Z) poised?
In order to make sense of the above question, we have to be more precise about the meaning of a generic set of samples. In Section 4.1 we saw the definition of a generic sample of an irreducible variety. We have to extend this definition to multiple samples, taken possibly from a reducible variety. Below we formalize the exact notion of genericity we use. It is slightly different from the one in Section 4.1 as it includes the complex conjugates of the samples. The reason for including the conjugates is that it reflects the fact that we are working with real polynomials.
Definition 5.1. Let W ⊆ C n be an irreducible variety and let Z = (z 1 , . . . , z S ) be a tuple of S samples in W . We say that Z satisfies a property c-generically (conjugate generically) if there is a polynomial q ∈ C[z 1 , . . . , z S , z 1 , . . . , z S ] such that:
• q(z 1 , . . . , z S , z 1 , . . . , z S ) is not identically zero when z 1 , . . . , z S ∈ W.
• the property holds whenever q(z 1 , . . . , z S , z 1 , . . . , z S ) = 0.
Let W 1 , . . . , W r be irreducible varieties and let Z 1 ⊆ W 1 , . . . , Z r ⊆ W r be tuples of samples. We say that (Z 1 , . . . , Z r ) satisfies a property c-generically if there are polynomials q 1 ∈ C[Z 1 , Z 1 ], . . . , q r ∈ C[Z r , Z r ] such that:
• the property holds whenever q 1 (Z 1 , Z 1 ) = 0, . . . , q r (Z r , Z r ) = 0.
We say that Z (resp. Z 1 , . . . , Z r ) is a c-generic set of samples if it satisfies some property of interest c-generically.
In the next section we will show that for an irreducible variety (or a conjugate pair of irreducible varieties) the answer to the question from above is positive. However, for reducible varieties, we need to make sure that we have enough samples in each irreducible component, as will be discussed in Section 5.5. Example 3.1 illustrates what might go wrong if we do not have enough samples in some component.
5.3.
The irreducible case. Assume now that V = W ∪ W, where W ⊆ C n is an irreducible variety. This means that either V is a self-conjugate irreducible variety, or it is a conjugate pair of irreducible varieties. In the latter case, note that we can assume without loss of generality that Z ⊆ W, by possibly exchanging some samples with their complex conjugates. We show now that if the samples Z are c-generic and are at least as many as the dimensionality of the problem, then the poisedness property is satisfied. 
D be a basis of L 2d . Let Z j := {z 1 , . . . , z j }, let V j ∈ C D×j be the matrix with columns {v(z)} z∈Z j and letV j := [ℜ(V j )|ℑ(V j )] ∈ R D×2j . Also denote
Because of Lemma 4, we just need to show that the matrixV S has rank D. To this end, we will show the following statements:
• ifV j−1 is full rank then W j−1 is full rank c-generically.
• if W j−1 is full rank thenV j is full rank c-generically.
Clearly these statements imply thatV S is full rank. Given the similarity between the two of them, we only prove the latter.
Let j ≤ D/2 and assume that W j−1 is full rank. We will show that there is a polynomial Q ∈ C[Z j , Z j ] which is not identically zero on W, and such thatV j is full rank whenever Q(Z j , Z j ) = 0.
Assume thatV j is not full rank. Then there must exist a vector λ ∈ R 2j−1 such that
As W j−1 has less than D columns, there is some nonzero vector µ ∈ R D in its left kernel. Note that µ = µ(Z j , Z j ) can be parametrized as a rational function of Z j , Z j , given that W j−1 is full rank. Let q µ (x) := µ T v(x) ∈ R, which is nonzero due to the linear independence of v(x). Observe that
As the coefficients of q µ are rational functions on Z j , Z j , we conclude that the samples satisfy a nonzero algebraic equation
Remark. If the samples are real, it can be shown in a similar way that we need |Z| ≥ D.
5.4.
Verifying the number of samples. We just showed that, under genericity assumptions, the poisedness property is satisfied whenever we have as many samples as the dimension of the space. Concretely, we need to have ⌈D/2⌉ complex samples, where D = dim(L 2d ). However, as the dimension D is not known a priori, it is uncertain how many samples to take. Therefore, we need some way to estimate such dimension, and the natural quantity to consider is the empirical dimension D e . The following corollary gives us a simple test that guarantees that D = D e .
Corollary 6. Let W ⊆ C n be an irreducible variety, let V = W ∪ W and let R = R[V]. Let L 2d ⊆ R be a linear subspace and let Z ⊆ W be a c-generic set of samples. Let D be the dimension of L 2d and let D e be its empirical dimension with respect to Z. If
Proof. If 2|Z| < D it follows from the proof of Theorem 5 that D e = 2|Z|. Therefore, we must have that 2|Z| ≥ D, and thus (L 2d , Z) is poised because of Theorem 5.
Algorithm 3 Test samples
Input: Polynomial vector u(x), samples Z of a variety V Output: "True", if generically we must have that (L 2d , Z) is poised, where
is spanned by u(x)u(x) T . "False", if we cannot guarantee it. 1: procedure GoodSamples(u(x), Z) 2:Û 2 := matrix with columns vec(u(z)u(z) T ), for z ∈ Z ∪ Z 3:
return False ifÛ 2 has full column rank else True
The above corollary suggests a simple strategy that is summarized in Algorithm 3. We form the vector u 2 (x) = vec(u(x)u(x) T ), whose entries span L 2d . Then we build the matrix of evaluationsÛ 2 with columns u 2 (z) for z ∈ Z ∪ Z. The rank of this matrix is the empirical dimension D e . IfÛ 2 does not have full column rank the above corollary holds.
Remark. Consider the Hermitian matrixÛ * 2Û 2 , where * denotes the conjugate transpose. This matrix is often much smaller thanÛ 2 , and it can be constructed efficiently aŝ
where • denotes the Hadamard product. Therefore, it is practical to use matrixÛ * 2Û 2 instead ofÛ 2 , given that they have the same rank. 
 
The rank of this matrix is 5, and thus the condition from Corollary 6 is satisfied. Therefore, the number of samples is sufficient.
Reducible varieties.
The analysis made so far makes an irreducibility assumption on the variety V. This assumption is satisfied for many varieties, in particular for any variety parametrized by C n . Even if V is not irreducible, we can always work with each of its irreducible components independently. Indeed, note that p ≥ 0 on some variety if and only if p ≥ 0 on each irreducible component.
Nonetheless, there are circumstances in which we may not want to impose an irreducibility assumption. For example, if the variety has bad numerical properties and thus its irreducible components cannot be accurately estimated. In such situations, we can repeat the same analysis from before if we have some method that samples points from each irreducible component. For instance, if we intersect the variety V with a generic hyperplane of complementary dimension, the intersection is a finite set that contains points in each irreducible component. Note that we do not know which component do the samples belong to, but we are certain that there is at least one sample in each component.
The following corollary shows that if we have a sample set with enough points on each irreducible component, then (L 2d , Z) is poised. 
Proof. Let f ∈ L 2d be such that f (z) = 0 for all z ∈ Z. We want to show that f is the zero polynomial in
Thus, Theorem 5 says that (ψ i (L 2d ), Z i ) is poised whenever q i (Z i , Z i ) = 0, for some polynomial q i which is nonzero on W i . Note that ψ i (f ) evaluates to zero on Z i , and thus ψ i (f ) must be the zero element in
is zero and thus f must be zero.
Computing sampling certificates
We already developed all the tools needed to find a sampling SOS certificate, and we now put them together. Algorithm 4 summarizes our method for the case of an irreducible variety V. Naturally, the most computationally expensive part is solving the SDP. Recall from Theorem 5 that the number of samples required is
whereV = V ∪ V, and where we used the bound from (7). Since HV(2d) is unknown in general, we use a simple search strategy in Algorithm 4. The algorithm terminates when the number of samples is at least S min .
In the case of a reducible variety, we might use Algorithm 4 for each of its irreducible components separately. If we cannot reliably identify such components we need to take into account the considerations from Section 5.5.
Remark (Zero-dimensional case). Note that a zero-dimensional variety is reducible, each component consisting of a single point. Thus, in such case our algorithm reduces to a brute-force enumeration over all solutions, and better strategies may exist. The main problem to address is that of producing small poised sets. We leave this as an open problem. S := initial guess on the number of samples (an upper bound is given in (10))
4:
Z := generic set of S samples from V 5:
if not GoodSamples(u(x), Z) then ⊲ check if there are enough samples 7: increase S and go to 4
8:
Q := solution of SDP (8) 
if not IsZero(p − F, V) then ⊲ verify correctness
11:
the sample set was not generic enough; go to 4
12:
return F
Examples
We now show several examples and numerical evaluations to illustrate our methodology. We implemented our algorithms in Matlab, using SDPT3 [34] to solve the semidefinite programs. We also use Macaulay2 [12] for Gröbner bases, and Bertini [1] for numerical algebraic geometry computations. The experiments are performed on an i7 PC with 8 cores of 3.40 GHz, 15.6 GB RAM, running Ubuntu 14.04.
We will compare our techniques with the following two methods: equations SOS (5) and the (Gröbner bases based) quotient ring SOS (6) . For the convenience of the reader unfamiliar with these methods, Appendix A illustrates them with concrete, simple examples.
Remark (Polynomial optimization). Since some of the examples below are polynomial optimization problems, we recall that there are well studied SOS relaxations [4, 17, 18] . Indeed, minimizing a polynomial p(x) is equivalent to finding the largest γ such that p(x) − γ is nonnegative, which can be relaxed to be a d-SOS polynomial. The solution γ * obtained with the SDP gives a valid lower bound on p(x). SOS lower bounds tend to be very good in practice, being the true minimum in certain applications [4, 17] . Moreover, if the minimizer x * is unique and the dual matrix is rank one, then x * might be recovered from the dual variables. In particular, x * = ℜ( s y * s z s ) for the sampling SDP in (8) , where y * s are the (complex) dual variables of the equality constraints. 7.1. Nilpotent matrices. Let V := {X ∈ C n×n : X n = 0} be the variety of nilpotent matrices. Let p(X) := det(X + id n ), which is nonnegative on V (moreover, it is identically one). We compare different SOS methodologies to certify this.
First, consider the sampling approach. Let the degree bound d = 1, and let us take S = n+2 2 samples, which are always sufficient. Note that it is very easy to sample nilpotent matrices. For instance, we can generate a random triangular matrix with zero diagonal, and then apply a similarity transformation. For each sample X s ∈ V, we can efficiently evaluate p(X s ) with Gaussian elimination. As p(X s ) = 1 for all samples X s , we will obtain the trivial SOS decomposition p(X) ≡ V (1)
2 . Consider now the Gröbner bases approach. Let h ⊆ R[X] be the n 2 equations given by X n = 0. We want to compute a Gröbner basis of h. Note, however, that the total number of terms in h is on the order of n n+1 , and the polynomials are all of degree n. Therefore, this Gröbner basis computation is extremely complicated.
If we are smarter, we can take a different set of defining equations of V. Consider the polynomial Q X (t) := det(t id n − X) − t n , and let h ′ ⊆ R[X] be the equations given by the coefficients of Q X (t). It turns out that h ′ generates the radical ideal of h , and moreover, it is a Gröbner basis [13, §7] . However, h ′ has more than n! terms. Once we have the Gröbner basis h ′ , we need to compute the normal form of p. To obtain this normal form we need to consider p as a dense polynomial. As both p and h ′ have on the order of n! terms, performing this reduction is computationally intractable. If we are able to reduce it, we will conclude that p(X) ≡ V 1, as before.
Finally, note that equations SOS suffers from the same problems of the Gröbner bases approach. For this method there is an additional problem, which is that the monomial basis u(X) will be very large in order to account for all the monomials in p(X) and h(X). This problem was avoided in the previous methods because of the quotient ring reductions.
This example illustrates two of the advantages of the sampling formulation: it avoids the algebraic problem of deciding which equations to use (e.g., h vs. h ′ ), and it allows the use of straight-line programs (e.g., Gaussian elimination) for more efficient evaluations.
Weighted orthogonal Procrustes.
We consider a family of optimization problems over varieties of orthogonal matrices. The Stiefel manifold St(k, R n ) is the set of orthonormal k-frames in R n . We identify it with the set of matrices X ∈ R n×k such that X T X = id k . Note that we can easily sample points from this variety, for instance, by using the Cayley parametrization. Alternatively, we can orthogonalize a random real matrix.
The weighted orthogonal Procrustes problem, also known as Penrose regression problem, asks for a matrix X ∈ St(k, R n ) that minimizes AXC − B , for some matrices
There is no closed form solution for this problem, and several local optima may exist [7, 36] .
Let u(x) consist of all monomials up to some degree bound d. The sampling SDP is: . By solving the above SDP we obtain a lower bound of 1.118147 on the minimum norm AXC − B . Furthermore, the dual SDP matrix has rank one, and thus we can recover a solution achieving such lower bound: . Table 1 compares different SDP formulations of the degree 1 SOS relaxation of the weighted orthogonal Procrustes problem. We consider the case where m 1 = n and m 2 = k. The table shows the number of variables/constraints and the computation time for the equations SDP and the sampling SDP. The computation is performed on random instances, in which matrices A, B, C are generated from the standard normal distribution. For the sampling SDP we use the image form of the SDP (see Section 3.1), given that it has low codimension. We remark that for the sampling SDP we include the preprocessing time, i.e., Algorithms 1 and 3.
We point out that the better performance of sampling SDP is due to the fact that it makes use of the quotient ring structure. Although a similar sized SDP could be derived using Gröbner bases, Table 1 shows that Gröbner bases computation is very expensive, much more than solving the (larger) equations SDP. In particular, Macaulay2 ran out of memory for n = 7, k = 5. 
7.3.
Trace ratio problem. We now consider a problem on the Grassmaniann manifold Gr (k, R n ), which is the set of all k-dimensional subspaces of R n . Note that we can easily sample points on Gr (k, R n ) by considering the subspace spanned by k random vectors. By identifying a subspace with the orthogonal projection onto it, we can view Gr (k, R n ) as the set of matrices X ∈ S n satisfying X 2 = X and tr(X) = k; so this is indeed a variety. The trace ratio problem looks for the maximizer of tr(AX) tr (BX) on Gr (k, R n ), for some given matrices A, B ∈ S n , B ≻ 0. This problem arises in machine learning, and it can be efficiently solved by iterative methods, given that it has a unique local maximum [37] . We consider the following variation:
for some A, B, C ∈ S n , B ≻ 0. This problem may have several local maxima and thus local methods may not converge to the global optimum [38, 39] .
To obtain an SOS relaxation, note that the problem is equivalent to minimizing γ such that tr(BX)(γ − tr(CX)) − tr(AX) is nonnegative on Gr (k, R n ). Thus, the SDP to consider is: min (n 2 +n) 2 . Solving the above SDP we get an upper bound of 28.692472. As the dual matrix has rank one, we can recover the optimal solution X * .
A = , B = As before, we compare the equations SDP and the sampling SDP of the degree 1 SOS relaxation. Table 2 shows the number of variables/constraints and the computation time on random instances for both methods. It also shows the computation time of Gröbner bases. 7.4. Low rank approximation. Consider the problem of finding the nearest rank k tensor. Let C n 1 ×···×n ℓ denote the set of tensors of order ℓ and dimensions (n 1 , . . . , n ℓ ) and let C n 1 ×···×n ℓ ≤k be the closure of the space of tensors of rank at most k. Note that we can easily generate generic samples of rank k tensors. Given a real tensor T ∈ R n 1 ×···×n ℓ , the rank k approximation problem asks for the nearest point X ∈ R n 1 ×···×n ℓ ≤k , i.e., the minimizer of T − X 2 where · denotes the norm of the vectorization.
Let d := ⌊k/2⌋ + 1 and let u(X) be the vector with all monomials of degree at most d. Denoting ς(X) := X 2 , we consider the following SDP relaxation:
We remark that computing the defining equations of the variety C n 1 ×···×n ℓ ≤k is very complicated [15] . This means that using traditional SOS methods is usually not possible. * is rank three, note that after removing the entry 25.6 we are left with a 2 × 2 matrix. 7.5. Certifying infeasibility. Given a complex variety V ⊆ C n consider the problem of certifying that V ∩ R n is empty. A Positivstellensatz infeasibility certificate consists in showing that the constant polynomial −1 is SOS on the variety V [23] . For instance, if V = {i, −i} ⊆ C, a Positivstellensatz certificate is that −1 = x 2 on the variety V. We take an approach of numerical algebraic geometry, where we first compute a numerical irreducible decomposition of V, and then use sampling SOS to obtain the infeasibility certificate. For a given vector u(x) the SDP problem to solve is:
9 be the positive dimensional part of the cyclic 9-roots problem. The cyclic 9-roots equations are:
x 1 x 2 x 3 + x 2 x 3 x 4 + x 3 x 4 x 5 + x 4 x 5 x 6 + x 5 x 6 x 7 + x 6 x 7 x 8 + x 7 x 8 x 9 + x 8 x 9 x 1 + x 9 x 1 x 2 . . .
The zero set of these equations consists of a two-dimensional variety V of degree 18, and 6156 isolated solutions [11] . We remark that computing a Gröbner basis of these equations is very complicated unless its special structure is exploited. Indeed, Macaulay2 ran out of memory after 5 hours of computation. We computed the irreducible decomposition of V using Bertini; it took 2h 45m with the default parameters. The variety V decomposes into three pairs of conjugate irreducible varieties (each pair of degree 6). For each component we proceed to compute a sampling 2-SOS certificate. We require 31 complex samples on each component, which we obtained from Bertini in less than a second. Note that the upper bound from (10) predicted 
This allows us to conclude that each irreducible component of V is purely complex. For instance, for the first irreducible component V 0 it takes only 0.74s to obtain the certificate shown in Figure 1 .
7.6. Amoeba membership. The (unlog) amoeba A V ⊆ R n + of a variety V ⊆ C n is the image of V under the absolute value function, i.e., A V = {|z| : z ∈ V}. The amoeba membership problem is to determine whether some point λ ∈ R n + belongs to A V . Theobald and De Wolff recently proposed the use of Positivstellensatz certificates to prove that λ / ∈ A V [33] . We now briefly describe this approach.
Consider the following sets of equations in R[x, y]:
where f j are the defining equations of V. Theobald and De Wolff suggest computing a Gröbner basis of J V ∪ h λ and then search for a Positivstellensatz infeasibility certificate. Consider the following approach based on a set of samples Z ⊆ V. LetV ∈ C 2n be the zero set of J V ⊆ R[x, y]. Note that if z ∈ V then (ℜ(z), ℑ(z)) ∈V. Thus, given some monomial vectors u(x, y) and v(x, y), we can formulate the following SDP: find Q 0, C subject to − 1 = Q • u(x s , y s )u(x s , y s ) T + h λ (x s , y s ) T C v(x s , y s ), for s = 1, . . . , S z s = x s + i y s ∈ V Example 7.5. Let V ⊆ C nk be the complex variety associated to the Stiefel manifold St(k, R n ). Let λ = (1/n, 1/n, . . . , 1/n), and let us show that λ / ∈ A V using the SDP from above. We consider the degree 1 SOS relaxation for the case n = 6, k = 4. We require 1205 complex samples on V, which we obtain using the Cayley parametrization. It takes only 0.79s to compute the Positivstellensatz certificate from below. On the other hand, Macaulay2 ran out of memory while computing a Gröbner basis of J V .
−1 = (R u(x, y))
T (R u(x, y)) − 1. Example A.1. Let us retake the case from Example 3.2. We want to certify that p(X) = 4X 21 − 2X 11 X 22 − 2X 12 X 21 + 3 is nonnegative on the variety in (9) . We fix a degree bound of d = 1 and let u(X) = (1, X 11 , X 12 , X 21 , X 22 ). The dimensions of the matrices in the SDP (11) are Q ∈ S 5 , C ∈ R 4×5 . Note that these dimensions are larger than in Example 3.2. Solving the SDP leads to the following SOS certificate: It is possible to take advantage of the quotient ring structure to obtain a simpler SDP. The standard approach to do so requires a Gröbner basis of the ideal I := h . We briefly explain the procedure now. We refer to [9] for an introduction to Gröbner bases.
Consider the quotient ring R ′ = R[x]/I, and let φ : R[x] → R ′ be the canonical homomorphism. Since φ(g j h j ) = 0, when we view the SDP in (11) in the quotient ring we obtain: (12) find Q ∈ R SN , Q 0 subject to φ(p(x)) = Q • φ(u(x)u(x) T )
Note that the matrix C was eliminated. The above SDP requires methods to represent and compute the quotient ring R ′ . Given a Gröbner basis gb of I, there is a simple way to achieve this. Concretely, any polynomial f ∈ R[x] can be written in normal form, denoted as φ gb (f ), with respect to gb. This normal form map φ gb is effectively representing the quotient ring. In addition, there is a natural monomial basis u(x) to use, given by the standard monomials with respect to gb. Remark (Sampling SOS). Our sampling approach can be seen as a quotient ring formulation. The difference is that we use the radical ideal J = √ I and the coordinate ring R = R[x]/J. Given a sample set Z = {z 1 , . . . , z S } our description of R is given by the evaluation map φ Z (f ) := (f (z 1 ), . . . , f (z S )).
