a b s t r a c t This paper addresses the calculation of fractional order expressions through rational frac-tions. The article starts by analyzing the techniques adopted in the continuous to discrete time conversion. The problem is re-evaluated in an optimization perspective by tacking advantage of the degree of freedom provided by the generalized mean formula. The results demonstrate the superior performance of the new algorithm.
Introduction
Fractional calculus (FC) deals with the generalization of integrals and derivatives to a non-integer order [1] [2] [3] [4] [5] . FC entails a wide field of applications by bringing into a broader paradigm concepts of physics, mathematics and engineering [6] [7] [8] [9] [10] . Nevertheless, FC is still an 'exotic' mathematical tool and its adoption in applied sciences requires some efforts towards the development of simple and clear algorithms.
One of the reasons for this state of affairs is the difficulty in applying FC, due to the higher complexity of the algorithms involved in the calculation of fractional derivatives. The generalization of the integrodifferential operator requires the adop-tion of approximations based on series or rational fraction expansions [9] [10] [11] [12] [13] [14] [15] [16] [17] . While the main volume of contributions has focused in getting expansion schemes, the problem of a systematic optimization procedure was not yet tackled.
In this line of thought, this paper addresses the optimal calculation of fractional order expressions tacking advantage of the extra parameters provided by the generalized averaging formula and is organized as follows. Section 2 introduces the calculation of fractional derivatives and formulates the problem in the perspective of generalized average formula. Section 3 presents a set of experiments that demonstrate the effectiveness of the proposed method. Finally, Section 4 outlines the main conclusions. 
Problem formulation and adopted tools
Since the foundation of the differential calculus the generalization of the concept of derivative and integral to a non-inte-ger order a has been the subject of several approaches such as the Riemann-Liouville, the Grünwald-Letnikov, the Caputo and, based on transforms, the Fourier/Laplace definitions.
From the discrete-time point of view the Grünwald-Letnikov definition seems more attractive and, consequently, will be adopted in the sequel.
The Grünwald-Letnikov definition of a derivative of fractional order a of the signal x(t), D a x(t), is where C is the gamma function and h is the time increment. This formulation inspires a discrete-time calculation algorithm, based on the approximation of the time increment h through the sampling period T, yielding the equation in the z domain:
The implementation of expression (2) In order to get a rational expression, the final approximation corresponds to a truncated Taylor series or a rational fraction expansion.
Due to its superior performance, often it is used a fraction of order k 2 @:
Moreover, usually it is adopted a Padé expansion in the neighborhood of z = 0 and, since one parameter is linearly depen-dent, it is established b0 = 1.
The arithmetic mean (4) motivates the study of an averaging method [21] [22] [23] [24] based on the generalized formula of aver-ages (often called average of order q 2 R):
where (q, p) are two tuning degrees of freedom, corresponding q to the order of the averaging expression and p to the weight-ing factor.
Another possibility consists in the generalized f-mean that, applied to the generating functions, yields where f is an invertible function that gives an extra design degree of freedom. For example, when q = {-1, 0, 1}, in expression (6), or f(x) = {1/x, e x , x} in expression (7), we get the well-known expressions for the {harmonic, geometric, arithmetic} averages.
Approximate calculation of fractional derivatives
In this section, we examine the expressions resulting from the generalized mean (6) when approximating D a , a = {1/4, 1/ 2, 3/4}, through Padé fractions of order k = 4. The comparison can be established either in the time or the frequency domains. Although conceptually equivalent, for the purpose of defining a optimization criteria in this paper it is adopted the frequency response and, therefore, is considered the transformation z -1 = e -jX , X = xT, j ¼ pffiffiffiffi 1 ffiffi ffi . Fig. 1 depicts the polar diagram of (jX) a , a = 1/2, versus Hk(jX), k = 4, based on the generalized mean (6) with q = {-2, -1, 0, 1, 2} and p = 3/4, for T = 1, 0 6 X < 3 rad s -1 . We observe that the charts vary with the average approximation. For the analysis of the possible approximations in the frequency domain, it is necessary to formulate one or more optimization criteria. In this perspective, two indices are studied: 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 We verify that the locus of J1 and J2 have similarities in what concerns the ''good" and ''bad" regions, and that the cases a = {1/4, 1/2, 3/4} lead to charts of the same type. The charts reveal a valley (i.e., the optimal values), roughly with a triangular shape, for the corner region of the (q, p) domain with lower values of q, in opposition with the rest of the (q, p) domain where we get large values of Ji, i = 1, 2. This second non-optimal region is, in fact, composed of two sub-regions separated by a nar-row S-shaped rift. Furthermore, we have also some singular points where the optimization indices reach very high values (i.e., very poor performance). The locus of J1 and J2 have singular points at the same location (listed in Table 1 ) and, in those cases, the frequency response has a clear divergence.
Besides the optimization of Ji(q, p), i = 1, 2, and the avoidance of singular points, we need also to analyze the stability of the resulting z-transfer functions. Therefore, Fig. 5 shows the locus S(q, p) of the stable approximations, that is, those having all poles of the fraction inside the unit circle (i.e., jzij < 1, i = 1, .. . , 4).
We verify that the standard parameters (q, p) = (1, 3/4) are a good general solution. However, we conclude also that we can get better solutions, each one customized for the particular value of a. For obtaining the best stable tuning of (q, p), we have to deplete the locus Ji(q, p), i = 1, 2, with the unstable points detected in S(q, p). In this perspective, Table 2 depicts the values of J1 and J2 for (q, p) = (1, 3/4) and the optimal parameters when a = {1/4, 1/2, 3/4}, while Fig. 6 shows the corresponding fre-quency response. We conclude that we get better results particularly at high frequencies.
The generalized average approach is not restricted to the calculation of fractional derivatives or integrals. In fact, the algo-rithm can be easily used in the fraction approximation of any fractional expression as, for example, the fractional PID con-troller. Therefore, the approximation of any fractional order expression can be tackled through the generalized mean leading to optimal results.
