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The details of the pseudogap origin and other gap related properties discussed earlier for 
cuprates, in the framework of the paired cluster (PC) model, using three dimensional (3D) 
electronic density of states (DOS) [1-3], are shown to remain valid even when a two dimensional 
(2D) cuprate electronic DOS is used. Similarly the stripe phase description is also shown to be 
similar for the 3D and 2D cases. These results confirm the PC model’s capability in explaining the 
high-Tc superconductivity properties. 
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PACS number(s): 74.20.-z 
 
 
I. INTRODUCTION 
 
In an earlier work [1-3] we have explained the origin of pseudogap and stripe phase in 
magnetically frustrated cuprate superconductors assuming a three dimensional (3D) electronic density of 
states (DOS), D(Eel), for conducting electrons (CEs) and using a paired cluster (PC) model developed by us 
to describe the physics of high-Tc superconductivity (HTSC); Eel = CE energy, Tc = critical temperature, 
Dt(Eel), total electronic DOS (at Eel), = Df(Eel) ( filled electronic DOS) + De(Eel) ( empty electronic DOS ), 
Dt(Eel) = AEel1/2 for T ≥ Tc  and for T< Tc, 
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where - (minus) sign before the square root, in the first round bracket, applies for Eel≤ EF and + sign for 
Eel> EF , Re means real part, A= proportionality constant, T = working temperature, i = (-1 )1/2, ∆ = BCS ( 
superconducting state (SS) ) energy gap/2 , EF  = Fermi energy and Γ, explained later, = broadening due to 
Cooper pair (CP) lifetime decay. The assumption of 3D D(Eel) looks justified due to the following reasons. 
The conductivity (σ), and the superconductivity, are 3D in nature in cuprates. Eventhough the c-axis 
resistivity (ρc) is higher than a-,b-axis resistivity (ρa, ρb ), it is still in the mΩ-cm range [4, 5], which is 
similar to ρ (resistivity ) observed in some metals like Au-Fe spin glass[6]. ρc  is only about an order of 
magnitude higher than ρa, ρb (due to reasons described in [1-3]) and thus the system (cuprate) is not an 
insulator along the c-axis; ρ for an insulator is in MΩ-cm range [6, 7]. Also careful measurements show 
same Tc along the a-,b-,c-axes [4, 5]. A mΩ-cm range ρ is observed in powdered samples (powdered 
cuprates) also, where a-,b-,c-axes are random [4, 5]. If ρ was insulating along any direction, powder sample 
would have shown insulating ρ (MΩ-cm range value). Also experiments show same ρ mechanism for ρa, 
ρb, ρc below, and above, Tc [1, 4, 5]. Thus the use of 3D D(Eel) looks justified. However at the same time it 
is also true that the cuprates have layered (two dimensional (2D)) structure where Cu-O planes are a-,b- 
planes, stacked one over the other along the c-axis in the crystal unit cell [1, 4, 5]. It is the coupling 
between the Cu-O planes which gives three dimensionality, but this coupling has different strength in 
different cuprates. Thus some 2D nature (two dimensionality) is always present in cuprates [4, 5]. In some 
systems, like Bi-cuprates [5, 8], this two dimensionality may be more pronounced. It is thus necessary to 
ascertain that the results obtained earlier [1-3] using 3D D(Eel) are valid even for 2D cuprate D(Eel). In this 
paper we examine this point and find that the 2D D(Eel) based results are same as those obtained earlier [1-
3] using 3D D(Eel). In the following sections we give the details. 
 
 
II. METHODOLOGY AND RESULTS 
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 Since band structure calculation conduction bands for 3D lattices can be approximated to a 
parabolic shape, quadratic approximation DOS can be used there reasonably well [1, 4, 5, 9, 10]. However 
this is not the case for a 2D cuprate lattice (Cu-O planar structure with small plane-plane coupling) owing 
to the presence of van Hove singularity in their electronic DOS (conduction band) at Eel=Es where Es (the 
singularity point energy) is close to EF [4, 5, 8, 11-16]. Several people have tried to associate the cuprate 
high-Tc with the presence of this singularity [4, 5, 12]. However since experimentally such a singularity has 
not been observed, it is believed that any small coupling between the Cu-O planes, which can always be 
present, turns this singularity into a broad peak at Es and therefore the broadening, Λ, should be taken into 
account in any calculation [13, 14]. Thus for the 2D Cu-O planes [4, 5, 8, 12-19],  
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for T ≥ Tc , and for T< Tc ,  
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where C = proportionality constant and Γ, as mentioned before, is the broadening present owing to the CP 
lifetime decay arising due to the inelastic electron- electron and electron- phonon scatterings [5, 17-19]. We 
examine below the effect of this (Eq. 1, 2) 2D D(Eel) on the pseudogap and stripe phase in cuprates. For the 
pseudogap calculation, we discuss the T ≥ Tc and T< Tc ranges separately and assume a small plane- plane 
coupling (Λ/Es = 5%) which is sufficient to give a broad singularity peak.  
 
 
(i) Tc≤ T≤ TCF  
 
Earlier [1-3], for the 3D D(Eel) case, we have presented D(Eel) vs. Eel variation for Dt(Eel), Df(Eel) 
and Dfr(Eel), the density of filled states redistributed. Df(Eel) = Dt(Eel) × f(Eel), where f(Eel) is the Fermi 
function, and Dfr(Eel) is the modified Df(Eel) i.e. the Df(Eel) which has got modified owing to the ∆Eel 
scattering which occurs for T ≥ Tc in the PC model [1-3]. According to the PC model [1-3], paired 
magnetic clusters are present in the cuprate lattice below a temperature TCF (> Tc); TCF = cluster formation 
temperature (pseudogap appearance temperature) [1-3]. The CEs for T ≥ Tc, and both the CEs and the 
Cooper pairs, CPs, for T < Tc, interact with these clusters, by an interaction described in [1-3], and this 
interaction enhances the CEs’ energy, Eel, by ∆Eel and CPs’ energy, ECP, by ∆ECP. The modification in 
Df(Eel) due to the ∆Eel enhancement for T ≥ Tc, and due to both the ∆Eel and ∆ECP enhancements below Tc, 
gives rise to Dfr(Eel). The earlier calculations [1, 3] have been presented for some typical values of the 
parameters used (i.e. T, EF, ∆Eel, NP where NP, ≡ (NP)CE, is the percentage of CEs for which ∆Eel 
enhancement occurs and its value depends on the relative space occupied by the clusters and the cluster 
boundaries in the cuprate lattice [1-3]; below Tc we have ∆ECP and (NP)CP (percentage of CPs for which 
∆ECP enhancement occurs) also present). As has been explained there [1, 3], though the results are 
presented for certain typical parameter values they have been checked to be general in nature. The typical 
parameter values have been chosen for obtaining results similar to those of the tunneling conductance 
experiments mentioned in [1, 3], or to bring out any specific nature of the Dfr(Eel), or Der(Eel) [redistributed 
De(Eel)=Dt(Eel)-Dfr(Eel)], vs. Eel curve, and are consistent with the theoretical estimates [1-3]. 
 
 For the present 2D lattice, Dt(Eel) is given by Eq. (1) for T ≥ Tc and the other quantities are as 
follows. 
 
                                                                   Df(Eel) = Dt(Eel) × f(Eel),                                             (3) 
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where f(Eel) =  1/{exp[(Eel - EF)/kBT]+1}   and  kB = Boltzmann’s constant. Assuming that the Pauli 
principle permits the above mentioned ∆Eel scattering, i.e. empty states are available for such a scattering, 
we have [1, 3], 
 
                                            Dfr(Eel) = Df(Eel) - NP Df(Eel) + NP Df(Eel - ∆Eel).                (4) 
 
Details for the occurrence of this scattering for any Eel are discussed in [1, 3]. Fig. 1 shows the results 
obtained, where Eel dependence of Dt(Eel) (dotted curve), Df(Eel) (dashed curve) and Dfr(Eel) (full line and 
dash- dot (a, b) curves) are plotted. The parameter values chosen are the same as used in [1, 3] to facilitate 
comparison except Es, Λ which are new and, as mentioned before, have been fixed to Λ/Es = 5%; T=200K, 
EF = Es = 310 meV, Λ =15meV, ∆Eel(EF) = 300 meV, NP =50% (full line curve), 40% (curve a) and 60% 
(curve b), and α = 0.7 (meV)-1, where  ∆Eel(EF) is the value of ∆Eel at EF and as discussed in [1, 3] α 
describes the dependence of ∆Eel on Eel. The results obtained in Fig. 1 are same as those obtained in [1, 3]. 
The Fig. 1 results have been checked to be valid for Es close to EF, either > EF or < EF, cases also. Thus the 
results which have been obtained for a 3D D(Eel) in [1, 3] for T ~ TCF are valid for 2D cuprate D(Eel) also. 
Similarly the other results obtained in [1, 3] for T ≥ Tc have also been found to exist in the present 2D 
D(Eel) case. Further, as discussed in [1, 3], even if CPs’ presence is assumed in Tc≤ T≤ TCF range, results 
obtained here remain same. 
 
 
Fig.1. Dependence of the electronic density of states, D(Eel), on electrons’ energy, Eel, for T >Tc; Tc= critical 
temperature, a.u.= arbitrary unit. Details are described in the text.  
 
 
 
 
(ii)  0 ≤ T < Tc 
 
Below Tc, BCS energy gap is also present alongwith the ∆Eel and ∆ECP scatterings in the D(Eel) vs. 
Eel distribution [1-3]. In this case Dt(Eel) is given by Eq.(2), Df(Eel) by Eq.(3) and De(Eel) = Dt(Eel) - Df(Eel). 
To facilitate comparison we have used the parameters of 3D D(Eel) calculation case [1, 3] and done 
calculation for the present 2D D(Eel) case. Fig. 2 shows a typical result where Dt(Eel) (dotted curve), Df(Eel) 
(dashed curve), Dfr(Eel) (full line curve) and Der(Eel) (dash - dot curve) vs. Eel is shown. The parameters 
used are T = 4.2K, EF = Es = 310 meV, Λ = 15 meV (Λ/Es = 5%), ∆ = 45 meV, Γ = 2.25 meV   (Γ/∆ = 5%), 
∆ECP ~ 0 (< 1 meV), ∆Eel(EF) = 90 meV, NP = 20% and α = 0.7 (meV)-1. The dash - double dot curve 
(curve b) is the total electronic DOS curve which would have existed at 4.2K if there was no BCS gap 
present (i.e. Dt(Eel)   of Eq.(1)).To distinguish it from the Dt(Eel) of Eq.(2) (dotted curve in Fig. 2), we 
denote it (curve b) by Dt′(Eel). Since below the gap (Eel < (EF - ∆)), f(Eel) = 1 at 4.2K, curve b also 
represents the filled electronic DOS which would have existed at 4.2K, for Eel < (EF - ∆), if no BCS gap 
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was present, i.e. Df′(Eel). This means below the gap Dt′(Eel) = Df′(Eel). Thus Df′(Eel) gives the filled DOS at 
4.2K for those CEs which have not formed CPs and Df(Eel) - Df′(Eel) for those which have formed CPs. 
Since, as mentioned above in the parameter values, ∆ECP ~ 0 at 4.2K, we have for the region below the gap 
(Eel < (EF - ∆)) [1, 3], 
 
                                                           Dfr(Eel) = Df(Eel) - NP Df′(Eel),                                     (5) 
 
and for the regions inside and above the gap, 
 
                                                           Dfr(Eel) = NP Df′(Eel - ∆Eel).                           (6) 
 
 
 
Fig.2. Dependence of the electronic density of states, D(Eel), on electrons’ energy, Eel, for T< Tc; Tc= critical 
temperature, a.u.= arbitrary unit. Details are described in the text.  
 
 
In Eq.(5), the term NP Df′(Eel - ∆Eel) is absent on the right hand side (R.H.S.) since all the Dt′(Eel) states 
below the gap are completely filled at 4.2K (Dt′(Eel) = Df′(Eel)). In Eq.(6) only one term appears on R.H.S. 
since inside and above the gap there exist negligible, or no, filled states in the absence of ∆Eel scattering. 
However if any significant number of filled states are present in those regions in some case, then they will 
get added to the R.H.S. of Eq.(6) (Appendix). 
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 The results obtained in Fig. 2, like change in the size, shape, location of BCS peaks (P, Q), 
appearance of dip R, enhancement of A, A′ separation to B, B′ separation, etc., due to the ∆Eel scattering 
presence are same as obtained for the 3D D(Eel) case in [1, 3]; A, A′ are the points  where the curve b 
intersects the gap edges when no ∆Eel scattering is present and B, B′ when ∆Eel scattering exists [1, 3]. 
 
Fig.3. Dependence of the electronic density of states, D(Eel), on electrons’ energy, Eel, for T< Tc and some parameter 
values different from the Fig. 2 parameter values; Tc= critical temperature, a.u.= arbitrary unit. Details are described in 
the text.  
 
 
 
 
 The Fig. 3 shows another typical result. Here the dotted, dashed, dash - dot, dash - double dot and 
full line curves have the same meanings as in Fig. 2 and all the parameter values are same as those of Fig. 2 
except NP = 15%, ∆Eel(EF) = 80meV for the curve a and NP = 30%, ∆Eel(EF) = 150meV for the curve b. A 
comparison of Fig. 3 results with those obtained in [1, 3] shows that they are the same. Similarly for the 
other situations discussed in [1, 3], like T ~ Tc where ∆ECP scattering too is present (Appendix), also we get 
same results for the 3D D(Eel) and 2D D(Eel) cases. Thus the conclusions drawn on the basis of the 3D 
D(Eel) calculation results [1, 3] are valid for the present 2D D(Eel) calculations also.  
 
 
(iii) Stripe phase 
 
 For the 3D case, the stripe phase is discussed in [1, 3] and as mentioned there the 3D stripes will 
have tubular structure with 2D planar projection on Cu-O planes. However for the 2D case, the stripes will 
be located in Cu-O planes only. The other stripe properties, like bending of stripes, stripe fluctuation etc. 
[1, 3], remain same for the 3D and 2D cases. Like 3D stripes, the 2D stripes will also have a width and run 
randomly in the Cu-O plane changing their location with time as the Cu2+ ↔ Cu3+ fluctuation [1-3] occurs 
in superconducting cuprates. However it may be noted that, as discussed in [1, 3], these stripes are formed 
by the cluster boundaries (hole rich) and are not charge ordered stripes as seen in insulators with complete 
separation of hole full and holeless regions. Theoretically also such static charge ordered stripes can not be 
formed in superconducting cuprates [20] due to the presence of next nearest neighbour hopping effect,  
which is needed for conductivity (metallicity), and so superconductivity, but which suppresses the static 
stripe formation (charge ordering). 
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III. CONCLUSION 
Fig.4. Dependence of the electronic density of states, D(Eel), on electrons’ energy, Eel, for T>Tc and dopant 
concentration > critical dopant concentration; Tc=critical temperature, a.u.= arbitrary unit. Details are described in the 
text.  
 
 
 
 
 In conclusion, the results obtained for the 3D D(Eel) case [1, 3] are valid for the 2D D(Eel) 
case also. This is true even for those results which are not specifically described above. For example, as has 
been discussed in [1, 3] above a certain critical dopant concentration, in the overdoped region, pseudogap 
does not occur in cuprates. This absence has been explained there [1, 3] on the basis of the decrease in ∆Eel, 
NP values at higher dopant concentrations. In Fig. 4 we have repeated the 3D D(Eel) calculations for the 2D 
D(Eel) case using the same parameter values as those of 3D case [1, 3]; T = 100K, Es =EF =310 meV, Λ = 
15 meV, α = 0.7 (meV)-1 and, ∆Eel(EF) = 100 meV, NP = 10% for the curve a and ∆Eel(EF) = 50 meV, NP = 
5% for the curve b. A comparison of the Fig. 4 results with those of 3D D(Eel) results [1, 3] shows that they 
are the same. Similar is the case with the other results also, obtained in [1, 3] for the T ≥ Tc or T < Tc. Thus 
the results of the 3D case, and the conclusions drawn from them, are valid for the 2D case also. It may be 
mentioned here that the present results, and so also those of [1, 3], are consistent with some recent 
experiments which link the pseudogap origin to the change in the electronic DOS near EF and indicate that 
the underdoped and overdoped cuprates have the same superconductivity origin [21]. Similarly the ∆θD 
break at TCF, mentioned in [1-3] (θD = Debye temperature), can be attributed only to the presence of 
clusters, and cluster boundaries, interacting with CEs [1-3], since both the ∆θD break and the CE- cluster, -
cluster boundary, interaction are present in superconducting cuprates only whereas the regular charge 
ordered stripe phase (resulting from the absence of Cu2+↔Cu3+ type charge fluctuation) is present in 
nonsuperconducting cuprates where no ∆θD break is observed [1]. It may be mentioned here that same 
results are obtained if extended van Hove singularity is used in the DOS calculation instead of logarithmic 
singularity. Thus the PC model is capable of explaining the HTSC properties. Predictions of the model [1- 
3] made some years ago, like the coexistence of pseudogap and superconducting state energy gap below Tc 
or the presence of spin glass (SG) interactions and clusters in high-Tc systems, are being found true by the 
experiments now [22, 23] confirming the correctness of the model. 
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APPENDIX 
 
For T ~ Tc case, where ∆ECP scattering is also present [1, 3], we have for the region below the gap 
(Eel < (EF - ∆)), 
 
             Dfr(Eel) = Df(Eel) - NP Df′(Eel) + NP Df′(Eel - ∆Eel) - (NP)CP [Df(Eel) - Df′(Eel)] + (NP)CP × 
 
           [Df(Eel - ∆Eel) - Df′(Eel - ∆Eel)].                  (i) 
 
The third term of the above equation will be nonzero only in very few cases when some empty states are 
present in Dt′(Eel) below the gap, like, for example, Fig. 8(a) case of the first reference of [1] where the 
temperature spread of Df(Eel) curve’s tail portion is slightly greater than the gap value. Similarly for the 
region inside the gap we have, 
 
                                                   Dfr(Eel) = NP Df′(Eel - ∆Eel) + Df(Eel).                          (ii) 
 
The second term in the above equation contributes only if there are some filled states in the gap; generally 
this is zero or very small. Finally, for the region above the gap,  
 
                     Dfr(Eel) = NP Df′(Eel - ∆Eel) + Df(Eel) + (NP)CP [Df(Eel - ∆Eel) - Df′(Eel - ∆Eel)].         (iii) 
 
As in Eq.(ii), the second term of Eq.(iii) is zero or very small. The third term of Eq.(iii) contributes only if 
some excited CPs are present above the gap. 
 
 
  *  Electronic address: jks@tifr.res.in 
[1] J. K. Srivastava, in “Studies of High Temperature Superconductors: Advances in Research and 
Applications - Vol. 29”, ed. A. Narlikar (Nova Science, Commack (New York), 1999), p.113; ibid, 
Vol.34 (Nova Science, Huntington (New York), 2000), p.311; J. K. Srivastava, in “Models and 
Methods of High-Tc Superconductivity: Some Frontal Aspects, Vol. 1”, eds. J. K. Srivastava and S. 
M. Rao (Nova Science, Hauppauge (New York), 2003), p.9; J. K. Srivastava, cond-mat/0504162 
(April 2005); J. K. Srivastava, cond-mat/0504245 (April 2005); cond-mat/0508292 (August 2005). 
[2] J. K. Srivastava, Phys. Stat. Sol. (b) 210, 159 (1998). 
[3] J. K. Srivastava, Bull. Ind. Vac. Soc. 28(2), 3 (1997); ibid (new series) 2(1), 3 (1999). 
[4] A. Narlikar (ed.), “Studies of High Temperature Superconductors: Advances in Research and 
Applications - Vol.4” (Nova Science, Commack (New York), 1990), pp.1, 113, 143, 263, 311; ibid - 
Vol.2 (1989), p.199; J. C. Phillips, “Physics of High - Tc Superconductors” (Academic, San Diego, 
1989), p.100; G. S. Boebinger, Y. Ando, A. Passner, T. Kimura, M. Okuya, J. Shimoyama, K. 
Kishio, K. Tamasaku, N. Ichikawa and S. Uchida, Phys. Rev. Letters 77, 5417 (1996); Y. Ando et 
al., ibid 75, 4662 (1995). 
[5] G. Burns, “High Temperature Superconductivity - An Introduction” (Academic, San Diego, 1992), 
pp. 4, 29, 45, 55, 84, 95-100, 147; N. M. Plakida, “High - Temperature Superconductivity - 
Experiment and Theory” (Springer, Berlin, 1995), p. 84; P. Prelovšek, A. Ramšek and I. Sega, Phys. 
Rev. Letters 81, 3745 (1998). 
[6] R. C. Sundahl, T. Chen, J. M. Sivertsen and Y. Sato, J. Appl. Phys. 37, 1024 (1966); C. D. 
Hodgman, R. C. Weast, C. W. Wallace and S. M. Selby (eds.), “Handbook of Chemistry and 
Physics: Thirty - Sixth Edition” (Chemical Rubber Pub. Co., Cleveland (Ohio), 1954), pp 2348-
2357; S. Tanaka, K. Takita and K. Uchinokura, in “XIth Int. Conf. on Low Temp. Phys. - Vol. 2”, 
eds. J. F. Allen, D. M. Finlayson and D. M. McCall (St. Andrews Univ. Press, St. Andrews 
(Scotland), 1968), p. 1292. 
[7] J. A. Kulkarni, K. Muraleedharan, J. K. Srivastava, V. R. Marathe, V. S. Darshane, C. R. K. Murthy 
and R. Vijayaraghavan, J. Phys. C 18, 2593 (1985). 
[8] D. M. Newns, P. C. Pattnaik and C. C. Tsuei, Phys. Rev. B. 43, 3075 (1991). 
[9] W. Y. Ching, Y. Xu, G. Zhao, K. W. Wong and F. Zandiehnadem, Phys. Rev. Letters 59, 1333 
(1987); W. M. Temmerman, G. M. Stocks, P. J. Durham and P. A. Sterne, J. Phys. F: Met. Phys. 17, 
 7 
 8 
L135 (1987); The Institute of Metallurgists (ed.), “The Structure of Metals - A Modern Conception”: 
Lectures Delivered at the Institute of Metallurgists Refresher Course, 1958 (Iliffe & Sons, London, 
1959), p. 3; W. Hume-Rothery, R. E. Smallman and C. W. Haworth, “The Structure of Metals and 
Alloys” (The Institute of Metals, London, 1969), pp. 1, 71, 110. 
[10] F. Seitz, “The Physics of Metals” (McGraw Hill, New York, 1943), p. 257; P. M. Marcus, J. F. 
Janak and A. R. Williams (eds.), “Computational Methods in Band Theory” (Plenum, New York, 
1971), p. 323; F. C. Auluck (ed.), “A Short Course in Solid State Physics- Vol I” (Thomson (India), 
New Delhi, 1971), p. 353; G. C. Fletcher, “The Electron Band Theory of Solids” (North-Holland, 
Amsterdam, 1971), p. 21; G. Weinreich, “Solids: Elementary Theory for Advanced Students” (John 
Wiley, New York, 1965), p. 114. 
[11] G. H. Wannier, “Elements of Solid State Theory” (Cambridge Univ. Press, London 1959), p. 50; H. 
Fukuyama, S. Maekawa and A. P. Malozemoff (eds.), “Strong Correlation and Superconductivity” 
(Springer-Verlag, Berlin, 1989), pp. 176, 194; J. G. Bednorz and K. A. Müller (eds.), “Earlier and 
Recent Aspects of Superconductivity” (Springer-Verlag, Berlin, 1990), pp. 45, 501; L. van Hove, 
Phys. Rev. 89, 1189 (1953); J. C. Phillips, ibid 104, 1263 (1956); H. B. Rosenstock, ibid 97, 290 
(1955). 
[12] I. E. Dzyaloshinskii, Sov. Phys. JETP Lett. 46, 118 (1987); ibid, Sov. Phys. JETP 66, 848 (1987); J. 
Labbé and J. Bok, Europhys. Lett. 3, 1225 (1987); J. E. Hirsch and D. J. Scalapino, Phys. Rev. 
Letters 56, 2732 (1986); H. Shimahara and S. Takada, Japan. J. Appl. Phys. 26, L1674 (1987); C. C. 
Tsuei, Physica A 168, 238 (1990); R. S. Markiewicz and B. G. Giessen, Physica C 160, 497 (1989); 
J. Friedel, J. Phys.. Condens. Matter 1, 7757 (1989). 
[13] J. Friedel, J. de Physique 48, 1787 (1987); ibid 49, 1435 (1988). 
[14] J. D. Jorgensen, H. -B. Schüttler, D. G. Hinks, D. W. Capone, II, K. Zhang, M. B. Brodsky and D. J. 
Scalapino, Phys. Rev. Letters 58, 1024 (1987); R. Combescot and J. Labbé, Phys. Rev. B. 38, 262 
(1988); C. C. Tsuei, D. M. Newns, C. C. Chi and P. C. Pattnaik, Phys. Rev. Letters 65, 2724 (1990); 
R. S. Markiewicz, Physica C 153-155, 1181 (1988). 
[15] T. M. Rice and G. K. Scott, Phys. Rev. Letters 35, 120 (1975); R. S. Markiewicz, J. Phys. Condens. 
Matter 2, 665 (1990); J. -H. Xu, T. J. Watson-Yang, J. Yu and A. J. Freeman. Phys. Letters A 120, 
489 (1987); S. Sarkar and A. N. Das, Phys. Rev. B 49, 13070 (1994). 
[16] P. A. Lee and N. Read, Phys. Rev. Letters 58, 2691 (1987). 
[17] J. R. Kirtley, C. C. Tsuei, S. I. Park, C. C. Chi, J. Rozen, M. W. Shafer, W. J. Gallagher, R. L. 
Sandstorm, T. R. Dinger and D. A. Chance, Japan. J. Appl. Phys. 26 (Suppl. 26 - 3), 997 (1987);T. 
Ekino, T. Doukan and H. Fujii, J. Low Temp. Phys. 105, 563 (1996). 
[18] E. A. Lynton, “Superconductivity” (Methuen & Co., London, 1969), p.146; P. B. Allen and D. 
Rainer, Nature 349, 396 (1991); R. C. Dynes, J. P. Garno, G. B. Hertel and T. P. Orlando, Phys. Rev. 
Letters 53, 2437 (1984); O. V. Dolgov, A. A. Golubov and A. E. Koshelev, Solid St. Commun. 72, 
81 (1989); R. C. Dynes, V. Narayanamurti and J. P. Garno, Phys. Rev. Letters 41, 1509 (1978). 
[19] S. Maekawa, Y. Isawa and H. Ebisawa, Japan. J. Appl. Phys. 26, L771 (1987); K. M. Ho, M. L. 
Cohen and W. E. Pickett, Phys. Rev. Letters 41, 815 (1978); J.Labbé and E. C. van Reuth, ibid 24, 
1232 (1970); L. Solymar, “Superconductive Tunnelling and Applications” (Chapman and Hall, 
London, 1972), pp.86, 102, 104. 
[20] B. Normand and A. P. Kampf, Phys. Rev. B 65, 020509(R) (2001). 
[21] C. Bernhard, J. L. Tallon, Th. Blasius, A. Golnik and Ch. Niedermayer, Phys. Rev. Letters 86, 1614 
(2001); H. He, Y. Sidis, P. Bourges, G. D. Gu, A. Ivanov, N. Koshizuka, B. Liang, C. T. Lin, L. P. 
Regnault, E. Schoenherr and B. Keimer, ibid 86, 1610 (2001). 
[22] M. Kugler, Ø. Fischer, Ch. Renner, S. Ono and Y. Ando, Phys. Rev. Letters 86, 4911 (2001); V. M. 
Krasnov, A. E. Kovalev, A. Yurgens and D. Winkler, ibid p.2657. 
[23] C. A. Cardoso, F. M. Araujo-Moreira, V. P. S. Awana, E. Takayama-Muromachi, O. F. de Lima, H. 
Yamauchi and M. Karppinen, Phys. Rev. B 67, 020407(R) (2003); S. M. Rao, M. K. Wu, J. K. 
Srivastava, B. H. Mok, C. Y. Lu, Y. C. Liao, Y. Y. Hsu, Y. S. Hsiue, Y. Y. Chen, S. Neeleshwar, S. 
Tsai, J. C. Ho and H. –L. Liu, Phys. Letters A 329, 71 (2004). 
 
