This paper investigates the Gaussian statedependent Z-interference channel (Z-IC), in which two receivers are corrupted respectively by two correlated states that are noncausally known to transmitters and unknown to receivers. Three interference regimes are studied, and the capacity region or sum capacity boundary is characterized either fully or partially under various channel parameters. The impact of correlation between the states on state and interference cancellation as well as the achievability of the capacity is demonstrated via numerical analysis.
I. INTRODUCTION
State-dependent interference channels (ICs) are of great interest in wireless communications, in which receivers are interfered not only by other transmitters' signals but also by independent and identically distributed (i.i.d.) state sequences. The state can capture interference signals that are informed to transmitters, and are hence often assumed to be noncausally known by these transmitters in the model. Such interference cognition can occur in practical wireless networks due to node coordination or backhaul networks.
Both the state-dependent IC and Z-IC have been studied in the literature. The state-dependent IC was studied in [1] , [2] with two receivers corrupted by the same state, and in [3] with two receivers corrupted by independent states. In [4] , [5] , two state-dependent cognitive IC models were studied, where one transmitter knows both messages, and the two receivers are corrupted by two states. More recently, in [6] , both the state-dependent regular IC and Z-IC were studied, where the receivers are corrupted by the same but differently scaled state. Furthermore, in [7] , [8] , a type of the statedependent Z-IC was studied, in which only one receiver is corrupted by the state and the state information is known only to the other transmitter. In [9] , a type of the state-dependent Z-IC with two states was studied, where each transmitter knows only the state that corrupts its corresponding receiver. In [10] , a state-dependent Z-interference broadcast channel was studied, in which one transmitter has only one message for its corresponding receiver, and the other transmitter has two messages respectively for two receivers. Both receivers are corrupted by the same state, which is known to both transmitters.
In all the previous work of the state-dependent IC and Z-IC, the states at two receivers are either assumed to be independent, or to be the same but differently scaled, with the exception of [9] that allows correlation between states. However, [9] assumes that each transmitter knows only one state at its corresponding receiver, and hence two transmitters cannot cooperate to cancel the states. In this paper, we investigate the state-dependent Z-IC with the two receivers being corrupted respectively by two correlated states and with both transmitters knowing both states in order for them to cooperate. The state sequences are assumed to be known at both transmitters. The main focus of this paper is on the Gaussian state-dependent Z-IC, where the receivers are corrupted by additive interference, state, and noise. The aim is to design encoding and decoding schemes to handle interference as well as to cancel the state at the receivers. In particular, we are interested in answering the following two fundamental questions: (1) whether or under what conditions both states can be simultaneously fully canceled so that the capacity for the Z-IC without state can be achieved; and (2) what is the impact that the correlation between two states make towards state cancellation and capacity achievability.
We summarize our results as follows. Our novelty of designing achievable schemes lies in joint design of the interference cancellation schemes together with the Gel'fand-Pinsker binning [11] and dirty paper coding [12] for state cancellation in order to characterize the capacity region. More specifically, we study three interference regimes. For the very strong interference regime, we characterize the channel parameters under which the two receivers achieve their corresponding point-to-point channel capacity without state and interference. Thus, the interference as well as states are fully canceled, and the capacity region is characterized as a rectangular region. In particular, we demonstrate the impact of the correlation between the two states in such a regime. Interestingly, we demonstrate that high interference may not always be beneficial for canceling both state and interference, which is in contrast to the IC without state. For the strong regime, we characterize the sum capacity boundary partially under certain channel parameters based on joint design of rate splitting, successive cancellation, as well as dirty paper coding. For the weak interference regime, we characterize the sum capacity, which is achieved by the two transmitters independently designing dirty paper coding and receiver 1 treating interference as noise. The sum capacity is not affected by the correlation between states. Fig. 1 . The state-dependent Z-IC We consider the state-dependent Z-IC (as shown in Fig. 1 ), in which transmitters 1 and 2 send two messages W 1 and W 2 to two receivers 1 and 2, respectively. Receiver 1's output is interfered by transmitter 2's input as well as a state sequence S n 1 , and receiver 2's output is interfered only by a state sequence S n 2 , which is correlated with S n 1 . The two state sequences S n 1 and S n 2 are assumed to be known noncausally at both transmitters. The encoder k at transmitter k maps the message w k ∈ W k = {1, . . . , 2 nR k } and the state sequences s n 1 and s n 2 to a codeword x n k ∈ X n k for k = 1, 2. The two inputs x n 1 and x n 2 are transmitted over the memoryless Z-IC characterized by P Y1|X1X2S1 and P Y2|X2S2 . Receiver 1 is required to decode W 1 and receiver 2 is required to decode W 2 . The average probability of error for a length-n code is defined as
II. CHANNEL MODEL
A rate pair (R 1 , R 2 ) is achievable if there exist a sequence of encoding and decoding schemes such that the average error probability P (n) e → 0 as n → ∞. The capacity region is defined to be the closure of the set of all achievable rate pairs.
In this paper, we focus on the Gaussian Z-IC with the outputs at the two receivers for one channel use given by
where a is the channel gain coefficient, and N 1 and N 2 are noise variables with Gaussian distributions N 1 ∼ N(0, 1) and N 2 ∼ N(0, 1). The state variables S 1 and S 2 are jointly Gaussian with correlation coefficient ρ and marginal distributions S 1 ∼ N (0, Q 1 ) and S 2 ∼ N (0, Q 2 ). Both the noise variables and the state variables are i.i.d. over channel uses. The channel inputs X 1 and X 2 are subject to the average power constraints P 1 and P 2 .
Our goal is to characterize channel parameters, under which the capacity of the corresponding Z-IC without the presence of the states can be achieved, and thus the capacity region of the Z-IC with the presence of state is also established. In particular, we are interested in understanding the impact of the correlation between the states on the capacity characterization.
III. VERY STRONG INTERFERENCE REGIME
In this section, we study the state-dependent Z-IC in the very strong regime, in which the channel parameters satisfy a 2 > 1 + P 1 . For the corresponding Z-IC without states, the capacity region contains rate pairs (R 1 , R 2 ) satisfying
In this case, the two receivers achieve the point-to-point channel capacity without interference. Furthermore, in [6] , an achievable scheme has been established to achieve the same point-to-point channel capacity when the two receivers are corrupted by the same but differently scaled state. Our focus here is on the more general scenario, where the two receivers are corrupted by two correlated states, and our aim is to understand how the correlation affects the design of the scheme.
We first design an achievable scheme to obtain an achievable rate region for the discrete memoryless Z-IC. The two transmitters encode their messages W 1 and W 2 into two auxiliary random variables U and V , respectively, based on the Gel'fand-Pinsker binning scheme. Since receiver 2 is interference free and is corrupted by S 2 , the auxiliary random variable V is designed with regard to only S 2 . Furthermore, receiver 1 first decodes V , then uses it to cancel the interference X 2 and partial state interference, and finally decodes its own message W 1 by decoding U . Here, since S 2 is introduced to Y 1 when canceling X 2 via V , the auxiliary random variable U is designed based on both S 1 and S 2 to fully cancel the states. Based on such a scheme, we obtain the following achievable region.
Proposition 1. For the state-dependent Z-IC with the states noncausally known at both transmitters, an achievable region consists of rate pairs (R 1 , R 2 ) satisfying:
The proof of Propostion 1 is omitted due to the page limitations.
Following Proposition 1, we further simplify the achievable region in the following corollary, which is in a useful form for us to characterize the capacity region for the Gaussian Z-IC.
Corollary 1. For the state-dependent Z-IC with the states noncausally known at both transmitters, if the following condition
is satisfied, then an achievable region consists of rate pairs (R 1 , R 2 ) satisfying:
for some distribution P S1S2 P U |S1S2 P X1|US1S2 P V |S2 P X2|V S2 P Y1|S1X1X2 P Y2|S2X2 .
In Corollary 1, condition (4) requires that receiver 1 is more capable in decoding V (and hence W 2 ) than receiver 2, which is likely to be satisfied in the very strong regime.
We now study the Gaussian Z-IC. Since S 1 and S 2 are jointly Gaussian, S 1 can be expressed as S 1 = dS 2 + S 1 where d is a constant representing the level of correlation, and S 1 is independent from S 2 and S 1 ∼ N (0, Q 1 ) with Q 1 = d 2 Q 2 +Q 1 . Thus, without loss of generality, the channel model can be expressed in the following equivalent form that is more convenient for analysis,
Following Corollary 1, we characterize the channel parameters under which both the states and interference can be fully canceled, and hence the capacity region for the Z-IC is obtained.
Theorem 1. For the state-dependent Gaussian Z-IC with states noncausally known at both transmitters, if the channel parameters (a, d, P 1 , P 2 , Q 1 , Q 2 ) satisfy the following condition:
where β = P2 P2+1 , then the capacity region is characterized by (2) .
Outline of Proof. Theorem 1 follows from Corollary 1 by setting U = X 1 + α 1 S 2 + α 2 S 1 , and V = X 2 + βS 2 , where X 1 , X 2 , S 1 and S 2 are independent Gaussian variables with mean zero and variances P 1 , P 2 , Q 1 and Q 2 , respectively, and α 1 , α 2 and β satisfy Based on Theorem 1, if channel parameters satisfy the condition (7), we can simultaneously cancel two states and the interference, and the point-to-point capacity of two receivers without state and interference can be achieved. The correlation between the two states captured by d plays a very important role regarding whether the condition can be satisfied. In Fig. 2 , we set P 1 = 2, P 2 = 2, Q 1 = 1 and Q 2 = 1, and plot the range of the parameter pairs (a, d) under which the channel capacity without states and interference can be achieved. These parameters fall in the shaded area above the line. It can be seen that as d becomes larger (i.e., the correlation between the two states increases), the threshold on the parameter a to fully cancel the interference and state becomes smaller. This suggests that more correlated states are easier to cancel together with the interference. Fig. 2 agrees with the result of the very strong IC without states in the sense that once a is above a certain threshold (i.e., the interference is strong enough), then the point-topoint channel capacity without interference can be achieved. However, this is not always true for the state-dependent Z-IC. This can be seen from the condition (7) in Theorem 1. If we let a go to infinity, then the condition (7) becomes Q 2 > 1+P2 P2 , which is not always satisfied. This is because in the existence of state, Y 1 decodes V instead of X 2 , and the decoding rate is largest if the dirty paper coding design of V (based on S 2 in receiver 2) also happens to be the same dirty paper coding design against S 2 in receiver 1. Clearly, as a gets too large, V is more deviated from such a favorable design, and hence the decoding rate becomes smaller, which consequently hurts the achievability of the point-to-point capacity for receiver 2. Such a phenomena can be observed in Fig. 3, where the parameters  (a, d) under which the point-to-point channel capacity without interference and states can be achieved fall in the shaded area above the line. It can be seen that the constant a cannot be too large to guarantee the achievability of the point-to-point channel capacity. Furthermore, the figure also suggests that further correlated states allow a larger range of a under which the point-to-point channel capacity can be achieved.
IV. STRONG INTERFERENCE REGIME
For the sake of technical convenience, in this section, we express S 2 as S 2 = cS 1 +S 2 , where c is a constant representing the level of correlation, and S 2 is independent from S 1 with S 2 ∼ N (0, Q 2 ) and Q 2 = c 2 Q 1 + Q 2 . Hence, the channel model can be expressed in the following equivalent form,
(8b)
It has been known that for the corresponding Z-IC without state which is strong but not very strong, i.e., 1 a 2 < 1+P 1 , the channel capacity contains rate pairs (R 1 , R 2 ) satisfying
which is illustrated as the pentagon O-A-B-E-F in Fig. 4 . Our Fig. 4 . Capacity region of the strong Z-IC without state goal here is to study whether the points on the sum-capacity boundary of the Z-IC without state (i.e., the line B-E in Fig. 4 ) can be achieved for the corresponding state-dependent Z-IC. Such a problem has been studied in [6] for the channel with two receivers corrupted by the same but differently scaled state. Here, we generalize such a study to the situation when the two receivers are corrupted by two correlated states.
Since every point on this line can be achieved by rate splitting and successive cancellation in the case without state, for the state-dependent channel, we continue to adopt the idea of rate splitting and successive cancellation but using auxiliary random variables to incorporate dirty paper coding to further cancel state successively. More specifically, transmitter 1 splits its message W 1 into W 11 and W 12 , and then encodes them into U 1 and U 2 respectively based on the Gel'fand-Pinsker binning scheme. Then transmitter 2 encodes its message W 2 into V, based on the Gel'fand-Pinsker binning scheme. The auxiliary random variables U 1 , U 2 , and V are designed such that decoding of them at receiver 1 successively fully cancels the state corruption of Y 1 so that the sum capacity boundary (i.e., the line B-E) can be achieved if only decoding at receiver 1 is considered. Now further incorporating the decoding at receiver 2, if for any point on the line B-E, decoding of V at receiver 2 does not cause further rate constraints, then such a point is achievable for the state-dependent Z-IC.
Proposition 2. For the state-dependent Z-IC with states noncausally known at both transmitters, if the following condition is satisfied
then an achievable region consists of rate pairs (R 1 , R 2 ) satisfying:
for some distribution P S1S2 P V |S1 P X2|V S1 P U1|S1 P U2|S1U1 P X1|S1U1U2 P Y1|S1X1X2 P Y2|S2X2 .
We note that although the above achievable rate region does not explicitly contain S 2 , in fact S 2 implicitly affects the condition (10) via Y 2 . Furthermore, the correlation between S 1 and S 2 is also expected to affect the condition (10) via Y 2 , which is our major interest in the Gaussian case.
For the Gaussian model, based on Proposition 2, we characterize the condition under which any point on the sum capacity boundary of the strong Z-IC without states (e.g., point B in Fig. 4) is achievable. Hence, such a point is on the sum capacity boundary of the state-dependent Z-IC.
Theorem 2. For the state-dependent Gaussian Z-IC with states noncausally known at both transmitters, if the channel parameters (a, c, P 1 , P 2 , Q 1 , Q 2 ) satisfy the following condition:
P1+a 2 P2+1 , then the following point (on the line B-E)
where P 1 = P 1 − P 1 , is on the sum-capacity boundary.
Outline of Proof. Theorem 2 follows from Proposition 2 by setting U 1 = X 1 + α 1 S 1 , U 2 = X 1 + α 2 S 1 , V = aX 2 + βS 1 where X 1 , X 1 and X 2 are independent Gaussian variables withe mean zero and variances P 1 , P 1 , P 2 , respectively, X 1 = X 1 + X 1 , and setting α 1 , β and α 2 respectively for Y 1 , Y 1 and Y 1 to cancel the states via dirty paper coding, where
More specifically, we set the coefficients to satisfy the following conditions,
which can be solved out easily.
Theorem 2 provides the condition of channel parameters under which a certain given point is on the sum-capacity boundary of the capacity region. We next characterize a line segment on the sum-capacity boundary for a given set of channel parameters. Fig. 4 is on the sum-capacity boundary for a given set of channel parameters, then the segment between this point and point B on the line B−E is on the sum-capacity boundary for the same set of channel parameters. In order to numerically illustrate Theorem 2, we first note that each point on the sum-capacity boundary (i.e., the line B-E in Fig. 4 ) can be expressed as (R 1 , R 2 ) = (R 1 , 1 2 log(P 1 + a 2 P 2 +1)−R 1 ). We now set P 1 = 1, P 2 = 1, Q 1 = 2, Q 2 = 1 and a = 1.2, and hence R 1 ∈ [ 1 2 log(1.72), 0.5] parameterizes all points from point E to point B in Fig. 4 . In Fig. 5 , we plot the ranges of c under which points parameterized by R 1 on the sum capacity boundary of the strong Z-IC without states can be achieved by the state-dependent channel following Theorem 2. It can be seen that as the correlation between the two states (represented by c) increases, initially more points on the sum-capacity boundary are achieved and then less points are achieved as c is above a certain threshold. Thus, higher correlation does not guarantee more capability of achieving the sum-capacity boundary. This is because in our scheme U 1 , U 2 and V are specially designed for Y 1 based on dirty paper coding. At receiver 2, such design of V initially approximates better the dirty paper coding design for Y 2 as c becomes large, but then becomes worse as c continues to increase, and hence decoding of V at receiver 2 initially gets better and then becomes less capable, which consequently determines variation of achievability of the sum-capacity boundary.
Corollary 2. For the state-dependent Z-IC with states noncausally known at both transmitters, if a point on the line B − E in

V. WEAK INTERFERENCE REGIME
It has been shown in [13] that for the weak Gaussian Z-IC without state, i.e., a 2 1, the sum-capacity can be achieved by treating interference as noise at the interfered receiver. For the state-dependent Z-IC, if the two transmitters independently design dirty paper coding to cancel the state at their corresponding receivers, then the interference-free receiver achieves the capacity of the channel without state, and the interfered receiver (i.e., receiver 1) achieves the same rate as the channel without state by decoding its message treating the interference as noise. Thus, we obtain the following theorem.
Theorem 3. For the state-dependent Z-IC with states noncausally known at both transmitters, if a 2 1, the sumcapacity is given by C sum = 1 2 log 1 + P 1 a 2 P 2 + 1 + 1 2 log (1 + P 2 ) .
It can be seen that the sum-capacity achieving scheme does not depend on the correlation of the states, and hence, in the weak regime, the sum-capacity is not affected by the correlation of the states.
VI. CONCLUSION
In this paper, we studied the state-dependent Gaussian Z-IC with receivers corrupted by two correlated states which are noncausally known at transmitters. We characterized conditions on the channel parameters under which the statedependent Z-IC achieves the capacity region or sum-capacity of the corresponding channel without state. One future work is to generalize our study to the state-dependent regular IC. We also anticipate that the state cancellation schemes we develop here can be useful for studying other state-dependent models.
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