Implementation of methods for face detection and recognition by Höll, Karel
VYSOKÉ UČENÍ TECHNICKÉ V BRNĚ
BRNO UNIVERSITY OF TECHNOLOGY
FAKULTA ELEKTROTECHNIKY A KOMUNIKAČNÍCH
TECHNOLOGIÍ
ÚSTAV AUTOMATIZACE A MĚŘICÍ TECHNIKY
FACULTY OF ELECTRICAL ENGINEERING AND COMMUNICATION
DEPARTMENT OF CONTROL AND INSTRUMENTATION
APLIKACE METOD DETEKCE A ROZPOZNÁNÍ
OBLIČEJE 
IMPLEMENTATION OF METHODS FOR FACE DETECTION AND RECOGNITION 
DIPLOMOVÁ  PRÁCE
MASTER'S THESIS
AUTOR PRÁCE Bc. Karel Höll
AUTHOR








Ústav automatizace a měřicí techniky
Diplomová práce
magisterský navazující studijní obor
Kybernetika, automatizace a měření
Student: Bc. Karel Höll ID: 156528
Ročník: 2 Akademický rok: 2013/2014
NÁZEV TÉMATU:
Aplikace metod detekce a rozpoznání obličeje
POKYNY PRO VYPRACOVÁNÍ:
Cílem práce je navrhnout a ověřit původní algoritmy pro detekci a rozpoznání obličeje.
1. Nastudujete problematiku detekce obličeje. Nastudujte možnosti využití dostupných knihoven pro
zpracování obrazu.
2. Vytvořte vhodnou testovací databázi snímků.
3. Navrhněte vhodnou metodu pro detekci obličeje, případně kombinaci metod.
4. Implementujte zvolené metody detekce obličeje. Zhodnoťte úspěšnost detekce.
5. Nastudujete problematiku rozpoznání a identifikaci obličejů a problematiku volby příznaků vhodných k
identifikaci.
6. Navrhněte vhodnou metodu pro identifikace shodných obličejů na různých testovacích snímcích.
7. Implementujte zvolené metody identifikace obličejů. Zhodnoťte úspěšnost identifikace.
8.  Ověřte přesnost výsledné detekce a rozpoznání obličejů na testovací databázi snímků, případně
dalších dostupných databázích.
9. Zhodnoťte dosažené výsledky, možnosti vytvořené aplikace a její výhody a omezení.
DOPORUČENÁ LITERATURA:
[1] GONG, S.: Dynamic Vision: From Images to Face Recognition, Imperial College Press 2005, ISBN
978-1860941818.
Termín zadání: 10.2.2014 Termín odevzdání: 19.5.2014
Vedoucí práce: Ing. Petr Petyovský
Konzultanti diplomové práce:
doc. Ing. Václav Jirsík, CSc.
Předseda oborové rady
UPOZORNĚNÍ:
Autor diplomové práce nesmí při vytváření diplomové práce porušit autorská práva třetích osob, zejména nesmí
zasahovat nedovoleným způsobem do cizích autorských práv osobnostních a musí si být plně vědom následků
porušení ustanovení § 11 a následujících autorského zákona č. 121/2000 Sb., včetně možných trestněprávních
důsledků vyplývajících z ustanovení části druhé, hlavy VI. díl 4 Trestního zákoníku č.40/2009 Sb.
Abstrakt
Tato  práce  se  zabývá  zpracováním  obrazu  a  detekcí  obličejů.   Obsahuje
přiblížení  do  problematiky  zpracování  obrazových  dat.  Dále  se  zaměřuje
především na výběr vhodných knihoven a implementaci algoritmů schopných
detekovat obličeje ze vstupních obrazových dat.
Klíčová slova
Předzpracování obrazu, Haarovy příznaky, Detekce obličeje,
Abstract
This work deals with image processing and face detection. Includes approaches
to the problems of image processing. Furthermore, it focuses mainly on the 
choice of appropriate libraries and implementation of algorithms able to detect 
faces from the input image data. 
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1 ÚVOD
   Cílem práce bylo navrhnout,  implementovat a ověřit vlastní algoritmy, sloužící
k  detekci obličejů  ze  vstupních  obrazových  dat.  V  první  kapitole  je   krátké
přiblížení problematiky biometrie, její rozdělení a význam který zaujímá v této
specifické oblasti detekce obličejů. 
   Kapitoly 2. a 3. Jsou především teoretickým úvodem do oblasti zpracování
obrazových dat. Možnosti jejich úprav tak, aby bylo možno pomocí algoritmů
detekovat zvolené objekty. Především kapitola 3. již pojednává přímo o zvolené
metodě kterou publikovali  v  r.  2001 Viola  a Jones a která tvoří  základ této
práce. Je zde teoretické vysvětlení jednotlivých částí této metody od zpracování
až po klasifikaci metodou AdaBoost. 
    V kapitole 4.  jsou stručně potom popsány  jednotlivé zdroje trénovacích
databází fotografií především z výzkumných center univerzit. 
    Kapitola 5. pak pojednává o softwarových podporách pro počítačové vidění,
které dnes představují především knihovnu OpenCV, její jednotlivé hlavičkové
soubory,  které  je  možno  používat  pro  zpracování  vstupních  obrázků..  Tuto
knihovnu  pak využívá  i  velké  množství  vědeckých pracovišť  a  softwarových
forem. 
       Kapitola  6.  a  7.obsahuje  již  popis  samotného  naprogramování  s
jednotlivými  výsledky  předzpracování  vstupních  obrazů  pomocí  knihovny
OpenCV a  jazyka C++. Dále  je pak popsán výsledný algoritmus včetně jeho
podrobného vysvětlení pro samotnou detekci obličejů z již předzpracovaných
obrazů. 
    V kapitole 8. je provedeno otestování úspěšnosti detekce na vlastní databázi
a  na  databázích  Univerzity  v  Essexu  a  Caltechu  v  závislosti  na  změně
parametrů  nastavení  detekce,  a  také   prezentace  jednotlivých  výsledků  v
tabulkách.
 V kapitole 9. jsou pak přiblíženy metody na klasifikaci Eigenface založena
na principu  PCA (Principal Component Analysis), metoda Fisherface založena
na principu LDA (Linear Discriminant Analysis) a metoda LBPH (Local Binary
Patterns Histograms).
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 Kapitola  10.  zahrnuje  výběr  metody  a  její  samotnou  implementaci  do
programu, včetně výběru a přípravy testovacích databází. Dále je provedeno
otestování  časové  náročnosti  naučení  jednotlivých  modelů  v  závislosti  na
velikosti vstupních dat.
   Kapitola  10  také  zahrnuje  testování  úspěšnosti  detekce  a  rozeznání
jednotlivých obličejů ze vstupních snímků a prezentaci jednotlivých výsledků.
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1. Obrazová biometrie
    Obrazová biometrie (tedy detekce a rozeznávání osob z obrazu) získala 
významu až v poslední době a to především díky rostoucímu výkonu počítačů. 
Je nutno si uvědomit, že obrazová data především z bezpečnostních kamer 
jsou velká. Z těchto důvodů je potřeby rychlých algoritmů  nutností. Z obr.1 je 
vidět, že podíl identifikace osob z tváře je 12% a vzhledem i k hrozbám v 
letecké dopravě bude narůstat. Nutnost identifikace osob např. z davů na 
letištích, kde počet lidí jde do stovek přináší i nutnost rychlosti software.
   
                                          
                                Obr.1  Podíl biometrických metod
Jako další z možných řešení, spíš ale použitelných pro identifikaci jednotlivých 
osob při průchodem terminálem je identifikace z chůze. Samotnou biometrii 
můžeme rozdělit podle typu porovnávaných dat na :
        -Fyziologickou- zahrnuje např. otisk prstu, otisk celé dlaně, duhovku, ušní 
boltce, DNA a jiné obr.2 [17].
                                                         
                                                 Obr.2 Fyziologické biometrické metody 
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       -Behaviorální -zahrnuje např. chůze, hlas, podpis, stisk klávesnice apod. 
Obr.3 [17].
                                  Obr.3 Behaviorální biometrické metody
 Z tabulky je vidět úspěšnost rozdělenou podle typu jednotlivé biometrické 
identifikace obr.4.
Samozřejmě je v současnosti velké množství aplikací, nezabývajících se 
bezpečností například vyhledávání známých lidí na Internetu až po nekomerční 
aplikace pro třídní alb. 
  Počítačové vidění je  velice rychle se vyvíjející obor a biometrická detekce  je 
jen jeho malou součástí
                                Obr.4 Tabulka biometrických metod
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2. Počítačové vidění
     Zpracování grafických informací vztahujících se právě k detekci osob (pokud
pomineme snímání a přenos obrazových dat)  je možno rozdělit do několika 
částí. 
                        -Předzpracování
                        -Segmentaci obrazu
                        -Popis objektů
                        -Detekce objektů
                        -Klasifikace objektů
   Obraz jak je možno vidět na obr.5 můžeme (v případě šedotónového obrazu) 
uvažovat jako dvourozměrnou matici, kde hodnota každého prvku matice 
představuje hodnotu intenzity každého pixelu v rozsahu 0-255.
   V případě barevného obrazu se jedná o matici vícerozměrnou, kde každá 
další vrstva představuje intenzitu barvy RGB barevného spektra.
                                         Obr.5 Hodnoty jasů v obraze




     Vzhledem k faktu, že vstupní obrazové informace mohou být zatíženy 
šumem, popřípadě    mohou mít jiné optické chyby, popřípadě mohou být 
zkresleny. Účelem předzpracování bývá tedy zvýraznění těch částí obrazu, 
které pro nás nesou důležitou informaci. Způsobů je několik např:
                           -Jasová transformace (především Ekvalizace histogramu)
                           -Geometrické transformace 
                           -Filtrace
                           -Detekce hran (použití operátorů)
                           -Filtrace v kmitočtové oblasti (např. Fourierova transformace)
                           -Morfologické operace
a další metody.
2.1.1 Jasová transformace
  Jasová transformace může být použita i jako pouhá funkce využívající pro 
přepočet jasu funkční závislost např obr.6. Kdy přepočítáváme pouze hodnotu 
jasu každého pixelu podle  závislosti. Jako důležitější je ale jasová transformace
pomocí ekvalizace histogramu.
  Histogram je graf četnosti výskytu jednotlivých hodnot jasu v celém obrázku.
Je vypočítávaný  pro šedotónové obrázky (popř. pro barevné pro každou 
barevnou složku)
                    
                        Obr.6 Jasové transformace                    Obr.7  Histogram       
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                                Obr.8 Ekvalizovaný histogram
Na obr.7 je vidět tento graf.(Histogram z obrázku Lena.bmp). Z tohoto 
histogramu je pak vypočítaný kumulovaný histogram jako integrace původního 
histogramu. Výsledek je použitý  pro získání Ekvalizovaného histogramu obr.8 
dle vzorce.
                                                                                                  (1)
Kde suma H(i) je kumulativní histogram přes všechny hodnoty jasů. 
Kumulovaný histogram je součet všech jasových hodnot.
q0 je pak hodnota počátečního jasu (v mnoha případech je to 0, pokud budeme 
uvažovat přes všechny hodnoty tedy 0-255)
NxM jsou pak rozměry obrázku a jejich vynásobením získáme počet bodů pro 
celý obrázek.[12]
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 Použití je pak vidět na  obrázcích před a po úpravě obr.9.
 
                                                        Obr.9 Použití histogramu
2.1.2 Geometrické transformace
   Geometrickými transformacemi můžeme upravit geometrické zkreslení 
obrazů. Především je to pootočení ale také radiální zkreslení (soudkovitost) 
popř tangenciální zkreslení (ubíhající čáry), zkosení a jiné geometrické 
deformace obr.10 a obr. 11 [13].
                               
                            Obr.10 Geometrická transformace 1
                               Obr.11 Geometrická transformace 2
2.1.3 Filtrace
    Šum  obrazu vznikající při snímání a přenosu dat je možno upravit použitím 
některého filtru. Tyto techniky využívají nadbytečnosti dat (nejbližší pixely v 
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okolí mají obvykle stejnou nebo podobnou hodnotu). Jde o konvoluční násobení
vstupního obrazu a konvoluční ho jádra. Pro pouhé průměrování může mít 
konvoluční jádro například tento tvar . 
              Konvoluční násobení                     (2)
                                                                                                          (3)
Vhodnější použití Gaussova filtru pro 2D  využívající Gaussovo (normální) 
rozložení dle vzorce:
 viz obr.                                                                          (4)
Porovnání výsledků filtrace je možno vidět na obr.  Na levém obrázku je vstupní
obrázek a na pravém výsledek po použití gaussova filtru obr 12.[14]
                                Obr.12 Použití Gaussova filtru
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2.1.4 Detekce hran
 Detekce hran je typ předzpracování využívající gradientu jasových hodnot 
pixelů využívající několik typů operátorů např. Robertsův, Prewittové, Sobelův 
atd. Parciální derivace nahradíme diferencemi. Pouze je nutno provést výpočet 
zvlášť pro každý požadovaný směr s modifikovaným operátorem. Výsledek je 
možno pak vidět na testovacím obrázku obr.13.
                                                         (5)
                               Obr.13 Detekce hran pomocí Sobelova operátoru 
2.2 Segmentace obrazu
   Segmentace obrazu je využíváno pro oddělení důležitých částí obrazu např 
od pozadí.
Segmentaci dělíme podle použitých metod na :
                              -Segmentaci prahováním
                              -Metody vycházející z detekce hran
                              -Metody orientované na regiony
                              -Znalostní metody (srovnání se vzorem)
                              -Hybridní metody (např. Neuronové sítě)
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Na obr.14 můžeme pak vidět použitou segmentaci pomocí četnosti výskytu 
jednotlivých barev.
                                 Obr.14 Segmentace podle barev
2.2.1 Segmentace prahováním
 Jako nejobyčejnější je možno považovat např. jednoduché prahování. 
Složitější metody pak využívají vícenásobné prahování popř. adaptivní 
prahování.
                                                                                     (6)
Prah můžeme získávat např z histogramu popřípadě využít znalostní prahování.
Na obrázku je možno vidět nejjednodušší  rozdělení hodnot dle jasů obr.15.
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                                              Obr.15 Získání prahu
2.2.2 Metody orientované na regiony
      Z Region-based metod můžeme  použít pro segmentaci obrazu např. 
Metodu spojování oblastí, opačným směrem jdoucí metodu štěpení oblastí, 
záplavovou metodu jako významné jsou ale pro pozdější použití shlukové 
metod např. metoda Mean-shift- jedná se o regionální shlukovou metodu 
využívající  shlukování na základě podobnosti a blízkosti  na obr.16 je pak 
možno vidět rozdělování na základě vzdáleností. Tyto metody pak mohou být 
použity pro klasifikaci příznaků.[12]
                                     Obr.16 Mean-shift metoda
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3. Detekce obličeje z obrazu
   Detekce objektů již navazuje na předzpracování obrazu. Základní otázkou při 
detekci obličeje v obraze je především skutečnost jak  algoritmus rozezná, že 
matice  hodnot jasů je obličej a nikoli jen jiná  část objektu. Jak a s jakou 
pravděpodobností je to co označíme obličej. Je mnoho způsobů jak detekovat 
obličej v obraze.
    Znalostní metody , které detekují obličej na základě  vzorů (každý obličej má 
dvě oči a ústa), popřípadě na základě masky obr.17 . Mnoho  dalších z těchto 
metod je založeno na učení. Kdy naučíme nejdříve metody na základě sady 
vzorů.
 
                                               Obr.17 Použití masky 
Detekovat obličeje je pak možno na základě barevné segmentace kdy známe 
barvu kůže a je možno pomocí ní detekovat obličej. Bohužel tato metoda není 
přesná vzhledem  různorodému zastoupení barev a bylo by možno ji použít 
pouze pro omezené skupiny osob. Na obr18. a obr.19 je možno vidět 
zastoupení jednotlivých složek barev kůže a výsledek segmentace obr. []
                    Obr.18  Zastoupení barev kůže v modelu YCbCr
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                 Obr.19  Výsledek segmentace pomocí odlišení barvy kůže
Metody PCA(Principal Componenet Analysis) [19] jako detekci obličeje pohybu 
člověka obr.20. Dle autorů člověk i když sedí se stále pohybuje.
                                                          Obr.20 Metoda PCA
 
Metody LDA (Linear Discriminat Analysis), Naivní Bayesův klasifikátor, Skryté 
Markovovy modely.
   Pro tuto práci je především důležitá metoda Viola -Jones (2001), která pro 
detekci obličejů využívá Haarovi příznaky a pro klasifikaci AdaBoost.
3.1. Viola-Jones metoda
     Tento objektový detektory byl  zveřejněný P.Violou a M.Jonesem v roce 
2001 obsahuje sadu kroků, které slouží k detekci obličejů  v obraze. Tento 
detektor pracuje pouze s šedotónovými obrázky, které je nutno tedy na tento 
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formát převést. Pro samotnou detekci využívá Haarovy vlnky. Při procházení 
celým obrazem testujeme sady těchto Haarových příznaků v každé oblasti s 
využitím klasifikátoru AdaBoost.
3.1.1 Haarovy vlnky a příznaky
    Jde o jednu z nejstarších vlnek, kterou publikoval maďarský matematik 
A.Haar. Tato vlnka sloužící se používá pro výpočet Haarových příznaků obr. 21.
                                                              
                                                                      
                                                 Obr.21 Haarovy vlnky
Pro samotnou detekci jsou pak použity Haarovy příznaky, využívají sumu 
hodnot jasů pixelů v jednotlivých oblastech obr.22. Pro detekci obličeje je 
možno využívat vlastností, že jednotlivé přechody (např čelo -oči, tváře- nos 
apod) jsou detekovány ve stejném místě a mají podobné diference obr.23.
  
     
         
                    
                    Obr.22  Haarovy příznaky        Obr.23 Haarovy příznaky použití
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Z obrázků je patrné využití jednotlivých přechodů jasů v obličeji pro jeho 
detekci.
3.1.2 Integrální obraz
      Pro použití Haarových příznaků je potřeba nejdříve převést celý vstupní 
obraz na integrální. Tento obraz pak slouží k jednoduššímu a rychlejšímu 
výpočtu pro jednotlivé příznaky. Každý bod  převedeného obrazu je pak 
vypočítán dle vztahu:
                                                                                               (8)
Kde ii(x,y) jsou hodnoty pro integrální obraz a i(x,y) jsou hodnoty původního 
obrazu. Pro výpočet se využívají kumulativní sumy.
                                                                                    (9)
                                                                                (10)
                                                  Obr.24 Kumulativní sumy                                         
Jednotlivé oblasti obr.24 pak už jen vypočítáme z integrálního obrazu dle tohoto
vztahu:
Jednotlivé výpočty pro Haarovi příznaky pak již probíhají rychle jelikož se jedná 
pouze o tři operace.  Vlastní výpočet neprobíhá ale v celém integrálním okně  
ale je nutno pro výpočet jednotlivých Haarových příznaků  ještě  vytvořit 
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podokno, které se posouvá ve vyznačeném směru přes celý integrální obraz 
obr.25 a teprve v tomto podokně probíhají samotné výpočty. 
                                                            
                            Obr.25 Výpočet Haarových příznaků
I v tomto případě by ale bylo pro kvalitní detekci nutno provést velké množství 
výpočtů a proto detekce využívá klasifikátor AdaBoost.
3.1.3 AdaBoost
    AdaBoost neboli Adaptive Boosting je učící algoritmus, který využívá 
kombinaci slabých  klasifikátoru (pouze o trochu lepší než náhodné) . Tyto 
klasifikátory se pak spojují do jednoho silného. Jako vstup se může využívat i 
jeden příznak. V počátku se pouze nastaví váhy pro správnou a chybnou 
klasifikaci.
-vstup (x1,y1)   až (xn,yn)   y=-1 nebo 1 pro positivní nebo negativní identifikaci
-nastavíme počet iterací T
- zinicializujeme váhy                                                                      (11)
- Cyklus počítáme pro t=1...T 
         výběr klasifikátoru na základě vážené chyby
                                                                               (12)
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-Pokud je nebo potom cyklus končí
-Nastavíme
                                                                                                  (13)
-Nová hodnota vah se nastavuje dle vzorce
           kde Denom=                   (14)
-Výstup pak je 
                                                                                  (15)
Na přiložených obrázcích můžeme vidět průběh klasifikace obr.26.
                                          Obr.26 Průběh klasifikace
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Vzhledem k tomu, že procházení obrazu pomocí jednotlivých podoken by  i tak 
byl zdlouhavý, je celý algoritmus řešen jako kaskádní. Kdy vstupní obraz je 
nejdříve přepočítáván pomocí  několika příznaků. Celá myšlenka je založena na
tom, že většina oken je negativních (neobsahují tedy žádaný objekt- typicky 
pozadí) a pouze menší část je možno klasifikovat jako pozitivní. Teprve při 
vyhodnocení jako pozitivní použije algoritmus rozšířenou sadu klasifikátorů. V 
každém kole je tedy snaha vyřadit co nejvíce negativních  podoken obr.27.
 
                      Obr.27 Použití klasifikátorů slabých klasifikátorů
                                                        
                                     Obr.28 Úspěšnost klasifikací
Na přiloženém grafu je vidět úspěšnost jednotlivých klasifikací v kaskádě obr. 
28 [18]. 
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Přičemž první klasifikátor dosahuje přesnosti 100% úspěšnosti detekce a 50% 
negativní klasifikace. Páty klasifikátor dosahuje 100 % úspěšnosti a 40% 
negativní klasifikace (20% kumulativní), 30tý klasifikátor pak 10% negativní 
klasifikace(2% kumulativní). Z těchto údajů vidíme, že pozitivní klasifikace 
dosahuje 98%.
4. Trénovací data
     Pro naučení algoritmu AdaBoost potřebujeme vstupní skupinu detekovaných
obrázků.
                                         Obr.29 Databáze MIT1
Jako asi nejzajímavější databáze klasifikovaným objektů (tedy sady obličej- 
pozadí obrazů) je možno použít z MIT (Massatchusetts Institut of Technology). 
Tato databáze obsahuje šedotónové obrázky 19x19 ve formátu PGM. Z toho 
trénovací set obsahuje 2.429 face-obrázků obr.29 a 4.548 non-face obrázků 
obr.30.
                                                     Obr.30 Databáze MIT 2
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 Pro ověřená pak testovací sada 472 face-obrázků a 23.573 non-face obrázků. 
Tyto sady je tedy možno použít přímo na učení klasifikátoruAdaBoost  [5].
    Jako další vhodná testovací sada je BioID Face Detection Database 
obsahující 1520   obrázků obr.31. Bohužel tato databáze neobsahuje Non-face 
obrázky a je nutno je doplnit z jiné databáze [6].
                                         Obr.31  Databáze BioID
  Pro pozdější použití při testování rozpoznávání obličejů je možno použít ještě  
databáze např :
-Sheffield Face Database [7]
-CMU/VASC Image Database (Carnegie Mellon)
Obsahuje 511 tváří na 130 šedotónových snímcích [8].
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-Feret Databáze
Obsahující 1000 lidí (mužské i ženské tváře) na 14.051 snímcích[9]  
-Face Database z Univezity z Essexu
Obsahující několik sad obrázků[10] 
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5. Software pro detekci obličeje
Je mnoho možností jak řešení tohoto problému přistupovat. Není nutno 
programovat knihovny, které již byly naprogramovány. Jedna z možností pro 
naprogramování algoritmů detekce je prostředí Matlab. V tomto prostředí je 
možno vytvářet a odladit algoritmy. V současnosti je ale možno využívat  
knihovny OpenCV které je poskytována jako BSD licence. Jako vývojové 
prostředí je použito free IDE Visual C++ od Microsoftu.
5.1 OpenCV knihovna
     Tato knihovna v současnosti ve verzi 2.4.7  jsou pro několik platforem 
Windows, Linux , iOS a Android. Je možno je použít pro několik 
programovacích jazyků např. Python,  C, C++  a propojit je s několika IDE(např 
Eclipse, CodeBlocks apod). Samotný OpenCV poskytuje více jak 2500 
optimalizovaných algoritmů. Za celou dobu má již 7 miliónů stažení a tyto 
knihovny jsou využívány ve výzkumu, ale využívají je i přední softwarové firmy 
např. Google, Yahoo, Intel, IBM, Sony, Honda apod. Je vidět, že jde o 
významné rozšíření jazyka C++.
Pro uživatelské rozhraní je možno využít i framework Qt, který OpenCV  
rozšiřuje o grafické rozhraní.
  OpenCV se dělí do několik oblastí podle typu zpracování databáze. Každá tato
oblast je pak samostatný hlavičkový soubor.
       -Core Tento hlavičkový soubor obsahuje základní funkce pro práci s 
obrazy. Jsou to především základní operace s body, vektory a maticemi 
       -imgproc Tento hlavičkový soubor  slouží filtraci, geometrickou 
transformaci, barevné transformace, hranové detektory, Houghovu transformaci
a mnoho dalších.
       -highgui Tento hlavičkový soubor slouží jako základní uživatelské rozhraní,
především především pro řešení I/O operací  včetně funkcí pro zpracování 
videa.
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        -objdetec Tento hlavičkový soubor má pro tuto práci zásadní význam. 
Jedná se o funkce pro detekci objektů v obraze.
        -ml (machine lerning) Hlavičkový soubor, který obsahuje funkce pro 
počítačové učení.
Obsahuje velikou řadu metod strojového učení např. Naivní Baysovský 
klasifikátor, rozhodovací stromy, K-NN klasifikátor SVM (Support Vector 
Machine),různé typy Boostingů a také neuronové sítě. 
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6. Předzpracování vstupního obrazu
     Vzhledem k faktu, že pro vysokou pravděpodobnost detekce obličejů ve 
vstupních obrazech je nutno provést celou sérii předzpracování.
Vzhledem tomu, že celý program je zamýšlený pro barevné i černobílé vstupní 
obrazy bylo jako první nutné u vstupních obrazů otestovat  zda se jedná o 
barevný nebo již černobílý obraz. Pro testovaní je použitý jednoduchý 
algoritmus vycházející z faktu, že barevné obrázky jsou vícerozměrné matice a 
proto stačí testovat počet vrstev (Každá barva RGB spektra má hodnoty v jedné
vrstvě a tedy pro RGB snímky se jedná o tři vrstvy)
Rozhodovací algoritmus :
if (Image.channels() == 3 { cvtColor(Image, GreyImage, CV_BGR2GRAY);
V případě převodu je pak obrázek převedený na základě tohoto vztahu:
Y<- 0.299R+0.587G+0.114B 
Toto rozložení odpovídá nerovnoměrnému rozložení jednotlivých barevných 
složek.
Na obrázcích je vidět výsledek převodu pomocí  OpenCV obr.32
                     Obr.32  Převod RGB na šedotonový obrázek
Další předzpracování, které bylo nutno použít bylo zmenšení vstupního obrazu. 
Toto zmenšení má dva hlavní důvody. Jednak je to zvýšení rychlosti, kdy 
vstupní obrazy z fotoaparátu mají velikost ke 2 MB a především bylo nutno 
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upravit velikost pro rozlišení monitoru a tedy pro lepší uživatelský přístup. 
OpenCV využívá proto přímo danou funkci Resize jak je vidět na kódu níže:
float meritko=Image.cols/(float)Detekovana_sirka;                  
   if (Image.cols >Detekovana_sirka)                                   
   {
   int MeritkoVyska= cvRound( Image.rows/meritko);                
   resize(Image,MalyImage,Size(Detekovana_sirka,MeritkoVyska));
   }
   else
   {
   MalyImage=Image;                                               
   }
Jediné co je nutné jako vstupní parametr nastavit je žádaná šířka výstupního 
okna a podle ní se přepočítá měřítko.
   Jako další předzpracování byla použita funkce Ekvalizace histogramu. 
Knihovny OpenCV nabízí již příslušné  komplexní funkce, která nám umožňuje 
vynechat dílčí kroky s vytvářením histogramu a jeho přepočtem na původní 
obrázek. Tato knihovní funkce má tyto parametry:
equalizeHist(GreyImage,EkvalizovanyImage); 
Kdy vstupem je černobílý obrázek a výstupem je již obrázek ekvalizovaný viz 
obr. 33.
                                 Obr.33 Ekvalizovaný obrázek
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7. Detekce obličejů ve vstupním obrazech
   Po předzpracování vstupního obrazu již je možno použít černobílé obrazy 
jako vstup pro kaskádní detekci obličejů pomocí Haarových příznaků a 
algoritmu AdaBoost.
    Jako první je nutno připravit natrénovanou skupinu obrazů, které je pak 
použita pro detekci obličejů. V OpenCV je předpřipraveno několik 
natrénovaných skupin, která je možno okamžitě použít v algoritmech.
                       -haarcascade_frontalface_alt
                       -haarcascade_eye
                       -haarcascade_fullbody
                       -haarcascade_mcs_lefteye
                       -haarcascade_mcs_mouth
                       -haarcascade_mcs_nose
Zde jsou vyjmenovány jen ty nejdůležitější, které lze použít pro detekci.
V projektu byly použity trénovací vzory „haarcascade_frontalface_alt“ , při 
předbežných testech měli velikou úspěšnost detekce obličejů ve vstupních 
obrazech. Z přiloženého porovnání je možno vidět úspěšnost a rychlost 
jednotlivých vzorů, které je možno použít pro testování obr. 34 [11].
                                         Obr.34 Tabulka rychlostí vzorů
Nejdříve před samotnou klasifikací je nutno tato trénovací data načíst a ošetřit i 
chybové stavy v případě chybějících dat.
String face_cascade_name = "haarcascade_frontalface_alt.xml";
if( !face_cascade.load( face_cascade_name ) ){ printf("--(!)Soubor nenalezen\n");
return -1; };
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Pro samotnou detekci je možno použít několik funkcí z knihovny „objdetect“ Je 
možno využít algoritmy LBR. V této práci jsou ale použity algoritmy za pomocí 
Haarových příznaků. Nejdříve je nutno vytvořit vektor detekovaných obličejů, 
kde se budou ukládat jednotlivé positivní výsledky detekce .
std::vector<Rect> faces; 
Celá knihovní funkce má tyto parametry .
C++: void CascadeClassifier::detectMultiScale(const Mat& image, 
vector<Rect>& objects, double scaleFactor=1.1, int 
minNeighbors=3, int flags=0, Size minSize=Size(), Size 
maxSize=Size())
 
Jako vstupní parametr používá předzpracované obrazy, jako výstup je pak 
vektor „faces“ , kde se ukládají výsledky. Jako další parametr volíme 
scaleFactor, který určuje jak se zvetší v dalších iteracích ono prohledávání. 
Jako důležité je určit nejbližší sousedy (v případě, že bychom to neudělali 
dochází k  positivní identifikace nejbližších sousedů, kdy jde ale ve skutečnosti 
stále o jednu tvář) obr.35
 
                                               Obr.35 Parametry detekce
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Parametr „flags“ pak nastavuje způsob detekování např největší objekt apod. 
Toto nastavení nám umožňuje zrychlit prohledávání snímků. Poslední 
parametry pak pouze nastavují jaký nejmenší objekt může být detekován jako 
positivní. Nastavuje se v rozsahu 20x20 nebo 30x30. Níže je pak vidět kód který
byl použit pro detekci.
 face_cascade.detectMultiScale( GreyImage, faces, 1.1, 2, 0|CV_HAAR_SCALE_IMAGE, 
Size(20, 20) );
Jako poslední je nutno vyznačit nalezené obličeje ve snímku. Proto se používá 
právě vektor „faces“ do kterého se ukládaly positivní výsledky. Na základě 
programové smyčky (viz kód)  je pak možno zvolit některé grafické a barevné 
zobrazení těchto výsledků. Zde byly použity pro vykreslení obdélníky.
     for( size_t i = 0; i < faces.size(); i++ )
    {
      Point Bod1( faces[i].x, faces[i].y);
  Point Bod2(faces[i].x+faces[i].width,faces[i].y+ faces[i].height);
  rectangle(MalyImage,Bod1,Bod2,CV_RGB(255,0,0),1.5,4,0);
      Mat faceROI = MalyImage( faces[i] );
 }
Výsledky ze vstupních obrazů je možno vidět na obr.36
                                                           Obr.36 Výsledky detekce
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8.Testování metody detekce obličeje
   Testování jednotlivých parametrů nastavení bylo provedeno na databázi 60 
vlastních snímků. Z tabulky je vidět vliv jednotlivých změny  faktoru scale, kdy 
pro nastavení 1.05 je patrné, že algoritmus dosahuje větší procentuální 
úspěšnosti detekce a to 81.78 %, ale také má mnoho falešné detekce a to 
dokonce až  0.45%. 
   Pro nastavení scale 1,15 pak bylo této detekce minimum. Jak je vidět z 
tabulky obr.38 hodnota dosahovala pouhých 0.066% detekce neexistujících 
obličejů ale také nízké vyhodnocení hledaných obličejů a to dosahovalo pouze 
70.82%. Optimální poměr je pak pro nastavení scale 1.1 kdy úspěšnost 
nalezených obličejů dosahovala 75.12% a falešná detekce  pouze 0.166%.
   Je nutno upřesnit, že tato testovaná databáze byla sestavena z obecných 
snímků, nafocených ve venkovním prostředí a tedy ovlivně maximálně okolním 
vlivem. Špatná detekce tedy byla mnohdy vlivem podobnosti pozadí apod.
   V tabulce jsou uvedeny počet detekovaných obličejů z celkového počtu, který 
měl být detekován. Procentuální vyjádření detekce a počet špatně 
detekovaných obličejů pro každé nastavení a snímek obr.38.
   Jako další byla pro testování vybrána databáze z Caltechu -Webfaces. Tato 
databáze obsahuje spíše interiérové foto kde obličeje zabírají podstatnou část 
snímku. Na této databázi je pak vidět že jednotlivé nastavení již nemá takový 
vliv. Odlišnosti jsou v tabulce vyznačeny barevně. Jednotlivé procentuální 
úspěšnosti jsou téměř stejné obr. 39.
   Jako poslední byla použita databáze Univerzity v Essexu- Face94. Tato 
databáze obsahuje již fotografie s jednotným pozadím, které jsou na úrovni 
průkazových fotografií. Při testech na této databázi již jednotlivé parametry 
nemají takřka žádný vliv a úspěšnost byla 100 % obr.37.
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                                     Obr. 37 Testovací databáze Face94
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                                                      Obr.38 Výsledky testů 1
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                                      Obr. 39 Výsledky testů 2
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Pro otestování dalších možností detekovat obličeje, byly dány jako vstupní 
parametry snímky nejdříve s neúplným obličejem a pak bylo otestováno 
skupinové foto obr. 40.
        
                                                Obr.40 Skupinové foto
Zde je možno vidět , že algoritmus měl úspěšnou detekci ve všech případech i 
když vstupní data neměly ideální kvalitu. I když zde nejsou zdokumentovány, 
byly provedeny i negativní testy, tj. kdy byly algoritmu předloženy obrázky, kde 
obličeje nejsou (ale subjektivně by mohly být detekovány) i tak výsledky byly 
přesné u hodnoty scale 1.1  byly 0%  detekce. Dokonce i ve sporných ( alespoň
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s lidského pohledu) vstupních datech byl algoritmus přesný obr. 42. Chybná 
detekce, míněno falešně nalezené obličeje byla ve větší míře u parametru scale
1.05 obr. 41.
                                                  Obr.41 Chybné detekce
                          
                                             Obr. 42 Správná detekce
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Pouze když došlo významnému natočení obličeje, byly vstupní data 
klasifikována nepřesně a také v případě výrazného plnovousu.
Zde by bylo možno použít dvoukolové klasifikace kde v dalším kole by byly 
použity natrénovaná data pro boční pohled. Z hlediska dalšího použití pro 
rozeznávání to již bylo zbytečné zpomalování programu obr.43.
                                           
                                                  Obr.43  Chybná detekce 2
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9. Metody identifikace obličejů
  Samotné rozeznávání obličejů, je pro člověka snadný úkol. Při zpracování 
úlohy na počítači ale každý narazí na problematiku, výběru vhodné metody. 
Jednou z prvních metod [15] bylo měření biometrických údajů v obličeji jako 
například vzdálenost  a pozice očí, nosu a další. Tato metoda měla výhodu v 
odolnosti na světelné podmínky, ale byla výpočetně komplikovaná. Jako další 
významnou metodu můžeme uvažovat Eigenface . Eigenface využívá 
statistickou metodu redukce příznaků PCA (Principal Component Analysis). 
Další metodou je pak Fisherface  využívající  statistickou metodu LDA (Linear 
Discriminant Analysis). Tato metoda maximalizuje rozptyl mezi třídami a 
minimalizuje rozptyl v rámci třídy. Další metoda je např LBPH (Local Binary 
Patterns Histogram) [16]. Metoda využívající porovnání jednotlivých pixelů s 
okolím. Tyto  základní metody jsou součástí knihoven OpenCV. Je možno najít 
mnoho dalších metod. Např Gaborovy vlnky, Diskrétní kosinová transformace a 
další.
9.1 PCA-Principal Component Analysis-Eigenface
   PCA je statistická metoda redukce příznaků. Nazývané taky Karhunen-
Loewův rozvoj.
Tato metoda je složena z několika kroků. Nejdříve převedeme obrázky o 
rozměrech p*q do řádkového vektoru m=p*q. Budeme uvažovat obrázek jako  
vektor:
                                                                               (16)
Potom průměr spočítáme dle vzorce.
                                                                                                  (17)
Dále pak spočítáme kovarianční matici S=X.XT, kde vektory X vzniknou z 
odečtením průměru od jednotlivých vektorů a výsledný vzorec je pak takto.
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                                                                               (18)
Cílem je najít vlastní vektory a vlastní čísla ze vztahu.
                                                                                                   (19)
Získáme vektor W={ν1,ν2,.........,νn}T  a pro dopřednou transformaci dostaneme.
Podle hodnot jednotlivých vlastních čísel a jejich vektorů můžeme určit nakolik 
vektor přispívá k popisu odchylek od průměrného obrázku a nejmenší čísla 
vypustit a tak zredukovat  dimenzi.
Na obrázku je vidět vstupní sekvence obrázků a výsledek po přepočtu na 
vlastní vektory obr. 44.
                                              
                                          Obr.44 Vstupní obrázky a  Eigenfaces
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Tato metoda a její algoritmy pak byla použita pro identifikaci obličejů v 
realizovaném programu.
9.2 LDA-Linear Discriminant Analysis-Fisherface
    Další důležitou metodou, jejichž algoritmy jsou i v OpenCV je  metoda LDA. 
Stejně jako u předchozí metody převedeme vstupní obrázky N na řádkové 
vektory. Kde vstupem jsou vektory obrázků X  rozdělených do c tříd.
 X={X1,X2,X3,......................Xc}
Xi={x1,x2,x3,........................xn}                                                                          (20)
Stejně jako v předchozím případě je nutno spočítat průměr μ dle vzorce.
                                                                                                    (21)
Kde  μi={1,2,3.............c}
Kde c je počet  tříd, pro které LDA  počítáme.
Dále je nutno spočítat matici rozptylu mezi třídami.
                                                                            (22)
A matici rozptylu v rámci jedné třídy dle vzorce.
                                                                       (23)
 Výsledný efekt dostaneme maximalizací  poměru determinantu matice Sb a 
determinantu matice Sw. Matice  Sw  musí být regulární (Tedy čtvercová matice s
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nenulovým determinantem). Maximalizaci poměru determinantů pak spočítáme 
ze vzorce.
                                                                                                 (24)
                                                                                                   (25)
Kde  potom Wopt={w1,w2,..............wm} je množina vlastních vektorů. Tato metoda
je odolnější na vlivy osvětlení a změn výrazů tváře obr 45.
                                                   Obr.45 Fisherfaces
9.3 LBPH-Local Binary Patterns Histograms
   Jako poslední metoda použitá v knihovnách OpenCV je metoda LPBH (Local 
Binary Patterns Histograms). Tato metoda vypočítává hodnoty intenzit sousedů 
pro každý bod.
Pokud je hodnota intenzity bodu vetší nebo rovna výsledeku je roven 1 v 
opačném případě roven 0.
                                                                           (26)
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Kde (xc,yc) je pozice centrálního bodu s intenzitou ic,  a ip je hodnota intenzit 
okolních sousedů.
Samotná rozhodovací funkce je již pak :
                                                                                    (27)
  
                                            
                         Obr.46 Výsledné obličeje po použití LBPH
Tato metoda ale nefunguje správně v případě rozdílných měřítek. Proto byla 
modifikována na kruhový výpočet nejbližších sousedů s proměnným poloměrem
kruhu.
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10. Metodika identifikace obličejů a její implementace
   Před použitím vybraných snímků na vytvoření trénovací databáze, je nutno 
provést několik kroků. V prvé řade je nutno celou kolekci snímků načíst a 
převést z barevných na šedé. Jedná se o stejný postup, který již byl použitý při 
detekci obličejů ze snímku pomocí funkce:
 cvtColor(MalyImage2,GreyImage1,CV_BGR2GRAY);
 Pro zmenšení vlivů pozadí byla vytvořena eliptické maska  o požadované 
velikosti snímků databáze:  
Příkaz pro vytvoření eliptické masky:
 Mat warped = Mat(FaceHeight, FaceWidth, CV_8U, Scalar(128));
  Mat mask = Mat(warped.size(), CV_8U, Scalar(0));                    
            Point faceCenter = Point( FaceWidth/2, cvRound(FaceHeight * 
OBL_ELIPSA) );
            Size size = Size( cvRound(FaceWidth * OBL_ELIPSA_W), 
cvRound(FaceHeight * OBL_ELIPSA_H) );
            ellipse(mask, faceCenter, size, 0, 0, 360, Scalar(255), 
CV_FILLED);   
Pro vytvoření databáze snímků byla zvolena velikost 70x70 pixelů a v této 
velikosti byly provedeny jednotlivé výřezy ze snímků. Snímky bylo před 
odmaskováním ještě nutno ekvalizovat pomocí příkazu :
 equalizeHist(GreyImage1,EkvalizovanyImage1);
 Vymaskování obličeje bylo provedeno na snímek takto Obr. :
 EkvalizovanyImage1.copyTo(dstImg, mask); 
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                              Obr.47  Mužské obličeje před a  po odmaskování
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                                 Obr.48 Ženské obličeje před a po odmaskování
Zde je možno vidět celou část kódu sloužícího pro předpřípravu obrázků.
Kód pro vytvoření eliptické masky a ekvalizace:
// Vytvoreni masky
  Mat warped = Mat(FaceHeight, FaceWidth, CV_8U, Scalar(128));
  Mat mask = Mat(warped.size(), CV_8U, Scalar(0));                    
// Vytvoreni masky pro odfiltrovani okraje obliceje
            Point faceCenter = Point( FaceWidth/2, cvRound(FaceHeight * 
OBL_ELIPSA) );
            Size size = Size( cvRound(FaceWidth * OBL_ELIPSA_W), 
cvRound(FaceHeight * OBL_ELIPSA_H) );
            ellipse(mask, faceCenter, size, 0, 0, 360, Scalar(255), CV_FILLED); 
// elipticka maska
//xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
  cvtColor(MalyImage2,GreyImage1,CV_BGR2GRAY);                        
//Převod barva-šedá obliceje 
  equalizeHist(GreyImage1,EkvalizovanyImage1);                        
//Ekvalizovany oblicej
  Mat dstImg = Mat(warped.size(), CV_8U, Scalar(128));
  EkvalizovanyImage1.copyTo(dstImg, mask);                            
//Vymaskovani obliceje
  String Jmeno;
  Jmeno=(char)i;
   namedWindow( Jmeno, CV_WINDOW_AUTOSIZE );                
//Vytvoreni okna -velikost automaticka.
   imshow( Jmeno, dstImg );
   waitKey(200);
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   Dalším krokem bylo vytvoření složky ObličejeData.xml, která slouží pro 
ukládání jednotlivých vlastních vektorů a klasifikačních popisků. Samotné 
trénování dat se provádělo na skupině vstupních obrázků z databáze Face 94. 
   Tato databáze byla vytvořena týmem na Univerzitě v Essexu[17]. Odtud bylo 
použito 5 kolekcí mužských snímků a 3 kolekce ženských. Každá kolekce 
obsahuje 20 snímků s různým výrazem obličeje. 
    Z každé kolekce bylo použito 15 snímků pro použití jako trénovací data a 5 
snímků z každé kolekce bylo použito pro otestování naučené databáze. Pro 
natrénování dat byla použita metoda Eigenfaces(PCA) a její algoritmus pomocí 
funkce OpenCV. 
C++: Ptr<FaceRecognizer> createEigenFaceRecognizer(int 
num_components=0, double threshold=DBL_MAX)  
Kde num_components udává počet snímku a treshold pak práh při klasifikaci.
Samotné natrénování dat se pak provádí příkazem:
C++: void FaceRecognizer::train(InputArrayOfArrays src, 
InputArray labels) =0
Kde src jsou zdrojové snímky a labels jsou pak jednotlivé popisky sloužící k 
identifikaci kolekce. Ukládání natrénovaných dat je pak pomocí funkce :
C++: void FaceRecognizer::save(const String& filename) const 
V tomto případě pak do již vytvořeného listu  ObličejeData.xml. Zápis do 
databáze je pak ve formátu obr. 49.
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                      Obr.49 Formát zápisu vlastních čísel a popisků
Každý jednotlivý snímek, který je použit pro naučení databáze je ukládán do 
souboru OblicejeData.xml pomocí těchto příkazů:




 Obliceje.push_back(imread("s11/ahodki_gr2.jpg", CV_LOAD_IMAGE_GRAYSCALE)); 
labels.push_back(0);
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 Obliceje.push_back(imread("s11/ahodki_gr3.jpg", CV_LOAD_IMAGE_GRAYSCALE)); 
labels.push_back(0);
 Obliceje.push_back(imread("s11/ahodki_gr4.jpg", CV_LOAD_IMAGE_GRAYSCALE)); 
labels.push_back(0);




     První část určuje předpřipravený eliptický obličej a druhá část mu přiřazuje 
label, který bude sloužit pro klasifikaci. Částečný problém byla nutnost nejdříve 
předpřipravit celý naučený model zvlášť předem. Na stránkách dokumentace 
pro knihovnu OpenCV byla uvedena možnost použití .csv souborů [21], která 
tento problém částečně obcházela, ale i v tomto případě dochází k velké 
časové prodlevě. Samotný soubor .csv obsahoval pouze adresy pro jednotlivé 
snímky. 
   Tato prodleva spočívá v nutnosti nejdříve načíst všechny snímky a vytvořit 
samotný model. Pokud by bylo nutno provádět naučení modelu sestávajícího ze
stovek snímků degradovalo by tuto metodu pro širší použití. 
    Pro testování byla použita funkce na měření času OpenCV :
Funkce Pro měření času:
    double t = (double)getTickCount();
    // část obsahující měřený program
    t = ((double)getTickCount() - t)/getTickFrequency();
    cout << "Cas je sekund: " << t << endl;
Kde první část příkazu slouží pro inicializaci proměnné t pomocí které měříme 
čas. Čas je měření pomocí pulsů počítače v závislosti na jeho frekvenci. Druhá 
část příkazu slouží pro jeho zobrazení.
V první tabulce bylo nejdříve měřeno časové zatížení při natrénování dat v 
závislosti na množství vstupní dat pro každou osobu Tab.1. Bylo postupně 
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natrénováno pro 8 osob nejdříve 5, 10 a nakonec 15 snímků. Výsledné časy a 
jejich průměry jsou v tabulce.
                         Tab.1 Tabulka výsledných časů podle počtu test. snímků               
                                                                  
Dále je celý průběh znázorněn ještě na grafu, kde je možno lépe vidět nárůst 
času pro jednotlivé natrénování dat.
             Graf.1 Časová závislosti podle počtu trénovacích snímků                          
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Další testování časové zátěže natrénování dat bylo provedeno pak přidávání 
testovacích osob Tab.2 a Tab.3. Nejdříve bylo provedeno  natrénování na 2 
osoby (aby mělo trénovaní nějaký smysl bylo zapotřebí natrénovat 2 kolekce 
snímků) po 15ti vstupních snímcích a postupně byly přidávány další osoby až 
na celkový počet 8 osob po 15ti snímcích obr 50. 
                                                             Obr.
                                   Obr.50 Testovací databáze Face94
   Tab.2  Tabulka výsledných časů podle počtu osob metodou Eigenface
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             Tab.3 Tabulka výsledných časů podle počtu osob metodou Eigenface
Celkový nárůst je pak opět nejlépe vidět na grafu závislosti počtu 
natrénovaných osob a času. 
 
               Graf.2 Závislosti časové zátěže podle počtu osob metodou Eigenface
                          
Jako další problém který se objevil při tvorbě modelu, byla skutečnost, že není 
možno model doplňovat ale je nutno ho vytvořit znovu. Metoda Eigenface 
neobsahuje funkci žádnou funkci update. Pro doplnění modelu je nutno tedy 
opět zvolit složité načítání.
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  Aby bylo možno zhodnotit časovou náročnost trénování modelu, byl pro 
srovnání použitý model Fisherface se stejným postup. První výsledky jsou opět 
pro 8 osob a naučení  modelu po 5ti snímcích až na 15 snímků pro osobu. 
Výsledky je možno vidět v tabulce Tab.4.
      Tab.4 Tabulka výsledných časů podle počtu snímků metodou Eigenface
A shrnutí jednotlivých průměrných časů do grafu 3.
 
                     Graf.3 Časové závislosti podle počtu snímků metodu Eigenface
Zde je možno vidět zajímavé porovnání, které nejlépe vynikne na následujícím 
grafu obr. kdy metoda , která je pouze pro porovnání má nakonec mnohem 
lepší výsledky. Časy , které byly naměřeny při použití modelu Fisherface jsou 
téměř poloviční oproti modelu Eigenface graf.4.
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            Graf.4 Porovnání časové náročnosti obou metod dle počtu snímků
Pro úplné srovnání pak byly změřeny ještě testy, kdy byly postupně přidány 
osoby. Pro začátek testů časové závislosti byli měřeny dvě osoby až po osm 
osob. Výsledky naměřených časů je pak možno vidět v  Tab.5.
          Tab.5  Výsledné časy podle počtu osob metodou Fisherface
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Výsledné průměry pak je možno vidět na grafu 5. 
             Graf.5 Časové závislosti podle počtu osob metodou Fisherface
Pro porovnání časů jsou pak výsledky zobrazeny na grafu 6.
 
                Graf.6 Porovnání časů obou metod v závislosti na počtu osob
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Zde už je jen vidět potvrzení faktu , že výsledky pro natrénování modelu 
Fisherface jsou  takřka dvakrát rychlejší.
  Pro samotnou predikci z vybraných snímků slouží pak příkaz knihovny Open 
CV.
C++: int FaceRecognizer::predict(InputArray src) const = 0 
  Kde src je vybraný snímek, který chceme porovnat s modelem. Je nutno 
zdůraznit, že i tento snímek je nutno předem upravit. Je nutno převést na 
šedotónový, ekvalizovaný snímek a odmaskovat pozadí eliptickou maskou 
stejně jako snímky modelu.
  Uvedený příkaz pak vrátí číselnou hodnotu labelu, pro nejbližší vlastní vektor.
Kód je vytvořený tak aby bylo možno postupně v cyklu procházet pole 
detekovaných obličejů a po zadání souhlasu do příkazového řádku je pak 
detekovaný obličej přiřazen do src. Toto potvrzování je nezbytné vzhledem k 
falešným detekcím obličejů.
Kód pro vlastní predikci:
//vvber snimku pro porovnani s modelem  
//xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
  String Odpoved;
  cout<<"Chcete porovnat s  databazi?(Y/N)"<<endl;
  //nacteni prikazu pro prirazeni snimku
  cin>>Odpoved;
    if(Odpoved=="Y")
{
  //prirazeni vysledku
int predicted = model->predict(dstImg);
            cout<< predicted<<endl;    
    destroyWindow(Jmeno);
    }
//xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
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Na testování byla použita jako první databáze Univerzity v Essexu Face94 
doplněna o vlastní snímky obr. Vzhledem k tomu, že tato databáze má formát 
takřka průkazových snímků pouze s rozdílnou mimikou, dal se očekávat velice 
kvalitní výsledek rozeznání jednotlivých osob. Na vytvoření modelu bylo použito
15 snímků a 5 snímků bylo použito na ověření. Všechny snímky pro 
natrénování byly upraveny na rozměr 70x70 pixelů a odmaskovány. Z tabulky 6.
je patrné, že ta část databáze, která byla z Face94 má 100% úspěšnost 
rozeznání jednotlivých osob obr.51.
                                                Obr.51 Testovací databáze
                               Tab.6  Tabulka výsledků úspěšnosti detekce
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    Jako další databáze na testování byla použita databáze vytvořená Markusem
Weberem z Caltechu[22]. Tato databáze se zdá vzhledem k široké škále 
nasvícení jako nejideálnější pro nejkvalitnější otestování modelu.
    Bylo použito 360 vstupních barevných snímků  o rozměrech 896x592 pixelů. 
Tyto snímky byly také upraveny pomocí detekce obličeje. Z každé kolekce bylo 
zase utvořeno 15 snímků o rozměrech 70x70 na trénování modelu a 5 snímků 
bylo ponecháno v původní velikosti na ověření detekce obličeje o rozeznání 
osob obr.52.
                                                     Obr.52 Databáze Caltech
  Celá kolekce pro natrénování včetně popisků je pak vidět na obr.  
Jednotlivá čísla jsou pak i čísla labelů použitých pro klasifikaci obr.53.
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                                     Obr.53 Databáze Caltech s popisky
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1 2 3 4 5
6 7 8 9 10
11 12 13 14 15
16 17 18
                   Tab.7 Výsledků identifikace metodou Eigenface.
Výsledky identifikace metodou Eigenface je možno vidět v tab.7.
  Vzhledem k výsledkům v testech   časové závislosti na velikosti vstupních dat, 
byly pak pro vedeny výsledky které porovnávali přesnost obou modelů. Model 
Fisherface pak vykazoval 100 % úspěšnost rozeznání osob dle obličejů. Stejně 
jako v předchozích testech jsou ve výsledku vidět pouze dva snímky , kde 
nebyly detekovány vzhledem osvětlení žádné obličeje tab.8.
                  Tab.8 Tabulka výsledků identifikace metodou Fisherface
  V obou testech je možno vidět, že je velmi malá závislost na nasvícení. Takže 
i kolekci  Markuse Webera z Caltechu je možno detekovat na 100 %. Pro širší 
testování by bylo nutné rozšířit kolekce ještě o snímky z částečných profilů 
popřípadě s ještě výraznější mimikou. Zde už je ale možné, že by nastal 
problém se samotnou detekcí.
 Na obr.54 je pak možno vidět nedetekované obličeje z předchozích testů.
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                                  Obr.54 Chybné detekce databáze Caltech
 Dále jsou přiloženy příklady některých chybných detekcí s použité kolekce 
obr.55.
                          Obr.55 Falešné detekce databáze Caltech
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2 ZÁVĚR
   Tématem Diplomové práce byla detekce o identifikace obličeje v obraze. 
  V  teoretické  části  nejdříve  bylo  seznámení  s  biometrickými  metodami  pro
detekci  a identifikaci osob. Stručně zde byly shrnuty některé metody, které se k
tomu používají především pak obrazová identifikace.
   Další teoretická část spočívala v seznámení se s  metodami předzpracování
obrazu a to  především s metodami  které byly  použity  v  pozdějších částech
práce. Mezi ně patří zpracování snímků pomocí  Histogramu. Ostatní metody
jsou uvedeny informativně.
   Dále je práci vysvětlena metoda Viola&Jonesova pro detekci objektu v obraze
využívající  Haarovy  vlnky  a  navazující  metody  klasifikace  pro  nalezení
požadovaného objektu. Zde byla použita metoda AdaBoost. 
  Pro otestování detekce byly použity volně přístupná databáze Univerzity v
Essexu „Face94“, databáze Web_faces z Caltechu a nakonec vlastní kolekce
snímků.  Bylo  provedeno  několik  testů  především  v  závislosti  na  nastavení
vstupních parametrů „scale“.
 V další  části  práce je  pak seznámení s  metodami  pro identifikaci  osob.
Především se jedná o metody Eigenface, Fisherface a LBPH.  Bylo provedeno
testování časové závislosti naučení jednotlivých modelů Eigenface a Fisherface
a jejich vzájemné porovnání.  Dále pak bylo  provedeno testování  úspěšnosti
detekce opět na databázi „Face94“,vlastní kolekci ale především na databázi
Markuse Webera z Caltechu, kdy došlo k otestování 360 snímků. Všechny testy
pak byly shrnuty do tabulek.
Před výsledkem testů byla vybrána jako nosná metoda Eigenface a druhá
metoda Fisherface pak sloužila jen pro ověření.  Ve výsledku se ale ukázala
metoda Fisherface jako mnohem efektivnější.  Byla  takřka dvakrát rychlejší  a
úspěšnost identifikace měla 100 %. Pro pozdější použití je proto výhodnější.
V  této  práci  je  pak  možno  pokračovat  především  naprogramováním
uživatelského  rozhraní  např.  V  Qt  frameworku  a  dále  otestováním i  kolekcí
snímků s částečnými profily. 
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Jako další krok je možno pokračovat ve výběru lepších parametrů popřípadě
metod  pro  samotnou  detekci,  kde  bylo  stéle  mnoho  falešných  detekcí
především  ve  vlastní  kolekci,  které  pracovala  především  se  snímky  z
venkovního prostředí a s různým rozlišením. 
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