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Abstract. The motion of an elastic solid inside of an incompressible viscous fluid is
ubiquitous in nature. Mathematically, such motion is described by a PDE system that
couples the parabolic and hyperbolic phases, the latter inducing a loss of regularity which
has left the basic question of existence open until now.
In this paper, we prove the existence and uniqueness of such motions (locally in time),
when the elastic solid is the linear Kirchhoff elastic material. The solution is found using
a topological fixed-point theorem that requires the analysis of a linear problem consisting
of the coupling between the time-dependent Navier-Stokes equations set in Lagrangian
variables and the linear equations of elastodynamics, for which we prove the existence of a
unique weak solution. We then establish the regularity of the weak solution; this regularity
is obtained in function spaces that scale in a hyperbolic fashion in both the fluid and solid
phases. Our functional framework is optimal, and provides the a priori estimates necessary
for us to employ our fixed-point procedure.
1. Introduction
We are concerned with establishing the existence (and uniqueness) of solutions for the
equations of motion of linearly elastic solids moving and interacting with an incompressible
viscous fluid, with the natural conditions of continuity of the velocity fields and normal
components of the stress tensors along the moving interface between the two materials.
The analysis of interacting fluid-structure problems has been the subject of active research
since the late nineties. As of now, only the question of the possible motion of a solid inside
of a viscous flow, in which the solid is either rigid or consists of a finite number of modes,
has been settled. In [16], existence and uniqueness (locally in time) of smooth solutions
has been obtained using a Lagrangian framework, for the rigid body case, provided that
the rigid disk is sufficiently heavy. In [10], for the same problem, but with an arbitrary
number of rigid solid bodies, existence of at least one weak solution has been established
in an Eulerian formulation by a global variational approach; their result holds for all time
in two space dimensions as long as no collisions occur between solids or with the boundary,
and is local in time for the three dimensional case. In [11], by generalizing the methods
of [10], the case of an elastic body following the linear Kirchhoff law, with the important
restrictions of allowing only a finite number of modes, and a relaxation of the continuity
of the normal stress along the boundary of the solids, has been considered. The above list
of references for contributions to this area is by no means exhaustive; see for instance [7],
[14], [17]. Note also that the related problem of the free fall of a rigid body in a Stokes
1
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flow in the full space has been considered in [22], for the stationary case, and in [19] for the
stationary as well as the time-dependent case.
More recently, the interaction of a viscous incompressible flow with an elastic plate (with-
out the restriction of a finite number of modes), whose constitutive law comprises a parabolic
hyperviscosity term in the plate, has been studied in [5]. We remark that this additional
hyperviscosity term is of crucial importance in that study. (Note also that two dimensional
plate models that approximate thin three dimensional structures usually contain fourth-
order operators arising from bending stresses, whereas models of elastic solids have only
second-order operators; as such, plate models can provide better a priori control for the
motion of the material interface.)
In the steady-state situation in which both phases are governed by elliptic operators, [15]
has obtained an existence result (for the case that the solid follows the nonlinear Saint
Venant-Kirchhoff law) by the use of a fixed-point method that iterates between fluid and
solid phases. This approach is indeed natural for the steady-state problem since the analysis
can make use of elliptic regularity theory. For the dynamic problem, however, such an
iteration procedure appears to fails because of a consequent loss of regularity induced by
either a fluid-solid-fluid iteration or a solid-fluid-solid iteration. This loss of regularity is
due to the fact that hyperbolic and parabolic systems do not have the same regularity
requirements and properties, which is in fact the heart of the difficulty in the coupling of
the two phases.
Whereas the coupling between the Navier-Stokes equations and the linear Kirchhoff law
is perhaps the most fundamental problem to consider in regards to the motion and inter-
action of an elastic body in a viscous incompressible fluid, none of the methods that have
been developed to date can handle this system, mostly because of the differences between
parabolic and hyperbolic regularity, i.e. in both the requirements on the function spaces
for the prescribed data, as well as the functional framework of the solution space.
We now come to the formulation of the problem. The motion of the fluid is described
by the time-dependent incompressible Navier-Stokes equations, while the deformation of
the solid body is governed by the linear Kirchhoff equations. The two models are coupled
along the moving material interface by imposing the continuity of the normal component
of the stress tensors as well as the particle displacement fields. From the point-of-view of
mathematical analysis, the Navier-Stokes equations are traditionally studied in the Eulerian
(or spatial) description, while the elastic body is studied in the Lagrangian (or material)
frame. Because the material interface is fixed in the Lagrangian representation, we shall
study this problem entirely in material coordinates. This Lagrangian framework also has
the advantage of keeping the hyperbolic problem (where the loss of regularity occurs) linear,
which is of paramount importance here. Note, however, that a semi-linear elastic system,
as for some plate or shell models (see for instance [6]), can be handled without any difficulty
by our methodology. The question of existence for the case of a quasilinear elasticity law
can also be obtained (and shall be addressed in later work), requiring a smoother functional
framework leading to more compatibility conditions at the origin.
Let us now set the equations. Let Ω ⊂ R3 denote an open, bounded, connected and
smooth domain with smooth boundary ∂Ω which represents the fluid container in which
both the solid and fluid move. Let Ωs(t) ⊂ Ω denote the closure of an open and bounded
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subset representing the solid body at each instant of time t ∈ [0, T ] with Ωf (t) := Ω/Ωs(t)
denoting the fluid domain at each t ∈ [0, T ]. Note that in our analysis Ωs(t) is not necessarily
connected, which allows us to handle the case of several elastic bodies moving in the fluid.
Remark 1. If a function u is defined on all of Ω, we will denote uf = u 1
Ω
f
0
and us = u 1Ωs0
.
This allows us to indicate from which phase the traces on
Γ(0) := Ωf (0) ∩ Ωs(0)
of various discontinuous terms arise, and also to specify functions that are associated with
the fluid and solid phases.
For each t ∈ (0, T ], we wish to find the location of these domains inside Ω, the divergence-
free velocity field uf (t, ·) of the fluid, the fluid pressure function p(t, ·) on Ωf (t), the fluid
Lagrangian volume-preserving configuration ηf (t, ·) : Ωf (0) = Ωf0 → Ωf (t), and the elastic
Lagrangian configuration field ηs(t, ·) : Ωs(0) = Ωs0 → Ωs(t) such that
Ω = ηs(t,Ωs0) ∪ ηf (t,Ωf0 ) , (1.1a)
where
ηft (t, x) = u
f (t, ηf (t, x)) , (1.1b)
and uf solves the Navier-Stokes equations in Ωf (t)
uft + (u
f · ∇)uf = div T f + ff , (1.1c)
div uf = 0 , (1.1d)
with
T f = ν Def uf − p I , (1.1e)
and ηs solves the elasticity equations on Ωs(0)
η¨s = div T s + fs , (1.1f)
with
T s = λ Trace(∇ηs − I)I + µ (∇ηs +∇ηsT − 2 I) , (1.1g)
and where the equations are coupled together by the continuity of the normal component
of stress along the material interface Γ(t) := Ωs(t) ∩ Ωf (t) expressed in the Lagrangian
representation on
Γ0 := Γ(0)
as
T s N = [T f ◦ ηf ] [(∇ηf )−1 N ] , (1.1h)
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and the continuity of particle displacement fields along Γ0
ηf = ηs , (1.1i)
together with the initial conditions
u(0, x) = u0(x) , (1.1j)
η(0, x) = x , (1.1k)
and the Dirichlet (no-slip) condition on the boundary ∂Ω of the container
uf = 0 , (1.1l)
where ν > 0 is the kinematic viscosity of the fluid, λ > 0 and µ > 0 denote the Lame´
constants of the elastic material, N is the outward unit normal to Γ0 and Def u is twice the
rate of deformation tensor of u, given in coordinates by ui,j +u
j,i. All Latin indices run
through 1, 2, 3, the Einstein summation convention is employed, and indices after commas
denote partial derivatives.
We now briefly outline the proof. As the solid and fluid phases are naturally expressed
in the Lagrangian and Eulerian framework, respectively, we begin by transforming the
fluid phase into Lagrangian coordinates, leading us to the system of equations (3.2) of
Section 3. This system of PDE is both parabolic (in the fluid) and hyperbolic (in the
solid) in character; hence, one of the fundamental difficulties that must be overcome is
an appropriate functional framework accommodating both features. Sections 4 and 6 are
devoted to the setting of our functional framework, which appears to be of hyperbolic-type
in both solid and fluid phases, and is necessitated by the estimate of the elastic energy.
This hyperbolic scaling in turn requires the initial data to possess more regularity, and
thus produces more compatibility conditions in the fluid phase than if a parabolic scaling
were used (as seen in the statement of the existence theorem in Section 5). Whereas the
choice of working in Eulerian or Lagrangian variables may seem arbitrary, at the level of the
functional framework, it appears that the problem truly requires this hyperbolic functional
framework for both phases, regardless of the choice of spatial or material coordinates.
In order to solve (3.2), we use a fixed-point approach, where we solve the linear system
(7.1) for the Lagrangian velocity w, the coefficients aij(η) coming from the flow map η of
a given velocity v. The study of the regularity of the solutions to this problem, which
constitutes the main part of this paper, is given in Sections 9 and 10. It appears that
the regularity theory for (7.1) cannot be obtained directly by solving the problem with the
actual coefficients aji (η). In Section 8 we explain the smoothing process for the problem: we
introduce smoothed velocity fields vn which provide us with smoothed coefficients a
f
i (ηn)
(which we denote generically by v˜ and a˜). We also present two versions of what we term
the Lagrange multiplier lemma (which associates a pressure function to the weak solution)
that will be of basic use throughout this paper.
We study in Section 9 the existence of weak solutions w˜ to (7.1) (with regularized co-
efficients), as the limit of penalized problems. Whereas these penalized problems are not
necessary merely to obtain existence of weak solutions, they are of paramount importance
in getting the appropriate regularity results for w˜t and w˜tt, the primary reason being that
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the pressure associated to (7.1) with the Dirichlet boundary condition cannot be obtained
simply from the variational form of the problem, and requires the study of the time dif-
ferentiated problem in order to get more information on w˜t (which would need to be in
L2(0, T ;H−1(Ω;R3)) for the Lagrange multiplier lemma). Unfortunately, this time differ-
entiated problem contains p ◦ η in its formulation, which leads to a circular argument, and
thus explains the need for the penalized problem. We then obtain the regularity for the
problem by the energy inequality for w˜tt and some difference-quotient inequalities for w˜t
and w˜ carried-out in Lagrangian variables in a neighborhood of the interface Γ0. This,
in turn, provides us with an estimate for the trace of w˜ and w˜t on Γ0, which after a re-
turn to the Eulerian variables for the fluid phase, immediately provides the regularity in the
fluid domain. The regularity in the solid phase is then obtained in a straightforward manner
from elliptic regularity and the already-obtained trace estimate. We note that the estimates
proved at this stage blow-up as the regularized coefficients tend to the true coefficients, i.e.,
as the regularization parameter tends to zero.
For this reason, in Section 10, we obtain a different set of estimates (founded upon
interpolation inequalities) for the solutions of the regularized problems, and conclude that
the norms of the regularized solutions are actually uniformly bounded in the appropriate
spaces, which thus provides by weak convergence, a solution to (7.1) with the appropriate
a priori estimates.
Finally, we conclude the proof of the existence theorem in Sections 11 and 12 by means of
the Tychonoff fixed-point theorem. Although it might be possible to employ the Schauder
theorem instead, it appears that the strong convergence requirements of the Schauder the-
orem are not very convenient to write and are, in particular, unnecessary for the use of the
Tychonoff theorem.
Uniqueness is obtained with more regularity on the forcing functions and initial data in
Section 13, in order to get information on the second-time derivative of the pressure qtt of
the solution built, that we do not have with the assumptions of Theorem 5.1.
2. Notational simplification
Although a fluid with a Neumann (free-slip) boundary condition indeed obeys the con-
stitutive law (1.1e), it turns out that the notation is substantially simplified (particularly
in Section 9 wherein we analyze the twice differentiated-in-time problem in Lagrangian
coordinates) if we replace (1.1e) with
T f = ν∇uf − pI; (2.1)
this amounts to replacing the energy
∫
Ωf
0
Def uf : Def v by
∫
Ωf
0
∇uf : ∇v, which is an
equivalent form when uf = 0 on ∂Ω due to the well-known Korn inequality. Henceforth, we
shall take (2.1) as the fluid constitutive law.
3. Lagrangian formulation of the problem
In regards to the forcing functions, we shall use the convention of denoting both the fluid
forcing ff and the solid forcing fs by the same letter f . Since ff has to be defined in Ω
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(because of the composition with η), and fs must be defined in Ω
s
0, we will assume that the
forcing f is defined over the entire domain Ω.
Let
a(x) = [∇ηf (x)]−1, (3.1)
where (∇ηf (x))ij = ∂(ηf )i/∂xj(x) denotes the matrix of partial derivatives of ηf . Clearly,
the matrix a depends on η and we shall sometimes use the notation aij(η) to denote the
formula (3.1).
Let v = u◦η denote the Lagrangian or material velocity field, q = p◦η is the Lagrangian
pressure function (in the fluid), and F = f f ◦ ηf is the fluid forcing function in the material
frame. Then, as long as no collisions occur between the solids (if there are initially more
than one) or between a solid and ∂Ω, the system (1.1) can be reformulated as
ηt = v in (0, T ) × Ω , (3.2a)
vit − ν(ajl akl vi,k ),j +(aki q),k = F i in (0, T ) × Ωf0 , (3.2b)
aki v
i,k = 0 in (0, T ) × Ωf0 , (3.2c)
vit − [cijkl
∫ t
0
vk,l ],j = f
i in (0, T ) × Ωs0 , (3.2d)
ν vi,k a
k
l a
j
lNj − qajiNj = cijkl
∫ t
0
vk,l Nj on (0, T )× Γ0 , (3.2e)
v(t, ·) ∈ H10 (Ω;R3) a.e. in (0, T ) , (3.2f)
v = u0 on Ω0 × {t = 0} , (3.2g)
η = Id on Ω0 × {t = 0} , (3.2h)
where N denotes the outward-pointing unit normal to Γ0 (pointing into the solid phase),
and
cijkl = λδijδkl + µ(δikδjl + δilδjk) .
Throughout the paper, all Greek indices run through 1, 2 and all Latin indices run through
1, 2, 3. Note that the continuity of the velocity (1.1i) along the interface is satisfied in the
sense of traces on Γ0 by condition (3.2f), whereas the continuity of the normal stress along
the interface is represented by (3.2e).
Remark 2. The case in which the viscosity or Lame´ coefficients are variable functions
depending on x ∈ Ω and satisfying the usual assumptions, can be handled by our methodology
without any supplementary mathematical difficulties.
4. Notation and conventions
We begin by specifying our notation for certain vector and matrix operations.
We write the Euclidean inner-product between two vectors x and y as x · y, so that
x · y = xi yi.
The transpose of a matrix A will be denoted by AT , i.e., (AT )ij = A
j
i .
We write the product of a matrix A and a vector b as A b, i.e, (A b)i = Aijb
j .
The product of two matrices A and S will be denoted by A ·S, i.e., (A ·S)ij = Aik Skj .
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The trace of the product of two matrices A and S will be denoted by A : S, i.e.,
A : S = Trace(A · S) = Aij Sji .
For s ≥ 0 and a Hilbert space (X, ‖ · ‖X), Hs(Ω;R3) denotes the Sobolev space of R3-
valued functions with s distributional derivatives in L2(Ω;R3), while L2(0, T ;X) denotes
the equivalence class of functions which are measurable and have finite ‖ · ‖L2-norm, where
‖f‖2
L2(0,T ;X) =
∫ T
0 ‖f(t)‖2Xdt.
We also set H1∂Ω(Ω
f
0 ;R
3) = {u ∈ H1(Ωf0 ;R3)| u = 0 on ∂Ω} .
For T > 0, we set
V 2f (T ) = {w ∈ L2(0, T ;H2(Ωf0 ;R3)) | wt ∈ L2(0, T ;H1(Ωf0 ;R3))
wtt ∈ L2(0, T ;L2(Ωf0 ;R3))},
V 3f (T ) = {w ∈ L2(0, T ;H3(Ωf0 ;R3)) | wt ∈ L2(0, T ;H2(Ωf0 ;R3)) |
wtt ∈ L2(0, T ;H1(Ωf0 ;R3))},
V 2s (T ) = {w ∈ L2(0, T ;H2(Ωs0;R3)) | wt ∈ L2(0, T ;H1(Ωs0;R3)) |
wtt ∈ L2(0, T ;L2(Ωs0;R3))} ,
V 3s (T ) = {w ∈ L2(0, T ;H3(Ωs0;R3)) | wt ∈ L2(0, T ;H2(Ωs0;R3))|
wtt ∈ L2(0, T ;H1(Ωs0;R3))}.
We will solve (3.2) by a fixed point method, set in an appropriate subset of V 3f (T )×V 3s (T ).
We assume in what follows that v ∈ V 3f (T ) is given in such a way that the matrix aji (η)
associated to the flow η of this velocity field v is well-defined.
We then introduce the space (of weak solutions)
Vv([0, T ]) ={w ∈ L2(0, T ;L2(Ω;R3)) |
∫
·
0
w ∈ L2(0, T ;H1(Ω;R3)),
w ∈ L2(0, T ;H1(Ωf0 ;R3)), ajiwi,j = 0 in [0, T ]× Ωf0 , w = 0 on ∂Ω}.
Note that we impose the condition
∫
·
0
w ∈ L2(0, T ;H1(Ω;R3)) to ensure continuity of
the displacement field, in the sense of traces, between the solid and fluid phases along the
interface Γ0. We will also denote for t ∈ [0, T ]
Vv(t) = {ψ ∈ H10 (Ω;R3) | aji (t)ψi,j = 0 in Ωf0} .
Furthermore, we will need the space
W([0, T ]) ={w ∈ L2(0, T ;L2(Ω;R3)) |
∫
·
0
w ∈ L2(0, T ;H1(Ω;R3)),
w ∈ L2(0, T ;H1(Ωf0 ;R3)) w = 0 on ∂Ω},
with the “divergence-free” constraint removed.
In order to specify the initial data for the weak formulation, we introduce the space
L2div,f = {ψ ∈ L2(Ω;R3) | divψ = 0 in Ωf0 , ψ ·N = 0 on ∂Ω} ,
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which is endowed with the L2(Ω;R3) scalar product.
The space of velocities, XT , is defined as the following separable Hilbert space:
XT = {u ∈ L2(0, T ;H10 (Ω;R3)) | (uf ,
∫
·
0
us) ∈ V 3f (T )× V 3s (T )} , (4.1)
endowed with its natural Hilbert norm
‖u‖2XT = ‖u‖2L2(0,T ;H1(Ω;R3)) + ‖u‖2L2(0,T ;H3(Ωf
0
;R3))
+ ‖ut‖2
L2(0,T ;H2(Ωf
0
;R3))
+ ‖
∫
·
0
u‖2L2(0,T ;H3(Ωs
0
;R3)) + ‖u‖2L2(0,T ;H2(Ωs
0
;R3)) + ‖ut‖2L2(0,T ;H1(Ωs
0
;R3))
+ ‖utt‖2L2(0,T ;H1(Ωf
0
;R3))
.
The existence of solutions to (3.2) will be obtained in the following separable Hilbert
space
YT = {(u, p) ∈ XT × L2(0, T ;H2(Ωf0 ;R))| pt ∈ L2(0, T ;H1(Ωf0 ;R))} ,
endowed with its natural Hilbert norm
‖(u, p)‖2YT = ‖u‖2XT + ‖p‖2L2(0,T ;H2(Ωf
0
;R))
+ ‖pt‖2
L2(0,T ;H1(Ωf
0
;R))
.
Remark 3. Note well that our method does not require any a priori knowledge of the regu-
larity of the second time derivative of the pressure function ptt; this is due to the Dirichlet
boundary condition on ∂Ω as well as the Lagrangian representation of the problem that we
employ.
We shall also need L∞-in-time control of certain norms of the velocity, which necessitates
the use of the following closed subspace of XT :
WT = {u ∈ XT | utt ∈ L∞(0, T ;L2(Ω;R3)), ut ∈ L∞(0, T ;H1(Ωs0;R3)),
u ∈ L∞(0, T ;H2(Ωs0;R3)),
∫
·
0
u ∈ L∞(0, T ;H3(Ωs0;R3))} ,
endowed with the following norm
‖u‖2WT = ‖u‖2XT + ‖utt‖2L∞(0,T ;L2(Ω;R3)) + ‖
∫
·
0
u‖2L∞(0,T ;H3(Ωs
0
;R3))
+ ‖u‖2L∞(0,T ;H2(Ωs
0
;R3)) + ‖ut‖2L∞(0,T ;H1(Ωs
0
;R3)) .
For some of our estimates, we will also make use of the space
ZT = {(u, p) ∈WT × L2(0, T ;H2(Ωf0 ;R))| pt ∈ L2(0, T ;H1(Ωf0 ;R))} ,
endowed with its natural norm
‖(u, p)‖2ZT = ‖u‖2WT + ‖p‖2L2(0,T ;H2(Ωf
0
;R))
+ ‖pt‖2L2(0,T ;H1(Ωf
0
;R))
.
Throughout the paper, we shall use C to denote a generic constant, which may possibly
depend on the coefficients ν, λ, µ, or on the initial geometry given by Ω and Ωf0 (such as
a Sobolev constant or an elliptic constant). Similarly, we will denote by C(M) a generic
constant which depends on the same variables as C as well as on M (which is a variable
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defined in the next section) and ‖u0‖H5(Ωf
0
;R3)
, ‖f(0)‖H3(Ω;R3) and the fixed time T¯ for which
the forcing functions are defined. We note that these constants do not blow-up whenever
the quantities they depend upon remain finite.
For the sake of notational convenience, we will also write u(t) for u(t, ·).
5. The main theorem
Theorem 5.1. Let Ω ⊂ R3 be a bounded domain of class H3, and let Ωs0 be an open set
(with a finite number ≥ 1 of connected components) of class H4 such that Ωs0 ⊂ Ω. Let us
denote Ωf0 = Ω ∩ (Ωs0)c. Let ν > 0, λ > 0, µ > 0 be given. Let
f ∈ L2(0, T¯ ;H2(Ω;R3)), ft ∈ L2(0, T¯ ;H1(Ω;R3)), ftt ∈ L2(0, T¯ ;L2(Ω;R3)), (5.1a)
f(0) ∈ H3(Ω;R3) . (5.1b)
Assume that the initial data satisfies
u0 ∈ H5(Ωf0 ;R3) ∩H2(Ωs0;R3) ∩H10 (Ω;R3) ∩ L2div,f
as well as the compatibility conditions
[∇uf0 N ]tan = 0 on Γ0, w1 = 0 on ∂Ω, ν△uf0 −∇q0 = 0 on Γ0, (5.2a)
[(ν[∇wf1 N ]i + ν[ uf0 ,ik (akl ajl )t(0) ] Nj)3i=1]tan
= [(cijkluf0 ,
k
l Nj)
3
i=1]tan on Γ0, (5.2b)
with q0 ∈ H4(Ωf0 ;R) defined by
△q0 = div f(0) + (aji )t(0)ui0,j in Ωf0 , (5.3a)
q0 = ν[∇uf0 N ] ·N on Γ0, (5.3b)
∂q0
∂N
= f(0) ·N + ν△u0 ·N on ∂Ω, (5.3c)
and w1 ∈ H10 (Ω;R3) ∩H3(Ωs0;R3) ∩H3(Ωf0 ;R3) defined by
w1 = ν△u0 −∇q0 + f(0) in Ωf0 (5.4a)
w1 = f(0) in Ω
s
0 . (5.4b)
(Note that (aji )t|t=0 depends only on u0 and not on the values taken by u at times t > 0.)
Then there exists T ∈ (0, T¯ ) depending on u0, f , and Ωf0 , such that there exists a solution
(v, q) ∈ ZT of the problem (3.2). Furthermore, η ∈ C0([0, T ];H3(Ωf0 ;R3) ∩ H3(Ωs0;R3) ∩
H1(Ω;R3)).
Remark 4. In Theorem 13.2, assumptions ensuring uniqueness of the solutions are also
given.
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Remark 5. If we had not made the notational simplification of Section 2, we would have
to modify (5.2) by
[Def uf0 N ]tan = 0 on Γ0, w1 = 0 on ∂Ω, ν△uf0 −∇q0 = 0 on Γ0,
[(ν[Def wf1 N ]
i + ν[ uf0 ,
i
k (a
k
l a
j
l )t(0) + u
f
0 ,
l
k (a
k
i a
j
l )t(0) ] Nj)
3
i=1]tan
= [(cijkluf0 ,
k
l Nj)
3
i=1]tan on Γ0,
and (5.3b) would be replaced by q0 = ν [Def u
f
0 N ] ·N on Γ0.
Remark 6. The regularity of our solution v ∈WT implies that for each t ∈ (0, T ] the solid
domain Ωs(t) is of class H
3. Also, although we have stated our results for three-dimensional
motion, all of our results hold in the two-dimensional case as well.
Remark 7. We have stated our results using the convention of Section 3, wherein the
forcing function f is taken to be defined over the entire domain Ω. It is certainly possible
to define separate forcing functions for the solid and fluid phase, in which case we would
need the following regularity:
ff ∈ L2(0, T¯ ;H1(Ω;R3)), ff t ∈ L2(0, T¯ ;L2(Ω;R3)), ff tt ∈ L2(0, T¯ ;H1∂Ω(Ω;R3)′),
fs ∈ L2(0, T¯ ;H2(Ωs0;R3)), fst ∈ L2(0, T¯ ;H1(Ωs0;R3)), fstt ∈ L2(0, T¯ ;L2(Ωs0;R3)),
ff (0) ∈ H3(Ωf0 ;R3) .
The compatibility condition ν△uf0 − ∇q0 = 0 on Γ0 in (5.2) would be replaced by ν△uf0 −
∇q0+ ff (0) = fs(0) on Γ0. In the definition of q0, ff (0) replaces f(0) and in the definition
of w1, f(0) is replaced by ff (0) and fs(0) respectively in Ω
f
0 and Ω
s
0.
Remark 8. Note that the supplementary regularity condition for u(0) and f(0) is due to
the hyperbolic scaling of the velocity and forcing in the fluid. A parabolic scaling in the
fluid, which may appear to be more appropriate, would not, however, lead to the necessary
estimates, except for the case in which the initial solid-fluid interface is flat (which is not
the case considered herein). This is due to an elastic energy integral (which we shall shortly
identify) that requires the hyperbolic scaling in order to be estimated.
Remark 9. Note also the presence of two compatibility conditions for the stresses on Γ0,
which is also a consequence of the hyperbolic scaling. A fluid-fluid interface problem would
require only one compatibility condition.
Remark 10. Note that the proof of existence of solutions requires only the “minimal” regu-
larity assumptions (5.1) on the forcing function f ; this is due to our method of proof which
employs (just as in [8] for the Navier-Stokes equations with surface tension) the Tychonoff
fixed-point theorem instead of a Banach-type contraction mapping. Note also that unlike
the case of a free-surface fluid problem, a Banach contraction method does not work for the
problem that we study herein. We will see later that some additional Lipschitz assumptions
(13.3) are necessary for uniqueness.
Remark 11. We also remark that our technique is restricted to the case where the elastic
constitutive law in the solid is either linear or semi-linear. Whereas the paper is written with
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a linear elasticity law, we can handle in the same fashion and with the exact same methods,
the case where an extra contribution of the type F (∇η, η) is added, with F satisfying the
usual regularity and growth assumptions. In that case the linear problem (7.1), defined
hereafter, which is used in the fixed-point approach would be replaced by a similar problem,
with (7.1c) replaced by
wit − [cijkl
∫ t
0
wk,l ],j +F (∇
∫ t
0
w,
∫ t
0
w) = f i in (0, T ) × Ωs0 ,
which does not create any additional difficulties with respect to the analysis of the linear
case.
The consideration of a quasilinear elastic law such as the nonlinear Saint-Venant Kirch-
hoff material, involves a smoother functional framework and will be developed in a future
article.
6. A bounded convex closed set of WT
Definition 6.1. Let M > 0 be given. We let CT (M) denote the subset of WT consisting
of elements u ∈WT such that
‖u‖2WT ≤M, (6.1)
and such that
u(0)|
Ωf
0
= u0|Ωf
0
, and ut(0)|Ωf
0
= w1|Ωf
0
, (6.2)
with w1 defined in Theorem 5.1, and where we continue to assume that the conditions stated
in Theorem 5.1 for the forcing function f and the initial data u0 are satisfied.
Lemma 6.1. There exists M0 > 0 such that CT (M) is non-empty for M > M0. Further-
more, CT (M) is a convex, bounded and closed subset of XT .
Proof. We note that if vˇ(t) = u0 + tw1, then vˇ ∈ CM (T ) for M ≥ M0 = ‖vˇ‖2WT . The fact
that CT (M) is closed follows from Mazur’s lemma. 
Remark 12. Note also that if 0 < T ′ ≤ T , then CT ′(M) is non-empty. Henceforth, M is
assumed to be larger that M0.
In the remainder of the paper, we will assume that
0 < T < T¯
where the forcing f is defined on the time interval [0, T¯ ]; we will have to choose T sufficiently
small to ensure existence of solutions to our problem.
We will need the following series of simple lemmas on the set CT (M).
Lemma 6.2. There exists T0 ∈ (0, T¯ ) such that for all T ∈ (0, T0) and for all v ∈ CT (M),
the matrix a is well defined,
and satisfies the estimate (which is independent of v ∈ CT (M))
‖a‖
L∞(0,T ;H2(Ωf
0
;R9))
+ ‖at‖L∞(0,T ;H1(Ωf
0
;R9))
+ ‖att‖L∞(0,T ;L2(Ωf
0
;R9))
+ ‖at‖L2(0,T ;H2(Ωf
0
;R9))
+ ‖att‖L2(0,T ;H1(Ωf
0
;R9))
+ ‖attt‖L2(0,T ;L2(Ωf
0
;R9))
≤ C(M) . (6.3)
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Proof. Notice that in the separable Hilbert spaceH3(Ωf0 ;R
3) (for which the Bochner integral
is well defined),
η(t) = Id +
∫ t
0
v(s)ds ;
this together with the Jensen and Cauchy-Schwarz inequalities shows that
‖η − Id‖
L∞(0,T ;H3(Ωf
0
;R3))
≤ C
√
T ‖v‖
L2(0,T ;H3(Ωf
0
;R3))
,
and thus
‖∇η − I‖
L∞(0,T ;H2(Ωf
0
;R9))
≤ C
√
T ‖v‖XT ≤ C
√
T
√
M. (6.4)
Next, choose R > 0 be such that for any 3× 3 matrix b satisfying ‖b− I‖R9 ≤ R, we have
det b ≥ 12 .
We then see from (6.4) and the Sobolev inequalities that for T ≤ T0 = CR2M , ∇η(t) is
invertible for t ∈ [0, T ] in Ωf0 for any v ∈ CT (M). From now on, T is assumed to be in
(0, T0). Since
a(t) =
1
det∇η(t) Cof∇η(t) in Ω
f
0 ,
we then see from (6.4) that
‖a‖
L∞(0,T ;H2(Ωf
0
;R9))
≤ C(1 +
√
TM)5 .
Similarly,
‖v − u0‖L∞(0,T ;H2(Ωf
0
;R3))
≤ C
√
TM, (6.5)
providing
‖at‖L∞(0,T ;H1(Ωf
0
;R9))
≤ C(1 + ‖u0‖H3(Ωf
0
;R3)
+
√
TM)5 .
In the same fashion,
‖vt − w1‖L∞(0,T ;H1(Ωf
0
;R3))
≤ C
√
T M, (6.6)
providing
‖att‖L∞(0,T ;H1(Ωf
0
;R9))
≤ C(1 + ‖w1‖H1(Ωf
0
;R3)
+
√
TM)5 .
The L2 in time estimates are established in a straightforward manner from the definition
of CT (M), which concludes the proof of the lemma. 
Remark 13. Note that T0 also depends on M .
In the following, T is taken in (0, T0) (and M is still taken in (0,M0)). By the same
arguments as above, we can easily prove the following results:
Lemma 6.3. For all v ∈ CM (T ), we have
‖a− a(0)‖2
L∞(0,T ;H2(Ωf
0
;R9))
+ ‖at − at(0)‖2L∞(0,T ;H1(Ωf
0
;R9))
≤ C(M) T . (6.7)
Lemma 6.4. There exists T1 ∈ (0, T0) which depends on M , and a constant C > 0 which
depends on u0 but does not depend on M , such that we have for all v ∈ CM (T ),
‖η‖2
L∞(0,T ;H3(Ωf
0
;R3))
+ ‖v‖2
L∞(0,T ;H2(Ωf
0
;R3))
+ ‖vt‖2L∞(0,T ;H1(Ωf
0
;R3))
≤ C . (6.8)
The next result concerns potential solid-solid or solid-container collisions for a short time.
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Lemma 6.5. Let d > 0 denote the infimum of the distances between two distinct connected
components of Ωs0 (if we have more than one solid in the problem) and of the distance
between Ωs0 and ∂Ω. Then, there exists T2 ∈ (0, T0) such that for all v ∈ CM (T2),∫ T2
0
‖v‖
L∞(Ωf
0
;R3)
≤ d
2
. (6.9)
Proof. The inequality
∫ T
0
‖v‖
L∞(Ωf
0
;R3)
≤ C
√
T [
∫ T
0
‖v‖2
H2(Ωf
0
;R3)
]
1
2 proves the result. 
Henceforth, we shall require
T ∈ (0, TM ), TM = min(T1, T2).
The series of estimates in Sections 9 and 10 will show thatM must first be chosen sufficiently
large, and then T must be chosen sufficiently small.
The next result is crucial for the derivation of appropriate estimates; while it appears
that we should require an estimate of qtt in L
2(0, T ;L2(Ωf0 ;R)), we are not able to obtain
such an estimate, and effectively replace it with an estimate of qt in L
∞(0, T ;L2(Ωf0 ;R)).
Lemma 6.6. For all v ∈ CM (T ),
‖att(t)‖L∞(0,T ;L3(Ωf
0
;R9))
≤ C(M) . (6.10)
Proof. Let ψ(t) =
∫
Ωf
0
|att(t)|3 + 1 ≥ 1. We then have in the distributional sense
ψ′(t) = 3
∫
Ωf
0
|att(t)|2attt(t) .
Thus,
ψ′(t) ≤ C ‖att(t)‖2L4(Ωf
0
;R9)
‖attt(t)‖L2(Ωf
0
;R9)
,
which by interpolation yields
ψ′(t) ≤ C ‖att(t)‖L3(Ωf
0
;R9)
‖att(t)‖H1(Ωf
0
;R9)
‖attt(t)‖L2(Ωf
0
;R9)
,
i.e
ψ′(t) ≤ C [ψ(t)] 13 ‖att(t)‖H1(Ωf
0
;R9)
‖attt(t)‖L2(Ωf
0
;R9)
.
Thus, since ψ(t) ≥ 1,
ψ(t) ≤ [ψ(0) 23 + C
∫ t
0
‖att(t)‖H1(Ωf
0
;R9)
‖attt(t)‖L2(Ωf
0
;R9)
]
3
2 ,
which by (6.3) provides
ψ(t) ≤ [ψ(0) 23 + C(M)] 32 ,
which establishes (6.10). 
Remark 14. Note that in the above L3 estimate, the exponent 3 is the limiting case for this
lemma.
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Remark 15. Had we not made the notational (constitutive) simplification of Section 2,
we would require the following Korn-type lemma in the Lagrangian setting (this is the only
mathematical issue that the actual constitutive law (1.1e) requires):
Lemma 6.7. There exists T3 ∈ (0, T ) such that for any T ∈ (0, T3) and v ∈ CT (M), for all
φ ∈ H10 (Ωf0 ;R3) and t ∈ [0, T ]∫
Ωf
0
(akj (t)φ,
i
k +a
k
i (t)φ,
j
k )(a
k
j (t)φ,
i
k +a
k
i (t)φ,
j
k ) ≥ C ‖φ‖2H1
0
(Ωf
0
;R3)
.
Proof. To prove this result, we let a(t) = I + [a(t) − a(0)] and apply (6.7) followed by the
Korn inequality. 
7. The basic linear problem
Suppose that M ≥ M0, T ∈ (0, TM ) and v ∈ CT (M) are given. Let η = Id +
∫
·
0
v and
let aji be the quantity associated with η through (3.1).
We are concerned with the following time-dependent linear problem, whose fixed-point
w = v provides a solution to (3.2):
wit − ν(ajl akl wi,k ),j +(aki q),k = f ◦ η in (0, T )× Ωf0 , (7.1a)
akiw
i,k = 0 in (0, T )× Ωf0 , (7.1b)
wit − [cijkl
∫ t
0
wk,l ],j = f
i in (0, T )× Ωs0 , (7.1c)
νwi,k a
k
l a
j
lNj − qajiNj = cijkl
∫ t
0
wk,l Njon (0, T )× Γ0 , (7.1d)
w(t, ·) ∈ H10 (Ω;R3) a.e. in (0, T ) , (7.1e)
w = u0 on Ω0 × {t = 0} , (7.1f)
η = Id on Ω0 × {t = 0} , (7.1g)
The following regularity result will be of paramount importance in our analysis:
Theorem 7.1. Given f and u0 satisfying the assumptions of Theorem 5.1, there exists
M > 0, T > 0, such that for any v ∈ CT (M), there exists a unique solution (w, p) ∈ ZT of
(7.1). Furthermore, w ∈ CT (M).
Sections 9 and 10 are devoted to the proof of this theorem. In the following, we set
N(u0, f)
2 =(1 + ‖u0‖2H5(Ωf
0
;R3)
+ ‖u0‖2H2(Ωs
0
;R3) + ‖f(0)‖2H3(Ω;R3) + ‖f‖2L2(0,T ;H2(Ω;R3))
+ ‖ft‖2L2(0,T ;H1(Ω;R3)) + ‖ftt‖2L2(0,T ;L2(Ω;R3)))4 . (7.2)
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8. Preliminary results
8.1. Divergence, extension and regularization type results. We first state the fol-
lowing result, whose proof follows the same argument as for the case of a smooth boundary,
with the exception that the regularity results for elliptic systems of [12] are used instead of
the more classical results wherein the boundary is smooth.
Lemma 8.1. Let Ω′ be a domain of class Hk (k ≥ 3).
Then, for 0 ≤ m ≤ k − 2, there exists a continuous linear operator
L(Ω′) : {(d, r) ∈ Hm(Ω′;R)×Hm+0.5(∂Ω′;R3)|
∫
Ω
d =
∫
∂Ω
r · n} → Hm+1(Ω′;R3)
such that u = L(Ω′)(d, r) satisfies
div u = d in Ω′,
u = r on ∂Ω′ .
Furthermore, the operator norm of L(Ω′) remains bounded as the norm of the charts defining
Ω′ stays in a bounded set of Hk.
We will need the following extension
Lemma 8.2. Recalling that Ωf0 is of class H
3, for each 1 ≤ m ≤ 3, there exists a continuous
linear operator
E : Hm(Ωf0 ;R
3) ∩H1∂Ω(Ωf0 ;R3)→ Hm(Ω;R3) ∩H10 (Ω;R3)
such that E(u) = u in Ωf0 . .
Proof. The result is well-known in the case that Ωf0 = R
3
+; let Π : R
3
+ → R3 denote this
extension operator, and let {Ψi}Ni=1 denote a collection of charts in a neighborhood of Γ0
(each Ψi is a map of class H
3 from the unit ball in R3 into an open set containing a
coordinate patch of Γ0), and let (θi)
N
i=1 denote the associated partition of the unity. We see
that
F (u) =
N∑
i=1
Π[(θiu) ◦Ψi] ◦Ψ−1i
is an extension of u into a neighborhood of Γ0. By introducing a smooth cut-off function ξ,
equal to 1 in Ωf0 and equal to 0 in the complementary part of this neighborhood included
in Ωs0, we see that E(u) = ξ F (u) satisfies the statement of the lemma. 
In a similar fashion, we can also extend from Ω to R3, with the same arguments.
Lemma 8.3. There exists a linear and continuous operator Eg from H
m(Ω;R3) into Hm(R3;R3)
(for each 1 ≤ m ≤ 3) such that Eg(u) = u in Ω.
We also need a regularization lemma for the coefficients aji , which we shall use to obtain
estimates for the solutions of the regularized problems (whose coefficients by definition use
these regularized coefficients); we will then pass to the limit as the regularization parameter
tends to zero.
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Lemma 8.4. Let v ∈ CT (M) and η = Id +
∫
·
0
v. Then, there exists a sequence vn ∈
V regf (T ) = {u ∈ L2(0, T ;H3(Ωf0 ;R3))| ut ∈ L2(0, T ;H3(Ωf0 ;R3)), utt ∈ L2(0, T ;H3(Ωf0 ;R3))},
such that vn(0)|Ωf
0
= u0|Ωf
0
, vnt(0)|Ωf
0
= w1|Ωf
0
, and
‖vn − v‖V 3
f
(T ) + ‖(vn − v)tt‖L∞(0,T ;L2(Ωf
0
;R3))
→ 0.
Proof. Let ρ ∈ D(B(0, 1)) be such that ρ ≥ 0 and
∫
B(0,1)
ρ = 1, and let ρn(x) = n
3ρ(xn)
denote the usual mollifier.
From Lemma 8.2, for any t ∈ [0, T ], let v¯(t) = E(v(t)), so that v¯ ∈ V f3 (T ) ∩ V s3 (T ) with
‖v¯‖V 3
f
(T ) + ‖v¯‖V 3s (T ) ≤ C ‖v‖V 3f (T ) . We extend to R
3 by setting v′ = Eg(v¯).
Then let v˜n be defined for any t ∈ [0, T ] by
v˜n(t) = ρn ⋆ v
′(t).
From the properties of the space convolution, we have that vn ∈ V regf (T )∩ V 3s (T ) and that
‖v˜n − v′‖V 3
f
(T ) + ‖v˜n − v′‖V 3s (T ) + ‖(vn − v′)tt‖L∞(0,T ;L2(Ωf
0
;R3))
→ 0 as n→∞. This in turn
implies that ‖v˜n−v‖V 3
f
(T )+‖(vn−v)tt‖L∞(0,T ;L2(Ωf
0
;R3))
→ 0 as n→∞. Now, for the initial
conditions, let us define
vn(t) = u0 + tw1 −
∫ t
0
(t′ − t)(v˜n)tt dt′ .
(the Bochner integral being well-defined in the Hilbert space H3(Ωf0 ;R
3)). We then have
that vn(0) = u0, vnt(0) = w1.
Moreover,
vn = v˜n + Eg(E(u0))− ρn ⋆ Eg(E(u0)) + t [Eg(E(w1))− ρn ⋆ Eg(E(w1))],
which yields ‖vn − v‖V 3
f
(T ) + ‖(vn − v)tt‖L∞(0,T ;L2(Ωf
0
;R3))
→ 0, as n→∞. 
Remark 16. Our construction does not necessarily yield vn = 0 on ∂Ω. Consequently, with
ηn = Id +
∫
·
0
vn we do not have that ηn(Ω) = Ω. It, nevertheless, does not matter for the
purpose of our analysis.
Remark 17. In the following, we will solve (7.1) as the limit as n → ∞ of the solu-
tions wn to the problems (7.1) associated to these regularized vn. The interest of this
regularizing process is that for a given n, a(ηn) and its first and second time derivatives
are in L∞(0, T ;H2(Ωf0 ;R
9)) ⊂ L∞(0, T ;L∞(Ωf0 ;R9)) and its third time derivative is in
L2(0, T ;H2(Ωf0 ;R
9)) ⊂ L2(0, T ;L∞(Ωf0 ;R9)) which is necessary in order to get the exis-
tence of regular solutions to (7.1). These bounds in those spaces of course blow up as
n→∞ (except for the estimate for a(ηn)).
Nevertheless, using the fact that ‖vn − v‖V 3
f
(T ) → 0 as n → ∞, a(ηn), and its first,
second and third time derivatives satisfy the same type of estimates as (6.3), (6.10) and
(6.7), respectively, with a constant C(M) which does not depend on n. This fact will be
used, together with interpolation inequalities (that hold since the solutions wn are regular)
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in order to get estimates in YT for wn which are independent of n. By weak convergence,
this will provide our smooth solution to (7.1).
We will also use the convention of denoting the regularized velocity fields vn by v˜, and
the corresponding regularized matrix a(ηn) by a˜.
Remark 18. Since the fluid forcing in (7.1) is given f ◦ η, we need to extend f to R3.
Hence, when we solve this problem with the regularized coefficients arising from v˜, we in
fact implicitly use the extension Eg(f). This extension has the same regularity as f with
R
3 replacing Ω; this follows from the fact that Eg commutes with the time derivative. For
notational convenience, we shall continue to denote the extended forcing function by the
same letter f .
8.2. Pressure as a Lagrange multiplier.
Lemma 8.5. For all p ∈ L2(Ωf0 ;R), t ∈ [0, T ], there exists a constant C > 0 and φ ∈
H10 (Ω,R
3) such that aji (t)φ
i,j = p in Ω
f
0 and
‖φ‖2
H1
0
(Ω;R3) ≤ C‖p‖2L2(Ωf
0
;R)
. (8.1)
Proof. Let p1 ∈ L2(Ωs0;R) be such that p1 > 0 in Ωs0. Let p¯ be defined by p¯ = p in Ωf0 and
p¯ = −
∫
Ωf
0
p det∇η(t)∫
Ωs
0
p1 det∇η(t)p1 in Ω
s
0. Since
∫
η(t,Ω)
p¯ ◦ η(t)−1 dx =
∫
Ω
p¯(x) det∇η(t)dx = 0 ,
we then see that φ = L(η(t,Ω))(p¯ ◦ η(t)−1, 0) ◦ η(t) ∈ H10 (Ω;R3) satisfies
div(φ ◦ η(t)−1) = p¯ ◦ η(t)−1 in η(t,Ω) ,
and thus
aji (t)φ
i,j = div(φ ◦ η(t)−1) ◦ η(t) = p¯ = p in Ωf0 .
The inequality (8.1) is then a simple consequence of the properties of L and of the
condition v ∈ CT (M). 
We can now follow [21]. Define the linear functional onH10 (Ω;R
3) by (p, aji (t)ϕ
i,j )L2(Ωf
0
;R)
,
where ϕ ∈ H10 (Ω;R3). By the Riesz representation theorem, there is a bounded linear op-
erator Q(t) : L2(Ωf0 ;R
3)→ H10 (Ω;R3) such that
∀ϕ ∈ H10 (Ω;R3), (p, aji (t)ϕi,j )L2(Ωf
0
;R)
= (Q(t)p, ϕ)H1
0
(Ω;R3).
Letting ϕ = Q(t)p shows that
‖Q(t)p‖H1
0
(Ω;R3) ≤ C‖p‖L2(Ωf
0
;R)
(8.2)
for some constant C > 0. Using Lemma 8.5, we have the estimate
‖p‖2
L2(Ωf
0
;R)
≤ C‖Q(t)p‖H1
0
(Ω;R3)‖φ‖H1
0
(Ω;R3) ≤ C‖Q(t)p‖H1
0
(Ω;R3)‖p‖L2(Ωf
0
;R)
, (8.3)
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which shows that R(Q(t)) is closed in H10 (Ω;R
3). Since Vv(t) ⊂ R(Q(t))⊥ and R(Q(t))⊥ ⊂
Vv(t), it follows that
H10 (Ω;R
3) = R(Q(t))⊕H1
0
(Ω;R3) Vv(t). (8.4)
We can now introduce our Lagrange multiplier
Lemma 8.6. Let L(t) ∈ H−1(Ω;R3) be such that L(t)ϕ = 0 for any ϕ ∈ Vv(t). Then there
exists a unique q(t) ∈ L2(Ωf0 ;R), which is termed the pressure function, satisfying
∀ϕ ∈ H10 (Ω;R3), L(t)(ϕ) = (q(t), ajiϕi,j )L2(Ωf
0
;R)
.
Moreover, there is a C > 0 (which does not depend on t ∈ [0, T ] and on the choice of
v ∈ CM (T )) such that
‖q(t)‖
L2(Ωf
0
;R)
≤ C ‖L(t)‖H−1(Ω;R3).
Proof. By the decomposition (8.4), for v ∈ H10 (Ω,R3), we let ϕ = v1 + v2, where v1 ∈ Vv(t)
and v2 ∈ R(Q(t)). From our assumption, it follows that
L(t)(ϕ) = L(t)(v2) = (ψ(t), v2)H1
0
(Ω,R3) = (ψ(t), ϕ)H1
0
(Ω,R3),
for a unique ψ(t) ∈ R(Q(t)).
From the definition of Q(t) we then get the existence of a unique q(t) ∈ L2(Ω0;R) such
that
∀ϕ ∈ H10 (Ω;R3), L(t)(ϕ) = (q(t), ajiϕi,j )L2(Ωf
0
;R)
.
The estimate stated in the lemma is then a simple consequence of (8.3). 
We will also need a version of the Lagrange multiplier lemma for the case where L(t) ∈
H−1(Ωf0 ;R
3), which implies an estimate on the pressure modulo a constant. We first have
Lemma 8.7. For all p ∈ L2(Ωf0 ;R) such that
∫
Ωf
0
p det ∇η = 0, t ∈ [0, T ], there exists a
constant C > 0 and φ ∈ H10 (Ωf0 ;R3) such that aji (t)φi,j = p in Ωf0 and
‖φ‖2
H1
0
(Ωf
0
;R3)
≤ C‖p‖2
L2(Ωf
0
;R)
. (8.5)
Proof. Since ∫
η(t,Ωf
0
)
p¯ ◦ η(t)−1 dx =
∫
Ωf
0
p¯(x) det∇η(t)dx = 0 ,
we then define φ = L(η(t,Ωf0 ))(p¯ ◦ η(t)−1, 0) ◦ η(t) ∈ H10 (Ωf0 ;R3).
The inequality (8.1) is then a simple consequence of the properties of L and of the
condition v ∈ CT (M). 
In a completely similar fashion to the proof of Lemma 8.6, we can now establish our
second Lagrange multiplier
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Lemma 8.8. Let L(t) ∈ H−1(Ωf0 ;R3) be such that L(t)ϕ = 0 for any ϕ ∈ Vv(t)∩H10 (Ωf0 ;R3).
Then there exists a unique q(t) ∈ L2(Ωf0 ;R), satisfying
∫
Ωf
0
q(t)det ∇η = 0, which is termed
the pressure function, satisfying
∀ϕ ∈ H10 (Ωf0 ;R3), L(t)(ϕ) = (q(t), ajiϕi,j )L2(Ωf
0
;R)
.
Moreover, there is a C > 0 (which does not depend on t ∈ [0, T ] and on the choice of
v ∈ CM (T )) such that
‖q(t)‖
L2(Ωf
0
;R)
≤ C ‖L(t)‖
H−1(Ωf
0
;R3)
.
Remark 19. The four previous lemmas do not rely on the fact that v = 0 on ∂Ω. Therefore,
they are also true for the case where the coefficients a˜ are associated to v˜. The important
point is that the estimates (6.3), (6.10) and (6.7) are also satisfied by the regularized matrix
a˜ and velocity v˜.
9. Estimates for (7.1): the case of the regularized coefficients
9.1. Weak solutions.
Definition 9.1. A vector w ∈ Vv([0, T ]) with wt ∈ Vv(t)′ for a.e. t ∈ (0, T ) is a weak
solution of (7.1) provided that a.e. t ∈ (0, T ),
(i) 〈wt, φ〉+ ν(arkwi,r , askφi,s )L2(Ωf
0
;R9)
+ (cijkl
∫ t
0
wk,l , φ
i,j )L2(Ωs
0
;R) (9.1a)
= (F, φ)
L2(Ωf
0
;R3)
+ (f, φ)L2(Ωs
0
;R3), ∀φ ∈ Vv(t) , and
(ii) w(0, ·) = u0, (9.1b)
for a.e. 0 ≤ t ≤ T , where 〈·, ·〉 denotes the duality product between Vv(t) and its dual Vv(t)′.
9.2. Penalized problems. Whereas the existence of a weak solution can be proved directly
in the space Vv([0, T ]), with wt ∈ Vv(t)′, this framework is not amenable to finding the
pressure estimate required by our analysis. (Even for the well-studied problem of the Navier-
Stokes equations on a fixed and smooth bounded domain, the weak solution only provides a
pressure estimate of the form
∫
·
0 p ∈ L2(0, T ;L2(Ωf0 ;R)).) A penalized form of the problem,
however, together with the penalized form for the time-differentiated problem, provide the
correct pressure estimate in the limit as the penalization parameter tends to zero.
As we noted following Lemma 8.4, we will work with a regularized sequence of velocities
vn, and we shall generically denote elements of this sequence simply as v˜, and the associated
regularized matrices a(ηn) as a˜.
Given the regularity assumptions in (5.1), ft ∈ C([0, T ];L2(Ω;R3)), so that ft(0) ∈
L2(Ωf0 ;R
3)).
Then, let w2 ∈ L2(Ω;R3) be defined by
wi2 = ν△wi1 + ν((ajl akl )t(0)ui0,k ),j +Ft(0) − ((aji )t(0)q0),j −q1,i in Ωf0 , (9.2a)
wi2 = f
i
t (0) + [c
ijkluk0 ,l ],j in Ω
s
0 , (9.2b)
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where q1 ∈ H1(Ωf0 ;R) is defined by
△q1 = ∂
∂xi
[ν△(wi)1 + (F i)t(0) + ν((ajl akl )t(0)ui0,k ),j −((aji )t(0)q0),j ]
+ 2(aji )t(0)w
i
1,j +(a
j
i )tt(0)u
i
0,j in Ω
f
0 , (9.3a)
q1 = ν[∇w1 N ·N + (akl ajl )t(0)ui0,kNjNi]− cijkluk0 ,lNjNi on Γ0
+ q0(a
j
i )t(0)NjNi (9.3b)
∂q1
∂N
=Ft(0) ·N − [(aji )t(0)q0],j +ν△w1 ·N + ν((ajl akl )t(0)ui0,k ),j Ni on ∂Ω . (9.3c)
Once again, we remind the reader that (aji )t(0) and (a
j
i )tt(0) depend only on u0 and w1,
and we note that they are equal to (a˜ji )t(0) and (a˜
j
i )tt(0), respectively.
Letting ǫ > 0 denote the penalization parameter, we define wǫ ∈ W([0, T ]) to be the
unique weak solution of the problem (whose existence can be obtained via a standard
Galerkin method in a basis of H10 (Ω;R
3)):
(i) 〈wǫt, φ〉+ ν(a˜rkwiǫ,r , a˜skφi,s )L2(Ωf
0
;R)
+ (cijkl
∫ t
0
wkǫ ,l , φ
i,j )L2(Ωs
0
;R)
+ (
1
ǫ
a˜ijw
j
ǫ ,i−q0 − tq1, a˜lkφk,l )L2(Ωf
0
;R)
= (F, φ)
L2(Ωf
0
;R3)
+ (f, φ)L2(Ωs
0
;R3), (9.4a)
∀φ ∈ H10 (Ω;R3) , and
(ii) w(0, ·) = u0, (9.4b)
where 〈·, ·〉 denotes the duality product between H10 (Ω;R3) and its dual.
9.3. Weak solutions for the penalized problem. The aim of this section is to establish
the existence of wǫ, as well as the energy equalities satisfied by wǫ and wǫt, and the energy
inequality satisfied by wǫtt. It turns out that the exposition is simplified if we first study
the twice differentiated-in-time problem, that we introduce now.
Step 1. Galerkin sequence.
By introducing a basis (el)
∞
l=1 of H
1
0 (Ω;R
3) and L2(Ω;R3), and taking the approximation
at rank l ≥ 2 under the form wl(t, x) =
l∑
k=1
yk(t) ek(x) , and satisfying on [0, T ]
(i) (wlttt, φ)L2(Ω;R3) + ν(a˜
r
kwltt,r , a˜
s
kφ,s )L2(Ωf
0
;R3)
+ (cijklwl
k
t ,l , φ
i,j )L2(Ωs
0
;R)
+ ν((a˜rka˜
s
k)ttwl,r , φ,s )L2(Ωf
0
;R3)
+ 2ν((a˜rka˜
s
k)twlt,r , φ,s )L2(Ωf
0
;R3)
− ((a˜ji ql)tt, φi,j )L2(Ωf
0
;R)
= (Ftt, φ)L2(Ωf
0
;R3)
+ (ftt, φ)L2(Ωs
0
;R3), ∀φ ∈ span(e1, ..., el) ,
(ii) wltt(0) = (w2)l, wlt(0) = (w1)l, wl(0) = (u0)l, in Ω ,
where ql = q0 + t q1 − 1
ǫ
a˜jiw
i
l ,j and (w2)l denotes the L
2(Ω;R3) projection of w2 onto
span(e1, ..., el), and (w1)l and (u0)l denote the respective H
1
0 (Ω;R
3) projections of w1 and
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u0 on span(e1, ..., el), we see that the Cauchy-Lipschitz theorem gives us the local well-
posedness for wl. The use of the test function (wl)tt in this system of ODEs (which is
allowed as it belongs to span(e1, ..., el)) gives us in turn the energy law
1
2
d
dt
‖wltt‖2L2(Ω;R3) + ν(a˜rkwltt,r , a˜skwltt,s )L2(Ωf
0
;R3)
+
1
2
d
dt
(cijklwl
k
t ,l , wl
i
t,j )L2(Ωs0;R) + ν((a˜
r
k a˜
s
k)ttwl,r , wltt,s )L2(Ωf
0
;R3)
+ 2ν((a˜rk a˜
s
k)twlt,r , wltt,s )L2(Ωf
0
;R3)
− ((a˜ji ql)tt, wlitt,j )L2(Ωf
0
;R)
= (Ftt, wltt)L2(Ωf
0
;R3)
+ (ftt, wltt)L2(Ωs
0
;R3) .
After transforming the term with (ql)tt (since it involves ∇wltt) and integrating this
relation from 0 to t ∈ (0, T ),
1
2
‖wltt‖2L2(Ω;R3) + ν
∫ t
0
(a˜rkwltt,r , a˜
s
kwltt,s )L2(Ωf
0
;R3)
+
1
2
(cijklwl
k
t ,l , wl
i
t,j )L2(Ωs0;R)
+ ǫ
∫ t
0
∫
Ωf
0
ql
2
tt +
∫ t
0
∫
Ωf
0
qltt [2(a˜
j
i )twl
i
t,j +(a˜
j
i )ttwl
i,j ]− 2
∫ t
0
∫
Ωf
0
(a˜ji )tqltwl
i
tt,j
−
∫ t
0
∫
Ωf
0
(a˜ji )ttqlwl
i
tt,j +ν
∫ t
0
((a˜rk a˜
s
k)ttwl,r , wltt,s )L2(Ωf
0
;R3)
+ 2 ν
∫ t
0
((a˜rka˜
s
k)twlt,r , wltt,s )L2(Ωf
0
;R3)
≤ C N(u0, f)2 +
∫ t
0
(Ftt, wltt)L2(Ωf
0
;R3)
+
∫ t
0
(ftt, wltt)L2(Ωs
0
;R3). (9.5)
By noticing that, ǫ being fixed, the fourth term of the left-hand side of this inequality
involving the square of (ql)tt acts as a viscous energy term, and taking into account the
L∞(0, T ;L∞(Ωf0 ;R)) bound of each one of the regularized coefficients a˜
j
i and their first and
second time derivatives, we then get
1
2
‖wltt(t)‖2L2(Ω;R3) +
ν
2
∫ t
0
‖∇wltt‖2L2(Ωf
0
;R9)
+
1
2
(cijklwl
k
t ,l (t), wl
i
t,j (t))L2(Ωs0;R)
+
ǫ
4
∫ t
0
∫
Ωf
0
ql
2
tt − C˜ǫ[
∫ t
0
∫ t′
0
‖∇wltt‖2L2(Ωf
0
;R9)
+N(u0, f)
2 +
∫ t
0
∫ t′
0
‖qltt‖2L2(Ωf
0
;R)
]
≤ C N(u0, f)2 +
∫ t
0
(Ftt, wltt)L2(Ωf
0
;R3)
+
∫ t
0
(ftt, wltt)L2(Ωs
0
;R3),
where C˜ǫ depends on the regularizing parameter of a˜ and on ǫ, but not on l. By Gronwall’s
inequality, we then get an estimate on each of the integral terms multiplying C˜ǫ which in
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turn implies
‖wltt(t)‖2L2(Ω;R3) +
∫ t
0
‖∇wltt‖2L2(Ωf
0
;R9)
+
1
2
(cijklwl
k
t ,l (t), wl
i
t,j (t))L2(Ωs0;R)
+ ǫ
∫ t
0
∫
Ωf
0
ql
2
tt ≤ C˜ǫ N(u0, f)2.
Step 2. Weak solution wǫ of the penalized problem and its time differentiated
problem.
We can then infer that wl is defined on [0, T ], and that there is a subsequence, still
denoted with the subscript l, satisfying
wl ⇀ wǫ in L
2(0, T ;H10 (Ω;R
3)) (9.6a)
wlt ⇀ wǫt in L
2(0, T ;H10 (Ω;R
3)) (9.6b)
wltt ⇀ wǫtt in L
2(0, T ;L2(Ω;R3)) and in L2(0, T ;H1(Ωf0 ;R
3)) (9.6c)
qltt ⇀ qǫtt in L
2(0, T ;L2(Ωf0 ;R
3)) , (9.6d)
where
qǫ = q0 + tq1 − 1
ǫ
a˜jiwǫ
i,j . (9.7)
From the standard procedure for weak solutions, we can now infer from these weak con-
vergences and the definition of wl that wǫttt ∈ L2(0, T ;H−1(Ω;R3)). In turn, wǫtt ∈
C0([0, T ];H−1(Ω;R3)), wǫt ∈ C0([0, T ];L2(Ω;R3)), wǫ ∈ C0([0, T ];H10 (Ω;R3)), with wǫ(0) =
u0, wǫt(0) = w1, wǫtt(0) = w2.
We moreover have for wlt
(i) (wltt, φ)L2(Ω;R3) + ν(a˜
r
kwlt,r , a˜
s
kφ,s )L2(Ωf
0
;R3)
+ (cijklwl
k,l , φ
i,j )L2(Ωs
0
;R)
+ ν((a˜rka˜
s
k)twl,r , φ,s )L2(Ωf
0
;R3)
− ((a˜ji ql)t, φi,j )L2(Ωf
0
;R)
= (Ft, φ)L2(Ωf
0
;R3)
+ (ft, φ)L2(Ωs
0
;R3) + cl(φ), ∀φ ∈ span(e1, ..., el) ,
(ii) wlt(0) = (w1)l, wl(0) = (u0)l, in Ω ,
where cl(φ) ∈ R is given by
cl(φ) = ((w2)l, φ)L2(Ω;R3) + ν(a˜
r
k(0)w1l,r , a˜
s
k(0)φ,s )L2(Ωf
0
;R3)
+ (cijkl(w1)
k
l ,l , φ
i,j )L2(Ωs
0
;R)
+ ν((a˜rka˜
s
k)t(0)(w1)l,r , φ,s )L2(Ωf
0
;R3)
− ((a˜ji ql)t(0), φi,j )L2(Ωf
0
;R)
− (Ft(0), φ)L2(Ωf
0
;R3)
− (ft(0), φ)L2(Ωs
0
;R3) .
Thus, cl(φ) converges to the same expression, where the approximate initial data (wi)l are
replaced by the actual initial data wi (i = 0, 1, 2). From our compatibility conditions (5.2)
together with (9.2), this leads us to
‖cl‖H−1(Ω;R3) → 0, as l→∞ . (9.8)
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Similarly, for wl
(i) (wlt, φ)L2(Ω;R3) + ν(a˜
r
kwl,r , a˜
s
kφ,s )L2(Ωf
0
;R3)
+ (cijkl
∫
·
0
wl
k,l , φ
i,j )L2(Ωs
0
;R)
− (a˜ji ql, φi,j )L2(Ωf
0
;R3)
= (F, φ)
L2(Ωf
0
;R3)
+ (f, φ)L2(Ωs
0
;R3) + cl(φ)t+ dl(φ), ∀φ ∈ span(e1, ..., el) , (9.9a)
(ii) wl(0) = (u0)l, in Ω , (9.9b)
where dl(φ) ∈ R is given by
dl(φ) = ((w1)l, φ)L2(Ω;R3) + ν(a˜
r
k(0)u0l,r , a˜
s
k(0)φ,s )L2(Ωf
0
;R3)
− ((a˜ji ql)(0), φi,j )L2(Ωf
0
;R)
− (F (0), φ)
L2(Ωf
0
;R3)
− (f(0), φ)L2(Ωs
0
;R3) .
Similarly as for cl(φ), from our compatibility conditions (5.2)
‖dl‖H−1(Ω;R3) → 0, as l→∞ . (9.10)
We can thus infer now that at the limit wǫ satisfies for all φ ∈ L2(0, T ;H10 (Ω;R3)),∫ T
0
(wǫt, φ)L2(Ω;R3) dt+ ν
∫ T
0
(a˜rkwǫ,r , a˜
s
kφ,s )L2(Ωf
0
;R3)
dt
+
∫ T
0
(cijkl
∫ t
0
wǫ
k,l , φ
i,j )L2(Ωs
0
;R) dt−
∫ T
0
(qǫ, a˜
l
kφ
k,l )L2(Ωf
0
;R)
dt
=
∫ T
0
(F, φ)
L2(Ωf
0
;R3)
+ (f, φ)L2(Ωs
0
;R3) dt , (9.11)
which, combined with wǫ(0) = u0, shows us that wǫ is a weak solution of (9.4).
Moreover, wǫt satisfies for all φ ∈ L2(0, T ;H10 (Ω;R3)),∫ T
0
(wǫtt, φ)L2(Ω;R3) dt+ ν
∫ T
0
((a˜sk a˜
r
kwǫ,r )t, φ,s )L2(Ωf
0
;R3)
dt
+
∫ T
0
(cijklwǫ
k,l , φ
i,j )L2(Ωs
0
;R) dt−
∫ T
0
((a˜lkqǫ)t, φ
k,l )L2(Ωf
0
;R)
dt
=
∫ T
0
(Ft, φ)L2(Ωf
0
;R3)
+ (ft, φ)L2(Ωs
0
;R3) dt . (9.12)
Step 3. Strong convergence for the Galerkin approximation.
Since wǫ ∈ L2(0, T ;H10 (Ω;R3)), we can use it as a test function in (9.11), which provides
us on (0, T ) with the equality
1
2
‖wǫ(t)‖2L2(Ω;R3) + ν
∫ t
0
(a˜rkwǫ,r , a˜
s
kwǫ,s )L2(Ωf
0
;R3)
dt
+
1
2
(cijkl
∫ t
0
wǫ
k,l ,
∫ t
0
wǫ
i,j )L2(Ωs
0
;R) +
∫ t
0
ǫ‖qǫ‖2L2(Ωf
0
;R)
− ǫ(q0 + tq1, qǫ)L2(Ωf
0
;R)
dt
=
1
2
‖u0‖2L2(Ω;R3) +
∫ t
0
(F,wǫ)L2(Ωf
0
;R3)
+ (f,wǫ)L2(Ωs
0
;R3) dt . (9.13)
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Similarly since wl(t) ∈ span(e1, ..., el) for all t ∈ [0, T ], we can use it as a test function in
(9.9), which gives us
1
2
‖wl(t)‖2L2(Ω;R3) + ν
∫ t
0
(a˜rkwl,r , a˜
s
kwl,s )L2(Ωf
0
;R3)
dt
+
1
2
(cijkl
∫ t
0
wl
k,l ,
∫ t
0
wǫ
i,j )L2(Ωs
0
;R) +
∫ t
0
ǫ‖ql‖2L2(Ωf
0
;R)
− ǫ(q0 + tq1, ql)L2(Ωf
0
;R)
dt
=
1
2
‖(u0)l‖2L2(Ω;R3) +
∫ t
0
(F,wǫ)L2(Ωf
0
;R3)
+ (f,wǫ)L2(Ωs
0
;R3) dt
+
∫ t
0
tdl(wl) + cl(wl) dt. (9.14)
By (9.6), (9.8) and (9.10), we then infer by comparing (9.14) and (9.13), that as l→∞, for
all t ∈ [0, T ],
1
2
‖wl(t)‖2L2(Ω;R3) + ν
∫ t
0
(a˜rkwl,r , a˜
s
kwl,s )L2(Ωf
0
;R3)
dt
+
1
2
(cijkl
∫ t
0
wl
k,l ,
∫ t
0
wǫ
i,j )L2(Ωs
0
;R) dt+ ǫ
∫ t
0
‖ql‖2L2(Ωf
0
;R)
dt→
1
2
‖wǫ(t)‖2L2(Ω;R3) + ν
∫ t
0
(a˜rkwǫ,r , a˜
s
kwǫ,s )L2(Ωf
0
;R3)
dt
+
1
2
(cijkl
∫ t
0
wǫ
k,l ,
∫ t
0
wǫ
i,j )L2(Ωs
0
;R) dt+ ǫ
∫ t
0
‖qǫ‖2L2(Ωf
0
;R)
dt ,
which gives in turn the strong convergences
wl → wǫ in L2(0, T ;H1(Ωf0 ;R3)) (9.15a)
wl → wǫ in L2(0, T ;L2(Ω;R3)) (9.15b)∫
·
0
wl →
∫
·
0
wǫ in L
2(0, T ;H1(Ωs0;R
3)) (9.15c)
ql → qǫ in L2(0, T ;L2(Ωf0 ;R)) . (9.15d)
Since wǫt ∈ L2(0, T ;H10 (Ω;R3)), we can prove in a similar fashion the strong convergences
wlt → wǫt in L2(0, T ;H1(Ωf0 ;R3)) (9.16a)
wlt → wǫt in L2(0, T ;L2(Ω;R3)) (9.16b)
wl → wǫ in L2(0, T ;H1(Ωs0;R3)) (9.16c)
qlt → qǫt in L2(0, T ;L2(Ωf0 ;R)) . (9.16d)
Step 4. Energy inequality for wǫtt.
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By using the relation
1
2
‖wltt‖2L2(Ω;R3) + ν
∫ t
0
(a˜rkwltt,r , a˜
s
kwltt,s )L2(Ωf
0
;R3)
+
1
2
(cijklwl
k
t ,l , wl
i
t,j )L2(Ωs0;R)
+ ǫ
∫ t
0
∫
Ωf
0
ql
2
tt +
∫ t
0
∫
Ωf
0
qltt [2(a˜
j
i )twl
i
t,j +(a˜
j
i )ttwl
i,j ]− 2
∫ t
0
∫
Ωf
0
(a˜ji )tqltwl
i
tt,j
−
∫ t
0
∫
Ωf
0
(a˜ji )ttqlwl
i
tt,j +ν
∫ t
0
((a˜rk a˜
s
k)ttwl,r , wltt,s )L2(Ωf
0
;R3)
+ 2 ν
∫ t
0
((a˜rka˜
s
k)twlt,r , wǫtt,s )L2(Ωf
0
;R3)
≤ C N(u0, f)2 +
∫ t
0
(Ftt, wltt)L2(Ωf
0
;R3)
+
∫ t
0
(ftt, wltt)L2(Ωs
0
;R3),
and the weak convergences (9.6), along with the strong convergences (9.15) and (9.16), we
then get
1
2
‖wǫtt‖2L2(Ω;R3) + ν
∫ t
0
(a˜rkwǫtt,r , a˜
s
kwǫtt,s )L2(Ωf
0
;R3)
+
1
2
(cijklwǫ
k
t ,l , wǫ
i
t,j )L2(Ωs0;R)
+ ǫ
∫ t
0
∫
Ωf
0
qǫ
2
tt +
∫ t
0
∫
Ωf
0
qǫtt [2(a˜
j
i )twǫ
i
t,j +(a˜
j
i )ttwǫ
i,j ]− 2
∫ t
0
∫
Ωf
0
(a˜ji )tqǫtwǫ
i
tt,j
−
∫ t
0
∫
Ωf
0
(a˜ji )ttqǫwǫ
i
tt,j +ν
∫ t
0
((a˜rka˜
s
k)ttwǫ,r , wǫtt,s )L2(Ωf
0
;R3)
+ 2 ν
∫ t
0
((a˜rk a˜
s
k)twǫt,r , wǫtt,s )L2(Ωf
0
;R3)
≤ C N(u0, f)2 +
∫ t
0
(Ftt, wǫtt)L2(Ωf
0
;R3)
+
∫ t
0
(ftt, wǫtt)L2(Ωs
0
;R3). (9.17)
9.4. Existence of w˜, w˜t, w˜tt, uniqueness. In this section, we establish the existence of
w˜, and its first and second time derivatives by taking the limit ǫ → 0. The inequality
(9.53) proved at the end of this section, holds for any regularized velocity field v˜ = vn,
independently of n, and requires in its proof, strong convergence results from their penalized
counterparts since the regularity that we take on the data does not allow us to view w˜tt as
a weak solution of a variational problem.
Theorem 9.1. Suppose that u0 and f satisfy the conditions stated in Theorem 5.1. Then,
there exists a weak solution w˜ to the problem (7.1) with the mollified coefficients replacing
the actual coefficients. Moreover, w˜ is in L2(0, T ;Vv˜(·)) and is unique, and w˜t ∈ W([0, T ]).
Proof. Step 1. The limit as ǫ→ 0.
Let ǫ = 1
m
; we first pass to the weak limit as m→∞. The energy law (9.13) shows that
there exists a subsequence {w 1
ml
} such that
w 1
ml
⇀ w˜ in W([0, T ]). (9.18)
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Moreover, since (9.13) also shows that ‖a˜jiwi1
m
,j ‖L2(0,T ;L2(Ωf
0
;R))
→ 0 as m→∞, we then
have ‖a˜ji w˜i,j ‖L2(0,T ;L2(Ωf
0
;R))
= 0, i.e.
w˜ ∈ Vv˜([0, T ]) . (9.19)
Step 2. The penalized time differentiated problems and estimates independent
of ǫ.
Thanks to (9.16) and (9.17), we have wǫt ∈ L2(0, T ;H10 (Ω;R3)) ∩ C0([0, T ];L2(Ω;R3)).
We can thus use it as a test function in (9.12), which gives us for a.e. t ∈ (0, T )
1
2
‖wǫt‖2L2(Ω;R3) + ν
∫ t
0
(a˜rkwǫt,r , a˜
s
kwǫt,s )L2(Ωf
0
;R3)
+
1
2
(cijklwkǫ ,l , w
i
ǫ,j )L2(Ωs0;R)
+ ǫ
∫ t
0
∫
Ωf
0
qǫ
2
t − ǫ
∫ t
0
∫
Ωf
0
qǫtq1 +
∫ t
0
∫
Ωf
0
qǫt(a˜
j
i )twǫ
i,j −
∫ t
0
∫
Ωf
0
(a˜ji )tqǫwǫ
i
t,j
+ ν
∫ t
0
((a˜rka˜
s
k)twǫ,r , wǫt,s )L2(Ωf
0
;R3)
≤ C ‖w1‖2L2(Ω;R3) +
∫ t
0
(Ft, wǫt)L2(Ωf
0
;R3)
+
∫ t
0
(ft, wǫt)L2(Ωs
0
;R3) .
At this stage, we remove the time derivative from the qǫt term in this inequality by inte-
grating by parts:∫ t
0
qǫt(a˜
j
i )twǫ
i,j = −
∫ t
0
qǫ((a˜
j
i )twǫ
i,j )t + (qǫ(a˜
j
i )twǫ
i,j )(t)− q0(a˜ji )t(0)ui0,j
(qǫ(0) = q0 by div u0 = 0); we then infer by the regularity of a˜ and of wǫ that
1
2
‖wǫt‖2L2(Ω;R3) +
ν
2
∫ t
0
(a˜rkwǫt,r , a˜
s
kwǫt,s )L2(Ωf
0
;R3)
+
1
2
(cijklwkǫ ,l , w
i
ǫ,j )L2(Ωs0;R)
≤ C˜
∫ t
0
‖qǫ‖2L2(Ωf
0
;R)
+ δ ‖qǫ(t)‖2L2(Ωf
0
;R)
+ C˜ Cδ ‖∇wǫ(t)‖2L2(Ωf
0
;R9)
+ C˜ N(u0, f)
2 + C
∫ t
0
‖wǫt‖2L2(Ω;R3) ,
where δ > 0 is arbitrary, and C˜ denotes a generic constant depending on the smoothing
parameter n implicit in a˜.
Note that it is the presence of a˜tt which requires the use of the regularized coefficient
matrix a˜; this is due to the fact that att(t) is not in  L
∞ as the presence of ∇wǫ and qǫ
(both taken in L2) would require. In order for us to be able to obtain consistent estimates
later on which are independent of the regularization process, we must require the pressure
of the penalized problem to be in H1 (for a.e. t ∈ (0, T )); this requires difference quotient
methods. In order to achieve this, we first define this pressure function to be in L2 (a.e.
t ∈ (0, T )), and then find estimates which are independent of the regularization of a. Thus,
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in (0, T ),
‖wǫt(t)‖2L2(Ω;R3) + ‖wǫ(t)‖2H1(Ωs
0
;R3) +
∫ t
0
‖wǫt‖2H1(Ωf
0
;R3)
≤ C˜
∫ t
0
‖qǫ‖2L2(Ωf
0
;R)
+ δ ‖qǫ(t)‖2L2(Ωf
0
;R)
+ C˜ Cδ ‖∇wǫ(t)‖2L2(Ωf
0
;R9)
+ C˜ N(u0, f)
2 + C
∫ t
0
‖wǫt‖2L2(Ω;R3) . (9.20)
By the Lagrange multiplier Lemma 8.6, we also have
‖qǫ(t)‖2L2(Ωf
0
;R)
≤ C [ ‖wǫt(t)‖2L2(Ω;R3) + ‖∇wǫ(t)‖2L2(Ωf
0
;R9)
+ ‖∇
∫ t
0
wǫ‖2L2(Ωs
0
;R9)
+N(u0, f)
2 ] ,
which coupled with (9.20) and (9.13), gives for a choice of δ > 0 small enough
‖qǫ(t)‖2L2(Ωf
0
;R)
≤ C˜ [
∫ t
0
‖qǫ‖2L2(Ωf
0
;R)
+ ‖∇wǫ(t)‖2L2(Ωf
0
;R9)
+N(u0, f)
2]
+ C
∫ t
0
‖wǫt‖2L2(Ω;R3) .
Since
∫ t
0
‖∇wǫ(t)‖2L2(Ωf
0
;R9)
≤ C N(u0, f)2, we get by Gronwall’s inequality an estimate on∫ t
0
‖qǫ‖2L2(Ωf
0
;R)
which in turn provides
‖qǫ(t)‖2
L2(Ωf
0
;R)
≤ C˜ [ ‖∇wǫ(t)‖2
L2(Ωf
0
;R9)
+N(u0, f)
2 ] + C˜
∫ t
0
‖wǫt‖2L2(Ω;R3) . (9.21)
Combined with (9.20), still for δ > 0 small enough, this also gives
‖wǫt(t)‖2L2(Ω;R3) + ‖wǫ(t)‖2H1(Ωs
0
;R3) +
∫ t
0
‖wǫt‖2H1(Ωf
0
;R3)
≤ C˜ N(u0, f)2 + C˜ ‖wǫ(t)‖2H1(Ωf
0
;R3)
+ C˜
∫ t
0
‖wǫt‖2L2(Ω;R3) .
By Gronwall and (9.13), we first deduce a bound on
∫ t
0
‖wǫt‖2L2(Ω;R3) which in turn provides
us with
‖wǫt(t)‖2L2(Ω;R3) + ‖wǫ(t)‖2H1(Ωs
0
;R3) +
∫ t
0
‖wǫt‖2H1(Ωf
0
;R3)
≤ C˜ N(u0, f)2
+ C˜ ‖wǫ(t)‖2H1(Ωf
0
;R3)
. (9.22)
Step 3. An estimate of wǫt on [0, T ] which is independent of ǫ.
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By using wǫ(t) = u0 +
∫ t
0
wǫt, we see that
‖wǫt(t)‖2L2(Ω;R3) + ‖wǫ‖2H1(Ωs
0
;R3) +
∫ t
0
‖wǫt‖2H1(Ωf
0
;R3)
≤ C˜ N(u0, f)2 + C˜1 t
∫ t
0
‖wǫt‖2H1(Ωf
0
;R3)
+ C˜ ‖u0‖2H1(Ωf
0
;R3)
≤ C˜ N(u0, f)2 + C˜1 t
∫ t
0
‖wǫt‖2H1(Ωf
0
;R3)
,
where we denote by C˜1 a constant, dependent on the smoothing parameter of a˜ (but not
on ǫ), which will remain unchanged in the following estimates.
Now, we see that for any 0 ≤ t ≤ t1 = Min(TM , 12C˜1 ), we have
‖wǫt(t)‖2L2(Ω;R3) + ‖wǫ‖2H1(Ωs
0
;R3) +
1
2
∫ t
0
‖wǫt‖2H1(Ωf
0
;R3)
≤ C˜ N(u0, f)2 ,
which with wǫ(t1) = u0 +
∫ t1
0
wǫt gives
‖wǫ(t1)‖2H1(Ωf
0
;R3)
≤ C˜ N(u0, f)2 . (9.23)
Next, we take t ≥ t1 and let wǫ(t) = wǫ(t1) +
∫ t
t1
wǫt; we have from (9.22) and (9.23) that
‖wǫt(t)‖2L2(Ω;R3) + ‖wǫ‖2H1(Ωs
0
;R3) +
∫ t
0
‖wǫt‖2H1(Ωf
0
;R3)
≤ C˜ N(u0, f)2 + C˜1 (t− t1)
∫ t
t1
‖wǫt‖2H1(Ωf
0
;R3)
+ C˜ ‖wǫ(t1)‖2H1(Ωf
0
;R3)
≤ C˜ N(u0, f)2 + C˜1 (t− t1)
∫ t
0
‖wǫt‖2H1(Ωf
0
;R3)
.
Now, we see that for any t1 ≤ t ≤ 2 t1, we have
‖wǫt(t)‖2L2(Ω;R3) + ‖wǫ‖2H1(Ωs
0
;R3) +
1
2
∫ t
0
‖wǫt‖2H1(Ωf
0
;R3)
≤ C˜ N(u0, f)2 ,
which with wǫ(2t1) = u0 +
∫ 2t1
0
wǫt gives
‖wǫ(2t1)‖2H1(Ωf
0
;R3)
≤ C˜ N(u0, f)2 .
We then see by an easy induction argument that for any t ∈ (0, T ),
‖wǫt(t)‖2L2(Ω;R3) + ‖wǫ‖2H1(Ωs
0
;R3) +
1
2
∫ t
0
‖wǫt‖2H1(Ωf
0
;R3)
≤ C˜ N(u0, f)2 . (9.24)
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(As is evident in the proof, the constant C˜ grows as T increases and thus depends on T .)
Thus with (9.21), for all t ∈ [0, T ],
‖qǫ(t)‖2L2(Ωf
0
;R)
≤ C˜ N(u0, f)2 . (9.25)
Step 4. Weak convergence and limit problem.
Since wǫ also satisfies (9.13), we thus deduce that for the choice ǫ =
1
ml
there is a
subsequence, still noted w 1
ml
, such that
w 1
ml
⇀ w˜ in L2(0, T ;H1(Ω;R3)) (9.26a)
w 1
ml t
⇀ w˜t in L
2(0, T ;L2(Ω;R3)) (9.26b)
q 1
ml
⇀ q˜ in L2(0, T ;L2(Ωf0 ;R)) . (9.26c)
By the weak convergences (9.26), we infer from (9.11) that at the limit, for each φ ∈
L2(0, T ;H10 (Ω;R
3)),
∫ T
0
(w˜t, φ)L2(Ω;R3) dt+ ν
∫ T
0
(a˜rkw˜,r , a˜
s
kφ,s )L2(Ωf
0
;R3)
dt
+
∫ T
0
(cijkl
∫ t
0
w˜k,l , φ
i,j )L2(Ωs
0
;R) dt−
∫ T
0
(q˜, a˜lkφ
k,l )L2(Ωf
0
;R)
dt
=
∫ T
0
(F, φ)
L2(Ωf
0
;R3)
+ (f, φ)L2(Ωs
0
;R3) dt . (9.27)
Now for the initial condition, we notice that w˜ ∈ C0([0, T ];L2(Ω;R3)). From the following
identities which hold in L2(Ω;R3),
w˜(t) = w(0) +
∫ t
0
w˜t, wǫ(t) = u0 +
∫ t
0
wǫt,
we deduce from the weak convergence of
∫
·
0
wǫt to
∫
·
0
w˜t in L
2(0, T ;L2(Ω;R3)) that w(0) =
u0 in L
2(Ω;R3). Combined with (9.27), this shows that w˜ is a weak solution of (9.1)
associated to v˜.
Now, let us prove that the sequences in (9.26) in fact converge strongly.
Step 5. Strong convergence.
Since w˜ ∈ L2(0, T ;H10 (Ω;R3)) we can use w˜ as a test function in (9.27), which provides
an energy law that we can compare to (9.13). By using the weak convergence in (9.26),
and the fact that ‖a˜lkwǫk,l ‖L2(0,T ;L2(Ωf
0
;R3))
→ 0 as ǫ→ 0 from (9.13), we deduce from this
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comparison that for any t ∈ [0, T ], as ǫ→ 0,
1
2
‖wǫ(t)‖2L2(Ω;R3) + ν
∫ t
0
(a˜rkwǫ,r , a˜
s
kwǫ,s )L2(Ωf
0
;R3)
dt
+
1
2
(cijkl
∫ t
0
wǫ
k,l ,
∫ t
0
wǫ
i,j )L2(Ωs
0
;R) →
1
2
‖w˜(t)‖2L2(Ω;R3) + ν
∫ t
0
(a˜rkw˜,r , a˜
s
kw˜,s )L2(Ωf
0
;R3)
dt
+
1
2
(cijkl
∫ t
0
w˜k,l ,
∫ t
0
w˜i,j )L2(Ωs
0
;R) ,
which with (9.26) precisely gives the strong convergence
w 1
ml
→ w˜ in L2(0, T ;H1(Ωf0 ;R3)) (9.28a)
w 1
ml
(t)→ w˜(t) in L2(Ω;R3) for any t ∈ [0, T ] , (9.28b)∫ t
0
w 1
ml
→
∫ t
0
w˜ in H1(Ωs0;R
3) for any t ∈ [0, T ] . (9.28c)
Step 6. Uniqueness.
Now, to prove uniqueness, let us assume that there exists another solution w′ to (9.1),
such that w′ ∈ L2(0, T ;Vv˜(·)), w′t ∈ L2(0, T ;L2(Ω;R3)). By denoting δw = w˜ − w′, we see
that δw ∈ L2(0, T ;Vv) is a solution of
(i) (δwt, φ)L2(Ω;R3) + ν(a˜
r
kδw,r , a˜
s
kφ,s )L2(Ωf
0
;R3)
+ (cijkl
∫ t
0
δwk,l , φ
i,j )L2(Ωs
0
;R) = 0,
∀φ ∈ Vv(t) ,
(ii) δw(0) = 0 in Ω .
Since δw(t·) ∈ L2(0, T ;Vv˜(·)), we can use δw as a test function in (i), which gives a.e. in
(0, T )
1
2
d
dt
[
‖δw‖2L2(Ω;R3) + (cijkl
∫ t
0
δwk,l , δw
i,j )L2(Ωs
0
;R)
]
+ ν(a˜rkδw,r , a˜
s
kδw,s )L2(Ωf
0
;R3)
= 0
which, with the condition δw(0) = 0, precisely proves that δw = 0, establishing the unique-
ness of such a solution. 
We will also need information on w˜tt.
Theorem 9.2. Let w˜ ∈ L2(0, T ;Vv˜(·)) denote the unique weak solution of (9.27) which
is ensured to exist by Theorem 9.1. Then w˜t ∈ L2(0, T ;H10 (Ω;R3)) and w˜tt ∈ W([0, T ]).
Furthermore, qt ∈ L2(0, T ;L2(Ωf0 ;R)).
Proof. Step 1. Limit as ǫ→ 0 in (9.17).
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In order to get an estimate independent of ǫ from (9.17), we integrate by parts in time
to remove the second time derivative on qǫtt:∫ t
0
qǫtt [2(a˜
j
i )twǫ
i
t,j +(a˜
j
i )ttwǫ
i,j ] =−
∫ t
0
qǫt [2(a˜
j
i )twǫ
i
t,j +(a˜
j
i )ttwǫ
i,j ]t
+ qǫt(t)[2(a˜
j
i )twǫ
i
t,j +(a˜
j
i )ttwǫ
i,j ](t)
− q1[2(a˜ji )t(0)w1i,j +(a˜ji )tt(0)u0i,j ], (9.29)
(qǫt(0) = q1 −
1
ǫ
[ (a˜ji )t(0)u
i
0,j +a˜
j
i (0)w
i
1,j ] = q1 in Ω
f
0 by our compatibility conditions on
the initial data), from which we then infer by the regularity of a˜ and of wǫ that
1
2
‖wǫtt‖2L2(Ω;R3) + ν
∫ t
0
(a˜rkwǫtt,r , a˜
s
kwǫtt,s )L2(Ωf
0
;R3)
+
1
2
(cijklwǫ
k
t ,l , wǫ
i
t,j )L2(Ωs0;R)
≤ C˜Cδ
∫ t
0
‖qǫt‖2L2(Ωf
0
;R)
+ δ
∫ t
0
‖∇wǫtt‖2L2(Ωf
0
;R9)
+ δ ‖qǫt(t)‖2L2(Ωf
0
;R)
+ C˜ Cδ‖∇wǫt(t)‖2L2(Ωf
0
;R9)
+ C˜ Cδ ‖∇wǫ(t)‖2L2(Ωf
0
;R9)
+ CδC˜N(u0, f)
2
+ C
∫ t
0
‖wǫtt‖2L2(Ω;R3) ,
where δ > 0 is arbitrary.
Thus, for δ small enough,
‖wǫtt(t)‖2L2(Ω;R3) +
∫ t
0
‖∇wǫtt‖2L2(Ωf
0
;R9)
+ ‖∇wǫt(t)‖2L2(Ωs
0
;R9)
≤ C˜
∫ t
0
‖qǫt‖2L2(Ωf
0
;R)
+ δ ‖qǫt(t)‖2L2(Ωf
0
;R)
+ C˜ Cδ‖∇wǫt(t)‖2L2(Ωf
0
;R9)
+ C˜ N(u0, f)
2 + C
∫ t
0
‖wǫtt‖2L2(Ω;R3) . (9.30)
By the Lagrange multiplier Lemma 8.6, we also have that
‖qǫt(t)‖2L2(Ωf
0
;R)
≤ C [ ‖wǫtt(t)‖2L2(Ω;R3) + ‖∇wǫt(t)‖2L2(Ωf
0
;R9)
+ C˜‖∇wǫ(t)‖2L2(Ωf
0
;R9)
+ C˜ ‖qǫ(t)‖2
L2(Ωf
0
;R)
+ ‖∇wǫ(t)‖2L2(Ωs
0
;R9) +N(u0, f)
2 ] ,
and thus with (9.24), (9.25) and (9.30) for a choice of δ > 0 small enough,
‖qǫt(t)‖2L2(Ωf
0
;R)
≤ C [ C˜
∫ t
0
‖qǫt‖2L2(Ωf
0
;R)
+ C˜ ‖∇wǫt(t)‖2L2(Ωf
0
;R9)
+ ‖∇wǫ(t)‖2L2(Ωs
0
;R9) + C˜ N(u0, f)
2 +C
∫ t
0
‖wǫtt‖2L2(Ω;R3) ] ,
which by Gronwall’s inequality and (9.24), gives∫ t
0
‖qǫt‖2L2(Ωf
0
;R)
≤ C˜ [ N(u0, f)2 +
∫ t
0
‖wǫtt‖2L2(Ω;R3) ] ,
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and thus,
‖qǫt(t)‖2L2(Ωf
0
;R)
≤ C˜ [ N(u0, f)2 + ‖∇wǫt(t)‖2L2(Ωf
0
;R9)
+
∫ t
0
‖wǫtt‖2L2(Ω;R3) ] . (9.31)
We then infer from (9.30) that
‖wǫtt(t)‖2L2(Ω;R3) +
∫ t
0
‖∇wǫtt‖2L2(Ωf
0
;R9)
+ ‖∇wǫt(t)‖2L2(Ωs
0
;R9)
≤ C˜ [ ‖∇wǫt(t)‖2L2(Ωf
0
;R9)
+ N(u0, f)
2 +
∫ t
0
‖wǫtt‖2L2(Ω;R3) ] .
By the Gronwall inequality and (9.24), we first get an estimate on
∫ t
0
‖wǫtt(t)‖2L2(Ω;R3) which
implies in turn that
‖wǫtt(t)‖2L2(Ω;R3) +
∫ t
0
‖∇wǫtt‖2L2(Ωf
0
;R9)
+ ‖∇wǫt(t)‖2L2(Ωs
0
;R9)
≤ C˜ ‖∇wǫt(t)‖2L2(Ωf
0
;R9)
+ C˜ N(u0, f)
2 .
Step 2. ǫ-independent estimate for wǫtt on [0, T ].
In the same fashion as we derived (9.24) from (9.22), we can deduce that for all t ∈ [0, T ],
‖wǫtt(t)‖2L2(Ω;R3) +
∫ t
0
‖∇wǫtt‖2L2(Ωf
0
;R9)
+ ‖∇wǫt(t)‖2L2(Ωs
0
;R9) ≤ C˜ N(u0, f)2 . (9.32)
From (9.31) and (9.32) we then infer
‖qǫt(t)‖2L2(Ωf
0
;R)
≤ C˜ N(u0, f)2 . (9.33)
We thus deduce that for the choice ǫ = 1
ml
there is a subsequence, still denoted w 1
ml
,
such that
w 1
ml
⇀ w˜ in L2(0, T ;H1(Ω;R3)) (9.34a)
w 1
ml t
⇀ w˜t in L
2(0, T ;H1(Ω;R3)) (9.34b)
w 1
ml tt
⇀ w˜tt in L
2(0, T ;L2(Ω;R3)) and in L2(0, T ;H1(Ωf0 ;R
3)) (9.34c)
q 1
ml
⇀ q˜ in L2(0, T ;L2(Ωf0 ;R)) (9.34d)
q 1
ml t
⇀ q˜t in L
2(0, T ;L2(Ωf0 ;R)) . (9.34e)
Step 3. Initial condition for w˜t.
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By the weak convergence in (9.34), we infer from (9.12) that for each test function
φ ∈ L2(0, T ;H10 (Ω;R3)),
∫ T
0
(w˜tt, φ)L2(Ω;R3) dt+ ν
∫ T
0
((a˜rka˜
s
kw˜,r )t, φ,s )L2(Ωf
0
;R3)
dt
+
∫ T
0
(cijklw˜k,l , φ
i,j )L2(Ωs
0
;R) dt−
∫ T
0
((a˜ji q˜)t, φ
i,j )L2(Ωf
0
;R)
dt
=
∫ T
0
(Ft, φ)L2(Ωf
0
;R3)
+ (ft, φ)L2(Ωs
0
;R3) dt . (9.35)
Now for the initial condition, we notice that w˜t ∈ C0([0, T ];L2(Ω;R3)). From the following
identities which hold in L2(Ω;R3), we find that
w˜t(t) = w˜t(0) +
∫ t
0
w˜tt, wǫ(t) = w1 +
∫ t
0
wǫtt.
We deduce from the weak convergence of
∫
·
0
wǫtt to
∫
·
0
w˜tt in L
2(0, T ;L2(Ω;R3)) that
w˜t(0) = w1 in L
2(Ω;R3).
Step 4. Strong convergence: the easy cases.
We will also need the fact that the weak convergence in (9.34) is in fact strong. Notice
that since w˜t ∈ L2(0, T ;H10 (Ω;R3)), we can use w˜t in (9.35) to get for any t ∈ [0, T ],
1
2
‖w˜t(t)‖2L2(Ω;R3) + ν
∫ t
0
((a˜rk a˜
s
kw˜,r )t, w˜t,s )L2(Ωf
0
;R3)
−
∫ t
0
((a˜ji q˜)t, w˜
i
t,j )L2(Ωf
0
;R)
+
1
2
(cijklw˜k,l (t), w˜
i,j (t))L2(Ωs
0
;R) =
1
2
‖w1‖2L2(Ω;R3) +
1
2
(cijkluk0 ,l , u0
i,j )L2(Ωs
0
;R)
+
∫ t
0
(Ft, w˜t)L2(Ωf
0
;R3)
+ (ft, w˜t)L2(Ωs
0
;R3) dt .
Since w˜(t) ∈ Vv˜(t) in [0, T ] implies (a˜ji )tw˜i,j = −a˜ji w˜it,j, we then deduce
1
2
‖w˜t(t)‖2L2(Ω;R3) + ν
∫ t
0
(a˜rka˜
s
kw˜t,r , w˜t,s )L2(Ωf
0
;R3)
+ ν
∫ t
0
((a˜rk a˜
s
k)tw˜,r , w˜t,s )L2(Ωf
0
;R3)
−
∫ t
0
((a˜ji )tq˜, w˜
i
t,j )L2(Ωf
0
;R)
+
∫ t
0
((a˜ji )tq˜t, w˜
i,j )L2(Ωf
0
;R)
+
1
2
(cijklw˜k,l (t), w˜
i,j (t))L2(Ωs
0
;R) =
1
2
‖w1‖2L2(Ω;R3) +
1
2
(cijkluk0 ,l , u0
i,j )L2(Ωs
0
;R)
+
∫ t
0
(Ft, w˜t)L2(Ωf
0
;R3)
+ (ft, w˜t)L2(Ωs
0
;R3) dt. (9.36)
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Similarly,
1
2
‖wǫt(t)‖2L2(Ω;R3) + ν
∫ t
0
((a˜rk a˜
s
kwǫ,r )t, wǫ,s )L2(Ωf
0
;R3)
−
∫ t
0
((a˜ji qǫ)t, wǫ
i
t,j )L2(Ωf
0
;R)
+
1
2
(cijklwǫ
k,l (t), wǫ
i,j (t))L2(Ωs
0
;R) =
1
2
‖w1‖2L2(Ω;R3) +
1
2
(cijkluk0 ,l , u0
i,j )L2(Ωs
0
;R)
+
∫ t
0
(Ft, wǫt)L2(Ωf
0
;R3)
+ (ft, wǫt)L2(Ωs
0
;R3) dt .
From the definition of qǫ, (a˜
j
i )twǫ
i,j = −a˜jiwǫit,j −ǫ (qǫt − q1), and thus
1
2
‖wǫt(t)‖2L2(Ω;R3) + ν
∫ t
0
(a˜rka˜
s
kwǫt,r , wǫt,s )L2(Ωf
0
;R3)
+ ν
∫ t
0
((a˜rka˜
s
k)twǫ,r , wǫt,s )L2(Ωf
0
;R3)
−
∫ t
0
((a˜ji )tqǫ, wǫ
i
t,j )L2(Ωf
0
;R)
+
∫ t
0
((a˜ji )tqǫt, wǫ
i,j )L2(Ωf
0
;R)
+ ǫ
∫ t
0
(qǫt, qǫt − q1)L2(Ωf
0
;R)
+
1
2
(cijklwǫ
k,l (t), wǫ
i,j (t))L2(Ωs
0
;R) =
1
2
‖w1‖2L2(Ω;R3) +
1
2
(cijkluk0 ,l , u0
i,j )L2(Ωs
0
;R)
+
∫ t
0
(Ft, wǫt)L2(Ωf
0
;R3)
+
∫ t
0
(ft, wǫt)L2(Ωs
0
;R3) . (9.37)
By integration by parts, since qǫ(0) = q0,∫ t
0
((a˜ji )tqǫ, wǫ
i
t,j )L2(Ωf
0
;R)
dt =−
∫ t
0
(((a˜ji )tqǫ)t, wǫ
i,j )L2(Ωf
0
;R)
dt
+ ((a˜ji )tqǫ(t), wǫ
i,j (t))L2(Ωf
0
;R)
− ((a˜ji )t(0)q0, u0i,j )L2(Ωf
0
;R)
. (9.38)
Now, since qǫ(t) = q0 +
∫ t
0
qǫt dt we deduce that for any t ∈ [0, T ], qǫ(t) ⇀ q0 +
∫ t
0
q˜t dt
in L2(Ωf0 ;R), which proves that q˜(t) = q0 +
∫ t
0
q˜t, and thus that q˜ ∈ C0([0, T ];L2(Ωf0 ;R)),
with q˜(0) = q0. Furthermore, for any t ∈ [0, T ],
qǫ(t)⇀ q˜(t) in L
2(Ωf0 ;R) as ǫ→ 0 . (9.39)
Similarly, since wǫ(0) = w˜(0) = u0 we have that for any t ∈ [0, T ],
wǫ(t)⇀ w˜(t) in H
1(Ωf0 ;R
3) as ǫ→ 0 .
Moreover from
‖wǫ(t)‖2H1(Ωf
0
;R3)
= ‖u0‖2H1(Ωf
0
;R3)
+ 2
∫ t
0
(wǫt, wǫ)H1(Ωf
0
;R3)
dt ,
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we infer from the strong convergence in (9.28) and the weak convergence in (9.34) that for
any t ∈ [0, T ],
‖wǫ(t)‖2H1(Ωf
0
;R3)
→ ‖u0‖2H1(Ωf
0
;R3)
+ 2
∫ t
0
(w˜t, w˜)H1(Ωf
0
;R3)
dt as ǫ =
1
ml
→ 0,
from which we obtain the strong convergence
wǫ(t)→ w˜(t) in H1(Ωf0 ;R3) as ǫ =
1
ml
→ 0 . (9.40)
Thus, from (9.38), the strong convergence in (9.28) and (9.40) together with the weak
convergence in(9.34) and (9.39) shows that∫ t
0
((a˜ji )tqǫ, wǫ
i
t,j )L2(Ωf
0
;R)
dt→
∫ t
0
((a˜ji )t q˜, w˜
i
t,j )L2(Ωf
0
;R)
dt as ǫ =
1
ml
→ 0 . (9.41)
From (9.41), the weak convergence in (9.34) and the strong convergence in (9.28), we
then deduce from (9.36) and (9.37), that as ǫ = 1
ml
→ 0, for any t ∈ [0, T ],
1
2
‖wǫt(t)‖L2(Ω;R3) + ν
∫ t
0
(a˜rka˜
s
kwǫt,r , wǫt,s )L2(Ωf
0
;R3)
dt
+
1
2
(cijklwǫ
k,l (t), wǫ
i,j (t))L2(Ωs
0
;R) →
1
2
‖w˜t(t)‖L2(Ω;R3) + ν
∫ t
0
(a˜rka˜
s
kw˜t,r , w˜t,s )L2(Ωf
0
;R3)
dt
+
1
2
(cijklw˜k,l (t), w˜
i,j (t))L2(Ωs
0
;R) ,
which implies the strong convergences
w 1
m′
l
(t)→ w˜(t) in H1(Ω;R3) for any t ∈ [0, T ], (9.42a)
w 1
m′
l t
→ w˜t in L2(0, T ;H1(Ωf0 ;R3)) (9.42b)
w 1
m′
l t
(t)→ w˜t(t) in L2(Ω;R3) for any t ∈ [0, T ] . (9.42c)
From the strong convergence in (9.42) and Lemma 8.6, we also deduce that
‖qǫ − q˜‖L2(0,T ;L2(Ωf
0
;R))
→ 0, as ǫ→ 0 . (9.43)
Step 5. Strong convergence: the more delicate case of w˜tt.
Our main difficulty results from the fact that we cannot directly obtain an energy inequal-
ity for wtt (from the limiting weak form of the twice time-differentiated problem). Rather,
our starting point will be (9.17), from which we will get by weak lower semi-continuity the
desired inequality, provided that we can prove that wǫtt → wtt in L2(0, T ;L2(Ωf0 ;R3)). To
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prove this result, let us first remind the reader that wǫtt satisfies for all φ ∈ L2(0, T ;H10 (Ω;R3)),∫ T
0
(wǫttt, φ)L2(Ω;R3) dt+ ν
∫ T
0
((a˜sk a˜
r
kwǫ,r )tt, φ,s )L2(Ωf
0
;R3)
dt
+
∫ T
0
(cijklwǫ
k
t ,l , φ
i,j )L2(Ωs
0
;R) dt−
∫ T
0
((a˜lkqǫ)tt, φ
k,l )L2(Ωf
0
;R)
dt
=
∫ T
0
(Ftt, φ)L2(Ωf
0
;R3)
+ (ftt, φ)L2(Ωs
0
;R3) dt . (9.44)
From the bounds associated to the weak convergence in (9.34), we then see that∫ T
0
‖wǫttt(t)‖2Vv˜(t)′ dt ≤ Cˇ, (9.45)
where Cˇ denotes a constant which depends on the data, the smoothing parameter implicit
in a˜, but not on the penalization parameter ǫ. In the following, this letter will denote a
generic constant depending on these variables. Let us fix δ > 0 and let
Ωfδ = {x ∈ Ωf0 | dist(x,Γ0) ≥ δ, dist(x, ∂Ω) ≥ δ} .
Let us then denote on [0, T ],
Ω˜δ(t) = η˜(t,Ω
f
δ ) .
For each t ∈ (0, T ), we have the existence of δt > 0 such that
∀t′ ∈ (t− δt, t+ δt), Ω˜2δ(t) ⊂ Ω˜δ(t′).
By a simple change of variables and (9.45), we then get∥∥det a˜ wǫttt ◦ η˜−1∥∥L2(t−δt,t+δt;H1
0,div
(Ω˜2δ(t);R3)′)
≤ Cˇ . (9.46)
We set
uǫ = det a˜ wǫtt ◦ η˜−1 .
From (9.46) and (9.34), we then get
‖uǫt‖L2(t−δt,t+δt;H1
0,div
(Ω˜2δ(t);R3)′)
≤ Cˇ
‖uǫ‖L2(t−δt,t+δt;H1
0
(Ω˜2δ(t);R3))
≤ Cˇ .
Thus, from the classical compactness results (since the domain Ω˜2δ(t) is fixed on (t− δt, t+
δt)),
uǫ → u = det a˜ wtt ◦ η˜−1 in L2(t− δt, t + δt;L2(Ω˜2δ(t);R3)) ,
which obviously gives (since on (t− δt, t + δt), η˜−1(t′, Ω˜2δ(t)) ⊂ Ωfδ ),
wǫtt → wtt in L2(t− δt, t+ δt;L2(Ωfδ ;R3)) .
By a finite covering argument, and the L∞ bound (9.32) of wǫtt in L
2(Ω;R3), we then infer
that
limsup
∫ T
0
‖wǫtt‖2L2(Ωf
δ
;R3)
dt =
∫ T
0
‖w˜tt‖2L2(Ωf
δ
;R3)
dt . (9.47)
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Successively from the Cauchy-Schwarz and Sobolev inequalities,
‖wǫtt‖2L2(0,T ;L2(Ωf
0
∩Ωf
δ
c
;R3))
≤ C |Ωf0 ∩ Ωfδ
c| ‖w˜tt‖2
L2(0,T ;H1(Ωf
0
∩Ωf
δ
c
;R3))
≤ C˜ |Ωf0 ∩ Ωfδ
c| N(u0, f)2 . (9.48)
From (9.47) and (9.48), we then infer
limsup
∫ T
0
‖wǫtt‖2L2(Ωf
0
;R3)
dt ≤
∫ T
0
‖w˜tt‖2L2(Ωf
0
;R3)
dt+ C˜ |Ωf0 ∩Ωfδ
c| N(u0, f)2 ,
which immediately shows that
limsup
∫ T
0
‖wǫtt‖2L2(Ωf
0
;R3)
dt ≤
∫ T
0
‖w˜tt‖2
L2(Ωf
0
;R3)
dt ,
thus establishing the strong convergence as ǫ = 1
ml
→ 0,
w 1
ml tt
→ w˜tt in L2(0, T ;L2(Ωf0 ;R3)) . (9.49)
Next, we restrict our test function φ to be in the space {φ ∈ Vv˜(t) | φ = 0 on Ωs0}. For all
such test functions and for a.e t ∈ (0, T ), φ ∈ Vv˜(t),
(w˜tt(t)− wǫtt(t), φ)L2(Ω;R3) + ν((a˜rka˜sk(w˜ − wǫ,r ))t(t), φ,s )L2(Ωf
0
;R3)
− ((a˜ji )t(q˜ − qǫ)(t), φi,j )L2(Ωf
0
;R)
= 0 ;
thus, the second Lagrange multiplier Lemma 8.8 ensures us, from the strong convergence
in (9.49), (9.43) and (9.42c),that
‖(q¯ 1
ml
)t − q¯t‖L2(0,T ;L2(Ωf
0
;R))
→ 0 , (9.50)
where q¯t = q˜t − 1|Ωf0 |
∫
Ωf
0
q˜t det∇η˜, and a similar definition for q¯ǫ. In the following, we will
denote c =
1
|Ωf0 |
∫
Ωf
0
q˜t det∇η˜ and cǫ = 1|Ωf0 |
∫
Ωf
0
qǫt det∇η˜.
Step 6. An inequality for w˜tt with a constant independent of the mollification
parameter.
Now, from the weak convergence (9.34) and the compactness of the trace operator, we
then infer that as ǫ = 1
ml
→ 0,
‖(w˜ − wǫ)tt‖2L2(0,T ;L2(Γ0;R3)) → 0 . (9.51)
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We now note that from (9.17) and (9.29), for any 0 < t < T , and 0 < δt < Min(t, T − t),
1
2
∫ t+δt
t−δt
‖wǫtt‖2L2(Ω;R3) + ν
∫ t+δt
t−δt
∫ t′
0
(a˜rkwǫtt,r , a˜
s
kwǫtt,s )L2(Ωf
0
;R3)
+
1
2
∫ t+δt
t−δt
(cijklwǫt
k,l , wǫt
i,j )L2(Ωs
0
;R) −
∫ t+δt
t−δt
∫ t′
0
∫
Ωf
0
qǫt[2(a˜
j
i )twǫ
i
t,j +(a˜
j
i )ttwǫ
i,j ]t
+
∫ t+δt
t−δt
∫
Ωf
0
qǫt [2 (a˜
j
i )twǫ
i
t,j +(a˜
j
i )ttwǫ
i,j ]− 2
∫ t+δt
t−δt
∫ t′
0
∫
Ωf
0
(a˜ji )tqǫtwǫ
i
tt,j
−
∫ t+δt
t−δt
∫ t′
0
∫
Ωf
0
(a˜ji )ttqǫwǫ
i
tt,j +ν
∫ t+δt
t−δt
∫ t′
0
((a˜rk a˜
s
k)ttwǫ,r , wǫtt,s )L2(Ωf
0
;R3)
+ 2 ν
∫ t+δt
t−δt
∫ t′
0
((a˜rka˜
s
k)twǫt,r , wǫtt,s )L2(Ωf
0
;R3)
≤ C δt N(u0, f)2 +
∫ t+δt
t−δt
∫ t′
0
(Ftt, wǫtt)L2(Ωf
0
;R3)
+
∫ t+δt
t−δt
∫ t′
0
(ftt, wǫtt)L2(Ωs
0
;R3). (9.52)
The first three terms of the left-hand side of this inequality will be dealt with by weak
lower semi-continuity. By the weak convergence in (9.34) and the strong convergence in
(9.28), (9.42c), (9.40), and (9.43), we infer that all of the remaining terms, other than the
term
∫ t+δt
t−δt
∫ t′
0
∫
Ωf
0
(a˜ji )tqǫtwǫ
i
tt,j , converge as ǫ→ 0 to the same expressions with the limits
w˜ and q˜ replacing wǫ and qǫ. From the definitions of c and cǫ, we have that∫ t+δt
t−δt
∫ t′
0
∫
Ωf
0
(a˜ji )tqǫtwǫ
i
tt,j =
∫ t+δt
t−δt
∫ t′
0
[∫
Ωf
0
(a˜ji )t(q¯ǫ)twǫ
i
tt,j +cǫ
∫
Ωf
0
(a˜ji )twǫ
i
tt,j
]
.
From the strong convergence (9.50) and the weak convergence (9.34), we then deduce that
the first term of the right-hand side of this inequality converges as ǫ = 1
ml
→ 0 to the
corresponding term where q¯t replaces qǫt and w˜tt replaces wǫtt.
For the second term of this right-hand side, we notice from a spatial integration by parts
(since cǫ depends only on the time variable) that∫ t+δt
t−δt
∫ t′
0
cǫ
∫
Ωf
0
(a˜ji )twǫ
i
tt,j =
∫ t+δt
t−δt
∫ t′
0
cǫ
[
−
∫
Ωf
0
((a˜ji )t),j wǫ
i
tt +
∫
Γ0
(a˜ji )twǫ
i
ttNj
]
and thus from the weak convergence in (9.34) and the strong convergence in (9.49) and
(9.51) we then get the convergence as ǫ = 1
ml
→ 0 to the corresponding term where c
replaces cǫ and w˜tt replaces wǫtt. This implies that as ǫ =
1
ml
→ 0,∫ t+δt
t−δt
∫ t′
0
∫
Ωf
0
(a˜ji )tqǫtwǫ
i
tt,j→
∫ t+δt
t−δt
∫ t′
0
∫
Ωf
0
(a˜ji )tq˜tw˜
i
tt,j .
Consequently, all the terms, except the three first ones, appearing in the inequality (9.52) are
convergent as ǫ = 1
ml
→ 0 to the same expression, where qǫ and wǫ are replaced respectively
by q˜ and w˜.
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By weak lower semi-continuity for the first three integrals, we then infer that as ǫ =
1
ml
→ 0 the same inequality as the previous one holds with w˜ and q˜ replacing respectively
wǫ and qǫ. By dividing those integrals by 2δt and passing to the limit as δt → 0 (which is
possible a.e. in (0, T )), we then get that a.e. in (0, T ),
1
2
‖w˜tt(t)‖2L2(Ω;R3) + ν
∫ t
0
(a˜rkw˜tt,r , a˜
s
kw˜tt,s )L2(Ωf
0
;R3)
+
1
2
(cijklw˜kt ,l (t), w˜
i
t,j (t))L2(Ωs0;R) −
∫ t
0
∫
Ωf
0
q˜t [2(a˜
j
i )tw˜
i
t,j +(a˜
j
i )ttw˜
i,j ]t
+
∫
Ωf
0
q˜t(t) [2(a˜
j
i )tw˜
i
t,j +(a˜
j
i )ttw˜
i,j ](t)− 2
∫ t
0
∫
Ωf
0
(a˜ji )tq˜tw˜
i
tt,j −
∫ t
0
∫
Ωf
0
(a˜ji )ttq˜w˜
i
tt,j
+ ν
∫ t
0
((a˜rk a˜
s
k)ttw˜,r , w˜tt,s )L2(Ωf
0
;R3)
+ 2 ν
∫ t
0
((a˜rk a˜
s
k)tw˜t,r , w˜tt,s )L2(Ωf
0
;R3)
≤ C N(u0, f)2 +
∫ t
0
(Ftt, w˜tt)L2(Ωf
0
;R3)
+
∫ t
0
(ftt, w˜tt)L2(Ωs
0
;R3), (9.53)
where (we recall) C does not depend on the smoothing parameter of a˜. 
9.5. Regularity for w˜ and its first and second time derivatives, dependent on the
regularization parameter of a˜. As discussed in the introduction, we shall focus on the
regularity near the interface, which will provide us with the trace estimates on the interface.
Elliptic regularity for the Dirichlet problems will then yield the full regularity result in each
interior component. In this subsection, C˜ continues to denote a generic constant which
depends on the same variables as C and C(M), and additionally on the regularization
parameter. In Section 10, we obtain estimates independent of n, by interpolation mainly,
which requires us to know a priori that the solution is smooth (without using the estimates
that we get in this subsection, since they blow up with the regularization parameter).
Recall that we have already shown that w˜ ∈ L2(0, T ;Vv˜(·)), w˜t ∈ L2(0, T ;H10 (Ω;R3)) and
w˜tt ∈ W([0, T ]), and that both q˜ and q˜t are in L2(0, T ;L2(Ωf0 ;R)).
The missing regularity results will be recovered using difference quotients. Recall that if
we consider the partition of the space R3 formed by the two half-spaces R3+ := {(x1, x2, x3) ∈
R
3 | x3 > 0} and R3− := {(x1, x2, x3) ∈ R3 | x3 < 0} and the horizontal plane {x3 = 0} with
the usual orthonormal basis (e1, e2, e3), then we have
Definition 9.2. The first-order difference quotient of a function u of size h at x is given
by
Dhu(x) =
u(x+ h)− u(x)
|h| ,
where h is any vector orthogonal to e3. The second-order difference quotient of u of size h
is defined as D−hDhu(x), given explicitly by
D−hDhu(x) =
u(x+ h) + u(x− h)− 2u(x)
|h|2 .
We will denote
∇0u = (u,1 , u,2 ).
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Letting Aij = a˜ika˜
j
k, we write the weak form as
(w˜t, φ)L2(Ω;R3) + ν(A
ijw˜,i , φ,j )L2(Ωf
0
;R3)
+ (cijkl
∫ t
0
w˜k,l , φ
i,j )L2(Ωs
0
;R)
− (q˜, a˜lkφk,l )L2(Ωf
0
;R)
= (F, φ)
L2(Ωf
0
;R3)
+ (f, φ)L2(Ωs
0
;R3)
for all φ ∈ H10 (Ω;R3), for a.e. 0 ≤ t ≤ T .
Next, assume that Ω = B(0, 1), the unit ball centered at 0, and that Ωf0 = {x ∈
B(0, 1) | x3 > 0} and Ωs0 = {x ∈ B(0, 1) | x3 < 0}. Select a smooth cutoff function ζ
satisfying
ζ = 1 on B(0,
1
2
), ζ = 0 on R3 −B(0, 1), and 0 ≤ ζ ≤ 1.
Let φ = D−h(ζ
2Dhw˜); then clearly φ ∈ H10 (Ω;R3) for a.e. t ∈ [0, T ]. We may thus
substitute φ into the above weak form to obtain
A1 +A2 +A3 −A4 = B,
where
A1 = (Dhw˜t, ζ
2Dhw˜)L2(Ω;R3),
A2 = ν(Dh(A
ijw˜,i ), (ζ
2Dhw˜),j )L2(Ωf
0
;R3)
,
A3 = (Dh(c
ijkl
∫ t
0
w˜k,l ), (ζ
2Dhw˜
i),j )L2(Ωs
0
;R),
A4 = (q, a˜
l
k(D−h[ζ
2Dhw˜
k]),l )L2(Ωf
0
;R)
,
B = (F,D−h(ζ
2Dhw˜))L2(Ωf
0
;R3)
+ (Dhf, ζ
2Dhw˜)L2(Ωs
0
;R3).
For the first two terms, we easily find that
A1 =
1
2
d
dt
‖ζDhw˜‖2L2(Ω;R3),
A2 ≥ C‖ζDh∇w˜‖2L2(Ωf
0
;R9)
− C˜‖∇w˜‖2
L2(Ωf
0
;R9)
.
For the remaining terms, we shall use the notation Ch(x) to denote C(x+ h). Whereas
the coefficients of the elasticity tensor are constant, one should keep in mind that our
assumption on the domain comes in fact from a change of variables which produces a non
constant elasticity tensor. It is the integral below with the DhC term which necessitates
the hyperbolic scaling of our functional framework.
Expanding A3, we have that
A3 = (ζ
2ch : Dh
∫ t
0
∇w˜,Dh∇w˜)L2(Ωs
0
;R9) + (ζ
2Dhc :
∫ t
0
∇w˜,Dh∇w˜)L2(Ωs
0
;R9)
+ (2ζ∇ζ ⊗Dhw˜, ch : Dh
∫ t
0
∇w˜)L2(Ωs
0
;R9) + (2ζζ,j Dhc
ijkl
∫ t
0
w˜k,l ,Dhw˜
i)L2(Ωs
0
;R).
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The second term on the right-hand-side is
(D−h(ζ
2DhC :
∫ t
0
∇w˜),∇w˜)L2(Ωs
0
;R9)
= ([ζ2DhC]
−h : D−h
∫ t
0
∇w˜ +D−h(ζ2DhC) :
∫ t
0
∇w˜,∇w˜)L2(Ωs
0
;R9).
Hence for θ > 0, we see that the A3 term yields the following inequality:∣∣A3 − 1
2
d
dt
(ζ2Ch :
∫ t
0
Dh∇w˜,
∫ t
0
Dh∇w˜)L2(Ωs
0
;R9)
∣∣
≤ θ‖ζD−h
∫ t
0
∇w˜‖2L2(Ωs
0
;R9) + Cθ‖∇w˜‖2L2(Ωs
0
;R9) + C‖
∫ t
0
∇w˜‖2L2(Ωs
0
;R9).
For the A4 term, we have that
A4 = (q˜ , a˜
l
k[ζ
2]−hD−hDhw˜
k,l+a˜
l
k(D−hζ
2)Dhw˜
k,l+[2ζζ,l ]
−hD−hDhw˜
ka˜lk
+ 2a˜lkD−h(ζζ,l )Dhw˜
k)
L2(Ωf
0
;R)
.
By the divergence-free condition, w˜ ∈ Vv˜([0, T ]), we get in Ωf0
0 = D−h([a˜
l
k]
hDhw˜
k,l+Dha˜
l
kw˜
k,l ]
= a˜lkD−hDhw˜
k,l+D−h[a˜
l
k]
hDhw˜
k,l+[Dha˜
l
k]
−hD−hw˜
k,l+D−hDha˜
l
kw˜
k,l ,
allowing us to eliminate the first term appearing in the expression of A4, which gives for
θ > 0,
|A4| ≤ θ‖ζDhw˜k,l ‖2L2(Ωf
0
;R3)
+Cθ‖q˜‖2L2(Ωf
0
;R)
+ C˜‖∇w˜‖2
L2(Ωf
0
;R9)
.
Finally,
|B| ≤ θ[ ‖∇w˜‖2L2(Ωs
0
;R9) + ‖ζDh∇w˜‖2L2(Ωf
0
;R9)
]
+C‖∇w˜‖2
L2(Ωf
0
;R9)
+ Cθ[ ‖f‖2H1(Ωs
0
;R3) + ‖f‖2L2(Ωf
0
;R3)
].
Choosing θ > 0 sufficiently small, we have the inequality
d
dt
(
‖ζDhw˜‖2L2(Ω;R3) + (ζ2Ch :
∫ t
0
Dh∇w˜,
∫ t
0
Dh∇w˜)L2(Ωs
0
;R9)
)
+ ‖ζDh∇w˜‖2L2(Ωf
0
;R9)
≤ C˜
(
‖ζ
∫ t
0
Dh∇w˜‖2L2(Ωs
0
;R9) + ‖
∫ t
0
∇w˜‖2L2(Ωs
0
;R9) + ‖∇w˜‖2L2(Ωs
0
;R9)
+‖∇w˜‖2
L2(Ωf
0
;R9)
+ ‖q˜‖2
L2(Ωf
0
;R)
+ ‖f‖2
L2(Ωf
0
;R3)
+ ‖f‖2H1(Ωs
0
;R3)
)
.
From Gronwall’s inequality, it follows that ∂α∂jw˜ ∈ L2(0, T ;L2(V f ;R3)) where V f = {x ∈
B(0, 12) | x3 > 0}, and where α = 1, 2 and j = 1, 2, 3. Hence, ∂αw˜ ∈ L2(0, T ;H1(V f ;R3)),
so that by the trace theorem we obtain ∂αw˜ ∈ L2(0, T ;H0.5(V f ∩ {x3 = 0};R3)). Thus,
w˜ ∈ L2(0, T ;H1.5(V f ∩ {x3 = 0};R3)). (9.54)
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(with an estimate which blows-up as the mollification parameter n→∞). Similarly,∫ t
0
w˜ ∈ L∞(0, T ;H1.5(V s ∩ {x3 = 0};R3)) , (9.55)
where V s = {x ∈ B(0, 12 ) | x3 < 0}.
We now drop the assumption that Ω is the unit ball, and once again assume it is an open
bounded subset of R3 with all of the smoothness assumption stated previously. We choose
any point x0 ∈ Γ0 and assume that
Ωf0 ∩B(x0, r) = {x ∈ B(x0, r) | x3 > γ(x1, x2)}
Ωs0 ∩B(x0, r) = {x ∈ B(x0, r) | x3 < γ(x1, x2)}
for some r > 0 and some smooth function γ : R2 → R. We define the following change of
variables:
yi = xi =: Φi(x), i = 1, 2
y3 = x3 − γ(x1, x2) = Φ3(x),
and write
y = Φ(x).
Similarly, we set
xi = yi =: Ψi(y), i = 1, 2
x3 = y3 + γ(y1, y2) = Ψ3(y),
and write
x = Ψ(y).
Then Φ = Ψ−1, and the mapping x 7→ Φ(x) = y straightens out Γ0 near x0, and detΦ =
detΨ = 1.
We can assume 0 = Φ(x0). Choose s > 0 so small that B(0, s) ⊂ Φ(B(x0, r)). Let
w′(t, y) = w˜(t,Φ(y)), q′(t, y) = q˜(t,Φ(y)), f ′(t, y) = f(t,Φ(y)),
Then w′ and w′t are in L
2(0, T ;H1(Ω′;R3)), where Ω′ = B(0, s). We also set
Ωf0
′
= B(0, s) ∩ {y3 > 0}, Ωs0′ = B(0, s) ∩ {y3 < 0},
Then, since (w˜, q˜) satisfy the weak formulation, applying the change of variables, we see
that (w′, q′) satisfy
(w′t, φ
′)L2(Ω′;R3) + ν(a
′ijw′,i , φ
′,j )L2(Ωf
0
′
;R3)
+ (c′ijkl
∫ t
0
w′k,l , φ
′i,j )L2(Ωs
0
′;R3)
− (q′, [alk ◦Ψ]grl φ′k,r )L2(Ωf
0
′
;R3)
= (f ′, φ′)L2(Ω′;R3) (9.56)
for all φ′ ∈ H10 (Ω′;R3), for a.e. 0 ≤ t ≤ T , where
a′kl = Aij ◦Ψ gki glj , c′irks = cijkl gsl grj , g(y) = [∇Ψ(y)]−1.
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It is easy to verify that both a′ and c′ retain the uniform ellipticity conditions of the
original operators A and C; Moreover, w′ satisfies the divergence condition aji ◦ Φw′i,j = 0
in [0, T ] × Ω′. Thus we may apply the results obtained above for the case that the domain
is the unit ball to find that
w′ ∈ L2(0, T ;H1.5(V f ′ ∩ {x3 = 0};R3)),∫ t
0
w′ ∈ L∞(0, T ;H1.5(V s′ ∩ {x3 = 0};R3)),
where V f
′
= {x ∈ B(0, s2) | x3 > 0} and V s′ = {x ∈ B(0, s2) | x3 < 0}. Consequently,
w˜ ∈ L2(0, T ;H1.5(∂V f ∩ Γ0;R3)),
∫ t
0
w˜ ∈ L∞(0, T ;H1.5(∂V s ∩ Γ0;R3)), (9.57)
where V f = Ψ(V f
′
) and V s = Ψ(V s′).
Since Γ0 is compact, we can as usual cover Γ0 with finitely many sets of the type used
above. Summing the resulting estimates, we find that we have for the trace on Γ0
w˜ ∈ L2(0, T ;H1.5(Γ0;R3)), (9.58a)∫ t
0
w˜ ∈ L∞(0, T ;H1.5(Γ0;R3)). (9.58b)
Converting the fluid equations into Eulerian variables by composing with η˜−1, we obtain
a Stokes problem in the domain η˜(Ωf0 ):
−ν△u+∇p = f − w˜t ◦ η˜−1 + νa˜jl ,j ◦η−1u,l−p (a˜ji ),j ◦η˜−1, (9.59a)
div u = 0, (9.59b)
with the boundary conditions that u = 0 on η˜(∂Ω) and that u ∈ L2(0, T ;H1.5(η˜(Γ0);R3)),
where u = w˜◦η˜−1 and p = q˜◦η˜−1. Since the domain η˜(Ωf0 ) is of class H3, by the elliptic regu-
larity of [12], (9.58a) implies that u ∈ L2(0, T ;H2(η˜(Ωf0 );R3)) and p ∈ L2(0, T ;H1(η˜(Ωf0);R)).
It follows that
w˜ ∈ L2(0, T ;H2(Ωf0 ;R3)), q˜ ∈ L2(0, T ;H1(Ωf0 ;R)). (9.60)
Similarly, elliptic regularity of the elasticity problem shows that∫ t
0
w˜ ∈ L∞(0, T ;H2(Ωs0;R3)). (9.61)
Next, we consider the weak form for the time derivate w˜t for all φ ∈ H10 (Ω;R3):
(w˜tt, φ)L2(Ω;R3) + ν([A
rsw˜,r ]t, φ,s )L2(Ωf
0
;R3)
+ (cijklw˜k,l , φ
i,j )L2(Ωs
0
;R)
− ([a˜ji q˜]t, φi,j )L2(Ωf
0
;R)
= (Ft, φ)L2(Ωf
0
;R3)
+ (ft, φ)L2(Ωs
0
;R3) a.e. t ∈ (0, T ).
Expanding the time derivative, we see that there are two additional terms in the weak form
given by (Arst w˜,r , φ,s )L2(Ωf
0
;R3)
and ((a˜t)
j
i q, φt
i,j )L2(Ωf
0
;R3)
. These additional terms are easy
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to handle, and by letting φ = D−h(ζ
2Dhw˜t), and following the identical procedure as above,
since we also already know that w˜tt ∈ L∞(0, T ;L2(Ω;R3)), we find that
w˜t ∈ L2(0, T ;H2(Ωf0 ;R3)), q˜t ∈ L2(0, T ;H1(Ωf0 ;R)), w˜ ∈ L∞(0, T ;H2(Ωs0;R3)). (9.62)
Because of the assumptions on the forcing and these estimates for w˜t, we may improve
the regularity results (9.60) and (9.61). We apply the identical procedure, but this time we
use φ = D−hDh(ζ
2D−hDhw˜) as the test function. We find that
w˜ ∈ L2(0, T ;H3(Ωf0 ;R3)), q˜ ∈ L2(0, T ;H2(Ωf0 ;R)),
∫ t
0
w˜ ∈ L∞(0, T ;H3(Ωs0;R3)). (9.63)
Moreover, ‖(w˜, q˜)‖ZT ≤ C˜N(u0, f), where the constant C˜ →∞ as the mollification param-
eter n→∞.
In the following section, we will use a different form of (9.56). If we denote by ζ a
smooth cut-off function, equal to 1 in a neighborhood of 0 contained in Ω′ and 0 outside
Ω′, and denote W = ζ2w′, Q = ζ2q′, b˜jl = a˜
k
l ◦ Ψ gjk, Cijkl = c′ijkl, we then obtain for any
ϕ ∈ H1(R3;R3),
(Wt, ϕ)L2(R3;R3) + ν (b˜
j
l b˜
k
lW,k , ϕ,j )L2(R3
+
;R3) + (C
ijkl
∫ t
0
W k,l , ϕ
i,j )L2(R3
−
;R3)
− (Q, b˜rkϕk,r )L2(R3
+
;R)
= (F1, ϕ)L2(R3
+
;R3) + (Hj , ϕ,j )L2(R3
+
;R3) + (F2, ϕ)L2(R3
−
;R3) + (Kj , ϕ,j )L2(R3
+
;R3) , (9.64)
where
F i1 = ζ
2F ′i − ν ζ2,j b˜jl b˜kl w′i,k +q′b˜ri ζ2,r , (9.65a)
Hj = ν b˜
j
l b˜
k
l ζ
2,k w
′, (9.65b)
F i2 = ζ
2f ′i − Cijklζ2,j
∫ t
0
w′k,l , (9.65c)
Kij = C
ijklζ2,l
∫ t
0
w′k. (9.65d)
Moreover, W satisfies the divergence condition
b˜jiW
i,j = a = b˜
j
i ζ
2,j W
i in [0, T ]× R3 . (9.66)
Note that we consider the above inner-products over all of R3 sinceW and its derivatives
are compactly supported in Ω′; the contribution outside of Ω′ is zero regardless of the way
in which we extend b˜ and g to [Ω′]c. This same remark also applies to (9.66).
10. Estimate for (7.1): the case of the actual coefficients
10.1. Energy estimate for w˜tt independent of the regularization parameter for a˜.
We are now going to use the regularity results (9.62) and (9.63) in the energy inequality
(9.53) (which was bounded by a constant that does not dependent on the mollification
parameter). Our approach now will be to use interpolation inequalities to obtain an estimate
which is independent of the regularization parameter.
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This section will be divided into eight steps, each of which is devoted to the estimation
of the various integral terms in (9.53).
In what follows, δ > 0 is a given positive number; the choice of δ will be made precise
later, as it will have to be chosen sufficiently small.
Step 1. Let I1 =
∫ t
0
∫
Ωf
0
q˜t(a˜
j
i )tw˜
i
tt,j. Then, by the Cauchy-Schwarz inequality and by
interpolation,
I1 ≤ δ
∫ t
0
‖∇w˜tt‖2
L2(Ωf
0
;R9)
+ Cδ
∫ t
0
‖a˜t‖2
L4(Ωf
0
;R9)
‖q˜t‖2
L4(Ωf
0
;R)
≤ δ
∫ t
0
‖∇w˜tt‖2L2(Ωf
0
;R9)
+ CδC(M)
∫ t
0
‖q˜t‖0.5L2(Ωf
0
;R)
‖q˜t‖1.5H1(Ωf
0
;R)
,
where we have used (6.3) for the L∞ control of a˜t in H
1. Thus,
I1 ≤ δ
∫ t
0
‖∇w˜tt‖2L2(Ωf
0
;R9)
+ CδC(M) sup
(0,t)
‖q˜t‖0.5L2(Ωf
0
;R)
[
∫ t
0
‖q˜t‖2H1(Ωf
0
;R)
]
3
4 T
1
4 .
By Lemma 8.6 applied to (9.35), and (6.3),
‖q˜t‖2L2(Ωf
0
;R)
≤ C [ ‖w˜tt‖2L2(Ω;R3) + ‖q˜ a˜t‖2L2(Ωf
0
;R9)
+ ‖Ft‖2L2(Ωf
0
;R3)
+ ‖ft‖2L2(Ωs
0
;R3) + ‖w˜t‖2H1(Ωf
0
;R3)
+ ‖w˜‖2
H2(Ωf
0
;R3)
+ ‖w˜‖2H1(Ωs
0
;R3) ] . (10.1)
Thus, with w˜t(t) = w1 +
∫ t
0
w˜tt, w˜(t) = u0 +
∫ t
0
w˜t and q˜ = q0 +
∫ t
0
q˜t respectively in
H1(Ωf0 ;R
3), H2(Ωf0 ;R
3), and H1(Ωf0 ;R),
I1 ≤ δ
∫ t
0
‖∇w˜tt‖2L2(Ωf
0
;R9)
+ CδC(M) T
1
4 [ N(u0, f)
2 + T
∫ t
0
‖q˜t‖2H1(Ωf
0
;R)
+
∫ t
0
‖q˜t‖2H1(Ωf
0
;R)
+ T [
∫ t
0
‖w˜tt‖2H1(Ωf
0
;R3)
+
∫ t
0
‖w˜t‖2H2(Ωf
0
;R3)
]
+ sup
[0,T ]
‖w˜‖2H1(Ωs
0
;R3) + sup
[0,T ]
‖w˜tt‖2L2(Ω;R3) ]. (10.2)
Step 2. Let I2 =
∫ t
0
∫
Ωf
0
q˜t(a˜
j
i )ttw˜
i
t,j . Then,
I2 ≤
∫ t
0
‖(a˜ji )ttw˜it,j ‖L 65 (Ωf
0
;R)
‖q˜t‖L6(Ωf
0
;R)
≤ δ
∫ t
0
‖q˜t‖2H1(Ωf
0
;R)
+ Cδ
∫ t
0
‖∇w˜t‖2L3(Ωf
0
;R9)
‖a˜tt‖2L2(Ωf
0
;R9)
,
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Thus, using (6.3) for the L∞ control of a˜tt in L
2,
I2 ≤ δ
∫ t
0
‖q˜t‖2H1(Ωf
0
;R)
+ Cδ C(M)
∫ t
0
‖∇w˜t‖0.5L2(Ωf
0
;R9)
‖∇w˜t‖1.5H1(Ωf
0
;R9)
,
which with w˜t(t) = w˜1 +
∫ t
0
w˜tt gives
I2 ≤ δ
∫ t
0
‖q˜t‖2H1(Ωf
0
;R)
+ Cδ T
1
4 [ N(u0, f)
2 +
∫ t
0
‖∇w˜t‖2H1(Ωf
0
;R9)
+ T
∫ t
0
‖∇w˜tt‖2L2(Ωf
0
;R9)
] . (10.3)
Step 3. Let I3 =
∫ t
0
∫
Ωf
0
q˜t(a˜
j
i )tttw˜
i,j . Then,
I3 ≤ δ
∫ t
0
‖a˜ttt‖2L2(Ωf
0
;R9)
‖∇w˜‖2
L4(Ωf
0
;R9)
+ Cδ
∫ t
0
‖q˜t‖2L4(Ωf
0
;R)
≤ δ
∫ t
0
‖a˜ttt‖2L2(Ωf
0
;R9)
[N(u0, f)
2 + T
∫ t
0
‖w˜t‖2H2(Ωf
0
;R3)
]
+ Cδ
∫ t
0
‖q˜t‖0.5L2(Ωf
0
;R)
‖q˜t‖1.5H1(Ωf
0
;R)
,
where we have used w˜ = u0 +
∫ t
0
w˜t. Thus, by (6.3), and (10.1),
I3 ≤ δC(M) [ N(u0, f)2 + T
∫ t
0
‖w˜t‖2H2(Ωf
0
;R3)
] +Cδ T
1
4
∫ t
0
‖q˜t‖2H1(Ωf
0
;R3)
+ CδC(M) T
1
4 [ N(u0, f)
2 + T
∫ t
0
‖q˜t‖2H1(Ωf
0
;R)
+ T
∫ t
0
‖w˜tt‖2H1(Ωf
0
;R3)
+ T
∫ t
0
‖w˜t‖2H2(Ωf
0
;R3)
+ sup
[0,T ]
‖w˜‖2H1(Ωs
0
;R3) + sup
[0,T ]
‖w˜tt‖2L2(Ω;R3) ]. (10.4)
Step 4. Let I4 =
∫ t
0
∫
Ωf
0
q˜(a˜ji )ttw˜
i
tt,j . Then,
I4 ≤ δ
∫ t
0
‖∇w˜tt‖2L2(Ωf
0
;R9)
+ Cδ
∫ t
0
‖a˜tt‖2L2(Ωf
0
;R9)
‖q˜‖2
W 1,4(Ωf
0
;R)
≤ δ
∫ t
0
‖∇w˜tt‖2L2(Ωf
0
;R9)
+ CδC(M)
∫ t
0
‖q˜‖0.5
H1(Ωf
0
;R)
‖q˜‖1.5
H1(Ωf
0
;R)
≤ δ
∫ t
0
‖∇w˜tt‖2L2(Ωf
0
;R9)
+ CδC(M) T
1
4 [ N(u0, f)
2 + T
∫ t
0
‖q˜t‖2H1(Ωf
0
;R)
+
∫ t
0
‖q˜‖2
H2(Ωf
0
;R)
] . (10.5)
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The next two steps will require the introduction of δ1 > 0 which is different than δ and
will also be made precise later.
Step 5. Let I5 = −
∫
Ωf
0
q˜t(t)(a˜
j
i )ttw˜
i,j (t). We first notice that
I5 = −
∫
Ωf
0
q˜t(t)(a˜
j
i )tt(w˜
i,j (t)− ui0,j )−
∫
Ωf
0
q˜t(t)(a˜
j
i )ttu
i
0,j .
For the second term of the right-hand side of this equality,
−
∫
Ωf
0
q˜t(t)(a˜
j
i )ttu
i
0,j ≤ δ1‖q˜t(t)‖2L2(Ωf
0
;R)
+ Cδ1‖a˜tt(t)‖2L2(Ωf
0
;R9)
‖u0‖2
H3(Ωf
0
;R3)
,
and thus by (6.8), since T ≤ TM ,
−
∫
Ωf
0
q˜t(t)(a˜
j
i )ttu
i
0,j ≤ δ1‖q˜t(t)‖2L2(Ωf
0
;R)
+ Cδ1C(M) N(u0, f)
2. (10.6)
For the other term,
−
∫
Ωf
0
q˜t(t)(a˜
j
i )tt(w˜
i,j (t)− ui0,j ) ≤ δ ‖q˜t(t)‖2L2(Ωf
0
;R)
(10.7)
+ Cδ‖a˜tt(t)‖2L3(Ωf
0
;R9)
‖∇w˜ −∇u0‖2
L6(Ωf
0
;R9)
, (10.8)
and thus, by the L∞ control in L3 provided by (6.10),∫
Ωf
0
q˜t(t)(a˜
j
i )tt(w˜
i,j (t)− ui0,j ) ≤ δ ‖q˜t(t)‖2L2(Ωf
0
;R)
+ Cδ C(M) T
∫ t
0
‖∇w˜t‖2H1(Ωf
0
;R9)
. (10.9)
By (10.1), (10.6) and (10.9), we finally have
I5 ≤ (δ + δ1) [ N(u0, f)2 + C(M)T [
∫ t
0
‖q˜t‖2H1(Ωf
0
;R)
+
∫ t
0
‖w˜tt‖2H1(Ωf
0
;R3)
]
+ C(M)T
∫ T
0
‖w˜t‖2H2(Ωf
0
;R3)
+ sup
[0,T ]
‖w˜‖2H1(Ωs
0
;R3) + sup
[0,T ]
‖w˜tt‖2L2(Ω;R3)]
+ Cδ C(M) T
∫ t
0
‖∇w˜t‖2H1(Ωf
0
;R9)
+ Cδ1C N(u0, f)
2 . (10.10)
Remark 20. Note that L3 and L6 in (10.8) are limit cases for both (6.10) and the Sobolev
embeddings in dimension three. In dimension ≥ 4, this would no longer be possible and we
would be required to introduce a smoother functional framework.
Step 6. Let I6 = −
∫
Ωf
0
q˜t(t)(a˜
j
i )tw
i
t,j (t). Similarly to our previous step, we first notice
that
I6 = −
∫
Ωf
0
q˜t(t)((a˜
j
i )t(t)− (a˜ji )t(0))w˜it ,j (t)−
∫
Ωf
0
q˜t(t)(a˜
j
i )t(0)w˜
i
t,j (t) .
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For the second term of the right-hand side of this equality,
−
∫
Ωf
0
q˜t(t)(a˜
j
i )t(0)w˜
i
t,j (t) ≤ δ1 ‖a˜t(0)‖2H2(Ωf
0
;R9)
‖q˜t(t)‖2L2(Ωf
0
;R)
+Cδ1‖∇w˜t(t)‖2L2(Ωf
0
;R9)
,
and thus,
−
∫
Ωf
0
q˜t(t)(a˜
j
i )t(0)w˜
i
t,j (t) ≤ Cδ1 N(u0, f)2 ‖q˜t(t)‖2L2(Ωf
0
;R)
+ Cδ1 [ ‖∇w˜1‖2L2(Ωf
0
;R9)
+ T
∫ t
0
‖∇w˜tt‖2L2(Ωf
0
;R9)
] . (10.11)
For the other term,
−
∫
Ωf
0
q˜t(t)((a˜
j
i )t(t)− (a˜ji )t(0))w˜it,j (t) ≤ δ ‖q˜t(t)‖2L2(Ωf
0
;R)
+ Cδ‖a˜t(t)− a˜t(0)‖2L6(Ωf
0
;R9)
‖∇w˜t‖2
L3(Ωf
0
;R9)
,
and by (6.7),
−
∫
Ωf
0
q˜t(t)((a˜
j
i )t(t)− (a˜ji )t(0))w˜it,j (t) ≤ δ ‖q˜t(t)‖2L2(Ωf
0
;R)
+ Cδ C(M) T ‖∇w˜t(t)‖2L3(Ωf
0
;R9)
.
In the same fashion as we proved (6.10), we use the L∞ control in L3:
‖∇w˜t(t)‖2
L3(Ωf
0
;R9)
≤ ‖∇w1‖2
L3(Ωf
0
;R9)
+ C [
∫ t
0
‖∇w˜t‖2
H1(Ωf
0
;R9)
+
∫ t
0
‖∇w˜tt‖2
L2(Ωf
0
;R9)
],
which combined with the previous inequality provides us with
−
∫
Ωf
0
q˜t(t)((a˜
j
i )t(t)− (a˜ji )t(0))w˜it,j (t)
≤ δ ‖q˜t(t)‖2L2(Ωf
0
;R)
+ Cδ C(M) T ‖∇w˜1‖2H1(Ωf
0
;R9)
+CδC(M)T [
∫ t
0
‖∇w˜t‖2H1(Ωf
0
;R9)
+
∫ t
0
‖∇w˜tt‖2L2(Ωf
0
;R9)
] . (10.12)
By (10.11) and (10.12), we finally have that
I6 ≤ (δ + δ1) [ CN(u0, f)2 + C(M)T
∫ t
0
‖w˜tt‖2H1(Ωf
0
;R3)
+ C(M)T [
∫ t
0
‖q˜t‖2H1(Ωf
0
;R)
+
∫ t
0
‖w˜t‖2H2(Ωf
0
;R3)
] + sup
[0,t]
‖w˜tt‖2L2(Ω;R3)
+ sup
[0,t]
‖w˜‖2H1(Ωs
0
;R3) ] + Cδ1 [ N(u0, f)
2 + T
∫ t
0
‖∇w˜tt‖2L2(Ωf
0
;R9)
]
+ CδC(M) T [ N(u0, f)
2 +
∫ t
0
‖∇w˜tt‖2L2(Ωf
0
;R9)
+
∫ t
0
‖∇w˜t‖2H1(Ωf
0
;R9)
] . (10.13)
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Step 7. Let I7 = −
∫ t
0
((a˜rk a˜
s
k)ttw˜,r , w˜tt,s )L2(Ωf
0
;R3)
. Then,
I7 ≤ δ
∫ t
0
‖∇w˜tt‖2L2(Ωf
0
;R9)
+ Cδ
∫ t
0
‖(˜a˜rka˜sk)tt‖2L2(Ωf
0
;R)
‖∇w˜‖2
W 1,4(Ωf
0
;R9)
≤ δ
∫ t
0
‖∇w˜tt‖2L2(Ωf
0
;R9)
+ CδC(M)
∫ t
0
‖∇w˜‖0.5
H1(Ωf
0
;R9)
‖∇w˜‖1.5
H2(Ωf
0
;R9)
,
where we have used (6.3) for the L∞ control of a˜tt, a˜t and a˜ respectively in L
2, H1 and H2.
Thus,
I7 ≤ δ
∫ t
0
‖∇w˜tt‖2L2(Ωf
0
;R9)
+ CδC(M) T
1
4 [ N(u0, f)
2 + T
∫ t
0
‖∇w˜t‖2H1(Ωf
0
;R9)
+
∫ t
0
‖∇w˜‖2
H2(Ωf
0
;R9)
] . (10.14)
Step 8. Let I8 = −
∫ t
0
((a˜rk a˜
s
k)tw˜t,r , w˜tt,s )L2(Ωf
0
;R3)
. Then,
I8 ≤ δ
∫ t
0
‖∇w˜tt‖2L2(Ωf
0
;R9)
+ Cδ
∫ t
0
‖(˜a˜rka˜sk)t‖2L4(Ωf
0
;R)
‖∇w˜t‖2L4(Ωf
0
;R9)
≤ δ
∫ t
0
‖∇w˜tt‖2L2(Ωf
0
;R9)
+ CδC(M)
∫ t
0
‖∇w˜t‖0.5L2(Ωf
0
;R9)
‖∇w˜t‖1.5H1(Ωf
0
;R9)
.
Consequently,
I8 ≤ δ
∫ t
0
‖∇w˜tt‖2L2(Ωf
0
;R9)
+ CδC(M) T
1
4 [ N(u0, f) + T
∫ t
0
‖∇w˜tt‖2L2(Ωf
0
;R9)
+
∫ t
0
‖∇w˜t‖2H1(Ωf
0
;R9)
] . (10.15)
Step 9. Thus, from (9.53), and estimates (10.2)-(10.15), we then obtain the inequality
sup
[0,T ]
‖w˜tt(t)‖2L2(Ω;R3) +
∫ T
0
‖w˜tt‖2H1(Ωf
0
;R3)
+ sup
[0,T ]
‖w˜t‖2H1(Ωs
0
;R3)
≤ [ Cδ(1 + C(M))N(u0, f)2 + Cδ1(1 + TC(M) +N(u0, f)2) ] ‖(w˜, q˜)‖2ZT
+ Cδ1N(u0, f)
2 + Cδ1T
1
4 ‖(w˜, q˜)‖2ZT + CδC(M)T
1
4 (‖(w˜, q˜)‖2ZT +N(u0, f)2). (10.16)
10.2. Estimate of w˜t independent of the regularization of a˜.
In this subsection, let Ψi be one of the H
3 charts defining a neighborhood of Ωs0 and let
Wi = ζ
2
i w˜ ◦Ψi. Since the estimates that follow do not depend on the choice of Ψi, we will
denote Wi simply by W .
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Recall that for all φ ∈ L2(0, T ;H1(R3;R3)),∫ T
0
(Wtt, φ)L2(R3;R3) dt+ ν
∫ T
0
((b˜rk b˜
s
kW,r )t, φ,s )L2(R3
+
;R3) dt
+
∫ T
0
(CirksW k,r , φ
i,s )L2(R3
−
;R) dt−
∫ T
0
((b˜jiQ)t, φ
i,j )L2(R3
+
;R)dt
=
∫ T
0
(F1t, φ)L2(R3
+
;R3) + (Hit, φ,i )L2(R3
+
;R3) dt
+
∫ T
0
(F2t, φ)L2(R3
−
;R3) + (Kit, φ,i )L2(R3
−
;R3) dt .
With the choice of φ = D−hDhWt in this variational formulation, which is possible since
w˜t ∈ L2(0, T ;H10 (Ω;R3)), we then get
1
2
‖DhWt(T )‖2L2(R3;R3) + ν
∫ T
0
(b˜rk b˜
s
kDhWt,r , DhWt,s )L2(R3
+
;R3)
+
1
2
(CirksDhW
k,r (T ), DhW
i,s (T ))L2(R3
−
;R) −
∫ T
0
(Dh(b˜
j
iQ)t, DhW
i
t ,j )L2(R3+;R)
+ ν
∫ T
0
(Dh(b˜
r
k b˜
s
k)Wt,
h
r , DhWt,s )L2(R3
+
;R3) + ν
∫ T
0
((b˜rk b˜
s
k)tDhW,r , DhWt,s )L2(R3
+
;R3)
+ ν
∫ T
0
(Dh(b˜
r
k b˜
s
k)tW,
h
r , DhWt,s )L2(R3
+
;R3) +
∫ T
0
(DhC
irksW k,r ,DhW
i
t ,s )L2(R3
−
;R)
≤ C N(u0, f)2 +
∫ T
0
(F1t,D−hDhWt)L2(R3
+
;R3) + (DhHit, DhWt,i )L2(R3
+
;R3)
+
∫ T
0
(F2t,D−hDhWt)L2(R3
−
;R3) + (DhHit,DhWt,i )L2(R3
−
;R3) . (10.17)
Since the estimation of the integrals with the indefinite sign in this inequality does not
create any new difficulty with respect to the estimates that we have obtained in the previous
subsection (they are even easier since the more difficult integrals I5 and I6 do not have an
analogue here), we provide the details in the appendix. With δ > 0 to be fixed later, this
leads us to∫ T
0
‖Dh∇Wt‖2L2(R3
+
;R9) + sup
[0,T ]
‖Dh∇W‖2L2(R3
+
;R9)
≤ [ Cδ(1 + C(M))N(u0, f)2 + Cδ1(1 + TC(M) +N(u0, f)2) ] ‖(w˜, q˜)‖2ZT
+Cδ1N(u0, f)
2 + Cδ1T
1
4 ‖(w˜, q˜)‖2ZT +CδC(M)T
1
4 (‖(w˜, q˜)‖2ZT +N(u0, f)2).
We remark here that the estimates obtained in this section could have been performed with
t ∈ (0, T ) generically replacing T ; this explains the presence of
sup
[0,T ]
‖Dh∇W‖L2(R3
+
;R9)
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on the left-hand side of this inequality. As this inequality is independent of h, we then
deduce that∫ T
0
‖∇0∇Wt‖2L2(R3
+
;R18) + sup
[0,T ]
‖∇0∇W‖2L2(R3
+
;R18)
≤ [ Cδ(1 + C(M))N(u0, f)2 + Cδ1(1 + TC(M) +N(u0, f)2) ] ‖(w˜, q˜)‖2ZT
+Cδ1N(u0, f)
2 + Cδ1T
1
4 ‖(w˜, q˜)‖2ZT +CδC(M)T
1
4 (‖(w˜, q˜)‖2ZT +N(u0, f)2),
and thus for the trace, where we will denote for notational convenience R2 = {x3 = 0},∫ T
0
‖∇0Wt‖2H0.5(R2;R6) + sup
[0,T ]
‖∇0W‖2H0.5(R2;R6)
≤ [ Cδ(1 + C(M))N(u0, f)2 + Cδ1(1 + TC(M) +N(u0, f)2) ] ‖(w˜, q˜)‖2ZT
+Cδ1N(u0, f)
2 + Cδ1T
1
4 ‖(w˜, q˜)‖2ZT +CδC(M)T
1
4 (‖(w˜, q˜)‖2ZT +N(u0, f)2),
which implies that
∫ T
0
‖Wt‖2H1.5(R2;R3) + sup
[0,T ]
‖W‖2H1.5(R2;R3)
≤ [ Cδ(1 + C(M))N(u0, f)2 + Cδ1(1 + TC(M) +N(u0, f)2) ] ‖(w˜, q˜)‖2ZT
+Cδ1N(u0, f)
2 + Cδ1T
1
4 ‖(w˜, q˜)‖2ZT +CδC(M)T
1
4 (‖(w˜, q˜)‖2ZT +N(u0, f)2).
Since this has been done for any W = ζ2i w˜ ◦ Ψi, we then deduce by the finite covering
argument and the fact that each Ψi is of class H
3 that
∫ T
0
‖w˜t‖2H1.5(Γ0;R3) + sup
[0,T ]
‖w˜‖2H1.5(Γ0;R3)
≤ [ Cδ(1 + C(M))N(u0, f)2 + Cδ1(1 + TC(M) +N(u0, f)2) ] ‖(w˜, q˜)‖2ZT
+ Cδ1N(u0, f)
2 + Cδ1T
1
4 ‖(w˜, q˜)‖2ZT + CδC(M)T
1
4 (‖(w˜, q˜)‖2ZT +N(u0, f)2). (10.18)
Elliptic regularity for the Stokes problem (see [12]) (for t ∈ [0, T ] considered as fixed)
−ν△[w˜it ◦ η˜−1] + (q˜t ◦ η˜−1),i = −w˜itt ◦ η˜−1 + F it ◦ η˜−1 + ν(a˜jl ,j a˜kl w˜i,k )t ◦ η˜−1
− [a˜ji ,j q˜]t ◦ η˜−1 − [(a˜ki )tq˜,k ] ◦ η˜−1
+ ν[(a˜jl a˜
k
l )tw˜
i,k ],j ◦η˜−1 in η˜(t,Ωf0 )
div(w˜t ◦ η˜−1)(t, ·) = −[(a˜ji )twi,j ] ◦ η˜−1 in η˜(t,Ωf0 )
w˜t ◦ η˜−1(t, ·) = 0 on η˜(t, ∂Ω)
w˜t ◦ η˜−1(t, ·) = w˜t ◦ η˜−1(t, ·) on η˜(t,Γ0) ,
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then implies with the L∞ in time estimate (6.8) of η (and thus of η˜) into H3
‖w˜t ◦ η˜−1(t)‖H2(η˜(t,Ωf
0
);R3)
+ ‖q˜t ◦ η˜−1(t)‖H1(η˜(t,Ωf
0
);R)
≤ C[‖ − w˜itt ◦ η˜−1 + F it ◦ η˜−1 − [(a˜ki )tq˜,k ] ◦ η˜−1 + ν[(a˜jl a˜kl )tw˜i,k ],j ◦η˜−1‖L2(η˜(t,Ωf
0
);R3)
+ ‖(a˜jl ,j a˜kl w˜,k )t‖2L2(η˜(t,Ωf
0
);R3)
+ ‖w˜t ◦ η˜−1(t)‖H1.5(η˜(t,Γ0);R3)
+ ‖[a˜ji ,j q˜]t ◦ η˜−1‖2L2(η˜(t,Ωf
0
);R)
] .
Thus, still with (6.8) and (6.7),
‖w˜t(t)‖H2(Ωf
0
;R3)
−C ‖∇w˜t(t)‖L4(Ωf
0
;R9)
+ ‖q˜t(t)‖H1(Ωf
0
;R)
≤ C [ ‖w˜tt‖L2(Ωf
0
;R3)
+ ‖∇w˜‖
W 1,4(Ωf
0
;R9)
+ ‖∇w˜‖
L4(Ωf
0
;R9)
+ ‖∇w˜t‖L4(Ωf
0
;R9)
+ ‖∇q˜‖
L4(Ωf
0
;R3)
+ ‖ft‖L2(Ω;R3) + ‖w˜t‖H1.5(Γ0;R3) +
√
T‖q˜t‖L2(Ωf
0
;R)
] ,
from which we immediately infer that
∫ T
0
‖w˜t(t)‖2H2(Ωf
0
;R3)
+
∫ T
0
‖q˜t(t)‖2H1(Ωf
0
;R)
≤ C [
∫ T
0
‖w˜tt‖2L2(Ωf
0
;R3)
+
∫ T
0
‖ft‖2L2(Ω;R3) +
∫ T
0
‖w˜t‖2H1.5(Γ0;R3)
+ T
1
4 [ ‖∇w˜1‖2
H1(Ωf
0
;R9)
+ T
∫ T
0
‖∇w˜tt‖2
H1(Ωf
0
;R9)
+
∫ T
0
‖∇w˜t‖2
H1(Ωf
0
;R9)
]
+ T
1
4 [ ‖∇u0‖2H1(Ωf
0
;R9)
+ T
∫ T
0
‖∇w˜t‖2H1(Ωf
0
;R9)
+
∫ T
0
‖∇w˜‖2
H2(Ωf
0
;R9)
]
+ T
1
4 [ N(u0, f)
2 + T
∫ T
0
‖q˜t‖2
L2(Ωf
0
;R)
+
∫ T
0
‖q˜‖2
H1(Ωf
0
;R)
] ] .
Thus, with the trace estimate (10.18) and (10.16),
∫ T
0
‖w˜t‖2H2(Ωf
0
;R3)
+
∫ T
0
‖q˜t‖2H1(Ωf
0
;R)
≤ [ Cδ(1 + C(M))N(u0, f)2 + Cδ1(1 + TC(M) +N(u0, f)2) ] ‖(w˜, q˜)‖2ZT
+ Cδ1N(u0, f)
2 + CδC(M)T
1
4 (‖(w˜, q˜)‖2ZT +N(u0, f)2) + Cδ1T
1
4 ‖(w˜, q˜)‖2ZT . (10.19)
Similarly, the classical elliptic regularity theory for the elasticity problem (for t ∈ [0, T ])
−[cijklw˜k,l ],j = −w˜tt + ft in Ωs0
w˜(t, ·) = w˜(t, ·) on Γ0 = ∂Ωs0 ,
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implies that ‖w˜‖H2(Ωs
0
;R3) ≤ C [ ‖− w˜tt+ ft‖L2(Ωs
0
;R3)+ ‖w˜‖H1.5(Γ0;R3) ] , which with (10.18)
and (10.16) provides us with the estimate
sup
[0,T ]
‖w˜‖2H2(Ωs
0
;R3)
≤ [ Cδ(1 + C(M))N(u0, f)2 + Cδ1(1 + TC(M) +N(u0, f)2) ] ‖(w˜, q˜)‖2ZT
+ Cδ1N(u0, f)
2 + CδC(M)T
1
4 (‖(w˜, q˜)‖2ZT +N(u0, f)2) + Cδ1T
1
4 ‖(w˜, q˜)‖2ZT . (10.20)
10.3. Estimate of w˜ independent of the regularization of a˜.
Just as in the previous subsection, W again denotes Wi = ζ
2 w˜ ◦ Ψi, where recall that
Ψi denotes the ith chart.
Choosing φ = D−hDhD−hDhW in the variational formulation (9.64), we then find that
1
2
‖D−hDhW (T )‖2L2(R3;R3) + ν
∫ T
0
(b˜rk b˜
s
kD−hDhW,r , D−hDhW,s )L2(R3
+
;R3)
+
1
2
(CirksD−hDh
∫ T
0
W k,r , D−hDh
∫ T
0
W i,s )L2(R3
−
;R)
−
∫ T
0
(D−hDh(b˜
j
iQ), D−hDhW
i,j )L2(R3
+
;R)
+ ν
∫ T
0
(D−hDh(b˜
r
k b˜
s
k)W,r , D−hDhW,s )L2(R3
+
;R3)
−
1∑
p=0
ν
∫ T
0
(D(−1)ph(b˜
r
k b˜
s
k)D(−1)phW,r , D−hDhW,s )L2(R3
+
;R3)
+
∫ T
0
(D−hDh[C
irks]
∫ T
0
W k,r ,D−hDhW
i,s )L2(R3
−
;R)
−
1∑
p=0
∫ T
0
(D(−1)ph[C
irks]
∫ T
0
D(−1)phW
k,r ,D−hDhW
i,s )L2(R3
−
;R)
≤ C N(u0, f)2 +
∫ T
0
(D−hF1,DhD−hDhW )L2(R3
+
;R3)
+
∫ T
0
(D−hDhHi, D−hDhW,i )L2(R3
+
;R3)
+
∫ T
0
(D−hDhF2, D−hDhW )L2(R3
−
;R3) + (D−hDhKi, DhW,i )L2(R3
−
;R3) . (10.21)
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Similarly as in the previous subsection, the estimates provided in the appendix yield (with
δ > 0 to be fixed later)
∫ T
0
‖D−hDh∇W‖2L2(R3
+
;R9) + sup
[0,T ]
‖D−hDh∇
∫
·
0
W‖2
L2(R3
+
;R9)
≤ Cδ (1 + C(M))N(u0, f)2 ‖(w˜, q˜)‖2ZT + CN(u0, f)2
+ CδC(M)T
1
4 (‖(w˜, q˜)‖2ZT +N(u0, f)2) .
As this inequality is independent of h, we deduce just as in the previous section that
∫ T
0
‖w˜‖2H2.5(Γ0;R3) + sup
[0,T ]
‖
∫
·
0
w˜‖2H2.5(Γ0;R3)
≤ Cδ (1 + C(M))N(u0, f)2 ‖(w˜, q˜)‖2ZT + CN(u0, f)2
+ CδC(M)T
1
4 (‖(w˜, q˜)‖2ZT +N(u0, f)2) . (10.22)
Elliptic regularity for the Stokes problem (see [12]) for t ∈ [0, T ]
−ν△[w˜ ◦ η˜−1](t, ·) +∇(q˜ ◦ η˜−1)(t, ·) = −w˜t ◦ η˜−1 + f + νa˜jl ,j ◦η−1(w˜ ◦ η−1),l
− (a˜ji ,j q˜) ◦ η˜−1in η˜(t,Ωf0)
div(w˜ ◦ η˜−1)(t, ·) = 0 in η˜(t,Ωf0 )
(w˜ ◦ η˜−1)(t, ·) = 0 on η˜(t, ∂Ω)
(w˜ ◦ η˜−1)(t, ·) = (w˜ ◦ η˜−1)(t, ·) on η˜(t,Γ0) ,
then implies with (6.8)
‖w˜ ◦ η˜−1(t)‖
H3(η˜(t,Ωf
0
);R3)
+ ‖q˜ ◦ η˜−1(t)‖
H2(η˜(t,Ωf
0
);R)
≤ C [ ‖ − w˜t ◦ η˜−1 + f + νa˜jl ,j ◦η−1(w˜ ◦ η−1),l ‖H1(η˜(t,Ωf
0
);R3)
+ ‖(a˜ji ,j q˜) ◦ η˜−1‖H1(η˜(t,Ωf
0
);R)
+ ‖w˜ ◦ η˜−1(t)‖H2.5(η˜(t,Γ0);R3)] .
Thus, with (6.8)
‖w˜(t)‖
H3(Ωf
0
;R3)
− C ‖w˜(t)‖
W 2,4(Ωf
0
;R3)
+ ‖q˜(t)‖
H2(Ωf
0
;R)
− C ‖q˜(t)‖
W 1,4(Ωf
0
;R)
≤ C [ ‖w˜t‖H1(Ωf
0
;R3)
+ ‖w˜‖
W 2,4(Ωf
0
;R3)
+ ‖f‖H1(Ω;R3) + ‖w˜‖H2.5(Γ0;R3)] ,
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from which we immediately infer,∫ T
0
‖w˜(t)‖2
H3(Ωf
0
;R3)
+
∫ T
0
‖q˜(t)‖2
H2(Ωf
0
;R)
≤ C [ TN(u0, f)2 + T 2
∫ T
0
‖w˜t‖2
H1(Ωf
0
;R3)
+
∫ T
0
‖f‖2H1(Ω;R3) +
∫ T
0
‖w˜‖2H2.5(Γ0;R3)
+ C T
1
4 [ N(u0, f)
2 + T
∫ T
0
‖q˜t‖2H1(Ωf
0
;R3)
+
∫ T
0
‖q˜‖2
H2(Ωf
0
;R3)
]
+ C T
1
4 [‖u0‖2H2(Ωf
0
;R3)
+ T
∫ T
0
‖w˜t‖2H2(Ωf
0
;R3)
+
∫ T
0
‖w˜‖2
H3(Ωf
0
;R3)
] ] .
Thus, with the trace estimate (10.22),∫ T
0
‖w˜‖2
H3(Ωf
0
;R3)
+
∫ T
0
‖q˜‖2
H2(Ωf
0
;R)
≤ [ Cδ(1 + C(M))N(u0, f)2 + Cδ1(1 + TC(M) +N(u0, f)2) ] ‖(w˜, q˜)‖2ZT
+ Cδ1N(u0, f)
2 + CδC(M)T
1
4 (‖(w˜, q˜)‖2ZT +N(u0, f)2) + Cδ1T
1
4 ‖(w˜, q˜)‖2ZT . (10.23)
Similarly, elliptic regularity for the elasticity problem (for t ∈ [0, T ])
−[cijkl
∫ t
0
w˜k,l ],j = −w˜t + f in Ωs0∫ t
0
w˜(t, ·) =
∫ t
0
w˜(t, ·) on Γ0 = ∂Ωs0 ,
implies that
‖
∫ t
0
w˜‖H3(Ωs
0
;R3) ≤ C [ ‖ − w˜t + f‖H1(Ωs
0
;R) + ‖
∫ t
0
w˜‖H2.5(Γ0;R3) ] ,
which with (10.22) and (10.16) provides the inequality
sup
[0,T ]
‖
∫
·
0
w˜‖2H3(Ωs
0
;R3)
≤ [ Cδ(1 + C(M))N(u0, f)2 + Cδ1(1 + TC(M) +N(u0, f)2) ] ‖(w˜, q˜)‖2ZT
+ Cδ1N(u0, f)
2 + CδC(M)T
1
4 (‖(w˜, q˜)‖2ZT +N(u0, f)2) + Cδ1T
1
4 ‖(w˜, q˜)‖2ZT . (10.24)
10.4. Existence and uniqueness of a smooth solution for the non-regularized
system (7.1). We now infer from (10.16), (10.19), (10.20), (10.23) and (10.24) that
‖(w˜, q˜)‖2ZT
≤ [ Cδ(1 + C(M) +N(u0, f)2) +Cδ1(1 + TC(M) +N(u0, f)2) ] ‖(w˜, q˜)‖2ZT
+ Cδ1N(u0, f)
2 + CδC(M)T
1
4 (‖(w˜, q˜)‖2ZT +N(u0, f)2) + Cδ1T
1
4‖(w˜, q˜)‖2ZT ,
this inequality being independent of the smoothing parameter of a˜.
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We will call the constant C in this inequality C1 to indicate that at this stage it is a
constant given by our successive estimates which, for the sake of conciseness, we have yet
to make explicit.
First, we fix δ1 so that
C1δ1 ≤ 1
8
and C1δ1N(u0, f)
2 ≤ 1
8
.
The constant Cδ1 becomes thus determined, and we have that
‖(w˜, q˜)‖2ZT ≤ [C1δ (1 + C(M))N(u0, f)2 + C1δ1TC(M)] ‖(w˜, q˜)‖2ZT
+ [Cδ1 +CδC(M)] T
1
4‖(w˜, q˜)‖2ZT + Cδ1N(u0, f)2
+ CδC(M)N(u0, f)
2T
1
4 +
1
4
‖(w˜, q˜)‖2ZT .
Now let
M = sup(M0, 2 [C1 + Cδ1 ] N(u0, f)
2) . (10.25)
Consequently, C(M) becomes a fixed constant. Now, let us fix δ > 0 small enough so that
‖(w˜, q˜)‖2ZT ≤ [
1
8
+ C1δ1TC(M) + [Cδ1 + CδC(M)]T
1
4 ] ‖(w˜, q˜)‖2ZT
+ CδC(M) T
1
4 N(u0, f)
2 +Cδ1 N(u0, f)
2 +
1
4
‖(w˜, q˜)‖2ZT .
Now, let T ∈ (0, TM ) be small enough so that
3
4
‖(w˜, q˜)‖2ZT ≤
1
4
‖(w˜, q˜)‖2ZT + C1 N(u0, f)2 + Cδ1 N(u0, f)2,
which implies
‖(w˜, q˜)‖2ZT ≤M . (10.26)
Henceforth, we revert to our original notation, denoting w˜ and a˜ by the sequential nota-
tion wn and an, respectively. The uniform bound (10.26) ensures the existence of a weakly
convergent subsequence (wσ(n), qσ(n)) in the reflexive Hilbert space YT such that
(wσ(n), qσ(n))⇀ (w, q) in YT .
The usual compactness arguments then provide the strong convergence
(wσ(n), qσ(n))→ (w, q) in L2(0, T ;H2(Ωf0 ;R3))× L2(0, T ;H1(Ωf0 ;R)) . (10.27)
Combined with the strong convergence
an → a in L2(0, T ;H2(Ωf0 ;R9))
(which follows from the mollification process), the Sobolev embeddings provide the strong
convergence
ana
T
n∇wn → aaT∇w in L2(0, T ;L2(Ωf0 ;R9)) ,
aTn qn → aT q in L2(0, T ;L2(Ωf0 ;R9)) .
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We then deduce from (9.27) that for each φ ∈ L2(0, T ;H10 (Ωf0 ;R3)),∫ T
0
(wt, φ)L2(Ω;R3) dt+ ν
∫ T
0
(arkw,r , a
s
kφ,s )L2(Ωf
0
;R3)
dt
+
∫ T
0
(cijkl
∫ t
0
wk,l , φ
i,j )L2(Ωs
0
;R) dt+
∫ T
0
(q, alkφ
k,l )L2(Ωf
0
;R)
dt
=
∫ T
0
(f ◦ η, φ)
L2(Ωf
0
;R3)
+ (f, φ)L2(Ωs
0
;R3) dt , (10.28)
which combined with the fact that, from (10.27), for all t ∈ [0, T ], w(t) ∈ Vv(t), proves that
w is a weak solution of (7.1).
Since w ∈ L2(0, T ;H10 (Ω;R3)) we infer the uniqueness of a solution in YT to this system
in the same classical fashion as for the solution w˜ of the regularized problem.
Moreover, it is also immediate that we have from (10.26) the estimate
‖w‖2WT ≤M . (10.29)
This concludes the proof of Theorem 7.1.
Henceforth, M is given by (10.25) and T is chosen such that (10.26) holds.
11. The fixed-point scheme for the nonlinear problem
We will make use of the Tychonoff Fixed-Point Theorem in our fixed point procedure
(see, for example, [9]). Recall that this states that for a reflexive separable Banach space
X, and C ⊂ X a closed, convex, bounded subset, if F : C → C is weakly sequentially
continuous into X, then F has at least one fixed-point.
With the quantities M and T being defined as in the previous section, we make the
following
Definition 11.1. We define a mapping ΘT from CT (M) into itself (from estimate (10.29)),
which to a given element v ∈WT associates w ∈WT , the unique solution in YT of (7.1).
We next have the following weak sequential continuity result.
Lemma 11.1. The mapping ΘT associating w to v ∈ CT (M) is weakly sequentially contin-
uous from CT (M) into CT (M) (endowed with the norm of XT ).
Proof. Let (vp)p∈N be a given sequence of elements of CT (M) weakly convergent (in XT )
toward a given element v ∈ CT (M) ( CT (M) is sequentially weakly closed as a closed convex
set) and let (vσ(p))p∈N be any subsequence of this sequence.
Since V 3f (T ) is compactly embedded into L
2(0, T ;H2(Ωf0 ;R
3)), we deduce the following
strong convergence results in L2(0, T ;L2(Ωf0 ;R)) as p goes to ∞:
(ajl )p(a
k
l )p → ajl akl , (11.1a)
[(ajl )p(a
k
l )p],j → (ajl akl ),j , (11.1b)
(aki )p → aki , (11.1c)
f i ◦ ηp → f i ◦ η . (11.1d)
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Now, let wp = ΘT (vp) and let qp be the associated pressure, so that (qp)p∈N is in a bounded
set of V 2f (T ). Since YT = XT × V 2f (T ) is a reflexive Hilbert space, let (wσ′(p), qσ′(p))p∈N be
a subsequence weakly converging in YT toward an element (w, q) ∈ YT . Since CT (M) is
weakly closed in XT , we also have w ∈ CT (M).
We can then infer in a similar fashion as for the proof of (10.28) in the previous section
that for each φ ∈ L2(0, T ;H10 (Ωf0 ;R3))),∫ T
0
(wt, φ)L2(Ω;R3) dt+ ν
∫ T
0
(arkw,r , a
s
kφ,s )L2(Ωf
0
;R3)
dt
+
∫ T
0
(cijkl
∫ t
0
wk,l , φ
i,j )L2(Ωs
0
;R) dt+
∫ T
0
(q, alkφ
k,l )L2(Ωf
0
;R)
dt
=
∫ T
0
(f ◦ η, φ)
L2(Ωf
0
;R3)
+ (f, φ)L2(Ωs
0
;R3) dt ,
which combined with the fact that, from (11.1), for all t ∈ [0, T ], w(t) ∈ Vv(t), shows that
w is a weak solution of (7.1) in CT (M), i.e. w = ΘT (v).
Therefore, we deduce that the whole sequence (ΘT (vn))n∈N weakly converges in CT (M)
toward ΘT (v), which concludes the proof. 
12. Proof of theorem 5.1
The mapping Θ being weakly continuous from the closed bounded convex set CT (M) into
itself from Lemma 11.1, we infer from the Tychonoff fixed point theorem (see for instance
[9]) that it admits (at least) one fixed point v = Θ(v) in CT . Moreover, since T ≤ TM ,
Lemma 6.5 ensures us that there is no collision between solids or between a solid and ∂Ω.
Thus, (v, q) is a solution of (3.2). Note that the continuity of the Lagrangian velocities
vf = vs at the interface Γ0 is ensured by our functional framework, since (v, q) ∈ XT
implies v ∈ L2(0, T ;H10 (Ω;R3)), which provides the equality vf = vs in H
1
2 (Γ0;R
3).
13. Uniqueness
Uniqueness will be obtained under stronger assumptions than the ones used to establish
existence, for reasons that will be explained hereafter.
If (v˜, q˜) ∈ YT is another solution of (3.2), then,
(v − v˜)it − ν(ajl akl (vi,k −v˜i,k )),j +aki (q,k −q˜,k ) = δf i in (0, T )× Ωf0 , (13.1a)
aki (v − v˜)i,k = δa in (0, T ) × Ωf0 , (13.1b)
(v − v˜)it − [cijkl
∫ t
0
(v − v˜)k,l ],j = 0 in (0, T ) ×Ωs0 , (13.1c)
ν(vf − v˜f )i,k akl ajlNj − (q − q˜)ajiNj = cijkl
∫ t
0
(vs − v˜s)k,l Nj
+ δgi on (0, T )× Γ0 , (13.1d)
v − v˜ = 0 on (0, T ) × ∂Ω , (13.1e)
v − v˜ = 0 on {0} × Ω , (13.1f)
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with
δf i = −ν((ajl akl − a˜jl a˜kl ) v˜i,k )),j +f ◦ η − f ◦ η˜ + (−aki + a˜ki )q˜,k in (0, T ) ×Ωf0 , (13.2a)
δa = (a˜ki − aki )v˜i,k in (0, T ) × Ωf0 , (13.2b)
δgi = ν(v˜f ,ik a˜
k
l a˜
j
lNj − v˜f ,ik akl ajlNj)− q˜(a˜ji − aji )Nj on (0, T )× Γ0. (13.2c)
If we view this problem with v − v˜ as the unknown velocity and q − q˜ as the associated
pressure in the fluid, this problem looks similar to the linear problem (7.1); it is tempting
to conclude that similar estimates as in the study of the regularity of (7.1) would yield
a differential inequality that would provide uniqueness. It appears, however, that such a
procedure fails because due to the Dirichlet boundary condition on ∂Ω for the velocity,
we are not able to get the necessary information on the second derivative of the pressure
function. Such information is crucial since δftt contains q˜tt, which makes the second time
differentiated problem impossible to estimate.
For this reason, we will need to impose more regularity on the data and forcing functions,
so that we, in turn, have enough information on q˜tt, which will then be viewed as a coefficient
in the study of the regularity of (13.1) in YT .
We first update the functional framework. Let us denote
V 4f (T ) = {u ∈ L2(0, T ;H4(Ωf0 ;R3))| ut ∈ V 3f (T )},
V 4s (T ) = {u ∈ L2(0, T ;H4(Ωs0;R3))| ut ∈ V 3s (T )} .
Let us the denote the reflexive separable Hilbert space
XuT = {u ∈ L2(0, T ;H10 (Ω;R3))| (uf ,
∫
·
0
us) ∈ V 4f (T )× V 4s (T )} ,
endowed with its natural norm
‖u‖2Xu
T
= ‖ut‖2XT + ‖u‖2L2(0,T ;H4(Ωf
0
;R3))
+ ‖
∫
·
0
u‖2L2(0,T ;H4(Ωs
0
;R3)) .
In a similar fashion, we introduce
Y uT = {(u, p)| u ∈ XuT , p ∈ L2(0, T ;H3(Ωf0 ;R)), pt ∈ L2(0, T ;H2(Ωf0 ;R)),
ptt ∈ L2(0, T ;H1(Ωf0 ;R))} ,
endowed with its natural norm
‖(u, p)‖2Y u
T
=‖u‖2Xu
T
+ ‖p‖2
L2(0,T ;H3(Ωf
0
;R))
+ ‖pt‖2L2(0,T ;H2(Ωf
0
;R))
+ ‖ptt‖2L2(0,T ;H1(Ωf
0
;R))
.
We will also need
W uT = {u ∈ XuT | uttt ∈ L∞(0, T ;L2(Ω;R3)),
∫
·
0
u ∈ L∞(0, T ;H4(Ωs0;R3)
u ∈ L∞(0, T ;H3(Ωs0;R3), ut ∈ L∞(0, T ;H2(Ωs0;R3)
utt ∈ L∞(0, T ;H1(Ωs0;R3)} ,
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endowed with its natural norm
‖u‖2Wu
T
= ‖u‖2Xu
T
+ ‖uttt‖2L∞(0,T ;L2(Ω;R3)) + ‖
∫
·
0
u‖2L∞(0,T ;H4(Ωs
0
;R3))
+ ‖u‖2L∞(0,T ;H3(Ωs
0
;R3)) + ‖ut‖2L∞(0,T ;H2(Ωs
0
;R3)) + ‖utt‖2L∞(0,T ;H1(Ωs
0
;R3)) ,
as well as ZuT (T ) = {(u, p) ∈ Y uT | u ∈W uT } endowed with its natural norm,
‖(u, p)‖2Zu
T
=‖u‖2Wu
T
+ ‖p‖2
L2(0,T ;H3(Ωf
0
;R))
+ ‖pt‖2L2(0,T ;H2(Ωf
0
;R))
+ ‖ptt‖2L2(0,T ;H1(Ωf
0
;R))
.
We can then define the convex set CuM (T ) in the same fashion as CM (T ), with W
U
T
replacing WT and with the additional condition wtt(0) = w2 where w2 has been defined in
(9.2).
We can then prove, in a way similar to the proof of Theorem 7.1 (with the introduction
of the penalized problems, time differentiated three times now) that the following holds:
Theorem 13.1. With the same assumptions as in Theorem 5.1 and under the supplementary
conditions Ω of class H4, Ωs0 of class H
5, the initial data u0 ∈ H7(Ωf0 ;R3) ∩H4(Ωs0;R3) ∩
H10 (Ω;R
3)∩L2div,f , f(0) ∈ H5(Ω;R3), satisfying the supplementary compatibility conditions
(recall the assumption of Section 2)
[(ν[∇wf2 N ]i + 2νwf1 ,ik (akl ajl )t(0)Nj+νuf0 ,ik (akl ajl )tt(0))3i=1]tan
= [ (cijklws1,
k
l Nj)
3
i=1 ]tan on Γ0,
w2 ∈ H10 (Ω;R3),
and the supplementary assumption on the forcing function that
f ∈ L2(0, T¯ ;H3(Ω;R3)), ft ∈ L2(0, T¯ ;H2(Ω;R3)), ftt ∈ L2(0, T¯ ;H1(Ω;R3))
fttt ∈ L2(0, T¯ ;L2(Ω;R3)),
we have the existence of T > 0 such that there exists a solution (v, q) ∈ Y uT of (3.2).
Furthermore, v ∈ CuM (T ) for M appropriate.
We can now get estimates for (13.1) which will give an appropriate differential inequality,
in the space ZT used to prove Theorem 7.1. We notice that this problem is similar to (7.1)
except for the divergence-type condition which is not set to zero, and the boundary forcing
on the interface.
The Neumann forcing does not give any specific difficulty, and can be handled without
modification of our previous estimates.
The divergence-type condition does not bring any difficulty either because we do not need
to establish the existence of a solution to (13.1), since it comes de facto from the definition
of v and v˜; we can directly use this condition in the steps where we obtained ǫ-independent
estimates for wtt, wt and w. We also do not have to regularize the coefficients, since the
regularity of w is a given. Those three steps would provide us in the same fashion as for the
proof of Theorem 7.1 with the appropriate estimates to be made precise later. Note that
this process works because the right-hand side of the divergence condition for w in (13.1)
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has (roughly speaking) the term ∇η − ∇η˜, which has one time derivative less than the
right-hand side ∇v−∇v˜ (the term ∇v on the right-hand side being viewed as a coefficient
whose regularity is given by Theorem 13.1).
We are now in a position to state the uniqueness result.
Theorem 13.2. With the same assumptions as in Theorem 13.1, and with the additional
assumption that there exists K > 0 such that
∀t ≤ T¯ , ∀(x, y) ∈ Ω×Ω,
|f(t, x)− f(t, y)|+ |∇f(t, x)−∇f(t, y)|+ |ft(t, x)− ft(t, y)|
+|∇ft(t, x)−∇ft(t, y)|+ |ftt(t, x)− ftt(t, y)| + |∇2f(t, x)−∇2f(t, y)| ≤ K |x− y| ,
(13.3)
i.e, f , ∇f , ∇2f , ft, ∇ft and ftt are uniformly Lipschitz continuous in the spatial variable,
then the solution is unique.
Proof. With those assumptions on f , we have for the forcing f ◦η−f ◦ η˜ appearing in (13.1)
an estimate
‖f ◦ η − f ◦ η˜‖
L2(0,T ;H2(Ωf
0
;R3))
+ ‖(f ◦ η − f ◦ η˜)t‖L2(0,T ;H1(Ωf
0
;R3))
+ ‖(f ◦ η − f ◦ η˜)tt‖L2(0,T ;L2(Ωf
0
;R3))
≤ C ‖η − η˜‖V 3
f
(T ) .
The other terms associated to δf , δg, δa have the same effect in the integral estimates for
wtt, wt and w. This leads us to
∀t ∈ (0, T ), ‖(v − v˜, q − q˜)‖Zt ≤ C1 ‖η − η˜‖V 3
f
(t) . (13.4)
where the constant C1 depends here on the same variables as the generic constant C as well
as on the initial data. This thus implies
∀t ∈ (0, T ), ‖v − v˜‖V 3
f
(t) ≤ C1 ‖η − η˜‖V 3
f
(t),
from which we infer
∀t ∈ (0, T ), ‖v − v˜‖V 3
f
(t) ≤ C1
∫ t
0
‖v − v˜‖V 3
f
(t) ≤ C1t ‖v − v˜‖V 3
f
(t),
which shows that for T1 =
1
2C1
, we have v = v˜ on [0, T1]. We can then iterate this, starting
from the initial time set at T1, which gives in a similar fashion, since v(T1) = v˜(T1), that
v = v˜ on [T1, 2T1]. By induction, we get v = v˜ on [0, T ]. 
14. concluding remarks
Whereas the fluid-solid interaction is indeed a moving interface problem, it appears that
the methods for its analysis differ drastically from the classical methods developed for the
Navier-Stokes fluid interfaces independently by Solonnikov (see [20] and references therein)
and Beale [2].
First, our functional framework scales in a hyperbolic fashion in both the parabolic (fluid)
and hyperbolic (solid) phases.
Second, whereas the fixed-point problem (7.1) is inspired by the classical fixed-point
problem used in parabolic-type interface problems, the Fourier transform technique used to
get regularity in parabolic theories requires the introduction of the problem with constant
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coefficients (for which one does get explicit solutions), with the forcing functions containing
the difference (small in a neighborhood of a point on the interface) between the actual
coefficient and this constant coefficient. Whereas this procedure is contractive for parabolic
problems, the hyperbolic part is problematic in the sense that the difference between the
actual and the constant hyperbolic viscosity is not regular enough to get these contractive
estimates (those coefficients are not constant after the truncation and change of variables
to the full space problem).
Third, whereas energy methods without the use of Fourier techniques are indeed known
for incompressible fluid interfaces (see for instance [8]), the highest-order time derivative of
the pressure is known in L2(0, T ;L2(Ω;R3)) in that case, which allows the use of an iterative
method from the constant-coefficient problem in energy spaces similar to the ones described
in [20]. In the fluid-solid problem, the knowledge of the highest order time derivative of
the pressure is not known, which prevents such an iterative procedure from the constant-
coefficient problem to get regularity. Instead, we are forced to work directly with the
Lagrangian formulation (7.1), which requires the introduction of the penalized problems
for reasons explained previously about the pressure. In turn, working with the Lagrangian
formulation (7.1) requires us to first smooth the coefficients, and then to obtain estimates
independent of the smoothing parameter by using interpolation inequalities.
Fourth, we clearly identify in our method the central and sufficient role of the trace of
the velocity on the material interface Γ0, whereas classical regularity results in interface
problems involve the study of the regularity in the interior.
Fifth, once again regarding the pressure estimate, obtaining a contractive fixed-point
scheme does not seem possible for the hyperbolic-parabolic problem (even with data arbi-
trarily smooth), whereas it is indeed the most well-known method for the parabolic interface
case. Note, however, that this later point is associated to the incompressibility of the fluid
and does not seem to appear without this constraint.
This last remark is not without consequences for the numerical analysis of the problem,
which we shall develop in future work. As for the question of the convergence of solutions of
certain regularized models considered by other authors, it seems that the evidently natural
approach of taking an elasticity law with a finite number N of modes introduced in [11]
and letting N →∞ leads to some difficulties, as there is no elliptic operator for the discrete
elasticity problem for which one may use H3 regularity independently of the number of
modes. On the other hand, it can be shown that the addition of a hyperviscosity to the
solid problem (similar in spirit to the hyperviscous plate problem introduced in [5]) would
indeed converge to the solution of the actual problem as the hyperviscosity parameter tends
to zero, since we can apply the methods constructed here to this family of problems and
obtain estimates that are independent of the hyperviscous parameter in the correct norms.
Appendix A. Some additional estimates
A.1. Estimates for (10.17). In this section, δ > 0 is assumed given and we now proceed
to the estimate of the terms of (10.17) whose sign is indefinite. Recall that from (6.3), a˜,
a˜t, and thus b˜, b˜t are controlled respectively in L
∞(H2) and L∞(H1), independently of the
regularizing parameter n associated to a˜.
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Step 1. Let J1 =
∫ T
0
(Dhb˜
j
i Qt, DhW
i
t ,j )L2(R3
+
;R). Then,
|J1| ≤ δ
∫ T
0
‖Dh∇Wt‖2L2(R3
+
;R9) + Cδ
∫ T
0
‖Dhb˜‖2L4(R3
+
;R9)‖Qt‖2L4(R3
+
;R)
≤ δ
∫ T
0
‖Dh∇W˜t‖2L2(R3
+
;R9) + CδC(M)
∫ T
0
‖Qt‖0.5L2(R3
+
;R)‖Qt‖1.5H1(R3
+
;R)
≤ δ
∫ T
0
‖Dh∇Wt‖2L2(R3
+
;R9)
+ CδC(M) T
1
4 [ sup
(0,T )
‖Qt‖2L2(R3
+
;R) +
∫ T
0
‖Qt‖2H1(R3
+
;R)] .
From (10.1) and the definitions of W and Q, we then infer
|J1| ≤ Cδ
∫ T
0
‖w˜t‖2H2(Ωf
0
;R3)
+ CδC(M) T
1
4 [ N(u0, f)
2 + T
∫ T
0
‖q˜t‖2H1(Ωf
0
;R)
+ sup
[0,T ]
‖w˜tt‖2L2(Ω;R3)
+ T [
∫ T
0
‖w˜t ‖2H2(Ωf
0
;R3)
+
∫ T
0
‖w˜tt‖2H1(Ωf
0
;R3)
]
+ sup
[0,T ]
‖w˜‖2H1(Ωs
0
;R3) +
∫ T
0
‖q˜t‖2H1(Ωf
0
;R)
] . (A.1)
Step 2. Let J2 =
∫ T
0
(Dhb˜t
j
i Q, DhW
i
t ,j )L2(R3
+
;R). Similarly as for J1,
|J2| ≤ δ
∫ T
0
‖Dh∇Wt‖2L2(R3
+
;R9) + Cδ
∫ T
0
‖Dhb˜t‖2L2(R3
+
;R9)‖Q‖2W 1,4(R3
+
;R)
≤ δ
∫ T
0
‖Dh∇Wt‖2L2(R3
+
;R9) + CδC(M)
∫ T
0
‖Q‖0.5
H1(R3
+
;R)‖Q‖1.5H2(R3
+
;R)
≤ Cδ
∫ T
0
‖w˜t‖2H2(Ωf
0
;R3)
+CδC(M) T
1
4 [ N(u0, f)
2 + T
∫ T
0
‖q˜t‖2
H1(Ωf
0
;R)
+
∫ T
0
‖q˜‖2
H2(Ωf
0
;R)
] . (A.2)
Step 3. Let J3 =
∫ T
0
(b˜t
j
i DhQ, DhW
i
t ,j )L2(R3
+
;R). Then,
|J3| ≤ δ
∫ T
0
‖Dh∇Wt‖2L2(R3
+
;R9) + Cδ
∫ T
0
‖b˜t‖2L4(R3
+
;R9)‖DhQ‖2L4(R3
+
;R) .
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Thus, similarly as for (A.2),
|J3| ≤ Cδ
∫ T
0
‖w˜t‖2H2(Ωf
0
;R3)
+CδC(M) T
1
4 [ N(u0, f)
2 + T
∫ T
0
‖q˜t‖2H1(Ωf
0
;R)
+
∫ T
0
‖q˜‖2
H2(Ωf
0
;R)
] . (A.3)
Step 4. Let J4 =
∫ T
0
(b˜ji DhQt, DhW
i
t ,j )L2(R3
+
;R). This term will require more care. We
first notice that
J4 =
∫ T
0
(DhQt, Dh[b˜
j
iW
i
t ,j ])L2(R3
+
;R) −
∫ T
0
(DhQt, Dhb˜
j
i W
i
t ,j (·+ h))L2(R3
+
;R) ,
which with the divergence relation (9.66) leads us to
J4 =
∫ T
0
(DhQt, Dhat)L2(R3
+
;R) −
∫ T
0
(DhQt, Dh[b˜t
j
iW
i,j ])L2(R3
+
;R)
−
∫ T
0
(DhQt, Dhb˜
j
i W
i
t ,j (·+ h))L2(R3
+
;R) . (A.4)
For the first integral of this identity, J14 =
∫ T
0
(DhQt, Dhat)L2(R3
+
;R), we have
|J14 | ≤ δ
∫ T
0
‖DhQt‖2L2(R3
+
;R) + Cδ
∫ T
0
‖Dhb˜t‖2L2(R3
+
;R9)‖w˜‖2W 1,4(Ωf
0
;R3)
+ Cδ
∫ T
0
‖Dhb˜‖2L4(R3
+
;R9)‖w˜t‖2L4(Ωf
0
;R3)
+ Cδ
∫ T
0
‖b˜‖2
W 1,4(R3
+
;R9)‖∇w˜t‖2L2(Ωf
0
;R9)
+ Cδ
∫ T
0
‖b˜t‖2L4(R3
+
;R9)‖∇w˜‖2L4(Ωf
0
;R9)
]
≤ δ
∫ T
0
‖DhQt‖2L2(R3
+
;R) + CδC(M) T [sup
[0,T ]
‖w˜‖2
H2(Ωf
0
;R3)
+ sup
[0,T ]
‖w˜t‖2H1(Ωf
0
;R3)
] ,
≤ Cδ
∫ T
0
‖q˜t‖2
H1(Ωf
0
;R)
+ CδC(M) T [N(u0, f)
2 + T
∫ T
0
‖w˜t‖2H2(Ωf
0
;R3)
+ T
∫ T
0
‖w˜tt‖2H1(Ωf
0
;R3)
] . (A.5)
Next, for J24 =
∫ T
0
(DhQt, Dh[b˜t
j
iW
i,j ])L2(R3
+
;R),
|J24 | ≤ δ
∫ T
0
‖DhQt‖2L2(R3
+
;R) + Cδ
∫ T
0
‖Dhb˜t‖2L2(R3
+
;R9)‖∇W‖2W 1,4(R3
+
;R9)
+ Cδ
∫ T
0
‖b˜t‖2L4(R3
+
;R9)‖Dh∇W‖2L4(R3
+
;R9) .
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Therefore,
|J24 | ≤ δ
∫ t
0
‖DhQt‖2L2(R3
+
;R)
+ CδC(M) T
1
4 [sup
[0,T ]
‖∇W‖2
H1(R3+;R
9) +
∫ T
0
‖∇W‖2
H2(R3+;R
9)] ,
which with the definition of W and Q provides
|J24 | ≤ Cδ
∫ t
0
‖q˜t‖2H1(Ωf
0
;R)
+ CδC(M) T
1
4 [N(u0, f)
2 + T
∫ T
0
‖∇w˜t‖2H1(Ωf
0
;R9)
+
∫ T
0
‖∇w˜‖2
H2(Ωf
0
;R9)
] . (A.6)
Similarly, for J34 =
∫ T
0
(DhQt, Dhb˜
j
i Wt
i,j (·+ h))L2(R3
+
;R),
|J34 | ≤ δ
∫ T
0
‖DhQt‖2L2(R3
+
;R) + Cδ
∫ T
0
‖Dhb˜‖2L4(R3
+
;R9)‖∇Wt‖2L4(R3
+
;R9)
≤ Cδ
∫ t
0
‖∇q˜t‖2L2(Ωf
0
;R3)
+CδC(M) T
1
4 [N(u0, f)
2 + T
∫ T
0
‖∇w˜tt‖2L2(Ωf
0
;R9)
+
∫ T
0
‖∇w˜t‖2H1(Ωf
0
;R9)
] .
(A.7)
Step 5. Let J5 =
∫ T
0
(Dh(b˜
r
k b˜
s
k)Wt,r (·+ h), DhWt,s )L2(R3
+
;R3). Then,
|J5| ≤ δ
∫ T
0
‖Dh∇Wt‖2L2(R3
+
;R9) + Cδ
∫ T
0
‖Dh(b˜b˜T )‖2L4(R3
+
;R9)‖∇Wt‖2L4(R3
+
;R9)
≤ Cδ
∫ t
0
‖w˜t‖2
H2(Ωf
0
;R3)
+ CδC(M) T
1
4 [N(u0, f)
2 + T
∫ T
0
‖∇w˜tt‖2L2(Ωf
0
;R9)
+
∫ T
0
‖∇w˜t‖2H1(Ωf
0
;R9)
] .
(A.8)
Step 6. Let J6 =
∫ T
0
(Dh(b˜
r
k b˜
s
k)tW,r (·+ h), DhWt,s )L2(R3
+
;R3). Similarly,
|J6| ≤ δ
∫ T
0
‖Dh∇Wt‖2L2(R3
+
;R9) + Cδ
∫ T
0
‖Dh(b˜b˜T )t‖2L2(R3
+
;R9)‖∇W‖2W 1,4(R3
+
;R9)
≤ Cδ
∫ t
0
‖w˜t‖2H2(Ωf
0
;R3)
+ CδC(M) T
1
4 [N(u0, f)
2 + T
∫ T
0
‖∇w˜t‖2H1(Ωf
0
;R9)
+
∫ T
0
‖∇w˜‖2
H2(Ωf
0
;R9)
] . (A.9)
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Step 7. For J7 =
∫ T
0
((b˜rk b˜
s
k)t DhW,r , DhWt,s )L2(R3
+
;R3), we have
|J7| ≤ δ
∫ T
0
‖Dh∇Wt‖2L2(R3
+
;R9) + Cδ
∫ T
0
‖(b˜b˜T )t‖2L4(R3
+
;R9)‖Dh∇W‖2L4(R3
+
;R9)
≤ Cδ
∫ T
0
‖wt‖2H2(Ωf
0
;R3)
+CδC(M) T
1
4 [N(u0, f)
2 + T
∫ T
0
‖∇w˜t‖2H1(Ωf
0
;R9)
+
∫ T
0
‖∇w˜‖2
H2(Ωf
0
;R9)
] . (A.10)
For the next step, we introduce δ1 > 0, which is different from δ.
Step 8. Let J8 =
∫ T
0
(DhC
irksW k,r , DhW
i
t ,s )L2(R3
−
;R).
An integration by parts in time gives
J8 = −
∫ T
0
(DhC
irks W kt ,r , DhW
i,s )L2(R3
−
;R)
+ [ ( DhC
irks W k,r (·), DhW i(·),s )L2(R3
−
;R) ]
T
0 .
Since Ωs0 is of class H
4,
|J8| ≤ CT [ sup
[0,T ]
‖∇Wt‖2L2(R3
−
;R9) + sup
[0,T ]
‖W‖2
H2(R3
−
;R3) ] + CN(u0, f)
2
+ Cδ1 [ ‖∇W (T )−∇W (0)‖2L2(R3
−
;R9) + ‖∇W (0)‖2L2(R3
−
;R9) ]
+ δ1 sup
[0,T ]
‖Dh∇W‖2L2(R3
−
;R9),
and thus,
|J8| ≤ CT [ sup
[0,T ]
‖∇w˜t‖2L2(Ωs
0
;R9) + sup
[0,T ]
‖w˜‖2H2(Ωs
0
;R3) ] +Cδ1 N(u0, f)
2
+Cδ1 T
2 sup
[0,T ]
‖∇w˜t‖2L2(Ωs
0
;R9) + Cδ1 sup
[0,T ]
‖w˜‖2H2(Ωs
0
;R3) . (A.11)
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Step 9. Let J9 =
∫ T
0
(F1t, D−hDhWt)L2(R3
+
;R3) . Then
|J9| ≤ δ
∫ T
0
‖Wt‖2H2(R3+;R3) + Cδ
∫ T
0
‖(b˜b˜T )t‖2L4(R3+;R9)‖∇W‖
2
L4(R3+;R
9)
+ Cδ
∫ T
0
‖(b˜b˜T )‖2
W 1,4(R3
+
;R9)‖∇Wt‖2L2(R3
+
;R9) + Cδ N(u0, f)
2
+ Cδ
∫ T
0
‖b˜t‖2L4(R3
+
;R9)‖q‖2L4(Ωf
0
;R)
+ Cδ
∫ T
0
‖b˜‖2
L∞(R3
+
;R9)‖qt‖2L2(Ωf
0
;R)
≤ Cδ
∫ T
0
‖w˜t‖2H2(Ωf
0
;R3)
+ Cδ N(u0, f)
2
+ CδC(M) T [N(u0, f)
2 + T
∫ T
0
‖w˜t‖2H2(Ωf
0
;R3)
+ T
∫ T
0
‖w˜tt‖2H1(Ωf
0
;R3)
]
+ CδC(M) T [N(u0, f)
2 + T
∫ T
0
‖q˜t‖2H1(Ωf
0
;R)
+ sup
[0,T ]
‖q˜t‖2L2(Ωf
0
;R)
] .
Thus, with (10.1),
|J9| ≤ Cδ
∫ T
0
‖w˜t‖2H2(Ωf
0
;R3)
+ Cδ N(u0, f)
2
+CδC(M) T [N(u0, f)
2 + T
∫ T
0
‖w˜t‖2
H2(Ωf
0
;R3)
+ T
∫ T
0
‖w˜tt‖2
H1(Ωf
0
;R3)
]
+CδC(M) T [ T
∫ T
0
‖q˜t‖2H1(Ωf
0
;R)
+ sup
[0,T ]
‖w˜tt‖2L2(Ω;R3) + sup
[0,T ]
‖w˜‖2H1(Ωs
0
;R3) ]. (A.12)
Step 10. For J10 =
∫ T
0
(DhHit, DhWt,i )L2(R3
+
;R3), we have
|J10| ≤ δ
∫ T
0
‖Wt‖2H2(R3
+
;R3) + Cδ
∫ T
0
‖(b˜b˜T )t‖2L4(R3
+
;R9)‖∇W‖2L4(R3
+
;R9)
+ Cδ
∫ T
0
‖Dh(b˜b˜T )t‖2L2(R3
+
;R9)‖W‖2W 1,4(R3
+
;R3)
+ Cδ
∫ T
0
‖b˜b˜T ‖2
W 1,4(R3
+
;R9)‖∇Wt‖2L2(R3
+
;R9)
+ Cδ
∫ T
0
‖Dh(b˜b˜T )‖2L4(R3+;R9)‖Wt‖
2
L4(R3+;R
3)
≤ Cδ
∫ T
0
‖w˜t‖2H2(Ωf
0
;R3)
+ CδC(M) T [N(u0, f)
2 + T
∫ T
0
‖w˜t‖2H2(Ωf
0
;R3)
+ T
∫ T
0
‖w˜tt‖2H1(Ωf
0
;R3)
] .
(A.13)
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Step 11. Let J11 =
∫ T
0
(DhF2t, DhWt)L2(R3
−
;R3) +
∫ T
0
(D−hDhKit, Wt,i )L2(R3
−
;R3) . Then,
|J11| ≤ C T [sup
[0,T ]
‖w˜t‖2H1(Ωs
0
;R3) + sup
[0,T ]
‖w˜‖2H2(Ωs
0
;R3)] + CN(u0, f)
2 . (A.14)
A.2. Estimates for (10.21).
As in the previous section, recall that from (6.3), a˜, and thus b˜, is bounded in L∞(H2)
independently of the parameter n associated to a˜.
Step 1. For K1 =
∫ T
0
(D−hDh(b˜
j
i ) Q, D−hDhW
i,j )L2(R3
+
;R), we have
|K1| ≤ δ
∫ T
0
‖D−hDh∇W‖2L2(R3+;R9) + Cδ
∫ T
0
‖D−hDhb˜‖2L2(R3+;R9)‖Q‖
2
W 1,4(R3+;R)
≤ δ
∫ T
0
‖D−hDh∇W‖2L2(R3
+
;R9) + CδC(M)
∫ T
0
‖Q‖0.5
H1(R3
+
;R)‖Q‖1.5H2(R3
+
;R)
≤ Cδ
∫ T
0
‖w˜‖2
H3(Ωf
0
;R3)
+ CδC(M) T
1
4 [ N(u0, f)
2 + T
∫ T
0
‖qt‖2H1(Ωf
0
;R)
+
∫ T
0
‖q‖2
H2(Ωf
0
;R)
] . (A.15)
Step 2. Let K2 =
1∑
p=0
∫ T
0
(D(−1)phb˜
j
i D(−1)phQ, D−hDhW
i,j )L2(R3
+
;R). Then,
|K2| ≤ δ
∫ T
0
‖D−hDh∇W‖2L2(R3
+
;R9) + Cδ
∫ T
0
‖Dhb˜‖2L4(R3
+
;R9)‖DhQ‖2L4(R3
+
;R)
≤ Cδ
∫ T
0
‖w˜‖2
H3(Ωf
0
;R3)
+ CδC(M) T
1
4 [ N(u0, f)
2 + T
∫ T
0
‖qt‖2H1(Ωf
0
;R)
+
∫ T
0
‖q‖2
H2(Ωf
0
;R)
] . (A.16)
Step 3. Let K3 =
∫ T
0
(b˜ji D−hDhQ, D−hDhW
i,j )L2(R3+;R).
We first notice that
K3 =
∫ T
0
(D−hDhQ, D−hDh[b˜
j
iW
i,j ])L2(R3
+
;R)
+
1∑
p=0
∫ T
0
(D−hDhQ, D(−1)phb˜
j
i D(−1)phW
i,j )L2(R3
+
;R)
−
∫ T
0
(D−hDhQ, DhD−h[b˜
j
i ] W
i,j )L2(R3
+
;R) ,
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which with the divergence relation (9.66) leads us to
K3 =
∫ T
0
(D−hDhQ, D−hDha)L2(R3
+
;R)
+
1∑
p=0
∫ T
0
(D−hDhQ, D(−1)phb˜
j
i D(−1)phW
i,j )L2(R3
+
;R)
−
∫ T
0
(D−hDhQ, DhD−h[b˜
j
i ] W
i,j )L2(R3
+
;R) .
We then have that
|K3| ≤ δ
∫ T
0
‖D−hDhQ‖2L2(R3
+
;R) + Cδ
∫ T
0
‖b˜‖2
H2(R3
+
;R9)‖w˜‖2H2(Ωf
0
;R3)
+ Cδ
∫ T
0
‖Dhb˜‖2L4(R3
+
;R9)‖Dh∇W‖2L4(R3
+
;R9)
+ Cδ
∫ T
0
‖b˜‖2
H2(R3
+
;R9)‖∇W‖2W 1,4(R3
+
;R9)
≤ Cδ
∫ T
0
‖q˜‖2
H2(Ωf
0
;R)
+ CδC(M) T [ N(u0, f)
2 + T
∫ T
0
‖w˜t‖2H2(Ωf
0
;R3)
]
+ CδC(M) T
1
4 [ N(u0, f)
2 + T
∫ T
0
‖w˜t‖2H2(Ωf
0
;R3)
+
∫ T
0
‖w˜‖2
H3(Ωf
0
;R3)
] . (A.17)
Step 4. Let K4 =
∫ T
0
(D−hDh(b˜
r
k b˜
s
k)W,r , D−hDhW,s )L2(R3+;R3). Then,
|K4| ≤ δ
∫ T
0
‖D−hDh∇W‖2L2(R3
+
;R9) + Cδ
∫ T
0
‖b˜b˜T ‖2
H2(R3
+
;R9)‖∇W‖2W 1,4(R3
+
;R9)
≤ Cδ
∫ T
0
‖w˜‖2
H3(Ωf
0
;R3)
+ CδC(M) T
1
4 [N(u0, f)
2 + T
∫ T
0
‖∇w˜t‖2H1(Ωf
0
;R9)
+
∫ T
0
‖∇w˜‖2
H2(Ωf
0
;R9)
] .
(A.18)
Step 5. For K5 =
1∑
p=0
∫ T
0
(D(−1)ph(b˜
r
k b˜
s
k)D(−1)phW,r , D−hDhW,s )L2(R3
+
;R3) ,
|K5| ≤ δ
∫ T
0
‖D−hDh∇W‖2L2(R3
+
;R9) + Cδ
∫ T
0
‖Dh(b˜b˜T )‖2L4(R3
+
;R9)‖Dh∇W‖2L4(R3
+
;R9)
≤ δ
∫ t
0
‖w˜‖2
H3(Ωf
0
;R3)
+ CδC(M) T
1
4 [N(u0, f)
2 + T
∫ T
0
‖w˜t‖2H2(Ωf
0
;R3)
+
∫ T
0
‖w˜‖2
H3(Ωf
0
;R3)
] . (A.19)
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Step 6. For K6 =
∫ T
0
(D−hDh[C
irks]
∫
·
0
W k,r , D−hDhW
i,s )L2(R3
−
;R), an integration by
parts in time gives
K6 = −
∫ T
0
(D−hDh[C
irks] W k,r , D−hDh
∫
·
0
W i,s )L2(R3
−
;R)
+ ( D−hDh[C
irks]
∫ T
0
W k,r , D−hDh
∫ T
0
W i,s )L2(R3
−
;R) ,
from which we infer from the H4 regularity of Ωs0,
K6 ≤ C
∫ T
0
‖∇W‖L4(R3
−
;R9)‖D−hDh
∫
·
0
∇W‖L2(R3
−
;R9)
+ ‖
∫ T
0
∇W‖L4(R3
−
;R9)‖D−hDh
∫ T
0
∇W‖L2(R3
−
;R9) ,
leading us to
|K6| ≤ CT [ sup
[0,T ]
‖w˜‖2H2(Ωs
0
;R3) + sup
[0,T ]
‖
∫
·
0
w˜‖2H3(Ωs
0
;R3) ] . (A.20)
Step 7. Let
K7 =
1∑
p=0
∫ T
0
(D(−1)ph[C
irks]
∫
·
0
D(−1)phW
k,r , D−hDhW
i,s )L2(R3
−
;R) .
An integration by parts in time gives
K7 = −
1∑
p=0
∫ T
0
(D(−1)ph[C
irks] D(−1)p+1hW
k,r , D−hDh
∫
·
0
W i,s )L2(R3
−
;R)
+ ( D(−1)ph[C
irks] D(−1)ph
∫ T
0
W k,r , D−hDh
∫ T
0
W i,s )L2(R3
−
;R) ,
and thus from the H4 regularity of Ωs0,
K7 ≤ C
∫ T
0
‖Dh∇W‖L2(R3
−
;R9)‖D−hDh
∫
·
0
∇W‖L2(R3
−
;R9)
+ ‖Dh
∫ T
0
∇W‖L2(R3
−
;R9)‖D−hDh
∫ T
0
∇W‖L2(R3
−
;R9) .
Therefore,
|K7| ≤ CT [ sup
[0,T ]
‖w˜‖2H2(Ωs
0
;R3) + sup
[0,T ]
‖
∫
·
0
w˜‖2H3(Ωs
0
;R3) ] . (A.21)
Remark 21. The H4 regularity of Ωs0 is used only for proving (A.20) and (A.21). As a
matter of fact, W 3,p for p > 3 would have been sufficient.
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Step 8. Let K8 =
∫ T
0
(D−hF1, DhD−hDhW )L2(R3
+
;R3) . Then
|K8| ≤ δ
∫ T
0
‖W‖2
H3(R3
+
;R3) + Cδ
∫ T
0
‖Dh(b˜b˜T )‖2L4(R3
+
;R9)‖∇w˜‖2L4(Ωf
0
;R9)
+ Cδ
∫ T
0
‖b˜b˜T ‖2
L∞(R3
+
;R9)‖Dh∇w˜‖2L2(Ωf
0
;R9)
+ C N(u0, f)
2
+ Cδ
∫ T
0
‖∇b˜‖2
L4(R3
+
;R27)‖q‖2L4(Ωf
0
;R)
+ Cδ
∫ T
0
‖b˜‖2
L∞(R3
+
;R9)‖∇q‖2L2(Ωf
0
;R3)
≤ δ
∫ T
0
‖w˜‖2
H3(Ωf
0
;R3)
+ CδC(M) T [ N(u0, f)
2 + T
∫ T
0
‖w˜t‖2H2(Ωf
0
;R3)
]
+ CδC(M) T [N(u0, f)
2 + T
∫ T
0
‖qt‖2
H1(Ωf
0
;R)
] + C N(u0, f)
2 . (A.22)
Step 9. For K9 =
∫ T
0
(D−hDhHi, D−hDhW,i )L2(R3
+
;R3), we have
|K9| ≤ δ
∫ T
0
‖W‖2
H3(R3
+
;R3) +Cδ
∫ T
0
‖Dh(b˜b˜T )‖2L4(R3
+
;R9)‖∇w˜‖2L4(Ωf
0
;R9)
+ Cδ
∫ T
0
‖D−hDh(b˜b˜T )‖2L2(R3
+
;R9)‖w˜‖2W 1,4(Ωf
0
;R3)
+ Cδ
∫ T
0
‖b˜b˜T ‖2
L∞(R3
+
;R9)‖w˜‖2H2(Ωf
0
;R3)
≤ δ
∫ T
0
‖w˜‖2
H3(Ωf
0
;R3)
+ CδC(M) T [N(u0, f)
2 + T
∫ T
0
‖w˜t‖2
H2(Ωf
0
;R3)
] . (A.23)
Step 10. Let
K10 =
∫ T
0
(D−hDhF2, D−hDhW )L2(R3
−
;R3)
+
∫ T
0
(D−hDhD−hKi, DhW,i )L2(R3
−
;R3) .
Then
|K10| ≤ CT [ sup
[0,T ]
‖w˜‖2H2(Ωs
0
;R3) + sup
[0,T ]
‖
∫
·
0
w˜‖2H3(Ωs
0
;R3) ] +C N(u0, f)
2 . (A.24)
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