Neural network quantization and pruning are two techniques commonly used to reduce the computational complexity and memory footprint of these models for deployment. However, most existing pruning strategies operate on full-precision and cannot be directly applied to discrete parameter distributions after quantization. In contrast, we study a combination of these two techniques to achieve further network compression. In particular, we propose an effective pruning strategy for selecting redundant low-precision filters. Furthermore, we leverage Bayesian optimization to efficiently determine the pruning ratio for each layer. We conduct extensive experiments on CIFAR-10 and ImageNet with various architectures and precisions. In particular, for ResNet-18 on ImageNet, we prune 26.12% of the model size with Binarized Neural Network quantization, achieving a top-1 classification accuracy of 47.32% in a model of 2.47 MB and 59.30% with a 2-bit DoReFa-Net in 4.36 MB.
Introduction
In recent years, Deep Neural Networks (DNNs) have driven scientific research in multiple Artificial Intelligence (AI) fields (e.g., computer vision [22, 7, 19] , natural language processing [31, 34] , and audio processing). However, DNNs capabilities still do not translate into end-user applications on resource constrained mobile and embedded devices. Therefore, reducing the gap between experimental and feasible real world implementations is an increasingly active topic of research.
Traditional DNN architectures were design to improve accuracy in diverse tasks, hence, they are commonly highly overparameterized for the task at hand. For example, ResNet-50 for Imagenet contains 26 million parameters compared with ResNet-18, which has 11 million parameters at an expense of a small accuracy decrease. Additionally, full-precision parameters are not efficient or even required. Given the massive amount of Multiply-Accumulate (MAC) operations performed during dot-product calculations, parameter redundancy and floating-point operations represent the bottleneck towards low latency, memory and power efficient DNNs.
Quantization [5, 10, 40, 41, 39] and network pruning [17, 9, 25] have been developed as effective solutions to tackle these obstacles. With quantization, a low-precision model is deployed on devices, where operating in lower precision mode reduces computation as well as storage requirements. Moreover, with pruning, the redundant network modules are removed so that a compact network is achieved for inference. Although significant progress has been achieved by the previously described strategies, they are not mutually exclusive and little effort has been done towards combining their strengths. Tung and Mori et al. [33] previously considered this challenge, however they did it in a fine-grained fashion, this is, by pruning individual connections and quantizing. To the best of our knowledge Xu et al. [37] investigated the problem of pruning structures for the first time, where they did it using a learning-based approach. Learning-based approaches commonly operate by partially [24] or completely removing channels during training and progressively identifying the most discriminative ones. However, as observed in [21] , removing channels affects the internal statistics of the network and consequently the real impact of removing such channel can only be indirectly measured in the loss. Thus, rule-based approaches are still actively investigated [17, 43] . In this paper we focus on the problem of pruning structures for quantized networks using a rule-based approach. Our strategy focuses on removing entire structures (i.e. kernels and filters), making networks simpler to implement by avoiding sparse operations. In particular, we propose a Quantized Neural Network (QNN) specific pruning approach based on the geometry of the QNN and the interactions between consecutive layers.
In our experiments, we prune redundant structures in already compact models without a high degradation in accuracy. Pruning QNNs can help improve generalization and yield extremely lightweight yet accurate DNNs with potential applications on real-time mobile and embedded devices.
Related works
Network quantization. Network quantization aim at representing DNNs using a limited discrete set of values. Quantization can be categorized into fixed-point quantization and binary neural networks. Uniform approaches [40, 41] simply design quantizers with a constant quantization step. To reduce the quantization error, non-uniform strategies [39, 13, 4] propose to jointly learn the quantizer and model parameters for better accuracy. Moreover, to relax the non-differentiable quantizer, which is core issue of quantization, some works propose to make the gradient-based optimization feasible by using gumble softmax [23] or learning with regularization [3] . To further reduce the computational complexity, power consumption and memory storage, Binary Neural Networks (BNNs) [10, 27] propose to constrain weights and optionally activations to only two possible values (e.g., -1 or +1). When both weights and activations are binary, the multiply-accumulations can be replaced by the bitwise xnor(·) and popcount(·) operations. In order to solve the severe prediction accuracy degradation, some works have proposed multiple binarizations to approximate full-precision tensors [20, 18, 6, 32] or structures [42] . Furthermore, Anderson and Berg et al. [1] provide an explanation for the inference mechanism of BNNs generalizable to QNNs based on the angle preservation and dot product preservation properties of binary vectors with high dimensionality.
Leroux et al. [16] further improve the accuracy of a BNN by reducing the angles at each layer with a full-precision guidance network. Our pruning method is built on top of these concepts and looks towards reducing the angle between a real vector and its binary representation, consequently approximating dot products more accurately.
Network pruning. Network pruning is another dominant approach for compressing models which aims at removing redundant structures for accelerating run-time inference speed. The pruning levels can be roughly categorized into filter pruning [17, 25, 38] , channel pruning [9, 21, 43] and block pruning [36] . Most approaches are based on heuristic metrics which can be based on weight magnitude [9] , batch normalization scales [21] , gradient magnitude [38, 15] . To overcome handcraft hyperparameters, several works have proposed to leverage reinforcement learning to automatically prune channels [2, 8] or select blocks [36, 35] . For example, Wu et al. [36] propose to learn a policy network in an associative reinforcement learning setting to dynamically choose parts of the network to execute. Instead, we propose to use Bayesian optimization for channel pruning. Compared with reinforcement learning, Bayesian optimization methods [30] can make more efficient exploration by estimating the density of good configurations based on a probabilistic model. More importantly, previous pruning literature focuses on compressing pretrained floating-point networks. In contrast, we investigate network pruning on quantized networks, whose weights and/or activations are discretized. We argue that quantized networks can be further pruned and propose effective pruning metrics accordingly to further save memory footprint and computational burden.
Proposed method
Given an L-layer QNN, let F k ∈ R C×h f ×w f be the k-th convolutional filter in the l-th layer, where C, h f and w f denote the input channels, height and width of the filter respectively. Let I ∈ R C×hin×win and O k ∈ R hout×wout be the input and output feature maps of the filter, where h in , w in , h out , w out represent the height and width of the input and output feature maps, respectively. The output feature map of the k-th filter, O k , is computed by convolving I with F k :
Training a QNN involves storing a shadow real-valued copy of the network which is updated during the optimization process by estimating the gradients w.r.t. the real weights. During inference, the real-valued network is quantized using a predetermined pointwise quantization function θ and the full-precision weights can be disposed. Given a pre-trained QNN, let the set of K real-valued filters for the l-th layer be W = {F 1 , ..., F K }, our goal is to prune non-informative or even harmful filters aiming to save computational resources and reduce latency. In order to choose those filters, we propose a rule-based method to rank them by importance based on the interaction of each filter with the next layer (see Figure 2 ). We will elaborate on how to measure the importance in Sec. 3.1. Then we will describe the pruning methods on individual kernels in Sec. 3.2 and whole filters in Sec. 3.3. Finally, we introduce how to automate the pruning process in Sec. 3.4.
Pruning metrics
Common quantization sets, also knows as codebooks, do not contain a zero value, forcing each real weight to land on an available quantization bin, implicitly injecting noise to the inference process. Intuitively, a real-value weight which lies near any quantization boundary will land on either quantization bin during stochastic quantization with approximately the same probability [5] . Moreover, using deterministic quantization, these weights can easily be flipped into another bin during a gradient descent update step, harming the convergence of the optimization process.
Filters with multiple weights near the quantization boundaries will relate to a higher distance between the real-valued and the quantized versions. Additionally, a scaled version of a filter will have a zero angle w.r.t to the original one, thus proportional dot-product. In particular, two metrics are considered to measure the distance between the real representation of a vector and the quantized one. A subset of filters is selected in the l-th layer given a metric and a threshold th:
We re-arrange the k-th filter F k into a 1-dimensional vector v. The first ranking metric used is the angle, which can be computed from the cosine distance between the real-valued and the quantized vectors defined as
For the particular binary case it can efficiently computed as φ =
Additionally, as second ranking metric, let the Euclidean distance between the two vectors be defined as
Pruning individual kernels
Every convolutional layer is comprised by K filters with C input channels as shown in Figure 2 , thus it contains C × K individual kernels. As an initial experiment, we first rank and prune the individual kernels in the l-th layer computing the distances kernel-wise. In Figure 1 , kernels were sorted by distance according to Eq. (3) and Eq. (4) and pruned in descendent, random and ascending order, it can be observed that both metrics are useful for ranking the kernels and yield similar results. Additionally, it can also be observed that some layers are more sensitive to pruning than others. Automatically sampling a near optimal pruning threshold will be addressed in Sec. 3.4.
Pruning filters
Pruning kernels using the proposed metrics proved to be an effective technique, however to avoid working with sparse matrices, it is desirable to prune whole filters at once, hence we extend the method to filter-level. Unlike kernel-level pruning, filter-level pruning removes the corresponding output features maps produced by the pruned filters in the l-th layer as well as the related filters in (l + 1)-th layer. A straightforward way to rank the F k filter is to compute filter-wise distances, either by vectorizing the whole filter and computing the distance or by averaging the kernel-wise distances Figure 2 : The l-th layer is conformed by K × C kernels. Kernel-wise distances can be averaged across the output channels in the l-th layer or across the input channels in the (l + 1)-th layer.
across the output channel (shaded region in the left side of Figure 2 ). Unexpectedly, this strategy led to poor filter selection as can be observed in Figure 3 . Alternatively, we analyze the interaction of the l-th layer with the (l + 1)-th layer. In specific, we rank the F k filter in the l-th layer by averaging the kernel-wise distances across the input channels in the (l + 1)-th layer (shaded region in the right side of Figure 2 ). This method led to a good filter selection criteria. We conjecture that if the feature map O k produced by the k-th filter is not a meaningful representation, the related kernels in the next layer will not converge.
Determining per-layer pruning ratio
In order to automatically determine a near optimal pruning ratio for each layer, we leverage Bayesian optimization as proposed by Snoek et al. [30] , for more on GPs we refer the reader to Rasmussen and Williams [26] .
Let the objective function for the l-th layer be defined as
where L c , L params and L size denote the loss terms incurred by the classification error, number of parameters and network size given all in percentages, and x is the pruning ratio to be estimated. The second and third term are only apparently redundant as will be explained at the end of the section. Bayesian optimization allows to optimize non-convex, expensive to evaluate, black-box functions by assuming the optimization function was sampled from a Gaussian Process (GP). In this process, multiple pruning ratios are tested for each layer, the evaluation is done in a small subset of the data. In order to pick the pruning ratios to test, an acquisition function can be computed in closed form based on the previous observations.
GPs define distributions over functions of the form GP : χ → R. Any given point x ∈ χ corresponds to a single Gaussian random variable defined by it's mean and covariance functions:
The Gaussian Process Upper Confidence Bound (UCB) will be our choice of acquisition function. Alternative acquisition functions include Probability of Improvement (PI) and Expected Improvement (EI) [30] . We define a set of N pruning ratio observations X = {x n } N n=1 , with their respective total loss evaluations Y = {y n } N n=1 as defined by Eq. (5) . Finally, the UCB depends on the predictive mean and predictive variance functions:
where C −1 N denotes the inverse covariance matrix of the observations or information matrix, andx denotes the unexplored candidates. Finally, the UCB has the form
where the parameter κ can be tuned to favor exploration over exploitation. Given χ is a bounded region, the acquisition function determines the next observation to be madê
Given a limited budget of exploration steps, thex that provides the minimum loss according to Eq. (5), will be used as the pruning ratio for the l-th layer.
Compound loss function in Eq. (5) . Conventionally in QNNs, the first and last layers remain with full precision in order to avoid excessive loss of information [27] . In our experiments we noticed the second last layer is highly sensitive to pruning, particularly in Xnor-Net and DoReFa quantization schemes, as shown in Table 1 , therefore, the third loss term is to encourage more aggressive pruning in the full precision weights (i.e., in the first and second last layers). Removing the second term will cause the classification loss to overwhelm the pruning loss in the intermediate layers and no pruning will occur. Furthermore, the opposite situation will occur in the first and second last layers, where the pruning loss will overwhelm the classification loss degrading the accuracy to an unrecoverable state. In practice we found α 2 = α 1 /4 to be a good setting.
Pruning full-precision layers. In order to prune the first layer, we use the angle (or distance accordingly) of the interactions in the second layer. Similarly, the second last layer will always use the sub-optimal metric based on the current layer.
Experiments
For our experiments we tested 2 different achitectures, VGG [29] and ResNet [7] , for the task of image classification on the CIFAR-10 [14] and ImageNet (ILSVRC-2012) [28] datasets with 4 different quantization schemes, BinaryConnect (full-precision activations and binary weights) [5] , Binarized Neural Networks (binary activations and binary weights) [10] , Xnor-Net (binary scaled activations and binary scaled weights) [27] and DoReFa-Net (2-bit activations and 2-bit weights for our particular experiments) [40] .
Our QNNs implementation was done using the Pytorch framework and the Bayesian optimization using [30] public Bayesian optimization package. To implement our algorithm every convolutional, fully-connected (FC) and Batch Normalization (BN) [12] layer is assigned two boolean masks, one is used to index the subset of neurons to compute and a second one to index the subset of inputs to use. Residual connections were pruned accordingly where needed. To pre-train our baselines, we trained from scratch for CIFAR-10. For ImageNet we use a full-precision pre-trained model and fine-tune for every specific quantization scheme. We used the standard pre-processing and augmentation as reported by [7] . For training with the pre-trained full-precision model, we use an initial learning rate of 0.005 and decrease it by a factor of 10 every 10 epochs during 60 epochs.
For the pruning strategy, we tested a layer-wise bottom-up and top-down approach with no noticeable difference. Every time a layer is pruned a non-trivial amount (for our experiments we use above 5%), the model is fine tuned for 5 epochs to allow the weights to adjust to the new architecture and recover from the accuracy drop. It is worth noting that most of the layers are not pruned, commonly only the later layers will be pruned as can be verified in Table 1 , which is reasonable since the input channels increase with the depth of the network, therefore the reward for pruning a deeper layer will be larger. It also suggest that filters are more redundant as the depth increases. For fine-tuning we use the same learning rate schedule used during training but decreasing every epoch. Finally, at the end of the pruning process, additional fine-tuning for another 10 epochs is performed and the best validation value is reported. No guidance loss was used in order to isolate the effect of our method.
In our experiments we report the original accuracy, the accuracy after pruning and fine-tuning, the pruned ratio (the pruned ratio refers to model size in bits, not the number of parameters) and average speedup computed from 10 forward passes. To compute the size of the model we used 1 bit per connection for BNNs and 2 bits for DoReFa-Net, 32 bits for biases and other full-precision parameters (e.g., Xnor-Net scalings, BN and PRelu parameters).
Fully binary network. As mentioned in Sec. 3.4, it is common practice in quantized networks to keep full-precision weights in the first and last layers. By quantizing only the weights in the first layer, it will incur into a small accuracy degradation. In the binary case, hence, the dot product can be efficiently computed exclusively with additions. Similarly, in our experiments we quantized the last layer and placed a BN layer in-between this and the softmax layer. Once again, we noticed it did not incur into a large accuracy degradation. By quantizing both the input and last layers, an extremely light and efficient network can be attained with a tolerable accuracy degradation, and it can be further pruned with out proposed method. We refer to this configuration as fully Binarized Neural Network.
Details on Bayesian optimization. For our layer-wise pruning ratio optimization, we use a bounded region of [0, 40]% and hyperparameter κ = 2.5. The process performs 5 observations and 5 exploration steps.
Experiments on CIFAR-10
The CIFAR-10 dataset consists of 50,000 training images plus 10,000 images for validation of size 32 × 32 distributed across 10 categories for classification. VGG and ResNet architectures were designed for the ImageNet dataset, where commonly the images are cropped to size 224 × 224, which is considerably larger than CIFAR-10. Therefore, in order to make the pruning task challenging, we utilized compact versions of both. Our VGG-11 network is identical to the original configuration in [29] with the exception that our implementation only has one FC layer. Similarly, our ResNet-14 implementation is a compact version of the original ResNet-18 [7] where the last stage (a set of 4 Basicblock layers) was omitted. The remaining layers were slightly widen by an inflation ratio of 1.25x. For this section we used the pruning loss parameter α 1 = 1, except for fully BNN where we used α 1 = 2. Our resulting VGG-11 network is still highly overparameterized for the task at hand, thus it is more prunable than ResNet-14. As shown in Table 2 and Table 3 , a BNN VGG-11 can be further compressed 43% with no loss in accuracy, however a ResNet-14 BNN can achieve higher accuracy with approximately one third less the size.
In order to compare with different metrics, we performed tests with ResNet-14 using three different quantizations: BNN, fully BNN and DoReFa. As reported by [11] and [16] , our BNN and Xnor-Net implementations achieved comparable results, frequently BNN outperforming Xnor-Net, therefore we will use BNN quantization for our comparison of the different metrics due to its simplicity and efficiency. As can be observed in Table 4 for a small dataset like CIFAR, all the distance metrics performed reasonable well.
Experiments on ImageNet
The ImageNet dataset [28] contains 1.28M labelled images for training and 50K for validation for the task of object classification, spread across 1,000 classes. For the experiments in this section, we used a standard ResNet-18 architecture with no inflation. PRelu layers were placed after the quantized convolutional layers which provided a small increase in accuracy. We pre-train a model using the described procedure and afterwards we proceed to the pruning stage. For this section we used the pruning loss parameter α 1 = 8. Table 5 shows the results of our pruning strategy using the angle of the interactions for ranking. We did not find significant differences when using the angles and the euclidean distance of the interactions, therefore the decision of using either metric is arbitrary. We compare our method only to [37] on pruning Xnor-Net given that there is no baseline for the rest of the quantization schemes.
[37] achieved 21.40% parameter pruning corresponding to 8.39% of the total model size with a top-1 accuracy of 50.13%. Our method achieved 25.5% parameter pruning equivalent to 10.63% of the total size and top-1 accuracy of 49.48%. It is worth noting that our original network is lighter, therefore, although our pruning ratio is only moderately higher, our pruned network is considerably lighter (3.85 MB -3.01 MB).
Finally, we additionally pruned a BNN to achieve an extremely-light network and DoReFa-Net to demonstrate the scalability of our method to generic quantization. In our experiments we noticed DoReFa-Net is slightly more sensitive to pruning than the other quantization schemes.
Conclusion
In this paper, we have proposed to prune quantized neural networks to yield extremely energy-efficient yet accurate models for embedded devices. In specific, we have used the shadow full-precision model along with its quantized version in order to accurately approximate full-precision convolutions. To measure the importance of each filter, we have proposed two metrics, including cosine distance and euclidean distance. During pruning, we leverage the interactions between two consecutive layers. We have conducted extensive experiments on CIFAR-10 and ImageNet classification task and observed that conventional quantized architectures can be further pruned with low degradation.
Acknowledgement
This work was supported by the Australian Research Council through the ARC Centre of Excellence for Robotic Vision (project number CE1401000016).
