Movement for many animal species is constrained in space by barriers such as rivers, shore-6 lines, or impassable cliffs. We develop an approach for modeling animal movement con-7 strained in space by considering a class of constrained stochastic processes, reflected stochas-8 tic differential equations. Our approach generalizes existing methods for modeling uncon-9 strained animal movement. We present methods for simulation and inference based on 10 augmenting the constrained movement path with a latent unconstrained path and illustrate 11 this augmentation with a simulation example and an analysis of telemetry data from a Steller 12 sea lion (Eumatopias jubatus) in southeast Alaska.
2 Modeling Constrained Movement With Reflected Stochas-64 tic Differential Equations Stochastic differential equation (SDE) models are popular stochastic process models for an-66 imal movement (Brillinger et al., 2002; Brillinger, 2003; Johnson, Thomas, Ver Hoef and 67 Christ, 2008; Preisler et al., 2013; Russell et al., 2017) . Brillinger (2003) considered simula-68 tion of animal movement under a constrained RSDE model, but did not consider inference 69 under such a model. We develop a class of SDE models that can capture a wide range of 70 movement behavior, and then propose approaches for simulation and inference under this 71 class of models. In general, we assume that we observe animal locations s t , t ∈ {τ 1 , τ 2 , . . . , τ T } at T distinct 74 points in time {τ t , t = 1, . . . , T }. We assume that the locations are in R 2 , with s t ≡ (s (1) t , s
(2) t ) 75 representing the observed location at time τ t . The extension to higher dimensions (e.g., three-76 dimensional space) is straightforward. The observations are assumed to be noisy versions of 77 the true animal location x t ≡ (x (1) t , x
(2) t ) at time τ t , with observation error distribution
where θ contains parameters controlling the distribution of observations centered at the true 79 location. We begin by leaving this observation error distribution unspecified, and develop a 80 general framework for inference, then apply a specific class of models to the sea lion telemetry 81 data.
82
To allow for switching between notation for discrete and continuous time processes, we 83 adopt the following convention for subscripts. A greek letter in the subscript implies an 84 observation in continuous time, with x τ being the location of the animal at time τ . We use 85 In (3), β is an autocorrelation parameter, µ(x τ , τ ) is a function specifying the vector-valued 106 mean direction of movement (drift), perhaps as a function of time τ or current location x τ , 107 w τ = (w (1) τ , w
(2) τ ) is a vector of two independent standard Brownian motion processes, I is scales.
117
As a second example, the potential function approach to modeling animal movement 118 (Brillinger et al., 2001 (Brillinger et al., , 2002 Preisler et al., 2004 Preisler et al., , 2013 
tion (e.g., Kloeden and Platen, 1992) . Given a temporal step-size of h, the Euler-Maruyama
where w τ iid ∼ N (0, hI). The numerical approximation in (5)-(6) is known to be of strong 148 order 1/2 (Kloeden and Platen, 1992 
where w τ iid ∼ N (0, h 3 c 2 (x τ , t)I). This numerical procedure has three main benefits rela-160 tive to the Euler-Maruyama approach. First, the resulting solution to the unconstrained 161 SDE is an approximation of strong order 1 (Kloeden and Platen, 1992) and thus provides a 162 more accurate approximation to the continuous-time solution than does the Euler-Maruyama 163 procedure. Second, this procedure removes the latent velocity v τ from the probability distri-164 bution, which simplifies the transition densities to only rely on animal locations at the two 165 previous time points. Russell et al. (2017) used the Euler-Maruyama approach to motivate 166 a statistical model, and treated v τ as latent variables to be estimated. The two-step proce-167 dure in (7) removes the need to make inference on the latent v. Third, removing the latent 168 velocity from the approximation simplifies the solution in the presence of a spatial constraint 169 D, because the velocity is not constrained, but the animal's position is constrained to occur 170 within D. The SDE in (2)-(3), whose solution is approximated by (7), is not constrained to occur within 173 D. One theoretical approach to constructing a constrained process is to consider a process k τ that is defined as the minimal process required to keep x τ within D. Thus, we modify
This approach is a so-called "reflected" stochastic differential equation (RSDE, e.g., Lépingle, Brownian motion, we note that the SDE in (2)-(3) is a variation on integrated Brownian 181 motion, and therefore results for reflected Brownian motion are not directly applicable here.
182
The process k τ is defined as the minimal process required to restrict x τ to be within D, 183 and can be described by considering a unit vector n(x) that points toward the interior of D 184 orthogonal to ∂D at x. Then this minimal process is defined as
Under this specification, when an individual encounters the boundary ∂D, the process k τ (such as w τ ). k τ is defined when ∂D admits an orthogonal vector n, which is true for smooth 189 boundaries ∂D. A natural way to define ∂D is as a polygon, which is piece-wise continuous.
190
In this setting, n would be undefined at polygon vertices, but for a fine temporal resolution, 191 the latent process x will rarely or never directly encounter the vertices.
192
The numerical solution (approximation) to such a constrained SDE (8)-(9) can be ob-193 tained in one of two ways. The most common approach (e.g., Lépingle, 1995; Grebenkov, 194 main within D. We do not consider these other schemes here, but make note of them in the 198 Discussion.
199
In a projected approach to solving the RSDE, the two-time-step numerical procedure in 200 (7) is modified by augmenting the solution x τ to the constrained SDE with an unconstrained 201 processx τ that may occur outside D, as follows. Conditioned on the constrained process at 202 previous times x 1:(τ +h) , the distribution of the unconstrained processx τ +2h is given by (7),
Any simulated animal locationx τ +2h / ∈ D that falls outside of the spatial region D is pro-205 jected onto the nearest location x τ +2h ∈ ∂D on the spatial boundary 206
This results in a computationally efficient approach to simulating sample paths from the 207 constrained SDE in (8)-(9), as the boundary ∂D can be approximated as a polygon, and 208 fast algorithms can be specified for projection of a point outside of D onto the polygonal 209 boundary ∂D. Pseudo-code for simulation of the RSDE in (8)-(9) for a given temporal step-210 size h is given in Appendix A, and R code to implement this approach is available upon 211 request.
212
only require that they be simulated from.
238

Inference on RSDEs through Markov Chain Monte Carlo
239
To make inference on model parameters θ ≡ (β, σ) and the individual's latent path x 1:T , we 240 constructed an MCMC algorithm to sample from the posterior distribution of x 1:T , θ|s 1:n . In 241 doing so, we make explicit use of the simulation procedure in (11)-(12), which is a discretized, 242 constrained movement model. It would be difficult to directly obtain the transition density 243 function, because this would require marginalizing over the auxiliaryx r
where [x r |x r−1 , x r−2 ] is given by (11). 
. (13) The likelihood of the data [s 1:n |x Having specified an RSDE-based approach for simulating animal trajectories constrained to 273 lie within a domain D, and for making inference on model parameters, we now apply this 274 approach to the sea lion telemetry data. a distinctive X-shaped pattern (Costa et al., 2010; Brost et al., 2015) , and that each error 286 class exhibits increasing error variance. 
In (14), ν c i is the degrees of freedom parameter for ARGOS error class c i , and Σ c i and Σ * c i 292 capture the X-shaped ARGOS error pattern 
298
To model sea lion movement, which is constrained to be in water (x τ ∈ D), we consider 299 a continuous-time model defined as a linear interpolation of the numerical approximation (11)-(12) of the RSDE (8)-(9). For a given temporal step size h, taken to be h = 5 minutes 301 for this analysis, we consider an approximation to the RSDE at times t r ≡ τ 1 + rh, r ∈ 302 {0, 1, . . . , T, T ≡ 30 × 24 × 12 = 8640}. At any observation time τ i , the individual's position 303 is given by a linear interpolation of the discrete approximation to the RSDE at the two 304 nearest time points t r(i) , t r(i)+1 , where τ i ∈ (t r(i) , t r(i)+1 ) and 305
The RSDE model for movement is approximated at discrete times t r ≡ τ 1 +rh, r ∈ {0, 1, . . . , T } 306 according to (11)-(12). An alternative to this linear interpolation is to augment the approx-307 imation times (t r ≡ τ 1 + rh, r ∈ {0, 1, . . . , T }) with the observation times (τ i , i = 1, . . . , n).
308
This results in a non-uniform step size between time points at which the RSDE is approx-309 imated. The computational complexity of simulating the RSDE is linear in the number of 310 time points, so the addition of the n additional time points is computationally feasible in 311 many situations. The error in the numerical approximation (7) to the SDE scales with the 312 largest time h between approximation times (Kloeden and Platen, 1992), so it is not clear 313 that adding these n additional time points would result in an increase in numerical efficiency. 314 We thus retain our regular temporal resolution, with a step size of h.
315
For this study of sea lion movement, we characterize space use over time. While it would 316 be possible in some situations to model sea lion movement as being attracted to a haul-out 317 or other central point (Hanks et al., 2011; Brost et al., 2015) , we do not consider this here 318 because our goal is only to characterize space use. Thus, we set µ(x τ , τ ) = 0. We also 319 assume a constant variance in the velocity process over time and space, with σ 2 ≡ c 2 (x τ , τ ).
320
The resulting model for the discretized movement process constrained to be within water is 321
x r |x r = argmin u∈D {||u −x r ||}, r = 1, 2, . . . , T
x r |x r−1 , x r−2 ∼ N (2 − βh)x r−1 + (βh − 1)x r−2 , σ 2 h 3 I , r = 3, 4, . . . , T.
(17)
and we specify independent half-normal priors for the autocorrelation parameter β and the 325 Brownian motion standard deviation σ
with γ σ = γ β = 100 as hyperparameters.
327
Our goal is inference on all parameters in the hierarchical Bayesian model for animal 328 movement in (14) showing good mixing. The entire procedure required 14 hours on a single core of a 2.7GHz
Intel Xeon processor. Code to replicate this analysis is available upon request.
Results
344
The posterior mean for log(σ), which controls the variance of the Brownian motion process 345 on velocity, was log(σ) = 11.8, with an equal-tailed 95% credible interval of (11.2, 12.4).
346
The posterior mean for log(β), which controls autocorrelation beyond that implied by IBM, 347 was log(β) = −7.1, with an equal-tailed 95% credible interval of (−7.6, −6.2). The small 348 estimated value for β implies that this term may not be needed in the model, and that IBM 349 could be an appropriate model for this sea lion's movement. We developed an approach for modeling spatially-constrained animal movement based on 367 a numerical approximation to a stochastic differential equation. The base SDE is gen-368 eral enough to capture a range of realistic animal movement, and the two-step procedure 369 in Section 2.2.1 leads to a computationally tractable transition density. Our approach to 370 constraining movement is based on the reflected SDE literature, and consists of projecting 371 numerical approximations to the solution of the SDE onto the domain D.
372
Our approach for inference is computationally challenging, and future work will consider 373 approaches that make inference more computationally efficient. The main computational 374 burden for each iteration of the MCMC algorithm is projecting each latentx 1:T onto D. We 375 coded Algorithm 1 using C++, but there is still significant room for improving computational 376 efficiency. Algorithm 1 assumes that ∂D is given as a polygon or set of polygons, and checks an approach for block updates of (x 1:T ,x 1:T ), which may improve mixing of the MCMC 385 algorithm. 386 We note that there are other possible approaches to simulating RSDEs. One alterna-387 tive, less common, approach for approximating the constrained SDE in (8) Another approach to modeling movement constrained to lie within D is to consider dis-397 crete space (gridded) approximations to the movement process (Hooten et al., 2010; Hanks 398 et al., 2015; Avgar et al., 2016; Brost et al., 2015) . A discrete support allows the spatial 399 constraint on movement to be easily captured, but discrete space approaches can be com-400 putationally challenging to implement when the evaluation of the transition density requires 401 the computation of all pairwise transitions from any grid cell to any other grid cell (e.g.,
402
Brost et al., 2015) . 403 We assumed that animal locations are observed with error, which is the case for most 404 telemetry data. If it can safely be assumed that observation locations have negligible error, 405 then all observations will be within D. In this setting, the projection-based approach to 406 inference developed in Section 3 could still be applied. This is true for SDE models that 
For example, the location and covariance parameters could be those defined by the approx- (20) is
Figure 2: Modeling movement using projected processes. A time-discretized solution to the reflected SDE is obtained by first forward simulating from the transition density to obtaiñ x t |x t−1 , x t−2 , and then projectingx t onto D to obtain x t .
(a) Posterior Path Distribution (b) Observations and Path
Figure 3: Ten sample paths from the posterior distribution of sea lion paths are shown in (a), with each path plotted in a different color. These paths show a propensity of the sea lion to stay close to coastlines. A single paths is shown in blue in (b), with the telemetry observations shown as red points, with lines connecting the telemetry observation to the estimated location x τr . The imputed path between observed telemetry locations skirts islands and other barriers, as the movement model constrains the sea lion to be in the water or on the shoreline at all times. 
