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Abstract
In this paper, by using the Morse index theory for strongly indefinite functionals developed in
[Nonlinear Anal. TMA, in press], we compute precisely the critical groups at the origin and at in-
finity, respectively. The abstract theorems are used to study the existence (multiplicity) of nontrivial
periodical solutions for asymptotically wave equation and beam equation with resonance both at
infinity and at zero.
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1. Introduction
Morse theory has been proved to be a very powerful tool in studying the existence and
multiplicity of the solutions to partial differential equations which arise in the calculus of
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groups is essential. There are some results in the computations of the critical groups: in the
non-degenerate case, the critical groups are determined by the Morse index completely;
in the degenerate case, we have the Splitting Lemma and Shifting Theorem, which reduce
the computing of the critical groups of an isolated critical point to a functional defined on
the kernel of the Hessian (a finite dimensional space in many cases). For more information
about Morse theory, we refer the readers to [2,3].
Suppose that E is a real Hilbert space, f ∈ C1(E,R). Recall that the critical groups at
an isolated critical point p of f is defined by
Cq(f,p) = Hq
(
fa ∩U,fa ∩U − {p}
)
, q ∈ Z,
where a = f (p), fa = {x ∈ E | f (x) a}, U is a closed neighborhood of p, and Hq(·, ·)
is the q th (singular) homology group with coefficients in a field F . On the other hand,
another kind of critical groups, the so-called critical groups at infinity was introduced, see,
for example, [4–6]. We would like to mention that, instead of homology groups, one can
also use cohomology groups to define the critical groups by,
Cq(f,p) = Hq(fa ∩U,fa ∩U − {p}), q ∈ Z.
In applications, combining the critical groups at an isolated critical point with the critical
groups at infinity plays an important role in dealing with the resonant problems of partial
differential equations, especially, in the studying of the asymptotically linear problems.
Therefore, accurate computations of the critical groups both at the isolated critical points
and at the infinity are very important. However, when the functional f is strongly indefi-
nite, we have Cq(f,p) = 0 for all q . This explains that why the previous definition of the
critical groups is of little use for strongly indefinite functionals. In order to overcome this
difficulty, we developed a new Morse index theory for strongly indefinite functional which,
in particularly, is valid for those kinds of strongly indefinite functionals corresponding to
asymptotically linear wave equation and beam equation (see [1] for details).
In this paper, by using the new abstract theory developed in [1], we shall present a
method to compute precisely the critical groups at the origin and at infinity. As applications,
we investigate the existence (multiplicity) of nontrivial periodical solutions of asymptoti-
cally linear wave equation and beam equations, respectively.
The paper is organized as follows: In Section 2, we establish some abstract theorems
devoted to the computations of the critical groups at the origin and at infinity. In Section 3,
we study the existence (multiplicity) of nontrivial periodical solutions for asymptotically
linear wave equation. Section 4 is devoted to the existence (multiplicity) of nontrivial so-
lutions for asymptotically linear beam equation.
2. Preliminaries and the computation of critical groups
Let H be a real separable Hilbert space with inner product 〈·, ·〉 and norm ‖ · ‖, we
consider the functional with the form
f (x) = 1 〈Ax,x〉 +G(x), x ∈ H, (2.1)
2
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in the spectral set σ(A), then according to the spectral decomposition of A, H = H+ ⊕
H0 ⊕ H−, where H±,H0 are invariant subspaces corresponding to the positive, negative
and zero spectrum, respectively. Let P 0 be the orthogonal projection operator from H to
H0 and P = I − P 0. We assume
(H1) G is a C1 functional, P dG is compact, where dG denotes the differential of G,
(H2) dG is quasi-monotone in the following sense: for any sequence un = wn ⊕w0n, with
w0n ∈ H0, wn ∈ H+ ⊕H−, if w0n ⇀w0 ∈ H0, wn → w ∈ H+ ⊕H− and
lim
n→∞
〈
dG(un),w
0
n −w0
〉
 0,
then un → u in H .
We say that a sequence of orthogonal projection operators Γ = {Pn} is an approxima-
tion scheme with respect to A, if it satisfies the following properties:
(i) For any n, Hn = PnH is a finite dimensional subspace of H ;
(ii) I − Pn → 0 (strongly) as n → ∞;
(iii) PnA−APn → 0, as n → ∞ in the operator norm.
The following concepts are important for us, we refer the readers to [7,8] for more
details.
Suppose that η is a flow defined on a metric space M , S is an isolated invariant set with
respect to η, that is S = I (U) ⊂ int(U), where I (U) = {x ∈ U | η(x, t) ∈ U, ∀t ∈ R}. If
U is a closed neighborhood of S, then U is called invariant neighborhood of S. A pair
(W,W0) of compact sets in M is said to be an index pair for S, if W0 ⊂ W and
(i) (W \W0) is a neighborhood of S in M and S = I (cl(W \W0));
(ii) W0 is positive invariant in W , i.e., if x ∈ W0, t  0, η(x, [0, t]) ⊂ W implies
η(x, [0, t])⊂ W0;
(iii) W0 is an exit set for W , i.e., for each x ∈ W and t1 > 0 such that η(x, t1) /∈ W, there
exists t0 ∈ [0, t1) such that η(x, [0, t0]) ⊂ W and η(x, t0) ∈ W0.
If (W,W0) is an index pair for S, then the Conley index h(S) of S is defined by the
homotopy type [W/W0] of the pointed space W/W0, that is h(S) = [W/W0].
Let t ∈ [0,1], n = n(m) such that Hn ⊂ Hm. We consider the functional fn,m,t (which
is related to n,m, t) defined on Hm by
fn,m,t (x) = 12 〈APtx,Ptx〉 +G(Ptx)
+ 1
2
(1 − t)〈(A+ P 0)(Pm −Pn)x, (Pm − Pn)x〉,
where Pt = Pn + (Pm − Pn)t. In the following, and throughout of this paper, for simply
reason, we always use one parameter λ to stand for (n,m, t) and denote, for instance,
fλ := fn,m,t and (PS)∗ := (PS)∗n,m,t etc.λ
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quence (xm) such that xm ∈ Hm, ‖dfλ(xm)‖ → 0, fλ(xm) → c, (n,m → ∞), then up to a
subsequence (still denoted by (xm)), xm → x (m → ∞) and df (x) = 0, f (x) = c.
We denote by Br(x0) = {x ∈ H | ‖x − x0‖  r} and Bnr (x0) = Br(x0) ∩ Hn for some
natural number n and r > 0. Suppose that f satisfies bounded (PS)∗λ condition and x0
is an isolated critical point of f . Then there exit R > 0 and natural number N such that
BNR (x0) is an isolating neighborhood with respect to flows associated with the restriction
functional fn for all nN (see [1, Theorem 2.6]). We use Sn to denote the corresponding
maximal invariant set in Bnr (x0). Then the critical groups of functional f at x0 is defined
by (see [1, Definition 2.11])
Cq(f, x0) := Hq+m(Pn(A+P 0)Pn)
(
h(Sn)
)
, for n large enough, ∀q ∈ Z,
where {Pn} is the approximation scheme with respect to A, H ∗(·) denotes ∗th cohomology
groups, h(Sn) is the Conley index of invariant set Sn, m(·) is the Morse index of operator
“·.”
As to the critical groups at infinity, we assume that the critical set K of f is included
in a ball BR0(θ) for some R0 > 0. Moreover we suppose that dG is asymptotically linear,
that is there is a linear symmetric operator B∞ such that
(H3) lim‖x‖→∞ ‖dG(x)−B∞x‖‖x‖ = 0.
We say that f satisfies (PS)∗λ,c condition, if for every sequence (xm) such that xm ∈ Hm,‖dfλ(xm)‖ → 0, fλ(xm) → c, (n,m → ∞) there is a subsequence (still denoted by (xm))
such that xm → x (m → ∞) and df (x) = 0, f (x) = c. In addition to the assumptions of
(H1), (H2), and (H3), f satisfies (PS)∗λ,c condition in each of the following two cases (see
[1, Lemma 3.2]):
(1) (A+B∞) is invertible;
(2±) P 0BPn = PnP 0B , dim ker(A + B∞) < +∞ and G(x) − 12 〈B∞x, x〉 → ±∞ as
‖P 0Bx‖ → ∞, where P 0B is the projection operator to the kernel space of (A+B∞).
Moreover, one can prove that there exist R,N > 0 such that BNR (θ) (R > R0) is an
isolating invariant neighborhood with respect to flows associated with the restric-
tion functional fn for all nN (see [1, Theorem 3.4]). We use S∞n to denote the
maximal invariant set in BnR(θ). Then the critical groups of functional f at infinity
is defined by [1, Definition 3.6]
Cq(f,∞) := Hq+m(Pn(A+P 0)Pn)(h(S∞n )), for n large enough, ∀q ∈ Z.
In order to characterize the critical groups precisely, we introduce the following
concept of Maslov type index. Consider a family of the functional f˜λ defined on
Hm by
f˜λ(x)= 12
〈
(A+B)Ptx,Ptx
〉
+ (1 − t)1 〈(A+ P 0)(Pm − Pn)x, (Pm − Pn)x〉,2
106 P. Zeng et al. / J. Math. Anal. Appl. 300 (2004) 102–128where B is a linear symmetric operator and all the other notations are the same as
before, that is f˜λ := f˜n,m,t , t ∈ [0,1], Pt = Pn+(Pm−Pn)t . We say that functional
f˜ (x) = 12 〈(A + B)x, x〉 satisfies bounded (PS)∗λ condition if for every bounded
sequence (xm) such that xm ∈ Hm, ‖df˜λ(xm)‖ → 0, f˜λ(xm) → c as n,m → ∞,
which imply that, up to a subsequence, (xm) converges to x (as m → +∞) with
df˜ (x)= 0, f˜ (x)= c.
Lemma 2.1. Suppose that f˜ (x) = 12 〈(A+B)x, x〉 satisfies bounded (PS)∗λ conditions. In
addition, we assume that (A+B) has bounded inverse. Then I (B) = limn→∞(m(Pn(A+
B)Pn)−m(Pn(A+P 0)Pn)), is well defined.
Proof. Without lose of generality, we may assume that Hn ⊂ Hm for m n. Since (A +
P 0) has bounded inverse, then by [1, Lemma 2.8], there exist a constant α > 0 such that
for m large enough,∥∥Pm(A+ P 0)Pmx∥∥ α‖Pmx‖,
m
(
Pm
(
A+ P 0)Pm)= m(Pn(A+ P 0)Pn)+m((Pm − Pn)(A+ P 0)(Pm − Pn)).
(2.2)
Since f˜ satisfies bounded (PS)∗λ condition and θ is its unique critical point. Then by the
same arguments as in [1, Theorem 2.6], we can conclude that there exist R > 0 and N > 0
such that BNR (θ) is an isolating neighborhood with respect to the flows associated to the
functional f˜λ, for any t ∈ [0,1] and ∀n,mN . In particular, it is true for a fixed m large
enough and any t ∈ [0,1]. We use Smt to denote the maximal invariant set in BmR (θ). Then
by the continuity of Conley index (see [7, Chapter IV, Theorem 1.4]), we have
Sm(Pm(A+B)Pm) = h(Sm0 )∼= h(Sm1 )= Sm(Pn(A+B)Pn)+m((Pm−Pn)(A+P 0)(Pm−Pn)),
hence,
m
(
Pm(A+B)Pm
)= m(Pn(A+B)Pn)+m((Pm − Pn)(A+ P 0)(Pm − Pn)).
It follows from (2.2) that for any n,mN ,
m
(
Pm(A+B)Pm
)−m(Pm(A+ P 0)Pm)
= m(Pn(A+B)Pn)−m(Pn(A+ P 0)Pn),
which implies the result of our lemma. 
Lemma 2.2. Consider the functional in (2.1). Suppose that f satisfies (H1), (H2), and
‖dG(x) − B(x)‖ = o(‖x‖) as x → 0. Then functional f˜ = 12 〈(A + B)x, x〉 satisfies
bounded (PS)∗λ condition.
Proof. Since limn,m→∞ ‖df˜λ(xm)‖ = 0, for large n,m, we have by the properties of ap-
proximation scheme,
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(
A+ P 0)(Pm − Pn)xm
= (Pn + (Pm − Pn)tm)Axm + (1 − tm)(Pm − Pn)Axm + o(1)
+ PtmBPtmxm + (1 − tm)(Pm − Pn)P 0(Pm − Pn)xm + o(1)
= Axm + PtmBPtmxm + (1 − tm)(Pm − Pn)P 0(Pm −Pn)xm + o(1),
thus
Axm + PtmBPtmxm + (1 − tm)(Pm − Pn)P 0(Pm − Pn)xm = o(1), (2.3)
P
(
Axm + PtmBPtmxm + (1 − tm)(Pm − Pn)P 0(Pm − Pn)xm
)= o(1).
Hence,
APxm + PtmPBPtmxm = o(1). (2.4)
Since P dG is compact, so is PB provided that ‖G(x) − Bx‖ = o(‖x‖) (see [2]). Hence
(2.4) implies that APxm is convergent. Note that A is invertible on H±, Pxm is convergent.
In the following, we prove that P 0xm is convergent too. Suppose xm ⇀ x (m → ∞),
then P 0xm ⇀P 0x (m → ∞). By (2.2), we have〈
PtmBPtmxm,P
0xm − P 0x
〉+ (1 − tm)∥∥P 0(Pm − Pn)xm∥∥2 = o(1),
hence
lim
n,m→∞
〈
B
(
Pn + (Pm − Pn)tm
)(
Pxm + P 0xm
)
,
(
Pn + (Pm − Pn)tm
)
P 0xm −P 0x
〉
 0.
By [1, Proposition 3.1], we get
lim
n,m→∞
(
Pn + (Pm − Pn)tm
)
P 0xm → P 0x.
At last, by the same arguments as in [1, Lemma 2.3], we have limm→∞ P 0xm = P 0x .
We complete the proof of Lemma 2.2. 
Lemma 2.3. In addition to (H1), (H2), suppose that ‖dG(x) − Bx‖ = o(‖x‖) as
‖x‖ → ∞. Then quadratic functional f˜1 := 12 〈(A + B + PB)x, x〉 satisfies (PS)∗λ con-
dition in each of the following conditions:
(i) (A+B) is invertible.
(ii) PBPn = PnPB and dim ker(A + B) < +∞. Where PB is the projection operator to
the kernel space of (A+B).
Proof. (i) Since (A + B) is invertible, PB = 0. Still we consider the functional f˜λ, by
Lemma 2.2, it is sufficient to prove that any (PS)∗λ sequence (xm) is bounded. In fact, by
[1, Proposition 3.3], there exists a number α > 0 such that for xm ∈ Hm, t ∈ [0,1] and n,m
large enough,
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= ∥∥PtAPtxm + PtBPtxm + (1 − t)(Pm − Pn)(A+ P 0)(Pm − Pn)xm∥∥
 α‖xm‖,
which implies that (xm) is bounded.
(ii) We prove that there exists a number α1 > 0 such that for x ∈ Hm, t ∈ [0,1] and n,m
large enough.∥∥Pt (A+B + PB)Ptx + (1 − t)(Pm − Pn)(A+ P 0)(Pm − Pn)x∥∥ α1‖x‖. (2.5)
Indeed, this can be done by the similar estimates as in [1, Proposition 3.3]. To facilitate for
the reders, we sketch the proof. By contrary, suppose that there exist xm ∈ Hm,‖xm‖ = 1,
n,m → ∞, tm ∈ [0,1] such that
o(1)= Ptm(A+B + PB)Ptmxm + (1 − tm)(Pm − Pn)
(
A+ P 0)(Pm − Pn)xm
= PtmAPtmxm + (1 − tm)(Pm − Pn)A(Pm − Pn)xm + PtmBPtmxm
+ PtmPBPtmxm + (1 − tm)(Pm − Pn)P 0(Pm − Pn)xm
= (Pn + tm(Pm − Pn))Axm + (1 − tm)(Pm − Pn)Axm + o(1)+ PtmBPtmxm
+ PtmPBPtmxm + (1 − tm)(Pm − Pn)P 0(Pm − Pn)xm
= Axm + PtmBPtmxm +PtmPBPtmxm + (1 − tm)(Pm − Pn)P 0(Pm − Pn)xm
+ o(1),
thus
Axm + PtmBPtmxm + PtmPBPtmxm + (1 − tm)(Pm − Pn)P 0(Pm −Pn)xm
= o(1) (2.6)
and
P
(
Axm + PtmBPtmxm + PtmPBPtmxm + (1 − tm)(Pm − Pn)P 0(Pm − Pn)xm
)
= o(1). (2.7)
It follows easily from [1, Lemma 2.1] that limn→∞ PnP −PPn = 0, and then (2.7) deduces
that
APxm + PtmPBPtmxm + PtmPPBPtmxm = o(1). (2.8)
Since P dG is compact and so is PB , on the other hand, it follows from dim ker(A+B) <
+∞ that PB is compact. Hence it follows from (2.8) that APxm is convergent.
Now we assume that xm ⇀ x, then P 0xm ⇀P 0x , noting that the condition PB is com-
pact and PBPn = PnPB , from (2.6), we get〈
BP 0Ptmxm,P
0Ptmxm −P 0x
〉+ (1 − tm)∥∥P 0(Pm − Pn)xm∥∥2 = o(1),
this implies that
lim
〈
BP 0Ptmxm,P
0Ptmxm − P 0x
〉
 0.m→∞
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lim
m→∞Ptmxm = x,
i.e.,
lim
m→∞
(
Pn + (Pm −Pn)tm
)
xm = x,
at last, by using the same arguments as in [1, Lemma 2.3], we get limm→∞ xm = x .
Thus, taking limits in (2.6), we obtain that (A + B + PB)x = 0 and ‖x‖ = 1, since
(A+B + PB) is invertible, this is impossible. Therefore, (2.5) is true.
Now suppose that (xm) is a (PS)∗λ sequence, then similar to (i), it is sufficient to prove
(xm) is bounded. And this is an immediately result of (2.5). The proof of Lemma 2.3 is
completed. 
Definition 2.4. Under the assumptions of Lemma 2.3, we define
I−(B) = I (B + PB), N(B) = dim ker(A+B),
and call (I−(B),N(B)) the abstract Maslov type index of B .
Theorem 2.5. Suppose that f ∈ C1(H,R) satisfies (H1), (H2), θ is an isolated critical
point of f and there exists a linear symmetric operator B0 such that∥∥dG(x)−B0x∥∥= o(‖x‖) as x → 0.
In addition, we assume that
(i) (A+B0) is invertible;
(ii±) dim ker(A+B0) < +∞, and there are α,β > 1 such that∥∥dG(x)−B0x∥∥ c(‖x0‖α + ‖x+ + x−‖β)
G(P 0B0x)− 12 〈B0P 0B0x,P 0B0x〉
‖P 0B0x‖2α
→ ±∞ as ∥∥P 0B0x∥∥→ 0,
where x = x+ + x− + x0 ∈ H+ ⊕ H0 ⊕ H− is the orthogonal decomposition corre-
sponding to the spectrum of the operator (A+B0),P 0B0 is the projection operator to
the kernel space of (A+B0). Then
Cq(f, θ) =


δq,I (B0)F, if (i) holds,
δq,I−(B0)F, if (ii+) holds,
δq,(I−(B0)+N(B0))F, if (ii−) holds,
∀q ∈ Z,
where F is the coefficients field of the groups.
Proof. (i) For large n, we consider the family of functionals
fs(x) = 1
〈
(A+B0)x, x
〉+ (1 − s)(G(x)− 1 〈B0x, x〉
)
, for s ∈ [0,1], x ∈ Hn.2 2
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fact, let (xk) ⊂ Hn be a (PS) sequence, since (A + B0) is invertible, there is a constant
c > 0 such that for ∀xk ∈ Hn, and n large enough,∥∥Pn(A+B0)Pnxk∥∥ c‖Pnxk‖.
Hence∥∥dfs(xk)∥∥= ∥∥Pn(A+B0)Pnxk + (1 − s)Pn(dG−B0)(Pnxk)∥∥ c‖xk‖ − c
‖xk‖,
where c
 → 0 as 
 → 0. Obviously, (xk) is bounded, and then our conclusion comes true
since Hn is finite dimensional. On the other hand, by [1, Theorem 2.6], there is N > 0
such that BNδ (θ) is an isolating neighborhood for some invariant set of fs for all s ∈ [0,1]
and n  N . We use Sns to denote the corresponding maximal invariant set in Bnδ (θ) with
respect to flows associated with fs , then by [7, Chapter IV, Theorem 1.4], we have (for n
large enough)
h
(
Snµ
)= h(Snλ), for ∀µ,λ ∈ [0,1].
Thus
Cq(f, θ) = Hq+m(Pn(A+P 0)Pn)(h(Sn0 ))= Hq+m(Pn(A+P 0)Pn)(h(Sn1 )).
Since (A+B0) is invertible, we have (for large n)
h
(
Sn1
)= Sm(Pn(A+B0)Pn),
therefore
Cq(f, θ) = Hq+m(Pn(A+P 0)Pn)(Sm(Pn(A+B0)Pn))
= δq,m(Pn(A+B0)Pn)−m(Pn(A+P 0)Pn)F = δq,I (B0)F.
(ii−) Set C =: A+B0, g(x) =: G(x)− 12 〈B0x, x〉, then our functional can be written as
f (x)= 1
2
〈Cx,x〉 + g(x).
By [1, Theorem 2.6], there are R > 0 and a natural number N such that BNR (θ) is an
isolating neighborhood with respect to flows associated with the restriction functional fn
for all nN . Again we use Sn to denote the maximal invariant set in BnR(θ), then by the
definition of the critical groups at an isolated critical point,
Cq(f, θ) = Hq+m(Pn(A+P 0)Pn)(h(Sn)), for n large enough, ∀q ∈ Z.
In the following , we first compute h(Sn). For n large enough such that ker(A+B0) ⊂ Hn
(this is possible by the properties of approximation scheme of {Pn}, see [1, Lemma 2.7]
and comments there), we take a neighborhood N˜ of Sn in BnR(θ) as follows:
N˜ = {x | ‖x+‖2 − d‖x−‖2 − k‖x0‖2α  
r20 , ‖x−‖2 +‖x0‖2  r20},
where d, k, 
, r0 are to be determined later, x = x+ + x− + x0 ∈ Hn+ ⊕ Hn− ⊕ H0, and
Hn+ , Hn− , and H0 are the positive, negative and zero eigenvalue spaces of operator
Pn(A+B0)Pn in space Hn. Then the boundary of N˜ consists of two parts:
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{
x | ‖x+‖2 − d‖x−‖2 − k‖x0‖2α = 
r20 , ‖x−‖2 + ‖x0‖2  r20
}
,
Γ2 =
{
x | ‖x+‖2 − d‖x−‖2 − k‖x0‖2α  
r20 , ‖x−‖2 + ‖x0‖2 = r20
}
.
The normal vector on Γ1 is γ = x+ − dx− − kα‖x0‖2α−2x0. Let m = inf{|〈Cx±, x±〉|,
‖x±‖ = 1, x± ∈ Hn±}, we have(
dfn(x), γ
)= (Pn(C + dg)Pn(x), γ )
= (PnCPnx+, x+) − d(PnCPnx−, x−)+
(
Pn dgPn(x), γ
)
m‖x+‖2 + dm‖x−‖2
− c(‖x0‖α + ‖x+ + x−‖β) · (‖x+‖ + d‖x−‖ + kα‖x0‖2α−1)
m‖x+‖2 + dm‖x−‖2 − c‖x0‖α
(‖x+‖ + d‖x−‖)−L(x)
 m
2
(‖x+‖2 − d‖x−‖2 − k‖x0‖2α)= 12m
r20 > 0,
as k large and r0 small. Where L(x) consists of some higher terms with respect to ‖x+‖2,
‖x−‖2, and ‖x0‖α . Next we study the behavior of fn near the boundary Γ2. In fact,
fn(x) = 12 〈Cx+, x+〉 +
1
2
〈Cx−, x−〉 + g(x)
 1
2
‖C‖‖x+‖2 − 12m‖x−‖
2 + g(x0)
+ c(‖x0‖α + ‖x+ + x−‖β)(‖x+‖ + ‖x−‖)
 ‖C‖‖x+‖2 − 14m‖x−‖
2 + 1
2
g(x0)
 ‖C‖
r20 +
(
‖C‖d − 1
4
m
)
‖x−‖2 + 14g(x0). (2.9)
Take d satisfying ‖C‖d − 14m < 0 , for given r0 and 
 small enough, (2.9) enable us to
choose constants r1, r2, and δ > 0, r1 < r2 < r0 such that
fn(x)− δ2 , if x ∈ N˜, ‖x0 + x−‖ r1,
fn(x) < 0, if x ∈ N˜, ‖x0 + x−‖ > r1,
fn(x)−34δ, if x ∈ N˜, ‖x0 + x−‖ r2,
fn(x) < − δ2 , if x ∈ N˜, ‖x0 + x−‖ = r2,
fn(x) < −δ, if x ∈ N˜, ‖x0 + x−‖ = r0.
Let
Ni =
{
x ∈ N˜ | ‖x0 + x−‖ ri
}
, Γri =
{
x ∈ N˜ | ‖x0 + x−‖ = ri
}
, i = 1,2.
Set
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{
ηn(t, u)
∣∣∣ t  0, u ∈ N2, fn(ηn(t, u))−34δ
}
,
Wn− = Wn ∩ f−1n
(
−3
4
δ
)
,
where ηn is the flow associated with the restriction functional fn. Then (Wn,Wn−) is a
Conley index pair of Sn with respect to flow ηn. In deed, for any point x in N˜ \ Wn such
that x ∈ Sn, we have ηn(x, t) → x˜ as t → ∞ and ηn(x, t) → x¯ as t → −∞, with x˜, x¯
are the critical points of fn. However, by the choice of Wn and the behavior of the flow
ηn on the boundary of N˜ , this is impossible. This shows that Wn \ Wn− is an isolating
neighborhood of Sn. It is obviously that Wn− is positive invariant and is an exit set of Wn.
Let A1 = {ηn(t, u) | t  0, u ∈ Γr2, fn(ηn(t, u))− 34δ}, then Wn = N2 ∪ (A1 ∪Wn−).
Since ηn(t, u) cannot enter N1 whenever u ∈ Γr2 . It follows that if ηn(t, u) ∈ Wn , then
there exists unique t1 such that ηn(t1, u) ∈ Wn−. Let t2 be the time of reaching Γr2 , t =
min{t1, t2}, then the mapping
σ(s,u) =
{
ηn(st, u), u ∈ Γr2,
u, u ∈ Wn−,
is a deformation contraction of Γr2 ∪Wn− onto Wn−.
Similarly, we can deform A1 ∪Wn− to Wn−. So
h(Sn) = Hq(Wn,Wn−) = Hq
(
N2 ∪ (A1 ∪Wn−),Wn−
)∼= Hq(N2 ∪Wn−,Wn−)
∼= Hq(N2 ∪Wn−,Γr2 ∪Wn−) ∼= Hq(N2,Γr2) (excitation)
= δq,m(Pn(A+B0)Pn)+dim(ker(A+B0))F.
Noting that, for n large enough, ker(A + B0) ⊂ Hn, a direct computation shows that
m(Pn(A+B0)Pn) = m(Pn(A+B0 + P 0B0)Pn). Therefore (for large n )
Cq(f, θ) = Hq+m(Pn(A+P 0)Pn)(h(Sn))= δq,I−(B0)+N(B0)F.
(ii+) In this case, we take the neighborhood of Sn as:
N˜ = {x | ‖x−‖2 − d‖x+‖2 − k‖x0‖2α  
r20 , ‖x+‖2 +‖x0‖2  r20}.
Then the boundaries of N˜ are:
Γ1 =
{
x | ‖x−‖2 − d‖x+‖2 − k‖x0‖2α = 
r20 , ‖x+‖2 + ‖x0‖2  r20
}
,
Γ2 =
{
x | ‖x−‖2 − d‖x+‖2 − k‖x0‖2α  
r20 , ‖x+‖2 + ‖x0‖2 = r20
}
.
The normal vector on Γ1 is γ = x− − dx+ − kα‖x0‖2α−2x0. By the similar arguments as
in (ii−), we can prove that(
dfn(x), γ
)
−1
2
m
r20 < 0,
which implies that the negative gradient of fn is outward on Γ1.
Moreover
fn(x)−‖C‖
r20 −
(
‖C‖d − 1m
)
‖x+‖2 + 1g(x0), (2.10)4 4
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, (2.10) enable
us to take positive constants r1, r2, δ > 0, r1 < r2 < r0 such that
fn(x)
δ
2
, if x ∈ N˜, ‖x0 + x+‖ r1,
fn(x) > 0, if x ∈ N˜, ‖x0 + x+‖ r1,
fn(x) δ, if x ∈ N˜, ‖x0 + x+‖ r2.
In the following, we first deform N˜ to Γ1 ∪N2 = {x ∈ N˜ | ‖x0 + x+‖ r2} by a geometric
deformation σ2. Let Wn = N2 ∩ fn(δ/2) ∪Γ1, Wn− = Γ1 ∩ fn(δ/2). Then, it is easy to check
that (Wn,Wn−) is a Conley index pair of the invariant set Sn.
Secondly, we use the negative gradient flow ηn generated by dfn to make a deforma-
tion. Let t1 be the time of reaching the level set fn(δ/2), t2 be the time of reaching the
boundary Γ1, take t = min{t1, t2}, and define
σ1(s, u) =
{
ηn(st, u), u ∈ N2 ∪ Γ1, t > 0,
u, u ∈ N2 ∪ Γ1, t = 0,
then σ = σ2 ◦ σ1 is a deformation retraction of N2 ∪ Γ1 onto Wn. Hence
h(Sn) = Hq(Wn,Wn−) ∼= Hq(N2 ∪ Γ1,Γ1) = δq,m(Pn(A+B0)Pn)F,
So (for large n)
Cq(f, θ) = Hq+m(Pn(A+P)Pn)(h(Sn))= δq,I−(B0)F.
The Theorem 2.5 is proved. 
Theorem 2.6. Suppose that f ∈ C1(H,R) satisfies (H1), (H2), there exists a linear sym-
metric operator B∞ such that∥∥dG(x)−B∞x∥∥= o(‖x‖) as x → ∞.
Moreover, we assume that
(iii) (A+B∞) is invertible;
(iv±) P 0B∞Pn = PnP 0B∞ , dim ker(A+ B∞) < +∞, and there are α ∈ (0,1) and constant
c > 0 such that, ‖dG(x)−B∞x‖ c‖x‖α , and
G(P 0B∞x)− 12 〈B∞P 0B∞x,P 0B∞x〉
‖P 0B∞x‖2α
→ ±∞ as ∥∥P 0B∞x∥∥→ ∞.
Where P 0B∞ is the projection operator to the kernel space of operator (A+B∞).
Then
Cq(f,∞) =


δq,I (B∞)F, if (iii) holds,
δq,I−(B∞)F, if (iv+) holds,
δq,(I−(B∞)+N(B∞))F, if (iv−) holds,
∀q ∈ Z.
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(iv−) Set C =: A+B∞, g(x) =: G(x)− 12 〈B∞x, x〉, then our functional can be written
as
f (x) := 1
2
〈Cx,x〉 + g(x).
Then by [1, Theorem 3.4], f satisfies (PS)∗λ condition. And hence there exist R > 0 and
N such that BNR (θ) is an isolating neighborhood with respect to flows associated with the
restriction functionals fn for all nN . We use S∞n to denote the maximal invariant set in
BnR(θ). Now for a large enough n such that ker(A+B∞) ⊂ Hn, we define a cylinder in Hn
by
C0 =
{
x | ‖x+‖2 − d‖x−‖2 − kh
(‖x0‖)M},
where d, k,M > 0 are to be determined later,
h(t) =


|t|2α, α > 12 ,
|t|2α, α  12 , |t| 2,
|t|2, α  12 , |t| 1,
smooth, α  12 , 1 |t| 2,
and x = x+ + x− + x0 ∈ Hn+ ⊕ Hn− ⊕ H0, where Hn+,Hn− , and H0 are the positive,
negative and zero eigenvalue spaces of operator Pn(A+B∞)Pn in Hn.
Let m = inf{|〈Cx±, x±|, ‖x±‖ = 1, x± ∈ Hn±}. In what follows, as in the proof of
Theorem 2.5, in order to compute the critical groups, we first construct a Conley index pair
for S∞n . In fact, since the normal vector on ∂C0 is γ = x+ − dx− − kh′(‖x0‖) x0‖x0‖ . For n
large enough, we have(
dfn(x), γ
)= (PnCPnx+, x+) − d(PnCPnx−, x−)+ (Pn dgPn(x), γ )
m‖x+‖2 − dm‖x−‖2
− c(‖x‖α + 1) ·(‖x+‖ + d‖x−‖ + kh′(‖x0‖) x0‖x0‖
)
m‖x+‖2 + dm‖x−‖2 − c‖x0‖α
(‖x+‖ + d‖x−‖)−L(x)− c,
where L(x) consists of lower terms with respect to ‖x+‖2,‖x−‖2, and ‖x0‖2α . Choosing
k large enough, we get(
dfn(x), γ
)
 m
2
(‖x+‖2 − d‖x−‖2 − k‖x0‖2α)− c
= m
2
M − c > 0, if M > 2c
m
.
So the negative gradient −dfn(x) points inward to C0 on ∂C0 and fn has no critical points
outside C0. Next we prove that ∀x ∈ C0,
fn(x) → −∞ ⇔
∥∥x− + P 0B∞x∥∥→ ∞, uniformly in x+. (2.11)
In fact, for ∀x ∈ C0
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1
2
(Cx−, x−)+ g(x)
 1
2
‖C‖‖x+‖2 − 12m‖x−‖
2 + g(x0)+ c
(‖x‖α + 1)(‖x+ + x−‖)
 ‖C‖‖x+‖2 − 14m‖x−‖
2 + 1
2
g(x0)+ c

(
−1
4
m+ ‖C‖d
)
‖x−‖2 + 14g(x0)+ c.
Choose d satisfying − 14m+‖C‖d < 0, then
fn(x) → −∞, as ‖x− + P 0B∞x‖ → ∞ uniformly in x+. (2.12)
On the other hand, by (iv−)
fn(x)−12‖C‖‖x−‖
2 + g(x0)− c
(‖x‖α + 1)(‖x+ + x−‖)
−‖C‖‖x−‖2 + 2g(x0)− c. (2.13)
Combine by (2.12) and (2.13), (2.11) is proved.
Now we take T > 0 large enough such that there are no any critical points of fn in f−T .
By (2.11), there exist α1 < α2 < −T ,R1 >R2 > 0 such that
fn(x) α2, if x ∈ C0, ‖x− + x0‖ <R2,
fn(x) < α2, if x ∈ C0, ‖x− + x0‖ >R1,
fn(x) α1, if x ∈ C0, ‖x− + x0‖ <R1.
Set Wn = {x ∈ C0 | fn(x) α1}, Wn− = {x ∈ C0 | fn(x) = α1}. Then, it is easy to check
that (Wn,Wn−) is a Conley index pair for the invariant set S∞n . Let
A1 =
{
x ∈ C0 | fn(x) α1 and ‖x− + x0‖R2
}
,
we define
µ(t, x)=
{
x, if ‖x− + x0‖R1,
x+ + x−+x0‖x−+x0‖
(
tR1 + (1 − t)‖x− + x0‖
)
, if ‖x− + x0‖R1.
Then σ1 = µ(1, ·) is a deformation contraction of C2 := {x ∈ C0 | ‖x− + x0‖  R2} onto
C1 := {x ∈ C0 | ‖x− +x0‖R1}. Let t be the time of reaching the level set fα1 . We define
a deformation retraction σ2 by the negative gradient flow ηn as follows:
σ2(s, x) =
{
ηn(st, x), t > 0;
x, t = 0.
Then σ = σ2 ◦ σ1 is a deformation retraction of A1 onto Wn−. Denote by
D1 :=
{
x ∈ C0 | ‖x− + x0‖R1
}
, D12 :=
{
x ∈ C0 | R2  ‖x− + x0‖R1
}
.
Then
h
(
S∞n
)= Hq(Wn,Wn−) ∼= Hq(Wn,A1) ∼= Hq(D1,D12)
= δq,m(Pn(A+B∞)Pn)+dimker(A+B∞)F.
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Cq(f,∞) = Hq+m(Pn(A+P 0)Pn)h(S∞n )= δq,I−(B∞)+N(B∞)F, ∀q ∈ Z.
(iv+) In this case, we define
C0 =
{
x | ‖x−‖2 − d‖x+‖2 − kh
(‖x0‖)M},
then the normal vector on ∂C0 is γ = x− −dx+ −kh′(‖x0‖) x0‖x0‖ . Similar to (iv−), we have(
dfn(x), γ
)
 m
2
(
d‖x+‖2 − ‖x−‖2 + k‖x0‖2α
)+ c−m
2
M + c < 0.
Here, we choose k,M large enough. This implies that fn has no critical points outside C0,
and the negative gradient −dfn points outside on ∂C0. On the other hand, by the similar
(but obviously modification) estimates as in the proof of (2.11), we can prove that ∀x ∈ C0,
fn(x) → +∞ ⇔ ‖x+ + x0‖ → ∞, uniformly in x−. (2.14)
So for ∀T > 0, ∃M2 >M1 > T and R2 >R1 > 0 such that
fn(x)M1, if x ∈ C0, ‖x0 + x+‖ <R1,
fn(x) >M1, if x ∈ C0, ‖x0 + x+‖ >R2,
fn(x)M2, if x ∈ C0, ‖x0 + x+‖R2.
Set Wn = {x ∈ C0 | fn(x)  M1}, Wn− = {x ∈ C0 | fn(x)  M1 and x ∈ ∂C0}. Then
(Wn,Wn−) is a Conley index pair of S∞n . Let
Ni =
{
x ∈ C0 | ‖x0 + x+‖Ri
}
, Γi =
{
x ∈ ∂C0 | ‖x0 + x+‖Ri
}
,
i = 1,2,
we first we deform N2 to N1 ∪ Γ2 by a geometric deformation σ1. Let s1 be the time of
reaching ∂C0 along the negative gradient flow ηn, and s2 be the time of reaching the level
set f−1n (M1). Take s = min(s1, s2), and we define
σ2(t, x) =
{
ηn(ts, x), s > 0,
x, s = 0.
Then σ = σ2 ◦ σ1 is a deformation contraction of Wn onto N1 ∪ Γ2. Thus
h(Sn) = Hq(Wn,Wn−) ∼= Hq(N1 ∪ Γ2,Wn−) ∼= Hq(N1,Γ1) = δq,m(Pn(A+B∞)Pn)F,
so (for large n)
Cq(f,∞) := Hq+m(Pn(A+P 0)Pn)(h(Sn))= δq,I−(B∞)F.
The theorem is proved. 
P. Zeng et al. / J. Math. Anal. Appl. 300 (2004) 102–128 1173. Wave equation
In this section, by using the abstract theorems obtained in Section 2, we are concerned
with the existence of nontrivial periodical solutions of the wave equation with the boundary
and the periodicity conditions as follows:{
utt − uxx + f (x, t, u)= 0, 0 < x < π, t ∈ R,
u(0, t) = u(π, t) = 0, t ∈ R,
u(x, t + 2π) = u(x, t), 0 < x < π, t ∈ R,
(3.1)
where f satisfies the following hypotheses:
(P1) f ∈ C([0,π] ×R2,R), f (x, t + 2π, ξ) = f (x, t, ξ) for all x, t, ξ .
(P2) f (x, t, ξ) is strictly monotone with respect to variable ξ , that is(
f (x, t, ξ)− f (x, t, η))(ξ − η) > 0, for ξ = η ∈ R.
Suppose that b0, b∞ ∈ C([0,π] ×R,R) are 2π periodic functions with respect to t , let
g0(x, t, ξ) = f (x, t, ξ)− b0(x, t)ξ, G0(x, t, ξ)=
ξ∫
0
g0(x, t, s) ds,
g∞(x, t, ξ) = f (x, t, ξ)− b∞(x, t)ξ, G∞(x, t, ξ) =
ξ∫
0
g∞(x, t, s) ds,
we introduce the following assumptions:
(P±3 ) There exist constants M0, c0 > 0 and σ ∈ (1,∞) such that∣∣g0(x, t, ξ)∣∣M0|ξ |σ , ξ ∈ R, |ξ | c0,
and
lim|ξ |→0
G0(x, t, ξ)
|ξ |2σ = ±∞ uniformly in (x, t).
(P±4 ) There exist constants M∞ and α ∈ (0,1) such that∣∣g∞(x, t, ξ)∣∣M∞|ξ |α, ξ ∈ R,
and
lim|ξ |→∞
G∞(x, t, ξ)
|ξ |2α = ±∞ uniformly in (x, t).
We say that Eq. (3.1) is asymptotically linear at the origin and at infinity, respectively,
if
g0(x, t, ξ) = o
(|ξ |) uniformly in (x, t) as ξ → 0,
g∞(x, t, ξ) = o
(|ξ |) uniformly in (x, t) as ξ → ∞.
118 P. Zeng et al. / J. Math. Anal. Appl. 300 (2004) 102–128Then (P±3 ) and (P±4 ) imply that Eq. (3.1) is asymptotically linear at the origin and at
infinity, respectively.
It should be mentioned that there are several papers dealt with (3.1) in case that f is
asymptotically linear (cf. [9–12]). In [9], a finite dimensional reduction was performed and
for this purpose, it was necessary to assume that the derivative of f is bounded and in our
paper, df need not be bounded; In [10], in order to use the abstract theory in [11], a kind
of compactness conditions was assumed on the gradient of the non-quadratic part of the
functional; In [12] the authors assumed that f is strongly monotone, that is: ∃
 > 0 such
that (
f (x, t, ξ)− f (x, t, η))(ξ − η) 
(ξ − η)2 for all x, t, ξ, η.
In this paper, on one hand, we assume that f is strictly monotone, and on the other hand,
we do not assume b0, b∞ are constants. To the best of my knowledge, very little is known
for the case that b0, b∞ are functions of x, t . Moreover, our theorems contains the case that
b0(x, t) = b∞(x, t) which implies that (3.1) is resonant both at the origin and at the infinity
with the same function. Note that the assumptions of theorems in [9–12] imply b0 = b∞.
Theorem 3.1. Assume (P1), (P2). Then (3.1) has at least one nontrivial weak solution in
each of the following cases:
(1) 0 /∈ σ(A+B0), 0 /∈ σ(A+B∞), I (B0) = I (B∞);
(2) 0 /∈ σ(A+B0), 0 ∈ σ(A+B∞), (P+4 ) hold and I (B0) = I−(B∞);
(3) 0 ∈ σ(A+B0), 0 /∈ σ(A+B∞), (P+3 ) hold and I−(B0) = I (B∞);
(4) 0 /∈ σ(A+B0), 0 ∈ σ(A+B∞), (P−4 ) hold and I (B0) = I−(B∞)+N(B∞);
(5) 0 ∈ σ(A+B0), 0 /∈ σ(A+B∞), (P−3 ) hold and I−(B0)+N(B0) = I (B∞);
(6) (P+3 ) and (P+4 ) hold, I−(B0) = I−(B∞);
(7) (P−3 ) and (P−4 ) hold, I−(B0)+N(B0) = I−(B∞)+N(B∞);
(8) (P+3 ) and (P−4 ) hold, I−(B0) = I−(B∞) +N(B∞);
(9) (P−3 ) and (P+4 ) hold, I−(B0)+N(B0) = I−(B∞).
Theorem 3.2. In addition to the assumptions of Theorem 3.1. Suppose that u0 = θ is a
non-degenerate periodic solution of (3.1), then it has at least another solution u1 /∈ 0, u0,
if one of the following cases occurs:
(1) 0 /∈ σ(A+B0), 0 /∈ σ(A+B∞), I (B0) = I (B∞);
(2) 0 /∈ σ(A+B0), 0 ∈ σ(A+B∞), (P+4 ) hold and I (B0) = I−(B∞);
(3) 0 ∈ σ(A+B0), 0 /∈ σ(A+B∞), (P+3 ) hold and I−(B0) = I (B∞);
(4) 0 /∈ σ(A+B0), 0 ∈ σ(A+B∞), (P−4 ) hold and I (B0) = I−(B∞)+N(B∞);
(5) 0 ∈ σ(A+B0), 0 /∈ σ(A+B∞), (P−3 ) hold and I−(B0)+N(B0) = I (B∞);
(6) (P+3 ) and (P+4 ) hold, I−(B0) = I−(B∞);
(7) (P−3 ) and (P−4 ) hold, I−(B0)+N(B0) = I−(B∞)+N(B∞);
(8) (P+3 ) and (P−4 ) hold, I−(B0) = I−(B∞) +N(B∞);
(9) (P−3 ) and (P+4 ) hold, I−(B0)+N(B0) = I−(B∞).
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u(x, t) =
∞∑
j=1
∞∑
k=−∞
ujk sin jxeikt , uj,−k = u¯jk, (3.2)
such that
∑
j =|k| |j2 − k2‖ujk|2 +
∑
j=|k| |ujk|2 < ∞. Then E is a subspace of L2(Ω).
In what follows, we define A0 = ∂2/∂t2 − ∂2/∂x2 on L2(Ω) with the domain D(A0) =
{u ∈ C∞(Ω¯) | u(0, t) = u(π, t) = 0, u(x, t + 2π) = u(x, t)}. Then A0 is a symmetric op-
erator and has a self-adjoint extension A, and the self-adjoint operator A has the following
spectral resolution,
Au =
∑
(j,k)∈N×Z
(
j2 − k2)(ujk) sin jxeikt ,
where u = ∑(j,k)∈N×Z(ujk) sin jxeikt . By this spectral resolution, we define a Hilbert
space
H =
{
u ∈ L2(Ω)
∣∣∣ ∑
(j,k)∈N×Z
∣∣j2 − k2∣∣(ujk)2 < +∞
}
equipped with the norm
‖u‖2 = π2
∑
(j,k)∈N×Z
(
1 + ∣∣j2 − k2∣∣)(ujk)2.
Then H is decomposed into the positive, negative and zero subspaces according to the
spectral resolution of A, i.e., H = H+ ⊕H− ⊕H0.
H+ = span{coskt sin jx, sinkt sin jx | j2 − k2 > 0},
H− = span{coskt sin jx, sinkt sin jx | j2 − k2 < 0},
H0 = span
{
coskt sin jx, sinkt sin jx | j2 − k2 = 0}.
Let u = u+ + u− + u0 with u0 ∈ H0, u± ∈ H±. Then an equivalent norm in H can be
defined as
‖u‖2 = 〈Au+, u+〉 − 〈Au−, u−〉 + ∥∥u0∥∥2
L2(Ω),
where 〈·, ·〉 denotes the dual product between H and its dual space H ∗. In addition, it
follows from the Fourier series representation (3.2) that for each h ∈ L2(Ω) such that h
is L2 orthogonal to H0, there exists a unique v ∈ H± satisfying A0v = h, moreover (see
[13,14]) ‖v‖∞  c‖h‖2, where the constant c is independent of h. Since the quotient of the
norms of sin jxeikt in H and in L2(Ω) is |j2 − k2| and since |j2 − k2| → ∞ as j2 + k2 →
∞, j = k, it follows from a standard arguments that the embedding H± → L2(Ω) is
compact. On the other hand, H0 is not compactly embedding in L2(Ω) (see [15]).
Notice that for u ∈ H , Au can be regarded as an element in H ∗ through the action
〈Au,v〉 =∑j,k(j2 − k2)ujkvjk , where v =∑(j,k)∈N×Z(vjk) sin jxeikt .
We say that u ∈ H is a weak solution of (3.1) if for any smooth φ ∈ H ,
〈Au,φ〉 +
∫
f (x, t, u)φ dx dt = 0.Ω¯
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f (u) = 1
2
〈Au,u〉 +G(u), (3.3)
where G(u) = ∫
Ω
F(x, t, u) dx dt . It is easy to see that under our assumptions f ∈
C1(H,R) and critical points of f are weak solution of (3.1) (see [15, Appendix B]).
For functions b0, b∞, we define linear symmetric operator B0,B∞ respectively by
〈B0u,v〉 =
∫
Ω
b0(x, t)uv dx dt, for u,v ∈ H,
〈B∞u,v〉 =
∫
Ω
b∞(x, t)uv dx dt, for u,v ∈ H.
Lemma 3.3. Suppose G is defined as above, f (x, t, ξ) ∈ C([0,π] × R2,R) is strictly
monotone with respect to variable ξ and limξ→∞ f (x, t, ξ)/ξ exists, if
lim
m→∞
〈
dG(um),um − u
〉
 0
and um ⇀ u in L2(Ω), then um → u in L2(Ω).
Proof. Since f is monotone with respect to the variable ξ , hence G(u) is strictly convex.
Thus
lim
m→∞
∫
Ω
G(um)dx dt −
∫
Ω
G(u) dx dt  lim
m→∞
∫
Ω
dG(u)(um − u) dx dt = 0
and ∫
Ω
G(u) dx dt − lim
m→∞
∫
Ω
G(um)dx dt  lim
m→∞
∫
Ω
dG(um)(u− um)dx dt  0,
therefore, lim
∫
Ω
G(um)dx dt =
∫
Ω
G(u) dx dt . Since limξ→∞ f (x, t, ξ)/ξ exists, we get
that limt→∞G(t)/(t2) exists. So it is easy to prove that for any 
 > 0, there exists C
 > 0
such that t2  
2 +C
G(t). Therefore, in order to prove um → u in L2(Ω), it is sufficient
to prove that∫
Ω
G(um − u) dx dt → 0 (m → ∞). (3.4)
Indeed, this can be done by the same arguments as in [16, Theorem 2.4] where a similar
result for Lp (p < 1 < ∞) are generalized to the Olitz space. In what follows, for readers
convenience, we sketch it below.
The proof of (3.4) is divided into two steps.
(1) Show that {G(um)} have equivalently continuous integrals, i.e., for ∀
 > 0, ∃δ > 0
such that
∫
G(um)dx dt < 
, for any m, ∀Q ∈ Ω with µ(Q) < δ.Q
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Step 1. We use a contradiction argument. Suppose that the claim in (1) is false for some

0 > 0. Choose δ > 0 such that
∫
QG(u) dx dt < 
0, ∀Q ⊂ Ω,µ(Q) δ. Then we can find
a subsequence umk and measurable sets Qk such that
∫
Qk
G(umk ) dx dt  
0, µ(Qk) <
δ/2k . Set Q0 = ⋃∞k=1 Qk , then µ(Q0)  δ and ∫Q0 G(u)dx dt < 
0 by the choice of δ.
But ∫
Q0
G(umk ) dx dt 
∫
Qk
G(umk ) dx dt  
0,
this implies that lim
∫
Q0
G(um)dx dt  
0 >
∫
QG(u) dx dt , a contradiction.
Step 2. For ∀
 > 0, take δ > 0 such that ∫Q G(u) dx dt  
, ∀Q ⊂ Ω,µQ δ. Set
Ωa =
{
x | ∣∣u(x)∣∣> a},
then µ(Ωa) < 1/a
∫
Q |u(x, t)|dx dt . If a is large enough, then µ(Ωa) δ. Let
Ωm2 =
{
x | ∣∣u(x)∣∣ a, ∣∣um(x)− u(x)∣∣ 
},
Ωm3 =
{
x ∈ Ω | ∣∣u(x)∣∣ a, ∣∣um(x)− u(x)∣∣< 
}.
In Ωa , by the convexity of G∫
Ωa
G(um − u) dx dt 
∫
Ωa
G
(|um| + |u|)dx dt  12
∫
Ω
G
(
2|um|
)+M(2|u|)dx dt
 1
2
∫
Ωa
(
G
(|um|)+G(|u|)+C)dx dt, (3.5)
if a is large enough, than the right-hand side can be arbitrary small.
In Ωm3 ,∫
Ωm3
G(um − u) dx dt <G(
)µ(Ω). (3.6)
Let
γ = inf|w−z|δ, |z|a
[
G(w)−G(z)− dG(z)(w − z)],
then we can prove by using the strictly convexity of G, that γ > 0. Thus
γµ
(
Ωm2
)

∫
Ωm2
(
G(um)−G(u)− dG(u)(um − u)
)
dx dt

∫ (
G(um) −G(u)− dG(u)(um − u)
)
dx dt.Ω
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Ωm2
G(um)dx dt → 0 as m → ∞.
Similar to the estimates in Ωa , this implies that∫
Ωm2
G(um − u) dx dt → 0 (m → ∞) (3.7)
and the proof is completed by combining (3.5), (3.6) with (3.7). 
Lemma 3.4. Assume (P±3 ), then
(1) ‖G′0(u)‖ c‖u‖σ , for u ∈ H and ‖u‖ c, σ > 1;
(2) G0(u0)‖u0‖−2σ → ±∞ as ‖u0‖ → 0, u0 ∈ ker(A+B0),
where G0(u) =
∫
Ω G0(x, t, u) dx dt .
Proof. (1) is a straightforward consequence of the condition (P±3 ).
Now, we prove (2). Note that the finite dimensionality and the unique continuation prop-
erty of the kernel space imply that u0(x, t) → 0 if ‖u0‖ → 0, u0 ∈ ker(A+B0); and similar
to the proof of Lemma 3.2 in [17], for any 
 > 0, there exists δ > 0 such that
µΩ1 = µ
({
(x, t) ∈ Ω, ∣∣u0(x, t)∣∣< δ∥∥u0∥∥})< 
,
for u0 ∈ ker(A+B0), u0 = 0. Therefore, if (P+3 ) holds and ‖u0‖ → 0, we have
G0(u0)
‖u0‖2σ =
∫
Ω1
G0(x, t, u0)
‖u0‖2σ dx dt +
∫
Ω\Ω1
G0(x, t, u0)
‖u0‖2σ dx dt
 δ2σ
∫
Ω\Ω1
G0(x, t, u0)
|u0(x, t)|2σ dx dt → +∞ as
∥∥u0∥∥→ 0.
Similarly, G0(u0)/‖u0‖2σ → −∞, if (P−3 ) holds and ‖u0‖ → 0. 
Lemma 3.5. Assume (P±4 ), then
(1) ‖G′∞(u)‖ c(‖u‖α + 1), for u ∈ H ;
(2) G∞(u0)‖u0‖−2α → ±∞ as ‖u0‖ → ∞, u0 ∈ ker(A+B∞),
where G∞(u) =
∫
Ω
G∞(x, t, u) dx dt .
Proof. (1) is a straightforward results of (P±).4
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ker(A + B∞) imply that |u0(x, t)| → ∞ for a.e. (x, t) ∈ Ω if ‖u0‖ → ∞. By the same
arguments as in Lemma 3.2 [17], we get the proof of Lemma 3.5. 
Proof of Theorem 3.1. We only prove the case (1) (other cases are similar). We rewrite
the corresponding functional of (3.3) as
f (u) = 1
2
〈
(A+B0)u,u
〉+G0(u) = 12
〈
(A+B∞)u,u
〉+G∞(u).
Then a standard argument as in [12,15] shows that f satisfies condition (H1). On the
other hand, it follows from Lemma 3.3 that f satisfies condition (H2). Hence, combining
Lemma 3.4 with Lemma 3.5, we know that f satisfies all the conditions in Theorem 2.5
and Theorem 2.6, therefore, we have
Cq(f, θ) = δq,I (B0)F, ∀q ∈ Z,
Cq(f,∞) = δq,I (B∞)F, ∀q ∈ Z,
if I (B0) = I (B∞), then Cq(f, θ) ∼= Cq(f,∞), ∀q . By I (B∞)th Morse inequality, f has at
least one nontrivial critical point u1 satisfying Cq(f,u1) ∼= 0, the proof is completed. 
Proof Theorem 3.2. If f have only critical points u0, θ . Then Cq(f, θ) = δq,I (B0)F since
Cq(f,u0) = δq,µF , where µ is the Morse index of u0.
By the last Morse equality,
(−1)r = (−1)j + (−1)µ,
where r = I (B∞). A contradiction! Our theorem is proved. 
4. Beam equation
In this section, we discuss the existence of nontrivial solutions of the nonlinear beam
equation:

utt + uxxxx + f (x, t, u)= 0, 0 < x < π, t ∈ R,
u(0, t) = u(π, t) = 0, t ∈ R,
uxx(0, t) = uxx(π, t) = 0, t ∈ R,
u(x, t + 2π) = u(x, t), 0 < x < π, t ∈ R,
(4.1)
where f satisfies the following hypotheses:
(V1) f ∈ C([0,π] × R2,R), f (x, t + 2π, ξ) = f (x, t, ξ) for all x, t, ξ ;
(V2) f (x, t, ξ) is strongly monotone with respect to variable ξ .
Suppose that b0, b∞ ∈ C([0,π] × R,R) are 2π periodic functions with respect to vari-
able t , set
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ξ∫
0
g0(x, t, s) ds,
g∞(x, t, ξ) = f (x, t, ξ)− b∞(x, t)ξ, G∞(x, t, ξ) =
ξ∫
0
g∞(x, t, s) ds,
we introduce the following assumptions:
(V±3 ) There exist constants M0, c0 > 0 and σ ∈ (1,∞) such that∣∣g0(x, t, ξ)∣∣M0|ξ |σ , ξ ∈ R, |ξ | c0,
and
lim|ξ |→0
G0(x, t, ξ)
|ξ |2σ = ±∞ uniformly in (x, t).
(V±4 ) There exist constants M∞ and α ∈ (0,1) such that∣∣g∞(x, t, ξ)∣∣M∞|ξ |α, ξ ∈ R,
and
lim|ξ |→∞
G∞(x, t, ξ)
|ξ |2α = ±∞ uniformly in (x, t).
We say that Eq. (4.1) is asymptotically linear at origin and at infinity if
g0(x, t, ξ) = o
(|ξ |) uniformly in (x, t) as ξ → 0,
g∞(x, t, ξ) = o
(|ξ |) uniformly in (x, t) as ξ → ∞.
Then (V±3 ) and (V±4 ) imply that Eq. (4.1) is asymptotically linear at the origin and at
infinity respectively.
It is well known, the asymptotically beam equation is very similar to the asymptoti-
cally wave equation if we consider the existence of periodic solution by using variational
method. We refer the readers to [9,10,12] and the references cited therein. So the similar
arguments as in Section 3 can be used to discuss the existence (multiplicity) of nontrivial
periodical solutions of beam equation. It should be mentioned that there are several papers
dealt with (4.1) in case that f is asymptotically linear (cf. [18,19]), all these papers were
done under the conditions that g is bounded globally. Note that under our assumptions, the
nonlinearities are not necessary bounded. Recently [20] improved the previous results by
using the abstract cohomology theory obtained in [12] with f is strongly monotone with
respect to the variable ξ and b0 = b∞ are constants. In this paper we use a different Morse
index theory for strongly indefinite functionals to study Eq. (4.1) with assumption f is
strictly monotone with the respect to ξ and b0, b∞ are functions dependent of (x, t), our
case contains the case that b0 = b∞ which implies that (4.1) is resonant both at the origin
and at the infinity with the same function.
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following function space. Let Ω := (0,π)× (0,2π) and E be the space of functions
u(x, t) =
∞∑
j=1
∞∑
k=−∞
ujk sin jxeikt , uj,−k = u¯jk,
such that
∑
j =|k| |j4 − k2||ujk|2 +
∑
j=|k| |ujk|2 < ∞. Then E is a subspace of L2(Ω).
In what follows, we define A0 = ∂2/∂t2 + ∂4/∂x2 on L2(Ω) with the domain D(A0) =
{u ∈ C∞(Ω¯) | u(0, t) = u(π, t) = 0 = ∂2u
∂x2
(0, t) = ∂2u
∂x2
(π, t) = 0, u(x, t + 2π) = u(x, t)}.
Then A0 is a symmetric operator and has a self-adjoint extension A, and the self-adjoint
operator A has the following spectral resolution,
Au =
∑
(j,k)∈N×Z
(
j4 − k2)(ujk) sin jxeikt ,
where u = ∑(j,k)∈N×Z(ujk) sin jxeikt . By this spectral resolution, we define a Hilbert
space
H =
{
u ∈ L2(Ω)
∣∣∣ ∑
(j,k)∈N×Z
∣∣j4 − k2∣∣(ujk)2 < +∞
}
equipped with the norm
‖u‖2 = π2
∑
(j,k)∈N×Z
(
1 + ∣∣j4 − k2∣∣)(ujk)2.
Then H is decomposed into the positive, negative and zero subspaces according to the
spectral resolution of A, i.e., H = H+ ⊕H− ⊕H0
H+ = span{coskt sin jx, sinkt sin jx | j4 − k2 > 0},
H− = span{coskt sin jx, sinkt sin jx | j4 − k2 < 0},
H0 = span
{
coskt sin jx, sinkt sin jx | j4 − k2 = 0}.
Let u = u+ + u− + u0 with u0 ∈ H0, u± ∈ H±. Then an equivalent norm in H can be
defined as
‖u‖2 = 〈Au+, u+〉 − 〈Au−, u−〉 + ∥∥u0∥∥2
L2(Ω),
where 〈·, ·〉 denotes the dual product between H and its dual space H ∗. In addition, func-
tions in H± are holder continuous, and the subspace H± are compactly embedded in the
space Cµ,ν with µ < 14 , ν <
1
2 , here C
µ,ν is the Banach space of continuous functions on
Ω¯ and satisfy the Holder condition of the form (see [21, Lemma 1]):∣∣u(x, t)− u(x ′, t ′)∣∣ c(|x − x ′| + |t − t ′|), (x, t), (x ′, t ′) ∈ Ω¯.
Note that for u ∈ H , Au can be regarded as an element in H ∗ through the action 〈Au,v〉 =∑
j,k(j
4 − k2)ujkvjk , where v =∑(j,k)∈N×Z(vjk) sin jxeikt .
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〈Au,φ〉 +
∫
Ω¯
f (x, t, u)φ dx dt = 0, ∀φ ∈ H ∩C∞(Ω¯).
Since we shall use the variational method, we define the corresponding functional
f (u) = 1
2
〈Au,u〉 +G(u), (4.2)
where G(u) = ∫Ω F(x, t, u) dx dt , F(x, t, s)= ∫ s0 f (x, t, τ ) dτ . Then standard arguments
show that f ∈ C1(H,R) and critical points of f are solutions of the beam equation (4.1)
(see [15]).
For functions b0, b∞, we define linear symmetric operators B0,B∞ respectively by
〈B0u,v〉 =
∫
Ω
b0(x, t)uv dx dt, for u,v ∈ H,
〈B∞u,v〉 =
∫
Ω
b∞(x, t)uv dx dt, for u,v ∈ H.
Our main results are:
Theorem 4.1. Assume (V1), (V2). Then (4.1) has at least one nontrivial weak solution in
each of the following cases:
(1) 0 /∈ σ(A+B0), 0 /∈ σ(A+B∞), I (B0) = I (B∞);
(2) 0 /∈ σ(A+B0), 0 ∈ σ(A+B∞), (V +4 ) hold and I (B0) = I−(B∞);
(3) 0 ∈ σ(A+B0), 0 /∈ σ(A+B∞), (V +3 ) hold and I−(B0) = I (B∞);
(4) 0 /∈ σ(A+B0), 0 ∈ σ(A+B∞), (V −4 ) hold and I (B0) = I−(B∞)+N(B∞);
(5) 0 ∈ σ(A+B0), 0 /∈ σ(A+B∞), (V −3 ) hold and I−(B0) +N(B0) = I (B∞);
(6) (V +3 ) and (V+4 ) hold, I−(B0) = I−(B∞);
(7) (V −3 ) and (V−4 ) hold, I−(B0)+N(B0) = I−(B∞)+N(B∞);
(8) (V +3 ) and (V−4 ) hold, I−(B0) = I−(B∞)+N(B∞);
(9) (V −3 ) and (V+4 ) hold, I−(B0)+N(B0) = I−(B∞).
Theorem 4.2. In addition to the assumptions of Theorem 4.1. Suppose that u0 = θ is a
non-degenerate periodic solution of (4.1), then it has at least another solution u1 /∈ 0, u0,
if one of the following cases occurs:
(1) 0 /∈ σ(A+B0), 0 /∈ σ(A+B∞), I (B0) = I (B∞);
(2) 0 /∈ σ(A+B0), 0 ∈ σ(A+B∞), (V +4 ) hold and I (B0) = I−(B∞);
(3) 0 ∈ σ(A+B0), 0 /∈ σ(A+B∞), (V +3 ) hold and I−(B0) = I (B∞);
(4) 0 /∈ σ(A+B0), 0 ∈ σ(A+B∞), (V −4 ) hold and I (B0) = I−(B∞)+N(B∞);
(5) 0 ∈ σ(A+B0), 0 /∈ σ(A+B∞), (V −3 ) hold and I−(B0) +N(B0) = I (B∞);
(6) (V +) and (V+) hold, I−(B0) = I−(B∞);3 4
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(8) (V +3 ) and (V−4 ) hold, I−(B0) = I−(B∞)+N(B∞);
(9) (V −3 ) and (V+4 ) hold, I−(B0)+N(B0) = I−(B∞).
Proof of Theorem 4.1. We rewrite the functional in (4.2) as
f (u) = 1
2
〈Au,u〉 +G(u) = 1
2
〈
(A+B0)u,u
〉+G0(u) = 12
〈
(A+B0)u,u
〉+G0(u),
where G0(u) :=
∫
Ω G0(x, t, u) dx dt , G∞(u) :=
∫
Ω G∞(x, t, u) dx dt .
Since in the view of variational method, problem (4.1) is the same as problem (3.1) in
an abstract frame. We can use the same arguments as those in Section 3 to get the proof.
More precisely, by [21, Lemma 1], again a standard arguments shows that f satisfies (H1)
(see [15]) and also we can easily check that f satisfies (H2) by using Lemma 3.3. On
the other hand, under the assumptions of Theorem 4.1 (Theorem 4.2), Lemma 3.4 and
Lemma 3.5 are still true. Hence f satisfies all the conditions required in Theorem 2.5 and
Theorem 2.6. Therefore the proof is completed by the same arguments as those in the proof
of Theorem 3.1. 
Remark 4.3. Compared with the previous work on wave equations and beam equation.
Our main contributions here is to replace the strong monotone assumptions on the non-
linearity term f by strictly monotone. In abstract form, the nonlinear term G of the
functional f (u) = 12 〈Au,u〉 + G(u) is allowed to have the form dG = B + T with B
being a monotone operator and T being a compact operator. This implies that dG is quasi-
monotone.
On the other hand, our method is valued for dealing with the case when the nonlinear-
ities are more general. More precisely, we claim that Theorem 3.1 (Theorem 4.1) remains
true if (P±3 ), (P±4 ) ((V±3 ), (V±4 )) is replaced, respectively, by (see [20] for related hypothe-
ses).
(H±5 ) There exists constant M0 such that |g0(x, t, ξ)|M0h0(|ξ |), for |ξ |  1 and
lim|ξ |→0
G0(x, t, ξ)
h20(|ξ |)
= ±∞ uniformly in (x, t).
(H±6 ) There exists constant M∞ such that |g∞(x, t, ξ)|M∞(1 + h∞(|ξ |)), ξ ∈ R, and
lim|ξ |→∞
G∞(x, t, ξ)
h2∞(|ξ |)
= ±∞ uniformly in (x, t),
where h0, h∞ :R+ → R+ are functions satisfying h0(s), h∞(t) are increasing in t
and
2 < c1 <
th0(t)
H0(t)
 c2, for all t ∈ R+,
0 < c3 <
th∞(t)
H∞(t)
 c4 < 2, for all t ∈ R+,
and ci (i = 1,2,3,4) are constants, H0(t) =
∫ t
0 h0(s) ds. H∞(t) =
∫ t
0 h∞(s) ds.
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