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ENTANGLEMENT CRITERION INDEPENDENT ON OBSERVABLES
FOR MULTIPARTITE GAUSSIAN STATES BASED ON
UNCERTAINTY PRINCIPLE
KAN HE AND JINCHUAN HOU
Abstract. The local uncertainty relation (LUR) criteria for quantum entanglement,
which is dependent on chosen observables, is developed recent. In the paper, applying
the uncertainty principle, an entanglement criteria for multipartite Gaussian states
is given, which is implemented by a minimum optimization computer program and
independent on observalbes.
1. Introduction
Entanglement, as an important resource in quantum communication, has been fo-
cused on extensively in both finite dimensional and infinite dimensional (esp. continu-
ous variable ) quantum systems ([1]-[4]). It is one of core problems to decide whether or
not a given quantum state is entangled. As we know, continuous variable (CV) quan-
tum systems are fundamental important from theoretical and experimental views. In
particular, Gaussian states can be produced and managed experimentally easy, and re-
cently the topics on entanglement of Gaussian states have been developed rapidly. Some
different conditions for entanglement of bipartite Gaussian states are extended from the
finite dimensional case, such as, the criterion of the positivity of the partial transpose
and additional separability criteria for covariance matrices ([6], [7]), the computable
cross norm (CCN) or realignment criterion ([8], [9]). The above mentioned criteria
also is generalized to the multipartite Gaussian states ([10]-[15]). Furthermore, other
techniques are also used to build the entanglement criteria for multi partite Gaussian
states ([16]-[18]).
Entanglement criteria based on uncertainty relations has been studied in multi partite
continuous variable systems ([19]-[24]). Such a technique is found by Duan, Giedke,
Cirac and Zoller ([19]) and the so-called local uncertainty relation (LUR) criteria is
developed by Hofmann and Takeuchi ([20]). Roughly speaking, if one want to determine
whether or not a CV state is entangled by LUR, it needs to check whether or not
the state violates an inequality dependent on chosen observables and parameters. For
example, Loock and Furusawa [23] improved the LURs and says that: for an N -party
1
2 KAN HE AND JINCHUAN HOU
and N -mode CV state ρ, ρ is separable if for arbitrary scalar h1, h2, ..., hN , g1, g2, ..., gN
〈(∆uˆ)2〉ρ + 〈(∆vˆ)
2〉ρ ≥ f(h1, h2, ..., hN , g1, g2, ..., gN),
where uˆ =
∑N
i=1 hixˆi, vˆ =
∑N
i=1 gipˆi, (xˆi, pˆi) is the pair of the position and momentum
operators in the ith mode (party) and f is a computable function. The criteria in [23]
is available for N -party and N -mode CV states (that is, there is only one mode in each
party) and dependent on observables uˆ and vˆ. In the present paper, we will build an
operational entanglement criterion independent on obserbables for multi-partite Gauss-
ian states by applying Heisenberg uncertainty principle. Applying this criterion, it only
needs to run an optimization program to determine whether or not a Gaussian state
is entangled. Compared to the criteria in [23], the criteria in the present paper is ex-
ecuted for N -party systems with arbitrary modes in each party and independent on
obserbables (See Theorem 2.1 and Corollary 2.2).
The article is organized as follows. In Section 2, we give a sufficient condition for
separability of multi partite Gaussian states (see Theorem 2.1). Furthermore, a min-
imal optimization program is designed to check entanglement of Gaussian states. In
Section 3, kinds of pure or mixed multi-partite Gaussian states are check by the mini-
mal optimizer as examples. In Appendix, the proof of Theorem 2.1 and Corollary 2.2
is given.
2. Entanglement criteria for multi partite Gaussian states
Let H1, H2, . . . , Hn be complex separable infinite dimensional Hilbert spaces, there
are si modes in each Hi for arbitrary integer si and i. Write as follows
H1 : xˆ
(1)
1 , xˆ
(1)
2 , . . . , xˆ
(1)
s1
pˆ
(1)
1 , pˆ
(1)
2 , . . . , pˆ
(1)
s1
H2 : xˆ
(2)
1 , xˆ
(2)
2 , . . . , xˆ
(2)
s2
pˆ
(2)
1 , pˆ
(2)
2 , . . . , pˆ
(2)
s2
...
Hn : xˆ
(n)
1 , xˆ
(n)
2 , . . . , xˆ
(n)
sn
pˆ
(n)
1 , pˆ
(n)
2 , . . . , pˆ
(n)
sn
Where (xˆ
(i)
j , pˆ
(i)
j ) is the pair of the position and momentum operators in the jth mode
of the ith party. It is convenient to write the above notations as commonassumption.
We have the following main result.
Theorem 2.1 With the common assumption. Let ρ ∈ S(H1 ⊗ H2... ⊗ Hn) with its
covariance matrix Mρ = (mij)(2∑ sj)×(2
∑
sj), ρ is fully separable, then for two set of
arbitrary real numbers {α
(i)
j } and {β
(i)
j }(i = 1, ..., n and j = 1, ..., si),
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ΓMρ,α,β = (γk,l(α, β))n×n ≥ 0.
Where
γk,k =
∑sk
m,h=1 α
(k)
m α
(k)
h m2
∑k−1
j=1 sj+2m−1,2
∑k−1
j=1 sj+2h−1
+
∑sk
m,h=1 β
(k)
m β
(k)
h m2
∑k−1
j=1 sj+2m,2
∑k−1
j=1 sj+2h
−
∑sk
i=1 α
(k)
i β
(k)
i
γc,d (c 6= d) =
sc∑
m=1
sd∑
h=1
α(c)m α
(d)
h m2
∑c−1
j=1 sj+2m−1,2
∑d−1
j=1 sj+2h−1
+
sc∑
m=1
sd∑
h=1
β(c)m β
(d)
h m2
∑c−1
j=1 sj+2m,2
∑d−1
j=1 sj+2h
.
Proof. see the appendix.
The following picture is helpful to depict a sketch of transformation from the CM Mρ
to the matrix ΓMρ,α,β defined in Theorem 2.1.


m11 m12 m13 m14 m15 m16
m21 m22 m23 m24 m25 m26
m31 m32 m33 m34 m35 m36
m41 m42 m43 m44 m45 m46
m51 m52 m53 m54 m55 m56
m61 m62 m63 m64 m65 m66


6×6
→


(α
(1)
1 )
2m11 + (β
(1)
1 )
2m22 − α
(1)
1 β
(1)
1 α
(1)
1 α
(2)
1 m13 + β
(1)
1 β
(2)
1 m24 ∗
∗ (α
(2)
1 )
2m33 + (β
(2)
1 )
2m44 − α
(2)
1 β
(2)
1 ∗
∗ ∗ ∗


3×3
Next we will design a optimization program for entanglement criteria of Gaussian
states. Firstly, we have the following corollary from Theorem 2.1.
Corollary 2.2 There exists entanglement amongHi1 , Hi2, ..., Him (il ∈ {1, 2, ..., n}, is ≤
it if s ≤ t,m ≤ n) if the scalar
λi1,i2,...,im(Mρ) < 0,
where
λi1,i2,...,im(Mρ) = min
1≤l≤m
min
i1≤k≤il
min
{α
(i)
j },{β
(i)
j }
|Γk(i1, i2, ..., il)|,
|Γk(i1, i2, ..., il)| is the kth leading principal minor of the submatrix Γ(i1, i2, ..., il) of
ΓMρ,α,β, Γ(i1, i2, ..., il) is obtained by removing the sth row and the sth column for all
s ∈ {1, 2, ..., n} \ {i1, i2, ..., il}.
Applying the Corollary 2.2, we can detect entanglement of a multi-party Gaussian
state by the following optimization problem.
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Let ρ ∈ S(H1 ⊗H2...⊗Hn) with its covariance matrix Mρ = (mij)(2
∑
sj)×(2
∑
sj). To
detect whether or not there exists entanglement among the given parts Hi1 , Hi2, ..., Him ,
it is the key to minimize |Γk(i1, i2, ..., il)| in Corollary 2 for fixed l, k.
Minimize : |Γk(i1, i2, ..., il)|
Subjectto : {α
(i)
j } ⊆ R, {β
(i)
j } ⊆ R, (i = 1, ..., n, j = 1, ..., si)
(OP)
We design the following steps to arrive at the OP problem.
S1. compute and collect leading principal minors |Γk(i1, i2, ..., il)|, it is a polyno-
mial p({α
(ik)
j }, {β
(ik)
j }) with 2
∑k
t=1 sit variables {α
(ik)
j }, {β
(ik)
j }. The polynomial is with
constant coefficients consist of elements of Mρ;
S2. compute partial derivative ∂p/∂α
(ik)
j and ∂p/∂β
(ik)
j of p({α
(ik)
j }, {β
(ik)
j }) for each
variable respectively;
S3. get stationary points by solve the equation set consist of ∂p/β
(ik)
j = ∂p/β
(ik)
j = 0;
S4. compute the local minimal values of polynomial p({α
(ik)
j }, {β
(ik)
j }) on all station-
ary points. Finally we obtain the minimum of all local minimal values. We solve the
OP problem.
It is mentioned that the S2 and S3 are not necessary steps to check whether or
not the Gaussian state is entangled, since the local minimal values of polynomial
p({α
(ik)
j }, {β
(ik)
j }) can be obtained directly by some softwares.
3. Examples: pure or mixed states
In this section, we check entanglement of kinds of Gaussian states, concluding pure
and mixed states.
The multi-mode pure symmetric Gaussian state is introduced in [25]. Here we only
consider the five mode case because of the restricted space. Arbitrary a 5-mode pure
symmetric Gaussian state has the following covariance matrix:


a 0 c1 0 c1 0 c1 0 c1 0
0 a 0 c2 0 c2 0 c2 0 c2
c1 0 a 0 c1 0 c1 0 c1 0
0 c2 0 a 0 c2 0 c2 0 c2
c1 0 c1 0 a 0 c1 0 c1 0
0 c2 0 c2 0 a 0 c2 0 c2
c1 0 c1 0 c1 0 a 0 c1 0
0 c2 0 c2 0 c2 0 a 0 c2
c1 0 c1 0 c1 0 c1 0 a 0
0 c2 0 c2 0 c2 0 c2 0 a


(3.1)
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Where a ≥ 1 and
c1 =
3(a2 − 1) +
√
(a2 − 1)(25a2 − 9)
8a
, c2 =
3(a2 − 1)−
√
(a2 − 1)(25a2 − 9)
8a
.
We first deal with the partition 1|2|3|4|5, that is, five modes and five parties. In order
to determine when the state ρsymm with the covariance matrix in Eq (3.1) is entangled,
it follows from Theorem 2.1 and Corollary 2.2 that we need to check when the following
matrix is not positive for any real scalars αi and βi, i = 1, 2, 3, 4, 5


a(α21+β
2
1)−α1β1 c1α1α2+c2β1β2 c1α1α3+c2β1β3 c1α1α4+c2β1β4 c1α1α5+c2β1β5
c1α1α2+c2β1β2 a(α22+β
2
2)−α2β2 c1α2α3+c2β2β3 c1α2α4+c2β2β4 c1α2α5+c2β2β5
c1α1α3+c2β1β3 c1α2α3+c2β2β3 a(α23++β
2
3)−α3β3 c1α3α4+c2β3β4 c1α3α5+c2β3β5
c1α1α4+c2β1β4 c1α2α4+c2β2β4 c1α3α4+c2β3β4 a(α24+β
2
4)−α4β4 c1α4α5+c2β4β5
c1α1α5+c2β1β5 c1α2α5+c2β2β5 c1α3α5+c2β3β5 c1α4α5+c2β4β5 a(α25+β
2
5)−α5β5

 . (3.2)
Set Γi(i = 1, 2, 3, 4, 5) are the five leading principal minors of the matrix 3.2. Let
a = a0 and a0 a fixed known number, we obtain the minimal values of Γis on αi and
βi, i = 1, 2, 3, 4, 5. Only if one of Γis is negative, the Gaussian state ρsymm is entangled
under the partition 1|2|3|4|5. Furthermore, now if one want to ask whether or not
there exists entanglement among the mode 2, 4 and 5. Then we only check the leading
principal minors of the following submatrix of the matrix 3.2,


a(α22 + β
2
2)− α2β2 c1α2α4 + c2β2β4 c1α2α5 + c2β2β5
c1α2α4 + c2β2β4 a(α
2
4 + β
2
4)− α4β4 c1α4α5 + c2β4β5
c1α2α5 + c2β2β5 c1α4α5 + c2β4β5 a(α
2
5 + β
2
5)− α5β5

 . (3.3)
Next we focus on another a partition 12|3|45. We need to consider the positivity of
the following matrix: for any real scalar αi and βi, i = 1, 2, 3, 4, 5
(
a(α21+α
2
2+β
2
1+β
2
2)+2c1α1α2+2c2β1β2−α1β1−α2β2 c1α3(α1+α2)+c2β3(β1+β2) c1(α4+α5)(α1+α2)+c2(β4+β5)(β1+β2)
c1α3(α1+α2)+c2β3(β1+β2) a(α23+β
2
3)−α2β2 c1α3(α4+α5)+c2β3(β4+β5)
c1(α4+α5)(α1+α2)+c2(β4+β5)(β1+β2) c1α3(α4+α5)+c2β3(β4+β5) a(α24+α
2
5+β
2
4+β
2
5)+2c1α4α5+2c2β4β5−α4β4−α5β5
)
.
(3.4)
For example, taking a = 10, the minimal value of the determinant of the matrix 3.4
on αi and βi converge to −∞. So the corresponding three party Gaussian state is
entangled.
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For mixed Gaussian state, we consider the four modes bipartite state with the fol-
lowing covariance matrix:

8
5 + λ
2
5
2
5
2
5
1
10
1
10
1
10
1
10
2
5
8
5 + λ
2
5
2
5
1
10
1
10
1
10
1
10
2
5
2
5
8
5 + λ
2
5
1
10
1
10
1
10
1
10
2
5
2
5
2
5
8
5 + λ
1
10
1
10
1
10
1
10
1
10
1
10
1
10
1
10
1
2
+ λ −1
8
−1
8
−1
8
1
10
1
10
1
10
1
10 −
1
8
1
2 + λ −
1
8 −
1
8
1
10
1
10
1
10
1
10
−1
8
−1
8
1
2
+ λ −1
8
1
10
1
10
1
10
1
10 −
1
8 −
1
8 −
1
8
1
2 + λ


(3.5)
From Theorem 2.1 and Corollary 2.2, we consider the 2×2 matrix: for any real scalars
αi and βi, i = 1, 2, 3, 4(
( 8
5
+λ)(α21+α
2
2+β
2
1+β
2
2)+
2
5
α1α2+
2
5
β1β2−α1β1−α2β2
1
10
(α3+α4)(α1+α2)+
1
10
(β3+β4)(β1+β2)
1
10
(α3+α4)(α1+α2)+
1
10
(β3+β4)(β1+β2) (
1
2
+λ)(α24+α
2
5+β
2
4+β
2
5)−
1
8
α3α4−
1
8
β3β4−α4β4−α5β5
)
.
(3.6)
For example, taking λ = 0.1, the minimal value of the determinant of the matrix (3.6)
converge to −∞. The bipartite mixed Gaussian state with CM 3.5 is entangled.
4. Conclusion
The local uncertainty relations (LURs) is one of important classes of entanglement
criteria for the continuous variable system. It is dependent on chosen observables.
Here, we improve LURs and obtain observable-independent entanglement criteria for
arbitrary multi-party and multi-mode Gaussian states. In particular, the criteria can
be implemented by a by a minimum optimization computer program.
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5. Appendix
Before the proof of Theorem 2.1, we need the following lemmas.
Lemma 5.1. With the common assumption. Let
Xˆ(k) =
sk∑
i=1
α
(k)
i xˆ
(k)
i
Pˆ (k) =
sk∑
i=1
β
(k)
i pˆ
(k)
i
Then
Xˆ(k)Pˆ (k) = i(
sk∑
i=1
α
(k)
i β
(k)
i )I;
Xˆ(k)Pˆ (m) = 0, (k 6= m);
Xˆ(k)Xˆ(m) = Xˆ(m)Xˆ(k);
Pˆ (k)Pˆ (m) = Pˆ (m)Pˆ (k).
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Lemma 5.2. With the common assumption. Let {ti}
n
i=1 be a set of arbitrary real
numbers. Let
U =
n∑
k=1
tkXˆ
(k)
V =
n∑
k=1
tkPˆ
(k)
and ρ ∈ S(H1 ⊗H2 ⊗ ...⊗Hn). If ρ is fully separable, then
(5.1) (∆U)2 + (∆V )2 ≥
n∑
k=1
(
sk∑
i=1
α
(k)
i β
(k)
i )t
2
k
Proof. ρ is fully separable,
ρ =
∫
P (x)ρ
(1)
i ⊗ ρ
(2)
i ⊗ ...⊗ ρ
(n)
i dx
(∆U)2 + (∆V )2
=
∫
P (x)dx[
∑n
k=1(t
2
k〈(Xˆ
(k))2〉i + t
2
k〈(Pˆ
(k))2〉i)
+
∑
l<j 2tltj〈Xˆ
(l)〉i〈Xˆ
(j)〉i
+
∑
l<j 2tltj〈Pˆ
(l)〉i〈Pˆ
(j)〉i]
−〈U〉2ρ − 〈V 〉
2
ρ
=
∫
P (x)dx[
∑n
k=1(t
2
k〈(Xˆ
(k))2〉i + t
2
k〈(Pˆ
(k))2〉i)
+
∑
l<j 2tltj〈Xˆ
(l)〉i〈Xˆ
(j)〉i
+
∑
l<j 2tltj〈Pˆ
(l)〉i〈Pˆ
(j)〉i]
−〈U〉2ρ − 〈V 〉
2
ρ
−
∫
P (x)dx[
∑n
k=1(t
2
k〈Xˆ
(k)〉2i + t
2
k〈Pˆ
(k)〉2i )]
+
∫
P (x)dx[
∑n
k=1(t
2
k〈Xˆ
(k)〉2i + t
2
k〈Pˆ
(k)〉2i )]
=
∫
P (x)dx[
∑n
k=1(t
2
k(∆Xˆ
(k))2i + t
2
k(∆Pˆ
(k))2i )]
+
∫
P (x)dx[(
∑n
k=1 tk〈Xˆ
(k)〉i)
2 + (
∑n
k=1 tk〈Pˆ
(k)〉i)
2]
−〈U〉2ρ − 〈V 〉
2
ρ
≥ |
∑n
k=1 t
2
k〈[Xˆ
(k), Pˆ (k)]〉|
=
∑n
k=1(
∑sk
k=1 α
(k)
i β
(k)
i )t
2
k

Proof of Theorem 2.1
On the one hand, it follows from Lemma 5.2 that
∆U2 +∆V 2 ≥
n∑
k−1
(
sk∑
i=1
αki β
k
i )tk
2.
On the other hand,
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∆U2 +∆V 2
= 〈U2〉 − 〈U〉2 + 〈V 2〉 − 〈V 〉2
= 〈[
∑n
i=1 ti(
∑si
j=1 α
(i)
j xˆ
(i)
j )]
2〉
ρ
+ 〈[
∑n
i=1 ti(
∑si
j=1 β
(i)
j pˆ
(i)
j )]
2〉
ρ
=
∑n
i=1 ti
2tr[(
∑si
m,h=1 α
(i)
m α
(i)
h xˆ
(i)
m xˆ
(i)
h )ρ] +
∑n
i,j titjtr[(
∑si
m=1
∑sj
h=1 α
(i)
m α
(i)
h xˆ
(i)
m xˆ
(i)
h )ρ]
+
∑n
i=1 ti
2tr[(
∑si
m,h=1 β
(i)
m β
(i)
h pˆ
(i)
m pˆ
(i)
h )ρ] +
∑n
i,j titjtr[(
∑si
m=1
∑sj
h=1 β
(i)
m β
(i)
h pˆ
(i)
m pˆ
(i)
h )ρ]
=
∑n
i=1 ti
2
∑si
m,h α
(i)
m α
(i)
h tr(xˆ
(i)
m xˆ
(i)
h ρ) +
∑
i,j titj
∑si,sj
m,h α
i
mα
i
h[tr(xˆ
(i)
m xˆ
(j)
h ρ)]
+
∑n
i=1 ti
2
∑si
m,h β
(i)
m β
(i)
h tr(pˆ
(i)
m pˆ
(i)
h ρ) +
∑
i,j titj
∑si,sj
m,h β
(i)
m β
(j)
h [tr(pˆ
(i)
m pˆ
(j)
h ρ)].
where
xˆim = q2s1+···+2si−1+2m−1, pˆ
i
m = q2s1+···+2si−1+2m
We complete the proof. 
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