In steady-state simulation output analysis, construction of a consistent estimator of the the variance parameter of the process may be desirable in a number of instances. For example, if the process obeys a central limit theorem and an estimator of the variance is available, one may, then, construct an asymptotically valid confidence interval for the process-mean parameter. Centered moments (e.g., bias, variance, skewness, etc.) of an estimator are familiar measures of goodness of that estimator. Also, a central limit theorem involving the estimator provides its asymptotic rate of convergence.
INTRODUCTION
Often, the goal of a steady-state simulation is to estimate a mean system performance (only the univariate case is considered here). Let us assume that ,U, the mean system performance of interest, can be estimated via a discretetime stochastic process {X, : n 1 0). The most natural estimator is, of course, the grand sample mean x(n) ( l / n ) cy=^ X i , where n is the total number of observations of the process. Assuming ergodicity, the grand sample mean is close to p , but is still variable nonetheless. The traditional approach to assess the precision of this estimator is to construct a confidence interval around it, and there are two general classes of methods for such a construction: the class of cancellation methods and the class -of consistent estimation methods. The limit theorems these methods are based on involve the t-distribution for cancellation methods (typically) and the normal distribution for consistent estimation methods.
Consistent estimation methods are based around the construction of an estimator of a process parameter called the time-average variance constant of the process (often denoted a 2 ) . We will simply call a2 the variance of the process. When the process is covariance stationary (see Anderson (1971) for a precise definition), the process variance is simply the sum of the covariances at all lags. In the general ergodic case (i.e., the process is ergodic, yet nonnecessarily stationary nor covariance stationary), this process parameter is the constant which appears in the central limit theorem
as n --f CO, assuming it holds. The symbol "+" denotes convergence in distribution and N ( a , b ) stands for the normal distribution with mean a and variance b. The process variance a2 is also sometimes defined as the limit, as the sample size n grows, of n v a r ( i ( n > > . If a consistent estimator r ( n > of a2 is available, an asymptotically valid confidence interval ensues from the above central limit theorem. However, there are also other advantages to consistent estimation of the variance parameter. On the basis of mean and variance of the confidence interval half-width, Glynn and Iglehart (1990) show that consistent-estimation-based confidence intervals are better behaved asymptotically than cancellationbased ones. (As they point out, however, it is not known whether one class dominates the other or not in the small-sample case.) Another advantage of consistent estimation of the process variance is that it provides additional information about the system. For example, when comparing two systems with comparable mean performances, one may decide to choose the system that has lower variability. The process variance is a measure of variability, and an estimator of the variance would provide an estimate of this variability. Another advantage of consistent estimation of the process variance is the following. From the above central limit theorem, one gets (assuming an extra condition) that nVar(x(n)) z u2 for n large, and, therefore, an estimate of the variance also provides an estimate of the variability of the sample mean, variability measured in terms of variance.
An advantage of strong consistency, or also consistency with probability one, is that it is one of the sufficient conditions of Glynn and Whitt (1992) in order to construct a fixed-width confidence interval for the process mean parameter. Strong consistency of the batch means and area variance estimators is considered in Damerdji (1994) . Mean-square consistency of the variance estimator allows one to consider the bias and variance of this estimator, which are going down to 0; bias and variance of an estimator are familiar measures of "goodness" of that estimator. Mean-square consistency of the variance estimator also allows one to measure the quality, in terms of mean-square error, in the estimation of p ; see Goldsman and Meketon (1993). Also, research on batch size selection is often based on the assumption of meansquare consistency of the variance estimator, and, hence, the variance estimators must be a priori consistent in the mean-square sense; see Goldsman and Meketon (1993) and Schmeiser and Song (1993) . (In a number of steady-state output analysis methods, a batch size parameter must be preset; this choice may dramatically affect the performance of the procedure.)
In this paper, we will consider the batch means and the standardized time series area variance estimators, and provide mean-square consistency. Asymptotic expressions for the centered moments (up to any order) of these variance estimators are given, as well as central limit theorems. We do obtain the expected result that the batch means and area variance estimators converge to the process variance at rate one over the square root of the number of batches.
We assume that the process obeys a strong approximation, or also, a strong invariance principle; this is discussed in the next section. Let us now define the two estimators. Let rb,(n) and r,(n) be the variance estimators associated with, respectively, the batch means and the standardized time series area methods. In both methods, the n observations X I , . . . , X , are divided up into a number IC of adjacent batches, each of length m. This parameter m is called the batch size. In the classical setting, the number of batches is fixed; there, the batch means and area methods are cancellation methods, and no estimation -of the process variance is attempted. If we let the number of batches (and the batch size) grow with the sample size, the batch means and area methods are consistent estimation methods: in order to construct an asymptotically valid confidence interval for the mean, the limiting theorem will be based on the normal distribution (and not on the t-distribution, which is typically the case for cancellation methods).
Some notation is needed. For j = 0 , . . . , I C -1, let X j ( m ) = m -l czl Xj,+i. We assume that km = n for simplicity. The batch means variance estimator is defined by 
THE ASSUMPTION ON THE PROCESS
The results presented in this paper will be under the assumption that the process statisfies a strong invariance principle, or also, a strong approximation. Consider the partial-sum process {S, E cy=lX, : n 2 1). We assume that there exists a processconstant 6 E (0,1/2] and a random variable C with finite second moment such that, for almost all sample trajectories w of the process, there exists an integer no ZE no(w) such that we have for all X E (0,6) and n 1 no. The process { B ( n ) : n 2 0) is the standard Brownian motion process.
From the assumption, the parameter p is the process mean parameter, while u2 is the process variance. This assumption also implies a strong law of large numbers and a central limit theorem. See Damerdji (1994) for an elaboration. The process constant 6 depends on the autocorrelation and moment structure of the process; it is closer to 1/2 for processes having little autocorrelation and admitting high moments, while it is closer to 0 for processes with high autocorrelation and/or low-only moments. See Damerdji (1994) for a lengthy discussion.
A wide class of ergodic processes do satisfy the assumption of strong approximation. A process is said to be weakly dependent if events far apart in time are almost independent (in a certain sense). Ergodic Markov chains are one example. Processes with the 9-mixing or the strong mixing property are other examples. Philipp and Stout (1975) show that a number of weakly dependent processes do satisfy a strong invariance principle.
A number of stochastic processes considered in a steady-state simulation are of the regenerative type, that is, there exists an increasing sequence IT,. : r 2 0) of finite (with probability one) random times such Damerdji (1993), a regenerative process will satisfy the assumption of strong approximation if EVi < 03, E702 < CO, and E@ < CO; we have 6 = 1/4 and C = VO + 2. Regenerative processes that satisfy the above conditions will be called "nice regenerative processes" in this paper.
In any event, we do not see the assumption of strong approximation as being stringent in the steady-state setting. We stress that the upper bound 6 is related to the autocorrelation and moment structure of the process.
MEAN SQUARE CONSISTENCY, BIAS, AND VARIANCE
As previously mentioned, an estimator's centered moments such as bias, variance, skewness, and kurtosis are measures of goodness of that estimator. A central limit theorem is also informative about the quality of an estimator as it provides a rate of convergence. In this section, asymptotic expressions for the bias and variance of the batch means and area variance estimators are given. Consistency in the mean-square sense of these estimators is obtained as a by-product. (An estimator Y ( n ) of a parameter B is said to be consistent in the mean-square sense if lim,-,,E[(Y(n) -= 0.) We place ourselves in the nonclassical setting by allowing the number of batches in the two procedures, as well as the batch sizes, to grow with the sample size.
We now make some assumptions on the batch size in the procedures. Consider batch sizes of the type M = yna, where 0 < cy < 1 and y > 0. (The theory for general batches is developped in Damerdji (1993).) We also assume that cy is such that 1-6 < cy < 1.
Note that cy is close to 1 for processes with high correlation, since 6 is close to 0; therefore, m = yna will be relatively large. If the process has low correlation, however, 6 is closer to 1/2, and so a is closer to 1/2 also. Ideally, we would have liked a to be closer to 0 in this case, but 1/2 is the best lower bound we could achieve using our bounding techniques. For a nice regenerative process, we get that 6 = 1/4, and so, we consider a E (3/4,1) .
In the remainder of the paper, we will be using the classical Big-Oh notation, i.e., u(n) = O(b(n)) if la(n)/b(n)l is bounded by a constant for TI large enough. In the next proposition, the batch means and area variance estimators are generically denoted by U n ) .
The rate of convergence we obtain on the bias is far from being as sharp as that obtained by Goldsman and Meketon (1993); computing the moments directly, as they did in their paper, gives sharper rates. We are able, however, to give a sharp bound on the variance.
As a consequence of the above proposition, it follows that the batch means and variance estimators are consistent in the mean-square sense. For the batch means method, this result was previously obtained by Carlstein (1986) and Goldsman and Melamed (1992) (the process was assumed to be strongly mixing and with stationary increments in the respective works). Here, we used a different assumption on the process, namely the strong approximation.
HIGHER CENTERED MOMENTS OF THE VARIANCE ESTIMATORS
We use here the power of the strong approximation and present asymptotic expressions for any order centered moment of the batch means and area variance estimators. Quantities, such as skewness and kurtosis, based on higher moments of an estimator are informative about the quality of that estimator. Define the skewness and the kurtosis of l?b,(n) by Skew(I't,,(n))
These are nonstandard definitions, used for simplicity. Recall that we are not assuming that the process is stationary, but that it only satisfies the strong approximation. We get that
Similar results can be obtained for the area variance estimator, but with ( k -1) replaced by n/m in the above two expressions.
If the batch size m grows sufficiently fast, we are able to get the sharper bound
If the batch size grows sufficiently fast, we have, then, that Skew(I'b,(n)) M 8a6/k2. For a nice regenerative process (and so a = 3/4 from a previous discussion), we get that Skew rb,(n) M ( 8~7~/ 7~) n -~/~. See also Chien (1993) for an asymptotic expression of the batch means variance estimator up to the third moment (via its cumulants).
In order to give expansions for the pth centered moment, we need to assume that E[C2P] < DC). We get the following proposition, where { K q : Q 2 1) is a sequence of integers, related to the X2-distribution (see Kendall, Stuart, and Ord (1987, p. 507 ) for a description).
for p even, and, for p odd, that
The results presented here are largesample ones.
CENTRAL LIMIT THEOREMS
Central limit theorems can also be obtained. These give rates of convergence. One may also be able to construct an asymptotically valid confidence interval for the process variance, if one of the goals of the simulation is to estimate that parameter.
Proposition 3 For the batch means and the area methods, we have that J X ( r ( n ) -a') + ~( 0 , 2~4 ) a s n 4 c o .
For the batch means case, this theorem can also be found in Carlstein (1986) . It is new for the area es-
timator. An asymptotically (1 -q)lOO%-valid confidence interval for a2 is given by r ( n ) r ( n )
[1+ tv,2@7x ' 1 -zv/247x1, where zq/2 is the (1 -q/2)-quantile of the standard normal distribution.
CONCLUSION
We have provided here asymptotic expressions for the moments of the batch means and the area variance estimators. As a by-product, we showed consistency in the mean-square sense of these two estimators. Central limit theorems were also provided. These results extend to the continuous-time case. Variance estimators other than the batch means and area estimators, such as the weighted area and the Cram&-von Mises area variance estimators have been investigated in Damerdji and Goldsman (1993) .
