We establish numerical methods for solving the martingale optimal transport problem (MOT) -a version of the classical optimal transport with an additional martingale constraint on transport's dynamics. We prove that the MOT value can be approximated using linear programming (LP) problems which result from a discretisation of the marginal distributions combined with a suitable relaxation of the martingale constraint. Specialising to dimension one, we provide bounds on the convergence rate of the above scheme. We also show a stability result under only partial specification of the marginal distributions. Finally, we specialise to a particular discretisation scheme which preserves the convex ordering and does not require the martingale relaxation. We introduce an entropic regularisation for the corresponding LP problem and detail the corresponding iterative Bregman projection. We also rewrite its dual problem as a minimisation problem without constraint and solve it by computing the concave envelope of scattered data.
Introduction
Let µ and ν be two probability measures on R d , with finite first moment and increasing in convex order, and c : R d × R d → R be a measurable function. The martingale optimal transport (MOT) problem aims at maximising
among all probability measures π such that
where (π x ) x∈R d denotes the regular conditional probability distribution (r.c.p.d.) of π w.r.t. µ. Under quite mild assumptions, there exists an optimiser π * (µ, ν) which maximises the integral (1) . Similar to the classical optimal transport (OT), see e.g. [31, 34] , we are able to identify its convex dual. The dual elements are maps ϕ, ψ : R d → R and h : R d → R d satisfying the constraint
The dual objective is to minimise
overall (ϕ, ψ, h) satisfying the inequality (3) . Interestingly, the dual problem also has a financial interpretation as a robust hedging problem. Indeed, the left-hand side of (3) represents a portfolio consisting of underlying assets and European option instruments and the inequality means that the portfolio dominates, or superreplicates, the "exotic" payoff c. The dual problem thus represents the minimal super-replication cost, see the seminal paper [24] of Hobson for further discussions. Beiglböck, Henry-Labordère & Penkner [3] first studied MOT in a discrete time setup and established Kantorovich duality, i.e. that the primal and the dual problems have the same value. In continuous time the analogous duality was investigated in a stream of papers, see e.g. [21, 19, 20, 28, 22] . MOT continues to be an active field of research and we mention works on characterising the optimisers for a MOT, see e.g. [4, 23] or on the attainment for the dual problem, see [5] . Naturally, both from the theoretical and from the applied point of view, it is important to solve MOT problems explicitly. Hobson & Neuberger [27] and Hobson & Klimmek [26] focused on the particular case of d = 1 and c(x, y) = ± |x − y|, and showed that the optimiser π * (µ, ν) can be obtained in a semi-closed form. Another trivial but important observation is that, when µ and ν have finite supports, i.e. Recently, Juillet [29] proved that if
µ(dx) =

d = 1 and c(x, y) = ϕ(x)ψ(y) or c(x, y) = h(x − y),
where ϕ, ψ, h : R → R are assumed to satisfy the conditions in Remark 2.10 of [29] , then the optimiser π * (µ, ν) is Lipschitz w.r.t (µ, ν) under a topology of Wasserstein type. In particular,
c(x, y)dπ
c(x, y)dπ * (µ, ν).
Hence, the approximation scheme becomes tractable by solving a LP problem related to (µ n , ν n ) which have finite support and are "close" to (µ, ν) under the topology above. The LP approach was pioneered in fact in Davis, Obłój & Raval [18] , where instead of full marginal constraint ν, only finitely many constraints were given which, thanks to convexity, led to optimisers with finite support. In continuous time, MOT for many cost functionals could be solved in an explicit, or semiexplicit form, using methods from stochastic optimal control, see e.g. [7, 12, 21] , and from Skorokhod embeddings, see e.g. [10, 14, 13, 15, 18, 25] . However, in contrast to the theory and applications recalled above, numerical methods for MOT are close to non-existent. In fact, the martingale condition renders any of the usual OT approximation techniques unusable. This paper fills in this important gap. We develop a numerical method for solving a one-step MOT problem in R d in a systematic way. Our approximation for the primal problem relies on a suitable discretisation and solving a LP to which we apply the entropic regularisation known from OT, see [6] . The scheme converges and in dimension one, d = 1, we obtain the convergence rate. We also develop numerical methods for the dual problem. Together, these allow to sandwich the true value function. Our investigation involves a number of novel results and techniques which, we believe, are of independent interest. The paper is organised as follows. In the rest of Section 1, we formulate the relaxed MOT problem and present its Kantorovich duality. Next, in Section 2, we introduce an approximating optimisation problem with a relaxed martingale condition. We investigate its dependence on the marginal distributions and obtain a numerical scheme by discretising the marginals. We show the scheme converges and provide some numerical examples. In Section 3, we study its convergence rate in the case of two marginals on real line. As a by-product, another optimisation problem is considered, where the marginal constraints are replaced by the constraints on expectation for a finite number of call options. We show a stability result, i.e. the optimisation problem converges to some MOT problem as more and more call options are quoted. In Section 4, we focus on the discretised marginals, where the MOT problem is indeed an LP problem. We introduce an entropic regularisation for the LP problem and adapt the iterative Bregman projection initialed by Bregman [9] to the martingale case. Finally, we reformulate its dual problem as a minimisation problem min R n J , where J : R n → R denotes some convex functional and is determined by computing the concave envelope of scattered data.
Relaxation of the Martingale Optimal Transport problem
Let X ⊆ R d be a closed set and denote by Π the set of probability measures supported on X and admitting a finite first moment. Let Λ be the space of Lipschitz functions on X and, given ψ ∈ Λ, denote by Lip(ψ) its Lipschitz constant on X . For each L > 0, let Λ L ⊆ Λ be the subspace of functions ψ with Lip(ψ) ≤ L. When we want to stress the dependence on X , or when considering different sets X , we include X in the notation, e.g. we write Π(X ), Λ L (X ) or Lip X (ψ).
Let X = (X k ) 1≤k≤N be the coordinate process on the N −product space X N , i.e. X k (x) := x k for all x = (x k ) 1≤k≤N ∈ X N , and F = (F k ) 1≤k≤N be its natural filtration, i.e. F k := σ(X 1 , · · · , X k ). Note that the restriction of F k to X k is simply B(X k ), the Borel σ-algebra on X k . Given a vector µ = (µ k ) 1≤k≤N ∈ Π N , define the collection of transport plans with marginals µ by
where
k denotes push forward of π via X k . The MOT involves optimisation over π ∈ Π(µ) under which X is a martingale, as seen for N = 2 in (2). However, as we will see below, when considering stability of, and approximation to, the MOT problem it is convenient to relax the martingale condition. To this end, for a fixed ε ∈ R + and a vector µ ∈ Π N , we let M ε (µ) be the set of π ∈⊆ Π(µ) such that
which may be also rewritten as
In particular, M 0 (µ) is the set of martingale transport plans. Strassen [33] showed that M 0 (µ) = ∅ if and only if measures µ k , k = 1, . . . , N are increasing in convex order. In order to generalise this characterisation to M ε (µ) = ∅ we need the following definition. Definition 1.1. µ, ν ∈ Π are said to be increasing in ε−convex order, denoted by
The following theorem is a generalisation of Strassen's theorem. Its proof uses original results of Strassen [33] and is presented in the Appendix.
Given µ ∈ Π ε and a measurable cost function c : X N → R, we consider the following relaxation of the Martingale Optimal Transport problem
Similarly to the MOT problem, (5) admits a dual formulation. Let H be the set of progressive measurable processes
The dual problem to (5) is defined by
It is easy to see that M ε (µ) is weakly compact since it is a closed subset of Π(µ). An application of the Min-Max theorem allows then to establish the Kantorovich duality between (5) and (7) under suitable mild assumptions on c. We omit the proof as it simply repeats the arguments in [3] where the result was shown for ε = 0. Theorem 1.3. Assume µ ∈ Π ε and c is upper semicontinuous and satisfies
Then there exists an optimiser
Remark 1.4. From the financial point of view, the left-hand side of (6) stands for a super-replication of c by trading dynamically in the underlying assets and statically in a range of Vanilla options. ε denotes a constant transaction cost rate and the corresponding term represents transaction costs resulting from the trading in underlying assets. As Inequality (6) holds under any market scenario, the dual problem (7) denotes the minimal super-replication cost.
In what follows, unless otherwise specified, we take X = R d . We also simplify the notations as follows:
• we drop the superscript c when the cost is fixed, i.e. we write
• we drop the subscript ε when ε = 0, e.g. we write for 0 , M (µ) for M 0 (µ), P(µ) for P 0 (µ) etc.;
We finish the preliminaries by introducing a Wasserstein-type metric on Π N . For µ, ν ∈ Π, their Wasserstein distance is defined by 
It is easy to see that Π N is a Polish space w.r.t. W ⊕ and Π ε ⊆ Π N is closed.
Numerical scheme for P(µ)
We develop a unified framework for computing P(µ) numerically. As mentioned in the introduction, P(µ) reduces to an LP problem once µ k have finite supports for k = 1, · · · , N . We exploit this observation and adopt a discrete approximation approach. In this section we establish convergence results. In Section 3 we will study the convergence rates and in Section 4 we propose efficient methods to solve the LP problem for discrete measures.
Convergence of relaxed MOT problems
Our first main result, Theorem 2.1, shows that P(µ) may be approximated by considering the relaxed problem P ε (µ n ) for discrete approximations µ n of µ. This provides the main insight into our proposed numerical scheme for MOT problems.
As noted before, it is natural to try to approximate P(µ) by P(µ n ) with finitely supported measures µ n since the latter amounts to a linear program. However, unlike in the classical optimal transport, continuity of µ → P(µ) is no longer clear. In fact, one has to consider suitably tailored discretisation, see Section 3.2, to even ensure that M (µ n ) is non-empty. Theorem 2.1 shows that relaxation of the martingale constraint allows to solve this problem and establish the above convergence result. In Section 3 we use the Kantorovich duality from Theorem 1.3 to study the convergence rate in Theorem 2.1 when d = 1. The rest of this section is devoted to the proof of Theorem 2.1.
Proof. Put
Take an arbitrary π ∈ M ε (µ). It follows from Theorem 1 of Skorokhod [32] that, there exists an enlarged probability space (Ω,F,P) which supports random variables
For every k = 1, · · · , N , let π k be the optimal transport plan realising the Wasserstein distance between µ k and ν k , i.e. π k ∈ Π(µ k , ν k ) and
It follows from Lemma 5.1 that, there exist measurable functions f k : X 2 → X such thatP
In particularP
Therefore, π ∈ M ε+ρ (ν) and ν ∈ Π ε+ρ . To conclude the proof, notice that
In consequence, one has the immediate corollary below.
Proof. The first inequality follows by taking ε = 0, ν = µ n and ρ = ρ n . As for the second one, interchanging µ and µ n , it suffices to take ε = ρ n + δ n and ρ = ρ n .
Remark 2.4. Here δ n may be used to capture the error resulting from the numerical discretisation of µ.
Proposition 2.5. Let c ∈ Λ(X N ). (i)
For every fixed ε ∈ R + , the map
(ii) For every fixed µ ∈ Π , the map
is non-decreasing, continuous and concave.
Before proving the above proposition, let us remark that, together with Corollary 2.3, it yields an instant proof of our main result above.
Proof of Theorem 2.1. Corollary 2.3 with δ n ≡ 0 yields
and we conclude using Proposition 2.5.
Proof of Proposition 2.5. (i)
We establish a slightly stronger property. Take a sequence ε n → ε ≥ 0 and (µ n ) n≥1 ⊆ Π εn with limit µ, and
Without loss of generality, we may assume that lim sup n→∞ E πn [c] = lim n→∞ E πn [c] , and further by Lemma 2.6 that (π n ) n≥1 admits a convergent subsequence, denoted again by itself, with some limit π ∈ Π(µ). For every
which implies π ∈ M ε (µ) by the dominated convergence theorem. Combining the continuity of c, it follows from the dominated convergence theorem that lim sup
(ii) First notice that ε → P ε (µ) is non-decreasing by definition. Next, let us prove the concavity. Given ε, ε ∈ R + and α ∈ [0, 1], it remains to show
This indeed follows from the fact that (
and π ∈ M ε (µ). Hence the map restricted to (0, +∞) is continuous. Finally, the reasoning in (i) above, with µ n = µ and ε n → 0, gives lim n→∞ P εn (µ) ≤ P(µ) which combined with the obvious reverse inequality gives right continuity at ε = 0.
Lemma 2.6. Let (µ n ) n≥1 ⊂ Π N be a sequence converging to µ under W ⊕ , and π n ∈ Π(µ n ). Then there exists a weakly convergent subsequence (π n k ) k≥1 , and its limit π belongs to Π(µ).
Proof. Since Π N is Polish, it remains to show that (µ n ) n≥1 is tight. Taking the compact
Further, the convergence under W ⊕ implies that
which yields the tightness by lim R→+∞ sup n≥1 π n [K c R ] = 0. Without loss of generality, we may assume that (π n ) n≥1 is convergent with limit π. Notice that the projection map X k is continuous, then
Discretisation of marginal distributions
In this subsection, we introduce several discretisations µ n = (µ n 1 , · · · , µ n N ) which approximates the original target measures µ. Since every µ n is supported on a countable or finite set, the computation of P dn (µ n ) turns to be the resolution of an LP problem, infinite-or finite-dimensional. This allows us to use classical techniques of LP to analyse the approximating problem.
A general discretisation scheme
We detail here a discretisation procedure which is valid in a general setting. For each n ≥ 1, we take a fixed ∆ n > 0, and define a sequence of subspaces. Set
We define also a vector of probability measures µ n supported on X (n) by,
where for a ∈ R, a ∈ Z is the largest integer less or equal to a.
Using the definitions of µ n k andψ (n) , we directly calculate that
which implies in view of (8) that
It follows by Corollary 2.3 that, for any sequence (∆ n ) n≥1 converging to zero, one has
In general, P √ d∆n (µ n ) corresponds to an infinite-dimensional LP problem. Before proceeding as above, we may first truncate µ k for k = 1, · · · , N . Take an arbitrary R > 0, and consider a measure π ∈ M (µ). Set
has a bounded support, and one has as R → +∞ that
Notice that, in general µ n and µ (R) may no longer belong to Π , even if µ ∈ Π . However, when d = 1, explicit discretisations which preserve the increasing convex order are well known, see Section 3.2. More generally, in a recent parallel work, Alfonsi, Corbetta & Jourdin [1] investigate methods of constructing µ n such that µ n ∈ Π . In the rest of Section 2.2, we provide some examples in the case of N = 2, where we may find more specialised discretisations. Recall that, for the sake of simplicity, we write µ
Some specific discretisation schemes
We first focus on the case d = 1 and assume that µ and ν have bounded supports. Without loss of generality, let supp(µ) ⊂ [−1, 1) and supp(ν) ⊂ [−2, 2). Using the discretisation given in Section 2.2.1, taking ∆ n = 1/n and setting further
Example 2.7. We start with an example from as follows. Let µ, ν be the uniform distributions given by
It follows that the parameters are given by
Taking c(x, y) = |x − y|, it follows from Hobson & Neuberger [27] that, there exist functions ξ ± (x) = x ± 1 such that the corresponding optimisers π * may be written as
A straightforward computation yields that P(µ, ν) = 1. Solving the corresponding LP problem, we recover the theoretical value as well as the correct form of the optimal transport plan, see Example 2.8. We keep c(x, y) = |x − y| but consider µ, ν with unbounded support. Specifically, consider Gaussian marginals µ = N (0, 1) and ν = N (0, 2). Clearly, α n k and β n k do not have closed expressions, which makes the previous discretisation costly. Accordingly, we approximate µ (resp. ν) by a simple random walk. We consider a sequence of i.
Let µ n and ν n be respectively the law of (
In view of the dual formulation (8) and Stein's method in [2] , one has further
The results of our LP solver are presented in Figures 3 and 4 . We note that the optimiser distributes mass from x to {ξ + (x), η + (x)} for two increasing functions ξ + and η + , which agrees with the theoretical results in Hobson & Neuberger [27] . Remark 2.9. With the distributions µ and µ n of Example 2.8, for any function f ∈ Λ, one has
where µ n • f −1 and µ • f −1 denote the pushforward measures of µ and µ n . In particular, for every pair
Example 2.10. Consider now log-normal marginals, which are image measures of Gaussian µ, ν from Example 2.8 but under non Lipschitz transformations. Let f (x) = e x−1/2 and g(x) = e x−2 . Then µ • f −1 and ν • g −1 are two log-normal distributions increasing in convex order. Let us estimate next
. Without loss of generality, we only treat
. Let π n be the optimal transport plan realising W(µ n , µ), i.e. π n ∈ Π(µ n , µ) and
Taking an arbitrary R > 0, rewrite the expectation on the right as
It follows by Hölder's inequality that
and similarly
As for the last term, we have further
One obtains finally
Optimising the above expression w.r.t. R, there exists some constant C such that
Example 2.11. Our last example considers a two-dimensional setting. Denote, for any R > 0, by B R the the disc with radius R, and by ∂B R its circle. Let µ and ν be the uniform probability distributions supported respectively on B 1 and ∂B 2 . We consider the distance cost c(x, y) = −|x − y|. Then it follows from Theorem 1.2 in Lim [30] that the optimiser is given by
where r ≡ r(x 1 , x 2 ) := x 2 1 + x 2 2 . This yields further
We adapt in this example another discretisation. Let us represent the points on the plane by means of the polar coordinate system. Hence B 1 = (r cos θ, r sin θ) : r ∈ (0, 1] and θ ∈ (0, 2π] ,
We consider the probability measures µ n and ν n given by
Then a straightforward computation yields
Analysis of convergence rate
In this section, we provide a convergence rate in the case of d = 1 and N = 2. This requires the duality for the relaxed optimisation problem (5) which we establish, in a general setting.
Convergence rates for a general discretisation scheme
Recall that, we still write
It follows that to estimate the convergence rate in Theorem 2.1, we have to understand the asymptotic behaviour of P ε (µ, ν) − P(µ, ν) as ε 0. To emphasise the dependency on c, we write P ε (µ, ν) ≡ P c ε (µ, ν). Clearly, for any c 1 and c 2 one has
Then we have the following result.
If ν has a finite second moment, then one has 
In addition, a straightforward computation yields
Hence,
which concludes the proof by taking ε = 2ρ n .
Remark 3.2. (i)
If ν has bounded support, then Theorem 3.1 holds whenever c ∈ C 2 (R 2 ).
(ii) We may extend the above analysis to more general functions c. Assume that c ∈ C 2 (R 2 ) is with linear growth, i.e. |c(x, y)| ≤ L(1 + |x| + |y|) for some L > 0, then for every R ≥ 1, there exists a function c R ∈ C 2 (R 2 ) such that
Then clearly, c R satisfies the conditions of Theorem 3.1 as its support is compact, and moreover,
which implies that
We obtain finally that
For a fixed R, using Theorem 3.1 for the first term, we deduce a bound on the convergence rate for c. The result can then be optimised over R.
Convergence rates for a specific discretisation scheme
In this section, we explore a tailored discretisation in dimension one which preserves the convex order. This allows us to avoid the relaxation of the martingale condition. Specifically, given (µ, ν) ∈ Π , define two sequence of measures supported on {k/n} k∈Z as follows:
dx).(10)
Note also that in the potential theoretic terms of Chacon [11] , µ n may be defined as the unique measure supported on {k/n : k ∈ Z} with its potential agreeing with that of µ in those points:
Theorem 3.3.
Let the conditions of Theorem 3.1 hold. Then (µ n , ν n ) ∈ Π for all n ≥ 1, and
In particular, if ν has a bounded support, then the convergence is O(1/n).
Remark 3.4. Let ν have a bounded support J. For any continuous function c and any ε > 0, there exists c ε ∈ C 2 (R 2 ) such that
Hence, with a slight modification, the above theorem applies for the class of continuous functions on R 2 .
The rest of Section 3.2 is devoted to the proof of Theorem 3.3. We start with Proposition 3.5.
Proposition 3.5. Let (µ n , ν n ) n≥1 be defined by (9) and (10) all n ≥ 1.
Proof. For any measurable function ψ : R → R, defineψ n : R → R bŷ
Then it follows from a straightforward computation that, see also Dolinsky & Soner [19] , one has ψdµ n = ψ n dµ and ψdν n = ψ n dν.
Take ψ ≡ 1, thenψ n ≡ 1, and further µ n and ν n are well defined probability measures. Moreover, taking ψ(x) = |x|, it is clear thatψ n = ψ and thus
To prove (µ n , ν n ), (µ, µ n ), (ν, ν n ) ∈ Π , it suffices to test for ψ(x) = (x − K) + . It follows easily thatψ n is convex andψ n ≥ ψ by computation. This implies that (µ n , ν n ), (µ, µ n ), (ν, ν n ) ∈ Π . To end the proof, we need the dual formulation of the Wasserstein metric. For each ψ ∈ Λ 1 , one has
Hence it follows from (8) that W(µ n , µ) ≤ 1/n, which concludes the proof.
Proof of Theorem 3.3. First, it follows from Proposition 3.5 that (µ n , ν n ) ∈ Π for all n ≥ 1. Next, one has
As for the first and third terms, it follows by the same arguments in the proof of Theorem 3.3 that
Combining with the construction of ν n , we obtain that
It remains to estimate the second term. Using again Theorem 2.4 of
Interchanging (µ, ν) and (µ n , ν n ) and repeating the above reasoning, one has
which concludes the proof. One obtains by a direct calculation that
which yields the LP problem P(µ n , ν n ) as follows
Solving the LP problem, we obtain the optimal transport plan which is displayed in Figure 3 together with the error decay on a logarithmic scale. Here we find easily that the plot on the right is linear, and the convergence of the order 1/n.
Stability of MOT with respect to the marginals
As already recalled, the MOT problem is an abstraction of the so-called modelindependent pricing problem. Specification of the marginal distributions corresponds to the knowledge of call or put prices for all strikes K ∈ R + . However, in practice, only finitely many options are quoted for any given maturity. In this section, we consider the optimisation problem which corresponds to such a setting and study its convergence as strikes become dense in R + . Throughout this section, we assume X = R + .
Let K = (K j ) 0≤j≤n denote the vector of strikes with 0 = K 0 < · · · < K n , and C i = (C i,j ) 0≤j≤n ∈ R n + denote the corresponding prices of call options, for i = 1, 2. Define
is a π − martingale and
is convex by definition, see Davis & Hobson [17] for a complete characterisation of A(K). For any (C 1 , C 2 ) ∈ A(K), the prescribed optimisation problem is given by
Remark 3.7. (i) For the sake of clarity, we assume that the call options with different maturities have the same set of strikes.
(ii) Similarly, we may provide the corresponding dual problem which can be interpreted as the minimal cost of super replications using the underlying assets and call options.
We study the asymptotic behaviour of the upper bound P(K, C 1 , C 2 ) with respect to the market information. We assume that there is a couple of measures (µ, ν) ∈ Π which describe the true risk neutral dynamics of the stock prices. We consider sequences (K n , C n 1 , C n 2 ) and, for simplicity, assume K n has exactly n + 1 elements: 0 = K n 0 < . . . < K n n . It will be clear from the proofs that this can be generalised as long as the analogue of the following assumption holds:
We assume the partial market information is consistent with (µ, ν), i.e.
and note that, by definition, one has that 
Proof. It suffices to prove that, for any subsequence (K n k ) k≥1 , one may find a further subsequence (
It follows by definition that there exists a sequence (π n k ) k≥1 such that
By a straightforward computation, one has
which implies that the sequence (π n k ) k≥1 is tight. Denote by (π n k l ) l≥1 the convergent subsequence with limit π, then it follows by the dominated convergence theorem that
In addition, one has by Lemma 3.10 that
which implies that π ∈ M (µ, ν). The proof is fulfilled by using again the dominated convergence theorem
Lemma 3.10. Let µ be a probability measure on R + . Let (µ n ) n≥1 be a weakly convergent sequence of probability distributions such that
where (K n ) n≥1 is a sequence satisfying Assumption 3.8. Then lim n→∞ µ n = µ.
Proof. Set for all
Since (x − a) + − (x − b) + ≤ |a − b|, then the functions f n , f ∈ Λ 1 (R + ). In addition, for every K ∈ ∪ n≥1 K n , one has f n (K) = f (K) for n large enough, which implies that f n converges uniformly to f as ∪ n≥1 K n is dense in R + . Let ψ ∈ C 2 (R + ) with bounded support. Then it follows by integration by parts formula that
We may conclude in view of Fubini's Theorem.
In the rest of Section 3.3, we quantify the convergence rate of P(K, C n 1 , C n 2 ) to P(µ, ν). For technical reasons, we assume that
and consider the subset
where p > 1 and V > 0 are fixed in this section. This restriction comes from the quoted Power option Y p , where V denotes its market price. We let
and note that, by definition,
which yields the convergence of 
Then there exists a constant C > 0, depending only on V and p, such that
Proof. It suffices to treat W(µ n , µ). Let R = K n n and µ R (resp. µ n R ) be the truncated distribution of µ (resp. µ n ). Indeed, let Z (resp. Z n ) denotes some random variable of law µ (resp. µ n ), then µ R (resp. µ n R ) be the law of
Hence
In addition,
which yields by (12) that
It follows by Lemma 3.13 that there exists some C > 0 such that
It remains to estimate W(µ n , µ n R ) and W(µ, µ R ). It follows by definition
which yield the required inequalities by the triangle inequality.
Remark 3.12. Notice that, in order to ensure W ⊕ (µ n , ν n ), (µ, ν) converge to zero, we need p > 3 and K n n √ ∆K n → 0 as n → ∞. 
Proof. Let ρ(·, ·) denote the Prokhorov distance, i.e.
where F µ (resp. F ν ) denotes the cumulative distribution function of µ (resp. ν).
Take the first case without loss of generality, and it yields
On the other hand,
It follows by assumption that δ 2 < 2ε. That is, ρ(µ, ν) ≤ √ 2ε. Recall the dual expressions of ρ and W
ρ(µ, ν)
= sup
For every ψ ∈ Λ 1 , one has (ψ − ψ(0))/R ∞ ≤ 1 and thus
Finally, we obtain the following theorem. 
Proof. It follows from Proposition 3.11 that, there exists some C > 0 such that for
Repeating the reasoning in the proof of Theorem 3.3 and using p > 3, we obtain for every R > 0
The proof is fulfilled by optimising the above inequality w.r.
Numerical algorithms for the MOT-LP problem
We focus now on solving the LP problem corresponding to the MOT problem with finitely supported measures. For simplicity we restrict ourselves to d = 1:
where α = (α i ) 1≤i≤m and β = (β k ) 1≤k≤n stand for two marginal distributions
that are increasing in convex order. Without loss of generality, we assume here
This is an LP problem with specific linear constraints. We provide two numerical algorithms based respectively on the primal and dual problems.
Primal problem: iterative Bregman projection
We consider in this subsection the primal problem. Set for any p ∈ R mn
where we set by default 0 × log(0) := 0. Then it follows by definition that
is the set of martingale transport plans, then one has the following proposition. Proposition 4.1. For any given vectors (resp. marginals) α (resp. µ) and β (resp. ν), there exists some C > 0 such that
Proof. It follows by a straightforward computation that p → E ε (p) is continuous and strictly concave on R mn + , which implies that there exists a unique p
Define q ∈ R mn + by q i,j = e c i,j /ε , then one has E ε (p) := εKL(p|q), where
Next, let us follows Bregman's idea in [9] and separate the linear constraints given by M (µ, ν). Define by C 1 , C 2 and C 3 ⊂ R mn + the subsets of matrices p = (p i,j ) 1≤i≤m,1≤j≤n as follows
Notice that p → KL(p|q) is strictly concave, then we may apply the iterative Bregman projection as follows. Define the sequence {C l } l≥1 by C l+3 := C l for all l ≥ 1. Let p (0) = q, and set for l ≥ 1
The next theorem follows from Theorem 3 of Bregman [9] . For each projection, let us compute p (l) by introducing a Lagrangian multiplier. We distinguish three cases: (i) C l = C 1 . We consider the following Lagrangian formulation
we obtain
(ii) C l = C 2 . Using the same argument, we get
and obtain the equations
Then the following proposition shows that f i has a unique root on R.
Proposition 4.3. With the notations above, there exists a unique λ
Proof. Notice first that p Hence f i ∈ C ∞ (R) is strictly increasing. Next we distinguish three cases:
(i) If y n ≤ 0, then one has f i (+∞) > 0 and f i (−∞) = −∞, which implies that f i has a unique root on R;
(ii) If y 1 ≥ 0, then one has f i (+∞) = +∞ and f i (−∞) < 0, which implies that f i has a unique root on R; (iii) Otherwise, then one has f i (+∞) = +∞ and f i (−∞) = −∞, which implies that f i has a unique root on R.
As f i is strictly increasing and f i (z) > 0 for all z ∈ R, we may apply Newton's method to search numerically for the root λ 
i and the convergence is quadratic.
Dual problem: computation of concave envelope
We propose now another numerical method based on the dual formulation as follows
We first show that the above problem can be rewritten as another minimisation problem min ψ∈R n J (ψ) without constraint, where J : R n → R denotes some convex function. We need to introduce the concave envelope of discrete version. Given the data (ψ j ) 1≤j≤n at the points (y j ) 1≤j≤n , denote by ψ : [y 1 , y n ] → R its linear interpolation. In order for ψ c to be the discrete concave envelope of ψ, we require that ψ(y) ≤ ψ c (y) for all y ∈ [y 1 , y n ] and ψ c is concave. Withous confusion, ψ c is also said to be the concave envelope of (ψ j ) 1≤j≤n . Then one has the following proposition.
Proposition 4.5. The above problem D(µ, ν) is equivalent to the following minimisation problem
Proof. For every (ψ j ) 1≤j≤n ∈ R n , let ϕ i := (c i −ψ) c (x i ) and h i be the left derivative of (c i − ψ) c at x i . Then it follows by definition that 
which yields by the linearity that
and further
which fulfils the proof.
Define the map J : R n → R by
then J is convex and D(µ, ν) = inf (ψ 1 ,··· ,ψn)∈R n J (ψ 1 , · · · , ψ n ) ∈ R. It remains to solve a minimisation problem for a convex function where the computation of concave envelope is involved.
A lot of numerical methods for computing the concave envelope are achieved in the literature. Here we will make use of the particular structure of J . Denote by c 
where ∇J k is the sub-gradient of J at (ψ k 1 , · · · , ψ k n ) and can be taken as a finite differences approximation.
Appendix
Proof of Theorem 1.3. It suffices to argue for N = 2, the general result then follows by composition of disintegration kernels. Write µ = µ 1 and ν = µ 2 . Set holds for all ψ ∈ Λ, which concludes the proof. 
Proof. Without loss of generality, we only prove for k = 1, and denote for the sake of simplicity x 1 ≡ x and x 1 ≡ x . Disintegrating w.r.t. the first coordinate x, one has π 1 (dx, dx ) = µ 1 (dx) ⊗ λ x (dx ), where λ x (dx ) x∈R d denotes the r.c.p.d., or namely, for each x ∈ R d , λ x is a probability measure on R d . The above claim is equivalent to the existence of a measurable function f 1 :
or namely, f 1 (x, ·) transfers the law of Z 1 to λ x for µ -a.s. x ∈ R d . To prove the above claim, we first show for the case d = 1, and then conclude for the general case.
(i) Let F and G x be respectively the cumulative distribution functions of Z 1 and λ x , and define further the right-continuous inverse by Define f 1 (x, x ) := G −1 x • F (x ), then f 1 is clearly measurable by the definition of r.c.p.d., and moreover in view of Villani [34] , page 19-20, one has for µ -a.s. x ∈ R P X 1 ∈ A X 1 = x = λ x (A), for all A ⊆ R, which concludes the claim above.
(ii) Now let us turn to the general case. Set x = (x 1 , · · · , x d ) and y = (y 1 , · · · , y d ).
Step 1 : Take the marginal law on the first variable for Z 1 and λ x , which gives probability measures ∂ x 1 F 1 (x 1 )dx 1 and λ 1 x (dy 1 ). Then construct the above map f 1 (x, ·) which may transfer ∂ x 1 F 1 (x 1 )dx 1 to λ 1 x (dy 1 ).
Step 2 : Now take the marginal on the first two variables and disintegrate it with respect to the first variable. This gives probability measures ∂ x 1 x 2 F 2 (x 1 , x 2 )dx 1 dx 2 := ∂ x 1 F 1 (x 1 )dx 1 ⊗ F x 1 ,2 (x 2 )dx 2 and λ 2 x (dy 1 , dy 2 ) := λ 1 x (dy 1 ) ⊗ λ 2
x,y 1 (dy 2 ). Then, for each x 1 , set y 1 = f 1 (x, x 1 ), and define f 1,2 (x, x 1 , ·) using the above formula which relates F x 1 ,2 (x 2 )dx 2 to λ 2 x,y 1 (dy 2 ).
Step 3 : Repeat the construction of Step 2 by adding variables one after the other and defining f 1,2,3 (x, x 1 , x 2 , ·) etc. After m steps, this produces the required map f (x, ·) which transports the law of Z 1 to λ x .
