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This thesis is a study of several combinatorial properties of groups and 
semigroups. Research on combinatorial properties on groups and semigroups 
with all infinite subsets having certain unavoidable regularities originates from 
Ramsey theory and has been the subject of active investigations. In the thesis 
we explore several properties defined in terms of directed graphs. 
Chapter 1 outlines some of the earlier achievements in this area and 
sets the context for the thesis. The thesis continues the work by a number 
of well-known authors, and contains new results that give rise to interesting 
connections between graph, group and semigroup theoretic methods. 
Preliminaries and background information are included in Chapter 2 for 
convenience of the reader. Several technical facts used in proofs are also ref-
erenced. 
Chapter 3 deals with a combinatorial property related to power graphs. 
The power graph of a semigroup S is a directed graph with the set S of vertices, 
and with all edges (u, v) such that u v and v is the power of u. We introduce 
a combinatorial property defined for power graphs by analogy with several 
properties considered earlier. The first main theorem completely describes all 
pairs (8, D), where S is a semigroup and D is a directed graph, and S satisfies 
this combinatorial property with respect to D. The structure of the power 
graphs of all finite allelian groups is then described. 
Chapter 4 is devoted to Cayley graphs. Let T be a subset of a semigroup 
S. The Cayley graph Cay(S, T) of S with respect to T is defined as the graph 
with the set S of vertices and with all edges (x, y), where x y and xt = y 
for some t E T. Cayley graphs play important roles in combinatorial group 
and semigroup theory. For each finite directed graph D, we obtain conditions 
necessary and sufficient for the Cayley graph Cay(S, 5) of a semigroup S to 
contain a subgraph isomorphic to D. The second main theorem of this chapter 
shows that every infinite semigroup S has an infinite subset T inducing a 
null subgraph in the Cayley graph Cay(S, T). A natural question that arises 
is when the Cayley graph of a semigroup belongs to one of the classes well 
known in graph theory. The next theorems in this chapter characterise all 
finite inverse semigroups and all commutative inverse semigroups with bipartite 
Cayley graphs. We then obtain necessary and sufficient conditions for the 
Cayley graph of a semigroup to comprise the disjoint union of complete graphs. 
This result is used to describe all monoids S and subsets T of S such that 
Cay(S, T) is isomorphic to the disjoint union of complete graphs. 
The divisibility graph of a semigroup S has edges (u, v), where u belongs 
to the ideal generated by v. The main theorems of Chapter 5, for each directed 
graph D, characterise all commutative and completely 0-simple semigroups 
with all infinite subsets containing divisibility subgraphs isomorphic to D. A 
description is also given for all monomial matrix semigroups which possess the 
same property. 
Chapter 6 examines the concept of an annihilator set. Annihilators have 
been studied in combinatorial semigroup theory, in particular, in relation to 
unavoidable regularities in infinite sequences of elements. The annihilator 
graph of a semigroup S has edges (u, v) whenever uv = 0 and u v. The 
main theorems of this chapter describe all commutative and linear semigroups 
S, where every infinite subset of S induces an annihilator graph that has a 
subgraph isomorphic to a finite directed graph D. 
The author has also obtained and published new results on other related 
topics. A few of his theorems on automata, their languages and syntactic 
monoids have been included in Appendix 1. 
The results of this thesis have been published in [31], [32], [34] and [35]. 
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In 1930, F. P. Ramsey [47] published his now classical paper, "On a problem of 
formal logic", which dealt with decidability questions in logic. In loose terms 
Ramsey showed that when a sufficiently large class of objects is partitioned 
into a finite number of classes, at least one class contains a certain property or 
substructure. Applications of Ramsey's Theory exist in many fields of math-
ematics, including set theory, probability theory, analysis and graph theory 
(see [19]). 
Ramsey's Theorem is also useful when dealing with unavoidable regular-
ities in infinite groups and semigroups. For example, Justin [24] introduced 
the concept of a repetitive semigroup and developed a theory, describing all 
commutative semigroups which are repetitive. Linear semigroups which are 
repetitive have been described by Kelarev and Shumyatsky in [36]. Many other 
investigations arising from this concept have followed (see [17], [18] and [25]). 
B. H. Neumann [41] proved by using Ramsey's Theorem that the class 
of all infinite groups which are centre-by-finite possess the combinatorial prop-
erty that every infinite sequence of elements contains a pair of elements that 
commute. This fact underpins the results in Chapter 2. 
This thesis is devoted to the investigation of several combinatorial prop-
erties of semigroups, where the associated graph possesses some type of un-
avoidable regularity. We say that a semigroup S is D-saturated for a particular 
combinatorial property if every infinite subset of S induces a graph that con-
tains D as a subgraph. Each chapter concentrates on a different combinatorial 
property and structural theorems are given that describe various classes of 
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semigroups satisfying that particular combinatorial property. 
Chapter 2 provides most of the background information and known facts 
needed for subsequent chapters. All preliminaries are found in this chapter, 
unless a result used is miscellaneous and local to another chapter. 
In Chapter 3, we describe all pairs (S, D), where S is a semigroup, D is 
a finite graph and S is power D-saturated. Necessary and sufficient conditions 
are first given for the case when S is a group. This result is used to characterise 
all D-saturated commutative and linear semigroups, which in turn allows a 
description of D-saturated semigroups in general. For any abelian group G, 
the power graph of G is described. 
Cayley graphs of groups are significant not only in group theory, but also 
in constructions of interesting graphs with nice properties (see [44]). They have 
been the subject of many investigations (see, for example [5], [7], and [16]). 
The concept of the Cayley graph of a semigroup was introduced by Bohdan 
Zelinka [57], and it is natural to expect that the more general concept can be 
used to define various types of graphs with new combinatorial properties. For 
example, vertex transitive Cayley graphs have been characterised in [28] as 
well as undirected Cayley graphs (see [26]). This concept is also important for 
combinatorial semigroup theory (see [40] and [53]). 
Chapter 4 begins by describing all pairs (D, S), where D is finite with at 
least one edge and S is Cayley D-saturated with respect to S. We then show 
that for a finite graph with edges there are no infinite semigroups S which are 
Cayley D-saturated with respect to all subsets T of S. A natural question 
that arises is when the Cayley graph of a semigroup belongs to one of the 
classes well known in graph theory. We describe all finite inverse semigroups 
with bipartite Cayley graphs. All commutative inverse semigroups with bi-
partite Cayley graphs are then characterised. We then obtain necessary and 
sufficient conditions for all semigroups whose Cayley graphs are isomorphic to 
the disjoint union of complete graphs. This result is used to describe all pairs 
(5,T), where S a monoid, T is a subset of S and Cay(S, T) is isomorphic to 
the disjoint union of complete graphs. 
Chapter 5 investigates semigroups which are divisibility D-saturated. A 
complete description of all commutative divisibility D-saturated semigroups 
is obtained. Corresponding conditions are then given for completely 0-simple 
semigroups and this result is used to describe all monomial matrix semigroups 
which satisfy the same combinatorial property. 
2 
The concept of an annihilator set has been considered in combinatorial 
semigroup theory, graph theory and the study of formal languages (see [13], 
[42] and [56]). For example, Justin and Kelarev [25] showed that annihilators 
are connected with unavoidable regularities in infinite sequences of elements in 
semigroups. A natural question that arises concerns infinite semigroups which 
possess other combinatorial properties, defined in terms of annihilator sets 
and their associated graphs. Chapter 6 examines the class of all annihilator 
D-saturated semigroups. Necessary and sufficient conditions are given first for 
all commutative semigroups which are annihilator D-saturated, and then for 
semigroups S, where S/j is finite. We then describe the structure of all linear 
semigroups which satisfy this combinatorial property. 
For each finite undirected graph the graph algebra associated with that 
graph is a set of objects, together with a binary operation. Graph algebras 
make it possible to apply methods of universal algebras to various problems of 
discrete mathematics and computer science. They have been investigated by 
several authors (see [43] and [46] for references). An algorithmic description is 
given of all regular languages recognised by graph algebras of finite graphs in 
Appendix 1. 
Any lemmas which are not original have been referenced. All other results 






A binary operation R on a set X is a map R:X xX --+ X. A group is a set 
G equipped with a binary operation " o " such that: 
(i) G is closed under o; 
(ii) o is associative, that is (x o y) oz=xo (y 0 z), for all x, y, z E G; 
(iii) there exists an element e E G such that g 0 e = g, for all g E G; and 
(iv) to each element g E G there corresponds an element h E G such that 
go h = e. 
It follows from (iii) and (iv) that eog = g, for all g E G and that hog = e 
(see [50], Lemma 1.1.2). The element e is called the identity of G. For a group 
G with element g E G, the identity of G is sometimes also denoted by eg . 
If xoy=yo x, for all x,y E G, then G is said to be abelian. 
It is customary to identify the group (G, 0) and its underlying set G 
provided there is no possibility of confusion as to the intended group operation. 
A subset H of a group G is a subgroup if (H, o) is a group, where o is the 
group operation restricted to H. 
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Lemma 1 ([50], Proposition 1.3.1) A subset H of a group (C, o) is a subgroup 
of G if and only if H is non-empty and xy -1 E H whenever x, y E H. 
The order of a group G is defined to be the cardinality of the underlying 
set G and is denoted by Cl.I The order of an element g is the least positive 
integer n such that gn = e, if n exists. In this case g is said to have finite 
order. Otherwise, g has infinite order. For a prime p, a finite group is called a 
p-group if its order is a power of p. 
Let G be an abelian group. If p is a prime, then the elements with order 
of some power of p form a subgroup Gp called the p-primary component of 
G. The cyclic group of order p is denoted by 2Ep , and Zpoo stands for the 
quasicyclic p-group, that is, the infinite group with generators g 1 ,g2 , ... such 
that .q 7 ' = eg , and gf = gi_ i , for all i > 1. 
Let G be an abelian group. A subset H of G is independent if, given 
elements h 1 , h2 ,. hr of H and integers m l , m2 , 	, m s.., then 
m 1  h 1 + m2h2 + 	mr hr = 0 implies that m i hi = 0, for all i. 
If p is prime and G abelian, then the p-rank of G is defined as the cardinality 
of a maximal independent subset of elements of p-power order. 
A torsion group (or periodic group) is a group all of whose elements have 
finite order. The centre C(G) of a group G is the subset of those elements 
which commute with every element in G. 
The right (resp., left) cosets of a subgroup H of a group G are the sets 
{Hg : g E GI (resp., {gH : g E G}). The cardinalities of the left and right 
cosets coincide and are called the index of H in G. A subgroup H of G is 
normal if gH = Hg, for all g E G. If N is a normal subgroup of a group G, 
the quotient group of N in G is denoted by GIN and is the set of all cosets of 
N in G equipped with the group operation (N g i )(Ng2 ) = N(g ig2 ). 
A group G is centre-by-finite if the quotient group IC/C(G)1 is finite. 
The direct product G 1 X G2 X . . Gn of a finite set of groups is the group 
with the set 
{(gi, 	, g7i) I gi E G, for 1< i < n}, 
and multiplication defined by (g1, • • • , g)(hi, • • • hn) = Odin • • , gnhn). The 
projection 7r, is a homomorphism rr : G —> G, such that 7ri (g i , 	, gn ) = g,. 
For other group theoretic terminology the reader is referred to [50]. 
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Semigroups 
A semigroup (S,.) is a set S equipped with an associative binary operation "•". 
The abbreviation S is used instead of (S,.) throughout the thesis. A non-empty 
subset T of a semigroup S is a subsemigroup if T is closed under " • " . If T is 
a subset of a semigroup 5, then (T) denotes the subsemigroup of S generated 
by T. 
A semigroup S with zero 0 adjoined is denoted by S° and is defined by 
S 	if S has a zero, 
S U {0} otherwise. 
By analogy withthe case of S° , the monoid 5 1 is defined by 
— { 5, 	if S has an identity element, _ S i  S U {1} otherwise. 
An element x in a monoid S is called a unit if there exists y E S such that 
xy = yx = 1. The set of all units of S forms a group called the group of units 
([12], Theorem 1.10). 
A semigroup is null if the product of any two elements is zero. An 
idempotent in a semigroup is any element e, for which e 2 = e. 
A binary relation on a set X is a subset p of the cartesion product X x X. 
In particular, the empty set 0 of X x X is included in the set of all the binary 
relations on X x X as well as the equality relation 
lx = {(x,x) I x E X}. 
The converse p-1 of p is defined by 
p-1 = {(x, y) E X x X I (y , x) E p}. 
A relation p on a set X is 
reflexive 	if and only if 1x C P; 
symmetric if and only if p = p-1 ; and 
transitive if and only if p o p = p. 
An equivalence relation is a reflexive, symmetric and transitive relation. 
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For a reflexive relation p on X, the transitive closure of p is defined by 
= Ufpn n 1 1. 
For an arbitrary relation p on X, the smallest equivalence generated by p (see 
[21], Proposition 1.4.9) is given by 
pe _ [p U i(r 1 U ix 100 . 
An equivalence relation p on a semigroup is a congruence if 
(Vs, t, s', E S) (s, t) E p and (8', t') e p = (ss' ,te) E p. 
For an arbitrary binary relation p on a semigroup S, p# denotes the small-
est congruence on S containing p. It is given by p# = (pc)e (see [21], Proposi-
tion 1.5.8), where 
Pc  = {(xay, xby) x,y E S i , (a, b) E 
If c, d E S are such that c = xay,  , d = xby,  , for some x, y E S 1 , where 
either (a, b) or (b, a) belongs to a relation p, then c is connected to d by an 
elementary p-transition. This gives 
Lemma 2 ([21], Proposition 1.5.9) Let p be a relation on a semigroup S, and 
let a, b E S. Then (a, b) e p# if and only if either a = b or, for some n E 
there is a sequence 
a = 	—> z2 —* ... 	zn = b 
of elementary p-transitions connecting a to b. 
A binary relation p on a set X is called a partial order if 
(x, x) E p, for all x E X, 	 i.e., p is reflexive; 
(Vx,y E X) (x,y),(y,x) E p = x = y, 	i.e., p is antisymmetric; 
(V x, y, z e X) (x, y), (y, z) E p = (x, z) e p, i.e., p is transitive. 
Alternatively, if (x, y) E p then we can write x < y. A partially ordered 
set is a system consisting of a non-empty set X and a partial order <. 
For a non-empty subset Y of a partially ordered set (X, <), an element 
a of Y is minimal if there is no element y E Y such that y < a. An element 
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c e X is a lower bound of Y if c < y for every y E Y. Maximal elements and 
upper bounds are defined analogously. If the set of lower (resp., upper) bounds 
is non-empty and has a maximum (resp., minimum) element d, then d is said 
to be the meet (resp., join) of Y. If the meet (resp., join) of every pair of 
elements of (X, <) (resp., (X,>)) exists, then (X, <) (resp., (X,>)) is said to 
be a lower semilattice (resp., upper semilattice). The term semilattice will be 
used to mean lower semilattice. 
Two elements x, y in a partial order (X, p) are comparable if either x < y 
or y < x. Otherwise they are incomparable. A subset of a partially ordered set 
with the property that every pair of elements is comparable is called a chain. 
A subset of a partially ordered set is called an antichain if all of its elements 
are incomparable (see [52], §11.8). 
A binary relation p from A to B (that is, a subset of A x B) is a map 
from A to B if, for every a E A, there is a unique b E B such that (a, b) E p. 
The map p : A —> B is said to be injective if 
(Va l , a2 E A) P(ai) = P(a2) = ai = a2. 
The map p : A —> B is said to be surjective if 
(Vb e 13)(3a E A) p(a) = b. 
A map p : A —> B is a bijection if it is both injective and surjective, that is, if 
(Vb E B)(D!a E A) p(a) = b. 
A map p: A —> B, where (S, .) and (T, .) are semigroups, is called a morphism 
if, for all x, y E S, 
p(xY) = P(x)P(Y). 
Definition 3 ([22], §1.5) Given two monoids S and T, it is said that S divides 
T if there exists a submonoid U of T and a surjective morphism : U —> S. 
If a,b E S, then aLb (resp., aRb, aJb) if and only if S la = S i b (resp., 
aS1 = bsi , si asi 	sibsi , . ) The relation 7-t (resp., D) is defined as the 
intersection (resp., join) of G and R. These equivalence relations are known 
as Green's equivalences (see [21] §2.1). The L-class (resp., R-class, 71-class, 
D-class, J-class) containing the element a is denoted by La (resp., Ra, Ha, 
Da , Ja ). 
If T is a subsemigroup of S, then superscripts are used in order to avoid 
ambiguity about the meaning of a particular equivalence relation. For example, 
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aGsb means that there exist u, v e S 1 such that a = ub,b = va, while aGTb 
means that there exist w, x E T l such that wa = b and xb = u. For a 
subsemigroup T of S, the notations 
f t E T (a,t) E LT } and Lsa' = {s E S I (a, s) E ,CS I 
are also used to avoid ambiguity. 
The next lemma is used frequently throughout the thesis. 
Lemma 4 ([21], Proposition 2.3.7) Let a,b be elements in a D-class D. Then 
ab E Ra n Lb if and only if La n Rb contains an idempo tent. 
A non-empty subset / of S is a left (resp., right, two-sided) ideal of S 
if S/ C / (resp., IS C I, both S/ C / and IS C I). If S has a minimal 
two-sided ideal K, then K is called the kernel of S. 
A semigroup S is called simple (resp., right simple) if S is the only ideal 
(resp., right ideal) of S. 
For an element a E S, the principal left (resp., right, two sided ideal) 
generated by a is the set S l a (resp., aS 1 , S l aS 1 ) and is denoted by L(a) (resp., 
R(a), J (a)). 
Since G, R, and J are defined in terms of ideals, the inclusion order 
among these ideals induces a partial order among the equivalence classes: 
La < Lb if S l a C S i b; 
Ra < Rb if aS 1 C bS i ; 
< A if s i as i c s i bs ' . 
Thus S/L, S/R, and S/J may be regarded as partially ordered sets. 
An element a of a semigroup S is regular if there exists x E S such that 
axa = a. A semigroup is regular if all its elements are regular. An element a' 
is the inverse of an element a if aa'a = a and a'aa' = a'. An inverse semigroup 
is a regular semigroup such that every element has a unique inverse. The set 
of idempotents in an inverse semigroup forms a semilattice with respect to a 
natural partial order, defined by e < f if and only if ef = fe = e. 
Suppose that G is a group, / and A are non-empty sets, and P = [pm] is 
a (A x /)-matrix with entries ma e G, for all A E A, i E I. The Rees matrix 
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semigroup ,A4(G; I, A; P) over G with sandwich-matrix P consists of all triples 
(g; i , A), where i E /, A E A, and g E G, with multiplication defined by the 
rule 
(91; i 1 , AI) (92; i2, A2) = (g1PA1i2g2; il) A2). 
A semigroup is said to be completely simple if it has no proper ide-
als and has a minimal idempotent with respect to the natural partial order. 
Similarly, a semigroup with zero is completely 0 -simple if it has no proper 
nonzero ideals and has a minimal nonzero idempotent. It is well known that 
every completely simple semigroup is isomorphic to a Rees matrix semigroup 
.A4 (G; /, A; P) over a group G (see [21], Theorem 3.3.1), and every completely 
0-simple semigroup is isomorphic to a Rees matrix semigroup .A/1 ° (G; /, A; P) 
over a group G with zero adjoined. Conversely, every semigroup .A4(G; /, A; P) 
is completely simple, and a semigroup M° (G; /, A; P) is completely 0-simple 
if and only if each row and column of P contains at least one nonzero entry 
(see [21], Theorem 3.2.3). 
Let G be a group, M = .A4 (G; /, A; P), and let i E /, A E A. Put 
= {(g; A) I g E G , E 
Gi* = f(g; i, A) I g E G, E 
Go, = f(g; i, A) g E 
In the case where M = .A4° (G; I, A; P) the zero is included in all of these sets. 
That is, 
GA = {0} {(g ; A) I  g EG,iE 
Gi* = {0} U f(g; i , A) I  g E G, A E AI, 
= {0} U {(g; i, A) I g E 
The following facts are well known and are collected in a separate lemma. 
Lemma 5 Let G be a group, and let M = .A/0(G; I, A; P) be a completely 
0-simple semigroup. Then for all i, j E I, A, t E A, 
(i) the set G *A is an G-class of M and a minimal nonzero left ideal of M; 
(ii) the set Gi* is an R,-class of M and a minimal nonzero right ideal of M; 
(iii) the set GA {0} is an 9-1-class of M, and GA is a left ideal of G i* and 
a right ideal of G*A; 
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(iv) GiA 1 = 1 GiA I; 
(v) each maximal subgroup of M coincides with G iA \ {0}, for some j E I, 
E A, 
(vi) if pm 0, then Go,\ {0} is a maximal subgroup of M isomorphic to G; 
(vii) if pm = 0, then GYA = 0; 
(viii) every ,C-class of M contains at least one maximal subgroup, G iA ; 
(ix) every 7Z-class of M contains at least one maximal subgroup, G 
The quotient semigroup SI p of a semigroup S by a congruence p is the 
set of all equivalence classes of p with a binary operation (pa)(pb) = p(ab). 
For a congruence p, the natural map toll : S —> SI p is defined by ds = ps, for 
all s E S. 
If I is an ideal of a semigroup, then the Rees quotient semigroup is the 
semigroup with zero obtained by identifying with 0 all elements of the ideal I. 
If I,J are ideals of a semigroup S and J c I, then the Rees quotient 
semigroup IIJ is called a factor of S. In the case where J=0, we put IIJ = I. 
A finite ideal series is a chain of ideals 
0=S0 c c c Sn, = S. 
A principal series of a semigroup S is a finite maximal chain 
0=S0 c c c S7, = S 
of ideals of Si (i = 0, 1, ... n). The factors of the principal series are the 
Rees quotient semigroups S2 /Sz_ 1 (i = 1, 2, ... n). Each factor is either sim-
ple, 0-simple or null (see [12], Corollary 2.39). If S admits a principal series 
and each factor is either simple or 0-simple, then S is said to be semisimple. 
A commutative semigroup Y is a semilattice if every element of Y is an 
idempotent. A semigroup S is said to be a sem,ilattice Y of its subsemigroups 
Si,, where y E Y, if S = UyEy Sy is a disjoint union of its subsemigroups Sy , 
and Sx Sy C Ssy, for all x, y E Y. A semigroup is Archimedean if, for each pair 
a, b E S, there exists a positive integer it such that an E bS 1 . Every commu-
tative semigroup is uniquely represented as a semilattice Y of Archimedean 
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semigroups Sy (see [20], Theorem 4.2.2). The Sy are called the Archimedean 
components of S. The largest subgroup of Sy will be denoted by Gy . If Sy 
has no idempotents, then Gy  = 0. If an Archimedean component S i,, has an 
idempotent, it will be denoted by e y . Then the ideal Gy = ey Sy is a group, 
and the quotient semigroup Sy IGy is nil (see [20], Proposition 4.2.3). 
An ideal extension of a semigroup S by a semigroup Q is a semigroup E 
such that S is an ideal of E and the Rees quotient EIS is isomorphic to Q. 
An element s of S is said to be periodic if there exist positive integers 
m, n such that sm+n = sm. A semigroup S is periodic if all elements of S are 
periodic. 
An epigroup is a semigroup such that a power of each element belongs to 
a subgroup. The class of all epigroups contains a wide variety of semigroups. 
In particular all periodic and completely 0-simple semigroups are epigroups 
(see [52], §1.1). A subsemigroup of an epigroup, which is itself an epigroup is 
called a subepigroup. 
Lemma 6 ([52], Proposition 1.3.3) The group G, is the greatest subgroup con- 
tained in Ke , coincides with the set eK, and is an ideal of the subepigroup (K s ). 
A semigroup is nilpotent if Sn = 0, for some natural number n. An 
element s is nil if sn = 0, for some n. If all elements of S are nil then S is 
called a nilsemigroup. 
A left zero semigroup S satisfies the identity ab = a, for all a,b E S. 
For a skew field K (see [55] §3.1), the set of all n x n matrices with 
entries in K is denoted by M(K). A subsemigroup of Mn (K) is called a 
linear semigroup. For an element s E M(K), the rank of s means the rank of 
the matrix s. 
A matrix is said to be monomial if every row and column contains at 
most one nonzero entry. If G is a group, then the set of all n x n monomial 
matrices over G° = G U 101 forms a semigroup and is denoted by Mn (G) (see 
[23]). A matrix semigroup is a subsemigroup of M(K) or M(G), for some n, 
K and G. The group of j x j invertible matrices over a field K (see [49], §1.2) 
is denoted by GL3 (K). 
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The direct product S x T of semigroups S and T is the set 
{(s,t) I s E S,t e T} 
with multiplication defined by (s, t)(s' , t') = (s s' , te). 
An alphabet is a finite non-empty set A whose elements are letters. A 
word is a finite sequence (aia2 ... an ) of letters of A. The set of all finite non-
empty words will be denoted by A. A binary operation is defined on A+ by 
concatenation: 
(ai a2 	an )(b i b2 . km ) = (a i a2 	an b 1 b2 	brn ). 
With respect to this operation, A+ is a semigroup, called the free semigroup. 
If we adjoin an identity 1 to A+, we obtain the free monoid A* on A. 
A word y E A+ is said to be a factor or a segment of a word w E A+ if 
there exist words x, z E A* such that w = xyz. 
A class of monoids is called a variety if it is closed under submonoids, 
quotient monoids and direct products. 
For other semigroup theoretic terminology the reader is referred to [21]. 
Graphs 
A directed graph H is a finite non-empty set of objects called vertices together 
with a possibly empty set of ordered pairs of vertices of H called edges. A loop 
is an edge that joins a vertex to itself. If more than one edge joins two vertices 
in the same direction, then H is said to contain multiple edges. 
By a graph G, we mean a directed graph without loops or multiple edges. 
The set of all vertices (resp., edges) of a graph G is denoted by V(G) (resp., 
E(G)). A graph G is called a subgraph of a graph H if V(G) C V (H) and 
(a, b) E E(G) implies (a, b) e E(H). Then we write G C H. A graph is finite 
if it has a finite set of vertices. A graph G is transitive, if E(G) is a transitive 
binary relation on V(G). 
A complete symmetric graph is a graph G such that (u, v) E E(G) , for 
all u, v E V(G) and u v. An infinite countable complete symmetric graph is 
denoted by K. A tournament is a graph G such that, for all distinct u, V E G, 
either (u, v) e E(G) or (v, u) e E(G), but not both. 
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A graph G is bipartite if it is possible to partition V(G) into two subsets 
Vi and V2 such that every element of E(G) joins a vertex in V1 to V2 or a 
vertex in V2 to . 
A path in a graph G from x to y is a finite alternating sequence 
x = xo , e 1 , xl, e2, • • • 7 en, xn 
of vertices and edges such that ei = (x_ 1 , x) is an edge of G, for i = 1, 2, .. . , n. 
A vertex x is said to be an ancestor of y if there exists a path from x to y. 
Two vertices x, y in a graph are connected if there exists a finite alternating 
sequence 
X = x0, el , xl, e2, • • • , en, xn = 
of vertices and edges such that e i = (xi_ 1 , xi ) or ei = (xi , xi_ 1 ) is an edge of 
G, for i = 1, 2, ... , n. The relation 'is connected to' is an equivalence relation. 
A connected component of a graph is a maximal subgraph H such that every 
pair of vertices, x, y E H are connected. 
A cycle in a graph is a path starting and finishing at the same vertex. A 
graph is said to be acyclic if it contains no cycles. It is null if it has no edges. 
An infinite ascending chain (resp., descending chain), Aor, (resp., D), 
is the graph with the set Z+ of all positive integers as vertices and with edges 
(i, j), for all i < j (resp., i > j). 
For a graph G with edge (x, y), the vertex x is said to be adjacent to y 
and y is said to be adjacent from x. The indegree of a vertex y is the number 
of vertices adjacent to y. The outdegree of a vertex x is the number of vertices 
adjacent from x. 




Power D-saturated semigroups 
This chapter deals with a combinatorial property defined in terms of power 
graphs. The power graph Pow(S) of a semigroup S has all elements of S as 
ve4tices and has edges (u, v), for all u, v E S, u v, such that v is a power of 
u. Figure 3.1 illustrates the power graph of the cyclic group Zg. 
g7 
Figure 3.1: The graph whose transitive closure is the power graph of X 8 • 
Let D be a finite graph. A semigroup S is said to be power D -saturated 
if and only if, for each infinite subset T of S, the power graph of S has a 
subgraph isomorphic to D with all vertices being in T (see [31]). 
We begin by showing that the class of all power D-saturated semigroups is 
closed under subsemigroups and homomorphic images, but not direct products. 
The first main result describes all groups G and graphs D such that G 
is D-saturated. This fact underpins the results in the rest of this chapter. 
Necessary and sufficient conditions are then given for all commutative and 
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linear semigroups possessing the same combinatorial property. After that we 
describe all semigroups S which are power D-saturated. For each finite abelian 
group G, we determine the structure of the power graph of G (Theorem 32). 
Most of the results in this chapter have been published in [31], [32] 
and [34]. 
3.1 Properties of power D-saturated semi-
groups 
Lemma 7 If D is a graph and S is a power D-saturated semigroup, then all 
subsemigroups of S are power D-saturated, too. 
Proof Let U be a subsemigroup of S, and suppose that T is any infinite 
subset of U. Denote by Pow(T) u (resp., Pow(T) s ) the subgraphs induced by 
the elements of T in U (resp., 5). 
Evidently, if (a, b) E E(Pow(T) u ), then (a, b) E E(Pow(T) s ). Suppose 
that (a, b) E E( POw(T) S ), where a, b E U. The closure of U implies that 
bn E U, for all n E 27+ , and so (a, b) E E(Pow(T) u ). Therefore Pow(T) u is 
isomorphic to Pow(T)s. 
Since S is D-saturated, D embeds in Pow(T) s . Therefore D embeds in 
Pow(T)u, and U is D-saturated. LJ 
Lemma 8 If D is a graph and S is a power D-saturated semigroup, then all 
quotient semigroups of S are power D-saturated, too. 
Proof Consider the quotient semigroup S/ p, where p is a congruence. If 
SI p is finite, then there is nothing to prove. Otherwise take any infinite subset 
T of SI p and for each t, E T choose a representative s i E S such that psi = ti . 
Let U be the set of these representatives. Then ph : U —> T is a bijection. 
Clearly, U is infinite, and so D embeds in the subgraph G of Pow(S) with all 
vertices of U, since S is D-saturated. 
Suppose that (si , si ) E E(G). Then si = 87 for some n. Therefore 
ti = psi = psi; = (psi )m = 
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and so (ti , t3 ) E E(Pow(S p)). Thus G embeds in Pow(S/p), and so D em-
beds in Pow(S/p). Therefore S/p is D-saturated. 0 
Example 9 shows that the class of all power D-saturated semigroups is 
not closed under direct products. Thus power D-saturated semigroups do not 
form a variety. 
Example 9 Let G = 24. be a quasicyclic group with generators gf+1 = gi 
and g = eg„ and let H = 24 be a cyclic group with generator g. Both of 
these groups are power D-saturated for any finite acyclic graph D with edges. 
However, the direct product G x H is not D-saturated for any graph D which 
is not null, since the set of elements (g1, g), (g2 , g),(g3 ,g), . in G x H induces 
a null subgraph in Pow(G x H). 
3.2 Groups 
Our first theorem completely describes all pairs (D, G), where D is a finite 
graph and G is a group such that G is power D-saturated. For the proof we 
need the following results, the first of which is due to B.H. Neumann: 
Lemma 10 ([41]) A group is centre-by-finite if and only if every infinite se-
quence contains a pair of elements that commute. 
Lemma 11 (Chinese Remainder Theorem) Let m l , m2 , 	, mr be positive in- 
tegers that are pairwise coprime, and let al , a2 , 	, ar be any r integers. Then 
the system of congruences 
x a i (mod mi),. . ., xr =-• ar (mod mr) 
has a solution which is unique modulo m 1 m2 ...mr . 
Definition 12 ([49], Definition 3.2) A logical numbering on a graph D with 
n vertices is a function f which assigns to each vertex v of D an integer f (v) 
such that the following two conditions hold: 
(i) each of the integers 1, 2, ... , n is assigned to exactly one vertex; 
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(ii) if (u, v) E E(D), then f (u) < f (v). 
Lemma 13 ([49], Theorem 3.8) A graph has a logical numbering if and only 
if it is acyclic. 
Lemma 14 Every finite acyclic graph embeds in A„„ and D. 
Proof. Let D be a finite acyclic graph with vertex set v i , v2 , ... vn . Then 
there exists a logical numbering f on D, by Lemma 13. Select any n vertices 
u i , U2, • • • lin in D. There exists a unique logical numbering g on the subgraph 
H induced by the elements u i , u2 , , un , with the property that (u,, ui ) is an 
edge in H if and only if g(u a ) < g(u3 ), for all 1 < i < j < n. 
Define 0 : D —> H, by 0(14) = g -1 (f (vi )). The map 0 is a bijection, 
and if (vi , v3 ) E E(D), then (0(v,), 0(v3 )) E E(H). Thus D embeds in H, and 
hence in D. 
The dual argument shows that D embeds in A. 
Definition 15 A graph D(V, E) is called a direct product of 
(Vi , E1), , Dn (Vn , En ) if V = V1 x • • • x V„, and E is the set of all pairs 
((al, • • • , an), (bi, • • • , bn)) such that (a i , .. • , an) 0 Oh • . • bri ) and (a, b) be-
longs to E, U {(v,, v i) vi E 14}, for all 1 < < n. 
Lemma 16 If G = 117_1 Gp, is a direct product of pcgroups, where p i , 
are pairwise distinct primes, then the power graph of G is the direct product of 
the power graphs of Gp„ ,Gpn . That is, 
Pow(G) = 	Pow(Gpi ). 	 (3.1) 
Proof. Suppose that 
(a,, bi ) E E(Pow(Gp,)) U {(v,, v i ) I vi E E(G)1, 
for all i = 1, 	, n. Then b, = aTt in Gpz , for some positive integer in,. Denote 
the order of a, by k i . Given that G 	a pi-group, we see that k l , . . , kn are 
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pairwise coprime. By the Chinese remainder theorem there exists a positive 
integer k which has remainder m upon division by k , for all i = 1, 2, ... , n. 
If a = (a i , a2, , an ) E G and b = (b 1 ,b2,...,bn ) E G, then a c = b. Hence 
(a, b) E E(Pow(G)). 
Obviously, if (a, b) e E(Pow(G)), then every hi is a power of a, and 
hence 
bi ) E E(Pow(G ) U {(vi, vi) vi E  
Thus (3.1) follows. 0 
Lemma 17 Let p be a prime, and let a and b be two distinct elements in a 
cyclic p-group X pn, where a has order if and b has order ps• Then 
(i) a belongs to a complete symmetric graph of order pr — rp —1 ; 
(ii) (a, b) E E(Pow(Zpn)) if and only if r > s. 
Proof (i): Let g be a generator of E pn and denote by gcd(a, b) the 
greatest common divisor of two integers a and b. There are precisely pr _ pr-t 
elements of order pr in pn namely all elements gk such that gcd(k,pn) = 
Each element of order pr generates the same subgroup and can be expressed as 
a power of every other element of the same order. Thus all elements of order 
pr induce a complete symmetric graph of order pr — pr -1 in Pow(Epn). When 
r = 0, the identity element forms a complete symmetric graph of order 1. 
(ii): Suppose that r > s. The order of f = a 8  equal to p8 . If a = f, 
then r = s, and so al = bl. All elements of the same order belong to the same 
complete symmetric graph in Pow(Epn), and hence (a, b) E E( Pow(Epn)). If 
f = b, then there is nothing to prove, since (a, f) E E(Pow(24.)). If f a,b, 
then fl = bl, and so (f, b) E E(Pow(Epn)). Then (a, b) is contained in 
E( Pow(24.)), since the power relation is transitive. 
Conversely, suppose that (a, b) E E(Pow(Epn)). Take any generator g 
of 2Zpn. Then a = gc, where gcd(c,pn) = pn'. Similarly, b = gd , where 
gcd(d,pn) = pm 8 . Since am = b, we get (Om = gd . Thus mc d (mod pn). 
This congruence is solvable if and only if gcd(c,pn)Id. Therefore we see that 
gcd(c, pn)j gcd(d,pn), pn—rl n—s ip 	and we get r > s, as required. 0 
The next result is also used in Section 3.4. 
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Lemma 18 Suppose that G is a torsion group with a finite number of primary 
components and suppose that each component is finite or quasicyclic. Then 
every infinite subset T of G contains an infinite subset which induces an infinite 
chain C in the power graph of G. 
Proof Let G = Gp , x 	x Gpn , for pairwise distinct prime numbers 
Pi,. , pn . Recall that 71i : G 	Gp, denotes the projection of G onto Gp1 , for 
1 < i < n. 
Take any infinite subset L of G. By induction on i = 0,1, ... , n, we 
define infinite subsets L i of L such that every image 7rk (L i ) forms a chain (i.e., 
a transitive tournament) in the power graph of Gp k , for k = 1, . , i. First, put 
Lo = L. Suppose that the set Li has already been defined for some 0 < i < n. 
If 7,+i (L i ) is finite, then we can find an infinite subset Li +1 of Li such 
that 7ri+i (L i+ i) has only one element, and so forms a chain. (Note that in 
this part of the proof consecutive repetitions of the same vertex in a chain are 
allowed, i.e., loops are attached to all vertices of the graphs.) 
Next, consider the case where 71-+i(L)  is infinite. Then Gp,+ , is infinite 
too, and so it is quasicyclic. Putting p = pi+i , we get Gp = Epoo. Since 
1 7rii-t(L2)1 = oo and 2Zp«, is the union of an ascending chain of cyclic groups, we 
can choose an infinite sequence t 1 , t2 ,... Li such that each element 71 -i+1 (t3 ) 
has order pe , for j = 1,2, ... and f i < .e2 < .... Take any positive integers 
j < k. There exists a cyclic subgroup Xpi of Zpoo such that both 7ri+i (t3 ) and 
71i-F1(tk) belong to 2Zpi. Lemma 17 shows that 7, 44 (t3 ) is a power of 71-i+ 1 (4)• 
It follows that the sequence 71 -ii_ 1 (t i ),7,+1 (t2), ... forms an infinite chain in the 
power graph of G. We can take Li +1 = {t 1 , t2, • • .1. 
Thus we have defined the sets L 1 , 	, Ln . All projections of the infinite 
set Ln form ascending chains in G p1 , 	, G. Lemma 16 implies that L, in- 
duces an infinite chain C in the power graph of G. 0 
Clearly, for each group G and every set of vertices V, there exist max-
• imal graphs D(V, E) such that G is D-saturated. Theorem 19 shows that 
in fact there are only three types of maximal graphs: null graphs, transitive 
subtournaments of D„,„ and complete graphs. 
Theorem 19 Let D(V, E) be a finite graph with E 0, and let G be an infi- 
nite group. Then G is power D-saturated if and only if G is a centre-by-finite 
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torsion group, the centre C(G) has a finite number of primary components, 
each primary component of C(G) is finite or quasicyclic, the order of GIC(G) 
is not divisible by p for each quasicyclic p-subgroup of G, and D is isomorphic 
to a subgraph of D. 
Proof. The 'only if' part. Suppose that G is power D-saturated, i.e., 
every infinite subset of G contains a power subgraph isomorphic to D. Hence 
every infinite subset has at least two elements a, b such that b is a power of a, 
and so a and b commute. Lemma 10 implies that G is centre-by-finite. 
If G has an element g of infinite order, then the vertices g2 , g3 , g5 , . . . are 
not adjacent in the power graph of G. Since E(D) contains edges between 
distinct vertices and G is D-saturated, we see that G has to be torsion. 
If G contains elements g, of orders pi , for infinitely many primes p i , p2 , 
then the vertices g l , g2 , ... are not adjacent in Pow(G). This contradicts the 
D-saturation of G again. Therefore G has a finite number of primary compo-
nents. 
If a p-primary component C(G) p of the centre C(G) has infinite p-rank, 
then C(G) p contains an infinite independent subset Oh g2 , ...} (see [50], 4.2). 
Clearly, these elements are not adjacent in the power graph of C(G). Thus 
the p-rank of C(G) p is finite. 
It follows that C(G) p is a direct product of finitely many cyclic or qua-
sicyclic groups (see [50], 4.3.13). Suppose that C(G) p is infinite, but is not 
quasicyclic. Then it contains a subgroup isomorphic to Zp x pCO 3 and there 
exists an infinite set of elements which induces a null subgraph in the Pow(G), 
as seen in Example 9. Therefore G is not D-saturated. Thus each primary 
component of C(G) is finite or quasicyclic. 
Take any prime number p such that G has a quasicyclic subgroup 24.. 
If gl , g2 , ... are the same generators of 27 pC0 in Example 9, then we see that 
they induce a subgraph of the power graph of G isomorphic to Dc,o , that is 
(g„ g3 ) E E(Pow(G)) if and only if i > j. Since G is D-saturated, D is a 
subgraph of D. 
Suppose that p divides IG/C(G)I and that G has a quasicyclic subgroup 
Ep. with generators gi , g2 , ... in Example 9. Pick an element h in G such that 
its image hC(G) has order p in G C (G). Then all vertices (h, 91 ), (h, 92),... 
are not adjacent in Pow(G), and so G is not D-saturated. This contradiction 
shows that IG/C(G)I is not divisible by p for each quasicyclic p-subgroup of G. 
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The 'if' part. Assume that D has edges, G is a torsion group with a 
finite number of primary components, each primary component of G is finite 
or quasicyclic, and the order of G/C(G) is not divisible by p for each quasicyclic 
p-subgroup of G. Take any infinite set T of S. Then by Lemma 18, there exists 
an infinite subset L of T which induces an infinite chain C in the power graph 
of G. 
Induction on the number of ancestors in C shows that every vertex of C 
is finite. Hence C is isomorphic to D. Thus D embeds in Do° , by Lemma 14, 
which completes our proof. 
3.3 Nil semigroups 
The following infinite version of Ramsey's Theorem ([47], Theorem A) is 
needed. 
Lemma 20 (Ramsey Theorem) Let S be an infinite set. For all positive inte-
gers k, r, if we colour the k-element subsets of S in r colours, then there always 
exists an infinite subset T of S such that all the k-element sets ofT have the 
same colour. 
This lemma easily gives us the following 
Corollary 21 Every infinite graph contains an infinite ascending chain, an 
infinite descending chain, an infinite complete symmetric graph, or an infinite 
set of vertices that induce a null subgraph. 
Proof. Let D = (V, E) be an infinite graph. Choosing a countable subset 
of V and indexing its elements by the positive integers, we may assume that 
V = {v1 , v2 , ...}. Let us assign a colour cav i , yin to each set {vi , v3 }, where 
1 < i < j by the rule 
red if (vi , vj ), (vj , vi ) 	E, 
yellow if (vi , vj ) E E,(vi ,vi ) E, c({vi , v j}) = green if (vj , vi) E E, (vi , v) E, 
blue if (vi , vi ), (v, v) E E. 
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Lemma 20 tells us that there exists an infinite subset W of V such that all 
two-element subsets of W have the same colour c. Denote by G the subgraph 
of D induced by W. If c is red, then G is a null graph. If c is yellow, then G 
is an infinite ascending chain. If c is green, then G is isomorphic to an infinite 
descending chain. If c is blue then G is an infinite complete symmetric graph. 
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Lemma 22 If S is an infinite nil semigroup, then S has an infinite subset 
that induces a null subgraph in the power graph of S. 
Proof Let 0 be the ,zero of S. Suppose to the contrary that Pow(S) 
has no infinite subsets which induce null subgraphs. Evidently, all elements 
of every infinite path x i , x2 , ... of a power graph of a semigroup with edges 
(x,, xi ), for all 1 < i < j are not nil. Therefore Pow(S) has an infinite path, 
x l , x2 , ... with edges (x3 , xi ), for all 1 < i < j, by Corollary 21. We may 
assume that x 1 0 0, since otherwise we can start the path with x2. 
Consider two elements x 2x, and x2x3 in S, where 2 < i < j. Since 
x l , x2 , x, and xi are vertices of our path, we know that there exist positive 
integers kl , k2 , k3 , k4 > 1 such that 
k, x2 	xi, 








Then x 1 = x2x i (x 1,52-1x2/1-2 ) and x2x3 (44-1 ) = x2x,, and so x 2x2 and x2x3 are 
nonzero elements in S. 
Suppose that x 2x, and x2 x3 are adjacent in the power graph Pow(S). If 
(X2XJ = X2Xi 7 
for some positive integer k, then by combining equations (3.3) and (3.4), and 
equating indices we get 
k(k3 + 1) = k3 + lc* 
If k = 1, then k4 = 1, a contradiction. If k > 1, then 
k (k3 + 1 ) > 2(k3 ) > k3 + k4 = k(k3 + 1), 
and again we have a contradiction. 
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On the other hand, if (x2xj ) k = x2x3 , for some k > 1, we get 
k(k3 + k4 ) = k3 + 1. 
Then 
k(k3 + k4 ) > k3 + k4 > k3 + 1 = k(k3 + k4 
and another contradiction arises. 
These contradictions show that all elements x2x3, x2x4, x2x5, ... are not 
adjacent in Pow(S), which completes the proof. 
3.4 Commutative semigroups 
The following theorem describes all power D-saturated commutative semi-
groups. 
Theorem 23 Let D = (V, E) be a finite graph with E 0, and let S be an 
infinite commutative semigroup. Then S is power D-saturated if and only if 
the following conditions hold: 
(i) D, is acyclic; 
(ii) S is periodic; 
(iii) S has a finite number of idempotents; 
(iv) all but a finite number of elements of S belong to the union of all sub-
groups of S; 
(v) every subgroup of S has a finite number of primary components; 
(vi) for every prime p, each p-subgroup of S is either finite or quasicyclic. 
Proof Let S be a semilattice Y of Archimedean semigroups Sy . 
The 'only if' part. Suppose that S is power D-saturated. 
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If S has an element s which is not periodic, then the vertices s2 , s3 , s5 , 
are not adjacent in the power graph of S: Then S is not power D-saturated, 
since D is not null. Hence S is periodic, i.e., (ii) holds. 
By Lemma 6, every periodic Archimedean semigroup S y has a unique 
idempotent ey and Gy = ey Sy is a group. If S contains infinitely many 
Archimedean components, then the idempotents of these components are not 
adjacent in Pow(S). This contradiction shows that Y is finite, and that (iii) 
holds. 
Suppose to the contrary that (iv) is not satisfied. Then the nilextension 
Ny = Sy /Gy is infinite, for some y e Y. Consider two cases. 
Case 1: All paths in Pow(N) are finite. Then the elements of zero 
indegree generate N. Since every element in Ny has finite order, Pow(N) 
contains infinitely many elements of zero indegree. Of course, all these vertices 
are not adjacent in Pow(Ny ). 
Case 2: Pow(N) contains an infinite path {n 1 , n2 , ...}. By Lemma 22, 
Ny contains an infinite subset which induces a null subgraph in Pow(N y ). 
In both cases Ny contains and infinite null subgiaph, and is not D-satur-
ated. Lemma 8 implies that Sy is not D-saturated. Therefore S in not 
D-saturated, by Lemma 7, a contradiction. Thus the nilsemigroup Ny is finite. 
Since Y is finite, we see that (iv) holds. 
Suppose that there exists y E Y such that the group Gy contains elements 
gl, g2,... of prime orders p i , p2 , ..., for infinitely many distinct primes. Then 
the vertices Th., g2, ... are not adjacent in Pow(G y ), and so Pow(S) is not 
D-saturated, by Lemma 7. This contradiction shows that G y has a finite 
number of primary components, for all y e Y, i.e., (v) holds. 
The facts that all primary p-components of Gp are finite or quasicyclic, 
and that every p-subgroup of S is either finite or quasicyclic follow using the 
same reasoning as in Theorem 19. Thus (vi) holds. 
Take any Archimedean component which contains a quasicyclic subgroup 
2:Zpoo. Since S is infinite, there exists at least one such subgroup. If g i , g2 , 
are the same generators of Ep. in Example 9, then we see that they induce a 
subgraph of the power graph of S isomorphic to Doo , that is (gi , gi ) is an edge 
in Pow(S) if and only if i > j. Since S is D-saturated, D is a subgraph of D. 
Therefore D embeds in this subgraph, and so it is acyclic, i.e., (i) holds. 
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The 'if' part. Consider an infinite subset T of S. Since S contains a 
finite number of Archimedean components Sy and each nil semigroup Sy lGy is 
finite, there exists y E Y and an infinite subset U C T such that all elements 
of U belong to the group G. Therefore it suffices to verify that Gy is power 
D-saturated. By (v), 
Gy = Gp , x 	x Gpn , 
for pairwise distinct primes p i , ... ,pri , and by (vi), Gp , is eithef finite or qua-
sicyclic. Therefore Lemma 18 tells us that there exists an infinite subset L of 
T which induces an infinite chain C in the power graph of G. 
Thus all projections of the infinite set L form chains in Gp„ 	, Gpn . 
Then by Lemma 16, L induces an infinite chain C in the power graph of G. 
Thus D embeds in C, by Lemma 14, and so Gy is power D-saturated. Hence 
S is power D-saturated. 0 
3.5 Linear semigroups 
Put M3 = {a E Mr, (K) rank(a) < j}. The following technical lemmas, found 
in [23] and [45] (see also [27]), are used in this section. 
Lemma 24 ([23], Lemma 3) Let G be a group. Then the monomial matrix 
semigroup M(G) is an inverse semigroup with the only ideals 
{0} = Mo C C C Mn = Mn (G), 




where Gi is an extension of Gj = G x 	x G by the symmetric group Si and 
A is the identity matrix. All idempotents of M(G) are diagonal and a power 
of every element is diagonal. 
Lemma 25 ([45], Theorem 2.3) The sets 
{0} = Mo C C C Mn = Mn (K) 
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are the only ideals of the monoid M(K). Each Rees factor Mj IMj_ i is iso-
morphic to the completely 0-simple semigroup M(GL j (K), X j ,Yj ,(4), where 
the matrix Qj = (qyx ) is defined for x E X3 , y E Y, by qyx = yx if yx is of 
rank j and 0 otherwise. 
In all results related to linear and monomial semigroups, the symbol Mn 
is used to mean one of M(K) or M(G). 
Theorem 26 Let D = (V, E) be a finite graph with E 0, K a skew field, G a 
group, and let S be an infinite matrix semigroup in M(K) or in M(G). Then 
S is power D-saturated if and only if D is acyclic and all but a finite number of 
elements of S are contained in the union of a finite number of centre-by-finite 
torsion groups Hi , where i = 1, . . . , k, such that the centre C(H i ) of each Hi 
has a finite number of primary components, each primary component of C(H i ) 
is finite or quasicyclic, and the order of H 2 /C(H2 ) is not divisible by p for each 
quasicyclic p-subgroup of H i . 
Proof. In the full linear or monomial semigroup Mn , let us consider the 
chain of ideals Mo , M1 , , M,, defined in Lemma 25 and Lemma 24. 
The 'only if' part. Suppose that S is power D-saturated. Then for every 
infinite subset of S the graph D C Pow(S). 
Consider the set T of all elements of S contained in the '1i-classes of Mn 
which are not groups. Suppose that T is infinite. By the definition of T and 
M3 , it follows that 
TC SC Mn =U{Mi \ Mi_ 1 11 <j < n}. 
Therefore T = U{T n (ivi; \ Af3-1 I 1 < j < nl, and hence at least one 
T n (M3 \ M3 _ 1 ) must be infinite, for some 1 < j < n. If sETn (MAMi-i), 
then [21], Lemma 3.2.7 shows that Sk E M3 _ 1 , for all k > 2. Hence the elements 
in T n (m3 \m3 _ 1 ) induce an infinite null subgraph in Pow(S). Since D has 
edges, we see that D does not embed in this subgraph. This contradicts the 
power D-saturation of S and shows that T is finite. 
Suppose that the elements of S \T belong to infinitely many 9i-classes 
of Mn . The definition of T shows that all these 7i-classes are groups. By the 
axiom of choice (see [38], Appendix A), we can form a subset Q that contains 
exactly one element of each fl-class of Mn intersecting S\T. Then Q is infinite 
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and induces an infinite null subgraph in Pow(S). Again, this contradicts power 
D-saturation, and shows that S\T is contained in a finite number of '1i-classes 
of Mn . 
Take any '14-c1ass GIA of M„ intersecting S \T. Put R= G n S. If R 
has an element r of infinite period, then the vertices r 2 , r3 , r 5 , r 7 , ... are not 
adjacent in the power graph of S. This contradicts power D-saturation again, 
and shows that all elements of R are periodic. Since GL is a group and R is 
periodic, we see that R is a subgroup of G , Lemma 1. 
Thus S\T is a union of a finite number of groups. By Lemma 7, the 
power D-saturation is inherited by subsemigroups, and so all these groups 
are also power D-saturated. Evidently, all but a finite number of elements of 
S\T are contained in the union of a finite number of infinite groups H i , where 
i = 1, . . . , k. By Theorem 19, each Hi is a centre-by-finite torsion group such 
that the centre C(Hi ) of H, has a finite number of primary components, each 
primary component of C(Hi ) is finite or quasicyclic and the order of H2 /C(H2 ) 
is not divisible by p for each quasicyclic p-subgroup of H,. 
It remains to verify that the graph D is acyclic. Since S is infinite, it 
has an infinite subgroup R, which contains a quasicyclic subgroup Zp... The 
generators of Zoo in Example 9 induce a subgraph which is isomorphic to 
D, as seen in Theorem 19. By the power D-saturation of S, we see that D 
embeds in the chain, and so D is acyclic too. 
The 'if' part. By Theorem 19, we may assume that all but a finite num-
ber of elements of S are contained in the union of a finite number of power 
D-saturated groups. Then every infinite subset T of S contains an infinite sub-
set U = S n R, where R is a group. By assumption, R is power D-saturated, 
and therefore D embeds in the subgraph of Pow(R) induced by the vertices 
of U. Hence D embeds in Pow(S). 0 
3.6 Arbitrary semigroups 
Before proceeding it is worth mentioning that the power graph of a D-saturated 
semigroup S must have a finite number of connected components, since oth-
erwise the subgraph induced by selecting one element from each component 
is null. Moreover, it is not difficult to show that each connected component 
contains exactly one idempotent. However, it is not true that each connected 
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component forms a subsemigroup in S. For example, Figure 3.2 illustrates the 
power graph of the Brandt semigroup 
B2 = fa, b aba = a, bab = b, a2 = b2 = 01. 




Figure 3.2: The power graph of the Brandt semigroup B2 
The following result is used in the next theorem. 
Lemma 27 ([52], Proposition 11.1) An epigroup with finitely many idempo-
tents has a finite ideal series in which each factor is either completely simple 
(if it is the kernel) or completely 0-simple or a nilsemigroup and, in the first 
two cases, the Rees matrix semigroups have finite sandwich matrices. 
The next theorem describes all nontrivial pairs (D, S) such that D is a 
finite graph and S is power D-saturated. 
Remark 28 It is appropriate to note that a description of all pairs D and S 
could also be obtained using the concepts arising in [52], Proposition 11.2 and 
[52], Proposition 12.2. That is, it can be shown that an infinite semigroup S 
is D-saturated if and only if it is finitely assembled (see [52] §11) from a finite 
number of D-saturated semigroups. 
For the convenience of the reader a self-contained proof follows. 
Theorem 29 Let D be a finite graph that is not null, and let S be an infinite 
semigroup. Then the following conditions are equivalent: 
(i) the power graph of S is D-saturated; 
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(ii) D is acyclic and S ° has a finite ideal series 
= So C S1 c 	C Sn, = 50 , 
where every infinite Si l Si_ i is a Rees matrix semigroup that has a finite 
sandwich matrix with entries in a centre-by-finite torsion group H i such 
that each primary component of the centre of Hi is finite or quasicyclic, 
the centre of Hi has a finite number of primary components, and the 
index of the centre is not divisible by p for each quasicyclic p-subgroup of 
Hi . 
Proof (i)(ii): If S has an element s that is not periodic, then the 
vertices s2 , s3 , s5 , . . . are not adjacent in Pow(S). Obviously, if an infinite 
sequence of vertices induces a null subgraph of Pow(S), then S is not power 
D-saturated. This contradiction shows that S is periodic, and so it is an 
epigroup. 
If S contains infinitely many idempotents, then the idempotents are not 
adjacent in Pow(S), a contradiction. Therefore S contains a finite number of 
idempotents. 
By Lemma 27, S has a finite ideal series 
0 = So C C • • • C S„ = S, 
where each factor Si /Sz _ i is nil, completely simple or completely 0-simple with 
finite sandwich matrix. Hence S° has a finite ideal series, where each factor 
Si /Sz _ i is nil or completely 0-simple with finite sandwich matrix. 
Consider an infinite factor Sz /Si_ i . (Since S is infinite, there exists at 
least one factor like this.) If Si/Si_ i is nil, then Lemma 22 tells us that Si/Si-i 
contains an infinite subset that induces a null subgraph in Pow(Si/S2-1)• 
Hence Si has a quotient semigroup which is not D-saturated, and so S i is 
not D-saturated, by Lemma 8. Then S is not D-saturated, by Lemma 7. 
Thus we see that every infinite factor of the ideal series is completely 0-simple. 
Suppose that the sandwich matrix of S i /Si_i = M°(H; /, A; P) has a 
zero entry Pk,  for some k E I,A E A. Then GA = 0, by Lemma 5(vii). Hence 
st e Si- I , for all s E GkA and > 1. This means that the elements of GkA 
induce a null subgraph in Pow(S i /Si_ i ). We know by Lemma 5(iv) that all 
9i-classes in Si/Si_ i have the same cardinality. Therefore Go, is infinite, since 
I and A are finite. Then Pow(Si/Si_i) contains an infinite null subgraph, and 
Si /Si_ i is not D-saturated. It follows that S is not D-saturated, by Lemma 8 
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and Lemma 7. This contradiction shows that all entries of P are nonzero. 
Moreover, by Lemma 5(vi), these subgroups are isomorphic. 
All subsemigroups of S are power D-saturated, by Lemma 7. Thus we 
know by Theorem 19 that, if Sz /Si_ i is infinite, then every 7i-class of S i/Si_ i is 
an isomorphic copy of a centre-by-finite torsion group H, such that the centre 
C(H) has a finite number of primary components, each primary component of 
C(H) is finite or quasicyclic and the order of H/C(H) is not divisible by p for 
each quasicyclic p-subgroup of H. 
Take any infinite 71-class. It contains a quasicyclic subgroup EpCO . Then 
the generators of Ep. (see Example 9) induce a subgraph that is isomorphic 
to Do° , which is of course acyclic. By the power D-saturation of S, D embeds 
in this subgraph, and so D is acyclic too. 
(ii)(i): Pick any infinite subset T of S. Then 
T =U{T n (Si \ Si_ i 1 < i < n}, 
and so at least one Tn(si \ si_o is infinite, for some 1 < i < n. Since all entries 
of the sandwich matrix of the Rees matrix semigroup S \ S i_ i are nonzero, 
Lemma 5(vi) implies that Si \ is the union of 0 and a finite number of 
subgroups isomorphic to H. All of these subgroups are power D-saturated, 
by Theorem 19. Clearly, at least one of these subgroups has an infinite inter-
section X with T. It follows that D embeds in the subgraph induced by the 
vertices of X C T, and hence S is power D-saturated. 0 
3.7 The structure of Pow(S) for abelian groups 
In order to describe the power graphs of all finite abelian groups, the following 
result is needed. 
Lemma 30 ([50], 4.2.6) An abelian group G is finite if and only if it is the 
direct product of finitely many cyclic groups with prime power orders. 
Then for any finite abelian group G and any elements a,b in G, the 
following notation may be used. 
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Denote the primary components of G by Gp„ , Gpn , and express each 
Gpi as a direct product of cyclic groups 
Gpi = (E 	x (2Z wi 2)qi ,2 x 	x (.T 	.) ' rn i 
Pi Pi 	 Pi 
where wo < wi,2 < • • • < wi oni . For i = 1, 	,n, denote the projections 
of a and b on Gpi by a i and bi , respectively. Choose generators gi ,j ,k in the 
cyclic groups of Gpi above, where 1 < j < m i and 1 < k < qi ,j . Write 
, qi m. 
ai and bi in the form ai = 	
Cijn i ,qi 	
, and bi = gfil,i 1,i 1 • • • 
where Ci,j,k = UtikPiWij ri 'j ' k di,j,k = Vi,j,kPiWi 'j —Si 'j ' k and gcd(ui,j,k,Pi) = 1, 
gcd(vi,j,k, pi) = 1. 
The following definition is also needed. 
Definition 31 ([48], Definition 2.6) Let m be a positive integer. The Euler 
phi function is the cardinality of the set {1 < n < m : gcd(n,m) = 1} and is 
denoted by 0(m). 
Theorem 32 Let G be a finite abelian group, and let a, b be any elements of 
G. Suppose that the prime factorisation of the order of a is a l = in
t, , 
where 1 < ti < wifin„. Then 
(i) a belongs to a complete symmetric graph of order 
IT (pi - piti-i), 
i=1 
where we replace (pi t i _ pi t i -i\ ) by 1 if t i = 0; 
(ii) (a, b) is an edge of Pow(G) if and only if, for every i = 1, . . . ,n, 
r • k-si k 	„, 	, 	i wi 'i' ) - 1 	r • •I , k' 8 i •I k r pi 2,, 	— Sb(P u,i5jr,k1 	n 2 ,3 , 	,3 
for all 1 <j < j' < Jai , and 1 <k < k' < 
(iii) If wi , hi is the smallest exponent in Gpi such that t i < wi , hi , then the power 
graph of G contains 
n 	)9i,i 	(piWi'hi 	1 ( (piti 	+•••+qi,M 	( 
'pi 	
) 
" 	 piti 
i=1 
complete symmetric graphs of order rut ,. (pi ti _ piti_i), for each t i . If 
ti = 0 for any i, then we replace (pi t i _ pi ti -i) by 1. 
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Proof. It is enough to focus on a primary component of G, verify all 
formulas, and then apply Lemma 16 to obtain complete results. To simplify 
notation we drop all references involving i throughout the proof. In other 
words, we fix i and put p = pi , t = ti , ws = wi , s , etc. 
Each element of order pt in Gp belongs to a complete symmetric graph 
of order pt — pt-1 . Since the orders of elements in different p-components are 
mutually coprime, the formula in (i) follows from Lemma 16. 
Consider the primary p-component 
G p = (.T pW1) 1 X (Z2)2  X . . . X (2 gpW7n) qM 
where the k th copy of .Epw; has generator gi ,k , for 1 < j < m and 1 < k < qi . 
C Assume w 1 <W2 < 	< wm . Let a = gi	 and b = 	. . . gridinvmm be 
two elements of Gp , where g3c.je and g3d.-7k. k have orders pr ,k and vsj'k , respectively. 
Solving a' = b yields the system of congruences: 
dj,k mod (Pwi ), for all j, k. 	 (3.5) 
Each congruence, when considered in isolation, is solvable if and only if 
gcd(c3 , k ,pw3) divides d3 ,k . This implies that ri,k > Si,k, by Lemma 17. More-
over, since g3c3; has order pr 3 , k , we see that Cj,k can be expressed as uj , kpw3 -7.3 , k , 
where gcd(ui,k,p) = 1. Similarly, di,k = vi,kPw -s-hk, where gcd(vi,k,p) = 1, for 
a positive integer v3 ,k . Thus (3.5) gives us 
xuj , k 	vi , kpri , k -SjA mod (pwi) 
o(pwi )-1 
X 	
,nr; k  -si,k mod (pwi), Vj,kUj,k (3.6) 
where q  is the Euler phi-function. 
Thus (a, b) E E(Pow(Gp )) if and only if there exists a solution to (3.6). 
The system of congruences in (3.6) is solvable if and only if 
pWi 	 3,04 	 - V j' 2041(ffi')-1 V • 	k Pr 1 , 0 , 
for 1 < j < j' < m and 1 < k < k' < 	The formula in (ii) follows directly 
from Lemma 16. 
We observe that Ia > 1bl is a necessary, but not sufficient condition 
for (a, b) E E (P ow (G p )) . In Z4 X Z4 = (a) x (b) we have labl = 4 and 
la2 1 = 2, but (ab, a2 ) does not belong to E( Pow(2Z4 x E4 )). Moreover, 
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el +Y—zi e i + y — zi E (Y) (pt _ 	.( E 
, z1 	 ,z2 	
(pt_i _ pt_2 ) zz 
zi-, 	 z2=0 
+ 	(zi + • • • + zh-1)) 
zh 	
(p —1) zh)...)). 
Zh=0 
(3.8) 
Pow(G) is not the direct product of the power graphs of its components 
as in Lemma 16, for (a, a 2 ) E E(Pow(Z4)) and (b,b3 ) E E( Pow(Z4 )), but 
(ab,a2 b3) E( Pow(2Z4 x 2Z 4)). 
Next, we count the number of complete symmetric graphs in Pow(G). 
Suppose that lal = pt in G. At least one g3 ,k has order pt in (Zp., , where 
w3 > t. Choose h such that wh is the minimum integer with this property. 
For j < h, rewrite Gp in the form 
(27p i)f1 (2Zp2)h 	(27ph_i)fh - '„ where fi > 0. 	(3.7) 
The number of elements of order I} is obtained by summing over all 
possible combinations of elements of order up to pt in G. For ease in notation 
let y = qh + + qm and ei = fh_ i + + fh_ i , for i = 1, h — 1. Then the 
number of elements of order p t is 
Now (3.8) is a series of nested binomial expansions and simplifies to 
(p i ) fi (292 ) 12 	(ph-1 ) .fh-i ((p t ) qh+...+qm _ pt-i ) cm+••.+qm ). 	(3.9) 
Resubstituting, (3.9) becomes 
(pwi ) 41 (pw2 )92 	(pwh _ i 	((pt)qh -f- --1-9,n 	(pt-t ) qh+...+q,, ). 
Each element of order pt in Gp belongs to a complete symmetric graph of order 
(p t _ pt--1\ • ) Therefore Pow(G) has exactly 
(pW1 )ql (pW2) (12 	(pWh—i )qh-1((pt)qh+•••+qm 	(pt-1)qh+•••+qm) 
(pt 	pt—i) 
complete symmetric graphs of order (pt _ pt-t‘ ) for t = 1, 2, . . . Wm . When 
t = 0, the identity forms a complete symmetric graph of order 1. Lemma 16 
yields the formula in (iii) and completes the proof. 0 
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Chapter 4 
Cayley D-saturated semigroups 
This chapter is devoted to Cayley graphs of semigroups. Let S be a semigroup, 
and let T be a non-empty subset of S. The Cayley graph Cay(S, T) of S with 
respect to T is defined as the graph with vertex set S and edge set E(S) 
consisting of those ordered pairs (x, y) where x y and xt = y, for some t E T 
(see [57]). We refer to [26] and [28] for earlier results on Cayley graphs of 
semigroups. 
A semigroup S is Cayley D-saturated with respect to a set T of S if, 
for each infinite subset V of 5, there exists a subgraph of Cay(S, T) that is 
isomorphic to D with all vertices being in V. Evidently, if D is null, then 
all semigroups S are Cayley D-saturated with respect to all infinite subsets T 
of S. 
Also, if T is finite, then the outdegree of every vertex in Cay(S, T) is 
finite. Therefore Cay(S, T) does not contain a copy of A, Doo or K. Hence 
Cay(S, T) contains an infinite null subgraph, by Corollary 21, and so S is not 
Cayley D-saturated with respect to T, unless D is null. 
We begin by showing that the class of Cayley D-saturated semigroups is 
closed under subsemigroups and quotient groups, but not direct products. 
The first main theorem describes all pairs (D, 5), where D is a finite 
graph with at least one edge and S is a semigroup such that S is Cayley 
D-saturated with respect to S. The next theorem demonstrates that, for each 
finite graph D, every infinite semigroup S contains an infinite subset T such 
that S is not D-saturated with respect to T. 
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We then describe several classes of semigroups whose Cayley graphs be-
long to one the classes well known in graph theory. All finite inverse semigroups 
with bipartite Cayley graphs are characterised. This leads to a description of 
all commutative inverse semigroups with bipartite Cayley graphs. Next, alge-
braic conditions are given for semigroups with Cayley graphs that are disjoint 
unions of complete graphs. This result is used to describe all monoids S and 
subsets T of S such that Cay(S, T) is isomorphic to the disjoint union of 
complete graphs. 
These results have been submitted for publication in [30] and [33]. 
4.1 Properties of Cayley D-saturated semi-
groups 
Lemma 33 Let D be a finite graph, S a semigroup, U a subsemigroup of S, 
and let T be a subset of U. If S is Cayley D-saturated with respect to T, then 
U is Cayley D-saturated with respect to T. 
Proof Take any infinite subset T C U. By the definition of a Cayley 
graph, Cay(U, T) is isomorphic to the subgraph G of Cay(S, T) induced by 
the vertices of U. Since D embeds in G, it embeds in Cay(U, T). Therefore U 
is Cayley D-saturated. 0 
If T is not contained in U, then it is not true in general that U is 
D-saturated with respect to T n u, as seen in the next example. 
Example 34 Let G be an infinite group, / = {0,1}, and let S be the semi-
group with zero 0 and all elements of G x I, where multiplication is defined 
by the rule 
(g , i)(h, j) = 	. i = j = O. 
(gh ' ij) if i = 1 or j = 1, 
The semigroup S is Cayley D-saturated with respect to T = S. The subset 
U = G x {0} U 0 is a subsemigroup of S, but U is not Cayley D-saturated 
with respect to T n U = U, since the elements of U induce a null subgraph in 
Cay(U, U). 
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Lemma 35 Let S be a Cayley D-saturated semigroup with respect to T, and 
let D be a finite graph. Let p be a congruence on S. Then SI p is finite if and 
only if pT is finite. 
Proof If pT is infinite, then obviously SI p is infinite. 
Suppose that Sip is infinite and that pT is finite. Take any infinite 
subset V of SI p and, for each vi E V, choose a representative s i E S such that 
ps i = v i . Let W be the set of these representatives. Then di : W -4 V is a 
bijection, and so W is infinite. 
Since S is Cayley D-saturated, Cay(S, T) contains a subgraph G isomor-
phic to A, Doo or KO° with all vertices being in W, by Corollary 21. Pick any 
element s i in G with outdegree greater than IpTI. Then there exist si ,sk E G 
such that si t = Si and s it' = sk , where t, t' E T and pt = pt'. Thus 
vk = psk = p(s it') = ps ipe = ps ipt = p(s it) = ps3 = v3 . 
This contradicts the fact that /() is a bijection, and completes the proof. 0 
Lemma 36 Let S be a Cayley D-saturated semigroup with respect to T, D a 
finite graph, and let p be a congruence on S. Then SI p is Cayley D-saturated 
with respect to pT. 
Proof If SI p is finite, then it vacuously true that Slp is Cayley D-sat-
urated with respect to pT, and there is nothing to prove. 
Suppose that SI p is infinite. Let p4 be the bijection p : W 	V, where 
V and W are defined in Lemma 35. Then W is infinite, and so D is contained 
in the subgraph G of Cay(S, T) with all vertices being in W. 
If (s i , sj ) E E(D), then si t = si , for some t E T. Therefore 
vipt = ps ipt = p(s it) = psi = vi , 
and so (v i , v3 ) e Cay(S/p, pT). Thus D embeds in Cay(SI p, pT), and so S I p 
is D-saturated with respect to pT. 0 
Example 37 shows that the class of all Cayley D-saturated semigroups 
is not closed under direct products. 
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Example 37 Let G be any infinite group, and let 
S = la, b I a2 = ab = ba = b2 = 1)1. 
Evidently, Cay(G, G) Kco , and all finite semigroups are vacuously D-satur-
ated. For any subset T of G x S, there are no edges in Cay(G x S, T), between 
vertices of the set {(g, a) I g E G}. Therefore G x S is not Cayley D-saturated 
with respect G x S. 
4.2 Cayley D-saturated semigroups when 
T=S 
The next theorem shows that when T = S, there are nontrivial sufficient and 
necessary conditions for when a semigroup S is D-saturated. 
Theorem 38 Let D be a finite graph which is not null, and let S be an infinite 
semigroup. Then the following conditions are equivalent: 
(i) S is Cayley D-saturated with respect to S; 
(ii) S does not have an infinite set of pairwise incomparable principal right 
ideals, and if D has a cycle, then the number of principal right ideals in 
S is finite. 
Proof. (i)(ii): Suppose to the contrary that there exists an infinite 
set of pairwise incomparable principal right ideals in S. Then the elements 
generating these ideals induce a null subgraph in Cay(S, S). Then D does not 
embed in Cay(S,S), which contradicts (i). 
Suppose that S has infinitely many principal right ideals. These ideals 
induce a partial order in S IR,. Then the graph G with all elements of S IR, 
as vertices and edges (R,„, R,), for all Ru , R E Sire and 1?„ < R is infinite. 
Hence Corollary 21 implies that there exists an infinite subset of elements 
of SIR, which induces a subgraph in G that is either null, or isomorphic to 
an infinite descending chain, or isomorphic to an infinite ascending chain, or 
isomorphic to an infinite complete symmetric graph. In the first case S contains 
an infinite set of pairwise incomparable principal right ideals, which has been 
precluded. The last case is excluded since the G is acyclic. In the second 
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and third cases the infinite ascending (resp., descending) chain in G is induced 
by a set of elements R„, R„, . which forms an infinite ascending (resp., 
descending) chain in S/R.. Then the elements 8 1 ,82 ... induce a subgraph 
in Cay(S, S) which is isomorphic to an infinite descending (resp., ascending) 
chain. The graph D embeds in this subgraph, and so is acyclic. 
(ii)(i): First, suppose that D has a cycle. Take an infinite set V of 
S. Since S has a finite number of right ideals, there exists an infinite subset 
U of V whose elements lie in same R.-class of S. Clearly, the elements of U 
induce an infinite complete symmetric graph in Cay( S, S), and D embeds in 
this subgraph. 
Second, consider the case where D has no cycles_ Then D embeds in Aco 
or Do° , by Lemma 14. Take any infinite set V of S. Giv-en that S has no infinite 
set of pairwise incomparable principal right ideals, Corollary 21 implies that 
there exists an infinite sequence of elements U in V generating principal right 
ideals which forms an infinite ascending chain or an infinite descending chain 
in S IR,. Then the vertices of U induce a subgraph in Cay(S, S) that contains 
an infinite descending chain or an infinite ascending chain, respectively. The 
graph D embeds in these subgraphs, and so S is D-saturated with respect to 
S. 
The question arises as to whether a semigroup is Cayley D-saturated if 
no restrictions are placed on T. The next sections show that, for every finite 
graph D with edges and every infinite semigroup S, there exists an infinite 
subset T of S such that S is not Cayley D-saturated with respect to T. 
4.3 Groups 
Lemma 39 Let D be a finite graph, and let G be an infinite group with identity 
e. Then there exists an infinite subset T of G such that G is not D-saturated 
with respect to T. 
Proof. We use the fact that if T C G and T2 fl IT = 0, then the vertices 
of T induce a null subgraph in Cay(G, T). We will show by induction that 
there always exists an infinite set T of G such that T2 n T = 0. 
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Suppose that G contains an element g and an infinite subset Hg such 
that h2 = g, for all h E Hg . Pick two elements hi, h2 E Hg \ fel, and let 
T2 = 	h2}. Then T1 n T2 = 0. Assume that there exists a set Tn c Hg \ {e} 
of n elements such that Tr2, n Tn = 0. Put Tn7-1 = 1h E G 	E Tn l. Then 
the set 
Q = TnT -1 n U T7,7 1 Tn U 
is finite, and so Hg \f{Hg nQ}Uel is infinite. Take any h E Hg \{{Hg nQ}Ue}. 
Then 
hTn n {Tn U hl = Tn h n {Tn U hl = h n Tn2 = h 2 n Tn = 0, 
and so the set Tn+1 = {Tn Uhl satisfies Tn2+1 nTn+i = 0. Applying the induction 
hypothesis we see that in this case there exists an infinite set T such that 
T2 n T = 0. 
If Hg = {h E G I h2 = g} is finite, for all g e G, then pick two elements 
g 1 E G \ fel and g2 E G \ {1191 U g? U e}. The set T2 = {g i , g2 } satisfies 
n T2 = 0. Assume that there exists a set Tn C G of n elements such that 
n Tn = 0. Put Tr,7 1 = {g E G E Tn }. It follows that the set 
Q = TnT7,7 1 U Ti;-1 Tn U 
is finite. The set 
R = {Hg, U Hg2 U U Hgn U fiq U U gn2 U el 
is also finite, and so G\ {Q U R} is infinite. Take any g E G\ {Q U R}. Then 
gTn n {Tn U g} = To n {Tn u gl =, n Tn2 = g2 n Tn = 0, 
and so the set Tn+1 = {Tn U g} satisfies T72,±1 n Tn±i = 0. Applying the induc-
tion hypothesis we see that in this case too there exists an infinite set T such 
that T2 n T = 0. Hence the vertices of T are not adjacent in Cay(G, T). This 
implies that Cay(G, T) does not contain a subgraph isomorphic to D, unless 
D is null. 0 
4.4 Nil semigroups 
Next, we show that there are no infinite nil semigroups S that are Cayley 
D-saturated with respect to all infinite subsets T of S. The proof relies on the 
following result due to L. N. Shevrin. 
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Lemma 40 ([52], Theorem 1.4.3) If all nilpotent subsemigroups of a nilsemi-
group S are finite, then S is finite. 
Lemma 41 Let D be a finite graph with at least one edge, and let S be an 
infinite nilsemigroup. Then there exists an infinite subset T of S such that S 
is not Cayley D-saturated with respect to T. 
Proof. Lemma 40 shows that S contains an infinite nilpotent subsemi-
group, say W. Suppose that Min = 0, for some positive integer n. If W \ 
is finite, then W = u 1 (W W2 ) k is finite, a contradiction. Thus W \ W 2 is 
infinite. Partition W \ W 2 into two infinite subsets T and U. Then uTnu =0, 
and hence the subgraph G of Cay(W, T) induced by the vertices of U is null. 
Therefore W is not D-saturated with respect to T. Thus S is not Cayley 
D-saturated with respect to T, by Lemma 33. 0 
4.5 Arbitrary semigroups 
The structure of unipotent epigroups is described by the following lemma. 
Lemma 42 ([52], Proposition 1.5.2) A semigroup is a unipotent epigroup if 
and only if it is an ideal extension of a group by a nilsemigroup. 
The following results are also needed for the proof of our next main 
theorem. 
Lemma 43 ([52], Proposition 11.9) Every epigroup with infinitely many idem-
potents has a subsemigroup with a unique infinite basis. 
Lemma 44 ([52], Corollary 11.7) An infinite epigroup having finitely many 
idempotents contains an infinite unipotent subepigroup. 
Theorem 45 Let D be a finite graph which is not null. Each infinite semi-
group S has an infinite subset T such that S is not D-saturated with respect 
to T. 
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Proof. Suppose to the contrary that D is a graph which is not null and 
that S is Cayley D-saturated with respect to all infinite subsets T of S. 
If S has an element s which is not periodic, then the vertices s 2 , s4 ,... 
are not adjacent in Cay(S,T), where T = {s, s3 , s5 , ...}. Therefore D does not 
embed in the subgraph induced by the elements s2, s4 , s6, a contradiction. 
Thus S is periodic, and hence an epigroup. 
If S contains infinitely many idempotents, then Lemma 43 implies that 
S contains a subsemigroup W with an infinite basis X. Partition X into two 
infinite subsets T and U. It follows that UT n U =0, and so the subgraph of 
Cay(S,T) with vertex set U is null. Hence S is not Cayley D-saturated with 
respect to T in this case. 
Therefore S contains a finite number of idempotents. Denote all of them 
by e l , e2 , ... en,. By Lemma 44 there exists an infinite unipotent subepigroup 
Se, for at least one value of 1 <i < n. We know by Lemma 42 that Se, is an 
ideal extension of a group by a nilsemigroup. 
If the group Ge , is infinite, then it follows from Lemma 39 that there 
exists a subset T of Ge , such that Ge , is not Cayley D-saturated with respect 
to T. Lemma 33 shows that Ke„ and hence S is not Cayley D-saturated with 
respect to the same infinite subset T of G. 
If, however, Ge , is finite , then the nilextension Sei /Ge, is infinite. Lem-
ma 41 shows that SelGe, is not D-saturated with respect to some infinite sub-
set T of Ses /Get . Then Lemma 36 tells us that Se , is not Cayley D-saturated 
with respect to some infinite subset T' of Se, where the image of T' is T in 
SeiG e2 . Therefore S is not D-saturated with respect to T', by Lemma 33. 0 
4.6 Inverse semigroups with bipartite Cayley 
graphs 
In this section we describe all finite inverse semigroups and all commutative 
inverse semigroups whose Cayley graphs are bipartite. 
We need the following well-known lemma and include a proof for com-
pleteness. 
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Lemma 46 The kernel of a finite inverse semigroup S is a group. 
Proof. The kernel K of S exists, since S is finite. If S has a zero, then 
the result is trivial. Assume that 0 V S. Since K is an ideal, K is an inverse 
subsemigroup of S. By [20], Corollary 2.4.10, K is completely simple. If K 
contains two idempotents e, f,  then ef fe= 0, since every L-class and every 
R-class of K contains exactly one idempotent, by [21], Theorem 5.1.1. This 
contradiction shows that K contains exactly one idempotent. A completely 
simple semigroup containing one idempotent is a group. 0 
The following lemma is also required for our proof. 
Lemma 47 Let S be a sem,igroup with an ideal K that is a group, and let T 
be a non-empty subset of S. Then the following conditions are equivalent: 
(i) the Cayley graph Cay(S, T) is bipartite; 
(ii) K has a subgroup H such that there exists a normal subgroup N of H 
with index 2, and eT C H \ N, where e is the identity of K. 
Proof. For any s E S the element es belongs to K, since K is an ideal. 
Let H = (eT U T-1 ), where T -1 = {k E K k = (et) -1 , for some t E T}. 
For each h = h i h2 ...hn E H, the element ic i hv E H, by 
[50] 1.1.4. Therefore H is a subgroup of K, by Lemma 1. 
(i)(ii): Suppose that Cay(S, T) is bipartite, that is there exists a par-
tition S = So U Si such that 
E( Cay(S, T)) C (So x 	U (Si x So). 
We may assume that e E So, and that e 	T, since Cay(S, T) does not 
contain loops. If t E TU T -1 , then (e, et) E E( Cay(S, T)). Therefore the 
set e(T U T -1 ) C Si . Induction on k shows that e(T U T-1 ) k C So , for all 
even k, and e(T U T -1 ) k C 51 , for all odd k. Put e(T U T -1 ) ° = fel, 
N = Ur_0e(TUT -1)' and M = Ur_oe(TUT -1\2k+1. ) 	Clearly, N is a subgroup 
ofH=NUMand eT Ce(TUT -1 )C M = H\N. 
For all h E H, we know that eh = he = h, since e is the identity of K 
and H C K. Assume that he(T UT -1)2k = e(T UT -1 ) 2k n,7, for all 1 < k < n. 
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Then 
he(T U 1)2n = he(T U T-1 ) 271-2 (T U T-1 ) 2 
= e(T U T- 1)2n-2 NT U T-1 ) 2 = e(T U T-1 ) 2n -2he(T UT-1 ) 2 
= 	u T-1)2n-2 e(T UT-1 ) 2 h = e(T U T-1 ) 2nh. 
Easy induction shows that heT21  = eT2k h, for all k > 1. Hence hN = Nh, 
and so N is a normal subgroup of H. Clearly, N has index 2 in H. Thus (ii) 
holds. 
(ii)(i): Suppose that the kernel K of S has a subgroup H such that 
there exists a normal subgroup N of H with index 2, and eT CM=H\N. 
Choose elements ri , i E I, in K such that K is a disjoint union of the left 
cosets ri H. Put 
Ko = UiErriN, So={sESIes E KO, 
= UiErriM, Si = E S es E KO. 
Then K = Ko U K1 and S = So U Si . We get 
e(S0T) = eSo eT C eSo M C KoM = Uie iriN M = Uje iriM = 
and so the definition of S 1 shows that 
SoT C S. 	 (4.1) 
Similarly, 
e(SiT) = eSi eT C eSi M C KiM = Ui E iriMM = Ui ErriN = Ko, 
and hence 
51 T C S. 	 (4.2) 
Inclusions (4.1) and (4.2) show that Cay(S, T) is a bipartite graph. 
If K is a torsion group, then it is not difficult to see that (eT) is a 
subgroup of K. The following example shows that this is not necessarily the 
case when K is not torsion. 
Example 48 Let S = (Z, +) and T = {1}. Then 
H = .2Z" , N = ft ES1t= 2s, s E El, 
and S is bipartite with partition S=NUS \ N. The set (eT) = Z+ is not a 
subgroup of H. 
44 
Theorem 49 For every finite inverse semigroup S and non-empty subset T 
of S, the following conditions are equivalent: 
(i) the Cayley graph Cay(S, T) is bipartite; 
(ii) the kernel K of S has a subgroup H such that there exists a normal 
subgroup N of H with index 2, and eT C H \ N, where e is the identity 
of the group K. 
Proof. The result follows from Lemma 47, because the kernel of every 
finite inverse semigroup is a group, by Lemma 46. 0 
The following example of a finite inverse semigroup with bipartite Cayley 
graph illustrates Theorem 49. 
Example 50 Let S = 
cation defined by 
fe, s, (1, 1), (1, 2), 
e 	s 	(1,1) 
(2, 1), (2, 2)1 be a set with multipli- 
(1,2) 	(2,1) 	(2,2) 
e e s e s s e 
s s e s e e s 
(1,1) e s (1,1) (1,2) s e 
(1,2) s e s e (1,1) (1,2) 
(2,1) s e (2,1) (2,2) e s 
(2,2) e s e s (2,1) (2, 2). 
Then S is a semigroup with kernel K = {e, s}. Let T = Is, (1,2), (2, 1)1. 
Since N = fel is a normal subgroup of index 2 in K such that eT C K \ N, 
the graph Cay(S, T) is bipartite, by Theorem 49. 
Theorem 51 For every commutative inverse semigroup S with a non-empty 
subset T, the following conditions are equivalent: 
(i) the Cayley graph Cay(S, T) is bipartite; 
(ii) for each idempotent e of S, the group G e has a subgroup He with a normal 
subgroup Ne such that (eT n Ge) c H,\ Are and Ne has index 2 in He . 
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Proof (i)(ii): Every commutative inverse semigroup is a semilattice of 
groups, by [21], Theorem 4.2.1. For each idempotent e E S, let 
G(e) = 	E S I es E Gel. 
If s E G(e) , then s -1 E G(e) , since es -1 E GeGs—i = GeGs C Ges = Ge• 
Therefore G(e) is regular. All idempotents commute since S is commutative, 
and so G(e) is an inverse semigroup with kernel Ge , by [21], Theorem 5.1.1. 
Then the result follows from Lemma 47. 
(ii)(i): Suppose that for each idempotent e of S, the group Ge has a 
subgroup He with a normal subgroup Ne of index 2 in He such that (eT n Ge ) 
is a subset of He Ne . Put Me = H,\ Ne . 
By [11], Theorem 1.9, a graph is bipartite if and only if it has no cycles 
of odd length. If Cay(S, T) has a cycle so , si, • • •, s2n-F1 = s o of odd length, 
then s i ti = 8j+1 , for some t, E T and 0 < i < 2n — 1, and s2,,t2n  = so, for some 
t2n E T. For i = 0, , 2n, there exist idempotents ez, f E S such that si E Ge 
and ti E GL . Put e = eoei . • • e2rifof1 • • • f2n. Since G(e) is an inverse semigroup 
with kernel Ge , Lemma 47 tells us that the Cayley graph Cay(G(e), T n G(e)) 
is bipartite. However, all elements s o , Si, • • • , 52 7, and to, t _ 1 , .. • , t2n belong to 
G(e ) . Therefore the graph Cay(G(e), T n G(e) ) has a cycle of odd length. This 
contradiction completes the proof. 0 
The next example shows that neither Theorem 49 nor Theorem 51 gen-
eralise to arbitrary inverse semigroups. 
Example 52 Let S be the bicyclic monoid with generators a, b and relation 
ab = 1. Then S is an infinite inverse non-commutative semigroup with no 
kernel. Let T be the set of all elements bman of S, where m, n are nonnegative 
integers such that m+n is odd. The graph Cay(S, T) is bipartite with partition 
S =TUS\T. 
4.7 Semigroups with Cayley graphs that are 
disjoint unions of complete graphs 
In this section we describe all semigroups with Cayley graphs that are dis-
joint unions of complete graphs. This result is used to characterise all inverse 
semigroups with the same property. 
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Theorem 53 For every semigroup S with a non-empty subset T, the Cay-
ley graph Cay(S,T) is a disjoint union of complete graphs if and only if the 
following conditions hold: 
(i) g,gt E gsT i , for all s,t E T,g E S; 
(ii) gT 1 = g(T 1 ) 2 , for all g E S. 
Proof. The 'only if' part. Take any elements s,t E T, g E S. If gs = g 
and gs = gt, then there is nothing to prove. Therefore we may assume that 
gs g,gt. By the definition of a Cayley graph, (g,gs) and (gs,gt) are edges of 
Cay(S,T). Hence there exists a complete subgraph of Cay(S,T) containing 
g,gs and gt. Thus (gs,g) and (gs,gt) are also edges of this complete graph, 
and so there exist u, v E T such that g = gsu and gt = gsv, respectively. 
Therefore g, gt E gsr , that is, (i) holds. 
It is clear that the set gT 1 is precisely the set of vertices of the connected 
component of the Cayley graph Cay(S,T) containing g, and that g(74 ) 2 is the 
same connected component. Therefore (ii) holds. 
The 'if' part. Suppose that gT 1 = g(T 1 ) 2 and g,gt E gsT 1 , for all 
s, t E T, g E S. 
Take any element h E S, and consider the subgraph Cay(hT 1 ,T) induced 
by the set hr in the Cayley graph Cay(S, T). For any two distinct vertices 
hs, ht E hT 1 , we know that ht E hsT , and so (hs, ht) is an edge of Cay(hT 1 , T). 
Therefore Cay(hT 1 ,T) is a complete graph. 
Suppose that two sets xT 1 and yT1 have a common element z = xs = yt, 
where x, y, z E S, s, t e T1 . Take any element xu E xT 1 , where u E T 1 . We 
know that xu E xsT 1 by (i), and so xu = xsw, for some w E T1 . Hence 
xu = xsw = ytw E y (Ti)2 = by n) Therefore xr C yr. Similarly, 
xT 1 D yT1 , and so xr = yT l . Thus Cay(S,T) is a disjoint union of complete 
graphs. 0 
Whilst this result applies to semigroups in general, it does not provide 
a clear picture of the structure of semigroups possessing this property. Nev-
ertheless, it is a useful tool in characterising all monoids with Cayley graphs 
that are disjoint unions of complete graphs. 
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Corollary 54 For every monoid S with a non-empty subset T, the following 
conditions are equivalent: 
(i) the Cayley graph Cay(S, T) is a disjoint union of complete graphs; 
(ii) T' is a subgroup of the group of units of S. 
Proof (i)(ii): Suppose that Cay(S, T) is a union of complete graphs. 
Letting g = 1 in Theorem 53 (ii), we see that T 1 = (T 1 ) 2 . That is, 711 
is a monoid. We also know from Theorem 53 (i) that 1 E sT 1 for all s E T. 
Therefore to each element s E T there corresponds an element t E T such that 
st = 1. This implies that 71 ' is a group. 
(ii)(i): For any x E S, consider the subgraph Cay(xT 1 ,T) of the 
Cayley graph Cay(S, T), induced by the set xT 1 of vertices. For any s, t E T, 
we have xs(s-l t) = xt, since T' is a group. Therefore (xs,xt) is an edge of 
Cay(xT i , T), and so Cay(xT 1 , T) is a complete graph. 
Suppose that, for some x,y E S, the cosets xT 1 and yT 1 intersect. Fix 
any z e xT 1 n yT l . There exist s, t E T 1 such that z = xs = yt. For each 
w E yT i , where w = yu, u E T l , we get w = yu = yt(t-lu) = xs(t -iu) E xT l . 
Hence yT I C x711 . Similarly, yT 1 D xT 1 , and therefore these two cosets 
coincide. 
We have shown that the connected components of Cay(S, T) are pre-
cisely the complete graphs Cay(sT 1 , T) induced by the left cosets , where 
s E S. Thus Cay(S, T) is a disjoint union of complete graphs. 
The next example shows that it is not necessary that S be a monoid for 
Cay(S,T) to be disjoint union of complete graphs. 
Example 55 Let X be a countably infinite set, and let S be the Baer-Levi 
semigroup of one-to-one maps f : X -4 X such that X \ (X)f is infinite. 
Then S is right simple and has no idempotents, by [13], Theorem 8.2. Take 
any element x E S. The right ideal xS I generated by x coincides with S. 
Therefore there exists s E S such that xs = g, for each g E S. This means 






This chapter is devoted to a combinatorial property defined in terms of divisi-
bility graphs. The divisibility graph Div(S) of a semigroup S has all elements 
of S as vertices and all edges (u, v), where u v and u divides v, i.e., u = avb 
for a, b e 5 1- . For a finite graph D, a semigroup is divisibility D-saturated if 
and only if, for every infinite subset T of S, the graph Div(S) has a subgraph 
isomorphic to D with all vertices being in T. 
If U is a subsemigroup of S and T a subset of U, then superscripts 
are used to avoid ambiguity about the meaning of a divisibility graph. Thus 
Div(T)u (resp., Div(T) s ) denotes the divisibility graph induced by the ele-
ments of T in U (resp., 5). That is, (a, b) e E(Div(T) u ) (resp., E(Div(T)s)) 
if and only if a b and a = xby,  , for some x, y E U 1 (resp., x, y E 51- ). 
First, it is shown that the class of all divisibility D-saturated semigroups 
is closed under homomorphic images, but not under subsemigroups or direct 
products. Then, necessary and sufficient conditions are given for when a com-
mutative semigroup is divisibility D-saturated. We describe all subepigroups of 
completely 0-simple semigroups that are divisibility D-saturated. This result 
is used to characterise all monomial matrix epigroups with the same property. 
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5.1 Properties of divisibility D-saturated semi-
groups 
If S is a group, then Div(S) is isomorphic to a complete symmetric graph of 
cardinality 151, and so all infinite groups are divisibility D-saturated, for all 
finite graphs D. In view of Theorem 29, it is clear the all power D-saturated 
semigroups are divisibility D-saturated. The converse is not true, since not all 
groups are power D-saturated. 
The first lemma shows that any homomorphic image of a D-saturated 
semigroup is D-saturated. 
Lemma 56 Let S be any D-saturated sernigroup, and let p be a congruence 
on S. Then SI p is D-saturated. 
Proof If SI p is finite then the result is vacuously true. Therefore we 
may assume that SI p is infinite. 
Take any infinite subset T C S/ p. For each ti E T, choose a representative 
s z E S such that ps i = ti , and denote by U the set of all of these representatives. 
The map ph : U T is a bijection, and so U is infinite. Therefore D embeds in 
the subgraph G of Div(S) with all vertices being in U, since S is D-saturated. 
If (s i , 83 ) E E(G), then si = as3 b for some a, b E 5 1 • Therefore 
t i = ps i = p(as3 b) = paps3 pb = pat3 pb, 
and so (t i , ti ) E E(Div(S/p)). Thus G embeds in Div(S/p), and so D embeds 
in Div(S/p). Hence SI p is D-saturated. 0 
The class of all divisibility D-saturated semigroups happens to be more 
complicated than those of power D-saturated semigroups and Cayley D-satur-
ated semigroups. In particular, it is not closed under subsemigroups as seen in 
Example 34. In this example S has 3 ideals, namely 0,G x {0} U 0 and S, and 
so it is divisibility D-saturated, for all graphs D. However, the subsemigroup 
G X {O} U 0 contains an infinite null graph, and so it is D-saturated only if D 
is a null graph. 
Thus divisibility D-saturated semigroups do not form a variety. 
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Example 34 also shows that infinitely many elements of a divisibility 
D-saturated semigroup S may belong to 71-classes of S which are not sub-
groups. Again, this is in contrast to the case of power D-saturated semigroups. 
5.2 The cardinality of S/J and cycles in D 
The question as to whether a semigroup S is divisibility D-saturated is fun-
damentally concerned with the structure of S/J, and whether D contains a 
cycle or not. The characterization of divisibility D-saturated semigroups in 
this section is analogous to the characterization of Cayley D-saturated semi-
groups given Theorem 38 in Section 4.2, since Div(S) relates to the Green 
equivalence J precisely as Cay(S, S) relates to R. For the convenience of the 
reader, we include self-contained proofs of the next two results. 
We remark that the partially ordered set of principal ideals for any semi-
group S is isomorphic to the partial order S/J. 
First, the case when D is acyclic is considered. 
Lemma 57 Let S be a semigroup, and let D be a finite acyclic graph that has 
at least one edge. Then the following are equivalent: 
S is divisibility D-saturated; 
(ii) the partially ordered set of principal ideals of S does not contain infinite 
antichains. 
Proof. (i)(ii): Suppose to the contrary that there exists an infinite 
antichain of principal ideals J(x i ), J(x2 ), . in S. If (xi , x3 ) E E( Div(S)), then 
xi = ax l b, for some a, b E S 1 . It follows that J(xi ) < J(x3 ), a contradiction. 
Therefore the vertices x l , x2 , ... induce an infinite null subgraph in Div(S), 
which contradicts (i). 
(ii)(i): Take any infinite set T of S. By Corollary 21, the subgraph 
G of Div(S) with all vertices being in T contains an infinite null subgraph, 
or an infinite ascending chain, or an infinite descending chain, or an infinite 
complete symmetric graph. 
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If G has an infinite null subgraph, then we get a contradiction with (ii), 
and so this case is impossible. 
In the last case, where G contains an infinite complete symmetric graph, 
it is clear that D embeds in G. 
Suppose that G contains a subgraph isomorphic to Aco or D. Every 
acyclic graph D embeds in a chain with the same set of vertices, by Lemma 14. 
Hence G has a subgraph isomorphic to D. Thus (i) holds. 0 
The next result applies when D contains a cycle. 
Lemma 58 Let S be a semigroup, and let D be a finite graph with a cycle. 
Then the following are equivalent: 
(i) S is divisibility D-saturated; 
(ii) the partially ordered set of principal ideals of S is finite. 
Proof (i)(ii): Suppose to the contrary that the partially ordered set 
of principal ideals is infinite. Denote by T the set obtained by selecting an 
element from each principal ideal. By Corollary 21, the subgraph G of Div(S) 
with all vertices being in T contains either an infinite null subgraph, or an 
infinite ascending chain, or an infinite descending chain, or an infinite complete 
symmetric graph. 
The first case contradicts (0, and so is impossible. 
By the definition of T, the graph G is acyclic, and so G contains a 
subgraph isomorphic to an infinite ascending chain or an infinite descending 
chain. Then D embeds in a chain and is acyclic; a contradiction. Hence (ii) 
follows. 
(ii)(i): Take any infinite subset T of S. By (ii), T contains an infinite 
subset U such that all elements of U generate the same principal ideal. The 
subgraph G of Div(S) induced by the elements of U is isomorphic to an infinite 
complete symmetric graph, and so D embeds in G. Therefore D embeds in 
Div(S), and so S is D-saturated. 0 
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In the rest of this chapter we obtain necessary and sufficient conditions 
for various classes of semigroups to be D-saturated. 
5.3 Commutative semigroups 
The main theorem in this section completely describes all pairs (D, S), where 
D is a finite graph and S is a divisibility D-saturated commutative semigroup. 
The following result is needed for the case when D contains a cycle. 
Lemma 59 ([20], Lemma 4.3.1) If S is an Archimedean semigroup without 
idempotents, then xy x, for all x, y E S. 
This gives: 
Lemma 60 Let S be a commutative semigroup that is a semilattice Y of 
Archimedean semigroups S y . Suppose that Sx has no idempotents, for some 
x E Y and that g E S. Then the principal ideals generated by g,g 2, in 
the whole semigroup S are pairwise distinct. 
Proof. Suppose to the contrary that Si gm+n = 5IgTfl. Then gin+nh = gm, 
for some h E S. Hence gm(gnh) = gm, which contradicts Lemma 59, because 
gm, gnh Sx• 
Lemma 61 Let D be a finite graph with a cycle, and let S be a commutative 
semigroup that is a semilattice Y of Archimedean semigroups S. Denote by 
Gy the largest subgroup of S. Let p be the congruence of S generated by the set 
Uyey (Gy x Gy ), and let py = p n (St, x Sy). Then the following are equivalent: 
(i) S is divisibility D-saturated; 
(ii) S has a finite number of idempotents, every Archimedean component S y 
of S has an idempo tent and S, /p is finite; 
(iii) the partially ordered set of principal ideals of S is finite. 
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Proof (i)(ii): If S has infinitely many idempotents, then the subgraph 
generated by these idempotents in Div(S) is acyclic. This contradicts the 
D-saturation of S and shows that S has a finite number of idempotents. 
Suppose that S is divisibility D-saturated. Consider an Archimedean 
component Sy of S and suppose that Sy has no idempotent. Take any element 
g E Si,. By Lemma 60, the ideals generated by g,e,g3 ,... in the whole S are 
pairwise distinct. Therefore the subgraph G induced by {g,g2 ,...} in Div(S) 
is isomorphic to D. Since S is D-saturated, D embeds in G, and so it is 
acyclic. This contradiction shows that all Archimedean components of S have 
idempotents. 
Since Gy x Cu C py , we see that Sy /py is a homomorphic image of the nil 
semigroup Sy lGy , and so Sy /py is nil too. It is easily seen that p = UyEy py . 
Therefore SI p is a semilattice Y of nil semigroups Sy /py . 
Suppose that there are two elements of S/ p, say s, t, which generate the 
same principal ideal in S/ p. Then s = tti and t = ssi, for some s', t' E Sip. 
Clearly, s and t belong to the same Archimedean component Sy /py . Hence 
s = sh, where h = sit'. There exists x e Y such that h E Sx /px . Since Sx/Px 
is nil, we get hn E Y, for some rt. Hence s = shn E Y. Similarly, t E Y, and 
so s = t. 
Therefore J is contained in p. Evidently UyEy (Gy x Gy) C J, and so 
p C J# = J. Hence p= J. Since the divisibility relation is transitive, we see 
that Div(S/p) has no cycles. 
Next, suppose that Slp is infinite. For each element of Slp we choose 
one representative in S. In other words, let T be a subset of S such that 
Sip = {pt It E T} and all elements of T have different images in S/p. Since 
D embeds in the subgraph H of Div(S) induced by the elements of T, there is 
a cycle in H. Evidently, the images of these elements form a cycle in Div(S/p). 
This contradiction shows that SI p is finite. (Note that Sy lGy may be infinite, 
as Example 34 demonstrates.) Thus (ii) holds. 
Suppose that S has a finite number of idempotents, each 
Archimedean component Si,, has an idempotent ey and that S/p is finite. Then 
the semilattice Y is finite. 
Since p = J, the partially ordered set L of principal ideals of S is isomor-
phic to the partially ordered set of principal ideals of S/ p. Different elements 
of S/p generate different ideals, and so we see that ILI = S/ pi is finite, i.e., 
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(iii) holds. 
The implication (iii)(i) follows from Lemma 58. 0 
Theorem 62 Let D = (V, E) be a finite graph with E 0 0, and let S be a 
commutative semigroup that is a semilattice Y of Archimedean semigroups S i,. 
Denote by Gy the largest subgroup of S.  Let p be the congruence of S generated 
by UyEy (Gy x Gy ). Then S is divisibility D-saturated if and only if one of the 
following conditions holds: 
(i) D has a cycle, the number of idempotents in S is finite, each Archimedean 
component of S has an idempotent and S I p is finite; 
(ii) D is acyclic and the partially ordered set of principal ideals of S does not 
contain infinite antichains. 
Proof. In the case where D is acyclic, our theorem follows from Lemma 57. 
If D has a cycle, then our theorem follows from Lemma 61. 
The implication (iii) =(i) follows from Lemma 58. 0 
5.4 Nil semigroups 
The following lemma describes all divisibility D-saturated nilpotent semi-
groups. 
Lemma 63 Let D be a finite graph with edges, and let S be a nilpotent semi- 
group of degree n. Then S is divisibility D-saturated if any only if S is finite. 
Proof. The 'only if' part. Suppose to the contrary that S is infinite. The 
set S\S2 is infinite, as seen in Lemma 41, and induces an infinite null subgraph 
in Div(S). The graph D does not embed in this subgraph, a contradiction. 
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The 'if' part is vacuously true. 0 
The problem of describing all divisibility D-saturated nil semigroups is 
difficult. The following example shows that semigroups of this sort exist. 
Example 64 Let S = 	E IR : x E (0, 1)} U {0}, where multiplication is 





if x,y,x+y E (0,1), 
if x, y E (0, 1) and x + y 
if x = 0 or y = O. 
(0, 1), 
Then S is nil, and the divisibility graph of S is a chain. That is, (x, y) is an 
edge if and only if x > y. Therefore S is divisibility D-saturated for every 
acyclic graph D, by Lemma 14. 
Evidently, every nil semigroup that is divisibility D-saturated is not 
nilpotent. However, this condition is not sufficient for the 0-direct union of 
infinitely many copies of a nil semigroup is nil, but not divisibility D-saturated. 
5.5 Subepigroups of completely 0-simple 
semigroups 
Groups 
It is not easy to characterise all divisibility D-saturated subsemigroups of 
groups, because divisibility D-saturated semigroups are not necessarily pe-
riodic. Thus a divisibility D-saturated subsemigroup of a group need not be a 
subgroup of that group, and the subgraph induced by the subsemigroup need 
not be isomorphic to Kec , as the next two examples show. 
Example 65 Let S =(Q,+), and let M = (Q,+). Then S is a subsemigroup 
of M, but not a subgroup of M. The divisibility graph induced by the elements 
of S is isomorphic to A. Thus S is divisibility D-saturated, for all acyclic D. 
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Example 66 (Anderson, [3]) Let 
s = 	ba ) I a, b E IR, a, b > 0} . 
Then S is a subsemigroup of M2 (Q). Clearly, S is simple, and so Div(S) K. 
However, S is not a subgroup, since it has no idempotents. 
In view of this, our attention is restricted to subepigroups of completely 
0-simple semigroups. 
Lemma 67 A subepigroup S of a group G is a subgroup of G. 
Proof. Suppose that S is an epigroup, whose elements are contained in 
a group G, with identity e. By Lemma 42, S = NIH, where N is a nilexten-
sion and H is a group, also with identity e. Pick any element n E N, if one 
exists. Then ne = n H, and so H is not an ideal of S. This contradicts 
Lemma 42. Therefore the nilextension is empty, and so S is a subgroup of G. 0 
Completely 0-simple semigroups 
Recall that a completely 0-simple is isomorphic to a Rees matrix semigroup 
M = M° (G; I, A; P). Throughout this section an arbitrary element of a max-
imal Wm-class GA of M will be denoted by go„ and if GA is a subgroup, then 
the identity of GA is denoted by e gi, 
It is well known that a subsemigroup of an epigroup is not necessarily an 
epigroup, as evidenced in Example 65. 
Lemma 68 Let M = .A4°(G; I, A; P) be a completely 0-simple semigroup. A 
subsemigroup S of M is an epigroup if and only if, for each maximal subgroup 
Go, of M, S n GiA is empty or a subgroup of S. 
Proof The 'only if' part. Take any two elements x, y E SnGiA, where Go, 
is a maximal subgroup of M. The element yin lies in a subgroup of S, for some 
positive integer m. Therefore (ym) -1 E S. We know that (V71)- (y-i)m , by 
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[50], Lemma 1.1.5. Thus yrn-1 (yrn) -1 = ym-1 (y- l)n = y -1 , and so y- 1- E S. 
Therefore xy-1 E S. 
Obviously xy -1 E G. Thus xy -1 E SnGiA, and so SnGiA is a subgroup 
of S, by Lemma 1. 
The 'if' part. If s E S and s is not contained in a subgroup of S, then s 
is not contained in a subgroup of M, and so 82 = 0, by [21], Proposition 3.2.7. 
Therefore S is an epigroup. 0 
Consider the following linear semigroup. 
Example 69 Let M equal the Brandt semigroup of 3 x 3 monomial matrices 
with entries over IR\ {0}, and let S be the subsemigroup of M which is the 
union of 
x 0 0\  0  y 0\ 0 0 0 	0 (  0\  0 	0 
{(0 
0 0 0 U 
( 




0 0 U 	Oy 
 
0 U Oy 
0 0 0 0 0 0 0 0 0 	0 0 0 0 	0 
for all x E Q\ {0} and y E IR\101. The elements of S that belong to subgroups 








0 	x E Q} 
0 
) 
and Gy = 
0 y {(00 0 ) 
E IR} 
Let 7 be the equivalence relation on S with equivalence classes Gx and Gy , 
and let p = 7*. By Lemma 2, IS/pi = 5. However, the elements 
1 00 00 0Vp 
I for p prime induce a null subgraph in Div(S), and so S 
0 0 0 
is not D-saturated. 
Example 69 shows that, in general J is not a congruence in linear semi-
groups, unlike the case for commutative semigroups, as 
0 0 	U\ 0 0 
0 
( 0  
V2 0 0 V3 0 (mod J), 
0 0 	0 0 0 0 
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but 
0 	1 	0\ 





000 0 0 	0 
0 	1 	0\ 0 	0\ 
# 0 	0 
( 0  
0 V3 0 
000 0 0 	0 
0  
0 0 0 ) 
0 0 1 
000 
0 0 0\ 
0 0 1 	(mod ,7). 
000 
Thus J J# in general for linear semigroups. 
The next two results help to clarify the structure of subepigroups of 
completely 0-simple semigroups. 
Lemma 70 Let S be an epigroup such that S C M = .A4 ° (G; I, A; P), and 
suppose that 	and gi2 A2 belong to subgroups of S. Then Jgsii , 1 < J95: 2 , 2 
implies that J5 	= ,P„.5 , . 
' 1 2"2 
Proof. If gi1A1 and gi2), 2 belong to the same subgroup in S, then the 
result if evident. Therefore we may assume that g, IA , and gi2A2 belong to 
distinct maximal subgroups in S such that Js < Js . Hence there exist — 9, 2A2 
elements a, b E S i such that g i1 A 1 = agi2),2 b. 
If a = 1, then i 1 = i2 and gii), I R,mgi2A2 . Then the product gi i )gi2 A2 lies 
in Gg2A2, by Lemma 4. Therefore g i1A1 gi2), 2 (gi1 A 1 gi2 A2) = gi2),2 , and so js < js 
gi2A2 — 
The dual argument applies if b = 1. 
If a, b 	1, then (gi2), 2 b)gi1 A 1 (ag22 A2 ) E Gg i2A2 by Lemma 4, and so 
(gi2A2 bgii AI agi2 A2 ) (gi2 A2 bgil Al agi2 A2 ) 1 gi2A2 	gi2A2 • 
Thus J, > J; ,s , ' and hence Js = Js 	in this case, too. 0 — A2A2 	gi1A1 	gi2A2 
Lemma 71 Let S be an epigroup such that S C M = .A4 ° (G; /, A; P), and 
denote by Cs the set of all elements that belong to subgroups of S. For any 
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fixed giA E Gs let 
H = {gip E Gs I gjiJsgiA}) 
-11/ = 	E I 391A E Fib 
AH = 1/-1 E A 3gi t, G HI. 
Then C = 	ES1 jE 	E AH }U {0} is a completely 0-simple subsemi- 
group of S. 
Proof. Take any element got , E C {0}, not contained in H and where 
E 1-H, A1 E AH. By the definitions of IH and AH, there exist elements 
gi1A2,9i2A1 E H such that q A Hence e9i1 , 2 m 1 A 1 - giiAl , by 
[21], Proposition 2.3.3. Thus g i1A2 (giiA2 ) igi , Ai = giiA„ and so Jgs 	> jS 21 ,2  
By Lemma 70' 	 ' Js = Js 	and so there exist elements a, b E S' such 
	
gt1A2 	9 , 2A1 
that gi1A2 = agi2A1 b. Hence gi2A ,b 0 0, and so L gm22 , 1 n NI- is a subgroup of 
M, by Lemma 4. Since Lr = L A , the element gio,,b is contained in G i1A2 . 
Therefore gilAi b(gil A l b) -i gii A2 = gi1A2 , and so JgsziAi Jgsit , 2 . 
Thus Js = Js 	Therefore all elements of C\ {0} are Js-equiyalent. gziA2 	gzixi • 
The product of any two elements of C° lies in C° , by [21], Theorem 3.3.1. It 
follows that C° is a 0-simple subsemigroup of S. Since S is an epigroup, C° is 
completely 0-simple, by [21], Theorem 3.2.11. 0 
Lemma 72 Let S be a subepigroup of M = .A/ ° (G; I, A; P), where G is in-
finite, and let D be a finite graph. Let Es be the set of all idempotents in 
S, 
El I G i* n S 0, Rgsi, Res , Vg iA E Gi . n S, e E Es}, 
GA ={AGA laoAnS00,LLL,S ,Vgi), EG *AnS,ee Es}, and 
T = {giAE SliEGI,AEGA}. 
Then the following statements are equivalent: 
(i) S is divisibility D-saturated; 
(ii) for each subgroup Go, of M, S n GA is empty or is a subgroup of S, 
S contains a finite number of maximal completely 0-simple semigroups, 
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TI, 1Gil and IGAI are finite, the union of all subgroups of S is infinite 
and, for each subset GA 11 S, not contained in a completely 0-simple 
subsemigroup, a union of subgroups of S induces a congruence p i), such 
that (G iA n S)/ p,,, is finite; 
(iii) S/Js is finite. 
Proof. (i)(ii): Suppose that GiA is a subgroup of M. The fact that 
S n GA is empty or is a subgroup of S follows from Lemma 68. 
Consider two distinct, maximal completely 0-simple subsemigroups, say 
C3 and Ck, where Cj , Ck, Hj and Hk , are defined in Lemma 71. Suppose that 
(a, b) E E( Div(S)), where a E V(C3 ) and b E V(Ck). Pick two elements, 
c E Hj and d E Hk. Then (c, a), (b, d) E E (Div (S)) . Since the divisibility 
relation is transitive, (c, d) E E(Div(S)). Therefore J < 4, and ,J' s = 
by Lemma 70. This implies that Hi = Hk, and that C3 = Ck, a contradiction. 
Therefore (a, b) E(Div(S)). Similarly, (b, a) E(Div(S)). 
If S contains infinitely many maximal completely 0-simple subsemigroups, 
then the subset obtained by selecting one element from each maximal com-
pletely 0-simple subsemigroup induces a null subgraph in Div(S), which con-
tradicts (i). Therefore S contains a finite number of maximal completely 
0-simple subsemigroups. Denote them by C i , C2, , Cm , and let 
3go, E Ck b iCk 	E 
ACk = {A E A 3go, E CO. 
Suppose that T is infinite. If T intersects finitely many W m-classes, then 
there exists an infinite subset U such that all elements of U belong to the same 
7-1"-class. Pick any two distinct elements a, b E U. If (a, b) E E( Div(5)), then 
by Lemma 4, a = xby, where x,y belong to subgroups of 5 1 • If x 1, then 
a = exxby, and so Ras < Rasx , a contradiction. If x = 1, then y 1, and so 
Las < L as, , again a contradiction. Therefore (a,b) 	E( Div(S)). Similarly 
(b,a) 	E(Div(S)). Hence the set U induces an infinite null subgraph in 
Div(S), which contradicts (i). 
Therefore T intersects infinitely many 71m-c1asses of M. An infinite 
subset U of T may be selected such that no two elements of T belong to the 
same 1-1"-c1ass. Then Corollary 21 states that U contains an infinite countable 
subset V such that the subgraph H of Div(S) with all elements of V is null, 
or isomorphic to A00 , Do° or K. 
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We know by (5.1) 
and so fl al: is a 
i < j, then Rxmi n Lxmi _ 
x ix i+1 xj_ 1 0 0, by (5 
and so Ls . 	Ls 
3 	 x,...x3 
RxMi 	RxM , for i j. 
that ui_Fl uiwixixi± i = wi+2• Therefore x ixi+i 0 0, 
subgroup of M, for all 1 < i. If x i 'R-mxi , for some 
= Rm n Lm 1  is a subgroup of M. The element xi  
.1), and lies in Rxmi nLZ,. Hence wi = 
, which contradicts the definition of T. Therefore -1 
The first case contradicts (i), and so is impossible. 
If H 	Dc, or H 	Koo , and V contains an infinite subset W such 
that no two elements of W are G m-equivalent, then the elements of W can be 
indexed by the positive integers such that 
UiWiXi = Wi+i, 	 (5.1) 
for x i e S, ui E S l and 1 5_ i. Therefore x i .Cmwi+i , and so L ix'i 	Lm for i j. xi 
Consider the subgraph induced by the elements x i E S. By Corollary 21, 
there exists a countable subset X = xii , x i2 , ... of x l , x 2 , ... such that the 
subgraph F of Div(S) induced by the elements of X is null, or isomorphic to 
iloo , Do° or K. 
If F is null, we get a contradiction with (i), and so this case is impossible. 
If F Doo or F K, then the elements of X can be indexed by the 




aik xik  bi, = xik+i, 	 (5.2) 
for aZ k ,  bik E S and 1 < k. 
Now u i2 _ 1 u i2 _2 ... uov il xii x il+1 ... x i2 _ 1 = wi2 , by (5.1). Thus the ele- 
ment xi , . . . x i2 _ 1 0 0, and lies in RM n Lm 1 . , by Lemma 4. xti 	x ,2- 
The element a 1 x 1 0 0, by (5.2), and so LM nRm. is a subgroup of M, by a z , 	x21 
Lemma 4. Clearly Rm = RM since x i , x ii+1 ... x i,_ i 0 0. Therefore 
... xi 2 _ 1 0 0, as LM il n Rximi 	= Lm 11 Rm. is a subgroup. xii-f-i-xi2-1 	ai, a  
It follows from (5.2) that Ramil = Rm. . Thus the element ai l xi i xi,-F1 • • • xi2 -1 
X2 2 
lies in Rm  fl  LM = Rxm 
ail 	
. n L14. 1 , also a subgroup. 
xi 2 — 1 	2 2 	2 2 — 
Since Lm 1  = Lm '  we have w = wi2eai,xi i ..xi 2 _ i2 	 1 , by [21], Proposi- 
tion 2.3.3. Thus Ls < Ls 	. This contradicts the definition of T and wi2 - 	eai1x.1...x ,2-1 
shows that F Doc and F Kco . 
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If F 	/too , then the elements of X can be indexed by the positive 
integers such that 42 < J, for 1 < k < f. Then x i, = ai ,x,„ +1 bi,, for 
ai„, bi , E S and 1 < k. The dual argument yields that L.s22±1 < Lesb,,.21+1 .... 22 , 
a contradiction again. Therefore F A. 
Thus we have shown that, if H Dc,„ or H K„„ then V does not 
contain an infinite subset W such that no two elements of W are L m-equivalent. 
If H 	D co or H 	Koo , and V contains an infinite subset W such 
that no two elements of W are n m-equivalent, then the elements of W can be 
indexed by the positive integers such that u iwix, = wi+i , for x i E Sl ,u, E S 
and 1 <i. The dual argument implies that the set u i E S contains an infinite 
subset X such that the subgraph F of Div(S) induced by the elements of X 
is not null, or not isomorphic to '4,0 , Do° or K, a contradiction. 
Thus H D„„ and H K. Similarly, it can be shown that H Acc . 
This contradicts Corollary 21. Therefore T is finite. 
Suppose to the contrary that Gi is infinite. Since T is finite, there exists 
an infinite set 
W = {go, E S I Rgmo, Rgmit, for i j, where i, j E Gi, A, E A \ GA) 1. 
By Corollary 21, the subgraph of Div(S) with all vertices being in W contains 
an infinite null subgraph, or a subgraph G isomorphic to Aoc , Do° or K. The 
first case is impossible by (i). 
Suppose that G 	Acx, or G 'L) K. Index a countable subset of the 
vertices of G by the positive integers such that (gi, ),, , 	E E(G), for 
1 < j < f. Clearly, there exist a) E 5, b3 E 5 1 such that go, 
for 1 < j. 
For 1 < k < m, put 
Vk = {go, ESHE G.T ,A E Aca 
Since the number of maximal completely 0-simple semigroups in S is finite, 
there exist two elements ap , aq E Vk, where p < q. It is easily seen that 
= apap+1.9ip+24-F2bp+ibp. Therefore a pap+i 	0, and hence Lamp n Rm ap+ i 
is a subgroup of M, by Lemma 4. Similarly, the product ap+i ap+2 aq is 
nonzero, and lies in Ramp+ , n L E Vk. 
There exists h E kk such that RI!'f fl Lm n S is a maximal subgroup in aq 
Ck. Pick any g E RIA:1 n Lam, n S. The element ap _Fi ap+2 	aqg is nonzero, by 
63 
Lemma 4, and is contained in R" n L" = R" n Lm , a subgroup of ap+ 1 	g 	ap+ i 	ap 
M. Therefore eap±iap+2...agg7?-mgip+14+1,  and by [21], Proposition 2.3.3 we get 
• Hence Resap+, ,±2. aqp ? Rgs,p+op+, , contra- g2P+ 1 Ap+1 = eap+lap+2...aq ggq,±14-1-1 
dicting the definition of GI . Thus G A,, and G K. 
Suppose that G 	D. Then a countable subset of the vertices of G 
may be indexed by the positive integers such that 	got ) E E(G), for 
1 < t < j. There exist elements ai E S, b3 E S I such that a3 gi., A3 bi = 
for 1 < j. In this case ap±i ap 	0, for all p E 2Z+ , and so Lamp+ , n Rm is a ap 
subgroup of M. 
The same reasoning as in the preceding case leads to a contradiction 
again in this case. Since k is finite, %, aq E Vk, for some p < q and 1 < k < m. 
There exists h E /ck such that Rh' n Lamp n s is a maximal subgroup in Ck. For 
any g E Ri11/1 n LMq n S it follows that Rs > Ras This contradiction a eaq_i...apg 	-2g Aq shows that G D. 
Therefore we conclude that GI is finite. A similar argument shows that 
GA is finite. 
Suppose that the set Gs of all elements of S contained in subgroups of 
S is finite. Then Ck is finite, for all 1 < k < m. Consequently, I \GI and 
A \ GA are finite. Since Gi and GA are finite, I and A are finite too. Therefore 
(S \Gs ) n GiA is infinite, for some i E I,A E A. Denote by H the subgraph 
of Div(S) induced by the elements of (S \Gs) n GA . If (a, b) E E(H), then 
a = xby, where x, y belong to subgroups in S i . Therefore every vertex in H has 
finite indegree. This implies that H does not contain a subgraph isomorphic 
to Acc ,Dc,„ or K. Then Corollary 21 tells us that there exists an infinite 
subset of (S \Gs ) n G that induces a null subgraph, contradicting (i). Thus 
the union of all subgroups of S is infinite. 
Consider an infinite subset GiA n S not contained in a completely 0-simple 
semigroup Ck. Since T is finite, either i E /\G1 or A E A \ GA . Let 7iA be the 
equivalence relation on S whose equivalence classes are the subgroups G ii, n S 
and Gp, n s of S, for all j E I, A E A. Put pi), = (7iA) # • 
Suppose that (Go, nS)1 piA is infinite. Then there exists an infinite subset 
U of GiA n S such that no two elements belong to the same A A-class. 
Take any two elements a, b E U. If i E I \GI, A E A \ GA and (a, b) is 
an edge of Div(S), then a = xby, where x and y belong to subgroups Gii, n s 
and G3), n S, respectively. Then (x, ex ) E /9zA and (y, ey) E AA . This implies 
64 
that (xby,ex bey ) = (a, b) E AA, which contradicts our assumption. The same 
argument shows that the edge (b, a) V E(Div(S)). 
If (a,b) E E( Div(S)) for a,b E U, i E / Gi and A E GA, then 
a = xb, where x belongs to a subgroup Git, n S. Then (x, ex ) E AA , and 
so (xb, exb) = (a, b) E pi) , which contradicts the definition of U. Similarly, 
(b, a) V E(Div(S)). 
If (a, b) E E( Div(S)) for a, b E U, i E G 1 and A E A \ GA, then the 
dual argument leads to a contradiction again. Similarly, (b, a) is not an edge 
of Div(S). 
In all cases the elements of U induce a null subgraph in Div(S), which 
contradicts (i). Hence (G SA n S)/po, is finite. 
Consider an infinite subset GA n S not contained in Ck, for 
1 < k < m. The equivalence relation rya is contained in Js , and therefore 
C (Js)#.  Example 69 shows that (JS ) * 0 3-S in general, and so it is not 
immediate that pi), C Js, when restricted to GiA 11 S. 
Pick two elements a, b e GiA n S such that (a, b) E piA• By Lemma 2, 
there exists a sequence 
a = z1 —> z2 -4 . . . — z = b 
of elementary 'y-transitions connecting a to b. 
If i E I\G1, A E A \ GA, then there exist subgroups Gio nS,G3 A n S and 
elements x,y e S I- , c,d E (Git, U GiA) 1.1 5) such that z 1 = xcy, z2 = xdy. By 
the definition of -yo„ either c,d E n s or c,d E G3Ans, for some p E A \ GA 
or j E I\GI. 
If c, d E G,, n S, for some it E A \ GA, then xc, xd E 	n S. Hence 
= xc(xd) -1 z2 and z2 = xd(xc) i zi . If c,d E G3 A n S, for some j E I\ GI, 
then cy, dy E GA n S. Therefore z 1 = z2 (dy) -lcy, z2 = z i (cy) idy. In both 
cases z 1J5 z2. Induction on zk shows that aJs b, and so piA C Js , when 
restricted to Go, n S. 
If i E I \ GI, A E GA (resp., i E G l , A E A \ GA), then there exist 
subgroups G io n S (resp., Gp, n S), and elements x, y E S', c,d E Gj,L n S 
(resp., c,d E G3 A n S) such that z 1 = xey, z2 = xdy. The same argument 




n s)/Jsl _< (GiA n 
	
(5. 3) 
and so this set is finite. 
Next, we show that for any fixed i e GI , A E Ac,, 
UA'EAck (Gi),' n s)/Lis I = (Gi), n S)/J. 
Pick any I (G iA n s)/Js1 + 1 elements, say gap for 1 < j < (GiA nS)1,7s1+ 1 
from the subset UyeAck AA/ n s)/js. Denote this set by H. For each element 
giAj E H, there exists i E Ick such that Cosi is a subgroup. Take any element 
E 	n S. The map 
.0 A GiA3 	GiA) 
g2 .7 
defined by 09,3 A (giA,) = giA go is a bijection (see [21], §2.2). 
There exists p E ick such that Go is a maximal subgroup. Therefore 
each element s E Gi3 ), ns has an inverse s' E Gp),3 fl S, by [21], Theorem 2.3.4. 
For each element go , let si be the inverse of go contained in Goj n S. The 
map 
Os CiA  
defined by cbsj (giA) = giA si is also a bijection. Indeed (hip, and Os j are mutually 
inverse bijections. Therefore 
JS > JS 	> TS 	 = JS 




The elements Og ij A (giA, ) E 	n S, for all 1 < j < (CiA n S)/J'1 + 1. 
Hence at least two elements, say Ogsp ,(giA,) and Ogt (giA,) are Js-equivalent. 
By (5.4), 
uv enck (Gi), , n S)/Js 1 = (G), n s)/Jsi 
for all A E Ack and i E Gi• 
The dual argument will show, for any fixed A E GA and i E /c/o that 
U, , Eick 	n S)1,75 l= l(Gi), n S)1,75 1, 
(5.4) 
JS = JS 	JS 	JS 
six, 	A (six, ) 	six, • 
Therefore I YeAck (GA , n s)/ u 	 < I (GiA n 5)/Js1 + 1, and so - i  
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and, for any fixed A E A \ GA, i E / Gr and j k, that 
1 1-4 , Erci ,Aienc, (G' A' n S)/Js l = l(Go, n S)/Js l. 
Evidently, 




= IuiEick  (G A n S)/,71, for A E GA) 
= UAEAck (Go, n s)/Jsl, for i E G I , and 
{UiErc >Aenc (GiA n S)/J 	if j k, k 
1 	 if j = k. 
Hence 
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IsArl < E EU j (G A  n s)/Jsl + E uAEA, (GiA n S)/Jsi 
k=1 AEGA 	 iEG1 
+ E uiEick ,AEAc. (GiA n S)/Js i) 	E 	(Go, n s)/Js 1 
j=1 iEGnAEGA 
= E E Nk,A E Pk,i + 	+ 
k=1 AEGA 	iEG/ 	j= 1 
which is finite. 
The implication (iii)(i) follows from Lemma 58. EJ 
5.6 Monomial matrix semigroups 
Throughout this section an arbitrary 1i-class of the Rees quotient semigroup 
Mi /M3 _ 1 = ..A4 ° (G3 ; ./.3 , Ai ; P3 ) is denoted by G, and an arbitrary element of 
GA is denoted by gilx • The L-class (resp., 7Z-class) containing GI A is denoted 
by G3 A (resp., GL). 
Recall from Chapter 2 that a semisimple semigroup admits a principal 
series, where each factor is either simple or 0-simple. For a semisimple epigroup 
with a finite ideal series 
{0} = Mo c 	c C Mn. = Mn(G), 
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each factor Mi /M3 _ 1 is either completely simple or completely 0-simple, by 
[52], Theorem 1.1. 
The next lemma characterises subepigroups of semisimple epigroups. 
Lemma 73 A subsemigroup S of a semisimple epigroup M is an epigroup if 
and only if, for each maximal subgroup G of M, GnS is empty or a subgroup 
of S. 
Proof. The 'only if' part follows as in Lemma 68. 
The 'if' part. Suppose that M has a finite ideal series of length n. Take 
any element s E M3 /M3 _1(1 S. Either s 2 lies in a subgroup of Mi/M3 _ 1 n s or 
s2 E n s, by [21], Lemma 3.2.7. Easy induction on j shows that either 
= 0, or s 23 lies in a subgroup of S. Hence S is an epigroup. 0 
Consider an epigroup M with a finite ideal series of length n, and let S be 
a subepigroup of M. Evidently, if ((M/M_ 1 ) n s)/JA/m3-ons is finite for 
1 < j < n, then 5/JS  is finite and S is D-saturated. The following example 
demonstrates that the converse is not true. 
Example 74 Let S be the subepigroup of Af2 () such that S =AUBUO, 
where 
( 00 00 ) 
The subepigroup S has a finite ideal series, namely 
OcBUOcS, 
and so is D-saturated. The factor (B U 0)10 has an infinite null divisibility 
graph, and so (B U0)10 is not D-saturated. 
The following lemma deals with the case where a principal factor of a 
semigroup is finite. 
Lemma 75 Let E be an infinite semigroup which is an ideal extension of S by 
Q, where Q is finite, and let D be a finite graph with at least one edge. Then 
E is D-saturated if and only if S is D-saturated. 
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Proof. The 'only if' part. Suppose that D contains a cycle. Then E 
contains an infinite subset T such that Div(T) E 	Koo , by Corollary 21. 
Hence the subgraph Div(T n 	K. 
If Dc,,, C Div(T n s)s or Div(T n s)s contains an infinite null subgraph, 
then there exists a countable subset t i , t2, ... of T n S such that (ti , ti ) is an 
edge in Div(T n s)E, but (ti , ti ) V E(Div(T n s)s), for 1 < i < j. Therefore 
ti = ai ,3 t3 b3 , i , where either ai ,3 E Q or bi ,i E Q, for all 1 < i < j. We label the 
edges (ti , ti ) E E( Div(T n 5)E), where 1 < i < j according to the rule 
{q if ai ,3 = q E Q and bi ,3 E S I , 
(ti , ti ) = 	r if ai ,3 E S 1 and b3 , 2 = r E Q, 	(5.5) 
z if ai ,i , bi , i E Q1 . 
Lemma 20 tells us that there exists an infinite subset V = v 1 , v2 , ... of 
T n S such that all two-element subsets of V have the same label. We may 
assume that the elements of V are indexed so that (v„ v3 ) V E( Div(V) s ), for 
all 1 < i < j. 
Since the semigroup Q I S is finite it is periodic, and so for each label 
q,r e Q there exist positive integers nq and nr , respectively, such that qnq and 
rnr are idempotent. 
If the two-element subsets of V are labelled by q, then vi 
for some q E Q, ci+i,i E S and all i > 1. Then 
V 1 = qnqvng _Fieng +i,n,cn, fliq -1 • • • 
	 (5.6) 
Vnq 	= qn61 V2nq -1-1C2mq +1,2ng C2req ,2nq —1 • • • 
	 (5.7) 
Equation (5.7) implies that v ng+ i = qnqvng +1. Substituting into equation (5.6) 
gives v 1 = vno-icnq +1,nq cn„,ng -1 • • • C2,1 • This means that (v i , vng+1 ) is an edge 
in E( Div(V) s ), a contradiction. 
If the two-element subsets of V are labelled by r, then v z = di ,i+i vi+ ir, 
for some d i+1 , i E S, r E Q. The dual argument shows that (v i , vnr+i ) is an 
edge in E( Div(V) s ), again a contradiction. 
The third possibility implies that the outdegree of every vertex in Div(V) E 
is finite, contradicting the fact that Div(V) E K. 
Thus Dec 	Div(T n s)s and Div(T n s)s does not contain an infinite 
null subgraph. Similarly, Aoo 	Div(TnS) s . Therefore Koo C Div(TnS) s , by 
Corollary 21. The graph D embeds in this subgraph, and so S is D-saturated. 
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If D is acyclic, then D embeds in A00 , Doo and KO° , by Lemma 14. It 
suffices to show that S does not contain an infinite set U such that Div(U) s 
is null. 
Suppose to the contrary that there exists an infinite subset U of S such 
that Div(U)s is null. 
The preceding argument implies that Koo g Div(U) E . 
If Aco C Div(U) E , then there exists a countable subset u l , u2, ... of U 
such that (u, u) E E( Div(U) E ), but (u, u3 ) E(Div(U)s), for 1 < i < j. 
This is the same condition as in the previous case, where E contains an infinite 
subset T such that lc, Ed Div(T n s)E and Div(T n S)s is null or contains 
D. If the edges of Div(U) E are labelled according to (5.5), then U contains 
an infinite subset V such that either (v i , vi +7,0 E E( Div(V) s ), or (vi, vi+nr) 
is and edge in Div(V) s , or the outdegree of every vertex in Div(V) E is finite. 
This contradiction implies that A„„ g Div(u)E. 
Similarly, D,, 	Div (U)E.  
Corollary 21 implies that Div(U) E contains an infinite null subgraph. 
This contradicts the hypothesis that E is D-saturated. Thus we conclude that 
there does not exist an infinite subset U of S such that Div(U) s is null. 
Corollary 21 now shows that Div(U)s contains an infinite subgraph G 
isomorphic to A c,o ,D,,, or K. The graph D embeds in G, by Lemma 14, and 
hence in Div(U)s. Thus S is D-saturated. 
The 'if' part. Suppose that S is D-saturated. Then every infinite subset 
T of E contains an infinite subset U=TnS of S. The graph D embeds in 
the subgraph induced by the elements of U, and hence E is D-saturated. 0 
The following version of Ramsey's theorem ([47], Theorem B) together 
with Lemma 77 is needed for the proofs of Lemma 78 and Theorem 79. 
Theorem 76 ([39], Theorem 4.1.3) Let r,k,n be positive integers with 1 < 
r < k, and let 'Pr (X) = {Y C X = 7}, the set of all r-subsets of a set 
X. There exists an integer R(r,k,n) such that for each set X of cardinality 
R(r,k,n) and each partition 11, - 2, • • • Yn of Pr(X) in n blocks, there exists a 
k-subset Y of X and a block Yi; such that 'Pr (Y) C Yi . 
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Lemma 77 ([39], Theorem 4.14) Let 0 : A+ 	N be a mapping from A+ 
to a set N with cardinality n. For each k > 1, each word w E A+ of length 
R(2, k +1,n) contains a factor w 1 w2 ...wk with wi E A+ and 
0(wi • • •wi , ) = sb(wj • • • IDA, 
for all pairs (i,i 1 ),(j, j')(1 < i <ii < k and 1 < j < j' < k). 
Lemma 78 Let S be a subepeigroup of the monomial matrix semigroup Mn (G), 
and denote by Gs the set of elements of S that belong to subgroups of S. Let 
D be a finite graph with at least one edge. If S is D-saturated, then every 
subsemigroup of S containing G s is D-saturated. 
Proof. Let U be a subsemigroup of S containing Gs and take any infinite 
subset T of U. Then T contains an infinite countable subset V = v1, v2, • • 
such that Div(V) s is null, or isomorphic to AO° , Do° or Koo , by Corollary 21. 
The first case contradicts the fact that S is D-saturated, and so is im-
possible. 
Suppose that Div(V) 5 Acx, or Div(V) 5 Kc,„ and that D embeds in 
Div(V) s . Then there exist elements am , bm E 5 1 such that vm = amvm+ibrn, 
for m > 1. Therefore the infinite product a 1 a2 ... is nonzero. 
Consider the free semigroup A+, where A = 5 1 , and define a map 
: A+ -+ N, by 0(gi7A ) = (j, i, )) and 0(1) = 1. Since M(C) has a finite 
ideal series and 117 , Ai are finite, for all 1 < j < n, N is finite. By Lemma 77, 
a 1 a2 aR(2,R(2,1D1+1,INI)+1,IND  contains a factor 
w1ty2 • • • wR(2,ID1+1,1N1), 
where q5(w) = 0(w q) = 0(wpwq ), for all 1 < p < q < R(2, ID +1,1N). For 
1 < m < R(2,IDI + 1, IND, let 
Wm 	ajm aim+1 
XM 
	bi(m+i)--lbion+1)-2 • • •bim• 
By Lemma 77, xR(2,1D1+1,IND'R(2 •1D1-1- 1 ,INI)- 1  • .. x1 contains a factor 
zipizipi-i • • • 
where 0(zq ) = 0(zp ) = 0(zq zp ), for all 1 < p < q < D. Let 
Zm 	Xt(m 4.1) - 1 X t(m ÷1) -2 • • • X tm 
Ym = wtrnwtm-Fi • • • wt (m+0 -1, 
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for 1 <m < D. Thus 
Vi(tm = YMVi ) ) ZM 7 
for all 1 < m < I DI. By Lemma 4, ym , zm E Gs, for all 1 < m < 
Therefore the elements Vi(t)  induce a chain C of length ID1 in Div(V)U,  for 
1 < m < lg. The graph D embeds in C, by Lemma 14, and hence in Div(T)u. 
A similar argument shows that if Div(V)s Doo , then D C Div(T)u 
Thus, in all cases U is D-saturated. EJ 
The following theorem describes all monomial matrix epigroups that are 
D-saturated. 
Theorem 79 Let S be a subepigroup of the monomial matrix semigroup M n (G), 
where G is an infinite semigroup and M(G) has the finite ideal series 
{0} = Mo C C C Mn = Mn (G) 
	
such that 	A4(Gi,I3 , Ai, Pi), for all 1 < j < n. Let Gs be the 
set of all elements contained in subgroups of S, and let E s be the set of all 
idempotents of S. For each 1 < j < n, let 
= 	c /i I 	n S 0, R A Res , Vg L E 	n S, e E Es}, 
GA j = {A E Aj G3, A n s 0, Lgs,A Les ,VgL E G3,0, n s, e E Esb and 
Tj = {gL ESHE 	GA,I. 
Then the following statements are equivalent: 
(i) S is divisibility D-saturated; 
(ii) for each subgroup GIA of M, G n S is empty or is a subgroup of S, 
S contains a finite number of maximal completely 0-simple semigroups, 
1 14=1 TA is finite, the union of all subgroups of S is infinite and, for each 
subset GI, n S, not contained in a completely 0-simple subsernigroup, Gs 
induces a congruence p on (GsU(G30,nS)) such that (01A n S)I p is finite; 
(iii) S/Js is finite. 
Proof. (i)(ii): If G? 	a subgroup of M, then GI), n S is either empty 
or a subgroup of S, by Lemma 73. 
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The set (Mi/M3 _ 1 ) n S is a subepigroup of Mi/Mi_ i . Lemma 72 states 
that (M3 /M3 _1) n S contains a finite number of maximal completely 0-simple 
semigroups, for all 1 < j < n. Therefore S contains a finite number of maximal 
completely-0-simple semigroups. Example 74 shows that (Mi /Mi _ i ) n S need 
not contain completely 0-simple semigroups for all j. 
Denote by CI, C , ... 	the maximal completely 0-simple semigroups 
in (Mi /Mi_ i ) n S. Put 
= ti E I 3g!A E CO, 
= {A e Ai 3g1A E 
Suppose that TiI 	is infinite, for some 1 < j < n. By Corollary 21, there 
exists an infinite countable subset T = t 1 ,t2, ... of Ti such that the subgraph 
H of Div(S) induced by the elements of T is null, or isomorphic to A cc , Doc, 
or K. 
The first case is impossible, because it contradicts (i). 
If H 	Aoo or H-212 K, then there exist elements am bp E 5 1 such 
that tp = aptp+i bp , for all p E Z.+ . Therefore the infinite product a 1 a2 ... is 
nonzero. 
Let A = 5 1 and define a map q: A+ 	N, by q5(gL) = 	A) and 
= 1. The set N is finite. By Lemma 77, aia2 • • • aft(2,R(2,3,INI)+1,IND contains 
a factor 
W1W2 • • • WR(2,301) 
such that 0(wp) = 0(wq ) = 0(wpwq ), for all 1 < p <q < R(2, 3, n). Let 
Wp = aip ajp +1 . . 
3p-F1 - .. • 	Jp xP  = b• 	lb- 	9 . b .i 
If 0(wp) 0 1, then wp is contained in a subgroup of M. This means 
that wp belongs to a subgroup of S, by Lemma 73, and so ewp E G. Since 
tip = wptip+ ,xp , we get ewp tip = tip . Hence Res > , a contradiction. wp — 3P 
If cb(wp) = 1, then we know by Lemma 77 that xR(2,3,2) • • .x 1 contains 
factors zrn and zin, + 1 such that 0(.4„,) = 0(z,7,44) = 0(zm±i zn.„). Further, 
O(zni ), 0(zin+i ) 0 1, since 0(wm) = 0(wm+1.) = 1. For k = + 1, let 





Then ti(.m) = t.7(r(m+o) zk, and so t3(r)  = ti(rm) ezk . The element e„ E Gs , by 
Lemma 73, and so Les > L. 	. This contradicts the definition of T again. 
zk 	3(rm ) 
It follows that H 	Ac„, and H K. 
Similar arguments show that H D. Therefore we conclude that 1773 1 
is finite, and hence that Ilf;= , T3 1 is finite. 
At least one (M3 /M3 _ 1 ) n S is infinite, for 1 < j < n, since M(G) has 
a finite ideal series. Consider the infinite subsemigroup (Mk/Mk_i) n S such 
that (Mi/M3 _ 1 ) n S is finite, for k < j < n. Then Mk n S is D-saturated, 
by Lemma 75. The quotient semigroup Mk/Mk_i n S is D-saturated, by 
Lemma 56. The union of all subgroups of elements of Mk /Mk _ i n S is in-
finite, by Lemma 72. Hence the union of all subgroups of S is infinite. 
Suppose that ab, n S is infinite and is not contained in a completely 
0-simple subsemigroup of (M3 //143_ 1 ) n S. The subsemigroup 
W = (Gs U (GI), n s)) 
is D-saturated, by Lemma 78. Let -y be the equivalence on W with all sub-
groups of S as equivalence classes, and put p = 
If (G30, n5)1 p is infinite, then there exists an infinite subset T of Gio, nS 
such that no two elements belong to the same p-class. 
Corollary 21 states that Div(W) contains an infinite subgraph G with 
vertex set a subset of T such that G is null, or isomorphic to A DO , Deo or K. 
Again, the first case is impossible by (i). 
If G EJ A,,,o or G 	KO., then there exists a countable subset t 1 , t2 , ... of 
T such that tp = aptp+i bp , for ap , bp E W 1 and p > 1. Then a1a2... 0 0. 
Consider the free semigroup A+, where A = W 1 , and define 0 : A+ N, 
as before by q(g) = (j, i, )) and 0(1) = 1. By Lemma 77, the product 
a 1 a2 ... aR(2,R(2,3,IND-1-1,IND contains a factor 
w1w2 • • • wR(2,3,1N1) 
such that q5(w) = 0(wq) = 0(wpwq), for all 1 < p < q < R(2, 3,n). Define 
wp , xp and zk as in equations (5.8)—(5.10), and yk by 
Yk = WrkWrk+1 • • • Wr(k 4.1) - 1 • 
Then 
tj(rm) 	Yrntio.(m÷ )) Zni 
	 (5.11) 
..,(r(m+1)) = Ym±ltA r(m+2) ) Zrn-1-1 • 
	 (5.12) 
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If 0(zin ) 	1, then zn, and zni+ i belong to the same subgroup in S, by 
Lemma 4. Similarly, either 0(y,,) = 0(y rn+i ) = 1, or yin and ym .+1 belong to 
the same subgroup in S. 
If q(z) 	1 and 0(yrn ) 	1, then eym ti(r(m+o) e, = ti(r(m+i)) , by (5.12). 
Therefore 
(yrn tj(r(m+i)) Zrn , eyrn ti(r(m+i)) ezni ) = (ti(rm) , t3(r(m+i)) ) e p, 
a contradiction. If q(y) = 1 and 0(4n ) 	1, or if 0(z,,,) = 1 and 0(y,,) 	1, 
then a similar argument shows that (t3(, ) , ti(r(m+1)) ) E p, a contradiction again. 
Thus, in all cases a contradiction arises. Therefore G Aix, and G 	 Koo . 
The dual argument shows that G D. Hence we conclude that (CIA n S)I p 
is finite in W. 
Evidently, I(GL n S)/jsi = 1, if GIA n S belongs to a com-
pletely 0-simple semigroup C. Since T3 is finite, I (G30, n S)/Js I is finite, for 
all i E G/3 , A E GA and 1 < j < n. 
Suppose that CIA n S is infinite and is not contained in a completely 
0-simple semigroup CI, of S. Select two elements a, b E G30, n S such that 
(a, b) E p. By Lemma 2, there exists a sequence 
a = z i 	z2 	. . . —> zn = b 
of elementary 7-transitions connecting a to b. Hence there exist elements 
x, y, c,d E W l such that z 1 = xcy and z2 = xdy. By the definition of -y, the 
elements c,d belong to some subgroup G n S of W. 
• yn2 , where xp , yq E Gs U(GAFIS), for 
for all 1 < p ni , 1 < q 5_ n2 , then by 
(yn2- 0-1 	yi-i c-i ( Thi )\- 1 	(xi )-1 is 
the inverse of z 1 and is contained in W. This implies that GA n s is contained 
within .C4, for some h, a contradiction. Therefore either x p E C n S or 
Yq E Gu n S, for some 1 < p < n 1 ,1 <q < n2 . 
If xp E GlA nS, then xpxp±i xncy is also contained in GitA nS. Therefore 
by [21], Lemma 2.2.4, iv, = xp+i xn cy may be associated with a bijection 
Owc of GI), n S onto itself defined by 0(g) = gwc . Then wc is not nil, and so 
there exists an integer 1 < r < 2 n such that tucr belongs to a subgroup of S. 
The map 014 : GijA n S —> G n 5, defined by 0,4 (g) = gwr, is also a bijection. 
Put X = X1X2 • • • Xni and y = y1y2 
1 < p < n i , 1 < q < n2 . If xp , yq E Gs, 
[21], Corollary 5.1.3, the term (yn2 ) -1 
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Therefore gewr = g, for all g E GA  fl S, and in particular, xer = xp . Hence 
ziwcr-i = x i ... xpwcr, and so zi cwr-i(wcryi , xi ...xp. 
Let wd =xp+1 ... xn dy. Then the corresponding arguments apply and 
z2 w 1 (w)' = x i ...xp . Thus we see that z i = z2 w7(.1 -1 (w7;1 ) 1 w, and that 
z2 = zi wcr -1 (wrc ) i wd . Therefore z1,rv z2. 
If yq E G n S, for some 1 < q < n2 , then the dual argument proves that 
ziJw Z2. 
Easy induction on zk shows that aJw b. Hence p C Jw , when restricted •
to G3,A n s. 
Clearly, Jw C Js , and so 
l(G3ix n s)/Js l 	I (G1A n s)/Jw l 	l(G3iA n S)/pi < 00. 
Thus we see that l(G30, n s)/J 9 1 is finite, for all i E 13 , A E Aj and 
1 < j < n. Since Ili and Ai are finite, for all 1 < j < n, 
Is/J 5_ E (E( 	(G30, n S)/J)) < 00. 
j=1 iE/i )EAj 





This chapter is devoted to a combinatorial property defined in terms of annihi-
lator graphs. The annihilator graph Ann(S) of a semigroup S = S° has vertex 
set S° and edge set {(u, v) E 5° X S° Inv = 0, u v}. For a finite graph D, a 
semigroup S is annihilator D-saturated if and only if, for every infinite subset 
T of S, the annihilator graph Ann(S) has a subgraph isomorphic to D with 
all vertices being in T. 
We begin by showing that the class of all annihilator D-saturated semi-
groups is closed under subsemigroups and homomorphic images, but not direct 
products. The first main theorem describes all commutative semigroups S and 
finite graphs D such that S is D-saturated. Necessary and sufficient condi-
tions are then given for all completely 0-simple semigroups which possess the 
same combinatorial property. This result is used to characterise all linear 
D-saturated semigroups. 
6.1 Properties of annihilator D-saturated semi-
groups 
Lemma 80 If S is annihilator D-saturated, then all subsemigroups H of S 
are annihilator D-saturated, too. 
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Proof. Take any infinite subset T of H. Since S is annihilator D-saturated, 
D embeds in the subgraph G of Ann(S) with all vertices being in T. Then H 
is annihilator D-saturated, since G C Ann(H). 
Lemma 81 Let S be an infinite semigroup that is annihilator D-saturated, 
and let p be a congruence on S. Then SI p is annihilator D-saturated. 
Proof If S/ p is finite, then the result is vacuously true. Therefore we 
may assume that SI p is infinite. 
Denote by 0 and 8 the zeros of S and Sip, respectively. Obviously, 
p0 = 0. 
Take any infinite subset T of Sip. For each ti E T, choose a representative 
S i E S such that ps i = ti , and let U be the set of these representatives. Then 
ph : U T is a bijection. Hence U is infinite, and so D embeds in the subgraph 
G induced by the elements of U. 
Suppose that (si , sj ) E E(G). Then s i sj = 0. Therefore 
ti t.; = ps ipsi = p(s i sj ) = p0 = 0, 
and so (ti , tj ) E E(S1p). Therefore G embeds in Ann(S/p). Hence D embeds 
in Ann(S/p). Thus S/p is D-saturated. 0 
Example 82 shows that the family of annihilator D-saturated semigroups 
is not closed under direct products. 
Example 82 Let S = Is, I i E 2Z+ 1 be the commutative semigroup with 
zero 0, where multiplication is defined by the rules 
sj if i = j, si sj = 	0 if i 	3. 
Clearly, S is annihilator D-saturated, but the direct product S x S is not, since 
the elements (Si, Si), (S i , s2 ), (s i , s3 ), ... induce a null subgraph in Ann(S x S). 
Thus the class of annihilator D-saturated semigroups is not a variety, 
and resembles that of power D-saturated semigroups as far as this property is 
concerned. 
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On the other hand, there is an essential difference between annihila-
tor D-saturated semigroups and semigroups possessing other combinatorial 
properties considered in this thesis. For every semigroup S, the power graph 
Pow(S), the divisibility graph Div(S) and the Cayley graph Cay(S, T) are 
transitive. Example 83 shows that Ann(S) does not always have to be transi-
tive. 
Example 83 Let S be the commutative semigroup with zero 0, generators 
a, b, c, and relations a = a2 , b = b2 c = c2 , ab = bc = 0, (ac) 2 = ac. Then 
(a, b) , (b , c) E E ( Ann(S )) , but (a, c) E( Ann(S)). Thus the binary relation 
of the annihilator graph of S is not transitive. 
6.2 Commutative semigroups 
If T is a subset of a semigroup S and 0 V T2 , then the elements of T induce 
a null subgraph in Ann(S). The following example demonstrates that the 
converse is not true. 
Example 84 Let S = {0, t, s i , s 2 , .} be the commutative semigroup with 
multiplication defined by 
Os = sO = 0, 	for all s E S, 
s2 = 0, 	for all s E S, 
sit = tS, = 0, for all i E 2Z+ , 
sisj = t, 	for all i, j e2Z+ and i j. 
Every subset T of S induces a null subgraph in Ann(S), but 0 E T2 . 
The leads to the following definition. 
Definition 85 For a subset T of a semigroup S, 
T* = {uv E S I U, V E T,u v}. 
Theorem 86 Let D = (V, E) be a finite graph with E 	0, and let S be 
an infinite commutative semigroup that has a zero and is a semilattice Y of 
Archimedean semigroups S. Then S is annihilator D-saturated if and only if 
the following conditions hold: 
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(i) all Archimedean components of S are finite; 
(ii) all chains in Y are finite; 
(iii) for every infinite subset T of Y, the set T* contains the zero of Y. 
Proof For any s E S, denote by 0(s) the element of Y such that s E So(). 
Let 0 stand for the zero of S. Clearly, Y also has a zero 0, and So = {0}. 
The 'only if' part. Suppose that S is annihilator D-saturated. Since 
the elements of Sy are not adjacent in Ann(S), it follows from annihilator 
D-saturation that Sy is finite, i.e., (i) holds. 
Hence each Archimedean component Sy has an idempotent ey . If Y 
contains an infinite chain C, then we may assume that the zero of Y is not in 
C, and therefore all vertices e y , for y E C, are not adjacent in Ann(S). This 
contradiction shows that (ii) holds. 
Let T be a subset of Y such that 0 T*. Then U = 10-1 (t) I t E T1 
does not contain the zero of S, and 0 U*. Therefore all elements of U are 
not adjacent in Ann(S). It follows that T is finite, and so (iii) is satisfied. 
The 'if' part. Suppose that all Archimedean components of S are finite, 
all chains of Y are finite, and Y does not contain infinite subsets T such that 
0 VT*. Let U be an infinite subset of S. By (i), we may assume that 0 U, 
and different elements of U belong to different Archimedean components of 
S. For every edge (s, t) E E( Ann(S)), the reversed edge (t, s) also belongs to 
E(Ann(S)), since S is commutative 
Let Z be the subset 10(u) I u E Ul of Y. We colour a two-element subset 
{i, j} of Z in green, if 0 -1 (i) 1 (j) = 0, and we colour it in red otherwise. 
By Lemma 20, there exists an infinite subset T of Z such that all two-element 
subsets of T have the same colour. 
If they are all red, then the elements 0'(t), t E T, induce a null sub-
graph in Ann(S). Therefore 0 ct (0-1 (T))*, and so 0 V T*, a contradiction 
to (iii). On the other hand, if they are all green, then xy = yx = 0 for all 
x, y E 0-1- (T), x y. Therefore the set {0- '(t) It e T} C U induces an 
infinite complete symmetric subgraph in Ann(S). Clearly, D embeds in U, 
and so S is annihilator D-saturated. 0 
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6.3 Semigroups with a finite ideal series 
Completely 0-simple semigroups 
The next lemma describes all annihilator D-saturated completely 0-simple 
semigroups. 
Lemma 87 Let D be a finite graph with at least one edge, and let M be an 
infinite completely 0-simple semigroup such that M = .A4 ° (G; I, A; P). Then 
the following are equivalent: 
(i) M is D-saturated; 
(ii) G is finite, I and A are infinite, and the union of all subgroups of M in 
every 'C-class and every 7Z-class of M is finite; 
(iii) for every infinite subset T of M, 0 E T*. 
Proof. (i) = (ii): Consider any maximal subgroup GA of M. Evidently, 
the elements of GiA induce a null subgraph in Ann(M). If GiA is infinite, then 
Ann(M) contains an infinite null subgraph. Since D has edges, it does not 
embed in this subgraph, and M is not D-saturated. This contradiction shows 
that every maximal subgroup of M is finite. 
If A and / are both finite, then M contains an infinite maximal subgroup, 
a contradiction as seen in the preceding paragraph. 
If A is finite and / is infinite, then by [21], Theorem 3.2.3, the set 
L = E / GA is a subgroup of M} is infinite, for some fixed A E A. Then 
the set {giA e G.), I i E L} is infinite, and induces a null subgraph in Ann(M), 
by Lemma 4. This contradicts (i) again. The dual argument leads to a con-
tradiction if / is finite and A is infinite. Thus we see that / and A are both 
infinite. 
If the union of all subgroups is infinite for some fixed G-class G, then 
we see that the set {giA E G*A (.90) 2 0} is infinite and induces a null 
subgraph in Ann(M), by Lemma 4. This contradicts (1) again, and shows 
that the union of all subgroups of M in every L-class of M is finite. 
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The dual argument shows that union of all subgroups of M in every 
7Z-c1ass Gi. of M is finite. 
We know from Lemma 5(iv) that all 71-classes of M have the same cardi-
nality. Thus M contains infinitely many 7i-classes, and so at least one of I or 
A is infinite. If A is finite, then by [21], Theorem 3.2.3, GA contains infinitely 
many 71-classes which are subgroups, for some A E A. This contradicts the 
preceding paragraphs. Therefore A is infinite. The dual argument shows that 
I is also infinite. 
Every L-class contains a subgroup isomorphic to G, by Lemma 5(viii). 
Since A is infinite, the union of all subgroups of M is infinite. 
(ii) = (iii): Take any infinite subset T of M. Clearly, T contains either 
an infinite subset U whose elements are all pairwise L-equivalent, or an infinite 
subset U whose elements are all pairwise 7Z-equivalent, or an infinite subset U 
where no two elements are 7Z-equivalent or .C-equivalent. 
If the elements of U are pairwise L-equivalent, then there exist giA , giA in 
U such that gL, = = 0. By [21], Lemma 3.2.7, g iAgjA = 0, and so 0 E T*. 
The same conclusion follows in the case where all elements of U are pairwise 
R.-equivalent. 
If all elements of U are contained in distinct L-classes and 1Z-c1asses, then 
put U = gio,„ ..., where ik E I, Ak E A and ik ij, Ak 0 A3 , for k j. 
Since I and A are infinite, there exists an element g io, k such that gt = 0. 
Then giou giok = 0, by [21], Lemma 3.2.7. Thus 0 E T* in this case, too. 
(iii) = (i): Take any infinite subset T of M. 
First, suppose that T contains a countably infinite subset U of pairwise 
L-equivalent elements. By Corollary 21, there exists an infinite subset W of U 
such that the subgraph H of Ann(M) induced by the elements of W is null, 
or isomorphic to Aca , Doo or K. 
If H is null, then 0 W*, a contradiction. 
If H '1=2 A„ then index the elements of W such that wiw3 = 0, for all 
w z , wj E W and 1 < i < j. Pick any three elements w i , wj and wk , where 
i < j < k. Since wiLwk, there exists an element m E M such that wk = mwi . 
Then wk wj = mw i wj = 0. That is, the edge ('wk, w) E E(Ann(M)). This 
contradiction shows that H A. 
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A similar argument implies that H D. , 
Therefore W contains a subset of elements inducing an infinite complete 
symmetric graph Ko,„ in Ann(M). Then D embeds in this subgraph, and 
hence in Ann(M). Thus M is D-saturated in this case. 
The dual proof leads to the same conclusion, if T contains a countably 
infinite subset of pairwise R.-equivalent elements. 
Next, suppose that T contains a countably infinite subset U such that no 
two elements are L-equivalent or R-equivalent. Applying Corollary 21 again, 
we see that U contains an infinite subset W = {gio, k E such that the 
subgraph H of Ann(M) with all vertices being in W is null, or isomorphic to 
or K. 
If H is null, then 0 W*, contradicting (iii). 
If H A, then we may assume that gi, A3 gik 	0, for 1 < k < j. By 
[21], Lemma 3.2.7, Gi i A, is a subgroup of M, for all k E 2Z+ . Then the set 
X = Igii Ak k E 27+ 1 is infinite and 0 0 X*, which contradicts (iii). Thus 
H A„,0 . 
A similar argument shows that H D. 
Therefore we deduce that H K. The graph D embeds in this sub-
graph, and hence in Ann(M). Thus M is D-saturated in this case, too. 0 
Semisimple semigroups 
Consider a semisimple semigroup M = M° with principal series 
0 = Mo C 	C • • • C Mr, = M° . 
If M is D-saturated, then clearly M3 /M3 _ 1 is D-saturated, for all 1 < j < n. 
Example 88 shows that the converse is not true. 
Example 88 Let G be an infinite group, I = {0,1}, D a finite graph with 
at least one edge, and let S be the semigroup with zero 0 and all elements of 
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G x I, where multiplication is defined by 
{(gh, 0) if i = 1 and j = 1, 
(g, i)(h, 	= 	otherwise. 
The semigroup S has a ideal series, namely 
OcGx{O}uOcS. 
The Rees quotient semigroups (G x {0} U 0)10 and SAG x {0} U 0) are both 
D-saturated, but S is not, since the elements in G x {1} induce a null subgraph 
in Ann(S). 
Theorem 89 Let M = M° be an infinite semigroup admitting a principal 
series 
0 = Mo C 	C • C Mn, = , 
where each factor Mi 1 Mi_ i is isomorphic to the completely 0-simple semigroup 
.A4 ° (G3 ; Ii , Ai ; Pi ), for all 1 < j < n. Let D be a finite graph with at least 
one edge. Then the following are equivalent: 
(i) M is annihilator D-saturated; 
(ii) the union of all subgroups of M is infinite, the union of all subgroups in 
every L-class and every 'R-class of M/ M_ 1 is finite, and rn2 = 0 for 
all but a finite number of elements m in every L-class and every 'R.-class 
of Mi lMi _ i ; 
(iii) for every infinite subset T of M, 0 E T*. 
Proof. (i)(ii): There exists at least one j such that Mi is infinite, since 
M is infinite. Then M3 is D-saturated, by Lemma 80. Therefore Mi /M3 _ 1 
is D-saturated, by Lemma 81. By Lemma 87, the union of all subgroups in 
Mi/M3 _ 1 is infinite. Hence the union of all subgroups of M is infinite. 
Lemma 87 also tells us the that the union of all subgroups of M3 /Mi_ 1 
in every L-class and in every TZ-class of Mi/Mi_ i is finite. 
Suppose to the contrary that the set 
L = trn E G30, I m2 0 01, 
is infinite, for some L-class G3 A of Mi/M3 _ 1 . For mk, mt E L, we know that 
mk = tmt, for some t E M. Therefore the element tmtmk = m2k 0 0, and 
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so memk 	0. Similarly, mkme is nonzero. Hence the elements of L induce 
an infinite null subgraph in Ann(M). The graph D does not embed in this 
subgraph, contradicting (i). Thus L is finite, and so m2 = 0, for all but a finite 
number of elements m in each .C-class of M3 /M3 _ 1 . 
The dual argument shows that m2 = 0, for all but a finite number of 
elements m in each 'R.-class of Mi/M3 _ 1 . 
(ii) = (iii): Take any infinite subset T of M. We know that T contains 
either an infinite subset U whose elements are all pairwise L-equivalent, or an 
infinite subset U whose elements are all pairwise R-equivalent, or an infinite 
subset U, where no two elements of U are 7Z-equivalent or L-equivalent. 
If T contains an infinite subset U of pairwise L-equivalent elements, then 
we can find two elements mk , me E U such that m2k = m = 0. By the definition 
of U, there exists a E M such that mk = amp. Then m,kme = anti = 0, and so 
0 E T*. 
The dual argument applies if T contains an infinite subset of pairwise 
7Z-equivalent elements. 
If all elements of U are contained in distinct L-classes and 7Z-classes, then 
for some 1 < j < n, there exists an infinite countable subset V = g 1 ,gic A2 , 
of U n (Ali\ Mi_1), where ik E I, Ak E Ai and ip 	iq Ap 	A q , for p 	q. 
Pick an element gL Ak e V. Since the set 1m E G k* m2 01 is finite, there 
exists g4 A , E V such that (4 A1 ) 2 = 0. Then 4 Ak = g:kAt a and g4A, = 
for some a, b E M. Thus g4 A Ak = b(gic Ad 2 a = 0, and so 0 E T* in this case, 
too. 
(iii) = (i):Take any infinite subset T of M. 
If T contains an infinite subset U of pairwise L-equivalent elements, then 
the argument used in the proof of Lemma 87 (iii) shows that Koo C Ann(M). 
The graph D embeds K, and hence in Ann(M). Therefore M is D-saturated 
in this case. 
The same conclusion is drawn if T contains an infinite subset U of pair-
wise R.-equivalent elements. 
If all elements of U are contained in distinct r-classes and 7Z-classes, 
then there exists a subset V = 	... of U, as defined in (ii). 
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We have just shown that the sets R 1 = fg E 	n S I g2 	01 and 
L 1 = 	E C3,A 1 n S I g2 01 are finite. It follows that 
Vi — 	E V\g 11 I (G k ) 2  — (G3ikA1 ) 2 = 01 
is infinite. For each element glok E I/1 , there exist ck , dk , g 1 E M such that 
A i = Ckg:k A and gilkAk = 	A i dk • Therefore 	A 1 g3ik Ak = Ck(glk A 1 ) 2 dk 	0. 
Similarly, gliAi glok = 0, and so g 1 V1 = Vig 1 = 0. 
The same reasoning in the preceding paragraphs can now be applied to 
V1 . That is, for any element gic Ap E VI , there exists an infinite subset V2 of 
\ g,3 A, such that gV2 = V24A, = 0. The process proceeding in the same 
way is obviously infinite, and so there exists an infinite sequence giltAi , 
that induces a complete symmetric subgraph in Ann(M). The graph D em-
beds in this subgraph, and hence in Ann(M). Thus M is D-saturated in this 
case, too. 0 
6.4 Matrix semigroups 
In the next section necessary and sufficient conditions are given for when a 
monomial matrix semigroup M(G) is annihilator D-saturated. The proof 
relies on the structure of M(G), described in Lemma 24. 
Monomial matrix semigroups 
Theorem 90 Let S be an infinite matrix sem,igroup of M(G), where M(G) 
has ideal series 
{0} = Mo C C C 	= Mn (G), 
and each factor Mi I Mi_ i is isomorphic to the completely 0-simple semigroup 
.A/1 13 (Ci; I) , A3 ; F3 ), for all 1 < j < n. Let G s be the set of all elements con-
tained in subgroups of S, and let D be a finite graph with at least one edge. 
Then the following statements are equivalent: 
(i) S is annihilator D-saturated; 
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(ii) S is periodic; Gs is finite, and s 2 = 0, for all but a finite number of 
elements of S; 
(iii) for every infinite subset T of S, 0 E T*. 
Proof. (i) = (ii): If S contains an element s of infinite order, then the 
vertices s,s 2 ,s3 ,... are not adjacent in Ann(S). Since D has edges, we see that 
the subgraph induced by the vertices s, s2 , s3 , ... does not contain a subgraph 
isomorphic to D, a contradiction. Thus S is periodic. 
Suppose to the contrary that Gs is infinite. Each Rees factor M3 /M3 _ 1 
contains a finite number of 9-1-classes, and hence a finite number of maximal 
subgroups. Therefore Gs contains an infinite maximal subgroup H. The 
subgraph induced by this subgroup is null, and so D does not embed in this 
subgraph. Therefore S is not D-saturated, contradicting (i). Thus Gs is finite. 
Suppose that the set T = 	E S s2 	is infinite. Then T n GIA is 
infinite, for some i E I,, A e Ai and 1 < j < n, since /3 , Ai are finite, for all 
1 < j < n. Pick two elements sk , se E T n GA. There exists t E M such that 
sk = s e t. Therefore the element sk set = s 0, and so skse 0. Similarly, 
sok is nonzero, and so the elements of TnGIA induce an infinite null subgraph 
in Ann(S). This contradicts (i) again, and so we conclude that T is finite. 
(ii) = (iii): Take any infinite subset T of S. Then T n G3,A is infinite, 
for some i E 	E Ai and 1 < j < n. .Since T = {s E S 82 	is finite, 
we can find two elements sk, se E T fl GliA such that s = s = 0. There exists 
a e M such that sk = sea. Thus s k se = sa = 0, and so 0 E T*. 
(iii) = (i): Take any infinite subset T of S. Then T n GA  is infinite, 
for some 91-class G -1A of M(G). Since 0 E (T n GL)*, there exist two distinct 
elements a,b E T n GA  such that ab = 0. For any other pair of elements 
c,dETn G„ there exist e, f E M(G) such that c = ea and d = bf.  . There-
fore cd = eabf = 0. Similarly, dc = 0, and so Ann(S) contains an infinite 
complete symmetric subgraph. The graph D embeds in this subgraph, and 
hence S is D-saturated. 0 
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Linear semigroups 
Annihilator D-saturated linear semigroups are more difficult to describe, since 
each Rees quotient semigroup can have an infinite sandwich matrix. 
Theorem 91 Let S be an infinite matrix semigroup of M(K), where M(K) 
has ideal series 
{0} = Mo C C C Mn = Mn (K). 
Let G s be the set of all elements contained in subgroups of S, and let D be a 
finite graph with at least one edge. Then S is annihilator D-saturated if and 
only if the following conditions hold: 
(i) S is periodic; 
(ii) 2 = 0, for all but a finite number of elements of S; 
(iii) G5 is finite; 
(iv) for every infinite subset T of S, 0 E T*. 
Proof. The 'only if' part. Suppose that S is annihilator D-saturated. 
The argument used in the proof of Theorem 90(i) demonstrates that S 
is periodic. Thus (i) holds. 
Suppose to the contrary that there exists an infinite subset T of S such 
that t2 0, for all t E T. By Corollary 21, there exists a countably infinite 
subset U = u 1 ,u2 , ... of T such that the subgraph H of Ann(S) with all 
vertices of U is null, or isomorphic to either A00 , Doo or K. 
If H is null, then S is not D-saturated, a contradiction. 
If H iloo or H E-=-1 Koo , then we may assume that 
tt iui = 0, 	 (6.1) 
for all u , ui E U and 1 < i < j. The elements of U are contained in 
a vectorspace (see [55], §4.1) of dimension n 2 . Therefore there exists a set 
u,„ u32 , , u8n2 , which spans U. Then 
U821 = aius , + 	+ an2u32 , 
88 
where a, E K. Hence 
u2 	= (alUs i 	. • • + an2 USn2 ) 147,2+1 • Sn2+1 (6.2) 
The left-hand side of (6.2) is nonzero, since u sn2+i E T. The right-hand side 
of (6.2) is zero, by (6.1). This contradiction shows that H A00 and H K. 
If H Doo , we may assume that ujui = 0, for all 1 < j < i. Then 




2+1 = Usn2+1 (aiu„ + . + an2u8n2 ), Sn 
which yields the same contradiction. 
This contradicts Corollary 21, and so we conclude that T is finite. There-
fore (ii) holds. 
It follows immediately that Gs is finite, since s 2 	0, for all s E Gs. 
Thus (iii) holds. 
Take any infinite subset T of S. Again, Corollary 21 implies that T 
contains an infinite subset W such that the subgraph H of Ann(S) induced by 
the vertices of W is null, or isomorphic to A o„, Doc or K. The first possibility 
is impossible by our hypothesis. In the remainining cases H contains edges. If 
(a, b) e E(H), then ab = 0, and so 0 E T*. Hence (iv) holds. 
The 'if' part. Take any infinite subset T of S. Applying Corollary 21, 
T contains a countably infinite subset U = u i , u2 , ... such that the subgraph 
H of Ann(S) induced by the elements of U is null, or isomorphic to it, Doo • 
or K. 
The first case implies that S is not D-saturated, and so is impossible. 
If H 	A, then we may assume that the elements of U have been 
indexed such that ujuj = 0 (and uju, 	0), for all 1 < i < j. Choose a 
spanning subset us „ us2 , 	,u82 of U. We get 
Usn2+2 = aiUsi 	. . . a2 Uso 
for some a, E K. Hence 




The left-hand side of (6.4) is nonzero. The right-hand side of (6.4) is zero. 
Therefore H Aco . 
If H 	Doo , then a similar argument yields the same contradiction. 
Therefore H D. 
We deduce from Corollary 21 that H K. The graph D embeds in 
this subgraph. Hence D embeds in Ann(S), and S is D-saturated in this case, 
too. 0 
6.5 Nilpotent semigroups 
In contrast with the cases of commutative, semisimple and matrix semigroups, 
there exist nilpotent semigroups that are D-saturated, provided D is acyclic, 
as seen in Example 92. 
Example 92 Let S = {0, e,x i ,x2 ,...}, where multiplication is defined by the 
rule: 
	
= E, 	if i < j, 
XiXj = 0, 	if i > j, 
SE = ES = 0, for all s E S, 
SO = Os = 0, for all s E S. 
Then Ann(S) is isomorphic to D. Hence S is D-saturated if and only 
if D is acyclic. 
Not all nilpotent semigroups are D-saturated, of course, as evidenced in 
Example 84. 
It is difficult to describe annihilator D-saturated semigroups in full gen-
erality. However, the next result shows that it suffices to consider only the 
elements of S \ 52 when investigating whether a nilpotent semigroup is anni-
hilator D-saturated or not. 
Lemma 93 An infinite nilpotent semigroup S is annihilator D-saturated if 
and only D embeds in the subgraph of Ann(S) with all vertices being in S \ 
S2 U {0} . 
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Proof. Denote by n the minimum positive integer such that Sn = 0. 
The 'only if' part is obvious. 
The 'if' part. The proof uses induction, and the base step is the hypoth-
esis, namely, that D embeds in the subgraph of Ann(S) with all vertices being 
in S \ 52 U {0}. Assume that D embeds in the subgraphs Hk of Ann(S) with 
all vertices being in 5 \ S k U {0}, for k = 3,4 ... n — 1. 
Now S \ Sn U {0} = Sn -I U S \ S' U {0}. Every infinite subset T of 
S\SnU{O} contains an infinite subset U of T such that either U C Sn-1 U {0} or 
U C S\ST) -1 U {0}. The product of every pair of elements in Sn -1 U{0} is zero. 
Therefore D embeds in the subgraph G of Ann(S) induced by the elements of 
Su lob if U C Sr' U {0}. When U C S \ Sn' U {0}, the graph D embeds 
in the subgraph H of Ann(S) induced by the elements of S \ Sn' U {0}, by 
our induction assumption. Therefore D embeds in the subgraph lin of Ann(S) 
with all vertices being in S \ 5n-1 U 101. Since S = S \ Sn U {0}, we see that 
S is D-saturated. 0 
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Appendix A 
Automata recognised by graph 
algebras 
A.1 Introduction 
This appendix is devoted to a connection between automata and a particular 
class of algebras, called "graph algebras". First, we recall a few definitions of 
automata theory. 
Definition 94 ([24 §2.2.9) A deterministic finite state automaton is a quin-
tuple A = A(S, X, 0, i,T), where 
S is a finite set of states; 
X is a finite set of symbols; 
S x X —> S is a state transition function; 
i C S is an initial set of states; 
T C S is a set of final states. 
A word x E X* is said to be recognised by an automaton A if ix E T. 
The language recognised by an automaton is the set of words in X* which are 
recognised by A. It is denoted by L(A). 
An automaton can be represented diagrammatically, via a labelled di-
rected graph with vertex set S and edge set (s, t), for all s,t E S, where 
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sx = t, for some x E X. The edge (s, t) is labelled by x. This graph is re-
ferred to as the state diagram of the automaton, and may contain loops and 
multiple edges. The initial (resp. final) states are represented by incoming 
(resp., outgoing) arrows. Figure A.1 illustrates the state diagram of an au-
tomaton A = A(S, X, 0, i,T), where S = {s i , s2 }, X = {a, 6}, i = T = s l , 
and 0(s 1 , a) = s2 , 0(s2 , b) = s l . The automaton A recognises the following 
words: (ab)* . 
Figure A.1: The state diagram of an automaton. 
Schiitzenberger [51] established the connection between finite automata 
and finite semigroups, and showed that a finite monoid can be associated with 
each recognisable language. We need the following definition in order to state 
this. 
Definition 95 ([22], §3.1) A language L C X* is recognised by a monoid M, 
if there exists a morphism q : X* —> M and a subset T of M such that 
L = 0 -1 (T) 
Lemma 96 ([15], Theorem 1.4.2) Let A be a finite alphabet, and let L C A*. 
The following statements are equivalent: 
(i) L is recognised by a finite automaton; 
(ii) L is recocognised by a finite monoid. 
Throughout this appendix, a graph is finite and undirected without mul-
tiple edges, but possibly with loops. 
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Let D = (V, E) be a graph. The graph algebra Alg 1 (D) associated with 
D is the set V U tool equipped with multiplication defined by xy = x if 
(x, y) E E and xy = oo otherwise, and zoo = oox = 0000 = oo, for all 
x, y E V. Let Alg l (D) be the graph algebra of D with identity 1 adjoined. 
Example A.2 illustrates a graph D together with the corresponding Cayley 




vertex 1 a b c d oo 
1 1 ab cdoo 
a a a oo oo oo oo 
b b oo oo oo oo oo 
C c oo oo c c oo 
d d oo oo d d oo 
oo oo oo oo oo oo oo 
Figure A.2: A graph D with the corresponding Cayley table for Alg l (D). 
A complete graph contains all edges including loops. The complete graph 
of order n is denoted by K. 
Definition 97 ([8], §1.6) A regular expression over an alphabet X is defined 
as follows: 
(i) 0 is a regular expression; 
(ii) each member of X is a regular expression; 
(iii) if x 1 and x2 are regular expressions, then so is (xi U x2); 
(iv) if x 1 and x2 are regular expressions, then so is (x i x2 ); and 
(v) if x is a regular expression, then so is x* . 
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Lemma 98 ([8], Theorem 1.6) Given an alphabet X, the regular languages 
over X are exactly the languages that are represented by regular expressions 
over X. 
A.2 Main algorithm 
This section contains an algorithmic description of all regular languages recog-
nised by graph algebras of finite graphs. The results in this appendix have 
been published in [35]. 
The following algorithm verifies whether a regular language is recognised 
by a graph algebra. 
Algorithm 
Input: A regular expression R defining a language L. 
Output: Minimal graph algebra recognizing this language, if it exists. 
Step 1. Find an automaton A recognizing L. 
There are three major methods of transforming regular expressions into 
finite automata, which can be used in Step 1. The first method is due to 
Thompson [54], who used nondeterministic finite automata with )-transitions. 
Berry and Sethi [4] gave an algorithm using nondeterministic finite automata. 
This method has been further developed by Briiggeman-Klein [9] and Chang, 
Paige [10]. The third method is due to Aho, Sethi and Ullman [2], and uses 
deterministic finite automata. 
Step 2. Reduce A and find an equivalent minimal automaton M. 
The computation of a minimal automaton in Step 2 can be carried out in 
several ways. For instance, the reduction algorithm due to Moore starts with 
a given automaton and computes successive approximations of the Nerode 
equivalence (see, for example, [6]). A careful implementation of this algorithm 
has been proposed by Hoperoft [1], who proved that it can be carried out in 
time 0(N log N) for N-state automaton. 
Step 3. If M recognises a nontrivial language, then check whether M 
is of the form shown in Figures A.3, A.4, A.5, or A.6 up to notation of letters 
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of the alphabet. 
Step 4. If M is of the form in Figures A.3 A.4, A.5, or A.6, then 
the language L is recognised by the algebra Alg l (D) of the graph D that 
consists of r copies of K2, and — r copies of K1 (when n1, > 1 and 
, ne = 0), together with at most one isolate. 
Figure A.3: Alphabet X = X1 U U Xe U Y1 U U Y U Z U W, where 
= {xii, • • • , Xik t }, Yi = fyii, • • • , Yin i b Z = {Zi • • • 7 ZI}) W 	{ W I., • • • 7 tot}, 
19 , e,t, 	• • .,ne> 0; e + p > 1; k1 ,...,ke > 1. 
Figure A.4: Alphabet and all sets of letters as in Fig. A.3. If p = 0 and = 1, 
then n1 > 1. 
A.3 Technical lemmas 
Since we consider only finite graphs, it is clear that every language recognised 
by a graph algebra is regular. All regular languages can be characterised in 
terms of the syntactic monoid defined below. 
96 
Figure A.5: Alphabet and all sets of letters as in Fig. A.3, and where 
Az =(X U Y U V) and Bi = X \ A„ for 1 < i < e. 
Figure A.6: Alphabet and all sets of letters as in Fig. A.3, and where 
Az =(X U 11, U V) and Bi = X \ Ai , for 1< i < f. If p = 0 and = 1, 
then n 1 > 1. 
Definition 99 ([22], §3.1) For a subset L C X*, the syntactic monoid Syn(L) 
of L is the quotient of X* by UL, where 
aL = {(x, y) c X* x X* : (Vu, v E X * ) 
uxv e L if and only if uyv E LI. 
Then we have 
Lemma 100 ([14], 7.2.1) For any subset L of X* and any monoid M, the 
following conditions are equivalent: 
(i) there exists a morphisrn q 5  : X* 	M such that L = 0 -1 (U) for some 
U C M ; 
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(ii) Syn(L) divides M. 
The next result describes all graphs D such that Alg l (D) is a syntactic 
monoid. 
Lemma 101 ([37], Corollary 6) Let D be a graph. Then the graph algebra 
Alg l (D) is a syntactic monoid if and only if D has at most one isolated vertex 
and all other connected components of D are complete graphs with no more 
than two vertices. 
The following definition and results are also used to characterise syntactic 
monoids. 
Definition 102 Let S be a monoid with a subset T, and let s E S. Then the 
context of s with respect to T is denoted by ContT (s) and is defined by 
ContT(s) = {(a, b) E S i X S I  asb E T}. 
Lemma 103 ([14], Proposition 7.1.1) Let 	: S --+ T be a surjective mor- 
phism of semigroups, and let A = 0 -1 (B) for some B C T. There exists an 
isomorphism b : SluA T I a B• 
Lemma 104 ([14], Proposition 7.2.3) A finite monoid S is syntactic if and 
only if there exists a finite alphabet X and a recognisable subset L of X* such 
that S-r=-1 Syn(L). 
Lemma 105 A monoid S is syntactic if and only if S contains a subset T 
such that every two distinct elements of S have different contexts with respect 
to T. 
Proof The 'only if' part. If S is syntactic, then S 	Syn(L), for some 
finite alphabet X and subset L C X*, by Lemma 104. Then every pair of 
elements of Syn(L) have distinct contexts with respect to 
The 'if' part. Suppose that S contains a subset T such that every two 
distinct elements of S have different contexts with respect to T. Choose X 
so that there exists a surjective morphism çb : X* -4 S, and let L = 0-1 (T). 
Then Syn(L) = XVcri, S/o-T = S, by Lemma 103. 0 
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A.4 Correctness of the algorithm 
Our algorithm relies on the following theorem that characterises all languages 
recognised by graph algebras. 
Theorem 106 A language L C X* is recognised by the graph algebra of some 
graph if and only if the letters of X can be reordered and denoted by 
X = fx1 1 5 • • • 5 X ikl • • • Xi') • • • X'eki 5 
Y1 1 	Yin].) • • • 5 Yel • • • gent, 
. • • , Zp,W1, • • 	Wt, V1, • • • ,Vsb 
so that either L or X* \ L is represented by one of the the following regular 
expressions, where V = v 1 + • + vs , Xi = xii + • • • + Xiki; 	= 	+ • • • + Yino 
Z = z 1 + • • • + zp , and e,p, s, 	• • ne, kl,  
V* (ZV* + E xi (xi + 	V)), or 	 (A.1) 
i=1 
(A.2) 
where if p = 0 and = 1, then n 1 > 1. 
Proof. The 'only if' part. Let L C X* be recognisable by Ale (D), for 
some graph D. Then there exists a morphism 0: X* —> (D) and a subset 
T of Ale (D) such that L = 0'(T). 
The image 0(X*) is a submonoid of Alg l (D). By Lemma 100, a language 
L C X* is recognisable by 0(X*) if and only if Syn(L) divides 0(X*). That 
is, there exists a submonoid S' of 0(X*) and a morphism S' onto Syn(L). 
A submonoid S' of 0(X*) is induced by a subalgebra A of Alg(D). If 
A is generated by elements that belong to different connected components of 
D or one of them is oo, then A is isomorphic to the graph algebra of D', 
where D' is a subgraph of D induced by the elements of A \ loo}. If the 
generators are taken from the same connected component of D, then A is a 
left zero semigroup. If we adjoin oo to a left zero semigroup, then we get a 
graph algebra, too. 
The homomorphic image of a graph algebra (resp., a left zero semigroup) 
is a graph algebra (resp., a left zero semigroup), again. Thus if L C X* is 
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recognisable by a graph algebra with identity adjoined, then the following two 
cases are possible: 
Case 1: Syn(L) is isomorphic to Alg(G), for some graph G. Then 
Lemma 101 shows that G has at most one isolated vertex c o , and all other 
connected components C1, ... Cr and Cr+1 , , Ce of G are complete graphs 
with two or one vertices, respectively. 
There exists a natural surjection d : X -> Algl (G). Put P = 
It is clear that 
Contp(x) 	Contp(y), Vx y E Alg l (G), 	(A.3) 
as seen in Lemma 105. 
First, assume that oo 	P and 1 V P. Then Contp(oo) = 0. If G 
contains an isolate co and co P, then Contp(co ) = 0. This contradicts (A.3). 
Therefore co E P, if it exists, and Contp(co ) = (1,1). 
Similarly, Contp(Ci ) = 0, for r + 1 < i < E if Ci V P. Therefore Ci E P, 
for r + 1 < i < E, and so Contp(Ci ) = (1,1), (1, Ci ), (Ci , 1), (Ci , 
Each connected component Ci contains two vertices, a, a', for 1 <i < r. 
If a, a' V P, then Contp(a) = Contp(a') = 0, a contradiction. If a, a' E P, 
then Contp (a) = Contp (a') = (1,1), (1, a), (a, 1), (a, a), (1, a'), (a', 1), (a', a'), 
(a, a'), (a', a), again a contradiction. Therefore precisely one of a, a', say a 
belongs to P. Then Contp (a) = (1,1), (1, a), (a, 1), (a, a), (1, a'), (a, a') and 
Contp (al) = (a, 1), (a, a), (a, a'). 
Since (1,1) V Contp(1), we see that Contp(1) 	Contp(co), and also 
that Contp(1) 	Contp(a), for all a E Ci where a E P. If Ci contains two 
vertices a, a' and a' V P, then (1, a) E COntp(1) Contp(a'). Therefore all 
elements of Alg l (G) have unique contexts. 
Denote by z1, 	, zp the elements of X that are mapped by 0 to co, 
denote by w 1 , 	, tut the elements that are mapped to oo, by v i , 	, vs the 
elements that are mapped to 1, and by x 21 , 	, Xik, the elements that go to the 
only vertex of Ci , for i = r + 1, , E. Further, for i = 1, ,r, let xil , , xiki 
be the elements of X that are taken to the vertex of Ci chosen in P, and let 
yii ,•, yin, be the elements which are taken to the other vertex of C i . It is 
routine to verify that then L is represented by the regular expression of the 
form (A.1). 
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Second, assume that oo P and 1 E P. The same argument shows that 
P consists of the identity element, the only isolated vertex c o , if it exists, and 
just one vertex from each other connected component of G. Therefore L is 
represented by the regular expression of the form (A.2). 
It is worth mentioning that in this case G 	Indeed, suppose that 
G = KiL , and let V(G) = {a}. Then Contp(a) = Contp(1) if a E P, and 
Contp(a) = Contp(oo) if a V P, a contradiction. 
Third, assume that oo E P and 1 E P. In this case P contains just one 
vertex from each connected component isomorphic to K2. Relabelling letters 
of the alphabet we obtain the complement of the set P considered above, 
in the case where 1 P and oo ct P. Since (o-1) -1 P = L, it follows that 
(d) - '( Syn(L) \P) = X* \L. Therefore X* \ L is also recognised by Syn(L). 
Hence X* \ L is represented by the regular expression (A.1). 
Finally, assume that oo E P and 1 cl P. Then G K1 and X* \ L is 
represented by the regular expression (A.2). 
Case 2: Syn(L) is a left zero semigroup with identity adjoined. If a 
left zero semigroup has more than two elements, then for every subset T of 
Syn(L) there exist two elements with the same context with respect to this 
subset. This contradicts Lemma 105 and shows that 1Syn(L)1 < 3. 
There exists a natural surjection o1 : X* —> Syn(L), where L = 
for some P C Syn(L). 
First, assume that 1Syn(L)1 = 1. Then X* = 0-1 (1), and so L = X. 
This is a special case of (A.1), when p = 0, = 0, ko = 0 and t = 0. 
Second, assume that ISyn(L)I = 2, and let Syn(L) = {a, 1}. Denote by 
• , xk the elements of X that are mapped to a by 0, and by v1, , vs the el-
ements of X that are mapped to 1. If P = fa, 11, then Contp(1) = Contp(a), 
which contradicts Lemma 105. If P = {1}, then L is represented by the ex-
pression (v i + • • • + v3 )* of type (A.2), where p = 0, = 1, ki = k,n i = 0 and 
t = 0. If P = fah then L is represented by 
(v i + • • • + vs )*(x i + • • • + xk )X*, 
a special case of (A.1), where p = 0, = 1, k 1 = k, n 1 = 0 and t = 0. 
Third, assume that I Syn(L)1 = 3, and let Syn(L) = {a, b,1}. Denote 
by x l ,.. ., xk the elements of X that are mapped to a by 0, by yi,• • • ,Yrn the 
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elements of X that are mapped to b by 0, and by v1, • • - , vs the elements of X 
that are mapped to 1. 
If P = {1}, P = {a, b} or P = fa, b, 11, then Syn(L) contains two 
elements with the same context with respect to P. If P = { a} (the case where 
P = {b} is dual), then L is represented by 
(vi + • • 	vs) * (xi + • • + xk )X*. 
That is, L is given by an expression of the form (A.1), where p = 0, 	= 1, 
k 1 = k,n i = m and t= 0. If P = {1, a} (the case where P = {1,6} is dual), 
then L is represented by 
1 + (vi + • • • + vs )* (1 + (x i + • + xk) ) x*, 
an expression of type (A.2), where p = 0,E = 1,k i =k, n1 = m and t =0. 
The 'if' part. Suppose that L is given by the regular expressions (A.1) or 
(A.2), where n 1 ,..., n,. > 1 and 74+1,•, ne = 0. Consider the graph D which 
consists of an isolated vertex co (if p > 0), r copies of K2, and E — r copies of Ki.• 
By Lemma 101, Ale (D) is a syntactic monoid that recognises some language. 
When L is a regular expression of the form (A.1), let T C Ale (D) be the set 
which comprises the only isolated vertex c o , if it exists, and one vertex from 
each connected component of D. If L is given by the regular expressions (A.2), 
then we also include 1 in T. 
By Lemma [22], 1.7.3, there exists a unique morphism 0: X* —> Ale (D), 
which maps z 1 , 	, zp to co , the letters w 1 , 	, tu t to 00, and v1 , 	, vs to 1; 
and, for i = r + 1, 	, E, maps xil, • • , Xik i to the vertex of the i-th copy C, of 
K1 ; and, for i = 1, 	, r, maps x1,. 	xik, to the vertex C, of the i-th copy of 
K2 which belongs to T; and, finally, for i = 1, 	, r, maps yii , 	y,„, to the 
other vertex of the i-th copy of K2. 
We will show that L = c5 -1 (T). Take any u E L. By the definition of 
(A.1) and (A.2), 0.(u) E T. Therefore L C 
On the other hand, let 0(u) E T, for some u = al • • • ak E X*, where 
a, E X. If 1 E T and 0(u) = 1, then 0(a,) = 1, for all 1 < i < k. Then 
a, E V U {1}, and so u E 1 + V* C L. If 0(u) = co and 1 E T (resp., 1 V T), 
then there exists 1 < j < k such that 0(a2 ) = co . Then 0(a2 ) = 1, for all 
1 <i < k and i j. Thus u E 1 + V*(1 + ZV*) C L (resp., u E V*ZV* C L). 
If 0(u) = C, and 1 E T (resp., 1 cl T), then there exist 1 < j < k such that 
q5(a) = C, and 0(ah) Ci , for h < j. Then 0(ah) = 1, and so ah E V U {1} 
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(resp., ah E V), for h < j. For g > h, we see that either ag belongs to the 
same connected component as ah, or ag E V U {1} (resp., ag E V). Therefore 
u E 1+ V * (1±V *Xi (Xi+ + V)*) C L (resp., u E V*Xi(Xi + + V)* C L). 
Thus in every case u E L, and so 0-1 (T) C L. Therefore 0 -1 (T) = L, and by 
Definition 95, L is recognised by Alg l (D). 
Suppose that X* \ L is represented by the regular expression (A.1) or 
(A.2). The preceding arguments shows that X* \ L is recognised by a finite 
graph algebra Alg l (D), where 0 : X* —> Alg l (D) and 0 -1- (T) = X* \L, for 
some surjective morphism 0 and subset T of Alg l (D). Then L is recognised 
by Alg l (D) as 0 -1 ( Alg l (D) \ T), L. 0 
Thus if a language L is defined by a regular expression of type (A.1) 
(resp., (A.2)), then it recognised by the automaton in Figure A.3 (resp., Fig-
ure A.4). Similarly, if the complement X* \L is represented by the expression 
of type (A.1) (resp., (A.2)), then the automaton shown in Figure A.5 (resp., 
Figure A.6) recognises L. 
Example 107 Suppose that X = fa, 0, 71, and L = a*,3a*. 
The minimal automaton M which recognises L is given by: 
a 
• 	 
   
   
Figure A.7: The state diagram for M. 
The state diagram in Figure (A.7) corresponds to the state diagram in 
Figure (A.3). Therefore L is recognised by the graph algebra Alg l (D) where 
D consists of one isolate co. 
The alphabet X can be relabelled according to Theorem 106, namely, 
	
a = v 1 ,@ = zi,-y = w1. The morphism : X* 	Algl (D) is given by 
a —> 1; 13 -+ co ; 7 	oo. 
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Glossary of Notation 
Symbol 	 Definition 	 Pages 
lai 	the order of an element a  	5 
A+ the free semigroup over an alphabet A 	 13 
A* 	the free monoid over an alphabet A    13 
Ale (D) 	the graph algebra associated with a graph D 	 94 
gcd(a, b) 	the greatest common divisor of a and b 	  19 
(A) 	the subsemigroup generated by A  	6 
A(S, A, p, d, H) an automaton 	  92 
Ann(S) 	the annihilator graph of a semigroup S 	  77 
iloo an infinite ascending chain    14 
B2 	 the five element Brandt semigroup    29 
C(G) 	the centre of a group G  	5 
Cay(S,T) 	the Cayley graph of S with respect to T C S  	35 
ContT (s) 	the context of s E S with respect to T C S    98 
D 	 Green's relation   	8 
Ds Green's relation in S  	9 
Div(S) 	the divisibility graph of S 	  49 
Div(U) s 	the subgraph of Div(S) induced by U C S    49 
Do° 	an infinite descending chain 	  14 
E(G) 	the edge set in a graph G 	  13 
eg 	the identity element of a group G, where g E G  	4 
G 1 x ... x Gri 	the direct product of a finite set of (semi)groups  	5 
G(V, E) 	a graph with vertex set V and edge set E    13 
109 
G iA 	an 7-1-class of M° (G; I, A; P)    10 
GijA 	an 74-class of Jvl°(G3 ; /3 7 A3 ; P3 ) 	  67 
G i* 	an R.-class of M°(G; I, A; P)    10 
G-7, * 	an 7Z-c1ass of M° (G3 ; /), A3 ; P3 )    67 
G * A 	an L-class of M° (G; I, A; P)    10 
G A 	an G-class of M° (G3 ;1-3 , A3 ; P3 )  	67 
giA 	an element in GA 	  57 
gi/A 	an element in GI), 	  67 
GL3 (K) the group of j x j invertible matrices over a field K 	12 
Gy 	the p-primary component of a group G  	5 
Gy 	the maximal subgroup of S y    12 
7-1 	Green's relation  	8 
'Hs 	Green's relation in S  	9 
(h; i, A) 	an element of M° (H; I, A; P)    10 
J Green's relation   	8 
js 	Green's relation in S  	9 
J a 	the J-class containing a  	9 
J (a) 	the principal ideal generated by a  	9 
K a skew field    12 
Kr, 	the complete undirected graph of order n 	 94 
Koo 	the complete symmetric graph of infinite order  	13 
✓ Green's relation  	8 
Ls 	Green's relation in S  	9 






M(G; I, A; P) 















the L-class containing a  
	
9 
the Gu-class containing a  9 
the semigroup Ma (G) or Ma (K) 	
 
27 
the set of all n x n linear matrices over a field K 	
 
12 
the set of all n x n monomial matrices over G 	
 
12 
the Rees matrix semigroup over G 	
 
10 
the Rees matrix semigroup over G°  
	
10 
the projection of G 	
 
20 
an entry of a sandwich matrix  
	
9 
the Euler phi function for m  32 
the power graph of a semigroup S 	
 
15 
the subgraph of Pow(S) induced by U C S 	
 
16 
the set of rational numbers 	  56 
the set of real numbers  
	
56 
Green's relation  8 
Green's relation in S  
	
9 
the 72.-class containing a  
	
9 
the 'RT-class containing a  9 
the principal right ideal generated by a  
	
9 
the smallest compatible relation containing R  
	
7 
the smallest equivalence relation generated by R  
	
7 
the transitive closure of R  
	
7 
the smallest congruence generated by R  
	
7 
the natural map from S to SI p 	
 
11 




SIN 	the Rees quotient of S by N  	5 
Sy 	an Archimedean semigroup of a semilattice Y 	 11 
Syn(L) the syntactic monoid of a language L    97 
S° 	the semigroup S with adjoined zero  	6 
S' 	the semigroup S with adjoined identity  	6 
at, 	the syntactic congruence of a set L C X* ..... 	 97 
T* 	the set {icy 1 u, v E T,u v} 	  79 
(u, v) 	an edge in a graph    14 
V(G) 	the vertex set in a graph G 	  13 
Y 	a semilattice    11 
Z± 	the set of positive integers 	  14 
Zp 	the cyclic group or order p  	5 
Epoo 	the quasicyclic p-group  	5 







elementary R transition, 7 
epigroup, 12 
equivalence 
92 	generated by a relation, 7. 
Euler phi-function, 32 
factor 
of a word, 13 
final state 
of an automaton, 92 
finite ideal series, 11 
graph, 13 
acyclic, 14 





















annihilator D-saturated, 77 
antichain, 8 
associative law, 4 
automaton 
deterministic finite state, 
bijection, 8 
binary operation, 4 
Cayley D-saturated, 35 
centre 




Chinese remainder Theorem, 
comparable, 8 
congruence 
on a semigroup, 7 
connected component, 14 
context, 98 
cosets, 5 
direct product, 5 
of semigroups, 13 
directed cycle, 14 
divisibility D-saturated, 49 
divisor 





quotient, 5 	 outdegree 
torsion, 5 of a vertex, 14 
group of units, 6 	
p-primary component, 5 
ideal, 9 	 p-rank, 5 
principal, 9 	 p-group, 5 
ideal extension partial order, 7 
of a semigroup, 12 	 partially ordered set, 7 
idempotent, 6 	 path, 14 
identity element, 4 	 power D-saturated, 15 
incomparable, 8 principal series, 11 
indegree 	 projection, 5 
independent set, 5 	 rank 
initial state 	 of an element, 12 
of a vertex, 14 
of an automaton, 92 	 regular expression, 94 
inverse 	 relation 
of an element, 9 	 antisymmetric, 7 
binary, 6 
join, 8 	 converse of, 6 
equality, 6 
kernel 	 equivalence, 6 
of a semigroup, 9 	 reflexive, 6 
language 	 symmetric, 6 
recognised by an automaton, 92 	transitive, 6 
letters, 13 
logical numbering, 17 	
sandwich matrix, 10 
lower bound, 8 	
segment 
 
lower semilattice, 8 	
of a word, 13 
semigroup, 6 
map, 8 	 Archimedean, 11 
meet, 8 Baer-Levi, 48 
minimal 	 bicyclic, 46 
element, 7 	 completely [0-]simple, 10 
monoid 	 free, 13 
free, 13 inverse, 9 
morphism, 8 	 left zero, 12 
linear, 12 
natural partial order, 9 	 matrix, 12 
nilextension, 25 	 monoid, 6 
order 	
monomial, 12 
of a group, 5 	 nil, 12  




Rees quotient, 11 
regular, 9 




of Archimedean semigroups, 12 
state diagram 
of an automaton, 93 
state transition function, 92 
subepigroup, 12 
subgraph 
of a graph, 13 
subgroup, 5 
subsemigroup, 6 
syntactic monoid, 97 
tournament, 13 
transitive closure 
(of a relation), 7 
unit, 6 
upper bound, 8 
variety, 13 
vertex 
adjacent from, 14 
adjacent to, 14 
word, 13 
recognised by an automaton, 92 
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