While an item is not fixated on, accumulation occurs at a rate discounted by the gaze bias 209 parameter γ. A choice is made as soon as evidence in favor of one item reaches a decision 210 threshold. The GLAM is rooted in the class of linear stochastic race models (Tillman, 2017 ; 211 Usher, Olami, & McClelland, 2002 ). These models naturally generalize to choice scenarios 212 with more than two items and remain analytically tractable, allowing for more complex 213 applications (e.g., embedding in a hierarchical Bayesian framework). 
Individual model comparison 227
We fitted and compared two GLAM variants to the response time and choice data of 228 each participant to gauge the evidence in favor of the previously described gaze bias 229 mechanism and to quantify its strength on an individual level: 230 1. A full GLAM variant with free parameters v, γ, σ, τ. This model allowed the gaze 231 bias parameter γ to vary freely between the individuals. 232 2. A no-gaze-bias GLAM variant, where the gaze bias parameter γ was fixed to 1 233 (resulting in no influence of gaze on the accumulation process) 234
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The two models differ in their complexity: The full model has one more free parameter and 235 can therefore be expected to provide a better absolute fit to the data. We used the Deviance 236 The full model fitted 26 of 30 (87%) participants better than the no-gaze-bias model 242 ( Figure 4A, B) . The mean ± s.e.m. difference in the DIC scores between the full and no-gaze-243 bias models was -34.22 ± 6.84 ( Figure 4B ). 244
Individual estimates of the gaze bias parameter γ in the full model ranged from -0.93 245 to 0.81, with a mean ± s.d. = 0.20 ± 0.39 ( Figure S2) . Notably, the individual estimates 246 covered a wide range of possible values between γ = −1 (strong gaze bias) to γ = 1 (no gaze 247 bias). With a strong gaze bias, the GLAM leaks evidence for an item, while another is fixated 248 on, whereas evidence accumulation is independent of gaze allocation when no gaze bias is 249
present. 250
Taken together, the individual model comparison revealed that most participants' 251 behavior was better described by a model that includes the gaze bias mechanism. Importantly, 252 the extent to which the accumulation process was influenced by gaze, as captured by 253 individual gaze bias (γ) estimates, showed non-trivial individual differences. 
GLAM predicts individual choice behavior 264
We found that in a relative model comparison the full GLAM best describes the data 265 of most participants, when compared to a restricted variant with no gaze bias (γ = 1; see 266 Figure 4 ). However, this analysis did not take into account whether the GLAM also accurately 267 predicts individuals' behavior on an absolute level. To test this, we again used both model 268 variants to simulate response data for each individual participant. This time, however, we split 269 the data into even-and odd-numbered trials. We then used all the even trials to estimate the 270 model parameters (training). Subsequently, we predicted the choices and response times for 271 all the odd-numbered trials (test). The purpose of this out of sample prediction was to validate 272 the individually estimated parameters, by comparing the GLAM's predictions to response 273 data that did not inform the parameter estimates. To compensate for the resulting loss of 274 training data we fitted both GLAM variants using a hierarchical Bayesian framework 275 (Kruschke, 2014; Wiecki, Sofer, & Frank, 2013 We found that the full GLAM variant accurately predicted individual differences in 282 response times (β = 1.06, t(28) = 26.17, P < 10 −20 ; Figure 5A ). Similarly, individual 283 differences in the probability of choosing the highest rated item were predicted precisely (β = 284 0.75, t(28) = 8.57, P < 10 −8 ; Figure 5B ). Lastly, we also found that the full GLAM predicted 285 individual differences in the influence of gaze on choice probability well (β = 0.98, t(28) = 286 6.69, P < 10 −6 ; Figure 5C ). 287
The restricted GLAM variant with no gaze bias predicted the participants' individual 288 response times and the probability of choosing the highest rated item similarly well (RT: β = 289 1.02, t(28) = 27.07, P < 10 -20 , Figure 5A ; P(choose best): β = 0.75, t(28) = 6.53, P < 10 −6 , 290
Figure 5B). However, the model failed to predict the influence of gaze on the participants' 291 choices (β = −2.97, t(28) = −1.53, P = 0.14; Figure 5C ), resulting in no correlation between 292 the predicted and empirical data in our gaze influence measure. and v (plotted on a log-log-scale). B: Probability of choosing the highest rated item and . C: 300
Influence of gaze on choice probability (mean increase in choice probability for an item that 301 is fixated on longer than the others, when corrected for the influence of the item's relative 302 value and the range of the other items' values) and . 303
304

GLAM explains individual choice behavior 305
We found that the GLAM accurately predicted individuals' response behavior. Next, 306
we tested whether the individual model parameters are able to explain variability in the 307 participants' choice behavior. Here, we used standard OLS regressions to predict the three 308 behavioral metrics in the odd-numbered trials from the individual GLAM parameters that 309 were previously estimated hierarchically from the even-numbered trials (see Figure 6 ). We 310 found that v (velocity parameter; see Methods for details) scaled logarithmically with the 311 participants mean response time (β = −0.89, t(28) = −18.87, P < 10 −16 ; Figure 6A ). We did not 312 find a meaningful relationship between the individual σ estimates and the probability of 313 choosing the highest rated item (β = -1.59, t(28) = -0.19, P = 0.85), even though the σ 314 parameter determines the magnitude of noise in the accumulation process (see Methods for 315 details). However, we found that γ (gaze bias) estimates predicted the participants'probabilities of choosing the highest rated item (β = 0.18, t(28) = 4.98, P < 10 −4 ; Figure 6B ), 317 so that stronger gaze biases (smaller γ) were associated with more choices that were 318 inconsistent with the item ratings. This relationship can be explained as follows: the gaze bias 319 parameter γ allows the model to bias the choice process according to the distribution of gaze 320 between items: with a strong gaze bias, the model's predictions are strongly dependent on the 321 distribution of gaze, and a gaze distribution that is random with respect to the items' liking 322 ratings then leads to random choices. On the other hand, the model's predictions are 323 independent of gaze when no gaze bias is present. The model then neglects gaze and predicts 324 choices solely driven by liking ratings. Lastly, as expected, we also found that γ estimates 325 predicted the participants' individual scores of gaze influence on choice probability (β = 326 −0.31, t(28) = −5.68, P < 10 −5 ; Figure 6C ). 327
328
Discussion 329
Here, we investigated individual differences in the influence of gaze allocation on 330 simple economic choice behavior by analyzing a previously published data set, where 331 individuals made choices between three snack food items. We found that individuals showed 332 an overall positive relationship between gaze and choice (longer gaze increases choice 333 probability), but that the strength of this relationship was highly variable across individuals. 334
To better understand the computational mechanism underlying this effect and its variability, 335
we proposed a new model called the Gaze-weighted Linear Accumulator Model (GLAM). It 336 assumes that individuals accumulate evidence in favor of each available item and make a 337 choice as soon as the cumulative evidence for one item reaches a choice threshold. 338
Importantly, the accumulation process is biased by gaze behavior, with discounted 339 accumulation rates for unattended items. We found that the GLAM accurately predicts 340 individuals' choice and response time data and does so better than a model that does not 341 assume any influence of gaze allocation on choice. We also found that the GLAM's gaze biasestimates reliably explained individual differences in choice behavior, namely, the strength of 343 the individuals' association of gaze and choice behavior and the individuals' probability of 344 choosing the highest rated item in a choice set (stronger gaze biases were generally associated 345 with more choices that were inconsistent with item ratings). 346
With the GLAM, we have provided a model that captures individual choice behavior 347 in simple economic choice tasks with multiple alternatives with high predictive accuracy by 348 integrating information about the individuals' allocation of gaze. It is statistically and 349 computationally tractable, making it readily extendable to novel choice tasks and research 350 questions. 351
Our individual model comparison revealed the added value of a gaze bias mechanism 352 in decision models. The large majority of the participants were better described by the full 353 model, compared to a restricted variant without any influence of gaze on choice. One reason 354 for this superior performance is that the GLAM's use of the individual trial gaze data allows 355 the model to make different predictions across otherwise identical choice sets. In this way, the 356 model is able to explain variance in behavior that would otherwise be attributed to unspecified 357 decision noise. As decision making can be seen as a stochastic process (Rieskamp, 2008) , 358 choices across identical trials with high difficulty (where ratings for the available items are 359 very similar, for example, 3, 2 and 2 for the left, middle and right item, respectively) can be 360 assumed to vary. A stochastic choice model without a gaze bias mechanism will make 361 probabilistic, but identical predictions for two such trials (Gluth & Rieskamp, 2017) . 362
Leveraging a gaze bias mechanism, however, allows a model to make trial specific 363 predictions, and these, relying on the generally positive relationship between gaze and choice, 364 will have higher accuracy. We expect the gaze bias mechanism to be especially relevant in 365 high-difficulty trials, where item rating information by itself provides little evidence in favor 366 of any one alternative. Ratcliff et al., 2016), is difficult to extend to complex choice scenarios (i.e., involving more 395 than two choice alternatives). Here, we have shown that the GLAM captures individuals' 396 choice behavior well in choice situations with only few choice alternatives. However, the 397 GLAM naturally extends to choices involving many more options, as we mostly encounter in 398 our everyday lives. Imagine standing in front of a vending machine to buy a snack. These 399 machines can easily store up to 20 items. We assume that in these multialternative choice 400 situations, both gaze and individual differences will play an even more prominent role: 401 individuals, when confronted with large choice sets, do not always look at all available items 402 
Data, tasks, procedure & preprocessing 468
We reanalyzed a data set that was previously published in Krajbich and Rangel 469 (2011) . In the corresponding experiment, hungry participants made repeated choices betweenmultiple snack food items (e.g., Twix, Lays Chips, Skittles, etc.), while their eye movements 471 were recorded. 472
The data set contains data from 30 Caltech students, who reported to regularly eat the 473 snack foods that were used in the experiment and had no dietary restrictions. The participants 474 received a show-up fee of $20 and one food item. The experiment was approved by Caltech's 475
Human Subjects Internal Review Board. 476
All participants were asked not to eat for 3 hours prior to the experiment. In an initial 477 liking rating task the participants indicated liking ratings between -10 to 10 for each of the 70 478 different snack food items using an on screen slider with a randomized starting point and free 479 response time ("How much would you like to eat this at the end of the experiment?"; Figure  480 1, Task 1). These ratings were used as a measure of the value participants placed on each 481 item. In the subsequent choice task the participants made choices between triplets of food 482 items. The items were arranged in a triangular fashion on the screen (Figure 1, Task 2) . In one 483 half of the trials, this triangle pointed upwards (center option on top), in the other half it 484 pointed downwards (center option at the bottom). Choices were indicated with free response 485 times and using the left, down and right arrow keys on a keyboard. Each trial began with a 2 s 486 forced fixation towards the center of the screen. A yellow feedback box was shown around the 487 chosen item for 1 s after a choice was made. Lastly, the participants were required to stay for 488 30 min after the experiment, to eat a food item that they chose in one randomly selected 489 choice trial. The participants performed 100 choice trials each. 490
The participants' eye movements were continuously recorded with a 50 Hz desktop-491 mounted Tobii eye tracker. 492
The data were obtained from the original authors in an already preprocessed format. 493
The original preprocessing steps included the removal of trials with missing fixation data for 494 more than 500 ms at the beginning or end of the trial, resulting in a total of 2966 remaining 495 trials (mean ± s.e.m. number of trials dropped per participant was 1.1 ± 0.9). Rectangularareas of interest (AOIs) were constructed around each food item in each trial and visual 497 fixations were assigned to the corresponding item or coded as non-item fixations. If a non-498 item fixation was preceded and succeeded by fixations on the same item, the non-item fixation 499 would also be assigned to this item. Other non-item fixations were not reassigned and 500 discarded from all further analyses. 501 502
Gaze-weighted Linear Accumulator Model (GLAM) details 503
The GLAM belongs to the class of linear stochastic race models (Usher & 504 McClelland, 2001) . It assumes accumulation of noisy evidence in favor of each available 505 alternative i, and that the choice is determined by the first accumulator that reaches a common 506 boundary. In particular, we define the accumulated relative evidence in favor of alternative 507 i, as a stochastic process that changes at each point in time t according to: 508
consists of two separate components: a drift term and zero-centered normally 510 distributed noise with standard deviation σ. The overall speed of the accumulation process is 511 governed by the velocity parameter v. The drift term describes the average amount of 512 relative evidence for item i that is accumulated at each point in time t. We define the relative 513 evidence * as the difference in the stationary absolute evidence signal of item i and the 514 maximum absolute evidence of all other items J:
The model's gaze bias mechanism is implemented in the absolute evidence signal : 517 Similar to the aDDM, the absolute evidence signals are assumed to be proportional to the 518 value ratings , and crucially, switch between two different states during the trial: an 519 unbiased state, when an item is currently looked at, and a biased state, when gaze is directed 520 towards a different item. Therefore, on average, is a linear combination of two terms that 521 are weighted by the fraction of the total fixation time that item i was fixated in the trial: 522
Here, γ (−1 ≤ γ ≤ 1) is the model's gaze bias parameter that determines the strength of 524 the downweighting during the biased state. If γ = 1, there is no difference between the biased 525 and unbiased state, producing no gaze bias. If γ < 1, the absolute evidence signal is discounted 526 by the γ parameter, resulting in a gaze bias. If −1 ≤ γ < 0, the sign of the evidence signal 527 changes, thereby leaking evidence, when the item is not fixated. This leakage mechanism is 528 supported by a recent empirical study (Ashby et al., 2016) . The maximum amount of evidence 529 that can be accumulated or leaked at each time point is symmetric in magnitude, as the γ 530 parameter is bounded between -1 and 1. 531
Note that the range of possible * (equation (2)) depends on the participants' use of 532 the item rating scale: if the ratings only cover a narrow range of possible values on the scale, 533 the relative evidence values * will likewise be small, whereas they will be large if the 534 participant utilizes the entire range of the rating scale. GLAM assumes an adaptive 535 representation of the relative evidence signals that is compensating for the participants' use of 536 the rating scale and thereby sensitive to marginal differences in the relative evidences, 537
particularly to values close to 0 (where the absolute evidence signal for one item is only 538 marginally different to the maximum of all others). To this end, a logistic transform ( ), 539 with scaling parameter τ is applied: 540 However, this density does not take into account that there are multiple accumulators 546 in each trial racing towards the same boundary. As soon as any of these accumulators crosses 547 the boundary a choice is made and the trial ends. For this reason, ( ) must be corrected for 548 the probability that any other accumulator crosses the boundary first. The probability that a 549 single accumulator crosses the boundary prior to t, is given by its cumulative distribution 550 function ( ): 551
552 where Φ(x) is the standard normal cumulative distribution function. Hence, the joint 553 probability ( ) that accumulator crosses b at time t, and that no other accumulator j has 554 reached b first, is given by: 555
We performed a parameter recovery study to rule out misspecifications of the model 557 and assert the validity of the parameters estimated from empirical data. All of the parameters 558 could be recovered to a satisfying degree (see Figure S1 for detailed results). 559
Although the race framework deviates from the classical Drift-Diffusion Model 560 (DDM; Ratcliff, 1978; Ratcliff et al., 2016) , which is known to implement an optimal 561 decision procedure in the sense of the sequential probability ratio test (Bogacz, Brown, For each individual model, the NUTS sampler was initialized using the default 594 behavior in PyMC 3.2, followed by 500 tuning samples that were discarded. Finally, we drew 595 2000 posterior samples that we used to estimate the model parameters. 596
In addition, a restricted no-gaze-bias GLAM variant was also fit to the individual data. 597
It was specified and fitted identically to the full model, but had the gaze-bias parameter γ fixed 598 at 1.0. The reported parameter estimates are maximum a posteriori (MAP) estimates. 599
Hierarchical. We also estimated the GLAM parameters in a hierarchical Bayesian 600 framework (Kruschke, 
