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MAHARAM EXTENSION FOR NONSINGULAR GROUP
ACTIONS
By Parthanil Roy and Gennady Samorodnitsky ∗
Cornell University
We establish a generalization of the Maharam Extension Theorem
to nonsingular Zd-actions. We also present an extension of Krengel’s
representation of dissipative transformations to nonsingular actions.
1. Introduction. Maharam extension theorem extends in a natural
way an invertible nonsingular conservative transformation of a σ-finite stan-
dard measure space to an invertible conservative measure preserving trans-
formation on an extended space, the so-called Maharam skew product. The
result was established in Maharam (1964)) and has been used in a number of
ways, allowing, in particular, extensions of certain notions from the measure
preserving case to the nonsingular case; see e.g. Silva and Thieullen (1995).
In this paper we generalize Maharam’s theorem to nonsingular Zd-actions.
Our approach is different than the one often used in the case d = 1, based
on the fact that conservativity is equivalent to incompressibility. We use,
instead, a result on the maximal value assigned by a group action over
an increasing sequence of cubes to a nonnegatve function (Proposition 3.1
below), which may be of an independent interest. In the proof of one of
the statements in that proposition we use a recently established extension
of Krengel’s theorem (see Krengel (1969)) on the structure of dissipative
nonsingular transformations to nonsingular Zd-actions. This result has not,
apparently, been stated before. Apart from that, the proof of the main result
of this paper is entirely from the first principles.
We state the extensions of both Maharam’s theorem and Krengel’s the-
orem in Section 2. The proof of Maharam Extension Theorem is given in
Section 3.
2. Maharam’s theorem and Krengel’s theorem for nonsingular
Z
d-actions . Let {φt}t∈Zd be a nonsingular action on a standard Borel
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space (S,S) with a σ-finite measure µ. Then, by Theorem 1 in Maharam
(1964),
φ∗t (s, y) := (φt(s), y
dµ
dµ ◦ φt (s)), t ∈ Z
d
is a measure preserving group action on the product space
(
S × (0,∞),S ×
B, µ× Leb). Here Leb is the Lebesgue measure on (0,∞).
The following is our main result.
Theorem 2.1. The group action {φ∗t }t∈Zd is conservative on
(
S×(0,∞),S×
B, µ × Leb) if and only if the group action {φt}t∈Zd is conservative on
(S,S, µ).
In the case d = 1 this is the content of Maharam Extension Theorem
(Maharam (1964)).
The proof of Theorem 2.1 presented in the next section relies on a result
on the maximal value of a function transformed by the group of dual opera-
tors, given in Proposition 3.1. The argument for one part of the proposition
uses the following extension of Krengel’s Theorem (see Krengel (1969)) on
the structure of dissipative nonsingular maps to Zd-actions. It follows imme-
diately from Theorem 2.2 in Rosin´ski (2000) and Corollary 2.4 in Roy and
Samorodnitsky (2006). It appears that the result has not been stated previ-
ously. Recall that nonsingular group actions {φt}t∈G and {ψt}t∈G, defined on
standard measure spaces (S,S, µ) and (T,T , ν) resp., are equivalent if there
is a Borel isomorphism Φ between the measure spaces such that ν ∼ µ◦Φ−1
and for each t ∈ T , ψt ◦ Φ = Φ ◦ φt µ-a.e.
Theorem 2.2 (Krengel’s Theorem for Zd-actions). Let {φt} be a nonsin-
gular Zd-action on a σ-finite standard measure space (S,S, µ). Then {φt} is
dissipative if and only if it is equivalent to the Zd-action
(2.1) ψt(w, s) := (w, t+ s), t ∈ Zd
defined on (W×Zd, τ⊗l), where (W,W, τ) is some σ-finite standard measure
space and l is the counting measure on Zd.
3. Proof of Theorem 2.1. Let {φt}t∈Zd be as above and φˆt : L1(µ)→
L1(µ) be the dual to φ−t operator (see Section 1.3 in Aaronson (1997))
φˆtg(s) = g ◦ φt(s) dµ ◦ φt
dµ
(s) , s ∈ S .
The following result, which may be of independent interest, is the key step
in the proof of Theorem 2.1. The inequalities in the statement of this propo-
sition and elsewhere are understood in the sense of the natural partial order
on Zd.
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Proposition 3.1. (a) If {φt}t∈Zd is conservative then for all g ∈ L1(µ), g ≥
0, we have
(3.1)
1
nd
∫
S
max
0≤t≤(n−1)1
φˆtg(s)µ(ds)→ 0 .
(b) If {φt}t∈Zd is dissipative then for all g ∈ L1(µ), g ≥ 0, µ(g > 0) > 0, we
have
(3.2)
1
nd
∫
S
max
0≤t≤(n−1)1
φˆtg(s)µ(ds)→ a
for some 0 < a <∞.
Proof. (a) There is no loss of generality in assuming that µ is a probability
measure. We can also assume that the support of the family
{
φˆtg
}
t∈Zd
is
the entire set S. Let {αu : u ∈ Zd} be a collection of positive numbers
summing up to 1. Then applying the group action version of Theorem 1.6.3
in Aaronson (1997) to f =
∑
u∈Zd αu φˆug we have,
(3.3)
∑
t∈Zd
φˆtg(s) =∞ for µ-a.a. s .
To prove (3.1) we will show that
an :=
1
(2n + 1)d
∫
S
max
t∈Jn
φˆtg(s)µ(ds)→ 0 ,
where, Jn := {(i1, i2, . . . , id) : −n ≤ i1, i2, . . . , id ≤ n}. Note that
an ≤ 1
(2n+ 1)d
(∫
S
max
t∈Jn
[
φˆtg(s)I
(
φˆtg(s) ≤ ǫ
∑
u∈Jn
φˆug(s)
)]
µ(ds)
+
∫
S
max
t∈Jn
[
φˆtg(s)I
(
φˆtg(s) > ǫ
∑
u∈Jn
φˆug(s)
)]
µ(ds)
)
= a(1)n + a
(2)
n ,
where ǫ > 0 is arbitrary. Clearly,
(3.4) a(1)n ≤
ǫ
(2n + 1)d
∑
u∈Jn
∫
S
φˆug(s)µ(ds) = ǫ‖g‖ ,
where, ‖g‖ := ∫
S
g(s)µ(ds) <∞ . Also, by duality,
a(2)n ≤
1
(2n + 1)d
∑
t∈Jn
∫
S
φˆtg(s)IAt,n(s)µ(ds)(3.5)
=
1
(2n + 1)d
∑
t∈Jn
∫
S
g(s)Iφ−1t (At,n)
(s)µ(ds) ,
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where, At,n = {s : φˆtg(s) > ǫ
∑
u∈Jn
φˆug(s)} , n ≥ 1, t ∈ Jn . Define
Un := {(i1, i2, . . . , id) : −n+ [
√
n] ≤ i1, i2, . . . , id ≤ n− [
√
n]} .
Observe that by the nonnegativity, for every t ∈ Un,
φ−1t (At,n) =
{
s : g(s) > ǫ
∑
u∈Jn
φˆu+tg(s)
}
⊆
{
s : g(s) > ǫ
∑
u∈J[
√
n]
φˆug(s)
}
.
Therefore, for any M > 0
max
t∈Un
µ(φ−1t (At,n)) ≤ µ{s : g(s) > ǫM}+ µ
( ∑
t∈J[
√
n]
φˆtg(s) ≤M
)
.
Letting first n→∞, using (3.3), and then letting M →∞ we see that
lim
n→∞
max
t∈Un
µ(φ−1t (At,n)) = 0 .
From here we immediately see that
1
(2n+ 1)d
∑
t∈Un
∫
S
φˆtg(s)IAt,n(s)µ(ds)
=
1
(2n+ 1)d
∑
t∈Un
∫
φ−1t (At,n)
g(s)µ(ds)→ 0 .(3.6)
Define Vn = Jn \Un, and note that Card(Vn) = o(nd) as n→∞. Therefore,
using (3.5) and (3.6) we have,
a(2)n ≤
1
(2n+ 1)d
∑
t∈Un
∫
S
φˆtg(s)IAt,n(s)µ(ds) +
Card(Vn)
(2n+ 1)d
‖g‖ → 0 ,
implying that
lim sup an ≤ lim sup a(1)n + lim sup a(2)n ≤ ǫ‖g‖ .
Since ǫ > 0 is arbitrary, the claim follows.
(b) Since the statement is invariant under a passage from one group action
to an equivalent one, we will use Theorem 2.2 and check that for any σ-finite
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standard measure space (W,W, τ) we have for all f ∈ L1(W ×Zd, τ ⊗ l) and
f ≥ 0 with τ ⊗ l(f > 0) > 0,
(3.7)
1
nd
∑
s∈Zd
∫
W
max
0≤t≤(n−1)1
f(w, s+ t) τ(dw)→ a
for some 0 < a < ∞. In fact, we will show that (3.7) holds with a =∫
W
h(w)τ(dw) ∈ (0,∞) where h(w) := sups∈Zd f(w, s) for all w ∈W .
We start with the case where f has compact support, that is
f(w, s)IW×[−m1,m1]c(w, s) ≡ 0 for some m = 1, 2, . . . ,
where [u, v] := {t ∈ Zd : u ≤ t ≤ v}. In that case, we have, for all n ≥ 2m−1,
∑
s∈Zd
∫
W
max
0≤t≤(n−1)1
f(w, s + t) τ(dw)
=
∑
(−m−n+1)1≤s≤m1
∫
W
max
0≤t≤(n−1)1
f(w, s + t) τ(dw)
=
∑
s∈An
∫
W
max
0≤t≤(n−1)1
f(w, s + t) τ(dw)
+
∑
s∈Bn
∫
W
max
0≤t≤(n−1)1
f(w, s + t) τ(dw) =: Tn +Rn ,
where An = [(m − n − 1)1,−m1] and Bn = [(−m − n + 1)1,m1] − [(m −
n− 1)1,−m1]. Observe that, for n ≥ 2m+ 1 we have for each s ∈ An,
max
0≤t≤(n−1)1
f(w, s+ t)| = h(w)
while for each s ∈ Bn
max
0≤t≤(n−1)1
f(w, s + t)| ≤ h(w) ,
and so
Tn = (n− 2m)d
∫
W
h(w)τ(dw) ,
Rn ≤ [(2m+ n)d − (n− 2m)d]
∫
W
h(w)τ(dw).
Therefore (3.7) follows when f has compact support. In the general case,
given ǫ > 0, choose a compactly supported fǫ such that fǫ(w, s) ≤ f(w, s)
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for all w, s and
∑
s∈Zd
∫
W
f(w, s) τ(dw) −
∑
s∈Zd
∫
W
fǫ(w, s) τ(dw) ≤ ǫ.
Let
hǫ(w) = sup
s∈Zd
fǫ(w, s), w ∈W.
Then
0 ≤
∫
W
h(w)τ(dw) −
∫
W
hǫ(w)τ(dw)
≤
∫
W
sup
s∈Zd
(
f(w, s)− fǫ(w, s)
)
τ(dw)
≤
∫
W
∑
s∈Zd
(
f(w, s)− fǫ(w, s)
)
τ(dw)
=
∑
s∈Zd
∫
W
f(w, s) τ(dw) −
∑
s∈Zd
∫
W
fǫ(w, s) τ(dw) ≤ ǫ.
Therefore, ∣∣∣ 1
nd
∑
s∈Zd
∫
W
max
0≤t≤(n−1)1
f(w, s + t) τ(dw) −
∫
W
h(w) τ(dw)
∣∣∣
≤ 1
nd
∣∣∣∑
s∈Zd
∫
W
max
0≤t≤(n−1)1
f(w, s + t) τ(dw)
−
∑
s∈Zd
∫
W
max
0≤t≤(n−1)1
fǫ(w, s + t) τ(dw)
∣∣∣
+
∣∣∣ 1
nd
∑
s∈Zd
∫
W
max
0≤t≤(n−1)1
fǫ(w, s + t) τ(dw) −
∫
W
hǫ(w)τ(dw)
∣∣∣
+
∣∣∣
∫
W
hǫ(w)τ(dw) −
∫
W
h(w)τ(dw)
∣∣∣ =: T (1)n + T (2)n + T (3)n .
By the above, T
(3)
n ≤ ǫ, and the same argument shows that T (1)n ≤ ǫ as well.
Furthermore, by the already considered compact support case, T
(2)
n → 0 as
n→∞. Hence
lim sup
n→∞
| 1
nd
∑
s∈Zd
∫
W
max
0≤t≤(n−1)1
f(w, s + t) τ(dw) −
∫
W
h(w) τ(dw)| ≤ 2ǫ,
and, since ǫ > 0 is arbitrary, the proof is complete.
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The following corollary is immediate.
Corollary 3.2. If g ∈ L1(µ), g ≥ 0, and µ(Support(g) ∩D) > 0 where D is
the dissipative part of {φt}, then
1
nd
∫
S
max
0≤t≤(n−1)1
φˆtg(s)µ(ds)→ a
for some 0 < a <∞.
Remark 3.3. From Corollary 3.2 it follows that, if (3.1) holds for some
g ∈ L1(µ), g ≥ 0, then
Support(g) ⊆ C mod µ ,
where C is the conservative part of {φt}. In other words, if there exists a
sequence of functions gm ∈ L1(µ), gm ≥ 0, whose support increases to S,
such that (3.1) holds for gm for all m ≥ 1, then {φt} is conservative.
Proof of Theorem 2.1. If {φ∗t } is conservative, so is clearly {φt}. Suppose
now that {φt} is conservative. To show conservativity of {φ∗t } we will use
Remark 3.3. Since µ is σ-finite, there is a sequence of measurable sets Sm ↑ S,
such that, µ(Sm) < ∞ for all m ≥ 1. Consider a sequence of nonnegative
functions g∗m := ISm×(0,m) ∈ L1(µ ⊗ Leb), m ≥ 1. Note that the support of
g∗m is Sm × (0,m) ↑ S × (0,∞) .
Observe that g∗m(s, y) = I{(s, y) : 0 < y < mISm(s)}. If wt := dµ◦φtdµ , t ∈
Z
d, then for all m ≥ 1 we have,
1
nd
∫ ∞
0
∫
S
max
0≤t≤(n−1)1
φˆ∗t g
∗
m(s, y)µ(ds)Leb(dy)
=
1
nd
∫ ∞
0
∫
S
max
0≤t≤(n−1)1
g∗m ◦ φ∗t (s, y)µ(ds)Leb(dy)
=
1
nd
∫
S
∫ ∞
0
I
{
(s, y) : 0 < y < max
0≤t≤(n−1)1
mwt(s)ISm(φt(s))
}
Leb(dy)µ(ds)
=
m
nd
∫
S
max
0≤t≤(n−1)1
[
ISm(φt(s))
dµ ◦ φt
dµ
(s)
]
µ(ds)
=
m
nd
∫
S
max
0≤t≤(n−1)1
φˆtISm(s)→ 0
by part (a) of Proposition 3.1. By Remark 3.3 this is enough to prove the
theorem.
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