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Sammendrag
Det benyttes 3D-video i stadig ﬂere sammenhenger, og lanseringen av rimelige dybdeka-
meraer, som Microsoft Kinect, er en av grunnene til dette. Som grunnlag for applikasjoner
og videre videoanalyser, er det interessant å ﬁnne bevegelsen til ethvert 3D-punkt i scenen
fra bilde til bilde i sanntid. I denne oppgaven er det undersøkt hvordan lokal dybdeﬂyte-
stimering i en punktsky ved gradientklatring presterer, og om et unøyaktig kamera som
Kinect er godt nok for dette.
Videre er ﬂytestimatene brukt som basis for en enkel tracker, som kan følge bevegelige
objekter i scenen over tid i tre dimensjoner.
Implementasjonen benytter Nvidia CUDA for å parallellprosessere på GPU, og det beskri-
ves hvordan denne arkitekturen er tilpasset problemet, og hvor store hastighetsøkninger
man enkelt kan oppnå.
Det konkluderes med at dataene fra Kinect har for mye støy til å kunne gi god dybdeﬂyt,
og at den lokale metoden ikke fungerer særlig godt med en punktsky. Det vises i stedet
hvordan dybdedataene best mulig kan utnyttes i tracke-sammenheng, ved å segmentere
intensitetsdataene og beregne ﬂyt ut i fra disse.
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Kapittel 1
Innledning
Maskinsyn er et forskningsfelt i stadig utvikling. Det handler om å gi datasystemer mu-
ligheten til å se, i ordets vide betydning. Bruksområdene er mange. Roboter trenger
informasjon om rommet rundt seg for å kunne ta egne valg og samhandle med omgivel-
sene. Moderne biler har navigasjonssystemer som aktivt forhindrer ulykker. På fabrikker
skal det som farer over samlebåndene, inspiseres for å oppdage uregelmessigheter. Over-
våkningssystemer skal slå alarm når noe uvanlig skjer. Sykehus trenger apparater som
kan undersøke blodstrømmen i hjernen. Mennesker med fysiske handicap kan trenge å
bruke øyebevegelser for å styre datamaskiner.
Forskning innen maskinsyn dreier seg om øyet, ulike kameraer, sensorer og avbildnings-
teknikker, samt prosesseringen av dataene for å ﬁnne informasjonen man egentlig er ute
etter. Et digitalt bilde er bare en tabell med tall, men analyserer man dem godt nok kan
man trekke ut informasjon av typen to mennesker i rød genser går mot høyre. I mange
sammenhenger må det hele skje i sanntid, noe som setter store krav til metodene som
benyttes.
1.1 Bakgrunn
Et vanlig utfordring innen maskinsyn er å analysere en videostrøm for å ﬁnne hvordan
det som er avbildet beveger seg. Hvis man analyserer hele bildet slik at man ﬁnner
tilsynelatende bevegelse i hver piksel, kalles resultatet optisk ﬂyt. Et programsystem som
analyserer bildene for å følge bevegelsen til et objekt over tid, kalles en tracker. Det er
en del overlapp innen disse to analysene. Man kan benytte optisk ﬂyt i tracking, og det
er algoritmer som kan brukes til begge deler avhengig av implementasjonen. Optisk ﬂyt
har imidlertid ikke noe informasjon om bevegelse i rommet  kun i sensorplanet.
Bilder og video i tre romlige dimensjoner har eksistert lenge, men har ganske nylig gjort
sitt inntog i forbrukerverdenen. Som et resultat av det har teknologi som tidligere var dyr,
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blitt tilgjengelig for alle. Særlig har dybdekameraet Kinect, lansert i 2010 som et rimelig
tilbehør til Microsofts spillkonsoll Xbox, ført til mange spennende prosjekter. Kameraet
er ikke noe presisjonsinstrument, men er godt nok til mange formål. Blant annet gir det
muligheter for å tracke objekter i tre dimensjoner.
Flere dimensjoner betyr mer data. Men de siste årene har det skjedd en revolusjon i
dataprosessering ved at man har tatt i bruk datamaskiners graﬁkkort (GPU) til generiske
beregninger, såkalt GPGPU. Dette har økt tilgjengelig regnekraft i en vanlig datamaskin
betraktelig, og blant annet gjort det mulig å kjøre stadig tyngre algoritmer på data i
sanntid. Samtidig har det skjedd et paradigmeskifte vedrørende design og implementasjon
av algoritmer, i form av parallellitet. Ikke bare har moderne prosessorer ﬂere kjerner som
kun kan utnyttes av parallelle prosesser, men graﬁkkort består av tusenvis av individuelle
regneenheter. Dette passer godt med behandling av bildedata, siden samme operasjon
gjerne skal gjøres på alle piksler. Mange algoritmer innen bildeanalyse lar seg derfor
relativt enkelt overføre til parallelle arkitekturer.
1.2 Motivasjon
Informasjon om omgivelsenes bevegelse i tre dimensjoner er interessant i robotikk og
andre maskinsyn-sammenhenger. Med stadig bedre og billigere kilder for dybdedata,
som Kinect, er dette blitt mer og mer aktuelt, særlig siden det hele kan skje i sanntid på
grunn av utviklingen innen GPU-teknologi.
Oppgaven er skrevet på SINTEF, som er involvert i et stort EU-prosjekt kalt TACO
[1]. Prosjektet utvikler en helt ny type laserskanner, inspirert av det menneskelige øyet.
Den vil gi nøyaktige dybdedata i videorate og kunne variere oppløsningen i forskjellige
deler av bildet. I den forbindelse trengs det algoritmer som kontinuerlig kan vurdere hva
sensoren skal fokusere på, og informasjon om omgivelsenes bevegelse er i så måte nyttig.
1.3 Problemstilling
Det er gjort mye forskning på optisk ﬂyt, men noe mindre på dybdeﬂyt, ﬂyten i video fra et
dybdekamera. I denne oppgaven kombineres teknologiene optisk ﬂyt, tracking, dybdevi-
deo og GPGPU. Det undersøkes hvilke metoder som kan brukes for å estimere dybdeﬂyt,
og hvordan intensitetsdata eventuelt kan kombineres med dybdedata, og om det gir bedre
dybdeﬂytestimater. Det undersøkes også hvordan ulike kvaliteter på dybdedataene påvir-
ker estimatene, mer konkret ved å sammenligne Kinect med mer presise data. Oppgaven
presenterer et eksempel på bruk av ﬂytestimatene i form av en tracker. Trackingen skal
kunne skje i sanntid, og det ses på hvordan GPU-teknologi kan benyttes for å bidra til
dette.
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1.4 Rapportens oppbygning
I kapittel 2 gis en innføring i teknologiene som benyttes i oppgaven. Først forklares 2.5D-
video og lysbaserte metoder for 3D-avbildning. Deretter beskrives tracking og hovedme-
todene for dette, før matematikken bak optisk ﬂyt og dybdeﬂyt utledes. Sist beskrives
kort arkitekturen i graﬁkkort, og det gis en innledning til CUDA, en API for generiske
beregninger på graﬁkkort.
Kapittel 3 beskriver mer inngående metoden som brukes for å ﬁnne dybdeﬂytestimater
fra multimodale data, i tillegg til datakildene.
Implementasjonen av en GPU-aksellerert applikasjon for å ﬁnne dybdeﬂyt og benytte
den til tracking er beskrevet i kapittel 4, med vekt på GPGPU-teknikkene.
Kapittel 5 inneholder eksperimenter med implementasjonen og resultatene.
Diskusjon rundt resultatene og muligheter for videre arbeid ﬁnnes i kapittel 6.
Til slutt gir kapittel 7 en oppsummering og konklusjon.
Appendiks A gjengir den mest essensielle programkoden.
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Kapittel 2
Bakgrunn
I dette kapittelet gis en introduksjon til teknologiene som benyttes i oppgaven. Først gis
en introduksjon til 3D-video og de vanligste opptaksteknikkene for dette. Deretter gis
en generell innføring i tracking, metoder for å følge objekter i videosekvenser over tid.
Videre gis en detaljert innføring i optisk ﬂyt og utvidelsen av dette til 3D og 2.5D. Sist gis
en kort introduksjon til GPGPU, bruk av datamaskinens graﬁkkort for å gjøre generiske
beregninger.
Det ﬁnnes et overveldende antall publikasjoner som omhandler disse temaene, og det er
kun de viktigste emnene som er omtalt her. Enkelte emner innen tracking er beskrevet
selv om de ikke er direkte benyttet i oppgaven, for å gi en mer helhetlig innsikt i feltet. Av
metodene og eksemplene på implementasjon som er trukket fram, er mange anerkjente
og vidt utbredte, mens andre er ferske resultater som representerer state of the art. Mer
omfattende gjennomganger av forskningen innen tracking ﬁnnes i [85] og [22].
2.1 3D-video
3D i bilder og video er noe som har kommet for fullt i forbrukersamfunnet ganske nylig.
Det er lansert ﬂere kompaktkameraer som tar stereobilder som prosesseres for å ﬁnne
dybdeinformasjon. Disse kan så vises på 3D-skjermer. Industrien har imidlertid brukt
både denne og andre teknikker i mange år. I tillegg til kameraer i stereo (to eller ﬂere) er
det hovedsaklig tre metoder for å ta opp dybdevideo: Time of ﬂight-kameraer som måler
lysets reﬂeksjonstid, bruk av strukturert lys som deformeres av motivet, og triangulering
med en laserskanner.
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2.1.1 Bilder og video i 2.5D og 3D
Fullverdig 3D-data kan ha datapunkter også inni objekter, ikke bare langs overﬂaten.
For å visualisere slike data som et 2D-bilde må man derfor velge et tverrsnitt gjennom
objektet. Slike data kan ikke fanges med avbildningsteknikker som benytter synlig lys, og
benyttes særlig innen medisin. Teknologier som ultralyd, CT (røntgen), MR (magnetisk
resonans), PET og SPECT (radioaktivitet) skaper bilder og video av kroppens indre i
fullverdig 3D. Særlig i medisinsk sammenheng brukes også betegnelsen 4D for å vektlegge
at tidsdimensjonen er med, altså at det er snakk om video og ikke bare stillbilder.
Men når det snakkes om 3D-bilder er det ofte dybdebilder (også kalt avstandsbilder) det
egentlig refereres til. Slike data kan man oppnå med et dybdekamera. Et dybdebilde har
3D-posisjonen til punktene som er avbildet, men vil kun inneholde punkter som har fri
sikt til sensoren. Man avbilder altså kun overﬂaten av scenen  sett fra ett bestemt sted.
Derfor kalles slike bilder også 2.5D-bilder, som en mellomting mellom 2D og 3D. Ved å
sette sammen bilder fra ﬂere kameraer som dekker scenen fra forskjellige vinkler kan man
få mer 3D-data, men det er fortsatt bare overﬂaten av objektene man har noe informasjon
om.
Et dybdebilde visualiseres gjerne som et gråtonebilde, men pikselverdien angir en dybde,
i stedet for en lysintensitet. Avhengig av kamera og avbildningsmetode vil man også få
et intensitetsbilde av akkurat det samme motivet, enten i vanlige farger med tre kanaler,
eller som et én-kanals intensitetsbilde. Men det er mulig å kombinere et system for dybde-
avbildning med en helt ordinær fargesensor, og så prosessere de to individuelle bildene
slik at de blir samregistrert. Ett fysisk kamera kan da levere både dybde- og fargebilder,
uavhengig av metode for å ﬁnne dybde.
En alternativ måte å visualisere dataene på, både for 3D og 2.5D, er som en punktsky.
Det vil si en samling punkter med 3D-koordinater, gjerne også med en intensitetsverdi
(farge) for hver punkt. Ved å visualisere dem som nettopp punkter i en 3D-verden, kan
man så velge hvilken vinkel man vil se dataene fra. Figur 2.1 viser en punktsky laget
ut av et dybdebilde og et gråtone-intensitetsbilde. Punktskyen betraktes fra en annen
vinkel enn bildet ble tatt, slik at man ser 2.5D-strukturen.
2.1.2 Stereo-foto
Stereo-foto er en avbildningsteknikk som fungerer på samme måte som øynene våre.
Man har to eller ﬂere ﬂere objektiver og sensorer, som tar hvert sitt bilde på samme
tidspunkt. Figur 2.3 viser et slikt kamera. Siden posisjonen til sensorene er litt forskjellig
tas det litt forskjellige bilder. Jo nærmere et objekt er, jo større vil forskjellen være på
hvor på sensorene det er avbildet. Hvis man kjenner kameraenes parametere, som deres
relative posisjon og rotasjon, kan man regne seg fram til avstanden for piksler i bildet. En
velkjent metode for dette er arbeidet til Lukas og Kanade [49], som omtales mer i avsnitt
2.2.6.1 og 2.3.1.1, siden metoden også kan benyttes til tracking og optisk ﬂyt. Denne og
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Figur 2.1: Punktsky laget av dybde- og intensitetsbildet fra en Kinect. Kameraet stod rett
foran hodet på personen. Det store punkt-løse feltet i midten skyldes skyggen til personen
og døråpningen.
mange andre metoder for stereo-foto kan ikke ﬁnne dybde i alle punkter i bildet, da de
er avhengig av tydelig visuell tekstur. Det er imidlertid gjort mye forskning på andre
metoder for å få tette dybdebilder med stereo-foto [76, kap. 11].
2.1.3 Time of Flight-kameraer
Time of Flight-kameraer (ToF)[45] er en type aktive kameraer. De sender ut kodet lys og
måler hvor lang tid det tar før reﬂeksjonen treﬀer sensoren i hvert piksel. Dette minner
om andre avbildningsteknikker som radar og ultralyd. Teknologien er relativt ny, blant
annet fordi kameraene må ha ekstremt rask elektronikk og prosessering for å måle så
korte tidsforskjeller som dette gir. Et ToF-kamera produserer et intensitetsbilde i tillegg
til dybdebildet. Det er resultatet av at sensoren ikke bare måler reﬂeksjonstiden for hver
piksel, men også mengden av det utsendte lyset som reﬂekteres. Dette er en fordel ved
ToF-kameraer, siden disse to bildene allerede er registrert. Å registrere to bilder vil si
å transformere dem slik at det som er avbildet i en gitt piksel i det ene bildet, er det
samme som er avbildet i samme piksel-posisjon i det andre bildet. En ulempe med ToF
er foreløpig at kameraene har lav oppløsning, typisk mellom 128 og 480 piksler i bredden.
En annen ulempe er at de er meget dyre. SINTEF deltar i et prosjekt [1] for å utvikle en
ny ToF-basert sensor, som på samme måte som øyet, har høyere oppløsning i en del av
bildet [20]. Styrken til dette kameraet er at man fortløpende kan endre hvor oppløsningen
skal konsentreres.
7
Figur 2.2: Time-of-ﬂight-
kameraet SwissRanger fra MESA
Imaging (Foto: mesa-imaging.ch).
Figur 2.3: Stereokamera for forbrukermar-
kedet fra Fujiﬁlm (Foto: fujiﬁlm.com).
2.1.4 Strukturert lys
Dybde-foto med strukturert lys er en annen form for aktiv avbildning, der kameraet
lyssetter scenen med et spesielt mønster, og ser hvordan dette blir deformert av objektene
i scenen. Ut i fra det kan avstanden beregnes. Lyset kan være infrarødt, slik at mennesker
ikke legger merke til det, eller det kan være kraftig synlig lys. Mønsteret kan være én
strek som beveger seg over scenen, eller det kan være et fast mønster med mange streker,
prikker (slik ﬁgur 2.5 viser) eller andre strukturer. Hvis mønsteret beveger seg vil det tas
mange bilder som prosesseres for å skape et endelig bilde. Kinect er et dybdekamera som
bruker strukturert lys for å levere høyoppløste dybde- og intensitetsbilder i videorate, og
er nærmere beskrevet i avsnitt 3.1.1.
2.1.5 Laserskanning
En annen kilde til dybdevideo er å bruke en bevegelig laser i kombinasjon med en sensor
til å serielt ﬁnne dybde (ved triangulering eller ToF) og intensitet for hver piksel i bildet.
Dette er normalt veldig tregt, og kan ikke brukes til å ta opp video i sanntid. Det gir
imidlertid veldig nøyaktige data, og brukes for å gjøre 3D-avbildninger i mange sammen-
henger. Det brukes også for å lage videosekvenser, men det krever at hele scenen står i
ro, mens kameraet ﬂytter seg etter hvert bilde.
2.1.6 Forskjeller på 2.5D-avbildningsteknikkene
Stereo-kameraer og aktive kameraer har hver sine fordeler og begrensninger. Fordelen
med stereo-foto er at det virker godt ute. Det er begrenset hvor bra aktive kameraer
fungerer ute i sollys. Ulempen er at de ikke vil kunne ﬁnne nøyaktig dybde i alle punkter
i bildet  de er avhengig av tekstur. Et aktivt kamera vil derfor kunne gi mer nøyaktige
og detaljerte dybdebilder. Det er imidlertid en del begrensninger i aktive kameraer også.
Den største svakheten kommer av at lyskilde og kamera er plassert et lite stykke fra
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Ingen data
SensorLyskilde
Objekt
Bakgrunn
Ikke belyst
Figur 2.4: Aktive dybdekameraer vil ikke kunne måle dybde i områder hvor noe skygger
for lyset som kameraet sender ut.
hverandre, slik at objekter (særlig nære lyskilden) vil skape skygger på andre objekter
lenger bak. Områder i disse skyggene vil mangle dybdeinformasjon. I tillegg vil interfe-
rerende lys, fra sola eller lamper, kunne føre til manglende eller feilaktige data. Det er
også problemer med transparente og høyreﬂekterende overﬂater, der reﬂeksjonene ikke
blir som forventet. Figur 2.5 viser utdata fra en Kinect. Det gule bildet er et dybdebilde
tilhørende fargebildet. I dybdebildet ser man tydelig skyggen fra hånden og hodet, og
man ser at taklampene og glasset i døra fører til mangel på dybdeinformasjon.
Figur 2.5: Utdata fra Microsofts dybdekamera Kinect. Det venstre bildet viser dybdekartet
til det midtre bildet. Det høyre bildet viser rådata fra den infrarøde sensoren, hvor man ser
det strukturerte mønsteret (prikker) som brukes for å beregne dybden.
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2.2 Introduksjon til tracking
Tracking innen videoanalyse handler om å følge bevegelsene til et identiﬁsert objekt
over tid. Dette har mange praktiske bruksområder, særlig når det gjøres i sanntid på en
videostrøm. Bevegelige roboter bruker det for å styre sin interaksjon med omgivelsene.
Automatisk videoovervåkning av personer og traﬁkk kan bruke tracking til å oppdage
unormal aktivitet, for eksempel at to biler kolliderer eller en bil kjører mot kjøreretningen
i en tunnel [40]. I TV-sammenheng kan tracking brukes til mye forskjellig, som automatisk
styring av kameraer på fotballkamp [36]. Tracking brukes også mye i alternativ interaksjon
med datamaskiner. Systemer for funksjonshemmede kan blant annet bruke bevegelsen
til brukerens øyne og hode for å styre maskinen. I det siste har bevegelsesinteraksjon
fått stor utbredelse ved at de tre store spillkonsollene har kommet med varianter eller
tilleggsutstyr som bruker kroppsbevegelse til å styre spillene (Move til Sony Playstation,
Kinect til Microsoft Xbox 360 og Nintendo Wii).
Det ﬁnnes ingen optimal tracking-algoritme som kan brukes til alle formål. Det eksisterer
derimot en mengde forskjellige metoder for alle delene av tracking, alle tilpasset et mer
eller mindre spesiﬁkt bruksområde. Når man utvikler et system som inneholder tracking
vil man velge en kombinasjon av de metodene som passer best til problemet. Noen ganger
kan man også kombinere ﬂere metoder som gjør samme jobben for å få mer pålitelige
resultater. I mange tilfeller er tracking-problemet veldig innsnevret på grunn av a priori
kunnskap om objektene man skal tracke, deres oppførsel og omgivelsene.
Det er en del generelle utfordringer som de ﬂeste trackere må ta hensyn til [50]. For-
skjellige former for støy er et vanlig problem. Bildene har ofte lav oppløsning, og kan
være komprimert. På grunn av sensorstøy vil selv video av en helt statisk scene ha små
variasjoner i bildene, særlig i dårlig lys. Utendørs vil været bidra til å skape støy i en
ellers statisk bakgrunn, med nedbør og vind som beveger trær. I tillegg er lysforholdene
utendørs (og ofte innendørs) varierende på grunn av skyer og solas bevegelse, som både
fører til intensitetsvariasjoner og forandring av skygger. Lysintensiteten vil også kunne
variere hvis kameraet beveger seg.
Når man tracker objekter med et vanlig kamera er det en utfordring at objektene for-
andrer sitt projiserte utseende når de beveger seg rundt i scenen. En fotball vil se større
eller mindre ut avhengig av avstanden til kameraet, mens en bil ser helt anderledes ut
fra siden enn forfra. Enda vanskeligere blir det for ikke-rigide objekter. Et menneske som
hopper og spretter foran et TV-spill vil ha helt forskjellig utseende fra bilde til bilde.
En vel så stor utfordring er når objekter blir helt eller delvis tildekket, enten av deler av
seg selv, av andre objekter eller av bakgrunnen. Personen foran TV-spillet vil dekke til
kroppen med armene. Fotballen vil bli helt gjemt bak en spiller under en takling. Da blir
det vanskeligere å holde kontroll på hvor objektet er. Dersom to likt kledde personer går
mot hverandre, vinkelrett på kameralinsen, og passerer hverandre tett  hvordan skal det
avgjøres om de gikk forbi hverandre eller snudde 180 grader?
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(a) Tunnelovervåkning (b) Skjelettmodell
(c) Hode-tracker
Figur 2.6: Eksempler på bruk av tracking. (a) viser overvåkning av biler i en tunnel, som kan
oppdage ulykker. (b) viser en skjelettmodell av et menneske i bruk for å tracke bevegelsene
til en person. (c) viser et dataprogram som automatisk ﬁnner ansiktet foran en datamaskin
med innebygget kamera, og lar hodebevegelsene styre musepekeren.
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At nye objekter dukker opp og andre objekter forsvinner, som mennesker ﬁlmet av et
overvåkningskamera i en by, kan også være en utfordring. Det betyr at systemet må
kunne avgjøre når et objekt er å anse som borte, og det må kontinuerlig søke etter nye
objekter samtidig som det tracker eksisterende. Eventuelt må nye objekter også vurderes
for å ﬁnne ut om de er et objekt som tidligere forsvant.
Overordnet kan man dele tracking-prosessen i to deler, selv om disse ofte er ﬂettet tett
sammen: Å detektere objekter og å følge dem. Men det behøver ikke være deteksjonen
som skjer først, selv om det er mest naturlig å tenke seg. Man kan ﬁnne objekter ved å
se på hva som beveger seg i bildet, slik at man først gjør en generell bevegelsesanalyse av
bildene uten å vite noe om hva som er avbildet, og bruker det som grunnlag for å ﬁnne
objekter.
2.2.1 Deteksjon av objekter
Hva som menes med et objekt kommer an på situasjonen. Det kan være noe fysisk selv-
stendig, som en bil på veien, en person i et rom eller ballen under et sportsarrangement.
Det kan også være bare en del av et fysisk objekt, som hånden eller pupillen til en person.
Hvordan deteksjonen gjøres vil dermed også være veldig avhengig av situasjonen.
Det er to forskjellige deteksjoner å snakke om. Den ene er den som (potensielt, avhengig
av algoritme) skjer i hvert bilde, når man allerede følger et objekt. Den andre er den
initielle deteksjonen av hva i bildet som er objekter som skal trackes. Mens hele poenget
med tracking som regel er at førstnevnte gjøres automatisk, kan sistnevnte godt gjøres
helt eller delvis manuelt. Brukeren kan for eksempel gjøre en markering i bildet som
dekker ønsket objekt. En slik markering kan også komme fra automatiske prosesser,
ved å bruke en metode for bildesegmentering. Disse ﬁnnes det mange av, og de baserer
seg for eksempel på farger, teksturer og kanter i bildet. Objektdeteksjon er et eget felt
innen bildeanalyse, og metodene brukes også i mange andre sammenhenger enn tracking.
Siden det i tracking er snakk om video, vil man også kunne bruke tidskomponenten til
segmentering. I et system med statisk kameraposisjon og konstant bakgrunn vil objekter
som beveger seg enkelt kunne trekkes ut ved å ta diﬀeransen av to bilder. Selv om
kameraet beveger seg og bakgrunnen ikke er helt statisk vil dette prinsippet kunne brukes,
ved å bruke mer avanserte metoder og statistiske modeller.
I mange applikasjoner har man et bestemt sett objekter man skal tracke, slik at man
kan lage en a priori modell av hva man ser etter, og eventuelt trene opp trackeren.
Grunnlaget for modellen kan være i form av en 3D-modell, eller en database med bilder av
objektet. En slik database kan man også lage ut i fra 3D-modellen. Ut fra konturer, kanter,
teksturer, farger, geometrisk relasjon og kanskje også periodisk forandring over tid, kan
man lage statistiske modeller som beskriver objektet på en kompakt måte. Underveis i
trackingen kan man så analysere bildene og slå opp i databasen/matche mot modellen,
for å se etter treﬀ. Noe av det samme kan også gjøres selv om man ikke har en a priori
modell, ved at man kontinuerlig lager en modell mens trackingen foregår.
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(a) Støy (b) Kant (c) Hjørner
Figur 2.7: Tre områder i et bilde. (a) inneholder bare støy, og kan ikke brukes som inter-
esseområde. (b) inneholder en kant, og kan ikke nøyaktig identiﬁsere en posisjon, siden alle
vinduer langs kanten er like. (c) har tre kanter som møtes, og egner seg godt som interesse-
område.
2.2.2 Interessepunkt-detektorer
Det er utviklet en rekke metoder, detektorer, for å ﬁnne punkter eller områder som skiller
seg ut fra omgivelsene, slik at det kan være mulig å følge dem over tid. Slikt punkter
kalles interessepunkter eller hjørner. Intuitivt ﬁnner man slike der kanter i bildet danner
ender, hjørner, kryss og splitter, i tillegg til prikker og andre områder med tydelig tekstur
i alle retninger. I ﬁgur 2.7 vises tre eksempler på bildeområder. Det første området er
bare jevn støy, og kan ikke brukes. Det neste området er en kant, som ikke er distinkt
langs kanten. Det tredje eksemplet viser derimot et godt interessepunkt, siden ﬂere kan-
ter møtes. Ønskelige egenskaper ved interessepunktene er forøvrig at de er mest mulig
invariante ovenfor intensitetsforandringer og perspektivendringer i bildet, slik at de kan
matches mot samme punkt i et annet bilde. Men dette er også en egenskap ved selve
beskrivelsen av punktet, som man både ønsker at skal være enkel (lite prosessering) og
beskrive punktet så distinkt som mulig. Det er gjort ﬂere sammenlignende studier av
regiondetektorer [54] og deskriptorer [53].
2.2.2.1 Harris og Tomasi-Kanade/Shi-Tomasi
En relativt enkel detektor som fortsatt er mye brukt ble beskrevet av Harris i 1988 [32].
Algoritmen starter med et intensitetsbilde I, og ﬁnner først bildets deriverte i x- og
y-retning, Ix og Iy. Så ﬁnner den hver piksels strukturtensor, også kalt andremoments-
matrise. Strukturtensoren S(p) for pikselen p = (x, y) er beregnet ut fra pikselverdiene i
Ix og Iy i et naboskap rundt p:
S(p) =
 ∑r w(r)[Ix(p− r)]2 ∑r w(r)Ix(p− r)Iy(p− r)∑
r w(r)Ix(p− r)Iy(p− r)
∑
r w(r)[Iy(p− r)]2
 (2.1)
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Indeksen r = (x, y) itererer over pikslene i naboskapet, vanligvis et kvadratisk vindu
sentrert i p. Funksjonen w(r) er en vektfunksjon hvis sum over alle r blir 1. Den kan vekte
alle pikselverdiene i naboskapet likt, eller vektlegge pikslene nærmest p mest, typisk med
en Gauss-koeﬃsient.
Egenvektorene e1, e2 og egenverdiene λ1 ≥ λ2 til denne 2 × 2-matrisen sier noe om den
dominerende retningen til bildegradienten rundt punktet. Hvis λ1 = 0 har ikke bildet
noe tekstur rundt punktet i det hele tatt. Men ellers vil diﬀeransen mellom λ1 og λ2 si
hvor tydelig gradienten har en retning. λ1 = λ2 betyr at naboskapet er rotasjonsmessig
symmetrisk, mens λ1 > λ2 = 0 betyr at gradienten i naboskapet sammenfaller med e1 
punktet p ligger altså på en skarp kant. Egenverdiene sier også hvor mye struktur det er
i området, der høyere verdi betyr mer struktur. Hvis området kun inneholder støy, vil
λ1 = λ2 = 0. Gode interessepunkter i denne sammenhengen har høye og forholdsvis like
egenverdier, altså et punkt der naboskapet har tydelige kanter i ﬂere retninger.
Å ﬁnne egenverdiene til en matrise krever en del operasjoner, så for å senke antallet
beregninger i algoritmen gir Harris heller punktene en poengsum R med formelen
R = λ1 ∗ λ2 − k(λ1 + λ2)2 (2.2)
der k er en konstant, siden dette kan skrives som det lett beregnelige
R = det(S(p))− k trace(S(p))2. (2.3)
Punktene hvor poengsummen overstiger en satt grenseverdi blir brukt som interesse-
punkter, forutsatt at de er lokale maksima. Figur 2.8 viser eksempler på bruk av Harris'
detektor.
Tomasi og Kanades metode [78], videre presisert av Shi og Tomasi i [70], gjør det samme
som Harris, men beregner egenverdiene og bruker dem direkte i poeng-funksjonen
R = min(λ1, λ2). (2.4)
Dette gir stort sett de samme punktene som med Harris, men hevdes å være mer robust.
2.2.2.2 SIFT og SURF
En annen meget utbredt metode for å ﬁnne og beskrive interessepunkter er SIFT, beskre-
vet av Lowe [48]. Det ﬁnnes mange fritt tilgjengelige implementasjoner av algoritmen.
Deskriptoren har vist seg å være veldig god, og brukes også i kombinasjon med andre
detektorer. En ulempe er imidlertid at metoden er relativt beregningstung, slik at den i
mange tilfeller ikke kan brukes i sanntid.
SIFT er invariant mot skalering og rotasjon, og gir robust registrering av to bilder, tross
en del aﬃn transformasjon, endring i kameraposisjon, tildekking, støy og lysforandrin-
ger. SIFT genererer veldig mange punkter i et bilde, siden den jobber med ﬂere skalerte
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versjoner av samme bilde. Disse versjonene konvolveres med Gauss-kjerner, før de sub-
traheres fra hverandre for å generere et DoG-bilde (Diﬀerence of Gaussians) med mange
lag. Potensielle interessepunkter blir valgt ut blant lokale ekstrema i disse lagene, med
sub-piksel presisjon. Deretter fjernes punkter som har for lav kontrast eller ligger langs en
kant, før man ﬁnner retningen på punktene som er igjen ut i fra topper i histogrammet til
gradientretningene i punktets naboskap. Det er foreslått en rekke varianter og utvidelser
av SIFT [42, 53].
SURF ble først presentert av Bay et al. [14], og er også utbredt. Det er en detektor og
deskriptor tilsvarende SIFT, men er betydelig raskere og i følge forfatterne mer robust
mot forandringer. Den er invariant mot rotasjon og skalering, og til en viss grad også mot
andre transformasjoner.
Figur 2.8: Interessepunkt-detektoren Harris er brukt til å ﬁnne interessepunkter, merket
med røde kryss. De er så beskrevet med SIFTs interessepunkt-deskriptor, og de grønne
linjene markerer hvilke punkter som antas å være samme punkt i de to bildene. Ill.: Karlsruhe
Institute of Technology
2.2.3 Representasjon av objekter
Når man har detektert et objekt, må man representere det på en måte som kan brukes
til å ﬁnne det igjen i neste bilde. Det ﬁnnes mange måter å representere objektene på,
og hva man velger har sammenheng med både hvordan deteksjonen er gjort, hva slags
tracker man bruker, og hva formålet med trackingen er. Forrige seksjon nevnte noen
deskriptorer for interessepunkter, nettopp fordi deteksjonen og representasjonen gjerne
henger sammen. De etterfølgende seksjonene om trackere vil også gi et klarere bilde av
bruksområdene for forskjellige objektrepresentasjoner.
I noen tilfeller er det tilstrekkelig å beskrive hvor i bildet objektet er. Enten ved å
representere objektet som et enkelt punkt, altså kun et koordinat, eller andre geometriske
primitiver som rektangler og ellipser. Skal man tracke enkeltfuglene i en ﬂygende ﬂokk,
vil det kanskje være nok å først segmentere bildet for å se hva som er himmel og hva som
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er fugl, og deretter lagre koordinatene til fuglenes senterpunkter. Antagelig er fuglene
uansett så like at det er vanskelig å gi en god beskrivelse av hver og en av dem som
skiller seg fra de andre. Skal man tracke tennisballen i en kamp, vet man at den alltid
vil være liten, rundt og knall gul. Det trenger man derfor ikke lagre, og det kan holde
å merke seg posisjonen. Som allerede nevnt har SIFT og SURF gode deskriptorer for
punkter. Men da lagres informasjon om et lite naboskap rundt punktet, som gjør at man
kan ﬁnne igjen det samme punktet i et annet bilde.
Hvis man representerer objektet som et geometrisk primitiv innebærer det også en stør-
relse og rotasjon. Men det er mange andre måter å beskrive et slikt område av bildet
på, som på en eller annen måte summerer opp informasjonen innen området. En måte er
å lagre selve pikselverdiene, altså en kopi av et utsnitt av bildet. Det er plasskrevende,
og sannsynligvis er ikke objektet identisk i neste bilde uansett. Men man kan lagre et
histogram over noe av informasjonen som ﬁnnes i utsnittet. Man kan lage histogram over
intensitetsinformasjonen, men mer vanlig er å lage histogram over retningen til gradien-
tene i utsnittet. Det er også vanlig å benytte sannsynlighetsestimater, som vil si at hver
piksel har en viss sannsynlighet for å være en del av objektet. Estimatene oppdateres for
hvert bilde. Objektrepresentasjonen trenger heller ikke være noe man skaper ut i fra hva
man ﬁnner i bildet, det kan for eksempel være en konstant a priori modell skapt med en
database av treningsbilder.
En annen måte er å beskrive objektet som en kontur eller silhuett. Til dette kan man
blant annet bruke binære bilder eller en form for parameterisert kurve eller splines. Man
kan også representere objektet som et skjelett. Skjelettmodellen kan brukes når man har
en 2D- eller 3D-modell av objektene man ønsker å tracke. Et godt eksempel er tracking
av personer som spiller et TV-spill, siden man da er interessert i bevegelsen til armer og
bein. Det fungerer selv om objektene ikke er rigide, og skjelettmodellen er da med på å gi
begrensninger til hvordan objektet kan ha ﬂyttet seg, noe som eﬀektiviserer trackingen.
2.2.4 Tracking av objekter
Selve trackingprosessen består i å koble objekter i etterfølgende bilder og dermed ﬁnne
deres bevegelse. Som allerede nevnt, vil dette ofte være ﬂettet tett sammen med objekt-
deteksjonen, og ikke være en atskilt prosess.
Hva slags bevegelse trackeren kan ﬁnne, kommer an på måten objektene representeres
på. Et punkt kan bare forﬂyttes, mens en markering av et felt vil kunne transformeres
med mer generelle modeller, som aﬃne eller projektive. Silhuett-tracking er enda friere,
og kan være best for ikke-rigide objekter. Skjelettmodeller må naturligvis følge bevegel-
sesbegrensningene i modellen.
Videre gis en beskrivelse av tre hovedtyper tracking; punkt-tracking, kernel-tracking og
silhuett-tracking. Sist nevnes teknikker innen 3D-tracking, som er mulig i 2.5D- og 3D-
video.
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2.2.5 Punkt-tracking
Punkt-tracking brukes for å tracke objekter representert som punkter, og kan ﬁnt gjøres
som et atskilt steg fra deteksjonen. Gitt to sett punkter fra to etterfølgende bilder blir
oppgaven å skape korrespondanse mellom to og to punkter i hvert sitt bilde. Man kan
kategorisere metodene i to: Deterministiske og probabilistiske/statistiske.
En viktig forskjell på algoritmer innen punkt-tracking er hvorvidt de takler at punkter
tildekkes og blir midlertidig borte, og om de takler at nye punkter dukker opp og gamle
punkter forsvinner [69]. Noen metoder håndterer tildekking ved å simulere punktenes
antatte videre bevegelse fram til de dukker opp igjen. Dette har selvfølgelig sine begrens-
ninger, og kan i stedet resultere i konklusjonen om at et punkt har forsvunnet og et nytt
oppstått.
Under deteksjonsprosessen har man, som nevnt, potensielt mer informasjon om punktet
enn dets posisjon. Det er derfor mulig å også bruke data som rotasjon, farge og tekstur
i kost-funksjonene og bevegelsesmodellene beskrevet under. De ﬂeste punkt-metodene
bruker likevel ikke slike data, og her er det en glidende overgang til kernel-tracking.
Ved bruk av punkt-tracking for å tracke større objekter som består av ﬂere punkter,
må man foreta et ekstra steg der punktene grupperes. Dette er også et eget felt innen
statistikken, og det ﬁnnes mange metoder for dette. Igjen kan man ta bevegelsen til hjelp,
siden punkter på samme objekt ofte beveger seg i samme retning.
2.2.5.1 Deterministisk punkt-tracking
En deterministisk punkt-tracker jobber med to sett punkter, ett fra forrige bilde og ett
fra nåværende bilde. Målet er å ﬁnne alle en-til-en korrespondanser mellom to punkter
fra hvert sitt bilde. En kostfunksjon gir en kostnad til hver korrespondanse, og trackeren
skal ﬁnne det settet av korrespondanser som gir lavest total kostnad. Det er utviklet en
rekke kostfunksjoner til dette formålet. Typisk lages funksjonene ut i fra noen av følgende
antagelser om punktenes bevegelser fra bilde til bilde:
• Et punkt beveger seg ikke langt.
• Et punkt kan ikke bevege seg lenger enn X.
• Farten og retningen til bevegelsen endres lite over tid.
• Punkter nær hverandre beveger seg likt [80].
• Punkters relative avstand vil ikke endre seg.
Brudd på disse antagelsene fører til høyere kost. Korrespondanseproblemet løses så ved
å ﬁnne det settet av korrespondanser K som gir lavest verdi i kostfunksjonen C. Den
enkleste kostfunksjonen bare summerer avstandene mellom de korresponderende:
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C(K) =
∑
k=(p1,p2)∈K
|p1 − p2| (2.5)
Dette illustreres i ﬁgur 2.9. De svarte punktene er fra forrige bilde, de hvite fra nåværende.
I bilde a er settet av korrespondanser det som gir lavest mulig sum av avstander, mens
korrespondansene i bilde b vil gi en mye høyere total kostnad. I bilde c er det lagt størst
vekt på at punkter nære hverandre skal bevege seg likt, selv om det medfører større
avstander. Bilde d viser en tracker som tar hensyn til posisjonen over tid (grå punkter),
slik at kostnaden blir lavest når avstanden og retningen passer med bevegelseskurven.
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Figur 2.9: Deterministisk punkt-tracking. Hvite punkter er posisjonen i nåværende bilde,
svarte er i forrige og grå er enda tidligere. Dersom kostnaden er summen av avstandene vil
(a) ha lav kostnad, og (b) ha høy. I (c) vises optimal løsning hvis det i tillegg gis en stor
kostnad hvis nabopunkter beveger seg ulikt. I (d) er det kun lagt vekt på at bevegelseskurven
over tid skal være jevn.
2.2.5.2 Probabilistisk punkt-tracking
Probabilistiske punkt-trackere har en dynamikkmodell over hvordan punktene beveger
seg. Den kan være basert på både fysiske lover og observerte bevegelser. I tillegg har de
en modell for støy, som både tar høyde for sensorstøy og små tilfeldige forstyrrelser og
avvik i objektenes bevegelser. For å estimere parameterne i dynamikkmodellen bruker
man ofte et Kalman-ﬁlter [39]. Det kan for eksempel være
p(t) = p(t− 1) ∗ F + w (2.6)
som gir posisjonen p til punktet ved tiden t, der F er bevegelsesmodellen og w er støy. Gitt
et punkts posisjon i forrige bilde, gir modellen et estimat av hvor punktet nå beﬁnner seg.
Deretter gjør man en observasjon/veriﬁkasjon i antatt område, og oppdaterer modellen
med data fra den nye observasjonen. Observasjonen skal både gjøre posisjonsestimatet
mer nøyaktig, og ﬁnne ut hvor mye dette avviker fra modellen. Dette kan gjøres helt
primitivt, for eksempel ved å brute force-søke etter laveste sum av pikseldiﬀeranser for
et naboskap til punktet i de to bildene. Når man ﬁnner faktisk posisjon, oppdaterer man
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modellen i ﬁlteret med denne informasjonen. Usikkerheten i predikert posisjon oppstår
fra støyen i målingene.
Mens Kalman-ﬁltre antar at støyen er normaldistribuert, vil partikkelﬁltre lage en modell
av støyen basert på den faktiske støyen som er observert. Dersom støyen er normaldistri-
buert, som sensorstøy gjerne er, vil ikke denne forskjellen ha nevneverdig betydning. Men
forandringen man modellerer, trenger ikke bare være posisjon, den kan like godt være en
annen egenskap ved punktet, som farge eller tekstur. Da kan det være helt naturlig at
variasjonen i målingene har en annen distribusjon. Et eksempel er hvis man tracker en
roterende ball som er rød på den ene halvdelen og blå på den andre, og bruker posisjon og
farge som egenskaper i ﬁlteret. Da vil det være litt normaldistribuert sensorstøy i farge-
ne, men de overskygges helt av variasjonene mellom rød og blå. CONDENSATION [35],
presentert av Isard og Blake i 1998, er en tracker som bruker partikkelﬁltre. Metodene i
CONDENSATION er videreutviklet og brukt i mange andre trackere.
2.2.6 Kernel-tracking
En kernel-tracker jobber med objekt-beskrivelsene som angir et område, en kernel, av
bildet. Trackeren ﬁnner kernel-ens transformasjon fra et bilde til det neste. Mens punkt-
tracking i utgangspunktet kun beskriver translasjon, vil kernel-tracking kunne gi en aﬃn-
eller perspektivtransformasjon. Vi kan skille mellom to typer kernel-trackere. Den ene
ﬁnner interesseområder på objektet, og tracker områdene så lenge den kjenner dem igjen.
Den andre typen genererer a priori proﬁler av objektene fra alle vinkler, og bruker disse
til å kjenne igjen objektene.
Når interesseområdene velges underveis, kan det oppstå problemer når områdene endres
veldig over tid, som når objekter i en scene roterer i 3D slik at områdene blir skjult. Tra-
ckeren er derfor avhengig av å kontinuerlig vurdere påliteligheten av kernelen den følger,
og stadig søke etter nye som kan brukes. Siden transformasjonen fra bilde til bilde kan
være mer enn translasjon, kan man bruke den som mål på hvorvidt kernelen man tracker
fortsatt er den man startet å tracke. Dette gjelder også kerneler som er så små at de på
mange måter kan betraktes som punkter, som naboskapet til interessepunktene omtalt i
avsnitt 2.2.2. Shi og Tomasi [70] har beskrevet akkurat dette. Kernelen rundt interesse-
punktene transformeres aﬃnt for best å matche ny posisjon, og hvis transformasjonen
gjør at de blir for ulike den kernelen man startet med, forkastes de.
Den mest intuitive måten å gjøre kernel-tracking på, er brute force kernel-matching.
Kernelen kommer enten fra forrige bilde, eller er gitt a priori. Den består av egenskaper
fra bildet, og kan være gitt som rene pikselverdier, histogrammer over egenskaper [25],
eller annet. Målet er så ﬁnne det området i bildet som ligner mest på kernelen, ved å
minimere verdien til en kostfunksjon som tar kernelen og et vilkårlig bildeområde som
parameter. Minimumet ﬁnnes ved å prøve alle mulige bildeområder i kostfunksjonen.
Eksempelvis kan kernelen være et utsnitt T rundt et interessepunkt i forrige bilde på
n× n piksler, der n = 2r+ 1. Målet er så å ﬁnne det n× n-området i nåværende bilde I
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som ligner mest på utsnittet. Ved å anta at kernelen maks har ﬂyttet seg ∆pmax piksler,
begrenses søket til (2∆pmax2 + 1)2 forsøk. For hvert forsøk kan man for eksempel ﬁnne
summen av absolutte diﬀeranser (SAD) mellom kernelen og søkeområdet,
SAD(p(x, y)) =
r∑
u,v=−r
|I(x+ u, y + v)− T (r + u, r + v)| (2.7)
Sentrum av interessepunktet kan så antas å ha forﬂyttet seg til det punktet p som ga
lavest SAD. De ﬂeste metoder for videokompresjon bruker en variant av denne teknik-
ken, siden det tar mindre plass å bare lagre et bildeutsnitts forﬂytningsvektor enn alle
pikselverdiene. Eksempelet nevnte bare translasjon, men man kan ﬁnne ﬂere parametere
i transformasjonen (f.eks. rotasjon) med samme brute force-metode. Det blir dog veldig
beregningstungt.
En viktig metode for å begrense antall søk uten å begrense maksimal transformasjon er å
bruke multiskala-bilder. Det er bilder med ﬂere lag, hvor hvert lag er en forminsket utgave
av laget over. Søket gjøres først i det minste bildet, hvor en liten transformasjon tilsvarer
stor transformasjon i det originale bildet. Deretter forﬁner man transformasjonen ved å
gjøre konsentrerte søk i stadig mer detaljerte bilder (se avsnitt 3.8).
Men brute force-søk vil alltid være beregningstungt, og det er utviklet en rekke metoder
som gir slike resultater på enklere måter. Videre beskrives tre av metode-kategoriene
kort.
2.2.6.1 Gradient-klatring
Gradientklatring innen tracking er særlig kjent gjennom den iterative algoritmen til Lu-
cas og Kanade [49], som allerede er nevnt i forbindelse med interessepunkt-deteksjon og
optisk ﬂyt. Den kalles gjerne KLT (Kanade-Lucas-Tomasi), og er vidt utbredt i en rekke
sammenhenger. Baker og Matthews et al. har i [8, 5, 6, 7, 9] gjort en grundig gjennomgang
av variasjoner og utvidelser. Essensen er at man kan estimere direkte hvor et interesse-
punkt har ﬂyttet seg til i neste bilde ved å benytte gradienten og den tidsderiverte til
området rundt punktet. Dette er utledet i avsnitt 2.3.1. Figur 2.10 viser tre bilder fra
en sekvens med KLT-tracking. Underveis har det foregått en del bevegelser med armene.
Mange punkter i bakgrunnen ble dermed tildekket og så forkastet siden endringen ble for
stor. Punktene i ansiktet har derimot bestått, selv etter bevegelse og rotasjon.
Hvis man bruker histogrammer av egenskapene til en kernel i stedet for intensitetsverdier
direkte, kan man benytte mean-shift for å lokalisere kernelens nye posisjon på en rask
måte. Det er en annen iterativ gradientklatrer som ﬁnner forﬂyttningen ved å sammen-
ligne histogram-avstanden mellom kernel-histogrammet og histogrammene til søkesonen,
det vil si områdene rundt kernelens forrige posisjon. Der histogram-avstanden er minst
blir foreløpig ny posisjon, og sammenligningen gjentas helt til algoritmen konvergerer på
endelig ny posisjon. En forutsetning for at mean-shift skal fungere er at objektet ikke
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Figur 2.10: Tre bilder fra en sekvens med KLT-tracking, der interessepunkter følges over
tid med gradient-klatring. Mange punkter har forsvunnet i det tredje bildet på grunn av for
store forandringer i bildet.
har ﬂyttet seg utenfor søkesonen. CAMSHIFT [19] er en implementasjon av dette. [24]
presenterer en annen slik tracker, med adaptiv størrelse på objektet, og bruk av Kalman-
ﬁltrering for å fungere selv når forﬂytningen er stor. [23] bruker også mean-shift, men
legger vekt på hele tiden å bruke de egenskapene ved objektet som skiller seg mest mulig
fra gjeldene bakgrunn.
2.2.6.2 Egenrom
Det er ﬂere som har tatt i bruk egenrom-representasjoner for objektgjenkjenning, særlig
innen ansiktsgjenkjenning. Man bruker PCA på en stor mengde treningsbilder, og gene-
rerer et sett med basisbilder. Andre bilder av objektet kan så tilnærmet representeres som
en vektet sum av disse basisbildene. I ansiktsgjenkjenning innebærer det både at man kan
beskrive et ansikt med få parametere, og at man kan gruppere like ansikter. Eigentracker
[16] bygger videre på dette. Den bruker en database av slike basisbilder av objektet den
skal følge, tatt fra ﬂere vinkler. Under trackingen ﬁnner man så den rekonstruksjonen av
videobildet som passer best, og videre ﬁnner man den aﬃne transformasjonen som skal
til for at bildene blir likest mulig. Den transformasjonen brukes i trackingen fra bilde til
bilde. Mens mange andre trackere basert på a priori templater krever treningsbilder fra
alle vinkler og under forskjellige lysforhold, trenger Eigentracker mange færre bilder.
2.2.6.3 Klassiﬁkatorer
Avidan presenterer i [4] Support Vector Tracking, en tracker som ﬂetter sammen optisk
ﬂyt med den generelle statistiske klassiﬁkatoren SVM (support vector machines). I stedet
for å minimere pikseldiﬀeransen for en kernel fra et bilde til det neste, maksimerer den
SVM-resultatet for test-regionen. Trackeren må først trenes opp på en stor mengde bilder
av det den skal ﬁnne, og kan derfor bare brukes i spesiﬁkke settinger. Avidan illustrerer
hvordan den kan brukes til å tracke andre biler foran et kjøretøy. En fordel med denne
metoden er at man eksplisitt bygger inn kunnskap om hva som ikke skal trackes, altså
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(a) Originalbilde (b) Silhuett (c) Kontur
Figur 2.11: Tracking av silhuetten eller konturen til et objekt.
bakgrunnen eller andre objekter som risikerer å ligne.
Kalal et al. bruker også en klassiﬁkator i [38], men trenger ingen trening på forhånd.
Trackeren initialiseres ved å markere objektet i første bilde, og deretter trener den klas-
siﬁkatoren med de treﬀene den ﬁnner, slik at trackeren blir mer og mer robust over tid,
og dessuten kan tilpasse seg store endringer på objektet. Et viktig element er at den
også plukker ut alle bildeområder et stykke unna objektet, og bruker de som negative
treningsdata.
2.2.7 Silhuett-tracking
Disse metodene henger sammen med objektbeskrivelsene der objektet beskrives som en
silhuett eller kontur, og brukes gjerne når man ønsker å tracke hele objektet og dets
form. Mange av metodene skiller dessuten ikke mellom rigide og ikke-rigide objekter [46].
Trackerene kan deles i to: Den ene gruppen søker etter en gitt silhuett i hvert bilde. Den
andre forandrer konturen fra forrige bilde til den passer best mulig med nåværende bilde,
såkalte aktive konturer.
Å søke etter en silhuett i hvert bilde kan ligne på kernel-tracking. Man har en beskrivelse
av objektets silhuett fra forrige bilde, og leter etter den samme silhuetten i nåværende
bilde ved å minimere en kost-funksjon. Beskrivelsen vil typisk være basert på silhuettens
kanter. Når objektet er funnet, oppdaterer man silhuettbeskrivelsen for å ta hensyn til
objektets bevegelser og forandringer over tid.
For å ﬁnne silhuettene i bildet, kan man bruke bakgrunns-subtraksjon. Dette er en form
for segmentering man kan gjøre i video, som går ut på at man deler opp bildet i forgrunn
og bakgrunn, der forgrunn vil si objekter som beveger seg over tid, mens bakgrunnen er
konstant. Den enkleste måten er å bruke pikseldiﬀeransen mellom forrige og nåværende
bilde. Etter litt postprosessering for å fjerne støy og annet, vil man sitte igjen med en
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tilnærming til silhuetten til alle objekter som beveget seg. En mer avansert metode er å
bygge opp en modell av hele bakgrunnen over tid, eksempelvis ved å ﬁnne gjennomsnittlig
verdi for hver piksel. Da kan man ﬁnne silhuetten til objekter selv om de står stille en
stund. I kontrollerte tilfeller kan man også manuelt sette et bilde helt uten objekter
som bakgrunn, for eksempel i biltunnel-overvåkning. Da vil man alltid kunne ﬁnne alle
objekter, uavhengig av deres bevegelse.
Som nevnt tidligere, kan også optisk ﬂyt brukes til å ﬁnne silhuetter av objekter som
beveger seg. Man kan også først ﬁnne silhuetten, og deretter beregne optisk ﬂyt innenfor
konturen for å ﬁnne bevegelsen. Det ﬁnnes ﬂere varianter av dette, og en fordel med disse
metodene som bruker bevegelse til segmentering, er at endringer i objektets utseende
ikke påvirker dem særlig. Yilmaz et al. presenter en kontur-tracker [86] som lager en
forgrunn- og bakgrunnsmodell og ﬁnner konturen som deler best mellom forgrunn og
bakgrunn. De har også en metode for å ﬁnne ut om et objekt er tildekket, ved å se på
størrelsesforandringen.
W4 [31] er et omfattende system for videoovervåkning som blant annet tracker personer.
Det bruker silhuetter fra bakgrunns-subtraksjon for å detektere personer, før det opp-
retter beskrivelser av objektene så det kan følge dem selv etter tildekkinger. [81] er en
tilsvarende tracker som både tracker ved deteksjon og detekterer ved tracking, ved at
bakgrunnsmodellen oppdateres med informasjon om hva som var innholdet i silhuettene
som beveget seg, slik at modellen kan bli så presis som mulig og gi korrekte silhuetter i
neste omgang.
Innen teknikker for aktive konturer er det hovedsaklig to metoder for å utvikle forri-
ge kontur til den ukjente konturen i nåværende bilde. Den ene er delvis beslektet med
segmentering, og kalles gjerne for snakes. Den andre benytter partikkelﬁltre på en para-
meterisert kontur. Disse to metodene kan også kombineres.
Snakes forandrer seg iterativt fram til den optimale nye løsningen. Konturen er gitt
ved en spline eller parameterisert kurve, og metoden har interne og eksterne energi-
funksjoner [41]. Den interne energien er lavest når formen er slik man ønsker, gitt ved
parametere for hvor elastisk formen er, hvor bøyelig kantene er, og annet. Ønsker man
å ﬁnne runde objekter, kan man sette energien høyt dersom formen inneholder spisse
vinkler. Den eksterne energien er lavest når linjene ligger langs en kant. Kanten behøver
ikke å komme fra intensiteten i bildet, men kan for eksempel bruke informasjon fra optisk
ﬂyt. Fra en start-posisjon (typisk resultatet fra forrige bilde), ﬂyttes så kontrollpunktene
i kurven iterativt rundt til metoden konvergerer.
En utvidelse av snakes er level sets, der konturen er gitt ved skjæringen mellom overﬂaten
på et 3D-objekt og et plan. Det åpner blant annet for uproblematiske topologiforand-
ringer, der konturer smelter sammen eller deler seg. Konturens parametere er da gitt
ved deﬁnisjonen av 3D-objektet og dets posisjon i forhold til planet. Et eksempel på
bruk av level sets er Li et al. som i [47] tracker utviklingen av biologiske cellekolonier i
timelapse-video fra et mikroskop. Muligheten for topologiforandringer er avgjørende når
cellene deler seg. Videre kan trackeren begrense mulige forandringer, siden celler ikke kan
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slå seg sammen. De bruker også informasjon fra teksturene langs konturen, og bruker et
Kalman-ﬁlter for posisjonen til hver celle for økt trackepresisjon.
Bruken av partikkelﬁltere sammen med konturer minner om punkt-trackingen nevnt i
2.2.5.2. Man modellerer en transformasjon av parameterne og benytter den sammen med
observert bevegelse for å estimere hvor konturen beﬁnner seg i neste bilde. Peterfreund
benytter dette i Kalman snakes [62] for bedre å takle tildekkinger.
2.2.8 3D-tracking
Det er åpenbart at informasjon om dybde for hver piksel i et videobilde kan være til
hjelp under tracking. Det blir betydelig enklere å segmentere bildet [3], ﬁnne objekter
eller plukke ut interessepunkter når man kan bruke dybde som en av egenskapene. Det
åpner også for å ﬁnne punkter der det tidligere var umulig på grunn av mangel på tekstur.
Samtidig skapes nye utfordringer på grunn av feil og mangler i deler av dybdeinformasjo-
nen (se avsnitt 2.1.6). Det er gjort noe forskning innen tracking i 2.5D og 3D, men siden
gode dybdevideokameraer er forholdsvis nytt, og 3D krever betydelig mer datakraft enn
2D, er dette fortsatt et felt med mange nye muligheter.
Tracking i 3D har en del til felles med andre områder som involverer 3D-data, som
rekonstruksjon av 3D-objekter ut i fra 2D-bilder og samregistrering av 3D-bilder og ob-
jektdeteksjon med 3D-modeller. En del av forskningen er beregnet på industrien, hvor
det er ønskelig med roboter som kan plukke opp objekter med ukjent positur og montere
dem på riktig måte. Det er også forsket mye på optimale metoder for å lage CAD-
modeller av objekter som skannes med en 3D-skanner. Innen intelligente kjøretøy er det
også gjort mye forskning relatert til 3D-tracking, men der brukes til dels radar og andre
avbildningsteknikker, samt at tracking-problemet ofte er veldig innsnevret.
En vanlig utfordring er å registrere to sett med 3D-data, altså ﬁnne transformasjonen
som setter dem inn i samme koordinatsystem. Iterative Closest Point (ICP)[15] er en mye
brukt algoritme for slik 3D-registrering. Den utfører en iterativ minimering av avstand
mellom antatt korresponderende punkter på rigide objekter, og de mange variantene av
algoritmen [65] gir gode resultater. ICP må imidlertid ha et omtrentlig estimat å starte
med for å unngå å konvergere mot feil minima. Det ﬁnnes mange metoder for slike grove
registreringer, og hvilken man velger, kommer an på applikasjonen.
I mange sammenhenger vil man ha en 3D-modell av et objekt som utgangspunkt, og så
er målet å ﬁnne objektet i et 3D-bilde. For å ﬁnne en grov registrering kan man da for
eksempel benytte spin-images [37]. Da genererer man først en database av 2D-bilder fra
mange vinkler av 3D-modellen. Disse brukes så til å gjøre en initiell matching mot en
rendring av 3D-scenen i lav oppløsning med vanlige 2D-metoder.
Punktkorrespondanse er annen mye brukt metode for grov registrering, som vil si å
beskrive punkter basert på geometrien rundt dem, og så ﬁnne punkter i de to modellene
som har lik beskrivelse. Drost et al. [26] har en metode for det, der de lager en global
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modell av objektet, basert på avstanden og normaldiﬀeransen til alle mulige punktpar
i modellen. Dermed kan matching gjøres lokalt med stor hurtighet, som det blir ekstra
eﬀektivt fordi man kan klare seg med lavoppløselige data. Det skiller seg fra ren punkt-
korrespondanse hvor man må ha mye mer detaljert geometri. Når man har funnet en grov
registrering med en av disse metodene, kan man bruke ICP for å ﬁnne nøyaktig posisjon
til objektet.
Et annet bruksområde for 3D-registrering er å sette sammen ﬂere overlappende 3D-bilder
til ett stort bilde. Punkt-korrespondansen nevnt over vil også da kunne gi en grov re-
gistrering før ICP. En variant av denne applikasjonen kan også brukes til tracking. Hvis
man registrerer hele scenen i to etterfølgende bilder, vil man kunne segmentere bildet på
grunnlag av bevegelse. Da har man både plukket ut objektet og funnet dets bevegelse.
Dette vil også kunne fungere når kameraet ikke er stasjonært, men det forutsetter imid-
lertid at algoritmen er så robust at den alltid registrerer den statiske delen av scenen
(bakgrunnen), og ikke lar seg inﬂuere av objektene som beveger seg. En fordel under
tracking er at diﬀeransen mellom to bilder i video ofte vil være liten uansett, så man har
allerede en grov registrering som kan være utgangspunkt for forﬁning. Salvi et al. [66]
har en grundig gjennomgang av grove og ﬁne registreringsmetoder for dybdebilder.
Et eksempel på tracking med ToF-kameraer er Hansen et al. [30] som tracker personer i
kontorlokaler. De bruker både intensitetsbildet og dybdebildet, og lager over tid en modell
av hva som er bakgrunnen, slik at de kan trekke ut personene. Bruken av dybdekameraet
gjør at de oppnår muligheten for tracking også i lite lys. De konstaterer også at bruken
av dybde øker robustheten til trackeren, men observerer problemer med reﬂeksjoner og
interfererens mellom ﬂere kameraer.
2.3 Flytestimering
Optisk ﬂyt vil si den tilsynelatende bevegelsen i hver eneste piksel fra et 2D-bilde til det
neste. Dette skiller seg fra å kun ﬁnne bevegelsen til interessepunkter eller andre objekter.
Nært beslektet er dybdeﬂyt (engelsk: range ﬂow), som gir bevegelsen til hvert punkt i en
3D-verden. For å ﬁnne dybdeﬂyt må bildene være dybdebilder.
Resultatet av slik ﬂyt-estimering er et vektorfelt som beskriver hvert punkts bevegelse
fra bilde til bilde så godt det lar seg gjøre, slik ﬁgur 2.12 viser. Dette er nyttig basisdata
for tracking, segmentering, registrering og annet. For eksempel kan man gjøre objektde-
teksjon ved å segmentere bildet basert på retningen til vektorene. Dette gir samtidig en
form for tracking, siden vektorene også angir hvordan objektet har beveget seg.
Det ﬁnnes mange måter å estimere ﬂyt på [76, kap. 8], og noen av dem overlapper med
metoder for kernel-tracking (se avsnitt 2.2.6). Baker et al. [10] har utviklet et rammeverk
for empirisk sammenligning av algoritmer for optisk ﬂyt, og presenterer omfattende og
løpende oppdaterte resultater [52].
25
(a) To etterfølgende bilder i en videosekvens (b) Flytestimat
Figur 2.12: Bilde (b) viser beregnet optisk ﬂyt mellom de to bildene i (a). Illustrasjon:
Russell og Norvig, AI, A Modern Approach, Prentice Hall, 1995.
2.3.1 Optisk ﬂyt i 2D
Grunnlaget for optisk ﬂyt i 2D er å anta at intensiteten til en punkt er konstant, men at
punktets posisjon i bildet kan forandre seg over tid:
I(x, y, t) = I(x+ δx, y + δy, t+ δt) (2.8)
Dette stemmer selvfølgelig ikke  det som er avbildet i en ikke-statisk videosekvens for-
andrer seg. Men de ﬂeste punkter vil endre seg veldig lite mellom to etterfølgende bilder,
så denne antagelsen fungerer i praksis.
Ved å ta for gitt at et punkts bevegelse δx, δy mellom to bilder er liten, kan man utvikle
ligningen (2.8) med Taylor-serier og få
I(x+δx, y+δy, t+δt) = I(x, y, t)+
∂I(x, y, t)
∂x
δx+
∂I(x, y, t)
∂y
δy+
∂I(x, y, t)
∂t
δt+H.O.T.
(2.9)
I resten av avsnittet droppes piksel-indeksen (x, y, t) for lesbarhet. I henhold til (2.8)
betyr dette at
∂I
∂x
δx+
∂I
∂y
δy +
∂I
∂t
δt = 0. (2.10)
Når det jobbes på etterfølgende bilder i en videosekvens er normalt δt konstant (1/fps
sek), og vi kan heller skrive
∂I
∂x
Vx +
∂I
∂y
Vy +
∂I
∂t
= 0 (2.11)
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I(x, t)
I(x, t+1)
Tidsderivert
Figur 2.13: Illustrasjon av (2.13) i én dimensjon, IxV = −It. Den tidsderiverte It er
forskjellen mellom verdien av I i samme piksel p på to forskjellige tidspunkter t og t+1. For
å ﬁnne hvor intensitetsverdien har ﬂyttet seg til, deles den tidsderiverte på tilnærmingen
til gradienten, Ix, og gir forﬂytningsvektoren V . Men siden den lineære tilnærmingen ikke
stemmer helt, blir V ikke helt korrekt. Flere iterasjoner vil kunne konvergere mot nøyaktig
forﬂytning.
eller
IxVx + IyVy = −It (2.12)
∇I · V = −It (2.13)
der V = (Vx, Vy) er hastigheten til den optiske ﬂyten, ∇I = (Ix, Iy) =
(
∂I
∂x ,
∂I
∂y
)
er
gradienten til bildet og It = ∂I∂t er bildets tidsderiverte. Figur 2.13 illustrerer 1D-versjonen
av dette, som er enklere å se for seg.
Ligningen (2.13) er grunnlaget for gradient-baserte metoder for optisk ﬂyt og tracking.
Ligningen har to ukjente, Vx og Vy, og deﬁnerer en linje som alle gyldige løsninger ligger
på. Det trengs derfor ytterligere beskrankninger for å kunne ﬁnne én løsning. De to mest
ubredte metodene, Lukas-Kanade [49] og Horn-Schunck [33] løser dette på to forskjellige
måter som er beskrevet under.
2.3.1.1 Lukas-Kanade
For å kunne ﬁnne en løsning innfører Lukas og Kanade en antagelse om at bevegelsen i
nabopiksler er lik. Tilsvarende som for antagelsen om konstant punktintensitet, stemmer
ikke dette helt, men godt nok i praksis. Ved å sette opp ligningen (2.12) for hver piksel
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p1, p2, . . . , pN i et vindu på N piksler sentrert i pikselen man skal estimere ﬂyten til, får
man N ligninger, alle med samme Vx og Vy som ukjente:
Ix(p1)Vx + Iy(p1)Vy =− It(p1)
Ix(p2)Vx + Iy(p2)Vy =− It(p2)
...
Ix(pN )Vx + Iy(pN )Vy =− It(pN )
Dette kan skrives som AV = b der
A =

Ix(p1) Iy(p1)
Ix(p2) Iy(p2)
...
...
Ix(pN ) Iy(pN )
 og b =

−It(p1)
−It(p2)
...
−It(pN )
 (2.14)
Dette gir et system med mange ﬂere ligninger enn ukjente, noe som vanligvis ikke gir en
entydig løsning. Derfor brukes gjerne lineær minste kvadraters regresjon, som vil gi den
beste løsningen ved å løse
V = (A>A)−1A>b. (2.15)
A>A er det samme som strukturtensoren omtalt i avsnitt 2.2.2.1. Som nevnt der, vil
strukturtensoren kunne ha egenverdier som er 0, ved mangel på tekstur i en eller begge
retninger. Samtidig vil da determinanten være 0. Begge deler indikerer at matrisen er
singulær og ikke kan inverteres. Det er altså ikke mulig å ﬁnne V med mindre vinduet
inneholder gradienter i minst to retninger. Dette kalles apertureproblemet, og er illustrert
i ﬁgur 2.14. Det innebærer at et vindu som inneholder en skarp kant, ikke kan si noe om
bevegelsen langs kanten, mens bevegelse ortogonalt på kanten vil være tydelig. Algorit-
men ble i utgangspunktet foreslått som en måte å ﬁnne forﬂytningen mellom utvalgte
interessepunkter, og da hadde man allerede valgt bort alle punkter som ikke hadde en
invertibel strukturtensor. Når man benytter den for å ﬁnne tett optisk ﬂyt, vil det derfor
være en rekke steder man ikke kan ﬁnne ﬂyten. Når det er gradienter i kun én retning
kan man kun ﬁnne normalﬂyten, altså ﬂyten i retningen ortogonalt på kanten. Hvorvidt
man ønsker seg denne ufullstendige ﬂyten eller ikke kommer an på applikasjonen.
For mer nøyaktige resultater kan man gjøre dette iterativt, og ﬁnne ny It ut i fra for-
ﬂytningen fra forrige iterasjon. Dette vil konvergere relativt fort, ofte etter rundt fem
iterasjoner. Grunnen til unøyaktigheten i hver iterasjon er at man benytter en lineær
tilnærming til den deriverte, slik ﬁgur 2.13 viser.
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Figur 2.14: Apertureproblemet i 2D. Øvre og nedre rad viser vinduer rundt tre forskjellige
piksler, på to forskjellige tider. I (a) er det ingen tekstur, og det er umulig å si hva motivets
faktiske bevegelse har vært. I (b) er det én kant, slik at man kan bestemme bevegelsen i
retningen ortogonalt med kanten. Det er ikke mulig å si noe om bevegelsen parallelt med
kanten. I (c) er det to kanter i vinduet, og all bevegelse lar seg bestemme.
2.3.1.2 Horn-Schunck
Horn-Schunck-metoden er global og bruker regularisering for å beskranke ligningen (2.13).
Flyten vil normalt være relativt lik i et større område. Unntaket er hovedsaklig langs
kanter av objekter, der det vil være en brå overgang mellom objektets bevegelse og
bakgrunnens bevegelse. Metoden går derfor ut på å kombinere ligningen med et uttrykk
om de deriverte til hastighetsvektoren:
E =
∫∫ [
(IxVx + IyVy + It)
2 + α2(‖∇Vx‖2 + ‖∇Vy‖2)
]
dxdy (2.16)
Ved å minimere E for hver piksel får man en jevn ﬂyt, og styrken på regulariseringen angis
med konstanten α, der stor verdi gir jevnere ﬂyt. Man får dessuten ﬂytestimater i alle
piksler, selv for de pikslene som mangler gradienter. Denne metoden får derfor ikke hull
i ﬂyten på grunn av apertureproblemet, siden regulariseringen vil fylle inn interpolerte
verdier. Dermed får man også benyttet normalﬂyten for det den er verdt.
2.3.2 Kvasi-dybdeﬂyt
Metodene for 2D optisk ﬂyt kan også benyttes på et dybdebilde. Et dybdebilde Z som
representeres som et gråtonebilde, skiller seg teknisk sett ikke fra gråtonebilder av in-
tensitet. Resultatet er som før et vektorfelt med en 2D-vektor for hver piksel, som gir
bevegelse i sensorplanet. Men siden pikselverdiene representerer dybde, kan man utvide
vektorfeltet med en Vz-komponent for hver vektor. For å ﬁnne denne tar man diﬀeransen
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mellom dybdeverdien i den originale pikselen og dybdeverdien i pikselen man mener det
fysiske punktet har ﬂyttet seg til:
Vz = Z(x+ Vx, y + Vy, t+ 1)− Z(x, y, t) (2.17)
Dette vil gi store feil i Vz langs kanten av objekter hvis Vx og Vy er unøyaktige. Merk
også at Vz er i et helt annet målesystem enn Vx og Vy. Dersom man både har dybde og
intensitetsverdi for hvert punkt, kan hvilket som helst av dem  eller begge  brukes for
å ﬁnne forﬂytningen, før man henter ut dybden. Dette vil gi veldig nøyaktige estimater
der hvor Vx og Vy er korrekt. Men x,y-ﬂyten har feilaktige verdier når noe beveger seg
langs z-aksen, på grunn av perspektivet. Derfor vil denne formen for Vz også gi feilaktige
estimater.
2.3.3 Flyt i ﬂere dimensjoner
Det er også mulig å ﬁnne optisk ﬂyt i ekte 3D-data. Resultatet er da et volum av 3D-
vektorer som gir forﬂytningen til hver voksel mellom to 3D-modeller. En voksel er 3D-
varianten av en piksel, en farge/intensitetsverdi posisjonert med 3D-koordinater. Tilsva-
rende benytter man alle vokslene i et 3D-naboskap rundt vokselen man jobber på, i stedet
for pikslene i et 2D-naboskap. Barron og Thacker [13] beskriver utvidelser av Lukas-
Kanade og Horn-Schunck til 3D. Disse metodene kan for eksempel brukes på medisinsk
3D-data fra CT-, MR-, SPECT- eller PET-skanning. Antagelsen om konstant intensitet
utvides da med et ledd for z-komponenten,
I(x, y, z, t) = I(x+ δx, y + δy, z + δz, t+ δt). (2.18)
Dette uttrykket kan på samme måte som i 2D utvikles med Taylor-rekker til å gi en
ligning med tre ukjente,
IxVx + IyVy + IzVz = −It (2.19)
som også kan forkortes til utrykket i (2.13).
Her er ∇I = (Ix, Iy, Iz) 3D-gradienten, og V = (Vx, Vy, Vz) 3D-hastighetsvektoren. Lig-
ningen beskriver et plan i rommet, der mulige løsninger ligger. For å begrense løsningene
antar man fortsatt lokal rigiditet, altså at alle voksler i et N = n × n × n voksler stort
3D-nabolag beveger seg i samme retning. Det gir N ligninger, og løses ved regresjon med
samme uttrykk som (2.15), men A får en ekstra kolonne med Iz(pi).
Man kan også her velge å vekte vokslenes innﬂytelse, typisk med 3D Gaussiske koeﬃsi-
enter, slik at voksler nærmest sentrum påvirker resultatet mer.
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2.3.4 Dybdeﬂyt
Med 2.5D dybdedata kan man ikke bruke ligningene for 3D-optisk ﬂyt. Det er kun én
dybdemåling for hver x, y, og dermed er det ikke noen derivert i z-aksen som kan erstatte
Iz. Men det lar seg likevel gjøre å putte den ukjente z-bevegelsen Vz inn i en tilsvarende
ligning, som kalles dybdeﬂyt-ligningen [12]:
ZxVx + ZyVy + Vz + Zt = 0 (2.20)
Denne ligningen deﬁnerer et plan der gyldige forﬂytningsvektorer ligger. Igjen gjøres
antagelsen om at punktene p i et naboskap beveger seg likt, og man får igjen et sett med
N ligninger som kan settes opp som AV = b der
A =

Zx(p1) Zy(p1) 1
Zx(p2) Zy(p2) 1
...
...
...
Zx(pN ) Zy(pN ) 1
 og b =

−Zt(p1)
−Zt(p2)
...
−Zt(pN )
 . (2.21)
Som i 2D-tilfellet kan dette løses med lineær minste kvadraters regresjon, der beste
estimat er gitt ved V = (A>A)−1A>b. Apertureproblemet blir her mer avansert. Hvis det
mangler gradienter i hele vinduet vil alle ligningene deﬁnere det samme planet, slik at
man ikke kan bestemme noen av komponentene i ﬂyten. Hvis det er gradienter i én retning
vil ligningene deﬁnere plan som alle skjærer hverandre langs en felles linje. Alle punktene
på den linjen er gyldige løsninger for V , og ﬂyten er således ubestemmelig. Er det derimot
gradienter i minst to retninger vil ligningene deﬁnere plan som skjærer hverandre slik at
det (ideelt sett) er ett punkt som ligger i skjæringen mellom alle planene. Det punktet
gir det korrekte ﬂytestimatet V . Ved manglende gradienter vil man fortsatt kunne ﬁnne
normalen til planet eller linjen som løsningene ligger på, og videre plan-normalﬂyt og
linje-normalﬂyt [12], noe som kan være bedre enn ingenting i enkelte applikasjoner.
2.4 Generisk bruk av GPU-er
I senere tid har det skjedd en utvikling der man har tatt i bruk datamaskinens GPU (gra-
ﬁkkprosessor) til å gjøre generiske beregninger, noe som øker systemets regnekraft betrak-
telig. Dette kalles ofte GPGPU (General Purpose computation on Graphics Processing
Units). En GPU gjør beregninger anderledes enn en CPU, maskinens hovedprosessor, og
egner seg best til problemer som kan deles opp i mange like og uavhengige småproblemer.
Bildeanalyse har mange problemer av denne typen, da det ofte er er snakk om å gjøre
samme jobb for hver piksel. Det er derfor en sterkt økende trend å ta i bruk GPU innen
dette fagfeltet. Blant annet har det ført til at stadig ﬂere tunge algoritmer kan kjøres i
sanntid.
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2.4.1 Utviklingen av parallelle arkitekturer
De siste årene har utviklingen av datamaskiners regnekraft endret seg. Målet er fortsatt at
maskinene skal kunne arbeide raskere, men metodene for å oppnå dette er ikke de samme.
Tidligere var en viktig del av utviklingen å stadig øke klokkefrekvensen på prosessoren og
andre deler av systemet. For noen år siden kom man dit at dette ikke lenger ga gevinst,
blant annet fordi det oppstod for store problemer med varmen det skapte. I stedet har
man startet å lage prosessorer med ﬂere kjerner som jobber sammen. Dette har ført til at
programmene må skrives på en annen måte enn før, hvor de beregningsintensive delene
må kunne kjøre i parallell.
Samtidig startet en utvikling der man begynte å utnytte den massive regnekraften i GPU-
er til noe annet enn det de var tiltenkt. Disse prosessorene var i utgangspunktet laget
for å beregne graﬁkken i dataspill, CAD-programmer og lignende. Dette er applikasjoner
som krever enormt mange enkle beregninger hvert sekund, og graﬁkkort består derfor av
veldig mange enkle aritmetiske enheter, i tillegg til å ha mye hurtig internminne. De har
også enkelte dedikerte kretser for tyngre operasjoner som interpolasjon og normalisering.
GPU-ene hadde først helt faste pipelines optimalisert for alle stegene i graﬁkkberegning.
Etter hvert utviklet de seg til å få mer generiske prosessorer som lot utviklerne bytte ut
noen av stegene med sine egne små programmer, kalt shadere.
Shaderene var ment å skulle bearbeide teksturer og geometriske data under graﬁkkbereg-
ninger, men førte også til at GPGPU oppstod. Man omformulerte problemet til å la seg
representere med geometri og teksturer, og sendte dataene gjennom GPU-ens pipeline
der shadere gjorde beregningene man ønsket. Resultatet kom ut som bilde i skjermbuﬀe-
ret, noe som strengt tatt bare er en matrise med tall man kan jobbe videre med. Denne
utviklingsprosessen var vanskelig og tungvindt, og mest for spesielt interesserte. Det var
heller ikke mulig for alle typer problemer. GPU-produsentene så imidlertid potensialet
for et nytt marked, og i 2007 lanserte GPU-produsenten Nvidia sin arkitektur og API
for generiske parallelle beregninger, kalt CUDA [55]. Året etter kom OpenCL [77], en til-
svarende API som støttes av GPU-ene til både Nvidia og AMD. Dette sammenfalt med
en forandring i GPU-arkitekturen, der det meste av regnekraften ble lagt til generiske
aritmetiske enheter. De nye API-ene har gjort det lett å bruke regnekraften i GPU-er
til generiske beregninger. Utfordringen ligger imidlertid i å konvertere og tilpasse eksis-
terende algoritmer til å kunne ta i bruk den massive parallelliteten i GPU-ene, der ﬂere
hundre tråder kjøres parallelt [59].
2.4.2 Bildeanalyse på GPU
Prinsippet bak måten en GPU jobber på kalles SIMD (Single Instruction Multiple Data),
og går ut på å utføre samme operasjon på ﬂere dataverdier samtidig. Dette eksisterer på
CPU-er også, men en moderne CPU-kjerne kan typisk gjøre samme instruksjon på mak-
simalt 128 bit med data om gangen. En GPU kan derimot jobbe med tusenvis av ﬂyttall
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samtidig. Bildeanalyse er generelt noe som egner seg for denne typen parallell prosesse-
ring, siden det ofte er snakk om en algoritme som skal gjøres for hver piksel i et bilde.
Ettersom dataene man jobber med, i utgangspunktet er bilder og geometriske objek-
ter, har det vært gjort en del bildeanalyse på GPU-er allerede mens man måtte benytte
API-er beregnet på graﬁkk. I mange tilfeller blir man nødt til å endre problemstillingen
eller algoritmen for at det skal lønne seg å bruke GPU-er. Et eksempel er Kim et al.
[44], hvor de implementerer optisk ﬂyt på GPU og ofrer nøyaktighet for en betraktelig
hastighetsøkning.
Eksisterende biblioteker for analyse og bearbeiding av bilder og 3D-data, som OpenCV
[82] og PCL [83], får fortløpende økt støtte for bruk av GPU. Det er også lansert en
del biblioteker som kun er for GPU-aksellerert bildeanalyse, blant annet OpenVidia [29],
GpuCV [2] og CUVILib [79]. Nvidia har også et eget bibliotek kalt NPP [56].
Det ﬁnnes også åpent tilgjengelig en rekke GPU-akselererte implementasjoner av de mest
kjente interessepunktdetektorene [72, 84, 68, 63].
Mange av metodene innen 3D-registrering er beregnet på å kjøre etter at dataene er
samlet inn, for å lage 3D-modeller. Da er ikke hastighet så viktig, siden man kan ta den
tiden som trengs. Tracking derimot, er noe som ofte må skje i sanntid med videorate. Det
har tidligere ekskludert mange metoder, som er for beregningstunge. Med introduksjonen
av GPGPU har dette endret seg, men det er fortsatt gjort lite forskning på området. Park
et al. presenterer i [60] en algoritme for å estimere posituren til en modell fra et enkelt
dybdebilde, designet for parallellprosessering og implementert med CUDA. Den benytter
først 2D-søk etter pre-rendrede positurer av modellen, før den bruker en variant av ICP
for å forﬁne registreringen. Implementasjonen kjører med en hastighet på 3 bilder per
sekund, noe som er raskt til å være 3D-registrering, men fortsatt langt unna videorate.
2.4.3 Nvidia CUDA
CUDA [55] er Nvidias arkitektur for parallelle beregninger og betegnelsen på deres øko-
system rundt GPGPU. Alle nyere skjermkort fra Nvidia har denne arkitekturen. Ut-
viklere kan benytte den gjennom API-ene OpenCL [77] og Microsoft DirectCompute,
eller Nvidias egen CUDA-SDK. De ﬂeste utbredte programmeringsspråk har API-er for
å utnytte CUDA. Applikasjoner kjøres i utgangspunktet på CPU-en som vanlig, men
via en kjøretids-API kan man ﬂytte data til og fra GPU-ens minne og starte en så-
kalte kjerner1 som er skrevet i programmeringsspråket C for CUDA og kompilert for
CUDA-arkitekturen. Disse kjører direkte på GPU-ens multiprosessorer, og benytter kun
GPU-ens minne.
Programﬂyten for et trivielt program kan være:
1Ordet kjerne har i denne teksten mange betydninger, så det er forsøkt å preﬁkse med et beskrivende
ord der det er nødvendig. CUDA-kjerner (engelsk: kernel) er programvare, og må ikke forveksles med
fysiske prosessorkjerner (engelsk: core).
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1. CPU-en laster data fra ﬁl inn i maskinens minne
2. CPU-en overfører dataene til GPU-minnet
3. CPU-en starter en CUDA-kjerne på GPU-en
4. GPU-en kjører kjernen, og gjør beregninger på dataene i GPU-minnet
5. CPU-en venter til kjernen er ferdig, og kopierer resultatet fra GPU-minnet tilbake
En CUDA-basert GPU har en rekke multiprosessorer, som hver har en rekke prosessor-
kjerner. Dagens kraftigste GPU-er har ﬂere hundre prosessorkjerner totalt. Alle proses-
sorkjerner i en multiprosessor deler en del ressurser, som cache, registerminne og delt
minne. Hver prosessorkjerne utfører samme instruksjon for 32 tråder om gangen (disse
kalles en warp).
Når man skriver en kjerne, lager man kode som vil kjøres av et antall tråder samtidig.
Trådene er organisert i blokker, som igjen er organisert i en grid. Dette er en logisk
oppdeling, og GPU-en vil selv sørge for å distribuere eksekveringen av trådene ut til
multiprosessorer. Trådene i en blokk deler noe minne, og kan dermed samarbeide. De vil
også kjøre hvert kodesteg nøyaktig samtidig. Trådene i ulike blokker kan ikke samarbeide,
annet enn at man kan synkronisere alle trådene til en kjerne (dette er imidlertid veldig
ineﬀektivt). Når man starter en kjerne angir man hvor mange blokker man vil ha, og hvor
mange tråder hver blokk skal ha. Antallet avhenger av problemet og hvordan man har
valgt å løse det. Det ﬁnnes begrensninger på antallene, som er avhengig av GPU-modell
og hvor mye delt minne trådene trenger, etc. Hver tråd vet hvor mange tråder og blokker
som ble startet, og sin indeks. Indeksen kan være 1D, 2D eller 3D, og man benytter det
som er mest naturlig i henhold til problemet applikasjonen skal løse. Eksempelvis vil 2D-
indeksering være naturlig for bildebehandling, og 3D-indeksering for beregninger på et
volum av data. Figur 2.15 viser to kjerner, der kjerne 1 har en grid med 6 2D-indekserte
blokker, hvor hver har 15 2D-indekserte tråder.
GPU-en har et større område med globalt minne, som er tilgjengelig for alle trådene. Det
har også et teksturminne, som er optimalisert for usekvensiell lesing. Teksturminnet er
også mellomlagret (cached), samt at det gir gratis interpolering og normalisering. Lesing
fra globalt minne skjer ved at en sekvens med etterfølgende minne leses samtidig. Der-
som ﬂere tråder har etterspurt etterfølgende minne, leser de dermed samtidig. Ettersom
trådene i en blokk kjører synkront, vil de alltid gjøre minneforespørsler samtidig. Hvis de
derimot ber om minne fra spredte plasser, vil det utføres en minnelesing for hver eneste
tråd, og de andre trådene vil bli stående og vente i mellomtiden for å kunne fortsette
synkront. Dette er en av de store utfordringene med GPGPU-programmering. For at det
skal gå fort må data leses sekvensielt, og ikke ﬂere ganger enn nødvendig, da det som
regel er minneforespørsler som er ﬂaskehalsen. Selve beregningene går ekstremt fort. For
virkelig å optimalisere GPU-kode er det også en rekke faktorer som minne-alignment
og minimering av forgreining i programkoden (branching) som det må tas høyde for.
En del av disse faktorene er dessuten spesiﬁkke for GPU-modellen, noe som kompliserer
utviklingen ytterligere.
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Figur 2.15: Et eksempel på tråd-layouten til to CUDA-kjerner. Kjerne 1 har seks blokker,
som hver består av 15 tråder. Begge deler er 2D-indeksert. Illustrasjon: Nvidia [55]
Det ﬁnnes ﬂere revisjoner av CUDA-arkitekturen, som alle er bakoverkompatible. Enhver
Nvidia-GPU har en viss compute capability2, som angir hvilke funksjoner den støtter.
I 2010 begynte det å komme GPU-er med compute capability 2.0, som utgjør et stort
skille ved at det ble mulig å kjøre ﬂere kjerner samtidig. Tidligere revisjoner støtter ingen
parallellitet av denne typen i det hele tatt, eller kun muligheten for en minneoverføring
samtidig som eksekvering av en kjerne.
2Se http://developer.nvidia.com/cuda-gpus for en oversikt
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Kapittel 3
Metode
I dette kapittelet beskrives først de to datakildene for dybdevideo brukt i prosjektet,
Microsoft Kinect og en laserskanner. Deretter beskrives hvordan både dybdebildene og
intensitetsbildene fra en slik videosekvens sammen kan benyttes for å ﬁnne dybdeﬂyt i
verdenskoordinater, ved bruk av de lokale konseptene i Lukas-Kanades metode. Dette
bygger videre på stoﬀet om optisk ﬂyt i avsnitt 2.3.1 og 2.3.4.
Hele prosessen er kort beskrevet som følger, illustrert i ﬁgur 3.1: For å ﬁnne ﬂyten i en
piksel må man benytte pikslene i et vindu rundt for å få nok ligninger til å ﬁnne en løsning
med regresjon. Siden dybdebildet og intensitetsbildet er samregistrert kan man benyt-
te samme vindu i begge bildene og å få ligninger fra både dybde- og intensitetsbildet.
Ved å derivere bildene i punktsky-form får man gradienter med hensyn på verdenskoor-
dinater. Man eliminerer da perspektiv-eﬀekten bildene i utgangspunktet har. Det gjør
også at ﬂyten man ﬁnner har samme måleenhet som dybdemålingene, og represente-
rer 3D-forﬂytningen til hvert punkt i punktskyen. For å få dataene i punktsky-format
må dybdebildet fra Kinect konverteres, mens laserskanneren leverer data som punktsky.
Gradientbildene vil ha veldig høye verdier langs skarpe kanter, og ﬂytestimatene vil i de
områdene være veldig feilaktige. Det er derfor nødvendig å maskere ut en del piksler. For
å ﬁnne store forﬂytninger gjøres hele prosessen på ﬂere nedskalerte kopier av bildene, og
ﬂyten legges til slutt sammen.
Sist beskrives hvordan en tracker skal benytte ﬂytestimatene for å kunne følge objekter
over tid.
3.1 Datakilder
Det er i prosjektet benyttet to forskjellige datakilder for 2.5D-video: Microsoft Kinect og
en laserskanner.
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Figur 3.1: Stegene i metoden. Råbildene gjøres om til punktsky som er basis for gradient-
bilder, som sammen med masker benyttes for å ﬁnne ﬂyten. Det hele gjøres for hvert nivå i
en bildepyramide for å kunne ﬁnne ﬂyt over større avstander. Den endelige ﬂyten brukes så
som data for en tracker, som følger objekter over tid.
Figur 3.2: Dybdekameraet Kinect til Microsoft Xbox. Til venstre er en infrarød prosjektør,
til høyre en infrarød sensor, mens i midten er en fargesensor. (Foto: Microsoft)
3.1.1 Microsoft Kinect
Kinect produseres av Microsoft, og var opprinnelig et tilbehør til spillkonsollen Xbox 360,
lansert i slutten av 2010. Den har fargekamera, dybdekamera, motor for å tilte enheten
opp og ned og ﬁre mikrofoner for å ta opp og retningsbestemme lyd. Enheten tilkobles
konsollen med USB. Kamerateknologien er utviklet av ﬁrmaet PrimeSense1. Dybdekame-
raet benytter strukturert lys for å ﬁnne dybde. Det består av en infrarød laserprosjektør
som projiserer et mønster med 313335 prikker [64], og en monokrom CMOS-sensor som
tar et bilde av infrarødt lys. Bildet prosesseres deretter for å ﬁnne dybdeverdier, ved å
korrelere mønsteret i bildet med kjente data om hvordan mønsteret endres ved diskrete
avstander. Det er også innebygget støtte for å tracke kroppsdelene til mennesker i sanntid
[71], laget for at posituren kan brukes til å styre spill.
1http://www.primesense.com/
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3.1.1.1 Drivere og API
Svært kort tid etter lansering oppstod ﬂere prosjekter med åpen kildekode for å levere
drivere og API-er til vanlige PC-er. Det største prosjektet i dag er OpenKinect [57], som
står bak libfreenect. Dette er en driver og en API som fungerer på ﬂere plattformer.
PrimeSense publiserte noen uker etter lansering sine egne drivere. De står også bak et
rammeverk for denne typen enheter kalt OpenNI [58], som blant annet har en API som
kan brukes med Kinect. Microsoft lanserte egne drivere og en SDK [51] i juni 2011.
3.1.1.2 Utdata
Enheten kan instrueres til å levere bilder i forskjellige oppløsninger og hastigheter. Normal
modus gir 30 bildepar per sekund, der både dybdebilde og fargebilde har en oppløsning
på 640 × 480 piksler. Det er mulig å få fargebilder i 1280 × 1024, men da synker antall
bilder per sekund til ca 10. Dybdebildene kan kun leveres i mindre størrelser. Man kan
også få ut det ubehandlede infrarøde bildet.
API-ene til Microsoft og Primesense gir dybde som 16-bits bilder der verdien er avstand i
millimeter. Oppgitt avstand er korrigert for perspektiv, slik at den angir korteste avstand
mellom punktet og sensorplanet, ikke avstand til selve sensoren. Nærgrensen for dybde-
bilder ligger på rundt 0,5 meter. Den bakre grensen er på rundt 10 meter, men målinger
på denne avstanden er veldig støyfylte og upålitelige. Det er høyere dybde-oppløsning
nær sensoren enn lengre unna. På 2 meters avstand er oppløsningen ca 1 cm.
Fargekameraet gir bilder i 24 bits RGB. Bildet komprimeres med tap før overføring, på
grunn av begrensningen i overføringskapasiteten til USB.
3.1.1.3 Kalibrering og registrering
Sensorene for dybdebilde og fargebilde er plassert ca 3 cm unna hverandre. I tillegg er det
litt forskjellig synsvinkel i de to objektivene, og det er ørsmå forskjeller på hvilket plan
sensorene er montert i. Dermed gir fargebildet og dybdebildet litt forskjellige utsnitt. Her
trenger vi at begge bildene må være registrert for å kunne benytte dem korrekt, slik at
korresponderende piksler i de to bildene gir farge og dybde for samme fysiske punkt.
For å registrere bilder fra to kameraer må man gjøre en kalibrering og ﬁnne kamerapara-
meterene. Dette er et sett matriser som beskriver en rekke egenskaper ved kameraet og
linsen. En utbredt metode for kalibrering er Zhangs [87], som går ut på å ta ﬂere bilder
av et sjakkbrett i ulike vinkler, ﬁnne pikselkoordinatene til samme punkter i alle bildene
og gjøre noen beregninger ut i fra dem. Dybdekameraet kan ikke se sjakkbrettmønsteret,
men det kan se hjørnene på brettet hvis det er luft rundt brettet. Kinect-enhetene blir
imidlertid kalibrert på fabrikken, slik at det er lagret kameraparametere i enheten. Både
Microsofts egen SDK for Kinect og programvaren til OpenNI er i stand til å hente ut disse
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Figur 3.3: Bilde tatt med Kinect, der dybdebildet i transparent gult er registrert med
fargebildet. Det mangler dybde i kantene på grunn av kameraenes forskjellige utsnitt. De
spredte områdene uten dybde er på grunn av begrensninger i opptaksteknikken.
tallene, og har API-kall for å automatisk registrere bildene. For helt nøyaktig kalibrering
som tar hensyn til små avvik i monteringen av enhetene kan man kalibrere hver enhet
selv. Burrus [21] har publisert en metode og programvare for å kalibrere Kinect-enheter.
Man kan enten registrere dybdebildet med fargebildet, eller motsatt. Dybdebildet har et
mindre utsnitt enn fargebildet, så hvis man registrerer dybdebildet med fargebildet, vil
man beholde alle data i fargebildet, og få dybdeinformasjon i hele bildet unntatt i kantene,
slik ﬁgur 3.3 viser. Hvis man fortsetter å lagre dataene som to bilder med den originale
oppløsningen, vil noe dybdeinformasjon gå tapt. For Kinect-data gjør antagelig dette
lite, ettersom den virkelige dybdeoppløsningen later til å være mindre enn dybdebildet
som leveres. Alternativet er å beholde all dybdeinformasjonen, og registrere fargebildet
med dybden. Da taper man mye fargeinformasjon i kantene der man ikke har noen
dybdepunkter å binde fargen til, og man får en del spredte dybdepunkter som mangler
farge på grunn av at fargebildet strekkes.
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3.1.2 Laserskanner
Dataene som er brukt her, er en rekke korte opptak med en oppløsning på 500 × 360
punkter. Disse dataene kommer som en punktsky, med kartesisk 3D-koordinat og en
intensitetsverdi for hvert punkt. Rent teknisk er hver punktsky lagret som ﬁre bilder, X,
Y, Z og I. Kamera er posisjonert i origo og objekter foran kameraet har positiv Z-verdi.
De ﬂeste opptakene har informasjon i alle punkter i bildet. Noen steder er det imidlertid
manglende informasjon på grunn av reﬂekterende overﬂater etc. Til forskjell fra Kinect
henger dybde- og intensitetsinformasjonen sammen  man vil enten få begge eller ingen,
siden intensitet er mengden reﬂektert laserlys, og det er sensorposisjonen til denne må-
lingen som avgjør dybdemålingen. Det er noe støy i dataene, men i mindre grad enn i
dataene fra Kinect. Skanneren har problemer med å måle riktig på skarpe kanter.
3.2 Kombinasjonen av intensitet og dybde
Som beskrevet i avsnitt 2.1.6 vil noen kameratyper kunne mangle dybdedata en del
steder i bildet. Ved bruk av Kinect vil det alltid være slik, fordi dybdebildet er mindre
enn intensitetsbildet etter registrering, og man får skygger. I disse områdene vil man
ikke kunne ﬁnne noe ﬂyt. Det er derfor ønskelig å bruke intensitetsbildet i tillegg til
dybdebildet, for å fylle ut hullene i ﬂyten der det lar seg gjøre, selv denne ﬂyten ikke
dekker z-aksen. Det er også interessant hvis man kan ﬁnne mer korrekt ﬂyt ved å benytte
begge datakildene. Spesielt åpner det opp for å kunne ﬁnne full ﬂyt der man i hvert enkelt
bilde kun ﬁnner normalﬂyt på grunn av apertureproblemet. Hvis de to bildene sammen
gir gradienter i alle retninger i et område, vil man kunne ﬁnne full ﬂyt også der ved å
benytte begge bildene.
Det er to måter å utnytte begge bildene på:
• Finne ﬂyt i dem hver for seg og legge sammen ﬂyten
• Konstruere et ligningsett som benytter data fra begge bildene på en gang, og ﬁnne
ett ﬂytestimat
3.2.1 Kombinere ﬂyten
Regner man ut ﬂyten hver for seg vil man måtte ﬁnne normalﬂyten der det ellers mangler
gradienter. De pikslene hvor det er full ﬂyt i begge bildene, kan man ta gjennomsnittet,
eller vekte et av bildene mer. Der hvor det er normalﬂyt må man undersøke om normalene
er tilstrekkelig forskjellige til at man kan sette dem sammen til full ﬂyt. Der det ikke er
noen ﬂyt i ett av bildene, kan man bruke ﬂyten fra det andre.
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3.2.2 Kombinere ligningene
Barron og Spies [12, 75] har gjort forsøk med å ﬁnne dybdeﬂyt basert på multimoda-
le data. De benytter primært en variant av Horn og Schuncks metode, der de utvider
uttrykket som skal minimeres til
∫∫∫∫
(ZXU + ZY V +W + Zt)
2 + β2(IXU + IY V + It)
2+
α2(U2X + U
2
Y + U
2
Z + V
2
X + V
2
Y + V
2
Z +W
2
X +W
2
Y +W
2
Z)∂X∂Y ∂Z∂t.
(3.1)
For å gjøre det mer lesbart er Vx, Vy og Vz her kalt U , V ogW , siden UX betyr U derivert
i X-retning etc.
Utrykket prøver altså å ﬁnne den forﬂytningsvektoren V som best beskriver ﬂyten i beg-
ge bildene samtidig. Det er imidlertid et problem med dette, som bare delvis omtales i
artiklene. Intensitetsbildet har ingen informasjon om dybden, men ved å blande lignin-
gene forsøker man likevel å forklare forandringer i intensitetsbildet med bevegelse også
i z-aksen. Dybdedelen av ligningen vil motvirke dette, i tillegg til at regulariseringen
antagelig også bidrar til å redusere denne feilen. Men likevel vil det i en del tilfeller opp-
stå feil på grunn av dette, spesielt i områder der man ikke ville kunnet ﬁnne full ﬂyt i
dybdebildet alene. Spies og Barron oppnår imidlertid gode resultater i sine testdata tross
dette.
Det nevnes også hvordan man kan benytte lokal minste kvadraters regresjon, men det
sporet forfølges ikke. I denne oppgaven er det derfor forsøkt å benytte den lokale varian-
ten. Dette går ut på å benytte ligningene fra (2.14) og (2.21) i samme regresjon. For at
det skal fungere, må ﬂytvektoren representerer det samme i begge typene ligninger, og
feil-metrikken til de to ligningsettene må ha samme skala.
Så lenge begge bildene benyttes enten som bilder eller punktskyer, vil ﬂytvektoren re-
presentere det samme. Det er valgt å bruke punktskyer, og derivasjon av disse beskrives
i avsnitt 3.7.
At de har samme skala på feil-metrikken vil si at de to typene ligninger vektes like mye
under regresjonen. Regresjonen prøver å ﬁnne den løsningen på V som gir lavest total
feil
∑
E2, der E altså er ligningene på formen AxVx + AyVy + DVz − At (A er I eller
Z, D er 0 for I og 1 for Z). Hvis de deriverte til I ligger i en størrelsesorden som er ti
ganger så stor som Z, vil E bli ti ganger så stor for det samme avviket i V . Løsningen
på dette er å transformere distribusjonen av de deriverte slik at de to ligningstypene får
omtrent samme gjennomsnitt og standardavvik. Det viste seg imidlertid ved inspeksjon
at distribusjonene fra datakildene her er tilnærmet like i utgangspunktet, slik at dette
ikke er nødvendig.
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Dermed får vi igjen ligningsettet AV = b, men hvor
A =

Zx(p1) Zy(p1) 1
Zx(p2) Zy(p2) 1
...
...
...
Zx(pN ) Zy(pN ) 1
Ix(p1) Iy(p1) 0
Ix(p2) Iy(p2) 0
...
...
...
Ix(pN ) Iy(pN ) 0

og b =

−Zt(p1)
−Zt(p2)
...
−Zt(pN )
−It(p1)
−It(p2)
...
−It(pN )

. (3.2)
3.2.2.1 Kompositt-ligninger
I arbeidet med denne oppgaven ble det først forsøkt en slags lokal etterligning av strate-
gien til Barron og Spies, ved å kombinere dybdeligningen og intensitetsligningen for en
piksel til én ligning, og så sette opp et ligningsett med disse kombinerte ligningene for et
naboskap. Dette ble gjort ved å addere de deriverte fra hvert bilde i en kompositt-ligning,
(Ix + Zx)Vx + (Iy + Zy)Vy + Vz = −(It + Zt). (3.3)
I første omgang virket det som en god ide, men metoden har en del svakheter som egentlig
er ganske åpenbare. For det første vil denne ligningen kunne resultere i bevegelse i Vz når
det er intensitetsvariasjoner. For det andre vil motsatte gradienter og tidsderiverte utligne
hverandre. Det er altså et en rekke betingelser som må være oppfylt for at ligningen skal
fungere for en piksel. Det fungerte imidlertid til en viss grad i praksis.
3.3 Flytestimering med regresjon
Ligningsettet har som beskrevet i avsnitt 2.3.1.1 ingen entydig løsning, og må løses med
regresjon. Det benyttes helt enkel lineær minste kvadraters metode, som vil gi beste
estimat for V ved (A>A)−1A>b, der A og b er matrisene i (3.2). Matriseproduktene
regnes ut direkte fra gradientbildene:
A>A =

∑
i[Zx(pi)]
2 + [Ix(pi)]
2
∑
i Zx(pi)Zy(pi) + Ix(pi)Iy(pi)
∑
i Zx(pi)∑
i Zx(pi)Zy(pi) + Ix(pi)Iy(pi)
∑
i[Zy(pi)]
2 + [Iy(pi)]
2
∑
i Zy(pi)∑
i Zx(pi)
∑
i Zy(pi) N

(3.4)
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og
A>b = −

∑
i Zx(pi)Zt(pi) + Ix(pi)It(pi)∑
i Zy(pi)Zt(pi) + Iy(pi)It(pi)∑
i Zt(pi)
 (3.5)
Løsningen er da gitt ved
detA>A = Axx(AyyAn−AyAy)−Axy(AxyAn−AxAx)+Ax(AyAxy−AyyAx) (3.6)
Vx =
(AnAyy −AyAy)Bxt− (AnAxy −AyAx)Byt+ (AyAxy −AyyAx)Bt
detA>A
(3.7)
Vy =
−(AnAxy −AxAy)Bxt+ (AnAxx−AxAx)Byt− (AyAxx−AxyAx)Bt
detA>A
(3.8)
Vz =
(AyAxy −AxAyy)Bxt− (AyAxx−AxAxy)Byt+ (AyyAxx−AxyAxy)Bt
detA>A
(3.9)
der An,Ax,Ay,Axx,Axy,Ayy,Bxt,Byt,Bt kun er indekser i matrisene i (3.5), på føl-
gende måte
A>A :
Axx Axy AxAxy Ayy Ay
Ax Ay An
 og A>b :
BxtByt
Bt
 (3.10)
Dersom det ikke er nok gradienter for å ﬁnne en løsning, vil determinanten gå mot null.
Derfor settes en grenseverdi for hvor liten determinanten kan være, før ﬂytestimatene
forkastes. Det er også områder der man bare kan ﬁnne normalﬂyt. I noen sammenhenger
kan den være interessant, men her hvor dataene skal brukes som basis for en tracker
er det nødvendig å ha hele retningen til ﬂyten. Derfor forkastes også slike ufullstendige
estimater.
3.4 Vekting og maskering
I starten av prosjektet var det en tanke at de to ligningene for en piksel burde vektes med
hver sin koeﬃsient mellom 0 og 1, der summen av de to koeﬃsientene ble 1. Slik kunne
ﬂytestimatene bli bedre, ved at områder med apertureproblemer ble vektet ned, mens
områder med mye struktur ble vektet opp. Dette ble gjort ved å ﬁnne strukturtensoren
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(avsnitt 2.2.2.1) til hver piksel, og ﬁnne egenverdiene λ1, λ2 til matrisen. 1/(λ1/λ2) ga da
et tall mellom 0 og 1 som sa hvor varierende gradientene var. I tillegg måtte man ﬁnne
maksimal forventet verdi ρ av den største egenverdien, og gange den første vekten med
1/(min(λ1, λ2)/ρ), slik at områder med svak struktur, uansett hvor spredt, ble vektet
ned. Ren støy har gradienter i alle retninger (λ1 ' λ2), men egenvektorene er veldig små
fordi det ikke er noen tydelige gradienter.
Dette gir rett nok et mål på hver piksels selvstendige egnethet, men det er ikke noe nyttig
her hvor det er to bilder som benyttes sammen. Hvis det er gradienter i kun x-retning i
intensitetsbildet og gradienter i kun y-retning i dybdebildet er det et problem hver for
seg, men sammen gir de ligninger i ortogonale retninger. Å vekte ned dybdeligningene for
et plant område vil hindre estimering av ﬂyt i z-retning, selv om intensitetsbildet hadde
nok gradienter til å løse apertureproblemet som dybdebildet hadde i x- og y-retning.
Det ble derfor gått bort fra individuell vekting. Men vekting av bildene som helhet er
aktuelt. Ved å gange alle leddene i en ligning med en koeﬃsient endres hvor stor betydning
den får i regresjonen.
Langs skarpe kanter, enten i intensitet eller dybde, vil gradienten bli veldig stor. Det fører
til at ﬂytestimatene i de områdene blir helt feil, både fordi man får et apertureproblem
og fordi tilnærmingen til den deriverte stemmer veldig dårlig (den deriverte er egentlig
ikke deﬁnert akkurat der funksjonen, altså bildet, gjør slike brå hopp). Det er derfor
nødvendig å gjøre en maskering.
Masken søker å markere piksler som gir dårlige data til våre beregninger. Det er to måter
å benytte masken på: Man kan nulle ut ﬂytestimatene som er basert på dårlig data,
eller man droppe de dårlige dataene i regresjonen. Førstnevnte vil føre til store områder
uten ﬂytestimater. Grunnen til det er at én piksel med store ubrukelige gradienter, med
tilhørende ligning, vil påvirke alle ﬂytestimatene som har denne i sitt vindu. Å få en
maske som dekker dette, krever dermed at dårlig-data-masken eroderes med en kjerne
som er like stor som vinduet for ﬂytestimeringen. Siden støy fører til mange spredte
piksler som ikke kan brukes, vil det være veldig få steder man faktisk får noe ﬂytestimat
med denne måten å bruke masken.
Ved i stedet å benytte masken til å velge om hver piksels tilhørende ligning skal tas med
i regresjonen, vil man kunne ﬁnne brukbare ﬂytestimater alle steder der det i det minste
er noen brukbare ligninger innenfor vinduet. Dette gjør at spredt støy ikke påvirker ﬂyte-
stimeringen i det hele tatt. Det må imidlertid settes en grense for hvor mange ligninger
som minimalt må være med.
Det opprettes to binære masker, en for dybdebildet og en for intensitetsbildet. Initielt
er hele masken satt til 1. Hver piksel i gradientbildene kontrolleres så mot noen satte
grenseverdier, og hvis absoluttverdien er for høy settes korresponderende piksel i masken
til 0. Det trengs dermed følgende grenseverdier, som må ﬁnnes eksperimentelt:
• Maksimal gradientverdi i intensitet
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• Maksimal gradientverdi i dybde
• Maksimal tidsderivert i intensitet
• Maksimal tidsderivert i dybde
Masken må deretter eroderes. Grunnen til dette er at derivasjonsﬁlteret også midler med
nærliggende verdier, slik at alle piksler nære en piksel uten data vil ha gradienter som
er sterkt inﬂuert av dette. Siden derivasjonskjernen er 5× 5 vil erosjon med en like stor
kvadratisk kjerne være nødvendig.
Masken settes også til 0 hvis det mangler data i bildet, på grunn av over- eller under-
eksponering eller mangel på dybdemåling. Disse områdene er naturligvis umulige å ﬁnne
ﬂyt i. Denne testen må også gjøres på det forrige bildet, så det ikke tas en tidsderivert
der den ene verdien er ubrukelig. Rett nok vil mange slike tidsderiverte få så høye verdier
at de uansett overskrider grenseverdien, men det skjer ikke nødvendigvis i områder der
eksponeringen er problemet.
3.5 Intensitetsbildet
Intensitetsbildene fra Kinect er fargebilder. Det er mulig å gjøre ﬂytestimeringen på disse,
eller man kan konvertere dem til gråtonebilder. Barron [11] har gjort forsøk med optisk
ﬂyt på begge deler, og hevder at bruk av fargebilder til optisk ﬂyt kan gi litt bedre resulta-
ter. Det øker imidlertid antall beregninger, siden det settes opp en ligning for hver farge-
kanal for hver piksel. Det benyttes derfor ikke fargebilder i denne oppgaven, også siden
det ville gjort det mer komplisert å benytte samme kode for dataene fra laserskanneren.
For å konvertere farger til gråtoner kan man enten midle de tre fargekanalene, eller gjøre
en vekting. Ofte vektes grønt mer, med funksjonen I = 0.2989R + 0.5867G + 0.1144B.
Dette gjøres fordi øyet har større følsomhet for grønt, slik at det resulterende bildet vil
ha mer korrekt intensitet i henhold til hva øyet ser. For videre bildeanalyse bør ikke det
ha noen betydning, og Barron viser også til forsøk som underbygger dette. Derfor gjøres
her en likevektet midling.
3.6 Konvertering mellom punktsky- og sensorkoordinater
Vi ønsker å jobbe på en punktsky, men Kinect gir bare et dybdebilde. Vi må derfor ﬁnne
3D-koordinatene til hvert punkt basert på dybden og sensorkoordinatene. Dybdebildet
består av en dybdemåling z for hvert sensorkoordinat x, y. Så lenge målesystemet (milli-
meter) beholdes, kan Z settes til samme verdi som z. For å ﬁnne X og Y for hver måling,
må man gjøre en transformasjon basert på sensorkoordinatet, målt dybde og kameraets
parametere (intrinsics) [18, s. 370]. Burrus [21] har utført kalibrering av en Kinect og
oppgir kameraparameterene
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fx = 5.9421434211923247e+ 02
fy = 5.9104053696870778e+ 02
cx = 3.3930780975300314e+ 02
cy = 2.4273913761751615e+ 02 (3.11)
for dybdekameraet, som gir konverteringsformelen
X = (x− cx) ∗ (z/fx)
Y = (y − cy) ∗ (z/fy)
Z = z (3.12)
Det er også behov for å gjøre motsatt konvertering ﬂere steder, som gir formelene
x = fx ∗X/Z + cx
y = fy ∗ Y/Z + cy (3.13)
Laserskanneren leverer data som en punktsky. Men det er fortsatt behov for å kunne regne
seg tilbake til sensorkoordinater. Denne formelen lot seg ﬁnne utfra dataene. Kameraet
har en fast synsvinkel. Relasjonen mellom X og Z og Y og Z vil derfor være den samme
i et punkt i alle bildene (hver piksel har sin korridor utover i scenen). Målinger viste
også at Y/Z er like for alle punkter i samme rad, mens X/Z avviker litt nedover en
kolonne, særlig i hjørnene. Ved å ta arctan(Y/Z) for et punkt i øvre rad og et i nedre
rad ble synsvinkelen i y-retning funnet. Tilsvarende ble synsvinkelen i x-retning for hver
rad funnet med arctan(X/Z). Synsvinkelen var like stor i både positiv og negativ retning
(som vanlig, men ikke selvsagt  synsvinkelen er her bestemt av hvordan laseren ble
ﬂyttet). Vinkelen tilhørende hver piksel viste seg også å være like stor for hver piksel.
Dermed kan man for ethvert punktsky-koordinat ﬁnne sensorkoordinatet. Ved å regne
ut vinkelen mellom punktet og z-aksen i Y-retning, og dele på kameraets maksimale
synsvinkel, ﬁnner man pikselrad. Det gjør at man kan hente ut maksimal synsvinkel i
X-retning, og gjøre det samme for å ﬁnne pikselkolonne. Formelene blir
y = h−
(
arctan (Y/Z)
φ
0.5h+ 0.5h
)
x =
arctan (X/Z)
θ(y)
∗ 0.5w + 0.5w (3.14)
der w og h er bildets bredde og høyde, φ = 0.5454234 er maksimal y-vinkel og θ er en
tabell over maksimal x-vinkel for hver rad.
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3.7 Derivasjon av bildene
Det ﬁnnes mange algoritmer for å ﬁnne en tilnærming til et bildets gradient. Det enkleste
er å ta diﬀeransen mellom to nabopiksler. Det er imidlertid veldig utsatt for feil på
grunn av støy. Videre ﬁnnes det en mengde forskjellige ﬁltre som gir et gradientbilde ved
konvolusjon med et gitt sett kjerner. En del av disse, som velkjente Sobel, gjør en glatting
i tillegg til diﬀerensiering, slik at de er mindre påvirket av støy. Sobel er unøyaktig, men
allikevel mye brukt. Filteret gir ofte gode nok resultater, og det er raskt å bruke. Det er
separabelt, slik at man først kan glatte i en retning med kjernen (1, 2, 1) før man deriverer
med kjernen (−1, 0, 1) i ortogonal retning. Dette gir både færre regneoperasjoner, og det
gir et bedre mønster for minneaksess2. At det kun benyttes heltall, noe som også gjerne
er tilfelle i bildene, har tradisjonelt også gjort at beregningene har gått raskere. Dette er
imidlertid i ferd med å endre seg ved utbredelsen av GPGPU. Både har ytelsesøkningen
ført til at det er uproblematisk å bruke større ﬁlterkjerner, og dagens GPU-er regner
minst like fort med ﬂyttall som heltall. Farid og Simoncelli [28] har designet en rekke
separable ﬁltre for derivering av diskrete multidimensjonale signaler som regnes for å være
optimale for å ﬁnne estimater av bildegradienter. Disse er også separable, og glatter også
i ortogonal retning før de ﬁnner den deriverte. De separerte ﬁlterkjernene av størrelse 5
er
Fsmooth5 = (0.037659, 0.249153, 0.426375, 0.249153, 0.037659)
Fderive5 = (0.109604, 0.276691, 0,−0.276691,−0.109604) (3.15)
Spies og Barron [74] har gjort en analyse av metoder for å ﬁnne gradienten til dybdebilder.
De tester først varianter av overﬂate-tilpasning med minste kvadraters metode. Dette er
på en måte det motsatte av hva som er beskrevet her, for å ﬁnne ﬂytvektorer. Man
ﬂytter bildet en kjent distanse, og løser IxVx + IyVy = −It som i (2.12), men det er de
deriverte som er ukjente, i stedet for bevegelsesvektoren. Vider tester de konvolusjonsﬁltre
i sensorplanet og på punktskyen. Sistnevnte tar hensyn til at virkelig avstand mellom to
nabopunkter varierer med avstanden til kameraet. Deres konklusjon er at enkel derivering
i sensorplanet i mange tilfeller vil være godt nok, og at derivering med gode ﬁltre som
(3.15) i verdenskoordinater, er vel så bra som mer avansert overﬂate-tilpasning. I denne
oppgaven er det valgt å derivere punktskyen.
3.7.1 Derivering av punktsky
Kamerasensoren har et fast antall piksler. Hele scenen foran kameraet skal avbildes på
sensoren. Dette fører til at objekter nære kameraet får overﬂaten spredt over mange
2Det går raskere å lese minneverdier som ligger sekvensielt i minnet, siden det typisk vil overføres
ﬂere verdier enn akkurat den forespurte, og disse blir liggende i CPU-ens cache og kan veldig raskt hentes
fram ved neste spørring
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Som piksler
Som punkter i scenen
Figur 3.4: Flater langt unna kameraet vil gis en høyere derivert i pikselplanet enn de har
i virkeligheten. Hver piksel har sin korridor utover i scenen, og denne blir blir bredere jo
lenger unna sensoren. Objektﬂaten i korridoren blir til én pikselverdi, med dertil stort hopp
til nabopikselens verdi.
ﬂere piksler enn et like stort objekt lenger unna. Når man deriverer bildet får man stig-
ningen per piksel. Men dette korresponderer ikke med punktskyen. I punktskyen vil to
nabopunkter langt unna kameraet har større avstand i x,y-planet enn to punkter nære
kameraet. Verdien i en piksel er egentlig middelverdien til det fysiske området den av-
bilder, noe som gir store hopp i verdien til to nabopunkter som har en jevn stigning
mellom seg i virkeligheten. Figur 3.4 viser dette, ved at vinkelen i punktskyen er noe
helt annet enn vinkelen i sensorplanet. I tillegg til dybde-eﬀekten gir objektivet gjerne
en forvrengning av ulike optiske grunner. For å få en korrekt derivert i målesystemet til
punktskyen må man ta hensyn til alt dette, ved å bake inn hvor stort område i virkelig-
heten hver piksel dekker. Dette ﬁnner man ved de sensorplan-deriverte til punktskyens
X- og Y-koordinater.
ZX =
YyZx − YxZy
XxYy −XyYx (3.16)
ZY =
XxZy −XyZx
XxYy −XyYx (3.17)
gir dybdederiverte i punktskyen. Disse er altså i punktskyens måledomene, som her er
millimeter. For å kunne benytte intensitetsﬂyten sammen med dette, må det samme
gjøres for de intensitetsderiverte:
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IX =
YyIx − YxIy
XxYy −XyYx (3.18)
IY =
XxIy −XyIx
XxYy −XyYx (3.19)
Dette gir intensitetsderiverte i punktskyen. I klartekst betyr det at når man beveger seg
1 mm i X-retning fra et punkt øker intensitetsverdien med IX nivåer og dybdeverdien
ZX mm.
3.7.2 Derivering i tid
Tiden mellom hvert bilde er konstant, så problemet blir i utgangspunktet det samme
som for diskrete romlig deriverte. Filtrene til Farid og Simoncelli kan brukes på samme
måte, ved å glatte i bildeplanet før man deriverer i tidsaksen. Videosekvensen kan ses
på som et volum av data, der z-aksen er tid. Men dette gjør at man må ha tilgjengelig
to etterfølgende bilder for det man jobber på. Når man jobber på video i sanntid, fører
det til en forsinkelse. Ved 30 bilder per sekund er forsinkelsen 2/30 = 0.067 sekunder,
i tillegg til tiden det tar å beregne ﬂyten. Det vil være merkbart av mennesker [27], og
kan være uholdbart i mange sammenhenger. En tidsderivert over mange tidsinstanser
har også større sjanse for å inneholde feil på grunn av bevegelsene i bildet, som ikke
nødvendigvis er samstemte i alle bildene. Derfor benyttes her en helt enkel diﬀeranse
mellom to etterfølgende bilder som tidsderivert.
3.8 Bildepyramider
Algoritmer for optisk ﬂyt fanger typisk bare opp små bevegelser mellom to bilder. Ved
gradientklatring vil vanligvis bare bevegelser i størrelsesorden 1-2 piksler kunne detekteres
korrekt. Grunnen til dette er at det benyttes en lineær tilnærming til den deriverte.
Det stemmer bare godt nok i et veldig lite område rundt hver piksel, og gir store feil
i ﬂytestimatene med en gang bevegelsen blir for stor. Høy videorate gjør sitt for at
bevegelsene som skal måles blir små. Men vanlig videorate på 30 bilder per sekund, slik
Kinect leverer, er altfor lite for å eliminere dette problemet. På et par meters hold er det
lett å ﬂytte seg gjennom hele bildet på 640 piksler i løpet av et sekund, med andre ord
en bevegelse på 20 piksler per bilde.
Derfor utføres hele prosessen på en såkalt bildepyramide, eller multiskala-bilde [17]. Ne-
derste nivå i pyramiden er originalbildet. Hver nivå over der er en nedskalert versjon av
nivået under. Nedskaleringen gjøres ved å ﬁltrere med et høypass-ﬁlter (Gauss-kjerne) og
deretter subsample.
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Figur 3.5: Flyten fra øvre lag i pyramiden ganges med to for å representere samme avstand
i neste lag, som har dobbelt så høy oppløsning i hver retning. Deretter benyttes en vektor
motsatt av ﬂyten for å ﬁnne punktet på dette laget i forrige bilde man skal ﬁnne den
tidsderiverte i forhold til. Resultatet av ﬂyten på dette laget legges så til ﬂyten fra laget
over.
Flyten ﬁnnes først på øverste nivå (det minste bildet). Det resulterende vektorfeltet
skaleres opp til størrelsen på nivået under med bilineær interpolasjon, og alle verdiene
skaleres med forholdet mellom størrelsene på de to nivåene. Flytvektorene fra hvert nivå
legges sammen for å stadig øke detaljgraden. Men for at det skal fungere må man benytte
forrige nivås ﬂytestimater når den tidsderiverte beregnes.
3.8.1 Temporal derivasjon i pyramider
I 2D-optisk ﬂyt er dette ganske enkelt. Man tar ikke diﬀeransen mellom samme piksel-
posisjon i de to bildene, men adderer det motsatte av ﬂyten med pikselposisjonen for å
ﬁnne pikselposisjonen i forrige bildet, og tar diﬀeransen mellom disse to pikslene. Figur
3.5 viser dette. Flyten på øverste nivå er funnet til å være 1 piksel, som betyr 2 piksler
på neste nivå der pikslene er halvparten så store i hver retning. Diﬀeransen tas derfor
mellom de to markerte pikslene i hvert sitt tidssteg. Men ﬂyten er ikke diskretisert til hele
piksler, slik den er i eksempelet, så man vil måtte bruke interpolasjon for å konstruere en
verdi å ta diﬀeransen til. Etter å ha utført denne prosessen helt til nederste nivå sitter
man igjen med et vektorfelt med høy presisjon, som kan inneholde store vektorer.
Dette kompliseres imidlertid når vi her har ﬂytvektorer i tre dimensjoner. Dersom man
jobbet på dybdebildene som 2D-bilder, og ikke punktskyer, kunne den tredje dimensjonen
løses ved å trekke ﬂyten i z-retning fra den deriverte,
Zt = Z(px, py)− Z(px − Vx, py − Vy)− Vz, (3.20)
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siden Vx og Vy ville vært i piksler slik p er, og Vz i samme måleenhet som Z. Merk at også
her må Z interpoleres siden indeksen ikke er diskret. Men når ﬂytestimeringen gjøres i
en punktsky er alle komponentene i ﬂytvektoren V i verdenskoordinater, slik at det må
gjøres et ekstra steg. V må trekkes fra verdenskoordinat-punktet som p indekserer,
PV = (X(p)− Vx, Y (p)− Vy, Z(p)− Vz), (3.21)
og deretter må det resulterende punktet PV avbildes på sensoren med formlene i avsnitt
3.6. Avbildningen pV fungerer så som indeks i Z slik at man kan ﬁnne diﬀeransen, og
trekke fra Vz som over,
Zt = Z(p)− Z(pV )− Vz. (3.22)
3.8.2 Maskering i ﬂere nivåer
Med ﬂere nivåer dukker det opp noen problemstillinger rundt hva som skal gjøres dersom
det ﬁnnes ﬂytestimater kun på noen nivåer i samme område. Det er for eksempel mulig
at man ﬁnner full ﬂyt på øverste nivå, men kun normalﬂyt på nederste nivå. Skal hele
ﬂytestimatet da forkastes? Stort sett vil nedre lag kun justere estimatene fra øvre lag,
mens retningen fra det øverste laget i stor grad beholdes. Har man ﬁre lag, vil vektorene
fra det øverste laget oppskaleres tre ganger og bli åtte ganger så lang. Hva som skjer
på det nederste laget har altså lite å si for totalen. Hva man velger å gjøre, avhenger
av formålet med ﬂyten. Det kan argumenteres for at i tracke-sammenheng vil noe ﬂyt
være bedre enn ingen, så lenge den er i riktig retning. Det største problemet er dermed
hvis man ikke ﬁnner full ﬂyt på de øvre nivåene. Flyten på nedre nivåer vil da være helt
tilfeldig dersom bevegelsen er større enn hva man kan estimere på det nivået alene.
Her er det derfor valgt å innføres enda en maske, som markerer hvilke piksler det ikke
lot seg gjøre å ﬁnne full ﬂyt på. Denne oppskaleres til neste nivå med nærmeste nabo-
interpolasjon.
3.9 Tracker
Flytestimater er gjerne utgangspunktet for videre analyse. Det brukes blant annet som
datagrunnlag i en del trackere. For å lage en applikasjon som benytter estimatene, er
det som en del av denne oppgaven implementert en enkel tracker. I motsetning til tra-
ckerene beskrevet i kapittel 2, har den ikke noe begrep om objektet den følger eller dets
egenskaper. Den virker ved å følge ﬂyten fra bilde til bilde.
Trackeren virker i 2D eller 3D. Den har en markør, som til å begynne med plasseres der
objektet som skal trackes beﬁnner seg. I tillegg til posisjonen til markøren, har trackeren
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Figur 3.6: For å ﬁnne punktene som ligger innen kuben rundt trackerens markør kan man
projisere fremre og bakre plan av kuben på sensorbildet. Da vil alle punkter innenfor indre
kvadrat være innenfor kuben dersom Z-komponenten av punktets koordinat er innenfor.
Alle punkter mellom de to kvadratene er potensielt innenfor, men alle komponentene av
koordinatet må kontrolleres.
en gitt innradius. Innradiusen deﬁnerer et areal eller volum rundt markøren, i form av
et kvadrat eller kube opplinjert med koordinatsystemet. For hvert bilde ﬂytter markøren
seg i henhold til gjennomsnittsﬂyten innen kuben/kvadratet. Dermed vil markøren kunne
følge et objekt, via ﬂyten objektet skaper.
Når trackeren virker i 2D, er det for å benytte optisk ﬂyt kun fra intensitetsbilder som
referanse til dybdeﬂyt. Når trackeren virker i 3D, får den en stor fordel i at kun ﬂytesti-
mater som også har nærhet i dybde blir benyttet. Det kan hindre at ﬂyten til bakgrunnen
påvirker trackerens bevegelse. Det at man vet dybden, gjør også at volumet har samme
størrelse i forhold til objektet hele tiden. Ved tracking i 2D vil kvadratet være like stort
hele tiden, slik at mer bakgrunnsﬂyt tas med når objektet beveger seg vekk fra kamera
og projeksjonen av objektet blir mindre.
Utfordringen for 3D-trackeren er å ﬁnne hvilke punkter i punktskyen som er innenfor
kuben. Det ﬁnnes mange metoder for dette, men her er det mulig å forenkle det siden
punktskyen er lagret veldig ordnet. Hvis man projiserer den av kubens sideﬂater som er
lengst unna kameraet inn på sensorplanet (med (3.13) eller (3.14)), får man maskert et
kvadrat med piksler hvis tilhørende punkt er innenfor kuben i X- og Y-retning dersom
punktets dybde er innenfor. Hvis man projiserer den nærmeste av kubens sideﬂater får
man en større maske. Alle pikslene som er maskert av den store masken, men ikke den lille,
kan være innenfor kuben. Uvissheten skyldes perspektiveﬀekten, se ﬁgur 3.6. Hvorvidt
de er innenfor eller ikke, er kun en funksjon av dybden, men siden punktenes X- og Y-
koordinater allerede er tilgjengelig, er det enklest å bare kontrollere både X, Y og Z for
alle disse punktene. Alle punkter utenfor det største kvadratet behøver ikke å sjekkes i
det hele tatt, da de ikke kan være innenfor kuben.
Trackeren har en grenseverdi for hvor store ﬂytestimater den skal ta med i gjennomsnittet.
Dette er nødvendig for å hindre at enkelte ekstreme feilaktige verdier ﬂytter trackeren
langt vekk. Den benytter heller ikke estimater som er maskert bort med masken som
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angir ﬂyt på alle pyramideområder, omtalt i avsnitt 3.8.2.
For å visualisere trackingen i 2D-bildene må de samme ﬂatene projiseres til sensorkoor-
dinater og tegnes oppå bildet. Alternativt kan man tegne opp punktskyen og kuben.
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Kapittel 4
Implementasjon
Dette kapittelet beskriver implementasjonen av et system for å ﬁnne dybdeﬂyt og be-
nytte det til tracking. Det er særlig vekt på det som er relatert til CUDA, og hvordan
implementasjonen avviker fra tradisjonelle CPU-implementasjoner.
Noe prototyping ble først gjort i Matlab, før programmets rammeverk og tilkobling
til Kinect ble skrevet i C++. En tidlig utgave av ﬂytestimeringen ble også skrevet i
C++ med bruk av OpenCV. Dels for å kunne sammenligne kjøretider med CUDA-
implementasjonen, dels for raskt å få gjort noen tester med Kinect. Etter hvert ble all
ﬂytestimeringen ﬂyttet over til GPU-kode skrevet i C for CUDA.
For å benytte Kinect-data i eksperimenter ble det også laget en egen applikasjon som
lagrer den rå videostrømmen fra Kinect til ﬁl. Applikasjonen kan også spille av ﬁlene
fra Kinect eller laserscanneren i en egen modus for å markere bakkesannhet, der man
markerer objektets x,y-posisjon i hvert bilde med musepekeren. Dybden i posisjonen
leses også ut, og 2D- og 3D-koordinatene for hvert markert punkt skrives til en ﬁl.
I dette kapittelet er det behov for å skille mellom funksjoner i GPU-en og resten av
systemet. Det er valgt å bruke preﬁksene GPU og CPU for dette, selv om begrep som
CPU-minne strengt tatt ikke er så gode.
4.1 Oversikt over implementasjonen
Programﬂyten er illustrert i ﬁgur 4.1, og ﬁgur 4.2 viser en oversikt over alle de store
minneområdene programmet allokerer, for ytterligere å gi en oversikt over hva program-
met skal utføre. Disse buﬀerne allokeres på starten av programmet, og gjenbrukes for
hvert bilde.
CPU-en henter data for et tidssteg av gangen, og overfører dette til GPU-en. Der gjøres
først preprosessering. Dataene fra Kinect må konverteres fra et RGB-bilde til intensitets-
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Figur 4.1: Programﬂyten
bilde, og dybdebildet må gjøres om til en punktsky. Deretter lages en bildepyramide, ved
å subsample lavpassﬁltrerte bilder.
Så utføres en lengre løkke for hvert nivå i pyramiden. Dersom det ikke er øverste nivå,
oppskaleres først ﬂyten fra nivået over. Deretter ﬁnnes den deriverte til intensitetsbildet I
og alle komponentene i punktskyen, X, Y og Z. Disse ﬁre buﬀerne deriveres i sensorplanet,
i både x- og y-retning. Dette brukes deretter som grunnlag for å ﬁnne de punktsky-
deriverte til I og Z. Underveis i denne prosessen, når buﬀerne allerede er under behandling,
dannes maskene ved å sjekke pikselverdiene mot satte grenseverdier. Til slutt eroderes
masken.
Deretter kommer en ny løkke, som utføreres for hver iterasjon av gradient-klatringen. Den
tidsderiverte ﬁnnes ved å ta diﬀeransen mot forrige bilde, men de foreløpige ﬂytestimatene
benyttes for å angi hvor i forrige bilde diﬀeransen skal tas med. Så ﬁnnes nye ﬂytestimater,
basert på de punktskyderiverte, tidsderiverte og maskene. Når alle nivåene i pyramiden
er utført, overføres ﬂytestimatene tilbake til CPU-en som utfører tracking. Skal dataene
visualiseres, ligger de allerede på GPU-en og kan benyttes fra graﬁkk-API-er.
Alle lag i bildepyramiden benytter samme buﬀere, selv om de mindre lagene kun benytter
en del av buﬀeren. Unntaket er X, Y, Z og I, der hele pyramiden er allokert, siden man
må bevare alle lagene av forrige bilde for å ﬁnne tidsderivert. Det er allokert opp en hel
pyramide for både forrige og nåværende bilde, slik at det kan veksles mellom disse uten
å måtte kopiere selve dataene. Kun pekerne endres, og dette gjøres rett før man laster
inn et nytt bilde.
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Figur 4.2: Oversikt over bufrene i programmet.
Kode som kjøres på GPU og CPU ikke har direkte tilgang til hverandres minne. Input-
data må klargjøres i CPU-minne, før de kan overføres til GPU-minne, og resultatene
må overføres til CPU-minne før de kan benyttes av CPU-kode. Ved å allokere dette
CPU-minnet med CUDA-kallet cudaAllocHost() får man minne som er låst til en fysisk
adresse, og aldri kan veksles til disk. Det tillater at overføringene kan skje direkte med
DMA-instruksjoner1 i stedet for å gå via operativsystemets normale minnehåndterer.
Resultatet er at overføringene går raskere. Dette er benyttet på alle buﬀerne som skal
holde dybdebildene, intensitetsbildene og ﬂytvektorene.
4.2 Innlesing av data
Det er som nevnt i avsnitt 3.1.1.1 ﬂere mulige API-er for Kinect. I denne implementa-
sjonen er det benyttet OpenNI. Da arbeidet med oppgaven startet, var det den eneste
API-en som gjorde samregistreringen av dybdebildet og intensitetsbildet automatisk, noe
1Direct memory access, system for å la ulike maskin-komponenter gjøre minneoverføringer uten å
involvere CPU-en i hele prosessen.
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som gjorde valget enkelt. Det er valgt å registrere dybdebildet til fargebildet, siden det
gir minst informasjonstap (iht. avsnitt 3.1.1.3).
En egen tråd tar hånd om å lese fra Kinect. Den venter på at et bilde er klart, og deretter
på at programmets hovedtråd er klar for neste bilde. Så kopieres bildet over i en ny buﬀer,
slik at Kinect kan fylle opp det gamle med neste bilde parallelt med prosesseringen av det
forrige. OpenNI returnerer dybden i millimeter som 16 bits heltall. Under kopieringen
konverteres de til 32 bits ﬂyttall.
Programkoden for å lese fra Kinect er stort sett triviell, og basert på eksempelkode med-
følgende OpenNI. Kallet på
depthNode.GetAlternativeViewPointCap().SetViewPoint(imageNode), der depthNode
og imageNode er OpenNI-objekter fra xn::Context::FindExistingNode(), sørger for re-
gistreringen mellom de to bildene. Buﬀerne beholder størrelsen, men vil fylles opp med
0 der det ikke noe data.
Laserskan-dataene er lagret i formatet netCDF 2. De leses med tilhørende libnetcdf. Det
er også kode for å lese Kinect-data lagret til ﬁl som rådata.
4.3 Preprosessering av data
Før prosessen med å ﬁnne ﬂyt kan starte, må bildene preprosesseres for å ende opp
med pyramider av intensitetsbilder og punktskyer. Preprosesseringen starter litt ulikt,
avhengig av datakilden, siden laserskanneren leverer punktsky og intensitetsbilde, mens
Kinect leverer dybdebilde og fargebilde.
4.3.1 Intensitetsbilde og punktsky fra Kinect
Kinects fargebilde midles i de tre fargekanalene for å gi et én-kanals intensitetsbilde.
Dette gjøres med en veldig enkel CUDA-kjerne:
1 __global__ void rgbToIntens i ty (unsigned char ∗ rgb , f loat ∗ I , int N) {
2 int idx = blockIdx . x∗blockDim . x + threadIdx . x ;
3 i f ( idx < N) I [ idx ] = 0.333333333 f ∗ ( rgb [ idx ∗3 ] + rgb [ idx ∗3+1] + rgb [ idx
∗3+2]) ;
4 }
blockIdx, threadIdx og blockDim (samt gridDim) er automatiske CUDA-variabler som
gir hver tråd innsikt i hvilken blokk den er i, hvor i blokken den er, hvor mange hvor
mange blokker det er og hvor mange tråder det er i hver blokk. Som forklart i avsnitt
2.4.3 settes dette når kjernen starter. Mens det ofte er naturlig å bruke 2D-indekser i
bildesammenheng, er det her brukt 1D-indekser fordi hver tråd kun skal jobbe på én
piksel. Det behøves derfor ingen enkel måte å ﬁnne fram til nabopikslene på, slik som
2http://www.unidata.ucar.edu/software/netcdf/
58
2D-indekser gir. De ﬁre automatiske variablene har også y- og z-komponenter, men de
vil her ha verdien 1. idx vil gi radvis pikselnummer fra venstre mot høyre, akkurat slik
bildet faktisk er lagret i minnet. Det kan dermed brukes som indeks i buﬀerne gitt som
parameter. Grunnen til at idx sjekkes mot N, er at kjernen startes med det antall tråder
per blokk som best mulig utnytter tilgjengelige multiprosessorer. Siden alle blokker må
ha like mange tråder, fører det ofte til at man får noen overﬂødige tråder. Disse må
hindres i å skrive til minnet, siden de ellers vil skrive utenfor buﬀeren.
Punktskyen lages ved å benytte formlene i (3.12), slik det fremgår av avsnitt 3.6. Det
gjøres av en kjerne som leser fra Z-buﬀeren og skriver til X- og Y-buﬀerne. Kjernen startes
med en tråd per piksel, som gjør de to utregningene og lagrer resultatet. Lesing og skriving
til minnet skjer således helt sekvensielt, og oppnår dermed størst mulig hastighet.
4.3.2 Oppsett av bildepyramider
Det lages en bildepyramide for intensitetsbildet og X-, Y- og Z-bildene. Bildepyramidene
er bygget med halvering av bredde og høyde for hvert nivå. Antall nivåer er et parameter
som kan varieres under kjøring. Det største bildet er 640×480 piksler for Kinect, og femte
nivå blir da 40×30 piksler. Mindre bilder enn det gir ikke mening, siden bildene da blir
på størrelse med vinduet som brukes for å velge ligninger til ﬂytestimeringen.
Bildepyramidene lages ved først å lavpassﬁltrere hvert nivå. Dette gjøres med konvolu-
sjon med en Gauss-kjerne, som er separabel. Dermed kan CUDA-kjernene for konvolusjon
benyttes. Resultatet lagres i en midlertidig buﬀer. Deretter subsamples den midlertidige
buﬀeren ved å kaste annenhver rad og kolonne, og resultatet lagres i rett nivå i pyra-
midebuﬀeren.
Applikasjonen er skrevet for GPU-er med CUDA compute capability 1.3, som medfører at
det ikke er mulig med samtidige kjerne-eksekveringer. Med GPU-er som støtter compute
capability 2.0, kunne man kjørt genereringen av pyramidene til X, Y, Z og I i hver sin
CUDA-stream, slik at kjernene potensielt ville kjørt parallelt.
4.4 Operasjoner på et nabolag
Det er ﬂere operasjoner som jobber på et nabolag rundt piksler. Først lavpassﬁltrering,
derivasjon og erosjon som benytter konvolusjon, og sist ﬂytestimeringen som benytter
nabolaget for å få sette opp ligninger til regresjonen. For at koden som jobber på nabolag
på denne måten skal kjøres eﬀektivt i CUDA er det gjort en implementasjon som avviker
fra tradisjonell CPU-kode.
CUDA-kjernene startes med en tråd per piksel. To nabopiksler har mange felles piksler
i sitt nabolag. To nabotråder trenger dermed mye av de samme dataene. For at ikke
disse dataene skal leses fra minnet ﬂere ganger enn nødvendig, settes først trådene til
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Figur 4.3: Konvolusjon med en ﬁlterkjerne på 5×5 piksler. En CUDA-blokk som skal utføre
dette på 40 piksler i et bilde trenger 68 ekstra piksler. De 108 verdiene brukes til sammen
2600 ganger. For å unngå så mange trege minnespørringer lastes først de aktuelle pikslene
inn i blokkens delte minne.
Figur 4.4: Dersom 5 × 5-konvolusjonen er separabel, vil rad-konvolusjonen kun kreve 4
ekstra piksler uansett antall piksler i raden. Hver verdi skal allikevel brukes opp til 5 ganger,
så det blir mest eﬀektivt ved først å laste alle pikslene inn i blokkens delte minne.
å kopiere alle dataene de trenger inn i blokkens delte minne. At også noen tråder i
naboblokker vil trenge samme minne, er det ikke noe å gjøre med  disse dataene vil
leses fra hovedminnet ﬂere ganger for å legges i alle de aktuelle blokkenes delte minne.
Det delte minnet i blokkene er kun tilgjengelig for trådene i blokken, og trådene leser
herfra ekstremt raskt. Figur 4.3 viser hvordan en blokk med 40 tråder må laste inn 68
ekstra piksler dersom den skal utføre konvolusjon med en 5 × 5 piksler stor ﬁlterkjerne
(blokkene i applikasjonen er større).
Det er uunngåelig at noen minneseksjoner leses ﬂere ganger, men det er gjort ﬂere grep
for at det blir så få som mulig. Et moment er at hver blokk har så mange tråder som
mulig. Videre utnyttes det at konvolusjonen kan gjøres med separable ﬁltre. Figur 4.4
viser hvordan det blir med en rad-konvolusjon med et 1× 5 piksler stort ﬁlter. Det leses
kun inn 4 ekstra piksler, uansett antall tråder i blokken. Kolonne-konvolusjon blir noe
anderledes, siden piksler under hverandre ligger lagret langt unna hverandre i minnet. En
1 piksel bred kolonne med 16 piksler vertikalt ville derfor ført til 2+16+2 leseoperasjoner.
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Figur 4.5: Dersom første piksel som en rad skal lese ikke ligger på en adresse som er
en multippel av CUDAs half warp size, må det leses inn ﬂere piksler til venstre enn det
som trengs, for at innlesingen skal skje som m, n, o. Starter innlesningen som a, vil det i
bakgrunnen gjøres to innlesninger a1 og a2, der x -delene bare forkastes. Det samme skjer
for b og videre.
Som nevnt i 2.4.3, leser CUDA ﬂere verdier fra minnet når den først leser (16 ﬂyttall med
dagens arkitektur). Siden dagens arkitektur har maksimalt 512 tråder per blokk, fører
dette konkret til at rad-konvolusjon skjer mest eﬀektivt med blokker på 1× 512 tråder,
mens kolonne-konvolusjon skjer med blokker på 16× 32 tråder.
Det er altså en tråd per piksel man skal ﬁnne et resultat for, og hver blokk må lese inn
ﬂere piksler enn den har tråder. Det er trivielt å sørge for at nødvendig mange tråder
leser inn to verdier, men for at dette skal gjøres mest mulig eﬀektivt må det også tas
hensyn til minne-alignment. En minneoverføring i dagens arkitektur starter alltid på en
minneadresse som er en multippel av 16. Ber man om å lese 16 bytes som krysser en
slik grense, vil man rett nok få etterspurte verdier, men det vil foretas to minnelesinger i
bakgrunnen. Som ﬁgur 4.5 viser kan det derfor være nødvendig å lese inn enda ﬂere verdier
enn man trenger på venstre side, slik at alle innlesingene kun fører til én minneoperasjon,
i stedet for at alle fører til to.
Applikasjonen har CUDA-kjerner som utfører separabel konvolusjon, en for hver retning.
Koden er basert på eksempelkode fra Nvidias CUDA-SDK. Aktuelle konvolusjonskjerner
ligger lagret i CUDAs konstant-minne, et eget lite, hurtig minneområde det kun kan
leses fra direkte. En peker til ønsket konvolusjonskjerne sendes med til CUDA-kjernen,
sammen med en peker til bildet som skal konvolveres, og en buﬀer der resultatet skal
lagres.
Disse to CUDA-kjernene brukes både til derivering og lavpassﬁltrering. Erosjon kan ikke
benytte samme kjerner, men samme konsept. Metoden som utfører regresjon og ﬁnner
ﬂytestimatene kunne også benyttet samme konsept, men på grunn av stadige små for-
andringer rundt denne metoden ble det ikke tid til å implementere den slik. Den virker
derfor ved å la hver tråd lese alle minneverdiene fra globalt minne, noe som gjør metoden
unødvendig treg.
4.5 Utnyttelse av teksturminnet
Å aksessere data fra teksturminnet gjøres med spesielle funksjonskall. Vanlige minneom-
råder indekseres med heltall, men teksturminnet aksesseres med ﬂyttall. Hver verdi man
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henter ut blir interpolert. Når man oppretter teksturen velger man om interpolasjonen
skal være bilineær eller nærmeste nabo. Velger man nærmeste nabo vil det tilsvare et
vanlig minneoppslag der ﬂyttall-indeksen rundes ned til nærmeste heltall. Men for teks-
turer satt til å benytte bilineær interpolasjon vil hver returnerte verdi være interpolert i
henhold til ﬂyttall-indeksen. Dette er gratis, siden det er dedikert hardware som gjør
dette meget raskt.
Dette utnyttes ﬂere steder i implementasjonen. Flytestimatene fra øvre nivåer i bildepy-
ramiden må oppskaleres før de kan brukes på nivået under. Dette løses med en CUDA-
kjerne som startes med en tråd for hver piksel i det oppskalerte bildet, som henter sin
interpolerte verdi via teksturminnet:
1 __global__ void upscaleFlow ( int width , int height , f loat ∗Vx, f loat ∗Vy,
f loat ∗Vz) {
2 int x = blockIdx . x∗blockDim . x + threadIdx . x ;
3 int y = blockIdx . y∗blockDim . y + threadIdx . y ;
4 int idx = y ∗ w + x
5
6 i f ( x < width && y < he ight ) {
7 x += 0.5 f ; y += 0.5 f ;
8 Vx [ idx ] = 2 ∗ tex2D (tex_Vx , 0 .5 f ∗ x , 0 . 5 f ∗ y ) ;
9 Vy [ idx ] = 2 ∗ tex2D (tex_Vy , 0 .5 f ∗ x , 0 . 5 f ∗ y ) ;
10 Vz [ idx ] = tex2D ( tex_Vz , 0 .5 f ∗ x , 0 . 5 f ∗ y ) ;
11 }
12 }
Listing 4.1: CUDA-kjerne for oppskalering av ﬂytvektorer
I denne oppskaleringsfunksjonen er det to muligheter for hvordan verdiene skal oppska-
leres. Enten kan en ﬁredel av pikslene i det nye bildet være kopier av pikslene fra det
lille bildet, som medfører at halvparten i praksis vil bli lineært interpolert, og en ﬁredel
bilineært interpolert. Alternativt kan alle verdiene bli virkelig bilinært interpolert fra ﬁre
verdier, som medfører at ingen av de originale verdiene blir direkte overført. Dette har
ingen stor betydning i praksis, siden forskjellen bare vil være tydelig langs skarpe kanter.
I de øvre nivåene av pyramiden vil det ikke være noen skarpe kanter, siden bildene er
lavpassﬁltrert. Her er det valgt å gjøre hver verdi ekte interpolert. CUDA er implemen-
tert slik at original verdi lagres i sentrum av en teksel3. For å få den øvre venstre verdien
i bildet benyttes derfor teksel-indeksen (0.5,0.5), ikke (0,0).
Den temporale derivasjonen benytter også teksturminnet, av to grunner. Som beskrevet
i avsnitt 3.8.1 trekkes foreløpig ﬂytvektor fra hver eneste posisjon for å ﬁnne punktet
i forrige bilde det skal ﬁnnes diﬀeranse med. Dette gir ikke-diskrete posisjoner, slik at
interpolasjon er nødvendig. Den andre grunnen er at dette fører til at to nabopiksler ikke
nødvendigvis skal ﬁnne diﬀeranse med to nabopiksler. Tvert i mot vil trådene kunne ende
opp med å utføre en relativt spredt minnelesing. Som allerede nevnt er dette uoptimalt,
siden CUDA alltid leser en sekvens med etterfølgende minne når det først leses noe. Ved
lesing av teksturminnet er ikke dette like problematisk.
3En teksel er grunnelementet i teksturer, tilsvarende piksler i bilder.
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Teksturminnet er også cachet, noe som gjør at det går fortere å hente små mengder data
som benyttes ofte. Men dersom datamengdene er store, vil cachen kunne virke mot sin
hensikt. Cachen er liten, slik at det ikke er plass til hele bilder fra en Kinect. Når det opp-
står en cache-miss, altså at forespurte data ikke ﬁnnes i cachen, tar forespørselen lengre
tid. Derfor vil det være mer lønnsomt å benytte vanlig minne dersom lesingen foregår
i et mønster som gir en stor andel cache-miss. Et eksempel er kjernen som konverterer
fargebildet, der hver piksel kun leses én gang, og således aldri kan nyttegjøre seg cachen.
4.6 Mellomlagring av sammensatte verdier
CUDA-kjernen som ﬁnner ﬂytestimatene, benytter produkter av de deriverte. Ettersom
dette gjøres i et naboskap rundt hver piksel, brukes hvert av disse produktene av mange
tråder. Skulle man gjort utregningen på en CPU ville det vært naturlig å først regne ut
gradient-produktene, og deretter løpe gjennom og summere dem. Selv om multiplikasjon
ikke er en veldig tung operasjon, vil man kunne vinne en del på dette fordi man kan bruke
SIMD-instruksjoner som utnytter det som er av parallellitet i CPU-en. Det er såpass små
datamengder at man utnytter CPU-cachen og sparer en del trege minneoverføringer.
Når dette derimot gjøres på GPU, er det raskere å gjøre multiplikasjonen om igjen mange
ganger. Utregningene er veldig enkle, slik at det er minneoverføringen som er begrens-
ningen. Dette gjelder både om CUDA-kjernen hadde benyttet delt minne slik det ble
beskrevet i avsnitt 4.4, eller ikke. Kjernen som ﬁnner ﬂytestimater, kan enten lese inn
buﬀerne Ix og Iy og multiplisere disse selv (se ligning (3.5)), eller la kjernene som gjør
derivasjon gjøre multiplikasjon og lagre produkt-buﬀerne Ixx, Ixy og Iyy. I første tilfelle
leses det inn to datasett fra minnet, mens i det andre leses det tre. Tiden multiplika-
sjonen tar kan neglisjeres, det er mengden data som leses inn, som må minimeres. Det
er også et poeng ikke å bruke mer delt minne enn nødvendig, siden antallet blokker per
multiprosessor blant annet er begrenset av hvor mye delt minne hver blokk bruker. Det er
mulig å ha ledige tråder i en multiprosessor som ikke blir benyttet fordi multiprosessoren
ikke har kapasitet til ﬂere blokker.
4.7 Trackeren
Trackeren er ikke helt triviell å implementere i CUDA, så på grunn av lite tid ble den
kodet for CPU. Utfordringen ligger i at det skal tas gjennomsnittet av alle ﬂytvektorene
innenfor et gitt område. Summering er i utgangspunktet en seriell operasjon, siden det
består i å først lese nåværende verdi, så gjøre addisjon, og så lagre den nye verdien.
Dersom ﬂere tråder prøver å gjøre dette samtidig, vil de overskrive hverandre. Dette
fører til at man må benytte en teknikk kalt reduksjon, vist i ﬁgur 4.6. Man benytter
først halvparten så mange tråder som dataverdier, som lager delsummer. Antallet tråder
halveres igjen, og trådene lager nye delsummer av de forrige delsummene. Slik fortsettes
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Figur 4.6: Konseptet reduksjon i parallelle programmer. For å summere et sett dataverdier
kan man ikke benytte en tråd per dataverdi, men må iterativt la stadig halvparten av
trådene fra forrige steg lage hver sin delsum, før det ender med én tråd som lager den
endelige summen.
det til én tråd legger sammen to delsummer til den totale summen. I trackerens tilfelle
er det ﬂere dataverdier enn antall tråder i en blokk. Siden tråder ikke kan kommunisere
på tvers av blokker, må hver blokks delresultat skrives til hovedminnet og en ny CUDA-
kjerne må startes for å summere blokkenes delsummer. Dersom man behøver mer enn én
blokk for å gjøre denne andre runden med summering, må man ha enda en runde4. Dette
utnytter ikke beregningskapasiteten fullt ut, men kan fortsatt være betydelig raskere enn
å gjøre det serielt.
Implementasjonen av trackeren er derfor implementert i ren C++, og fungerer slik:
1. Finn sensorkoordinatene til hjørnene av frontplanet til tracke-kuben, via (3.13)
2. Hvis koordinatene er utenfor bildet, klipp dem til bildekanten
3. Iterer gjennom alle punktene innenfor koordinatene med to for-løkker
(a) Gå videre dersom punktets X, Y eller Z-verdi er utenfor kuben
(b) Gå videre dersom punktets ﬂytvektor er over grenseverdien
(c) Legg ﬂytvektoren til summen, øk en teller
4. Hvis antallet vektorer er over en grenseverdi
(a) Del summen på antallet og få gjennomsnittﬂyt
(b) Hvis gjennomsnittet er over en grenseverdi, klipp til en maksverdi
(c) Flytt markøren den gjennomsnittlige distansen
4Man kan implementere det slik at man aldri får mer enn to runder, særlig ved å la hver blokk
summere et større antall elementer enn den har tråder.
64
Trackeren får et problem når det dukker opp feilaktig ﬂyt i motsatt retning av den kor-
rekte, innenfor tracke-kube. Dette fordi de motsatte estimatene trekker ﬂyten mot null.
Slik feilaktig ﬂyt er reell, på grunn av støy eller for store bevegelser. Gjennomsnittsvek-
toren peker da i riktig retning, men lengden blir for kort. Derfor er trackeren nødt til å
gange gjennomsnittsvektoren med en konstant. Konstanten må ﬁnnes eksperimentelt, da
den er særlig avhengig av objektets fart. Jo større fart objektet har, jo mer skiller det
seg fra støyen.
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Kapittel 5
Eksperimenter
Her presenteres eksperimenter og resultater. Det er testet hvor godt Kinects rådata er,
hvor godt ﬂytestimatene blir med forskjellige metoder og hvordan trackeren fungerer med
de forskjellige ﬂytestimatene.
5.1 Gjennomføring
5.1.1 Data
Eksperimentene er gjennomført på opptak fra Kinect og fra en laserskanner. I sekvensene
beregnet på testing av trackeren, er motivets sanne bevegelse (bakkesannhet) beskrevet
manuelt og lagret til ﬁl.
Alle sekvensene fra Kinect er tatt opp inne, og har en oppløsning på 640× 480 piksler.
Laserskan-sekvensene er tatt opp med en ordinær laserskanner ved ACIN, Universitet i
Wien. Dataene er testdata i forbindelse med TACO-prosjektet [1], og skal simulere data
fra en ny ToF-basert videorate-sensor. En del sekvenser er tatt opp med skanneren i ro,
mens i andre sekvenser ﬂytter den seg eller panorerer. Et speil ﬂytter laseren horisontalt,
mens en motor beveger laseren vertikalt for hver rad med pikser. Motoren faller ikke til
ro på nøyaktig samme sted hver gang, noe som fører til at hvert bilde er litt forskjøvet
i Y-aksen i forhold til det forrige. Panorering og zooming gjøres ved å ﬂytte på roboten
som skanneren er montert på (se ﬁgur 5.1), noe som også skaper litt uregelmessigheter.
I noen av opptakene er det objekter som beveger seg i scenen. Det er mellom ett og tre
objekter, og de beveger seg i rett linje. Sekvensene består av mellom 60 og 150 bilder
hver.
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Figur 5.1: Roboten med laserskanner som har tatt opp noen av testdataene. Foto: Peter
Einramhof, ACIN, Universitet i Wien
Grenseverdi Kinect Laserskanner
Max Ix/Iy 30 25
Max IX/IY 30 20
Max It 30 40
Max Zx/Zy 50 50
Max ZX/ZY 50 20
Max Zt 100 100
Tabell 5.1: Grenseverdier for gradientbildene
5.1.2 Parametere
På grunn av erfaringer med Kinects støy, beskrevet i neste avsnitt, er øvrige eksperimenter
kjørt med ett nivå i bildepyramiden og kun én iterasjon under estimeringen. Dette gjelder
også laserskanner-dataene, siden datakvaliteten også her førte til dårligere resultater ved
ﬂere iterasjoner. Bevegelsene i alle sekvensene er så små mellom to bilder at det ikke
fører til problemer at det ikke beregnes ﬂyt i en hel pyramide. Å benytte sakte bevegelser
under testing av trackeren vil også kunne gi mer nyttige resultater. Ved store bevegelser
er marginene for å miste track mindre, og siden trackeren ikke har noen mulighet for å
oppdage dette og hente seg inn igjen, vil det bli vanskeligere å se hvor godt de forskjellige
metodene virker over lengre tid.
Vinduet rundt hver piksel, der ligninger til regresjonen blir hentet fra, er satt til å være
11×11 piksler. Ved utprøving på Kinect i sanntid viste dette seg å være en passe størrelse.
Optimale grenseverdier for gradientbildene viste seg å avhenge av avstand og motiv, så
verdiene i tabell 5.1 er ved utprøving funnet å være ganske romslige, men fjerner alle
veldig kraftige kanter.
5.2 Bildekvaliteten til Kinect
Bildene fra Kinect viste seg umiddelbart å være temmelig støyete, og ha noen artefakter.
Støyen i dybdebildet og en artefakt i fargebildet kan sees i ﬁgur 5.3. Figur 5.2 viser et
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bilde fra en ﬂat vegg, med en tydelig artefakt.
For å se hvordan støyen påvirker ﬂytestimatene, ble det tatt opp en sekvens av en helt
statisk scene og beregnet ﬂyt på denne. Det ble kun benyttet ett nivå i bildepyramiden,
og kun gjort en iterasjon. Figur 5.4 viser histogrammet over lengden til ﬂytvektorene det
resulterte i, og ﬁgur 5.5 viser hvordan ﬂyten ser ut i hver piksel. Det er tydelig at støyen
fører til mye falsk ﬂyt. Med en støyfri sensor ville alle lengdene vært null. Dersom det
benyttes ﬂere nivåer eller iterasjoner, blir naturlig nok resultatet verre.
Laserskan-dataene er betydelig mindre støyete, men lar seg ikke evaluere som referanse
siden ingen helt statisk sekvens, er tilgjengelig (som nevnt, skaper motoren rystelser).
5.3 Kvalitativ analyse av ﬂytestimater
Dette eksperimentet søker å vurdere kvaliteten på ﬂytestimatene. Det testes hvor gode
resultater kun dybdebilder gir, hvor mye bedre det blir med bruk av intensitetsbilder
i tillegg, og om det blir bedre med dybde enn med bare intensitetsbilder. Estimatene
vurderes også opp mot 2D-estimater fra sensorplanet.
Å vurdere korrektheten til ﬂytestimatene kvantitativt er ikke enkelt. Det er to måter å
få bakkesannhet på. Den ene er å bruke syntetiske videosekvenser. Den andre er å bruke
et nøyaktig kamera, og ﬂytte kamera eller motiv veldig kontrollert og nøyaktig. Kjenner
man relative avstander, bevegelser, optiske parametere og detaljer om sensoren, kan man
regne seg fram til forﬂytningen i hvert punkt. Det lar seg ikke gjøre her, ikke minst fordi
Kinect ikke er nøyaktig nok.
Derfor gjøres her en kvalitativ analyse av estimatene. Det er så beregnet ﬂytestimater
på tre måter:
• Kun bruk av intensitetsbildene i 2D (ﬂyt i piksler), pluss kvasi-Z-ﬂyt
• 3D-ﬂyt fra kun dybdebildene
• 3D-ﬂyt fra dybdebildene og intensitetsbildene
Med kvasi-Z-ﬂyt menes å ta dybde-diﬀeransen med forrige bilde, i henhold til 2D-
ﬂytestimatet, slik avsnitt 2.3.2 beskrev.
Først undersøkes bevegelse i kun én akse. Med Kinect er det tatt opp en sekvens der et
objekt beveger seg langs x-aksen, og en sekvens der et objekt beveger seg langs z-aksen.
Figur 5.6 og 5.7 viser ﬂytestimatene på et tidspunkt i sekvensene. Kun et utsnitt av
objektet er tatt med, da resten av bildet er statisk. De røde områdene angir mangel på
ﬂytestimater. Enten fordi gradientene er for høye, eller fordi det mangler data på grunn
av skygger, reﬂeksjoner eller overeksponering.
Videre undersøkes mer kompleks bevegelse i hele bildet. Med Kinect er det også tatt opp
en videosekvens der kameraet panoreres sakte over en statisk scene. Scenen beveger seg
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Figur 5.2: Dybdebilde fra Kinect, som viser en artefakt med ﬁre vertikale bånd. Bildet er av
en ﬂate med en tilfeldig vinkel, visualisert med en syklisk fargepalett der hver fargeovergang
svarer til rundt 1 cm forskjell i dybde. Båndene ﬂytter seg stegvis over tid, og varierer i
antall.
Figur 5.3: Dybdebildet til venstre er histogramjustert slik at det tydelig viser unøyaktighe-
ten i dybdemålingene på venstre side av hyllen. Fargebildet har en artefakt langs vertikale
kanter.
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Figur 5.4: Histogram over ﬂytvektorenes 3D-lengde i en statisk scene fra Kinect. All ﬂyten
skyldes støy.
Figur 5.5: Flytestimater fra en statisk scene fra Kinect. Fargen angir x,y-retning og metning
angir lengde. Estimater i z-retning vises ikke, men er tilsvarende. Alle estimatene skyldes
støy.
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nedover mot høyre. For å teste laserskanner-dataene brukes en sekvens der kameraet zoo-
mer innover og panorerer litt oppover. Figurene 5.8, 5.9 og 5.10 viser ﬂytestimatene for
de tre metodene på samme tidspunkt i Kinect-sekvensen. Figur 5.11, 5.12 og 5.13 viser
det samme for laserskan-sekvensen. Det er ett plott for x,y-retning og ett for z-retning.
Kun hver tiende x,y-vektor er plottet. De er normalisert, mens fargen angir lengden i
x,y-retning. Vektorlengdene på estimatet fra kun intensitetsbildet er i sensorkoordinater,
og er påvirket av perspektiv, slik at det ikke er direkte sammenlignbart med de to and-
re estimatene. Bakgrunnen er tilhørende stillbilde fra videoen1. Noen områder mangler
ﬂytvektorer, på grunn av manglende data eller for høye deriverte. Veldig høye vektorer
er ﬁltrert bort.
I sekvensene med bevegelse i én retning er det tydelig at estimatene ikke er veldig nøyak-
tige, og det er en del ﬂyt i motsatt retning. Ved ﬂyt i x-retning ser I+Z ut til å gi dårligere
resultater enn kun Z. Motsatt ved ﬂyt i kun z-retning. I sekvensene med panorering er det
tydelig at estimatene fra dybde alene er mye påvirket av støy. Kombinert med intensitet
blir estimatene bedre, og i mange områder også bedre enn kun intensitetsestimatene.
Laserskan-sekvensen er ikke ideell for dette forsøket, siden scenen i stor grad består
av plane ﬂater, og det synes også i ﬂytestimatene. Det er imidlertid ikke noen av de
andre tilgjengelige sekvensene som er noe mer egnet. Resultatene må derfor vurderes litt
anderledes enn Kinect-sekvensen.
Det er gjort ﬂere lignende forsøk, som gir tilsvarende resultater. Det er også gjort mye
subjektiv visuell vurdering av estimatene til Kinect i sanntid mens kameraet beveges for
hånd.
1Algoritmen er kjørt på skarpe bilder, men bildene er gjort diﬀuse for å bedre lesbarheten.
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(a) Kun 2D-intensitetsdata. Observer: X-ﬂyt relativt korrekt, Y-ﬂyt har feil i begge retninger, Z-ﬂyt
har mye feil og store områder uten data.
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(b) Kun dybdedata. Observer: Hovedsaklig korrekt i alle akser, men en del områder med feil.
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(c) Både dybde- og intensitetsdata. Observer: Store feil i alle akser.
Figur 5.6: Flytestimater fra Kinect-data. Utsnitt av objekt som beveger seg kun i positiv
x-retning. Plottene viser ﬂyt per piksel i henholdsvis X-, Y- og Z-retning.
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(a) Kun 2D-intensitetsdata. Observer: Flyt i X- og Y-retning på grunn av perspektiveﬀekten. Veldig
godt Z-estimat.
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(b) Kun dybdedata. Observer: Lite ﬂyt i X- og Y-retning, og mye korrekt ﬂyt i Z-retning. Store
områder uten ﬂyt i Z-retning.
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(c) Både dybde- og intensitetsdata. Observer: Spredte områder med feilaktig ﬂyt i X- og Y-retning.
Mye korrekt ﬂyt i Z-retning. Mindre områder uten data enn i (b).
Figur 5.7: Flytestimater fra Kinect-data. Utsnitt av objekt som beveger seg kun i negativ
z-retning. Plottene viser ﬂyt per piksel i henholdsvis X-, Y- og Z-retning.
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Figur 5.8: Flytestimater fra Kinect-sekvens med panorering. Kun 2D-intensitetsdata er be-
nyttet. Flytvektorene viser normalisert X,Y-retning, mens fargen angir ﬂytvektorens lengde.
Observer: Stort sett jevn ﬂyt, noe kaos i øvre del.
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(b) Flyt i Z-retning
Figur 5.9: Flytestimater fra Kinect-sekvens med panorering. Kun dybdedata er benyttet.
Flytvektorene i (a) viser normalisert X,Y-retning, mens fargen angir ﬂytvektorens lengde i
samme retning. Fargene i (b) viser ﬂyt i Z-retning. Observer: Mye kaos.
76
48
12
16
20
24
28
(a) Flyt i X,Y-retning
10
8
6
4
2
0
2
4
6
8
10
(b) Flyt i Z-retning
Figur 5.10: Flytestimater fra Kinect-sekvens med panorering. Både dybdedata og 3D-
intensitetsdata er benyttet. Flytvektorene i (a) viser normalisert X,Y-retning, mens fargen
angir ﬂytvektorens lengde i samme retning. Fargene i (b) viser ﬂyt i Z-retning. Observer:
Store jevne områder, men også mye støy. Kaos på mye av veggen i bakgrunnen.
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Figur 5.11: Flytestimater fra laserskanner-sekvens med panorering opp og zoom inn. Kun
2D-intensitetsdata er benyttet. Flytvektorene viser normalisert X,Y-retning, mens fargen
angir ﬂytvektorens lengde. Observer: Relativt jevn ﬂyt, men tydelig ﬂyt vekk fra bildets
sentrum.
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Figur 5.12: Flytestimater fra laserskanner under panorering opp og zoom inn. Kun dybde-
data er benyttet. Flytvektorene i (a) viser normalisert X,Y-retning, mens fargen angir ﬂyt-
vektorens lengde i samme retning. Fargene i (b) viser ﬂyt i Z-retning. Observer: X,Y-ﬂyten
er kaotisk, mens Z-ﬂyten har store jevne områder.
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Figur 5.13: Flytestimater fra laserskanner under panorering. Både dybdedata og 3D-
intensitetsdata er benyttet. Flytvektorene i (a) viser normalisert X,Y-retning, mens fargen
angir ﬂytvektorens lengde i samme retning. Fargene i (b) angir dybdeﬂyt. Observer: Både
X,Y-ﬂyten og Z-ﬂyten er relativt jevn, men det er en del støy i Z-ﬂyten.
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5.4 Flytestimatene som basis for tracking
Disse eksperimentene tester ﬂytestimatene som basis for en enkel tracker. Dette gir en
slags kvalitativ vurdering av estimatene, selv om resultatene også avhenger av tracking-
algoritmen.
De forskjellige trackerne benytter:
• Dybde- og intensitetsdata som punktsky
• Dybdedata som punktsky
• Intensitetsdata i 2D, med 3D-utvalg
Bakkesannhet er laget ved å manuelt identiﬁsere sentrum av objektet i hvert bilde. Tra-
ckeren er initialisert i samme posisjon som første posisjon i bakkesannheten.
Trackeren som kun benytter intensitetsbildet, jobber i 2D, selv om den har en posisjons-
markør i 3D. Forﬂyttingen må derfor gå via konvertering til sensorkoordinater. Men den
har også dybdebildet, og benytter kun ﬂytestimater som er knyttet til et punkt som er
innenfor tracke-kuben. Siden den ikke har noen ﬂytestimater i z-aksen, benytter den i
stedet gjennomsnittlig z-verdi innenfor kuben som markørens Z-verdi.
Trackerene har grenseverdier for maksimale akseptable ﬂytestimater. Dette hindrer at
støy forårsaker ekstreme verdier som sender trackeren bort.
Eksperimentet er kjørt på sekvenser fra både Kinect og laserskanneren. Sporloggen til
trackerene er så tegnet i samme plott for å vise forskjellene. Et plott viser hele bevegelsen
i x,y-planet. Tre plott viser bevegelsen i hver akse over tid. Et siste plott viser absolutt
3D-avstand mellom trackerens posisjon og bakkesannhet over tid.
Figur 5.14 og 5.15 viser slike plott for en Kinect-sekvens der et objekt beveges sakte
rundt i bildet. Tilsvarende for en laserskanner-sekvens ser en robot kjører mot venstre,
vises i ﬁgur 5.16 og 5.17.
Plottene viser at trackeren fungerer ganske godt, men de har en tendens til å drive av
over tid. Intensitetstrackeren ser ut til å gi best resultater.
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Figur 5.14: Tracking i Kinect-data
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Figur 5.15: Tracking i Kinect data
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Figur 5.16: Tracking i laserskannerdata. Alle trackemetodene følger objektet relativt godt.
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Figur 5.17: Tracking i laserskannerdata. Alle metodene følger objektet relativt godt, spe-
sielt i den retningen bevegelsen skjer.
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Datagrunnlag Nivåer Iterasjoner Vindustørrelse Bilder per sekund
I + Z 1 1 11× 11 24
I + Z 1 5 11× 11 9
I + Z 1 10 11× 11 5
I + Z 4 1 11× 11 18
I + Z 4 5 11× 11 7
I + Z 4 10 11× 11 5
Z 1 1 11× 11 30
Z 1 5 11× 11 14
Z 1 10 11× 11 8
Z 4 1 11× 11 24
Z 4 5 11× 11 12
Z 4 10 11× 11 8
I + Z 1 1 7× 7 26
I + Z 4 1 7× 7 24
I + Z 1 1 15× 15 18
I + Z 4 1 15× 15 14
Z 1 1 7× 7 32
Z 4 1 7× 7 26
Z 1 1 15× 15 25
Z 4 1 15× 15 21
Tabell 5.2: Oversikt over oppnådd kjøretid (bilder per sekund) med ulike parametere. I/Z
angir intensitet/dybde.
5.5 Kjøretid
Tabell 5.2 viser antall bilder per sekund som applikasjonen klarte å prosessere. Data-
kilden er opptak fra Kinect. Det er testet med forskjellig antall nivåer i bildepyramide,
forskjellig antall iterasjoner i ﬂytestimeringen og forskjellig størrelse på vinduet under
ﬂytestimeringen. Det er testet med og uten intensitetsbildet i tillegg til dybdebildet.
Det viser seg at antall nivåer ikke har så mye å si for kjøretiden. Antall iterasjoner derimot,
har mye å si. Figur 5.18 viser et skjermbilde fra analyseverktøyet Nvidia Parallel Nsight,
hvor det visualiseres hvilke kjerner som bruker mest tid. Det er tydelig at ﬂytestimeringen
er mest beregningstungt. De små kjernene tar omtrent like lang tid uavhengig av nivået.
Systemet ble først utviklet med ren CPU-kode, men er noe forandret siden da. CPU-
koden er også uoptimalisert, og benytter ikke tråder eller SIMD-instruksjoner. Som en
løs sammenligning kan det allikevel nevnes at CPU-utgaven klarte rundt ett Kinect-bilde
i sekundet ved bruk av intensitet og dybde, ﬁre nivåer, én iterasjon og vindustørrelse på
11× 11.
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Figur 5.18: Oversikt over tidsbruken til de forskjellige delene av programmet under proses-
seringen av ett bilde, med 5 nivåer. Det er tydelig at ﬂytestimeringen er det som tar tid, og
at alle de andre delene går så fort at det tar omtrent like lang tid uavhengig av bildestørrelse.
Raden med ﬂyt-kjernen viser hvor skillet mellom nivåene går.
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Kapittel 6
Diskusjon
Dette kapittelet inneholder en gjennomgang av resultatene fra eksperimentene, og en
diskusjon av disse. Deretter foreslås hva som kan gjøres av videre arbeid.
Kort oppsummert viser resultatene at metoden med lokal estimering i en punktsky ikke
fungerer veldig godt, spesielt ikke når dataene er udetaljerte eller støyete, slik særlig
Kinect er. Det lar seg likevel gjøre å benytte estimatene til enkel tracking.
6.1 Bildekvalitet og støy i datakildene
6.1.1 Kinect
Som alle 3D-kameraer som benytter strukturert lys, har Kinect problemer med høy-
reﬂekterende og gjennomsiktige ﬂater, samt områder som er kraftig opplyst. Det ser man
i ﬁgur 3.3, hvor taklampen og deler av glassveggen i bakgrunnen mangler dybdeinfor-
masjon. I tillegg til fenomenet med skygger, er det spredte ﬂekker der det mangler data,
som skyldes lokale forstyrrelser av mønsteret, skarpe kanter, veldig smale objekter og
støy. Disse små ﬂekkene varierer sterkt fra bilde til bilde. Kinect er heller ikke nøyaktig,
noe som vises tydelig i ﬁgur 5.3.
Dybdebildet har en artefakt i form av et variabelt antall vertikale bånd, med en tydelig
rett kant i mellom seg der det er et hopp i dybden, slik det fremgår av ﬁgur 5.2. Antallet
bånd varierer over tid, og kan være mellom en og atten. Grunnen til dette er ukjent.
Fenomenet nevnes i Microsofts Kinect SDK-dokumentasjon [51], men årsaken forklares
ikke. Det oppstår helt feilaktige ﬂytestimater langs disse linjene i det øyeblikket de ﬂytter
seg.
Kameraet har automatisk eksponering og hvitbalanse, og det er ikke mulig å låse disse
innstillingene. Når kameraet ﬂyttes på, eller lyskilder slås av og på eller tildekkes, endrer
intensiteten seg i hele bildet i store steg, noe som fører til feilaktig ﬂyt ved bruk av
85
intensitetsdataene. Protokolldokumentasjonen på [57] antyder at det lar seg gjøre å låse
eksponeringen, men det er så langt ikke implementert i noe tilgjengelig API.
Fargekameraet gir et forholdsvis dårlig bilde, med mye støy og dårlige detaljer. Ved bruk
av OpenNIs API ser man også noen artefakter langs vertikale kanter 1, som vist i ﬁgur 5.3.
Dette skyldes at algoritmen som prosesserer råbildet (debayering), ikke er veldig god.
Dybdebildene til Kinect er meget støyete. Dette fører til at selv en statisk scene resulte-
rer i ﬂytestimater i store deler av bildet, som vist i ﬁgur 5.4. Disse feilaktige estimatene
varierer kraftig fra bilde til bilde, både i retning og lengde. Det er kun langs gradienter
at retningen er konstant, men de ﬂeste av disse punktene er maskert bort. Støyen er ikke
uavhengig i hver piksel, slik det meste av støyen i intensitetsbildet er, men sammenhen-
gende felt med lignende vektorer, slik ﬁgur 5.5 viser. All denne støyen fører også til at
det er problematisk å gjøre prosessen i en bildepyramide. De falske estimatene fra øverste
nivå blir veldig dominerende i alle nivåene under, og mange steder forverres det nedover
nivåene. Estimatene i en statisk scene får lengre vektorer ved bruk av ﬂere nivåer. Å
benytte ﬂere iterasjoner i gradientklatringen er også problematisk. Det vil kunne gi mer
korrekte estimater noen steder, men vil også forsterke den falske ﬂyten.
Det er også et problem at det mangler data spredte steder. En ting er at det ikke lar
seg gjøre å estimere ﬂyt i store områder uten data. Men siden naboverdiene jevnes ut
mot disse null-verdiene under derivasjon og bygging av pyramiden, fører det til at null-
områdene vokser ved maskering nedover pyramiden. Det ender med veldig store områder
uten data i de små bildene i pyramiden. Det er dessuten tydelig blafrende støy langs
kanten av manglende data selv i bilder på nivå ﬁre (80 × 60 piksler), så nedskaleringen
jevner ikke ut støyen.
6.1.2 Laserskanneren
Laserskanneren har en betydelig høyere nøyaktighet (0.1 mm) og mindre støy i dybdebil-
dene, men ﬂytestimatene blir ikke bare bedre av den grunn. Intensitetsbildet har nesten
ikke-eksisterende tekstur på overﬂater, siden det er reﬂeksjonen av laserstrålen. Dermed
er situasjonen motsatt av Kinect  dybdebildet gir mer informasjon enn intensitetsbildet.
Som med Kinect, fungerer det også dårlig å benytte ﬂere nivåer i bildepyramiden med
disse dataene. Feilaktig ﬂyt fra øvre nivåer ender med å dominere store deler av det
endelige estimatet.
1En diskusjon av problemet og mulige løsninger ﬁnnes på http://groups.google.com/group/
openni-dev/browse_thread/thread/d2ba7102b2a39779 (2011-10-10)
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6.2 Flytestimatene
Figur 5.6 viser ﬂytestimater der et objekt beveger seg langs kun x-aksen, og ﬁgur 5.7
tilsvarende for z-aksen. Det er foretatt ﬂere slike eksperimenter som ikke er vist her, som
gir tilsvarende resultater. Gjennomgående viser resultatene at ﬂytestimater fra punkskyen
ikke er veldig gode. Hovedvekten av estimatene peker i riktig retning, men det er også
mye ﬂyt i gal retning, og det er mye ukorrekt lengde på ﬂytvektorene.
Dette er tydelig i ﬁgur 5.6b og 5.6c. Korrekt ﬂyt er mot høyre, slik ﬁgur 5.6a stort
sett har. Flytestimatene fra kun dybde er også relativt korrekte, men er preget av klart
avgrensede områder hvor det ikke er ﬂyt. Disse områdene er et tegn på at området er
veldig plant, slik at det oppstår et apertureproblem (avsnitt 2.3.1.1). Det er vanskelig å
klart avgrense hvor grensen skal gå for hvilke estimater som skal forkastes. Flytestimatene
som også benytter intensitet er enda mindre riktige, og har kraftig støy i alle retninger.
Det er litt uventet, siden informasjonsøkningen burde føre til bedre resultater. I en del
eksperimenter gjør det også det, men slik som her, oppstår det antagelig et problem med
aliasing, støy eller for store bevegelser. Z-ﬂyten i alle plottene i ﬁgur 5.6 viser store feil.
I 2D-estimatene vil all feil i x- og y-retning føre til feil i z. I de to andre er det tydelig
at mye støy lager falsk ﬂyt i z-retning. I 5.6b er det også tydelig at dybdestøyen rundt
objektet også fører til feil i x- og y-retning. Men i 5.6c er det mye mindre av dette,
som tyder på at intensitetsbildet har bidratt til å beskranke ligningsettet til å gi ﬂyt i
z-retning.
De neste ﬁgurene, i 5.7, gir et litt annet resultat. Der er bevegelsen kun langs z-aksen.
Når et objekt beveger seg rett mot kamera langs z-aksen vil det tilsynelatende øke i
størrelse på grunn av perspektivet. Det vil derfor være en tydelig ﬂyt fra sentrum og ut
i alle retninger. I virkeligheten skjer ingen bevegelse i x- eller y-retning2. Dette gjelder
også for 3D-dataene brukt her, siden de jo stammer fra et kamera påvirket av perspektiv,
og lagret som et bilde på en 2D-sensor. Dette er synlig i ﬁgur 5.7a, hvor det er x- og
y-ﬂyt ut fra sentrum. Dette er imidlertid mye mindre synlig i 5.7b og 5.7c, hvor det i
stedet er litt spredt støy. Z-ﬂyten for 2D-ﬂyten er veldig god, men så er den praktisk
talt en ren diﬀeranse mellom de to bildene. Kanten rundt objektet i z-ﬂyten skyldes
skyggen objektet lager. Z-ﬂyten fra kun dybdedata er mangelfull, som antagelig skyldes
apertureproblemer. Når det også benyttes intensitet, blir det ﬂere estimater, og de er
relativt gode.
Når man ser på en hel scene i bevegelse, gir det et litt mer nyansert resultat. Flyten fra
kun Kinects intensitetsdata gir som forventet ganske jevne estimater i ﬁgur 5.8. Men det
er tydelig hvordan det blir komplikasjoner langs kanter, der apertureproblemet fører til
at vektorenes retning blir noe tilfeldig, tross maskering av de største gradientene. Inten-
sitetsﬂyten fra laserskanneren har mye ujevne estimater, noe som skyldes at intensiteten
kun består av reﬂeksjonen av laserens ene bølgelengde, slik at bildet får veldig lite teks-
2Den eneste måten å unngå dette på, er avbildning med et telesentrisk objektiv, som gir ortograﬁske
bilder.
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tur. Scenene har mye plane overﬂater, og disse har hverken 2D- eller 3D-tekstur, slik at
man får et apertureproblem. Flyten i scenen i ﬁgur 5.11 er også mer komplisert, med en
zoom-bevegelse som fører til at ﬂyten går ut fra sentrum, kombinert med en oppover-
bevegelse på grunn av laserens motor. Det er derfor korrekt at ﬂyten går i forskjellige
retninger i bildet, men innenfor et lite område burde ﬂyten vært homogen. Vi ser også
at det er spredte steder med unormalt lange ﬂytvektorer. Disse oppstår gjerne også når
det er lite gradienter, siden inverteringen av matrisene i 3.3 da fører til at man deler på
et veldig lite tall.
Det synes tydelig at 3D-ﬂyt fra kun dybdedata ikke fungerer veldig godt. Figur 5.9 og
5.12 viser at ﬂyten ikke er jevn i det hele tatt, hverken fra Kinect eller laserskanneren.
Dette er ikke veldig overraskende sett i lys av støyen omtalt i starten av kapittelet. Vi
ser også her spredte forekomster av høye vektorer.
Dersom man benytter intensitetsdata i tillegg til dybdedata, blir resultatet bedre, som
vist i 5.10 og 5.13. Det er fremdeles områder med mye kaotisk ﬂyt, men dette er særlig
i deler av bildet hvor det er rette ﬂater uten noe særlig tekstur. Noe steder gir lyset en
intensitetsgradient i én retning og veggen en dybdegradient i en annen retning, og der er
ﬂyten god. Flyten i z-aksen er også relativt god. I begge ﬁgurene ser man at bordet har
en annen retning enn veggen bak, noe som er korrekt, siden kameraet peker litt nedover.
For å få ﬂytestimater i verdenskoordinater, er det nødvendig å regne ut gradientbildene
med hensyn på verdenskoordinater. Men dette later altså til å gi mye dårligere ﬂytesti-
mater enn kun å bruke bilder i sensorplanet. Ettersom gradientbildene i utgangspunktet
ser korrekte ut, og formelverket er det samme, tyder det på at det i stor grad er støyen i
dybdemålingene som er skyld i dette. Det er også mye synlig støy i gradientbildene. Man-
ge unøyaktigheter som varierer sterkt over tid, fører til at algoritmen prøver å tilpasse to
ulike 3D-overﬂater til hverandre, noe som nødvendigvis gir mye ukorrekte ﬂytestimater.
Hadde kun bildene i sensorkoordinater vært brukt, ville intensitetsbildet vært fritt for
denne problematikken, og bidratt til å dempe feilen fra dybdebildet. Men her ﬂyttes også
intensitetsbildet over i 3D-verdenen, slik at problemet er like stort for intensitetsdataene.
Denne slutningen underbygges av eksperimentene med laserskanneren, hvor ﬂytestima-
tene er en del bedre.
Teoretisk sett burde kombineringen med intensitetsdata gir bedre ﬂytestimater så lenge
bevegelsen hovedsaklig skjer i x,y-planet. Men dersom bevegelsen også skjer i Z-aksen vil
intensitetsligningene tvinge gjennom en bevegelse i x,y, på grunn av perspektiv-eﬀekten
som gir en tilsynelatende ekspandere/krympe-bevegelse når noe beveger seg mot/vekk
fra kamera. Denne eﬀekten ﬁnnes i dybdebildet også, men der vil noe av denne bevegelsen
føre til z-ﬂyt i stedet, som jo er korrekt.
I starten av oppgaven var det en tanke om at ved å benytte intensitetsdata i tillegg til
dybdedata ville man få mer utfyllende ﬂytinformasjon, fordi man i det minste kunne
ﬁnne intensitetsﬂyt der det manglet dybde. Dette lar seg imidlertid ikke helt gjøre. Slik
ﬂyt måtte nødvendigvis vært i sensorplanet siden det mangler dybde, og dermed kan
den ikke kombineres med dybdeﬂyten som er i verdenskoordinater. Man kan dog velge å
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benytte retningen på denne ﬂyten, som vil være relativt riktig.
En observasjon som ble gjort i løpet av arbeidet, var at man kan få brukbare ﬂytestimater
i z-retning fra kun intensitetsbilder. Dette skjer hvis man forsøker å løse dybdeﬂytlignin-
gen (2.20) bare med intensitetsbilder. Man vil da forsøke å forklare dybde med endringer i
intensitetsnivået over et større område. Dersom hovedlyskilden(e) beﬁnner seg bak kame-
raet, vil man kunne oppleve at objekter som nærmer seg kameraet blir lysere, og dermed
tilegnes bevegelse i Z-aksen. Noen korrekt skala for bevegelsene er vanskelig å konstruere
utenom veldig kontrollerte settinger, men bare retningen og den relative forﬂytningen vil
kanskje kunne være nyttig i enkelte sammenhenger.
6.3 Trackingen
Trackeren som er laget her er veldig enkel, og et komplett system vil måtte ha mye
mer kompliserte algoritmer. Men den fungerer forholdsvis bra, gitt forutsetningene, og
viser at ﬂyten ofte kan gi et godt gjett på hvor objektet har ﬂyttet seg. Det gjør at mer
kompliserte algoritmer har et godt utgangspunkt for å ﬁnne korrekt posisjon, og kan
arbeide raskere.
Det er noen åpenbare problemer. Trackeren har en tendens til å skli langs gradienter, ved
at områder med apertureproblemer ikke er helt maskert ut. Dette er ofte tydelig hvis det
forsøkes å tracke et objekt som holdes på strak arm, og trackeren da kommer for nærme
armen. Videre må hele objektet være i tracke-kuben, eller i det minste gradienter i alle
retninger. Ellers vil trackeren drive til siden når objektet beveger seg i z-retning, siden
perspektiv-eﬀekten fører til noe falsk ﬂyt i hver sin retning på sidene av objektet. Det er
forøvrig viktig at objektene har store og myke nok gradienter for å kunne trackes, siden
alle skarpe kanter og områdene rundt dem må maskeres bort.
2D-optisk ﬂyt-estimater får problemer hvis ikke hele begrensningsboksen er fylt av ob-
jektet som skal trackes. Når man tar gjennomsnittet av ﬂytvektorene i boksen vil naturlig
nok vektorer som tilhører bakgrunnen forstyrre trackerens bevegelse, enten ved å endre
retningen, eller ved å gjøre bevegelsen for kort. Å benytte 3D-dataene for å bøte på dette
er en ganske enkel og eﬀektiv løsning. Når begrensningsboksen byttes ut med en kube,
og kun intensitetsverdier som har korrekt dybde benyttes, unngås elegant problemet
med bakgrunnen. Løsningen med å sette boksens Z-posisjon til gjennomsnittlig dybde
på innholdet fungerer også godt. For tracking-formål ser dette ut til å være den beste
utnyttelsen av dybdedataene. Man har mindre data til selve ﬂytestimeringen, men også
mindre støy. Dessuten eliminerer man nesten problemet med å følge objektet i z-retning
 så lenge det følges korrekt i x- og y-retning, vil z også være korrekt.
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6.4 GPU-akselerasjon
Algoritmen lot seg meget enkel overføre til CUDAs parallelle arkitektur. En rekke ope-
rasjoner lot seg utføre med en tråd per piksel, slik at det ble vel så enkelt å kode det i
CUDA som i ren C++. Resten av operasjonene ble noe mer komplisert, siden de krever
at man kopierer deler av bildet inn i trådenes delte minne før man starter å jobbe på
dataene. Det er ganske rett fram, men noe krevende å feilsøke dersom man har gjort en
feil. Bruken av GPU ga en stor hastighetsøkning, der en helt naiv CUDA-implementasjon
ikke var langt unna å kjøre i sanntid.
Hvis det benyttes ﬂere iterasjoner per pyramidenivå, blir det et problem som ikke er helt
egnet for CUDA-arkitekturen. Det trengs et ulikt antall iterasjoner for hver piksel, og i en
CPU-løsning vil man kunne iterere til hver ligning konvergerer (dog med et maksimalt
antall). Men alle trådene i en CUDA-blokk må avslutte samtidig. Om det utføres et
ulikt antall iterasjoner for pikslene i en blokk er dermed likegyldig, blokkens tråder vil
være opptatt til den siste tråden er ferdig uansett. Det blir faktisk tregere om de skal
kjøre ulikt, siden det medfører mer forgreining av instruksjonene. Skal man bruke ﬂere
iterasjoner vil det derfor være naturlig å sette et fast antall, framfor å iterere til hver
ligning har konvergert.
En del enkle CUDA-kjerner, typisk alle der hver tråd kun benytter verdier fra én piksel
(ikke nabolaget), kjører så fort at det tar lenger tid å starte dem enn å kjøre dem. Det bør
derfor etterstrebes å kombinere ﬂere enkle kjerner til større kjerner som gjør ﬂere ting.
For eksempel ble det her laget én kjerne som tok inn ett gradientbilde, én maske og én
grenseverdi, og oppdaterte masken basert på hvorvidt gradientbildets piksler overskred
grensen. Under utviklingen var dette oversiktlig og ryddig, men til slutt ble det i stedet
benyttet én kjerne til det samme formålet, som tok inn alle gradientbildene og tilhørende
grenseverdier. Dermed brukte programmet mindre tid på starting av kjerner, og det
sparte også tid på at masken kun ble skrevet til minne én gang. Videre bør man benytte
CUDA-streams der man har ﬂere trinn med behandling av adskilte data, slik som I og Z
til en viss grad er her.
Trackeren kjører nesten i full videorate. Hvor fort det går kommer veldig an på antall
nivåer i bildepyramiden og antall iterasjoner. Man kan i oversikten fra Nvidia Parallel
Nsight, ﬁgur 5.18, også se at alle de små kjernene bruker vel så mye tid på å få lastet
inn data og startet, som på å kjøre. Arbeidet før ﬂytestimeringen tar nesten like lang tid
uavhengig av hvilket nivå i bildepyramiden det gjelder. Oversikten fra Nsight og tabellen
med kjøretider, 5.2, ser ut til å gi et litt tvetydig bilde. I henhold til oversikten burde
færre nivåer gitt større hastighetsøkning enn det det gjør i følge tabellen. Men CUDA-
analysen inkluderer ikke de delene av programkoden som kjøres på CPU, og det er derfor
mer arbeid som gjøres for hvert bilde enn det som vises i oversikten.
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6.5 Videre arbeid
6.5.1 Preprosessering
For å forbedre dybdeﬂyten fra Kinect og tilsvarende unøyaktige enheter må det gjøres noe
med støyen. Kjøretider og CUDA omtales nærmere i avsnitt 6.5.4, men en optimalisert
GPU-applikasjon har ledig beregningskapasitet til å gjøre mer støyﬁltrering og fortsatt
kjøre i sanntid.
Støyen i intensitetsbildet er ikke et stort problem, men kunne allikevel vært gjort noe
med. Det er gjort mye forskning på slik støyﬁltrering, og det ﬁnnes tilgjengelige CUDA-
implementasjoner som kjører svært raskt [43].
Støyen i dybdebildet er mer problematisk. Det er også en utfordring at dybdeverdiene er
kvantiﬁsert i nivåer som er grove i forhold til forﬂytningene man ønsker å detektere. Det
hadde vært interessant å forsøke å jevne ut de diskrete avstandsforskjellene som skyldes
kvantiﬁsering og støy (dvs 1-2 nivåer) riktig godt, men la kantene som skyldes tildekking
forbli skarpe. Dette er naturligvis en utfordring, da ekte små topograﬁske variasjoner også
er ønskelig å beholde. Anisotropisk ﬁltrering [61] kunne kanskje vært benyttet til dette.
Man har også valget mellom å ﬁltrere sensorbildet eller punktskyen. Det kan også gi bedre
resultater hvis man benytter intensitetsbildet som ekstra data for å ﬁltrere dybdebildet
[34].
Det er også problematisk å detektere hva som er støy, siden den først er ordentlig tydelig
over tid. Applikasjoner som skal kjøre i sanntid kan ikke nødvendigvis midle verdier over
tid begge veier, siden det gir en forsinkelse hvis man ikke kan benytte et bilde før man
også har fått de neste bildene. Å midle med tidligere bilder er også problematisk når
motivet ﬂytter seg, siden man da ender opp med å midle to forskjellige posisjoner.
Nedskaleringen av dybdebildene er også noe som burde vært utforsket mer. Siden det er
områder med manglende data og ekstremt gale verdier, bør dette gjøres på en måte som
skaper minst mulig nye gale verdier, samtidig som ﬂest mulig punkter i det nedskalerte
bildet inneholder brukbare data. Det er gjort forskning innen punktskyer som kanskje
kan gi bedre resultater [73].
I Kinects tilfelle varierer dybdeoppløsningen med dybden. Optimalt sett burde det derfor
vært adaptive grenseverdier for dybde-gradientene, basert på dybden.
Når man benytter de deriverte i punkskyverdenen, ligger den kraftigste støyen særlig i
plane ﬂater. Det burde la seg gjøre å ﬁnne ﬂater ved å ta normalvektorene fra punkter i
skyen og se når de endrer seg, og så jevne ut ﬂatene.
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6.5.2 Optisk ﬂyt
Grunnlaget for optisk ﬂyt er en antagelse om at at intensiteten til et punkt ikke forandrer
seg fra bilde til bilde, noe som ikke er helt korrekt. Det er gjort forskning på hvordan man
kan modellere lysforandringene og motregne dem i ligningene [67]. Det er særlig aktuelt
ved time-lapse video der forandringene kan være veldig store fra bilde til bilde, men kunne
vært interessant å bygge inn i dette systemet også, særlig siden Kinect autoeksponerer
bildene i diskrete hopp.
6.5.3 Trackeren
Selv om trackeren i denne oppgaven hovedsakelig var en test av ﬂytestimatene, er det
interessant å se på hvordan den kan utvides til å fungere bedre som en tracker.
Hovedproblemet for denne typen tracker er at den ikke har noen måte å vite om den har
mistet objektet den følger. Når den først har tatt feil, vil den enten stå stille, eller følge
noe annet slik at feilen bare blir større. Den har ingen mekanisme for å sjekke om objektet
fortsatt er i søkefeltet. En forbedring kunne vært å ha en korrigering hver n-te bilde, der
den justerer posisjonen med helt andre metoder. Trackeren kunne for eksempel beskrevet
området i boksen med grov topograﬁ, og gjort et raskt brute force søk i området rundt
for å se hvilken posisjon som stemmer best. Dette vil gi en form for løpende modellering
av objektet. Her er dog grensen for når man like godt kun kunne benyttet helt andre
trackingmetoder diﬀus. En annen forbedring kunne imidlertid vært å benytte metoder
fra punkt-trackingen omtalt i avsnitt 2.2.5. Et Kalman-ﬁlter kunne bidratt til å holde
trackingen på rett spor, selv om også dette antagelig ville gitt problemer med raske
endringer i bevegelsesretningen.
6.5.4 Kjøretid
Det er ingen tvil om at denne applikasjonen kunne kjørt mye raskere dersom CUDA-
koden hadde vært optimalisert mer. Å virkelig optimalisere programmer for GPU er en
stor jobb i seg selv, da det krever mye prøving og feiling rundt en rekke parametere for å
se hva som gir best resultater. Men bare å forbedre kjernen som gjør ﬂytestimering, vil
ha mye å si for den totale GPU-kjøretiden. Videre bør det undersøkes om det gir gevinst
å slå sammen enda ﬂere små kjerner, slik at all tiden som går med til å starte disse,
reduseres.
Flere av kjernene er dessuten helt uavhengige, og det kunne latt seg gjøre å kjøre noe
av dette i parallell i ﬂere CUDA-streams. Det ville også vært mulig å kjøre ﬂere lag i
bildepyramiden parallelt, men kun fram til et visst punkt, siden ﬂytvektorene fra laget
over trengs for å ﬁnne den tidsderiverte.
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Kapittel 7
Konklusjon
I denne oppgaven er det undersøkt hvordan lokal estimering av dybdeﬂyt fungerer med
dybde-kameraet Kinect, og med data fra en laserskanner. Det er videre undersøkt hvor-
dan intensitetsbilder kan benyttes sammen med dybdebildene for om mulig gi bedre
estimater. Det er også implementert en enkel tracker, som benytter ﬂytestimatene som
datagrunnlag. Det er også beskrevet hvordan hovedtrekkene i en GPU-implementasjon
av dette vil være, og hvordan det avviker fra en CPU-implementasjon.
Det viste seg at Kinect er meget støyete og upresis, noe som fører til at dataene er for
dårlige til å beregne god dybdeﬂyt med algoritmene vi valgte å forfølge. Støyen fører også
til at ﬂytestimering med bildepyramide ikke fungerer. Bruk av Kinect til denne typen
formål vil kreve mye preprosessering for å gjøre noe med støyen. Dataene fra laserskan-
neren er mer nøyaktige, men også med dem ble estimatene fra kun dybdedata relativt
dårlige. Lokal estimering av ﬂyten med punktsky-data slik det er gjort her virker å være
veldig var for støy, og det lot seg ikke gjøre å få gode resultater. Dette er overraskende,
siden algoritmen er velprøvd i 2D, og intuitivt burde la seg overføre til 2.5D-data uten
problemer.
Å benytte intensitetsbildet sammen med dybdebildet i en punktsky fungerer, men så
lenge dybdemålingene er støyete vil dette gi minst like dårlig ﬂyt som ren dybdeﬂyt.
Å benytte ﬂytestimatene som grunnlag for en enkel tracker fungerte likevel til en viss grad,
så lenge trackeren kalibreres opp mot objektets forventede fart. En tracker må benytte
mer avanserte algoritmer, men estimatene later til å gi en brukbar pekepinn på objektets
forﬂytning, som kan være nyttig. Den beste utnyttelsen av dybdeinformasjonen i tracke-
sammenheng var ved tradisjonell 2D-optisk ﬂyt på intensitetsbildet for forﬂyttning i x,y-
retning, men å kun benytte estimatene fra piksler innenfor et avgrenset 3D-volum. Da
behøver man ingen detaljert kontur rundt objektet for å hindre bakgrunnens ﬂytestimater
i å påvirke trackeren.
Å implementere systemet på GPU var forholdsvis enkelt, men i forhold til CPU var det
noe mer tungvindt å implementere algoritmer som skal jobbe på nabolaget til piksler.
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Selv en naiv GPU-implementasjon gir en stor hastighetsøkning i forhold til en standard
CPU-implementasjon.
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Tillegg A
Programkode
Totalt er hele implementasjonen, med CPU-tracker, GPU-tracker, visualisering, opptaker
og avspiller rundt 6000 linjer kode. Nedenfor er det kun vedlagt det som er mest relevant,
dvs. de viktigste CUDA-kjernene.
1 // Convert world coord ina t e s to sensor coord ina t e s .
2 // Sensor coord ina t e s are not d e s c r e t e !
3 __host__ __device__ f l o a t 2 wor ld2sensor ( f loat X, f loat Y, f loat Z) {
4 #i f d e f LASERSCANNER
5 f loat x = ( atan (X/Z) / max_theta_x) ∗ (WIDTH/2) + (WIDTH/2) ;
6 f loat y = HEIGHT − ( ( atan (Y/Z) / max_theta_y [ x ] ) ∗ (HEIGHT/2) + (HEIGHT
/2) ) ;
7 #e l i f KINECT
8 f loat x = camera_intr ins i c s_fx ∗ X / Z + camera_intr ins ics_cx ;
9 f loat y = camera_intr ins i c s_fy ∗ Y / Z + camera_intr ins ics_cx ;
10 #end i f
11
12 return make_float2 (x , y ) ;
13 }
14
15 // Convert a co l o r image to g r ay s ca l e i n t e n s i t y image
16 __global__ void rgbToIntens i ty (unsigned char ∗d_in , f loat ∗d_out , int N) {
17 int idx = blockIdx . x∗blockDim . x + threadIdx . x ;
18 i f ( idx < N) d_out [ idx ] = d_in [ idx ∗3 ]∗0 .333333333 f + d_in [ idx
∗3+1]∗0.333333334 f + d_in [ idx ∗3+2]∗0.333333333 f ;
19 }
20
21 // Create a po in t c loud from the depth image o f a Kinect
22 __global__ void pointCloudFromDepth ( f loat ∗X, f loat ∗Y, f loat ∗Z , int w,
int h) {
23
24 int x = blockIdx . x∗blockDim . x + threadIdx . x ;
25 int y = blockIdx . y∗blockDim . y + threadIdx . y ;
26 int idx = y∗w+x ;
27
28 // Find X and Y based on depth , sensor coord ina t e s and camera parameters
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29 // h t t p :// n i c o l a s . burrus . name/ index . php/Research/Kinec tCa l i b ra t i on
30 i f ( x < w && y < h) {
31 f loat z = Z [ idx ] ;
32 X[ idx ] = (x − camera_intr ins ics_cx ) ∗ ( z / camera_intr ins i c s_fx ) ;
33 Y[ idx ] = ( ( y − camera_intr ins ics_cy ) ∗ ( z / camera_intr ins i c s_fy ) ) ;
34 }
35 }
36
37 // Bui ld Gaussian pyramid o f I , X, Y, and Z
38 void buildPyramid ( ) {
39 for ( int i =0; i < LEVELS−1; i++) {
40 int w = width [ i ] , h = he ight [ i ] ;
41 dim3 blockDim (nThreads1D , 1 , 1) ;
42 dim3 gridDim ( ( width [ i ] + blockDim . x − 1) / blockDim . x , ( he ight [ i ] +
blockDim . y − 1) / blockDim . y , 1) ;
43
44 smooth ( I [ i ] , tempImg [ 4 ] , tempImg [ 0 ] , w, h) ;
45 pyrDownsample<<<gridDim , blockDim>>>(tempImg [ 4 ] , width [ i ] , he ight [ i ] , I
[ i +1] , width [ i +1] , he ight [ i +1]) ;
46 smooth (X[ i ] , tempImg [ 5 ] , tempImg [ 1 ] , w, h) ;
47 pyrDownsample<<<gridDim , blockDim>>>(tempImg [ 5 ] , width [ i ] , he ight [ i ] , X
[ i +1] , width [ i +1] , he ight [ i +1]) ;
48 smooth (Y[ i ] , tempImg [ 6 ] , tempImg [ 2 ] , w, h) ;
49 pyrDownsample<<<gridDim , blockDim>>>(tempImg [ 6 ] , width [ i ] , he ight [ i ] , Y
[ i +1] , width [ i +1] , he ight [ i +1]) ;
50 smooth (Z [ i ] , tempImg [ 7 ] , tempImg [ 3 ] , w, h) ;
51 pyrDownsample<<<gridDim , blockDim>>>(tempImg [ 7 ] , width [ i ] , he ight [ i ] , Z
[ i +1] , width [ i +1] , he ight [ i +1]) ;
52 }
53 }
54
55 // Downsample image by s k i pp in g every second row/column
56 __global__ void pyrDownsample ( f loat ∗ in , int in_width , int in_height ,
57 f loat ∗out , int out_width , int out_height ) {
58 int x2 = blockIdx . x∗blockDim . x + threadIdx . x ;
59 int y2 = blockIdx . y∗blockDim . y + threadIdx . y ;
60
61 i f ( ( x2 < out_width ) && ( y2 < out_height ) ) {
62 int x = x2 ∗ 2 ;
63 int y = y2 ∗ 2 ;
64 out [ y2 ∗ out_width + x2 ] = in [ y ∗ in_width + x ] ;
65 }
66 }
67
68
69 // Conf i gura t ion f o r convo lu t i on k e rn e l s
70 #define KERNEL_RADIUS 2
71 #define KERNEL_W (2 ∗ KERNEL_RADIUS + 1)
72 #define ROW_TILE_W 128
73 #define KERNEL_RADIUS_ALIGNED 16
74 #define COLUMN_TILE_W 16
75 #define COLUMN_TILE_H 48
76
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77 // D i f f e r e n t i a t i o n f i l t e r s by Farid and S imonce l l i . Smooth o r t o gona l l y ,
then d i f f e r e n t i a t e .
78 __device__ __constant__ f loat kernel5smooth [KERNEL_W] = { 0.037659 f ,
0 .249153 f , 0 .426375 f , 0 .249153 f , 0 .037659 f } ; // aprox o^2=0.9
79 __device__ __constant__ f loat ke rn e l 5d e r i v e [KERNEL_W] = { 0.109604 f ,
0 .276691 f , 0 .000000 f , −0.276691 f , −0.109604 f } ;
80 // Gaussian wi th s tddev = 1.5
81 __device__ __constant__ f loat ke rne l 5gaus s [KERNEL_W] = {
0.08904535898526778 f , 0 .24205038123826172 f , 0 .33780851955294106 f ,
0 .24205038123826172 f , 0 .08904535898526778 f } ;
82
83 // Separab l e convo lu t ion , h o r i z on t a l par t .
84 // Based on sample code in Nvidia ' s CUDA SDK.
85 __global__ void convolutionRow ( f loat ∗ r e su l t , f loat ∗ image , f loat ∗ kerne l ,
int width , int he ight ) {
86
87 // Data cache in shared memory
88 __shared__ f loat data [KERNEL_RADIUS + ROW_TILE_W + KERNEL_RADIUS ] ;
89
90 //Current t i l e and apron l im i t s , r e l a t i v e to row s t a r t
91 const int t i l e S t a r t = blockIdx . x ∗ ROW_TILE_W;
92 const int t i l eEnd = t i l e S t a r t + ROW_TILE_W − 1 ;
93 const int apronStart = t i l e S t a r t − KERNEL_RADIUS;
94 const int apronEnd = t i l eEnd + KERNEL_RADIUS;
95
96 //Clamp t i l e and apron l im i t s by image borders
97 const int tileEndClamped = min ( t i leEnd , width − 1) ;
98 const int apronStartClamped = max( apronStart , 0) ;
99 const int apronEndClamped = min ( apronEnd , width − 1) ;
100
101 // Row s t a r t index in image [ ]
102 const int rowStart = blockIdx . y ∗ width ;
103
104 // Al igned apron s t a r t . Assuming width and ROW_TILE_W are mu l t i p l e s
105 // o f ha l f−warp s i z e , rowStart + apronStar tA l i gned i s a l s o a
106 // mu l t i p l e o f ha l f−warp s i z e , thus having proper a l ignment
107 // f o r coa l e s c ed image [ ] read .
108 const int apronStartAl igned = t i l e S t a r t − KERNEL_RADIUS_ALIGNED;
109
110 const int loadPos = apronStartAl igned + threadIdx . x ;
111 // Set the en t i r e data cache con ten t s
112 // Load g l o b a l memory va lues , i f i n d i c e s are w i th in the image borders ,
113 // or i n i t i a l i z e wi th z e roe s o the rw i s e
114 i f ( loadPos >= apronStart ) {
115 const int smemPos = loadPos − apronStart ;
116
117 data [ smemPos ] =
118 ( ( loadPos >= apronStartClamped ) && ( loadPos <= apronEndClamped ) ) ?
119 image [ rowStart + loadPos ] : 0 ;
120 }
121
122 // Since threads use data from other threads , make sure a l l t h reads are
done l oad ing
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123 // data to shared memory
124 __syncthreads ( ) ;
125
126 const int writePos = t i l e S t a r t + threadIdx . x ;
127
128 // Assuming width and ROW_TILE_W are mu l t i p l e s o f ha l f−warp s i z e ,
129 // rowStart + t i l e S t a r t i s a l s o a mu l t i p l e o f ha l f−warp s i z e ,
130 // thus having proper a l ignment f o r coa l e s c ed r e s u l t [ ] wr i t e .
131 i f ( writePos <= tileEndClamped ) {
132 const int smemPos = writePos − apronStart ;
133 f loat sum = 0 ;
134
135 // Unro l l l oop to speed t h i n g s up , s ince number o f i t e r a t i o n s i s f i x e d
136 #pragma un r o l l
137 for ( int k = −KERNEL_RADIUS; k <= KERNEL_RADIUS; k++) {
138 sum += data [ smemPos + k ] ∗ ke rne l [KERNEL_RADIUS − k ] ;
139 }
140
141 r e s u l t [ rowStart + writePos ] = sum ;
142 }
143 }
144
145
146 // Separab l e convo lu t ion , v e r t i c a l par t .
147 // Based on sample code in Nvidia ' s CUDA SDK.
148 __global__ void convolutionColumn ( f loat ∗ r e su l t , f loat ∗ image , f loat ∗
kerne l ,
149 int width , int height , int smemStride , int gmemStride
150 ) {
151 // Data cache in shared memory
152 __shared__ f loat data [COLUMN_TILE_W ∗ (KERNEL_RADIUS + COLUMN_TILE_H +
KERNEL_RADIUS) ] ;
153
154 // Current t i l e and apron l im i t s , in rows
155 const int t i l e S t a r t = blockIdx . y ∗ COLUMN_TILE_H;
156 const int t i l eEnd = t i l e S t a r t + COLUMN_TILE_H − 1 ;
157 const int apronStart = t i l e S t a r t − KERNEL_RADIUS;
158 const int apronEnd = t i l eEnd + KERNEL_RADIUS;
159
160 // Clamp t i l e and apron l im i t s by image borders
161 const int tileEndClamped = min ( t i leEnd , he ight − 1) ;
162 const int apronStartClamped = max( apronStart , 0) ;
163 const int apronEndClamped = min ( apronEnd , he ight − 1) ;
164
165 // Current column index
166 const int columnStart = ( blockIdx . x ∗ COLUMN_TILE_W) + threadIdx . x ;
167
168 // Shared and g l o b a l memory i n d i c e s f o r current column
169 int smemPos = ( threadIdx . y ∗ COLUMN_TILE_W) + threadIdx . x ;
170 int gmemPos = ( ( apronStart + threadIdx . y ) ∗ width ) + columnStart ;
171
172 // Cycle through the en t i r e data cache
173 // Load g l o b a l memory va lues , i f i n d i c e s are w i th in the image borders ,
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174 // or i n i t i a l i z e wi th zero o the rw i s e
175 for ( int y = apronStart + threadIdx . y ; y <= apronEnd ; y += blockDim . y ) {
176 data [ smemPos ] =
177 ( ( y >= apronStartClamped ) && (y <= apronEndClamped ) ) ?
178 image [ gmemPos ] : 0 ;
179 smemPos += smemStride ;
180 gmemPos += gmemStride ;
181 }
182
183 // Since threads use data from other threads , make sure a l l t h reads are
done l oad ing
184 // data to shared memory
185 __syncthreads ( ) ;
186
187 // Shared and g l o b a l memory i n d i c e s f o r current column
188 smemPos = ( ( threadIdx . y + KERNEL_RADIUS) ∗ COLUMN_TILE_W) + threadIdx . x ;
189 gmemPos = ( ( t i l e S t a r t + threadIdx . y ) ∗ width ) + columnStart ;
190 // Cycle through the t i l e body , clamped by image borders
191 // Ca l cu l a t e and output the r e s u l t s
192 for ( int y = t i l e S t a r t + threadIdx . y ; y <= tileEndClamped ; y += blockDim .
y ) {
193 f loat sum = 0 ;
194
195 #pragma un r o l l // Speeds t h i n g s up s ince number o f i t e r a t i o n s in loop
i s f i x e d
196 for ( int k = −KERNEL_RADIUS; k <= KERNEL_RADIUS; k++) {
197 sum += data [ smemPos + (k ∗ COLUMN_TILE_W) ] ∗ ke rne l [KERNEL_RADIUS − k
] ;
198 }
199
200 r e s u l t [ gmemPos ] = sum ;
201 smemPos += smemStride ;
202 gmemPos += gmemStride ;
203 }
204 }
205
206
207 // Smooth an image wi th a low pass f i l t e r , by convo lu t i on wi th a Gaussian
ke rne l
208 __host__ void smooth ( f loat ∗ input , f loat ∗output , f loat ∗temp , int width ,
int he ight ) {
209 dim3 gridDimRows ( iDivUp (width , ROW_TILE_W) , he ight ) ;
210 dim3 gridDimColumns ( iDivUp (width , COLUMN_TILE_W) , iDivUp ( height ,
COLUMN_TILE_H) ) ;
211 dim3 blockDimRows (KERNEL_RADIUS_ALIGNED + ROW_TILE_W + KERNEL_RADIUS) ;
212 dim3 blockDimColumns (COLUMN_TILE_W, 8) ;
213
214 f loat ∗ ke rne l ;
215 cudaGetSymbolAddress ( ( void ∗∗)&kerne l , " ke rne l 5gaus s " ) ;
216
217 convolutionColumn<<<gridDimColumns , blockDimColumns>>>(temp , input ,
kerne l , width , height , COLUMN_TILE_W ∗ blockDimColumns . y , width ∗
blockDimColumns . y ) ;
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218 convolutionRow<<<gridDimRows , blockDimRows>>>(output , temp , kerne l , width
, he ight ) ;
219 }
220
221 // Derive in x and y wi th us ing convo lu t i on
222 __host__ void s p a t i a lDe r i v e ( f loat ∗ input , f loat ∗gx , f loat ∗gy , f loat ∗temp
, const int width , const int he ight ) {
223 dim3 gridDimRows ( iDivUp (width , ROW_TILE_W) , he ight ) ;
224 dim3 gridDimColumns ( iDivUp (width , COLUMN_TILE_W) , iDivUp ( height ,
COLUMN_TILE_H) ) ;
225 dim3 blockDimRows (KERNEL_RADIUS_ALIGNED + ROW_TILE_W + KERNEL_RADIUS) ;
226 dim3 blockDimColumns (COLUMN_TILE_W, 8) ;
227
228 f loat ∗kernelSmooth , ∗ kerne lDer ive ;
229 cudaGetSymbolAddress ( ( void ∗∗)&kernelSmooth , " kernel5smooth " ) ;
230 cudaGetSymbolAddress ( ( void ∗∗)&kerne lDer ive , " k e rn e l 5d e r i v e " ) ;
231
232 // X d e r i v a t i v e
233 convolutionColumnGPU<<<gridDimColumns , blockDimColumns>>>(temp , input ,
kernelSmooth , width , height , COLUMN_TILE_W ∗ blockDimColumns . y , width
∗ blockDimColumns . y ) ;
234 convolutionRowGPU<<<gridDimRows , blockDimRows>>>(gx , temp , kerne lDer ive ,
width , he ight ) ;
235
236 // Y d e r i v a t i v e
237 convolutionRow<<<gridDimRows , blockDimRows>>>(temp , input , kernelSmooth ,
width , he ight ) ;
238 convolutionColumn<<<gridDimColumns , blockDimColumns>>>(gy , temp ,
kerne lDer ive , width , height , COLUMN_TILE_W ∗ blockDimColumns . y , width
∗ blockDimColumns . y ) ;
239 }
240
241
242 // Given g rad i en t images from the sensor plane , c r ea t e po in t c loud
g rad i en t s .
243 // Also modify mask to s top use o f too h igh va l u e s .
244 __global__ void makePointCloudGradient ( const int N,
245 f loat threshold_I_XY , f loat threshold_Z_XY ,
246 f loat ∗mask_I , f loat ∗mask_Z ,
247 f loat ∗_Xx, f loat ∗_Xy, f loat ∗_Yx, f loat ∗_Yy,
248 f loat ∗_Zx, f loat ∗_Zy, f loat ∗_Ix , f loat ∗_Iy ,
249 f loat ∗_IX, f loat ∗_IY, f loat ∗_ZX, f loat ∗_ZY) {
250
251 int idx = blockIdx . x∗blockDim . x + threadIdx . x ;
252 i f ( idx >= N) return ;
253
254 f loat Ix = _Ix [ idx ] , Iy = _Iy [ idx ] ;
255 f loat Xx = _Xx[ idx ] , Xy = _Xy[ idx ] ;
256 f loat Yx = _Yx[ idx ] , Yy = _Yy[ idx ] ;
257 f loat Zx = _Zx [ idx ] , Zy = _Zy [ idx ] ;
258
259 f loat Zden = Xx∗Yy − Xy∗Yx;
260
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261 f loat IX = (Yy∗ Ix − Yx∗ Iy ) / Zden ;
262 f loat IY = (Xx∗ Iy − Xy∗ Ix ) / Zden ;
263 f loat ZX = (Yy∗Zx − Yx∗Zy) / Zden ;
264 f loat ZY = (Xx∗Zy − Xy∗Zx) / Zden ;
265
266 maskI [ idx ] ∗= (( abs ( IX) < threshold_I_XY) && ( abs ( IY) < threshold_I_XY) ) ;
267 maskZ [ idx ] ∗= (( abs (ZX) < threshold_Z_XY) && ( abs (ZY) < threshold_Z_XY) ) ;
268
269 _IX [ idx ] = IX ;
270 _IY [ idx ] = IY ;
271 _ZX[ idx ] = ZX;
272 _ZY[ idx ] = ZY;
273 }
274
275
276 // Set a l l v a l u e s to 0 t ha t has a 0 in i t s quadra t i c neighbourhood o f s i z e
( kerne l_rad ius ∗2+1)^2
277 __global__ void erode ( f loat ∗ in , f loat ∗out , const int w, const int h ,
const int kerne l_rad ius ) {
278 int x = blockIdx . x∗blockDim . x + threadIdx . x ;
279 int y = blockIdx . y∗blockDim . y + threadIdx . y ;
280 int idx = y∗w + x ;
281
282 f loat newval = in [ idx ] ;
283
284 // I n e f f i c i e n t . Should in s t ead use shared memory and pre load a l l needed
va l u e s .
285 i f ( x >= kerne l_rad ius && x < w−kerne l_rad ius &&
286 y >= kerne l_rad ius && y < h−kerne l_rad ius ) {
287
288 for ( int yy = y−kerne l_rad ius ; yy < y+kerne l_rad ius ; yy++) {
289 for ( int xx = x−kerne l_rad ius ; xx < x+kerne l_rad ius ; xx++) {
290 i f ( yy >= 0 && xx >= 0 && yy < h && xx < w) {
291 i f ( in [ yy∗w+xx ] == 0) newval = 0 ;
292 }
293 }
294 }
295
296 }
297
298 out [ idx ] = newval ;
299 }
300
301 // Warps prev ious image accord ing to current f l ow es t imate , and f i n d s time
d e r i v a t e
302 __global__ void timeDeriveIWarp ( const int w, const int h ,
303 f loat ∗curFrame , f loat ∗dt ,
304 f loat ∗Vx, f loat ∗Vy) {
305
306 int x = blockIdx . x∗blockDim . x + threadIdx . x ;
307 int y = blockIdx . y∗blockDim . y + threadIdx . y ;
308 int idx = y∗w + x ;
309
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310 i f ( x < w && y < h) {
311 f loat d i f f = 0 ;
312
313 // Warped coords o f prev image wi th so−f a r f l ow .
314 // Move prev in the f l ow d i r e c t i on , to a l i g n prev wi th cur .
315 int wx = x − Vx[ idx ] ;
316 int wy = y − Vy[ idx ] ;
317
318 // Warped coord in prev cou ld po in t ou t s i d e image . I f so , the accura te
Vz can ' t be found .
319 // Ei ther use so−f a r Vz as dt , or j u s t s e t to 0 or i n f i n i t y and mask i t
out .
320 i f (wx >= 0 && wx < w && wy >= 0 && wy < h) {
321
322 f loat cur = curFrame [ idx ] ;
323 // Use t e x t u r e s f o r i n t e r p o l a t i o n
324 f loat prev = tex2D ( tex_I_prev , wx+0.5 f , wy+0.5 f ) ;
325 d i f f = cur − prev ;
326 }
327
328 dt [ idx ] = d i f f ;
329 }
330 }
331
332
333 // Derives Z in t , wi th warping . Uses t e x t u r e s .
334 __global__ void timeDeriveZWarpAndMask ( const int w, const int h ,
335 f loat ∗X, f loat ∗Y, f loat ∗Z , f loat ∗Zt ,
336 f loat ∗Vx, f loat ∗Vy, f loat ∗Vz , f loat ∗mask) {
337
338 int x = blockIdx . x∗blockDim . x + threadIdx . x ;
339 int y = blockIdx . y∗blockDim . y + threadIdx . y ;
340 int idx = y∗w + x ;
341
342 i f ( x < w && y < h) {
343 f loat dX = 0 , dY = 0 , dZ = 0 ;
344 f loat usab le = 1 ;
345
346 // Warped coords o f prev image wi th so−f a r f l ow .
347 // Move prev in the f l ow d i r e c t i on , to a l i g n prev wi th cur
348 f loat curZ = Z [ idx ] ;
349 f loat vz = Vz [ idx ] ;
350 f loat X2 = X[ idx ] + Vx [ idx ] ;
351 f loat Y2 = Y[ idx ] + Vy [ idx ] ;
352 f loat Z2 = curZ + vz ;
353 f l o a t 2 P = wor ld2sensor (X2 , Y2 , Z2 ) ;
354
355 // Warped coord in prev cou ld po in t ou t s i d e image . I f so , the accura te
Vz can ' t be found , and the po in t
356 // i s masked out .
357 i f (P. x >= 0 && P. x < w && P. y >= 0 && P. y < h) {
358
359 f loat prevZ = tex2D ( tex_Z_prev , P. x , P . y ) ;
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360
361 // I f e i t h e r has no data (0 i s a magic va lue ) , mask out the p i x e l .
362 i f ( curZ == 0 | | prevZ == 0) {
363 usab le = 0 ;
364 }
365 else {
366 // Add vz here . The l a r g e movement from prev ious l e v e l i s a l r eady
found ,
367 // now we shou ld r e f i n e i t and add i t to the e x i s t i n g Vz .
368 dZ = curZ − ( prevZ + vz ) ;
369 }
370 }
371 else {
372 usab le = 0 ;
373 }
374
375 mask [ idx ] = usab le ;
376 Zt [ idx ] = dZ ;
377
378 }
379 }
380
381 // Find f l ow by g rad i en t c l imb ing .
382 // The ke rne l shou ld use shared memory to become a l o t more e f f i c i e n t .
383 __global__ void est imateFlow ( const int width , const int height , //
Upmost l e v e l ( o r i g i n a l image )
384 const int w, const int h , // Current l e v e l
385 int l e v e l , f loat s c a l e I , f loat sca leZ ,
386 f loat ∗Vx, f loat ∗Vy, f loat ∗Vz ,
387 f loat ∗_ZX, f loat ∗_ZY, f loat ∗_Zt ,
388 f loat ∗_IX, f loat ∗_IY, f loat ∗_It ,
389 f loat ∗maskI , f loat ∗maskZ) {
390
391 int x = blockIdx . x∗blockDim . x + threadIdx . x ;
392 int y = blockIdx . y∗blockDim . y + threadIdx . y ;
393 int idx = y∗w + x ;
394
395 i f ( ! ( x >= PATCH_R && x <= w−PATCH_R && y >= PATCH_R && y <= h−PATCH_R) )
return ;
396
397 f loat vx = 0 , vy = 0 , vz = 0 ;
398
399 // For (A^T)A
400 f loat Ax = 0 ;
401 f loat Ay = 0 ;
402 f loat Axx = 0 ;
403 f loat Ayy = 0 ;
404 f loat Axy = 0 ;
405
406 // For (A^T)B
407 f loat ATBxt = 0 ;
408 f loat ATByt = 0 ;
409 f loat ATBt = 0 ;
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410
411 f loat Zequat ions = 0 ;
412 f loat I equa t i on s = 0 ;
413
414 // Work on a patch around p i x e l i dx
415 for ( int yy = y−PATCH_R; yy <= y+PATCH_R; yy++) {
416 for ( int xx = x−PATCH_R; xx <= x+PATCH_R; xx++) {
417
418 f loat ZX = 0 , ZY = 0 , ZT = 0 , IX = 0 , IY = 0 , I t = 0 ;
419
420 i f (maskZ [ yy∗w+xx ] > 0) {
421 ZX = sca l eZ ∗ _ZX[ yy∗w+xx ] ;
422 ZY = sca l eZ ∗ _ZY[ yy∗w+xx ] ;
423 Zt = sca l eZ ∗ _Zt [ yy∗w+xx ] ;
424 i f ( ! i s f i n i t e (ZX+ZY+ZT) ) continue ;
425 Zequat ions++;
426 Ax += ZX;
427 Ay += ZY;
428 Axx += ZX∗ZX;
429 Ayy += ZY∗ZY;
430 Axy += ZX∗ZY;
431 ATBxt += ZX∗Zt ;
432 ATByt += ZY∗Zt ;
433 ATBt += Zt ;
434 }
435
436 #i f ! d e f i ned (ONLY_Z)
437 i f (maskI [ yy∗w+xx ] > 0) {
438 IX = s c a l e I ∗ _IX[ yy∗w+xx ] ;
439 IY = s c a l e I ∗ _IY[ yy∗w+xx ] ;
440 I t = s c a l e I ∗ _It [ yy∗w+xx ] ;
441 Axx += IX∗IX ;
442 Ayy += IY∗IY ;
443 Axy += IX∗IY ;
444 ATBxt += IX∗ I t ;
445 ATByt += IY∗ I t ;
446 I equa t i on s++;
447 }
448 #endif
449
450 }
451 }
452
453 f loat n = Zequat ions + Iequa t i on s ;
454 n ∗= (n > MIN_EQUATIONS) ; // f o r c e d i v i s i o n by zero i f the number o f
equa t i ons i s too low
455 f loat An = Zequat ions ;
456
457 Ax /= n ;
458 Ay /= n ;
459 Axx /= n ;
460 Ayy /= n ;
461 Axy /= n ;
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462 An /= n ;
463
464 ATBxt = −ATBxt / n ;
465 ATByt = −ATByt / n ;
466 ATBt = −ATBt / n ;
467
468 // Determinant o f ATA−matrix
469 f loat ATAdet = (Axx∗(Ayy∗An − Ay∗Ay) − Axy∗(Axy∗An − Ax∗Ax) + Ax∗(Ay∗Axy
− Ayy∗Ax) ) ;
470 // Cause d i v i s i o n by zero i f de t i s too smal l , to i n v a l i d a t e areas wi th
aper ture problems
471 ATAdet ∗= (ATAdet > MIN_ATA_DET) ;
472
473 // Displacement v e c t o r s
474 Vx [ idx ] += ( (An∗Ayy − Ay∗Ay) ∗ATBxt − (An∗Axy − Ay∗Ax) ∗ATByt + (Ay∗Axy −
Ayy∗Ax) ∗ATBt ) / ATAdet ;
475 Vy [ idx ] += ( −(An∗Axy − Ax∗Ay) ∗ATBxt + (An∗Axx − Ax∗Ax) ∗ATByt − (Ay∗Axx −
Axy∗Ax) ∗ATBt ) / ATAdet ;
476 Vz [ idx ] += ( (Ay∗Axy − Ax∗Ayy) ∗ATBxt − (Ay∗Axx − Ax∗Axy) ∗ATByt + (Ayy∗
Axx − Axy∗Axy) ∗ATBt ) / ATAdet ;
477
478 }
479
480 // Update the t r a c k e r po s i t i on , Px , Py , Pz
481 void GPUTracker : : t rack ( int w, int h , std : : vector<f l o a t 3 > &path ) {
482
483 // Front p lane upper l e f t and lower r i g h t
484 f l o a t 2 f pu l = wor ld2sensor (Px − Prad , Py − Prad , Pz − Prad ) ;
485 f l o a t 2 f p l r = wor ld2sensor (Px + Prad , Py + Prad , Pz − Prad ) ;
486
487 // P i x e l coord ina t e s o f f r on t p lane o f bounding box , clamped to image
edges
488 int xmin = max(0 , ( int ) f l o o r ( f pu l . x + 0 .5 f ) ) ;
489 int xmax = min (w, ( int ) f l o o r ( f p l r . x + 0 .5 f ) ) ;
490 int ymin = max(0 , ( int ) f l o o r ( f pu l . y + 0 .5 f ) ) ;
491 int ymax = min (h , ( int ) f l o o r ( f p l r . y + 0 .5 f ) ) ;
492
493 double sumVx = 0 , sumVy = 0 , sumVz = 0 ;
494 int count = 0 ;
495
496 double sumZ = 0 ;
497 int countZ = 0 ;
498
499 // Go through a l l p i x e l s w i th in the p e r s p e c t i v e mapping o f the
500 // bounding box ' s f r on t p lane on the sensor p lane
501 // Only p i x e l s w i th in here can be po in t s w i th in bounding box
502 for ( int y = ymin ; y < ymax ; y++) {
503 for ( int x = xmin ; x < xmax ; x++) {
504
505 // I f us ing depth , use a 3D bounding box
506 i f ( useZ ) {
507 // Check t ha t each po in t ' s po in t c loud coord ina t e s i s w i th in
bounding box
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508 // Not on ly Z , but a l s o X and Y due to p e r s p e c t i v e
509 f loat pc_x = h_X[ y∗w+x ] ;
510 f loat pc_y = h_Y[ y∗w+x ] ;
511 f loat pc_z = h_Z[ y∗w+x ] ;
512
513
514 i f ( ! i s f i n i t e (pc_z ) | | pc_z > Pz + Pzrad | | pc_z < Pz − Pzrad ) {
515 continue ;
516 }
517 i f (pc_x > Px + Pxyrad | | pc_x < Px − Pxyrad ) continue ;
518 i f (pc_y > Py + Pxyrad | | pc_y < Py − Pxyrad ) continue ;
519 }
520
521 // In t en s i t y−t r a c k e r can ge t i t s Pz from the average Z o f the BB
522 i f (h_Z[ y∗w+x ] != 0) {
523 sumZ += h_Z[ y∗w+x ] ;
524 countZ++;
525 }
526
527 f loat vx = h_Vx[ y∗w+x ] ;
528 f loat vy = h_Vy[ y∗w+x ] ;
529 f loat vz = h_Vz [ y∗w+x ] ;
530 i f ( i s f i n i t e ( vx ) && i s f i n i t e ( vy ) && i s f i n i t e ( vz ) ) {
531 i f ( abs ( vx ) < TRACKER_IGNORE_VX_ABOVE && abs ( vy ) <
TRACKER_IGNORE_VY_ABOVE && abs ( vz ) < TRACKER_IGNORE_VZ_ABOVE) {
532 sumVx += vx ;
533 sumVy += vy ;
534 sumVz += vz ;
535 count++;
536 }
537 }
538 }
539 }
540
541 f loat avgVx = 0 , avgVy = 0 , avgVz = 0 ;
542
543 i f ( count > TRACKER_REQUIRED_VOXELS_IN_BB) {
544
545 avgVx = ( f loat ) (sumVx / count ) ;
546 avgVy = ( f loat ) (sumVy / count ) ;
547 avgVz = ( f loat ) (sumVz / count ) ;
548
549 // Clamp
550 i f ( avgVx > TRACKER_CLIP_AVG_VX_AT) avgVx = TRACKER_CLIP_AVG_VX_TO;
551 i f ( avgVx < −TRACKER_CLIP_AVG_VX_AT) avgVx = −TRACKER_CLIP_AVG_VX_TO;
552 i f ( avgVy > TRACKER_CLIP_AVG_VY_AT) avgVy = TRACKER_CLIP_AVG_VY_TO;
553 i f ( avgVy < −TRACKER_CLIP_AVG_VY_AT) avgVy = −TRACKER_CLIP_AVG_VY_TO;
554 i f ( avgVz > TRACKER_CLIP_AVG_VZ_AT) avgVz = TRACKER_CLIP_AVG_VZ_TO;
555 i f ( avgVz < −TRACKER_CLIP_AVG_VZ_AT) avgVz = −TRACKER_CLIP_AVG_VZ_TO;
556
557 // Move po in t
558 Px += avgVx ∗ TRACKER_SCALE;
559 Py += avgVy ∗ TRACKER_SCALE;
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560 Pz += avgVz ∗ TRACKER_SCALE;
561
562 // Intensity_BB ge t i t s Pz from the average Z o f BB−po in t s
563 #i f de f ined (TRACKER_AVG_PZ)
564 Pz = ( f loat ) (sumZ / countZ ) ;
565 #endif
566
567 }
568
569 path . push_back (make_float3 (Px , Py , Pz) ) ;
570 }
571
572 void GPUTracker : : newFrame( uint8_t∗ _rgb , f loat ∗ _depth ) {
573 advance ( ) ; // f l i p po in t e r s f o r prev / current−b u f f e r s
574
575 dim3 blockDim (nThreadsX , nThreadsY ) ;
576 dim3 gridDim ( nBlocksX [ 0 ] , nBlocksY [ 0 ] ) ;
577
578 // Copy to dev i c e
579 cudaMemcpy( rgb , _rgb , s izeof (char ) ∗3∗w∗h , cudaMemcpyHostToDevice ) ;
580 cudaMemcpy(Z [ 0 ] , _depth , s izeof ( f loat ) ∗w∗h , cudaMemcpyHostToDevice ) ;
581
582 // Create i n t e n s i t y from rgb
583 rgbToIntens i ty<<<nBlocks1D [ 0 ] , nThreads1D>>>(rgb , I [ 0 ] , w∗h) ;
584 // Create po in t c l oud − Find X and Y from Z
585 pointCloudFromDepth<<<gridDim , blockDim>>>(X[ 0 ] , Y[ 0 ] , Z [ 0 ] , w, h) ;
586
587 buildPyramid ( ) ;
588 }
Listing A.1: Programkode
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