Abstract-In our recently published paper [1], we presented a risk-based lattice cutting procedure to segment ASR word lattices into smaller sub-lattices as a means to to improve the efficiency of Minimum Bayes-Risk (MBR) rescoring. In the experiments reported [1], some of the hypotheses in the original lattices were inadvertently discarded during segmentation, and this affected MBR performance adversely. This note gives the corrected results as well as experiments demonstrating that the segmentation process does not discard any paths from the original lattice.
I. INTRODUCTION
The purpose of this note is to correct and expand upon the experimental results presented in our recently published paper [1] . In Section III-B [1] , we present a risk based lattice cutting procedure to segment ASR word lattices into sequences of smaller sub-lattices. The purpose of this procedure is to restructure the original lattice to improve the efficiency of Minimum Bayes-Risk (MBR) and other lattice rescoring procedures. Given that the segmented lattices are to be rescored, it is crucial that no paths from the original lattice be lost in the segmentation process. In the experiments reported in our original publication, some of the original paths were inadvertently discarded from the segmented lattices. This affected the performance of the MBR results presented. In this note we briefly review the segmentation algorithm and explain the flaw in our previous experiments. We find consistent minor improvements in Word Error Rate (WER) under the corrected procedure. More importantly, we report experiments confirming that the lattice segmentation procedure does indeed preserve all the paths in the original lattice.
II. RISK-BASED LATTICE CUTTING
Risk based lattice cutting is done by first aligning the lattice against the Maximum A Posteriori (MAP) hypothesis, and then using this alignment to identify candidate node sets for lattice segmentation. Periodic Lattice Cutting (PLC) selects a subset of these node sets in an attempt to balance MBR search errors over the lattice segments with the errors in approximating the loss function. Figure 1 shows an example word lattice and the sub-lattices obtained by segmenting this lattice using PLC with a period of 1. The lower panel of this figure shows the N-best lists generated from each lattice segment. As can be seen, lattice segments and N-best lists can contain deletions (shown as paths) relative to the MAP hypothesis. The role of paths is to allow the SMBR decoder to delete word sequences in the MAP hypothesis. In the risk-based lattice cutting experiments reported in the paper (Table 1 and Figure 14 in [1] ), these paths were inadvertently removed from the lattice segments. This prevents the Segmental MBR decoder from picking these shorter lattice paths.
To assess how important it is to retain these paths, we first count the number of lattice segments that contain paths. Table I shows the percentage of lattice segments containing paths on the SWB2 held out set; this percentage is measured at various cutting periods used in PLC. We observe thatcontaining segments constitute a significant proportion of the lattice segments at period-1, but become negligible at periods 6 and above. We next perform an experiment to verify that the risk based lattice segmentation does not discard any hypotheses in the original lattice. For each utterance we concatenate the sublattices produced by lattice segmentation to generate a new search space; we will refer to this new space as the pinched lattice.
We measure the Oracle-best Word Error Rate (OWER) of the pinched lattice as a function of the cutting period used in PLC; this is done both with and without allowing paths within lattice segments ( Figure 2 ). OWER is defined as the word error rate of the hypothesis in the lattice that has the lowest Levenshtein distance relative to the reference transcription. On the SWB2 held out set, the OWER over the original lattices is found to be 24.1%. When paths are not allowed within lattice segments, the pinched lattices at period-1 obtain a higher OWER relative to the unsegmented lattices. At higher cutting periods, OWER of the pinched lattices is lower than that of the unsegmented lattices. In contrast, when paths are hypothesized within lattice segments, the OWER of the pinched lattices is lower than that of the unsegmented lattices at all cutting periods.
At lower cutting periods (1 and 2), there is a higher proportion of the lattice segments containing paths (Table I) ; therefore if we exclude these paths the pinched lattice contains fewer complete paths relative to the original lattice. This, in turn, leads to a degradation in the OWER of the pinched lattices relative to the original lattices. When paths are allowed with segments, the pinched lattice contains additional paths relative to the original lattice and therefore obtains a lower OWER. At higher cutting periods, there is only a small proportion of the segments that contain paths (Table I) . In this case, excluding paths within segments does not affect the OWER of the pinched lattices. We note that when paths are allowed, the pinched lattices always yield a lower OWER than the original lattices; in contrast, other lattice-processing procedures such as confusion network generation [3] have been shown to degrade OWER of lattices [4] .
III. PERFORMANCE OF SMBR RECOGNIZERS
We now present SMBR decoding experiments. We first determine the optimal cutting period in PLC. We try cutting periods of 1 through 14 and then generate the SMBR hypothesis using one of A * search, N-best list rescoring, or e-ROVER procedures. Figure 3 shows the WER of A * SMBR decoder on the SWB2 test set; this figure replaces Figure 14 [1] . We show the performance of PLC both with and without including paths within lattice segments. We observe that the optimal cutting period is 6 in both cases. Table II presents a comparison of different lattice segmentation and hypothesis generation procedures. PLC is performed with a cutting period of 6. We show the performance of the RLC and PLC procedures both with and without including 
IV. CONCLUSIONS
Our experiments show that when paths are allowed, the segmental MBR decoder under the RLC (PLC-1) segmentation achieves comparable performance relative to the MBR decoder on unsegmented lattices. This shows that PLC-1 segmentation does provide a good approximation of the Levenshtein loss function. Allowing paths leads to a substantial improvement in the performance of SMBR decoders under PLC-1. This shows that it is important to allow deletions during SMBR decoding. However, the performance of PLC at higher periods is unaffected by allowing paths. This is because at higher cutting periods, there are very few lattice segments that contain paths (Table I ).
