This paper presents two new intelligent methods to linearize the Multi-Carrier Power Amplifiers (MCPA). One of the them is based on the Neuro-Fuzzy controller while the other uses two small neural networks as a polar predistorter. Neuro-Fuzzy controllers are not model based, and hence, have ability to control the nonlinear systems with undetermined parameters. Both methods are adaptive, low complex, and can be implemented in base-band part of the communication systems. The performance of the linearizers is obtained via simulation. The simulation is performed for three different scenarios; namely, a multi-carrier amplifier for GSM with four channels, a CDMA amplifier and a multi-carrier amplifier with two tones. The simulation results show that Neuro-Fuzzy Controller (NFC) and Neural Network Polar Predistorter (NNPP) have higher efficiencies so that reduce IMD3 by more than 42 and 32 dB, respectively. The practical implementation aspects of these methods are also discussed in this paper.
Introduction
Designing highly linear power amplifiers for cost-effective multi-carrier transmitters is a challenging research area. In multi-carrier transmitters several carriers are combined in the baseband and pass through a single wideband power amplifier to avoid the need for costly and lossy multiplexers (cavity filters and high power combiners) [1] . Because of the non-constant envelope of the combined baseband signal in the multi-carrier system, this system is more sensitive to the nonlinear characteristics of the power amplifier. The non-linearity of the RF power amplifiers causes high error in signal reception due to the large distortion in signals.
The most important distortion is inter modulation distortion (IMD) in which the 3rd and 5th order IMD are more corruptive. These unwanted signals corrupt not only the main signal but also the adjacent channels. The summation of the IMD terms in the adjacent channels is referred to as the Adjacent Channel Power Ratio (ACPR). Since there is a strong correlation between IMD and ACPR [2] , and also the inband distortion (amplitude and phase distortion) [1] , so we only present the simulations and results based on IMD in this paper. To make the transmission interference free, the transmitter IMD products must be below the carrier by 35 to 65 dB. In this paper we set these values equal to 51 dB and 65 dB for CDMA and multi-carrier GSM, respecively.
To increase the efficiency, most of the power amplifiers are designed as Class AB, B or C, and hence, they suffer from nonlinearity. Considerable efforts have gone into linearizing the characteristics of such amplifiers. Generally, two linearizing implementation approaches exist. The first approach uses feed-forward [3] - [5] and analog predistorter [6] , [7] and implements these techniques in the RF part of the transmitter. The second approach is implemented digitally in the baseband part and uses some techniques like Cartesian [8] and digital predistorters [9] - [11] . As digital technology is growing fast, it seems that digital linearization techniques get more importance due to their simplicity, accuracy and flexibility.
Among various linearization techniques the predistortion is chosen in this work. Predistortion methods consist of complex gain [12] , mapping [13] and polar [10] techniques. The polar predistorter outperforms the other techniques in terms of linearization and low complexity [13] . This paper presents two linearization methods using Neuro-Fuzzy Controller (NFC) and Neural Network Polar Predistorter (NNPP). Due to the intelligent nature of these techniques they have ability to compensate adaptively the PA characteristics variations caused by temperature, bias, lifetime and thermal noise. The other advantages of these methods are: good efficiency, wide applications like high power cellular base stations or mobile phone with lower power or different types of power amplifiers and the low cost compared to the feed-forward method.
The block diagram of the system under study is depicted in Fig. 1 . As shown in this figure, modulated signals are combined digitally in baseband section and after passing through the linearizer, DAC and the up-mixer are fed into PA.
NFC is an adaptive nonmodel-based controller using Copyright c 2005 The Institute of Electronics, Information and Communication Engineers fuzzy logic that is implemented on neural network structure. Critic trains the weights of the controller by evaluating the performance of the system. NFC is a kind of feedback method. This method has the best performance among all linearizers for narrow-band systems and with respect to the vast improvement of technology in the near future it can be considered the most efficient and feasible technique. NNPP is a kind of polar predistortion method in which two neural networks are used instead of look-up tables in the Faulkner's method [10] . Neural network has more capability in modeling a nonlinear characteristic and can be simply trained.
Complexity of this method is higher than the polar predistorter that is based on look-up table but has acceptable performance for MCPAs.
To evaluate these linearizers, three tests are performed and the results are compared with the feed-forward results.
The rest of the paper is organized as follows. Section 2 presents an appropriate model for PA. Section 3 is devoted to NFC structure and emotional learning method. Section 4 describes the structure of NNPP and the way that it linearizes a PA. Section 5 presents the simulation results of the proposed methods as well as the feed-forward technique for three different scenarios. Some practical constraints and aspects are also discussed in this section. Finally, the conclusion is given in Sect. 6.
Power Amplifier Model
Some power amplifier models based on Taylor series [14] , Voltera series [15] and AM/AM and AM/PM distortions [10] , [11] , [16] can be used for simulating the linearizing methods. Taylor series is appropriate for describing PA's with few stages and does not represent the phase distortion. In Voltera series, the characteristics of PA must be known precisely. In spite of the precision of the Voltera series based model the use of this model complicates the simulation procedure. In our study we use AM/AM and AM/PM equations to model the non-linear amplifier. This band-pass nonlinear model can predict the spectral growth with 2 dB difference from the measured results [17] , which is acceptable for our purpose.
To model the power amplifier, we use AM/AM equation as
and AM/PM equation as
In the above equations r is the envelope of the input signal, A(r) is the envelope distortion of PA and φ(r) shows the phase distortion. The values of the parameters of Eqs. (1) and (2) are chosen as α r1 = 1.96, α r2 = 0.99, α p1 = 2.53, α p2 = 2.82. These values are obtained from a class AB power amplifier [9] , with the characteristics shown in Fig. 2 . 
NFC with Emotional Learning
NFC is a fuzzy controller with neural network structure, so it benefits from both abilities of these techniques. A fuzzy logic system is unique in capacity of handling the numerical data and linguistic knowledge, simultaneously. This controller is suitable for uncertain or approximate reasoning, especially for the system with a mathematical model that is difficult to derive, and allows decision making with estimated values under incomplete or uncertain information [18] . It is also a nonlinear mapping of an input data vector into a scalar output using fuzzy logic that is called fuzzy inference. The mapping then provides a basis from which decisions can be made, or patterns discerned. However, fuzzy systems do not have training ability while using the neural network as the structure of fuzzy systems permits us to utilize NFC as an adaptive method [19] - [23] .
To implement this method a 4-layer feed-forward artificial neural networks (ANN) is used. In the first layer (input normalized layer), the number of neurons is set equal to the number of inputs. This layer maps the input values to [−1, 1]. The second layer determines the membership degree of the inputs to the fuzzy sets.
If X is the input values set the fuzzy set, A, in X is characterized by its membership function as:
where uA(x) is interpreted as the degree of membership of element x in fuzzy set A for each x ∈ X. The fuzzy sets are chosen to be triangular. In Fig. 3 a sample of triangular fuzzy sets is shown. Most of the fuzzy sets are defined in the range of [−1, 1], for more simplicity. The triangular fuzzy sets make the de-fuzzy-fication easier. The membership degree can be calculated as follows:
The fuzzy inference is obtained in the third layer. The multiplication or minimization operator [18] , [19] can be used in this layer. The fourth layer is used for de-fuzzy-fication. The capability of changing the weights in this layer provides 
Fig. 4
The structure of the neuro-fuzzy system. the learning ability. In Fig. 4 the neuro-fuzzy system with 2 inputs, 3 fuzzy sets on each input and 9 fuzzy rules is shown. For more simplicity, the weights between the first and the second layers as well as the second and the third layers are assumed to be one. If the triangular fuzzy sets are considered, then the weights between the third and the fourth layers, which are the center of the triangular rules, can be assumed as variable parameters. The learning method can be used to change these weights for the desired fuzzy rules adjustments. By using the triangular fuzzy sets, the de-fuzzyfication in the last layer can be achieved via the following equation:
where n = 9 is the number of the fuzzy rules, w 4 i is the ith weight in the fourth layer and u 3 i is the output of the ith neuron in the third layer.
The structure of a neuro-fuzzy controller with reinforcement learning is shown in Fig. 5 . The main part of this controller is the critic, which is used to evaluate the system performance. The error and the error derivative are the critic inputs. The output of the critic is the stress signal, which represents the controller performance. The stress signal can be considered as a parameter between −1, 1 where zero means that the controller is performing well and −1, 1 are two degrees of undesired performance. For simplicity, a PD controller may be used as a critic, although fuzzy critics are preferable in some applications. A simple critic is as follows:
where r is the stress signal. The main aim of the emotional control is the stress reduction. The following equation defines the cost function:
The minimization of J in Eq. (7) is the training objective. By using the same calculation as the Back-propagation method the following results are obtained:
where w i is the ith weight in the fourth layer of the Artificial Neural Network (ANN), y is the PA output and u is the output of NFC.
∂y ∂u is positive since any increase in u causes an increase in y and vice versa. Then we have:
Thus, the following statement can express the weight adjustment law in the fourth layer: Figure 5 shows the block diagram of the system using NFC as linearizer. NFC is implemented in the base band section following by Digital to Analog Converter (DAC) and RF section, which consists of mixer, oscillator, and power amplifier. Directional coupler, attenuator, mixer, oscillator and Analog to Digital Converter (ADC) are the main parts of the feedback. The role of NFC is linearizing the gain of the overall system, y/x in , by forcing the stress signal to zero; thereafter, the feedback gain g = x f /y must be initially tuned to inverse of the system gain, y/x in . It is even possible to control the power of the transmitter by changing the gain or attenuation of the feedback. In choosing the value of g, the saturation and the back-off power of the power amplifier should be considered.
NNPP Linearizer
ANN's are computational tools that learn from experience (training), generalize new examples from the previous ones and abstract the essential characteristics from the irrelevant input data. Because of their massive parallel nature, ANN's can perform computations at high speed, which is appropriate for high-speed implementations. According to their nature, ANN's can adopt data changes and learn the characteristics of the input signals. Furthermore, due to their nonlinear nature, they can perform functional approximation [24] . The block diagram of the NNPP linearizer is shown in Fig. 6 . This PD (predistorter) is a kind of polar predistorter. In [10] this structure is proposed using look-up table. However, in our proposed system we use two neural networks instead of look-up tables. Each neural network is a 3 layer perceptron with hyperbolic tangent function for neurons. The output of each modulator can be evaluated in complex format as: (16) In this structure, the characteristc of H −1 R and H φ are the same as AM/AM (P R ) and AM/PM (P φ ) behavior of PA distortions, respectively. H R and H φ are the neural networks functions and P R , P φ indicate AM/AM and AM/PM characteristics of PA, respectively.
Following paragraphs indicate how two neural networks linearizer operates. Considering the envelope and phase of the linearizer as:
the linearizer input, x in , and output, y L , signals are obtained as: 
Using Eqs. (18) and (19) the output of the power amplifier, y P , is obtained as:
Therefore, y P = kx in , and the PA output is linearly proportional to the input signal.
In order to track all the changes in the characteristics of the devices (bias, frequency, environment temperature and etc.), the linearizer must be adaptive. For this purpose two trainer blocks are used which train neural networks. The structures of these trainers are similar. Training is based on minimizing a cost function as:
where e i is the error signal:
e 1 and e 2 are differences between the input and the feedback envelopes and phases, respectively. There are different kinds of neural network training techniques during which Back-propagation [25] and Marquardt [26] algorithms may be used. Back-propagation is the simplest method, because it needs the least computations and memories, so it is useful for implementation. In contrast, the Marquardt algorithm has more computations and needs more memory. However, in spite of these disadvantages, the Marquardt algorithm has the highest convergence speed among the other methods, and it is proper for simulation.
Simulation Results
In this section the performances of these linearizing methods and Feed-forward technique are compared in three scenarios. The first scenario uses two tone (2T) signals while the second and the third scenarios deal with CDMA and MultiCarrier GSM (MC-GSM) signals as power amplifier input, respectively. The two-tone signals in the first scenario are 10 and 14 MHz. The second scenario at first simulates a typical CDMA design for a wireless cellular system, which includes two transmitters from a base station. The direct sequence spread spectrum technology is used for this scenario. This signal has been simulated by Serenade software with the characteristics that are summarized in Table 1 . For the third senario, the Multi-carrier GSM signal, the combination of four TRX outputs in a GSM base station, has been chosen. This configuration is mostly used in GSM networks. The power spectrum of the input signal for the three mentioned scenarios are shown in Figs. 7-9 using the Spectrum function in Matlab. The Spectrum function estimates the power spectral density of signals by using the Welch's averaged period-gram method. Using these three signals, the proposed linearization techniques simulation is done by Matlab. To provide more precise results and to have higher speed of simulations the sampling rate value is chosen as 65 Msamples/s. The limitation of using larger values is due to implementation, for example in using TMS DSPs or Altera FPGAs. In addition to the proposed linearizing methods Feed-forward is also simulated for all scenarios using Serenade software for the sake of IMD3 reduction comparison. As the measures of the performance evaluation for the proposed techniques the IMD3 reduction and efficiency versus back-off power have been chosen.
The PA output signal spectrum without linearization is shown in Figs. 10-12. As indicated in these figures IMD3 (the third order Intermodulation Distortion) in 2T, CDMA and MC-GSM scenarios is about 10, 14 and 18 dBc, respectively.
In evaluating the performance of NFC and NNPP methods, the feedback path, DAC and Mixer are assumed to be linear. The noise is also ignored. Of course the D/A, up-converter mixer, the related filters and the noise can be added to the PA model because these techniques are nonmodel-based and have the ability of linearizing all nonlinearity in the forward path and tracing the variations due to the noise, the temperature and the life time of the elements. Figures 13-15 show how NFC [27] linearizes the nonlinear PA in three scenarios. The results of NNPP linearization are shown in Figs. 16-18 as well. The IMD3 reduction in three scenarios versus back-off power has been shown for these techniques in Figs. 19, 20 . These figures demonstrate the great performance evenly for low back-off power. Considering the AB class power amplifier the total efficiency of the multi-carrier GSM transmitter using NFC linearizer is about 57% for IMD3 about 65 dBc. The total efficiency reaches to 24.5% for the NNPP technique. In CDMA sys- tem the efficiency of NFC and NNPP are 57.5% and 47.6%, respectively for IMD3 more than 51 dBc. It is evident that in spite of the better performance of the NFC its limitation to wide band signals is more than NNPP. The similar simulations show that the efficiency of this system using B class power amplifier is more than 70% for IMD3 about 65 dBc in the MC-GSM scenario.
The simulation results of the proposed methods and the Feed-forward technique are compared in Table 2 . The IMD3 reduction, efficiency, complexity, flexibility to control the variations and the time of convergence of NFC, NNPP and Feed-forward methods are summarized in this table. It is evident that NFC is a method with the best performance. This efficient technique is nonmodel-based with the fast convergence time and has the ability of controlling the transmit power by using a variable attenuator in the feedback path. In fact the linear gain of the power amplifier by this linearizer is the inverse of the gain of the overall feedback path.
The disadvantage of this technique is its sensitivity to the intrinsic delay of the system. To combat the delay sensitivity of this method a compensator can be inserted in the feedback path. The increased complexity in this case, is acceptable due to the excellent performance of NFC.
NNPP has acceptable performance for new applications such as Multi-carrier GSM and 3-G mobile systems. Its stability is also better than NFC and it is more efficient than the feed-forward technique. However this method is partially nonmodel-based, so it is necessary to initialize the neural network weights with the proper values. In implementation, if the weights are not chosen appropriately, the trainer will not work correctly due to the quantization errors. In the NNPP technique after initialization the trainer tracks the variations such as environment temperature, bias, noise and the elements characteristics variations.
The feed-forward technique is appropriate for the wideband systems; however, its complexity is high. Nowadays, due to the advances in software radio [28] techniques, the low complex digital methods are preferred by BTS (Base Transceiver Station) manufacturers. Hence, the complexity of linearizing techniques may be considered in choosing the appropriate one.
In implementation of these kinds of linearizing methods, some constraints are faced, such as:
(a) Nonlinearity of the other blocks such as, DAC and ADC converters, up-mixer, down-mixer, attenuator and filters. In the forward path, the linearizer can compensate the nonlinearity characteristics of DAC, filters and up-mixer. However, the nonlinearity of the feedback path affects the behavior of the linearizer. For example, if IMD3 in the feedback path is about 55 dBc, the performance of the linearizer is limited to 55 dBc, so for improving this performance we must linearize feedback path separately.
For instance, the mixers of some device manufacturer companies have at least 55 dBc IMD3. To approach this value, it is necessary to decrease the power of the input RF signal. In addition, to reach to the ADC full-scale range the level of the IF signal (the output of the down-mixer and filters) must be increased. To increase the level of the IF signal the use of a Low Noise Amplifier (LNA) is necessary. LNA, in turn, is a nonlinear element and the choice of high linear LNA is essential. Fortunately the new ADC's are fairly linear in which THD (Total Harmonic Distortion) is about −55 dBc.
With the growth of the integrated circuits, this problem can be solved. Because the bandwidth and sampling frequency of ADC's is increasing, so it will become possible to omit the down-mixer and the other relevant elements, and the feedback path will be put in an ADC. This method is called DDC (Direct Down Converter).
(b) Another problem is the phase nonlinearity of the filters. This problem arises especially for low-pass filters after DAC and before ADC. The phase nonlinearity causes the group delay to vary over the signal bandwidth, so the harmonics or elements of the signal with different frequencies, reach to ADC in different times, which makes the error signal inaccurate. Consequently, the use of an equalizer is necessary in the feedback path. It is better to use an adaptive FIR filter as an equalizer. The coefficients of this filter must be set initially.
(c) The model, which is described in Sect. 2, is a memoryless model, so it does not predict dynamic behavior of the PA. However, since both NFC and NNPP methods have dynamic characteristics, they can linearize the practical PA with true adjustment and training.
Conclusion
This paper presented and evaluated the performance of two PA linearization techniques based on the artificial intelligent methods, namely, NFC and NNPP. NFC is a fuzzy controller, which is based on the neural network structure. It is an adaptive and nonmodel-based controller. Emotional learning is used to train this controller. This method has fast convergence rate and reduces IMD3 by more than 42 dB with the efficiency about 57%. This method has the best performance compared to other solutions but it is sensitive to the delay of the feedback path. NNPP is a polar predistorter that uses two neural networks instead of look-up tables. It has acceptable performance and is partly nonmodel-based. It can reduce IMD3 by at least 32 dB and its efficiency is 24.5% and 47.6% for GSM and CDMA systems, respectively. We compared the performance of the proposed methods with that of the feed-forward one via computer simu-lations for three different scenarios. The simulation results show that the NFC and NNPP methods have acceptable performance in comparison with the Feed-forward while they are less complex and more efficient. The structure of NFC and NNPP is such that the reference signal used in computation of the error signal can be obtained from the composite multicarrier input signals and there is no need for separating muticarrier signals after demodulating each of them. Therefore, these techniques are simpler than the other techniques; such as Cartesian, LINC and etc. The practical implementation issues of NFC and NNPP techniques were also discussed in the paper. 
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