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Abstract
Hunt’s hypothesis (H) and the related Getoor’s conjecture is one of the most important
problems in the basic theory of Markov processes. In this paper, we investigate the invariance
of Hunt’s hypothesis (H) for Markov processes under two classes of transformations, which
are change of measure and subordination. Our first theorem shows that for two standard
processes (Xt) and (Yt), if (Xt) satisfies (H) and (Yt) is locally absolutely continuous with
respect to (Xt), then (Yt) satisfies (H). Our second theorem shows that a standard process
(Xt) satisfies (H) if and only if (Xτt) satisfies (H) for some (and hence any) subordinator
(τt) which is independent of (Xt) and has a positive drift coefficient. Applications of the
two theorems are given.
MSC: Primary 60J45; secondary 60G51
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1 Introduction and main results
Markov processes are a very important class of stochastic processes and have broad applications in
many areas. Although their basic theory has been well-developed, there are still some challenging
unsolved problems. One of them is Hunt’s hypothesis (H) and the related Getoor’s conjecture.
This hypothesis plays a crucial role in the potential theory of Markov processes.
The study of the relationship between Markov processes and potential theory has a long
history. It dated back to the work of Feller, Kac, Kakutani, et al. and Doob’s extensive study of
the relationship between Brownian motion and classical potential theory [11]. We refer the reader
to the monographs of Port and Stone [47] and Doob [12] for full descriptions. In 1957 and 1958,
Hunt laid the foundation for probabilistic potential theory in his celebrated papers [30, 31, 32].
His work revealed the deep connection between general Markov processes and potential theory.
We refer the reader to Blumenthal and Getoor [5], Aikawa and Esse´n [1], and Beznea and Boboc
[3] for more introduction to Markov processes and potential theory.
Let E be a locally compact space with a countable base (LCCB) and X = (Xt, P
x) be a
standard Markov process on E as described in Blumenthal and Getoor [5]. Denote by B and Bn
the family of all Borel measurable subsets and nearly Borel measurable subsets of E, respectively.
For D ⊂ E, we define the first hitting time of D by
TD = inf{t > 0 : Xt ∈ D}.
A set D ⊂ E is called thin if there exists a set C ∈ Bn such that D ⊂ C and P x(TC = 0) = 0
for any x ∈ E. D is called semipolar if D ⊂
⋃∞
n=1Dn for some thin sets {Dn}
∞
n=1. D is called
polar if there exists a set C ∈ Bn such that D ⊂ C and P x(TC < ∞) = 0 for any x ∈ E. Let
m be a measure on (E,B). D is called m-essentially polar if there exists a set C ∈ Bn such that
D ⊂ C and Pm(TC <∞) = 0. Hereafter P
m(·) :=
∫
E
P x(·)m(dx).
Hunt’s hypothesis (H) says that “every semipolar set of X is polar”. It has various equivalent
expressions in probabilistic potential theory. For example, it is known that if X is in duality
with another standard process Xˆ on E with respect to a σ-finite reference measure m, then
(H) is equivalent to many potential principles for Markov processes, e.g., the bounded maximum
principle (cf. [14]); (H) holds if and only if the fine and cofine topologies differ by polar sets ([6,
Proposition 4.1] and [20, Theorem 2.2]); (H) holds if and only if every natural additive functional
of X is in fact a continuous additive functional ([5, Chapter VI]).
In spite of its importance, (H) has been verified only in special situations. Some fifty years
ago, Getoor conjectured that essentially all Le´vy processes satisfy (H), except for some extremely
nonsymmetric cases like uniform motions. This conjecture stills remains open and is a major
unsolved problem in the potential theory for Le´vy processes. The reader is referred to Kesten
[38], Port and Stone [46], Blumenthal and Getoor [6], Bretagnolle [8], Forst [18], Kanda [36], Rao
[48], Kanda [37], Glover and Rao [21], and Rao [49] for the results that were obtained before 1990.
The reader is also referred to Hu and Sun [26], Hu et al. [29], Hu and Sun [27], and Hu and Sun
[28] for the recent results on Getoor’s conjecture.
We would like to call the reader’s attention to the related work on Hunt’s hypothesis (H) and
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the potential theory of Markov processes. These include Silverstein [51], Hawkes [25], Glover
and Rao [22], Fitzsimmons and Kanda [17], Fitzsimmons [15], Beznea et al. [4], Han et al. [23],
Fitzsimmons [16], Hansen and Netuka [24].
In this paper, we study Hunt’s hypothesis (H) for general Markov processes from the point
of view of transformations. We will present two new theorems on (H), which imply that various
classes of Markov processes satisfy (H).
We fix an isolated point ∆ which is not in E and write E∆ = E ∪{∆}. Consider the following
objects:
(i) Ω is a set and ω∆ is a distinguished point of Ω.
(ii) For 0 ≤ t ≤ ∞, Zt : Ω → E∆ is a map such that if Zt(ω) = ∆ then Zs(ω) = ∆ for all
s ≥ t, Z∞(ω) = ∆ for all ω ∈ Ω, and Z0(ω∆) = ∆.
(iii) For 0 ≤ t ≤ ∞, θt : Ω → Ω is a map such that Zs ◦ θt = Zs+t for all s, t ∈ [0,∞], and
θ∞ω = ω∆ for all ω ∈ Ω.
We define in Ω the σ-algebras F0 = σ(Zt : t ∈ [0,∞]) and F
0
t = σ(Zs : s ≤ t) for 0 ≤ t <∞.
Denote
ζ(ω) = inf{ω : Zt(ω) = ∆}, ω ∈ Ω.
Let m be a measure on (E,B). We define
(Hm) : every semipolar set is m-essentially polar.
Note that if a standard process X has resolvent densities with respect to m, then X satisfies (H)
if and only if X satisfies (Hm) (cf. [5, Propositions II.2.8 and II.3.2]).
Now we can state the first main result of this paper.
Theorem 1.1 Let X = (Ω,MX ,MXt , Zt, θt, P
x) and Y = (Ω,MY ,MYt , Zt, θt, Q
x) be two stan-
dard processes on E such that MX ∩MY ⊃ F0 and MXt ∩M
Y
t ⊃ F
0
t for 0 ≤ t <∞.
(i) Suppose that X satisfies (H) and for any x ∈ E and t > 0, Qx|F0t is absolutely continuous
with respect to P x|F0t on {t < ζ}. Then Y satisfies (H).
(ii) Suppose that X satisfies (Hm) for some measure m on (E,B) and for any x ∈ E and
t > 0, Qx|F0t is absolutely continuous with respect to P
x|F0t on {t < ζ}. Then Y satisfies (Hm).
A subordinator τ = (τt) is a 1-dimensional increasing Le´vy process with τ0 = 0. Let X = (Xt)
be a standard process on E and τ be a subordinator which is independent of X . The standard
process (Xτt) is called the subordinated process of (Xt). The idea of subordination originated
from Bochner (cf. [7]). Our second theorem is motivated by the following remarkable result of
Glover and Rao.
Theorem 1.2 (Glover and Rao [21]) Let (Xt) be a standard process on E and (τt) be a subordi-
nator which is independent of X and satisfies (H). Then (Xτt) satisfies (H).
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It is known that if a subordinator (τt) satisfies (H), then it must be a pure jump subordinator,
i.e., its drift coefficient equals 0 ([26, Proposition 1.6]). Up to now, it is still unknown if any
pure jump subordinator satisfies (H). We present the following new theorem on the equivalence
between (H) for X and (H) for its time changed process.
Theorem 1.3 Let (Xt) be a standard process on E and m be a measure on (E,B). Then,
(i) (Xt) satisfies (H) if and only if (Xτt) satisfies (H) for some (and hence any) subordinator
(τt) which is independent of (Xt) and has a positive drift coefficient.
(ii) (Xt) satisfies (Hm) if and only if (Xτt) satisfies (Hm) for some (and hence any) subordi-
nator (τt) which is independent of (Xt) and has a positive drift coefficient.
The rest of this paper is organized as follows. In Sections 2 and 3, we give the proofs of
Theorems 1.1 and 1.3, respectively. Applications of Theorems 1.1 and 1.3 will be given in Sections
4 and 5, respectively.
2 Proof of Theorem 1.1
2.1 Preliminary lemmas
Before proving Theorem 1.1, we give two lemmas. The first one is a well-known result, but we
present it here for the reader’s convenience.
Lemma 2.1 Let X = (Xt, P
x) be a standard process on E and m be a measure on (E,B).
(i) If any thin set A ∈ B is polar, then X satisfies (H).
(ii) If any thin set A ∈ B is m-essentially polar, then X satisfies (Hm).
Proof. The proof of (ii) is similar to that of (i). So we only prove (i) below.
Let A be a semipolar set. We will show that A is a polar set. By the definitions of semipolar set
and polar set, we may assume without loss of generality that A is a thin nearly Borel measurable
set. Then, we have P x(TA = 0) = 0 for any x ∈ E.
We fix an x ∈ E. By the definition of nearly Borel measurable set, there exist two Borel sets
A1 and A2 such that A1 ⊂ A ⊂ A2 and
P x({ω : Xt(ω) ∈ A2 − A1 for some t ∈ [0,∞)}) = 0,
which implies that
TA1 = TA = TA2 , P
x-a.s.. (2.1)
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Then, A1 ∈ B is a thin set. By the assumption of the lemma, we know that A1 is a polar set.
Therefore, P x(TA1 <∞) = 0, which together with (2.1) implies that
P x(TA <∞) = 0.
Since x ∈ E is arbitrary, this implies that A is a polar set.
Let X = (Ω,MX ,MXt , Zt, θt, P
x) and Y = (Ω,MY ,MYt , Zt, θt, Q
x) be two standard processes
on E such that MX ∩MY ⊃ F0 and MXt ∩M
Y
t ⊃ F
0
t for 0 ≤ t < ∞. Suppose that for any
x ∈ E and t > 0, Qx|F0t is absolutely continuous with respect to P
x|F0t on {t < ζ}.
Let A be a subset of E. For w ∈ Ω, we define
DA(ω) := inf{t ≥ 0 : Zt(ω) ∈ A}, TA(ω) := inf{t > 0 : Zt(ω) ∈ A}.
Then, {
1
l
+DA
(
θ 1
l
w
)}
↓ TA(w) as l ↑ ∞. (2.2)
By (2.2), we know that for t > 0,
{TA < t} =
∞⋃
l=1
{
1
l
+DA ◦ θ 1
l
< t
}
, (2.3)
and
{TA ≥ t} =
∞⋂
l=1
{
1
l
+DA ◦ θ 1
l
≥ t
}
. (2.4)
Lemma 2.2 Let A ∈ B. Then, for any x ∈ E and t > 0,
(i) if P x(TA < t, t < ζ) = 0, then Q
x(TA < t, t < ζ) = 0;
(ii) if P x(TA > t, t < ζ) = 0, then Q
x(TA > t, t < ζ) = 0.
We would like to point out that the proof of Lemma 2.2 is far from trivial. Define FX to be
the completion of F0 with respect to {P µ : µ is a finite measure on E∆}, and define F
X
t to be the
completion of F0t in F
X with respect to {P µ : µ is a finite measure on E∆} for t ∈ [0,∞). Let
A ∈ B. By [5, Theorem I.10.7], we know that TA is a stopping time relative to {F
X
t }. Since F
X
t
contains all null sets in FX , in general, the assumption that Qx|F0t is absolutely continuous with
respect to P x|F0t on {t < ζ} does not imply that Q
x|FXt is absolutely continuous with respect to
P x|FXt on {t < ζ}.
Proof of Lemma 2.2. Step 1. If A is an open set, then TA is an {F
0
t+} stopping time, where
F0t+ =
⋂
s>tF
0
s . Note that
{TA < t}
⋂
{t < ζ} ∈ F0t
⋂
{t < ζ},
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and
{TA > t}
⋂
{t < ζ} =
∞⋃
l=1
(
{TA > t}
⋂{
t +
1
l
< ζ
})
∈
∞⋃
l=1
(
F0
t+ 1
l
⋂{
t +
1
l
< ζ
})
.
Thus, (i) and (ii) hold by the assumption that Qx|F0t is absolutely continuous with respect to
P x|F0t on {t < ζ} for any t > 0.
Step 2. Suppose that A is a compact set. Then, there exists a sequence {An} of open sets
satisfying An ⊃ An+1 and
⋂
n≥1An = A. For s > 0, {s +DAn ◦ θs} is an increasing sequence of
{F0t+} stopping times. Define
Ds = lim
n→∞
(s+DAn ◦ θs). (2.5)
Then, Ds is an {F
0
t+} stopping time.
Obviously, Ds ≤ s+DA ◦θs. By the right continuity of X , we know that X(s+DAn ◦θs) ∈ An.
Then, we obtain by the quasi-left continuity of X that for any x ∈ E,
P x(Z(Ds) ∈ A,Ds < ζ) = P
x
(
lim
n→∞
Z(s+DAn ◦ θs) ∈
⋂
n≥1
An = A,Ds < ζ
)
.
It follows that P x(s +DA ◦ θs ≤ Ds, Ds < ζ) = Px(Ds < ζ). Hence
P x(Ds 6= s+DA ◦ θs) = 0. (2.6)
Similarly, we can show that for any x ∈ E,
Qx(Ds 6= s+DA ◦ θs) = 0. (2.7)
If P x(TA < t, t < ζ) = 0, then we obtain by (2.3) that for any l ∈ N,
P x
(
1
l
+DA ◦ θ 1
l
< t, t < ζ
)
= 0. (2.8)
For l ∈ N, we have{
1
l
+DA ◦ θ 1
l
< t
}
=
({
D 1
l
< t
}⋂{1
l
+DA ◦ θ 1
l
= D 1
l
})
⋃({1
l
+DA ◦ θ 1
l
< t
}⋂{1
l
+DA ◦ θ 1
l
6= D 1
l
})
. (2.9)
Then, we obtain by (2.6), (2.8) and (2.9) that
P x
(
D 1
l
< t, t < ζ
)
= 0. (2.10)
Note that {D 1
l
< t} ∈ F0t . By (2.10) and the assumption that Q
x|F0t is absolutely continuous
with respect to P x|F0t on {t < ζ}, we get
Qx
(
D 1
l
< t, t < ζ
)
= 0. (2.11)
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Then, we obtain by (2.7), (2.9) and (2.11) that for any l ∈ N,
Qx
(
1
l
+DA ◦ θ 1
l
< t, t < ζ
)
= 0,
which together with (2.3) implies that
Qx(TA < t, t < ζ) = 0.
Therefore, (i) holds.
Now we show that (ii) holds. Since {TA > t, t < ζ} =
⋃∞
n=1{TA ≥ t +
1
n
, t + 1
n
< ζ}, it is
sufficient to show that for any t > 0, P x(TA ≥ t, t < ζ) = 0 implies that Q
x(TA ≥ t, t < ζ) = 0.
Suppose that P x(TA ≥ t, t < ζ) = 0. Then, we obtain by (2.4) that
P x
(
1
l
+DA ◦ θ 1
l
≥ t, t < ζ
)
↓ 0 as l ↑ ∞. (2.12)
For l ∈ N, we have{
1
l
+DA ◦ θ 1
l
≥ t
}
=
({
D 1
l
≥ t
}⋂{1
l
+DA ◦ θ 1
l
= D 1
l
})
⋃({1
l
+DA ◦ θ 1
l
≥ t
}⋂{1
l
+DA ◦ θ 1
l
6= D 1
l
})
. (2.13)
By (2.6), (2.7) and (2.13), we get
P x
(
1
l
+DA ◦ θ 1
l
≥ t, t < ζ
)
= P x
(
D 1
l
≥ t, t < ζ
)
, (2.14)
and
Qx
(
1
l
+DA ◦ θ 1
l
≥ t, t < ζ
)
= Qx
(
D 1
l
≥ t, t < ζ
)
. (2.15)
Note that {D 1
l
≥ t} ∈ F0t . Then, we obtain by (2.12), (2.14), (2.15) and the assumption Q
x|F0t
is absolutely continuous with respect to P x|F0t on {t < ζ} that
Qx
(
1
l
+DA ◦ θ 1
l
≥ t, t < ζ
)
↓ 0 as l ↑ ∞,
which together with (2.4) implies that Qx(TA ≥ t, t < ζ) = 0. Therefore, (ii) holds.
Step 3. Suppose that A ∈ B and x ∈ E. Let t > 0 and s ∈ (0, t). For B ⊂ E, define
∧s,t(B) = {ω : Zu(ω) ∈ B for some u ∈ [s, t]}.
Then,
{s+DB ◦ θs < t} ⊂ ∧s,t(B) ⊂ {s+DB ◦ θs ≤ t}, (2.16)
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and
{s+DB ◦ θs ≥ t} ⊃ (∧s,t(B))
c ⊃ {s+DB ◦ θs > t}. (2.17)
Denote by O the family of all open subsets of E. If B ∈ O, then ∧s,t(B) =
⋃
r∈Q∩(s,t){Xr ∈
B}
⋃
{Xs ∈ B}
⋃
{Xt ∈ B} ∈ F
0
t . Define the set function I on O by
I(B) = (P x +Qx)(∧s,t(B)), B ∈ O.
Following [19, Lemma A.2.6], we can prove the following proposition.
Proposition 2.3 The set function I on O satisfies the following conditions:
(I.1) B1, B2 ∈ O, B1 ⊂ B2 ⇒ I(B1) ≤ I(B2).
(I.2) I(B1 ∪ B2) + I(B1 ∩B2) ≤ I(B1) + I(B2), B1, B2 ∈ O.
(I.3) Bn ∈ O, Bn ↑ B ⇒ B ∈ O, I(B) = limn→∞ I(Bn).
Define
I∗(B) = inf
G∈O:B⊂G
I(G), B ⊂ E.
By proposition 2.3 and [19, Theorem A.1.2], we know that I∗ is a Choquet capacity. By (2.5),
(2.6) and (2.7), we find that I∗(B) = (P x+Qx)(∧s,t(B)) if B is a compact subset of E. Then, we
obtain by the Choquet theorem (cf. [19, Theorem A.1.1]) that there exist a decreasing sequence
{An} of open sets and an increasing sequence {Bn} of compact sets such that Bn ⊂ A ⊂ An and
limn→∞ I(An) = limn→∞ I
∗(Bn). Consequently, we have
∞⋃
n=1
∧s,t(Bn) ⊂ ∧s,t(A) ⊂
∞⋂
n=1
∧s,t(An)
and
(P x +Qx)
(
∞⋂
n=1
∧s,t(An)−
∞⋃
n=1
∧s,t(Bn)
)
= 0,
which implies that
P x(∧s,t(A), t < ζ) = P
x
(
∞⋂
n=1
∧s,t(An), t < ζ
)
,
Qx(∧s,t(A), t < ζ) = Q
x
(
∞⋂
n=1
∧s,t(An), t < ζ
)
, (2.18)
and
P x((∧s,t(A))
c, t < ζ) = P x
((
∞⋂
n=1
∧s,t(An)
)c
, t < ζ
)
,
Qx((∧s,t(A))
c, t < ζ) = Qx
((
∞⋂
n=1
∧s,t(An)
)c
, t < ζ
)
. (2.19)
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If P x(TA < t, t < ζ) = 0, then P
x(s +DA ◦ θs ≤ t −
1
l
, t < ζ) = 0 for l ∈ N. By (2.16), we
get P x(∧s,t− 1
l
(A), t < ζ) = 0 for l ∈ N satisfying 1
l
< t− s. Note that
⋂∞
n=1 ∧s,t− 1l
(An) ∈ F
0
t . By
(2.18) and the assumption Qx|F0t is absolutely continuous with respect to P
x|F0t on {t < ζ}, we
have that Qx(∧s,t− 1
l
(A), t < ζ)=0. Then, we obtain by (2.16) that Qx(s +DA ◦ θs < t−
1
l
, t <
ζ) = 0. Letting l → ∞, we get Qx(s +DA ◦ θs < t, t < ζ) = 0. Since s ∈ (0, t) is arbitrary, (i)
holds by (2.3).
We now prove that (ii) holds. It is sufficient to show that for any t > 0, P x(TA ≥ t, t < ζ) = 0
implies that Qx(TA > t, t < ζ) = 0 since it holds that
∞⋃
n=1
{
TA ≥ t+
1
n
, t+
1
n
< ζ
}
= {TA > t, t < ζ} =
∞⋃
n=1
{
TA > t +
1
n
, t +
1
n
< ζ
}
.
Suppose that P x(TA ≥ t, t < ζ) = 0. Then, we obtain by (2.4) that
P x
(
1
l
+DA ◦ θ 1
l
≥ t, t < ζ
)
↓ 0 as l ↑ ∞,
which together with (2.17) implies that
P x
((
∧ 1
l
,t(A)
)c
, t < ζ
)
↓ 0 as l ↑ ∞. (2.20)
Note that
(⋂∞
n=1 ∧ 1l ,t
(An)
)c
∈ F0t for l >
1
t
. Then, we obtain by (2.17), (2.19), (2.20) and the
assumption Qx|F0t is absolutely continuous with respect to P
x|F0t on {t < ζ} that
lim
l→∞
Qx
(
1
l
+DA ◦ θ 1
l
> t, t < ζ
)
≤ lim
l→∞
Qx
((
∧ 1
l
,t(A)
)c
, t < ζ
)
= 0. (2.21)
Therefore, we obtain by (2.4) and (2.21) that
Qx(TA ≥ t+ ε, t < ζ) = 0, ∀ε > 0,
which implies that Qx(TA > t, t < ζ) = 0.
2.2 Proof of Theorem 1.1
(i) By Lemma 2.1, it is sufficient to show that any thin Borel measurable set for Y is also polar
for Y . Let A ∈ B be a thin set for Y . Define
S = {ω : TA(ω) = 0}
and
R = {ω : TA(ω) <∞}. (2.22)
Then, Qx(S) = 0 for any x ∈ E.
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By [5, Theorem I.10.7], we know that TA is a stopping time relative to {F
X
t }. Then, we obtain
by the Blumenthal’s 0-1 law ([5, Theorem I.5.17]) that P x(S) = 0 or 1 for any x ∈ E.
If P x(S) = 1, then P x(Sc) = 0. Note that
Sc =
∞⋃
n=1
{
TA >
1
n
}
.
Then, P x(TA >
1
n
) = 0 for n ∈ N. By Lemma 2.2, we get Qx(TA >
1
n
, 1
n
< ζ) = 0 for n ∈ N.
Since Qx(X0 = x) = 1, we obtain by the right continuity of X that Q
x(ζ > 0) = 1. Thus, we
have
Qx(Sc) = Qx(TA > 0) = lim
n→∞
Qx
(
TA >
1
n
,
1
n
< ζ
)
= 0,
which implies that Qx(S) = 1. This contradicts with Qx(S) = 0. Therefore, P x(S) = 0 for any
x ∈ E, which implies that A is a thin set for X .
By the assumption X satisfies (H), we know that P x(R) = 0 for any x ∈ E. For t > 0, define
Rt = {ω : TA(ω) < t}. (2.23)
Then, P x(Rt) = 0. By Lemma 2.2, we obtain that Q
x(Rt, t < ζ) = 0 for t > 0. Hence
Qx(R) ≤
∑
t∈Q∩(0,∞)
Qx(Rt, t < ζ) = 0.
Since x ∈ E is arbitrary, A is a polar set for Y .
(ii) By Lemma 2.1, it is sufficient to show that any thin Borel measurable set for Y is also
m-essentially polar for Y . Let A ∈ B be a thin set for Y . Similar to (i), we obtain by Lemma 2.2
that A is a thin set for X .
Define R and Rt, t > 0, as in (2.22) and (2.23), respectively. By the assumption that X
satisfies (Hm), we get P
m(R) = 0. Then, Pm(Rt) = 0 for t > 0. By Lemma 2.2, we obtain that
Qm(Rt, t < ζ) = 0 for t > 0. Hence
Qm(R) ≤
∑
t∈Q∩(0,∞)
Qm(Rt, t < ζ) = 0.
3 Proof of Theorem 1.3
The proof of (ii) is similar to that of (i). So we only prove (i) below.
Let X = (Ω, Xt, P
x) be a standard process on E and τ = (Θ, τt, Q
0) be a subordinator with
drift coefficient d > 0. We define Yt = Xτt for t ≥ 0. Then, Y = (Ω×Θ, Yt, P
x×Q0) is a standard
process on E.
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“⇒ ”: Suppose X satisfies (H). We will prove that Y also satisfies (H).
(i) Suppose that A ∈ B is a polar set for X . Define
ΩA = {ω ∈ Ω : TA <∞}.
Then, for any x ∈ E,
P x(ΩA) = 0. (3.1)
Since d > 0, we have that
{(ω,w) ∈ Ω×Θ : ∃ t > 0 s.t. Yt(ω,w) ∈ A}
= {(ω,w) ∈ Ω×Θ : ∃ t > 0 s.t. Xτt(w)(ω) ∈ A}
⊂ ΩA ×Θ. (3.2)
By (3.1), (3.2) and the independence of X and τ , we find that for any x ∈ E,
P x ×Q0({(ω,w) ∈ Ω×Θ : ∃ t > 0 s.t. Yt(ω,w) ∈ A}) = 0.
Hence A is also a polar set for Y .
(ii) For y > 0, define ς(y) = inf{t ≥ 0 : τt > y}. By Bertoin [2, Theorem III.5], we have that
Q0(τς(y) = y) = du(y), ∀y > 0, (3.3)
u is continuous and positive on (0,∞), and
u(0+) = 1/d. (3.4)
Let A ∈ B. Suppose that ω ∈ Ω satisfying TA(ω) = 0. By (3.3) and (3.4), we get
Q0({w : ∃ s > 0 s.t. τs(w) ∈ {0 < t ≤ ǫ : Xt(ω) ∈ A}}) = 1, ∀ǫ > 0.
Further, since τs(w) ≥ ds, we get
Q0({w : ∃ 0 < s ≤ ǫ s.t. τs(w) ∈ {t : Xt(ω) ∈ A}}) = 1, ∀ǫ > 0. (3.5)
Suppose that A ∈ B is not a polar set for X . Since X satisfies (H), A is not a thin set for X .
Hence A has at least one regular point, i.e., there exists some x ∈ E such that
P x(TA = 0) = 1. (3.6)
By (3.5), (3.6) and the independence of X and τ , we get
P x ×Q0({(ω,w) : TA(ω,w) = 0}) = 1.
Then, x is a regular point of A with respect to Y and hence A is not a thin set for Y .
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We now show that Y satisfies (H). By Lemma 2.1, we need only show that any thin set for
Y is also polar for Y . Suppose that A ∈ B is a thin set for Y . If A is not polar for Y , then we
obtain by (i) that A is also not polar for X . Further, we obtain by (ii) that A is not a thin set
for Y . We have arrived at a contradiction.
“⇐ ”: Suppose that Y satisfies (H). We will prove that X also satisfies (H).
If X does not satisfy (H), then we obtain by Lemma 2.1 that there exits a B ∈ B such that B
is a thin set for X but not a polar set for X . Since d > 0, we obtain by the independence of X
and τ that B is a thin set for Y . By the assumption that Y satisfies (H), we conclude that B is
a polar set for Y .
Suppose that ω ∈ Ω satisfying TB(ω) <∞. By (3.3) and the fact that u is positive on (0,∞),
we get
Q0({w : ∃ s > 0 s.t. τs(w) ∈ {t > 0 : Xt(ω) ∈ B}}) > 0. (3.7)
Since B is not a polar set for X , there exists x ∈ E such that P x(TB(ω) < ∞) > 0. Then, we
obtain by (3.7) and the independence of X and τ that
P x ×Q0({(ω,w) : TB(ω,w) <∞}) > 0,
which implies that B is not a polar set for Y . We have arrived at a contradiction.
4 Invariance of (H) under absolutely continuous measure
change
In this section, we apply Theorem 1.1 to study Hunt’s hypothesis (H) for standard processes. By
virtue of absolutely continuous measure change, we will give new examples of subprocesses, Le´vy
processes, and jump-diffusion processes satisfying (H).
There exists a vast literature on the absolute continuity of Markov processes. Skorohod [52, 53],
Kunita and Watanabe [41], Newman [43, 44] and Jacod and Shiryaev [34] characterize the absolute
continuity for Le´vy processes. Itoˆ and Watanabe [33], Kunita [39, 40] and Palmowski and Rolski
[45] discuss the absolute continuity for general Markov processes. Dawson [10], Liptser and
Shiryaev [42] and Kabanov, Liptser and Shiryaev [35] study absolute continuity of solutions to
stochastic differential equations. We refer the reader to Cheridito, Filipovic´ and Yor [9] for a nice
summary of the references.
4.1 Subprocesses (killing transformation)
In this subsection, we will show that a standard process satisfies (H) implies that any of its
standard subprocess satisfies (H). First, let us recall some definitions from Blumenthal and Getoor
[5]. Consider the following objects:
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(i) W : the space of all maps w : [0,∞] → E∆ such that w(∞) = ∆ and if w(t) = ∆ then
w(s) = ∆ for all s ≥ t.
(ii) Let Ct, t ∈ [0,∞], be the coordinate maps Ct(w) = w(t), and define in W the σ-algebras
C0 = σ(Ct : t ∈ [0,∞]) and C
0
t = σ(Cs : s ≤ t) for 0 ≤ t <∞.
(iii) Let ϕt : W →W be defined by ϕtw(s) = w(t+ s).
Denote by bB and bB∗ the sets of all bounded measurable and bounded universally measurable
functions on (E,B), respectively.
Definition 4.1 ([5]) (i) A Markov process X = (Ω,M,Mt, Xt, θt, P
x) with state space (E,B) is
said to be of function space type provided Ω = W , M⊃ C0, Mt ⊃ C
0
t , Xt = Ct, and θt = ϕt.
(ii) Two Markov processes with the same state space (E,B) are equivalent if they have the
same transition function.
(iii) Let X and Y be two Markov processes with state space (E,B). Denote by (Pt) and (Qt) the
transition semigroups of X and Y , respectively. Y is called a subprocess of X if Qtf(x) ≤ Ptf(x)
for all x ∈ E, t ≥ 0 and f ≥ 0 in bB∗.
Lemma 4.2 Any standard process X with state space (E,B) is equivalent to a standard process
C of function space type with state space (E,B). Moreover, X satisfies (H) if and only if C
satisfies (H).
Proof. Let X = (Ω,M,Mt, Xt, θt, P
x) be a standard process with state space (E,B). Using
the notation developed above Definition 4.1 we define a map π : Ω → W by (πω)(t) = Xt(ω).
Then, Ct ◦ π = Xt. We define measures Pˆ
x on (W, C0) by Pˆ x = P xπ−1. By [5, Theorem I.4.3],
we know that C = (W, C0, C0t , Ct, ϕt, Pˆ
x) is a Markov process equivalent to X . Define C to be the
completion of C0 with respect to {Pˆ µ : µ is a finite measure on E∆}. For t ∈ [0,∞), define Ct to be
the completion of C0t in C with respect to {Pˆ
µ : µ is a finite measure on E∆}. By the assumption
X = (Ω,M,Mt, Xt, θt, P
x) is a standard process, we can check that C = (W, C, Ct, Ct, ϕt, Pˆ
x) is
also a standard process. Further, we can show that X satisfies (H) if and only if C satisfies (H)
by virtue of Lemma 2.1.
Theorem 4.3 Let X be a standard process with state space (E,B). If X satisfies (H), then any
standard subprocess of X satisfies (H).
Proof. Suppose that X = (Xt, P
x) satisfies (H) and Y = (Yt, Q
x) is a standard subprocess of X .
By Lemma 4.2, we know that X = (Xt, P
x) and Y = (Yt, Q
x) are equivalent to some standard
processes CX = (Ct, Pˆ
x) and CY = (Ct, Qˆ
x) of function space type with state space (E,B),
respectively. Moreover, CX satisfies (H). Since Qˆx(A) ≤ Pˆ x(A) for any A ∈ C0 and x ∈ E, CY
is absolutely continuous with respect to CX . Then, we obtain by Theorem 1.1 that CY satisfies
(H). Therefore, Y satisfies (H) by Lemma 4.2.
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Remark 4.4 Let X = (Xt, P
x) be a standard process with state space (E,B). Suppose that X
satisfies (H). Let M = (Mt, 0 ≤ t < ∞) be a right continuous multiplicative functional (MF) of
X satisfying M0 = 1, 0 ≤ Mt ≤ 1 and Mt ∈ F
0
t for all t. By [5, Corollary III.3.16], there is a
standard subprocess Xˆ = (Xˆt, Pˆ
x) with state space (E, E) such that Eˆx[f(Xˆt)] = E
x[f(Xt)Mt] for
any f ∈ bB∗. By Theorem 4.3, Xˆ satisfies (H). A concrete example of the MF M = (Mt, 0 ≤ t <
∞) is given by
Mt = exp
(
−
∫ t
0
g(Xs)ds
)
, t ≥ 0,
where g ∈ bB and g ≥ 0.
4.2 Le´vy processes (density transformation)
Let d ≥ 1 and D = D([0,∞),Rd) be the space of mappings ξ from [0,∞) into Rd which are
right-continuous and have left limits. Denote xt(ξ) = ξ(t). Define FD = σ(xt, t ∈ [0,∞)) and
F0t = σ(xs, s ∈ [0, t]) for t ∈ [0,∞). Any Le´vy process on R
d induces a Hunt process on (D,FD)
(cf. [50, Section 40]). By Lemma 4.2, when we consider (H) for a Le´vy process, we may assume
without loss of generality that it is of the form (xt, P
x), where P x is a probability measure defined
on (D,FD) for x ∈ R
d. Denote by md the Lebesgue measure on R
d.
In the sequel, we use Φ or (a,Q, µ) to denote the Le´vy-Khintchine exponent of a Le´vy process
(Xt, P
x), which means that
E0[exp{i〈z,Xt〉}] = exp{−tΦ(z)}, z ∈ R
d, t ≥ 0,
where E0 denotes the expectation with respect to P 0, and
Φ(z) = i〈a, z〉 +
1
2
〈z, Qz〉 +
∫
Rd
(
1− ei〈z,x〉 + i〈z, x〉1{|x|<1}
)
µ(dx).
Hereafter 〈·, ·〉 and | · | denote the standard Euclidean inner product and norm on Rd, respectively.
Theorem 4.5 ([34, Chapter IV, Theorem 4.39 c]) Let (xt, P
x) and (xt, P
′x) be two Le´vy processes
on Rd with Le´vy-Khintchine exponents (a,Q, µ) and (a′, Q′, µ′), respectively. Then the following
two conditions are equivalent.
(1) P ′0|F0t ≪ P
0|F0t for every t ∈ (0,∞).
(2) Q = Q′, µ′ ≪ µ with the function K(x) defined by dµ
′
dµ
= K(x) satisfying∫
Rd
(
1−
√
K(x)
)2
µ(dx) <∞, (4.1)
and
a′ − a +
∫
{|x|<1}
x(µ′ − µ)(dx) ∈ R(Q), (4.2)
where R(Q) := {Qx : x ∈ Rd}.
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Remark 4.6 (i) Note that finiteness of the integral appearing in (4.2) follows from (4.1) (cf.
[50, Remark 33.3]).
(ii) If we let h(x) = 1{|x|<1} in [34, Chapter IV, Theorem 4.39 c], then b and b
′ of [34, Chapter
IV, Theorem 4.39 c] satisfy b = −a and b′ = −a′.
Combining Theorems 1.1 and 4.5, we obtain the following theorem.
Theorem 4.7 Let X and X ′ be two Le´vy processes on Rd with Le´vy-Khintchine exponents
(a,Q, µ) and (a′, Q′, µ′), respectively. Suppose that Condition (2) in Theorem 4.5 holds. Then,
(i) X satisfies (H) implies that X ′ satisfies (H).
(ii) X satisfies (Hmd) implies that X
′ satisfies (Hmd).
It is well-known that any symmetric Le´vy process X satisfies (Hmd) (cf. [19, Theorem 4.1.3]
and [51]). As a direct consequence of Theorem 4.7, we have the following result on (H).
Corollary 4.8 Let Q be a symmetric nonnegative-definite d×d matrix and µ be a measure on Rd
satisfying µ({0}) = 0,
∫
Rd
(1 ∧ |x|2)µ(dx) < ∞, and µ(A) = µ(−A) for any A ∈ B(Rd). Suppose
that K is a nonnegative measurable function on Rd satisfying∫
Rd
(
1−
√
K(x)
)2
µ(dx) <∞,
and a ∈ Rd satisfying
a +
∫
{|x|<1}
x(K(x)− 1)µ(dx) ∈ R(Q).
Let Y be a Le´vy process on Rd with Le´vy-Khintchine exponent (a,Q,K(x)dµ). Then Y satisfies
(Hmd). If in addition Y has resolvent densities with respect to md, then Y satisfies (H).
Now we give a useful lemma on the absolute continuity of measure change for Le´vy processes.
Lemma 4.9 Let (xt, P
x) be a Le´vy process on Rd with Le´vy-Khintchine exponent (a,Q, µ) and
µ1 be a measure on R
d\{0}.
(i) Suppose µ1 ≤ µ with the function k(x) defined by k(x) =
dµ1
dµ
satisfying
∫
{|x|<1}
k2(x)µ(dx) <
∞. Denote µ′ := µ− µ1 and let (xt, P
′x) be a Le´vy process on Rd with Le´vy-Khintchine exponent
(a′, Q, µ′), where a′ := a+
∫
{|x|<1}
xµ1(dx). Then P
′x|F0t ≪ P
x|F0t for x ∈ R
d and t > 0.
(ii) Suppose µ1 ≪ µ with the function k(x) defined by k(x) =
dµ1
dµ
satisfying
∫
{|x|<1}
k2(x)µ(dx) <
∞ and
∫
{|x|≥1}
k(x)µ(dx) <∞. Denote µ′′ := µ+µ1 and let (xt, P
′′x) be a Le´vy process on Rd with
Le´vy-Khintchine exponent (a′′, Q, µ′′), where a′′ := a−
∫
{|x|<1}
xµ1(dx). Then P
′′x|F0t ≪ P
x|F0t for
x ∈ Rd and t > 0.
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Proof. Note that∫
{|x|<1}
|x|µ1(dx) ≤
(∫
{|x|<1}
|x|2µ(dx)
)1/2(∫
{|x|<1}
k2(x)µ(dx)
)1/2
<∞.
Obviously, condition (4.2) holds. By Theorem 4.5, it is sufficient to show that condition (4.1)
holds.
(i) Denote K(x) = dµ
′
dµ
. Then, K(x) = 1 − k(x). By the assumption that µ1 ≤ µ, we get
0 ≤ k(x) ≤ 1. It follows that
√
1− k(x) ≥ 1−k(x), which implies that (1−
√
1− k(x))2 ≤ k2(x).
Therefore,
∫
{|x|<1}
k2(x)µ(dx) <∞ implies that
∫
Rd
(
1−
√
K(x)
)2
µ(dx) <∞.
(ii) Denote K(x) = dµ
′
dµ
. Then, K(x) = 1+ k(x), where k(x) ≥ 0. It follows that
√
1 + k(x) ≤
1+k(x), which implies that (
√
1 + k(x)−1)2 ≤ k2(x). Therefore,
∫
{|x|<1}
k2(x)µ(dx) <∞ implies
that
∫
Rd
(
1−
√
K(x)
)2
µ(dx) <∞.
Corollary 4.10 Let (xt, P
x) be a Le´vy process on Rd with Le´vy-Khintchine exponent (a,Q, µ).
Suppose µ1 is a finite measure on R
d\{0} such that µ1 ≤ µ. Denote µ
′ := µ−µ1 and let (xt, P
′x)
be a Le´vy process on Rd with Le´vy-Khintchine exponent (a′, Q, µ′), where a′ := a+
∫
{|x|<1}
xµ1(dx).
Then P ′x|F0t ≪ P
x|F0t for x ∈ R
d and t > 0.
Proof. Denote k(x) = dµ1
dµ
. Then, 0 ≤ k(x) ≤ 1, which together with the fact that µ1 is a finite
measure implies that∫
{|x|<1}
k2(x)µ(dx) ≤
∫
{|x|<1}
k(x)µ(dx) =
∫
{|x|<1}
µ1(dx) <∞.
Thus, the proof is complete by Lemma 4.9(i).
Combining [28, Theorem 3.1 and Proposition 3.3], Theorem 1.1 and Corollary 4.10, we obtain
the following result, which implies that big jumps have no effect on the validity of (H) for any
Le´vy process.
Proposition 4.11 Let X be a Le´vy process on Rd with Le´vy-Khintchine exponent (a,Q, µ). Sup-
pose that µ1 is a finite measure on R
d\{0} such that µ1 ≤ µ. Denote µ
′ := µ − µ1 and let X
′ be
a Le´vy process on Rd with Le´vy-Khintchine exponent (a′, Q, µ′), where a′ := a +
∫
{|x|<1}
xµ1(dx).
Then,
(i) X and X ′ have same semipolar sets.
(ii) X and X ′ have same md-essentially polar sets.
(iii) X satisfies (H) if and only if X ′ satisfies (H).
(iv) X satisfies (Hmd) if and only if X
′ satisfies (Hmd).
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Finally, we give a new class of purely discontinuous Le´vy processes satisfying (H).
Proposition 4.12 Suppose that ρ1 is a nonnegative measurable function on R
d satisfying ρ1(x) =
ρ1(−x) for x ∈ R
d and ∫
Rd
(1 ∧ |x|2)ρ1(x)dx <∞,
and ρ2 is a nonnegative measurable function on R
d satisfying∫
{|x|<1}
ρ22(x)ρ1(x)dx <∞ and
∫
{|x|≥1}
ρ2(x)ρ1(x)dx <∞.
Denote a = −
∫
{|x|<1}
xρ2(x)ρ1(x)dx and µ = (1 + ρ2(x))ρ1(x)dx. Let Y be a Le´vy process on R
d
with Le´vy-Khintchine exponent (a, 0, µ). Then Y satisfies (H).
Proof. Let X be a Le´vy process on Rd with Le´vy-Khintchine exponent (0, 0, ρ1(x)dx). If ρ1(x)dx
is a finite measure, then X is a compound Poisson process and hence satisfies (H). We now assume
that ρ1(x)dx is an infinite measure. Then, X is a symmetric Le´vy process which has transition
densities by [50, Theorem 27.7]. So X satisfies (H). Therefore, the proof is complete by Theorem
1.1 and Lemma 4.9(ii).
4.3 Jump-diffusion processes (supermartingale transformation)
Throughout this subsection, we make the following assumptions.
(A.1) a = (aij) is a bounded continuous mapping on R
d with values in the set of positive definite
symmetric d× d matrices such that
∂aij
∂xi
is a bounded measurable function on Rd for 1 ≤ i, j ≤ d.
(A.2) b is a bounded measurable mapping on Rd with values in Rd.
(A.3) γ is a nonnegative symmetric measurable function on Rd × Rd\diagonal such that∫
Γ
|y|2
1 + |y|2
γ(x, x+ y)dy
is bounded continuous for all Γ ∈ B(Rd\{0}).
(A.4) k is a nonnegative measurable function on Rd × Rd\diagonal such that∫
Rd
k2(x, y)γ(x, y)dy is bounded on Rd, (4.3)
and ∫
Γ
|y|2
1 + |y|2
k(x, x+ y)γ(x, x+ y)dy
is bounded continuous for all Γ ∈ B(Rd\{0}).
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We use C∞c (R
d) to denote the space of smooth functions on Rd with compact support. Define
ϑ(x, y) = [1 + k(x, y)]γ(x, y). (4.4)
For f ∈ C∞c (R
d), define
Aa,b,ϑf(x) :=
1
2
d∑
i,j=1
aij(x)
∂2f(x)
∂xi∂xj
+
d∑
i=1
bi(x)
∂f(x)
∂xi
+
∫
Rd
(
f(x+ y)− f(x)−
〈y,∇f(x)〉
1 + |y|2
)
ϑ(x, x+ y)dy.
By (A.1)–(A.4) and Stroock [54, Theorem 4.3 and Remark, page 232], we know that the martingale
problem for Aa,b,ϑ is well-posed and the corresponding solution is a strong Feller process. Denote
by (xt, P
x) the Markov process associated with Aa,b,ϑ on (D,FD), where (D,FD) is the Skorohod
space as defined in §4.2.
Theorem 4.13 Assume that (A.1)–(A.4) hold. Then (xt, P
x) satisfies (H).
Proof. For f ∈ C∞c (R
d) and x ∈ Rd, we define
Aa,γf(x) :=
1
2
d∑
i,j=1
∂
∂xi
(
aij
∂f
∂xj
)
(x) +
∫
Rd
(
f(x+ y)− f(x)−
〈y,∇f(x)〉
1 + |y|2
)
γ(x, x+ y)dy.
Define
ςi(x) =
d∑
j=1
∂aij
∂xj
, 1 ≤ i ≤ d,
and set ς = (ς1, . . . , ςd). Then,
Aa,γf(x) =
1
2
d∑
i,j=1
aij(x)
∂2f(x)
∂xi∂xj
+
d∑
i=1
ςi(x)
∂f(x)
∂xi
+
∫
Rd
(
f(x+ y)− f(x)−
〈y,∇f(x)〉
1 + |y|2
)
γ(x, x+ y)dy.
Hence we obtain by (A.1)–(A.3) and [54, Theorem 4.3 and Remark, page 232] that the martingale
problem for Aa,γ is well-posed and the corresponding solution is a strong Feller process. Denote
by (xt, P
∗x) the Markov process associated with Aa,γ on (D,FD).
We fix a bounded continuous function χ : Rd → Rd such that χ(y) = y on a neighborhood of
0. For x ∈ Rd, define
β(x) = ς(x) +
∫
Rd
(
χ(y)−
y
1 + |y|2
)
γ(x, x+ y)dy, (4.5)
and
β˜(x) = b(x) +
∫
Rd
(
χ(y)−
y
1 + |y|2
)
ϑ(x, x+ y)dy. (4.6)
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Then, for f ∈ C∞c (R
d), we have that
Aa,γf(x) =
1
2
d∑
i,j=1
aij(x)
∂2f(x)
∂xi∂xj
+
d∑
i=1
βi(x)
∂f(x)
∂xi
+
∫
Rd
(f(x+ y)− f(x)− 〈∇f(x), χ(y)〉)γ(x, x+ y)dy, (4.7)
and
Aa,b,ϑf(x) =
1
2
d∑
i,j=1
aij(x)
∂2f(x)
∂xi∂xj
+
d∑
i=1
β˜i(x)
∂f(x)
∂xi
+
∫
Rd
(f(x+ y)− f(x)− 〈∇(f), χ(y)〉)ϑ(x, x+ y)dy. (4.8)
Define
φ(x) = a−1(x)
(
b(x)− ς(x)−
∫
Rd
y
1 + |y|2
k(x, x+ y)γ(x, x+ y)dy
)
, x ∈ Rd. (4.9)
Then, φ is locally bounded on Rd. By (4.4), (4.5), (4.6) and (4.9), we get
β˜(x) = β(x)− ς(x) + b(x) +
∫
Rd
(
χ(y)−
y
1 + |y|2
)
(ϑ(x, x+ y)− γ(x, x+ y))dy
= β(x) +
[
a(x)φ(x) +
∫
Rd
y
1 + |y|2
k(x, x+ y)γ(x, x+ y)dy
]
+
∫
Rd
(
χ(y)−
y
1 + |y|2
)
k(x, x+ y)γ(x, x+ y)dy
= β(x) + a(x)φ(x) +
∫
Rd
χ(y)k(x, x+ y)γ(x, x+ y)dy. (4.10)
Note that (4.3) implies that∫
Rd
[(k(x, y) + 1) log(k(x, y) + 1)− k(x, y)]γ(x, x+ y)dy is bounded on Rd. (4.11)
Then, we obtain by [9, Theorem 2.4 and Remark 2.5], (4.4), (4.7), (4.8), (4.10) and (4.11) that
(xt, P
x) is induced by a supermartingale transformation of (xt, P
∗x). Hence P x|F0t is absolutely
continuous with respect to P ∗x|F0t for any x ∈ R
d and t > 0.
We now use the theory of Dirichlet forms to show that (xt, P
∗x) satisfies (H). The reader is
referred to Fukushima, Oshima and Takeda [19] for notation and terminology used below. First,
note that Aa,γf ∈ L2(Rd; dx) for f ∈ C∞c (R
d). In fact, suppose supp[f ] ⊂ {x ∈ Rd : |x| ≤ N} for
some N ∈ N. Then, we obtain by (A.3) that
∫
{|x|>2N}
∣∣∣∣
∫
Rd
(
f(x+ y)− f(x)−
〈y,∇f(x)〉
1 + |y|2
)
γ(x, x+ y)dy
∣∣∣∣
2
dx
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=∫
{|x|>2N}
(∫
{|y|≥1}
f(x+ y)γ(x, x+ y)dy
)2
dx
≤
(
sup
x∈Rd
∫
{|y|≥1}
γ(x, x+ y)dy
)∫
{|x|>2N}
∫
{|y|≥1}
f 2(x+ y)γ(x, x+ y)dydx
≤
(
sup
x∈Rd
∫
{|y|≥1}
γ(x, x+ y)dy
)∫
Rd
∫
{|y−x|≥1}
f 2(y)γ(x, y)dydx
=
(
sup
x∈Rd
∫
{|y|≥1}
γ(x, x+ y)dy
)∫
Rd
∫
{|y−x|≥1}
f 2(y)γ(x, y)dxdy
≤
(
sup
x∈Rd
∫
{|y|≥1}
γ(x, x+ y)dy
)2 ∫
Rd
f 2(y)dy
< ∞.
We consider the symmetric bilinear form on L2(Rd; dx):
E(f, g) = −
∫
Rd
Aa,γf(x)g(x)dx
=
1
2
d∑
i,j=1
∫
Rd
aij
∂f
∂xi
∂g
∂xj
dx+
∫
Rd
∫
Rd
(f(x)− f(y))(g(x)− g(y))dxdy, f, g ∈ C∞c (R
d).
(E , C∞c (R
d)) is closable on L2(Rd; dx) and its closure (E , D(E)) is a regular symmetric Dirichlet
form.
Let (XEt , P
E,x) be a Hunt process associated with (E , D(E)). For f ∈ C∞c (R
d), define
g = (1−Aa,γ)f.
Then, g is a bounded measurable function on Rd and g ∈ L2(Rd; dx). Denote by RE1 the 1-resolvent
of XE and define
Mft = R
E
1g(X
E
t )− R
E
1g(X
E
0 )−
∫ t
0
(RE1g − g)(X
E
s )ds, t ≥ 0.
It is known that {Mft } is a martingale under P
E,x for x ∈ Rd (cf. [13, Chapter 4, Proposition
1.7]). Denote by G1 the 1-resolvent of E and define
Mft = f(X
E
t )− f(X
E
0 )−
∫ t
0
Aa,γf(XEs )ds, t ≥ 0.
Since f = G1g dx-a.e., we get f = R
E
1g q.e.. Hence {M
f
t } is a martingale under P
E,x for q.e.
x ∈ Rd.
Let Ψ be a countable subset of C∞c (R
d) such that for any f ∈ C∞c (R
d) there exist {fn} ⊂ Ψ
satisfying ‖fn−f‖∞, ‖∂ifn−∂if‖∞, ‖∂i∂jfn−∂i∂jf‖∞ → 0 as n→∞ for any i, j ∈ {1, 2, . . . , d}.
Then, there is an E-exceptional set of Rd, denoted by F , such that {Mft } is a martingale under
P E,x for any x ∈ F c. We obtain by taking limits that {Mft } is a martingale under P
E,x for any
f ∈ C∞c (R
d) and q.e. x ∈ Rd. Thus, by the uniqueness of solutions to the martingale problem for
Aa,γ, we conclude that (xt, P
∗x) is a Hunt process associated with the symmetric Dirichlet form
(E , D(E)). Since (xt, P
∗x) is a strong Feller process, (xt, P
∗x) must satisfy (H) (cf. [19, Theorems
4.1.2 and 4.1.3]). Therefore, we obtain by Theorem 1.1 that (xt, P
x) satisfies (H).
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5 Invariance of (H) under subordination and remark
As a direct application of Theorem 1.3, we obtain the following result.
Proposition 5.1 Suppose that X is a Le´vy process on Rd with Le´vy-Khintchine exponent ϕ. Let
c > 0 be a constant and ν be a measure on (0,∞) satisfying
∫∞
0
(1 ∧ x)ν(dx) < ∞. Then X
satisfies (H) if and only if the Le´vy process on Rd with Le´vy-Khintchine exponent
Φ(z) := c ϕ(z) +
∫ ∞
0
(
1− e−ϕ(z)x
)
ν(dx), z ∈ Rd (5.1)
satisfies (H). In particular, for 0 < α < 1, X satisfies (H) if and only if the Le´vy process on Rd
with Le´vy-Khintchine exponent
Φ(z) = c ϕ(z) + (ϕ(z))α, z ∈ Rd
satisfies (H).
Proof. Let τ be a subordinator with drift coefficient c and Le´vy measure ν, which is independent
of X . Define Yt := Xτt for t ≥ 0. Then, Y = (Yt) has the Le´vy-Khintchine exponent Φ defined
by (5.1). Therefore, X satisfies (H) if and only if Y satisfies (H) by Theorem 1.3. The second
assertion is proved by letting τt = ct + βt, where β is a stable subordinator of index α which is
independent X .
Note that the uniform motion Xt = t on R does not satisfy (H). The sufficient part of Theorem
1.3 can be regarded as a generalization of the following proposition.
Proposition 5.2 (cf. [26, Proposition 1.6]) Let X be a subordinator. If X satisfies (H), then
its drift coefficient equals 0.
Proposition 5.2 can be extended to the d-dimensional case as follows.
Proposition 5.3 Let X be a Le´vy process on Rd with Le´vy-Khintchine exponent (a, 0, µ) satis-
fying
∫
Rd
(1 ∧ |x|)µ(dx) <∞. If X satisfies (H), then its drift coefficient equals 0.
Proof. The 1-dimensional case follows by [38, 8]. Now we consider the case that d > 1. Denote
by a′ the drift coefficient of X , i.e., a′ = −
(
a +
∫
{|x|<1}
xµ(dx)
)
. Then, we have
E0[ei〈z,X1〉] = exp
[
−
(
i〈−a′, z〉+
∫
Rd
(
1− ei〈z,x〉
)
µ(dx)
)]
, z ∈ Rd. (5.2)
Suppose that X satisfies (H) and a′ 6= 0. Define S = {ta′|t ∈ R} and let Y = (Yt) be the
projection process of X on S. Then, we obtain by [28, Lemma 3.4] that Y is a one-dimensional
Le´vy process satisfying (H).
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Denote by P the projection operator from Rd to S. Then, we obtain by (5.2) that for z ∈ Rd,
E0[ei〈z,Y1〉] = E0[ei〈z,PX1〉]
= E0[ei〈Pz,X1〉]
= exp
{
−
(
i〈−a′, P z〉+
∫
Rd
(
1− ei〈Pz,x〉
)
µ(dx)
)}
= exp
{
−
(
i〈−Pa′, z〉 +
∫
Rd
(
1− ei〈z,Px〉
)
µ(dx)
)}
= exp
{
−
(
i〈−a′, z〉+
∫
Rd
(
1− ei〈z,y〉
)
µP (dy)
)}
,
where µP is the image measure of µ under the map P . Hence the drift coefficient of Y is a
′. Since
the proposition is true for the 1-dimensional case, a′ = 0. We have arrived at a contradiction.
Remark 5.4 Let X = (Xt) be a Le´vy process on R
d with Le´vy-Khintchine exponent Φ or
(a,Q, µ). X is called a pure jump Le´vy process if Q = 0,
∫
Rd
(1 ∧ |x|)µ(dx) < ∞, and the
drift coefficient a′ = −
(
a +
∫
{|x|<1}
xµ(dx)
)
= 0. In this case, Φ can be expressed by Φ(z) =∫
Rd
(
1− ei〈z,x〉
)
µ(dx) and X can be expressed by Xt =
∑
0<s≤t△Xs, where △Xs = Xs −Xs−.
Based on Proposition 5.3, it is natural to ask the following question.
Question Does any pure jump Le´vy process satisfy (H)?
If the answer to the above question is affirmative for subordinators, i.e., any pure jump subordi-
nator satisfies (H), then Theorems 1.2 and 1.3 imply the following claim:
Let (Xt) be a standard process on an LCCB state space and (τt) be a subordinator which is
independent of (Xt). Then (Xτt) satisfies (H) if and only if either (Xt) or (τt) satisfies (H).
Acknowledgments This work was supported by National Natural Science Foundation of
China (Grant No. 11771309) and Natural Science and Engineering Research Council of Canada.
References
[1] Aikawa H., Esse´n M.: Potential Theory - Selected Topics. Springer (1996).
[2] Bertoin J.: Le´vy Processes. Cambridge University Press (1996).
[3] Beznea L., Boboc N.: Potential Theory and Right Processes. Springer (2004).
[4] Beznea L., Cornea A., Ro¨ckner M.: Potential theory of infinite dimensional Le´vy processes.
J. Func. Anal., 261, 2845-2876 (2011).
22
[5] Blumenthal R.M., Getoor R.K.: Markov Processes and Potential Theory. Academic Press
(1968).
[6] Blumenthal R.M., Getoor R.K.: Dual processes and potential theory. Proc. 12th Biennial
Seminar of the Canadian Math. Congress, 137-156 (1970).
[7] Bochner S.: Harmonic Analysis and the Theory of Probability. Univ. California Press,
Berkeley and Los Angeles (1955).
[8] Bretagnolle J.: Re´sults de Kesten sur les processus a` accroissements inde´pendants.
Se´minare de Probabilite´s V, Lect. Notes in Math., Vol. 191, Springer-Verlag, Berlin, 21-36
(1971).
[9] Cheridito P., Filipovic´ D., Yor M.: Equivalent and absolutely continuous measure changes
for jump-diffusion processes. Ann. Appl. Probab. 15, 1713-1732 (2005).
[10] Dawson D.: Equivalence of Markov processes. Trans. Amer. Math. Soc. 131, 1-31 (1968).
[11] Doob J.L.: Semimartingales and subharmonic functions. Trans. Amer. Math. Soc. 77,
86-121 (1954).
[12] Doob J.L.: Classical Potential Theory and Its Probabilistic Counterpart. Springer (1984).
[13] Ethier S.N., Kurtz T.G.: Markov Processes, Characterization and Convergence. John
Wiley & Sons (1986).
[14] Fitzsimmons P.J.: On the equivalence of three potential principles for right Markov pro-
cesses. Probab. Th. Rel. Fields 84, 251-265 (1990).
[15] Fitzsimmons P.J.: On the quasi-regularity of semi-Dirichlet forms. Potential Anal. 15,
151-185 (2001).
[16] Fitzsimmons P.J.: Gross’ Bwownian motion fails to satisfy the polarity principle. Rev.
Roum. Math. Pures Appl. 59, 87-91 (2014).
[17] Fitzsimmons P.J., Kanda M.: On Choquet’s dichotomy of capacity for Markov processes.
Ann. Probab. 20, 342-349 (1992).
[18] Forst G.: The definition of energy in non-symmetric translation invariant Dirichlet spaces.
Math. Ann. 216, 165-172 (1975).
[19] Fukushima M., Oshima Y., Takeda M.: Dirichlet Forms and Symmetric Markov Processes
(Second revised and extended edition). De Gruyter (2011).
[20] Glover J.: Topics in energy and potential theory. Seminar on Stochastic Processes, 1982.
Birkha¨user, 195-202 (1983).
[21] Glover J., Rao M.: Hunt’s hypothesis (H) and Getoor’s conjecture. Ann. Probab. 14,
1085-1087 (1986).
23
[22] Glover J., Rao M.: Nonsymmetric Markov processes and hypothesis (H). J. Theor. Probab.
l, 371-380 (1988).
[23] Han X.-F., Ma Z.-M., Sun W.: hhˆ-transforms of positivity preserving semigroups and
associated Makov processes. Acta Math. Sinica, English Series 27, 369-376 (2011).
[24] Hansen W., Netuka I.: Hunt’s hypothesis (H) and the triangle property of the Green
function. Expo. Math. 34, 95-100 (2016).
[25] Hawkes J.: Potential theory of Le´vy processes. Proc. London Math. Soc. 3, 335-352 (1979).
[26] Hu Z.-C., Sun W.: Hunt’s hypothesis (H) and Getoor’s conjecture for Le´vy processes.
Stoch. Proc. Appl. 122, 2319-2328 (2012).
[27] Hu Z.-C., Sun W.: Further study on Hunt’s hypothesis (H) for Le´vy processes. Sci. China
Math. 59, 2205-2226 (2016).
[28] Hu Z.-C., Sun W.: Hunt’s Hypothesis (H) for the sum of two independent Le´vy processes.
Comm. Math. Stat. 6, 227-247 (2018).
[29] Hu Z.-C., Sun W., Zhang J.: New results on Hunt’s hypothesis (H) for Le´vy processes.
Potent. Anal. 42, 585-605 (2015).
[30] Hunt, G.A.: Markoff processes and potentials. I. Illinois J. Math. 1, 44-93 (1957).
[31] Hunt, G.A.: Markoff processes and potentials. II. Illinois J. Math. 1, 316-369 (1957).
[32] Hunt, G.A.: Markoff processes and potentials. III. Illinois J. Math. 2, 151-213 (1958).
[33] Itoˆ K., Watanabe S.: Transformation of Markov processes by multiplicative functionals.
Ann. Inst. Fourier (Grenoble) 15, 13-30 (1965).
[34] Jacod J., Shiryaev A.N.: Limit Theorems for Stochastic Processes (2nd edition). Springer-
Verlag, Berlin Heidelberg (2003).
[35] Kabanov Y., Liptser R.S., Shiryaev A.N.: On absolute continuity of probability measures
for Markov-Itoˆ processes. Lecture Notes in Control and Inform. Sci. 25, 114-128. Springer,
New York (1980).
[36] Kanda M.: Two theorems on capacity for Markov processes with stationary independent
increments. Z. Wahrsch. verw. Gebiete 35, 159-165 (1976).
[37] Kanda M.: Characterisation of semipolar sets for processes with stationary independent
increments. Z. Wahrsch. verw. Gebiete 42, 141-154 (1978).
[38] Kesten H.: Hitting probabilities of single points for processes with stationary independent
increments. Memoirs of the American Mathematical Society, No. 93, American Mathemat-
ical Society, Providence, R.I. (1969).
[39] Kunita H.: Absolute continuity of Markov processes and generators. Nagaya Math. J. 36,
1-26 (1969).
24
[40] Kunita H.: Absolute continuity of Markov processes. Se´minaire de Probabilite´s X. Leture
Notex in Math. 511, 44-77. Springer, Berlin (1976).
[41] Kunita H., Watanabe S.: On square integrable martingales. Nagoya Math. J. 30, 209-245
(1967).
[42] Liptser R.S., Shiryaev A.N.: Statistics for Random Processes I. Springer, New York (Sec-
ond edition 2001) (1977).
[43] Newman C.M.: The inner product of path space measures corresponding to random pro-
cesses with independent increments. Bull. Amer. Math. Soc. 78, 268-271 (1972).
[44] Newman C.M.: On the orthogonality of independent increment processes, Topics in Prob-
ability Theory (ed. Stroock D.W. and Varadhan S.R.S., Courant Inst. Math. Sci., New
York Univ., New York), 93-111 (1973).
[45] Palmowski Z., Rolski T.: A technique for exponential change of measure for Markov
processes. Bernoulli 8, 767-785 (2002).
[46] Port S.C., Stone C.J.: The asymmetric Cauchy process on the line. Ann. Math. Statist.
40, 137-143 (1969).
[47] Port S.C., Stone C.J.: Brownian Motion and Classical Potential Theory. Academic Press
(1978).
[48] Rao M.: On a result of M. Kanda. Z. Wahrsch. verw. Gebiete 41, 35-37 (1977).
[49] Rao M.: Hunt’s hypothesis for Le´vy processes. Proc. Amer. Math. Soc. 104, 621-624 (1988).
[50] Sato K.: Le´vy Processes and Infinitely Divisible Distributions. Cambridge Univ. Press
(1999).
[51] Silverstein M.L.: The sector condition implies that semipolar sets are quasi-polar. Z.
Wahrsch. verw. Gebiete 41, 13-33 (1977).
[52] Skorohod A.V.: On the differentiability of measures which correspond to stochastic pro-
cesses, I. Processes with independent increments. Theory Probab. Appl. 2, 407-432 (1957).
[53] Skorohod A.V.: Studies in the Theory of Random Processes, Addison-Wesley, Reading,
Mass. (Russian original 1961) (1965).
[54] Stroock D.W.: Diffusion processes associated with Le´vy generators. Z. Wahrsch. verw.
Gebiete 32, 209-244 (1975).
25
