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OPERATOR HO¨LDER–ZYGMUND FUNCTIONS
A.B. ALEKSANDROV AND V.V. PELLER
Abstract. It is well known that a Lipschitz function on the real line does not have
to be operator Lipschitz. We show that the situation changes dramatically if we pass
to Ho¨lder classes. Namely, we prove that if f belongs to the Ho¨lder class Λα(R) with
0 < α < 1, then ‖f(A) − f(B)‖ ≤ const ‖A − B‖α for arbitrary self-adjoint operators
A and B. We prove a similar result for functions f in the Zygmund class Λ1(R): for
arbitrary self-adjoint operators A and K we have ‖f(A−K) − 2f(A) + f(A+K)‖ ≤
const ‖K‖. We also obtain analogs of this result for all Ho¨lder–Zygmund classes Λα(R),
α > 0. Then we find a sharp estimate for ‖f(A) − f(B)‖ for functions f of class
Λω
def
= {f : ωf (δ) ≤ constω(δ)} for an arbitrary modulus of continuity ω. In particular,
we study moduly of continuity, for which ‖f(A) − f(B)‖ ≤ constω(‖A−B‖) for self-
adjoint A and B, and for an arbitrary function f in Λω . We obtain similar estimates
for commutators f(A)Q−Qf(A) and quasicommutators f(A)Q−Qf(B). Finally, we
estimate the norms of finite differences
mP
j=0
(−1)m−j
„
m
j
«
f
`
A+ jK
´
for f in the class
Λω,m that is defined in terms of finite differences and a modulus continuity ω of order
m. We also obtaine similar results for unitary operators and for contractions.
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1. Introduction
It is well known that a Lipschitz function on the real line is not necessarily operator
Lipschitz, i.e., the condition
|f(x)− f(y)| ≤ const |x− y|, x, y ∈ R,
does not imply that for self-adjoint operators A and B on Hilbert space,
‖f(A)− f(B)‖ ≤ const ‖A−B‖.
The existence of such functions was proved in [F1]. Later in [Pe1] necessary conditions
were found for a function f to be operator Lipschitz. Those necessary conditions also
imply that Lipschitz functions do not have to be operator Lipschitz. In particular, it
was shown in [Pe1] that an operator Lipschitz function must belong locally to the Besov
space B11(R) (see § 2 for an introduction to Besov spaces). Note that in [Pe1] and [Pe3]
a stronger necessary condition was also obtained.
It is also well known that a continuously differentiable function does not have to be
operator differentiable. Moreover, the fact that f is continuous differentiable does not
imply that for bounded self-adjoint operators A and K the function
t 7→ f(A+ tK)
is differentiable. For f to be operator differentiable it must satisfy the same necessary
conditions [Pe1], [Pe3]. (Note that Widom posed in [W] a problem entitled ”When are
differentiable functions differentiable?”)
On the other hand it was proved in [Pe1] and [Pe3] that the condition that a function
belongs to the Besov space B1∞1(R) is sufficient for operator Lipschitzness (as well as for
operator differentiability). We also mention here the papers [JW], [ABF], [KS1], [KS2],
[KS3], and [KST] that study operator Lipschitz functions.
Many mathematicians working on such problems in perturbation theory believed that
a similar situation occurs when considering Ho¨lder classes of order α and operator Ho¨lder
classes of order α, 0 < α < 1. In particular, Farforovskaya obtained in [F1] the following
estimate
‖f(A)− f(B)‖ ≤ const ‖f‖Λα(R)
(
log22
b− a
‖A−B‖ + 1
)α
‖A−B‖α
for self-adjoint operators A and B with spectra in [a, b] and for an arbitrary function f
in Λα(R), 0 < α < 1. She also obtained the same inequality for α = 1 and a Lipschitz
function f (see also [F2]).
However, we show in this paper that the situation changes dramatically if we consider
Ho¨lder classes Λα(R) with 0 < α < 1. In this case Ho¨lder functions are necessarily
operator Ho¨lder, i.e., the condition
|f(x)− f(y)| ≤ const |x− y|α, x, y ∈ R, (1.1)
implies that for self-adjoint operators A and B on Hilbert space,
‖f(A)− f(B)‖ ≤ const ‖A−B‖α. (1.2)
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Note that the constant in (1.2) depends not only on the constant in (1.1), but also on α
and must tend to infinity as the constant in (1.1) is fixed and α goes to 1.
We consider in this paper the same problem for the Zygmund class Λ1(R), i.e., the
problem of whether a function f in the Zygmund class Λ1 (i.e., f is continuous and
satisfies the inequality
|f(x+ t)− 2f(x) + f(x− t)| ≤ const |t|, x, t ∈ R)
implies that f is operator Zygmund, i.e., for arbitrary self-adjoint operators A and K,
‖f(A+K)− 2f(A) + f(A−K)‖ ≤ const ‖K‖.
This problems was posed in [F3].
We show in this paper that the situation is the same as in the case of Ho¨lder classes
Λα(R), 0 < α < 1. Namely we prove that a Zygmund function must necessarily be
operator Zygmund.
We also obtain similar results for the whole scale of Ho¨lder–Zygmund classes Λα(R),
0 < α <∞, of continuous functions f satisfying∣∣∣∣∣
n∑
k=0
(−1)n−k
(
n
k
)
f(x+ kt)
∣∣∣∣∣ ≤ const |t|α (here n− 1 ≤ α < n).
There are many natural equivalent (semi)norms on Λα(R), for example,
‖f‖Λα(R) = sup
t6=0
|t|−α
∣∣∣∣∣
n∑
k=0
(−1)n−k
(
n
k
)
f(x+ kt)
∣∣∣∣∣ .
The above results are obtained in § 4. In Sections 5 and 6 we obtain analogs of these
results for unitary operators and for contractions.
In § 7 we estimate ‖f(A)−f(B)‖ in terms of ‖A−B‖ for functions f of class Λω, (i.e.,
|f(x)− f(y)| ≤ constω(|x− y|) ) for arbitrary moduli of continuity ω. In particular, we
study those moduli of continuity, for which the fact that f ∈ Λω implies that
‖f(A)− f(B)‖ ≤ constω(‖A−B‖)
for arbitrary self-adjoint operators A and B. We compare this class of moduli of conti-
nuity with the class of moduli of continuity ω, for which the Hilbert transform acts on
Λω.
In § 8 we study the class of operator continuous functions and for a uniformly contin-
uous function f we introduce the operator modulus of continuity Ωf . The material of § 9
is closely related to that of § 8. We construct a universal family {At}t≥0 of self-adjoint
operators in the sense that to compute Ωf for arbitrary f , it suffices to consider the
family {At}t≥0.
Section 10 is devoted to norm estimates for commutators f(A)Q − Qf(A) and qua-
sicommutators f(A)Q − Af(B). We compare the operator modulus of continuity with
several other moduli of continuity defined in terms of commutators and quasicommuta-
tors.
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In the last section we obtain norm estimates for finite differences
m∑
j=0
(−1)m−j
(
m
j
)
f
(
A+ jK
)
, (1.3)
where f belongs to the class Λω,m that is defined in terms of finite differences and ω is
a modulus of continuity of order m.
In § 2 we collect necessary information on Besov classes (and in particular, the Ho¨lder–
Zygmund classes), and spaces Λω and Λω,m. In § 3 we give a brief introduction into double
and multiple operator integrals.
Note that the main results of this paper were announced in [AP1]. In [AP2] we are
going to study the problem of the behavior of functions of operators under perturbations
of Schatten–von Neumann class Sp. We are going to study properties of functions of
perturbed dissipative operators in [AP4], where we improve results of [Nab].
Finally, we would like mention that Farforovskaya and Nikolskaya have informed us
recently that they had found another proof of the fact that a Ho¨lder function of order
α, 0 < α < 1, must be operator Ho¨lder of order α.
2. Function spaces
2.1. Besov classes. The purpose of this subsection is to give a brief introduction
to the Besov spaces that play an important role in problems of perturbation theory. We
start with Besov spaces on the unit circle.
Let 1 ≤ p, q ≤ ∞ and s ∈ R. The Besov class Bspq of functions (or distributions) on
T can be defined in the following way. Let w be an infinitely differentiable function on
R such that
w ≥ 0, suppw ⊂
[
1
2
, 2
]
, and w(x) = 1− w
(x
2
)
for x ∈ [1, 2]. (2.1)
Consider the trigonometric polynomials Wn, and W
♯
n defined by
Wn(z) =
∑
k∈Z
w
(
k
2n
)
zk, n ≥ 1, W0(z) = z¯+1+z, and W ♯n(z) =Wn(z), n ≥ 0.
Then for each distribution f on T,
f =
∑
n≥0
f ∗Wn +
∑
n≥1
f ∗W ♯n.
The Besov class Bspq consists of functions (in the case s > 0) or distributions f on T such
that {‖2nsf ∗Wn‖Lp}n≥1 ∈ ℓq and {‖2nsf ∗W ♯n‖Lp}n≥1 ∈ ℓq. (2.2)
To define a regularized de la Valle´e Poussin type kernel Vn, we define the C
∞ function
v on R by
v(x) = 1 for x ∈ [−1, 1] and v(x) = w(|x|) if |x| ≥ 1, (2.3)
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where w is a function described in (2.1). Then the trigonometric polynomial Vn is defined
by
Vn(z) =
∑
k∈Z
v
(
k
2n
)
zk, n ≥ 1.
Besov classes admit many other descriptions. In particular, for s > 0, the space Bspq
admits the following characterization. A function f ∈ Lp belongs to Bspq, s > 0, if and
only if ∫
T
‖∆nτ f‖qLp
|1− τ |1+sq dm(τ) <∞ for q <∞
and
sup
τ 6=1
‖∆nτ f‖Lp
|1− τ |s <∞ for q =∞, (2.4)
where m is normalized Lebesgue measure on T, n is an integer greater than s, and ∆τ ,
τ ∈ T, is the difference operator:
(∆τf)(ζ) = f(τζ)− f(ζ), ζ ∈ T.
We use the notation Bsp for B
s
pp.
The spaces Λα
def
= Bα∞ form the Ho¨lder–Zygmund scale. If 0 < α < 1, then f ∈ Λα if
and only if
|f(ζ)− f(τ)| ≤ const |ζ − τ |α, ζ, τ ∈ T,
while f ∈ Λ1 if and only if f is continuous and
|f(ζτ)− 2f(ζ) + f(ζτ¯)| ≤ const |1− τ |, ζ, τ ∈ T.
By (2.4), α > 0, f ∈ Λα if and only if f is continuous and
|(∆nτ f)(ζ)| ≤ const |1− τ |α,
where n is a positive integer such that n > α.
Note that the (semi)norm of a function f in Λα is equivalent to
sup
n≥1
2nα
(‖f ∗Wn‖L∞ + ‖f ∗W ♯n‖L∞).
We denote by λα the closure of the set of trigonometric polynomials in Λα. It is easy
to see that f belongs to λα if and only if
lim
n→∞
2nα‖f ∗Wn‖L∞ = lim
n→∞
2nα‖f ∗W ♯n‖L∞ = 0.
If α > 0, this is equivalent to the fact that
lim
τ→1
|(∆nτ f)(ζ)|
|1− τ |α = 0.
It is well known that the dual space (λα)
∗ can be identified naturally with the Besov
space B−α1 with respect to the following pairing:
〈f, g〉 =
∑
n∈Z
fˆ(n)gˆ(n)
5
in the case when g is trigonometric polynomial. It is also well known that the dual space(
B−α1
)∗
can be identified naturally with the space Λα with respect to the same pairing.
It is easy to see from the definition of Besov classes that the Riesz projection P+,
P+f =
∑
n≥0
fˆ(n)zn,
is bounded on Bspq. Functions in
(
Bspq
)
+
def
= P+B
s
pq admit a natural extension to analytic
functions in the unit disk D. It is well known that the functions in
(
Bspq
)
+
admit the
following description:
f ∈ (Bspq)+ ⇔
∫ 1
0
(1− r)q(n−s)−1‖f (n)r ‖qp dr <∞, q <∞,
and
f ∈ (Bsp∞)+ ⇔ sup
0<r<1
(1− r)n−s‖f (n)r ‖p <∞,
where fr(ζ)
def
= f(rζ) and n is a nonnegative integer greater than s.
Let us proceed now to Besov spaces on the real line. We consider homogeneous Besov
spaces Bspq(R) of functions (distributions) on R. We use the same function w as in (2.1)
and define the functions Wn and W
♯
n on R by
FWn(x) = w
( x
2n
)
, FW ♯n(x) = FWn(−x), n ∈ Z,
where F is the Fourier transform:(Ff)(t) = ∫
R
f(x)e−ixt dx, f ∈ L1.
With every tempered distribution f ∈ S ′(R) we associate a sequences {fn}n∈Z,
fn
def
= f ∗Wn + f ∗W ♯n.
Initially we define the (homogeneous) Besov class B˙spq(R) as the set of all f ∈ S ′(R)
such that
{2ns‖fn‖Lp}n∈Z ∈ ℓq(Z). (2.5)
According to this definition, the space B˙spq(R) contains all polynomials. Moreover, the
distribution f is defined by the sequence {fn}n∈Z uniquely up to a polynomial. It is easy
to see that the series
∑
n≥0 fn converges in S
′(R). However, the series
∑
n<0 fn can
diverge in general. It is easy to prove that the series
∑
n<0 f
(r)
n converges on uniformly R
for each nonnegative integer r > s−1/p. Note that in the case q = 1 the series∑n<0 f (r)n
converges uniformly, whenever r ≥ s− 1/p.
Now we can define the modified (homogeneous) Besov class Bspq(R). We say that a
distribution f belongs to Bspq(R) if {2ns‖fn‖Lp}n∈Z ∈ ℓq(Z) and f (r) =
∑
n∈Z f
(r)
n in
the space S ′(R), where r is the minimal nonnegative integer such that r > s − 1/p
(r ≥ s − 1/p if q = 1). Now the function f is determined uniquely by the sequence
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{fn}n∈Z up to a polynomial of degree less that r, and a polynomial ϕ belongs to Bspq(R)
if and only if degϕ < r.
We can also define de la Valle´e Poussin type functions Vn, n ∈ Z, by
FVn(x) = v
( x
2n
)
,
where v is a function given by (2.3).
We use the same notation Vn, Wn and W
♯
n for functions on T and on R. This will not
lead to a confusion. For positive n we can easily obtain the function Vn on the circle
from the corresponding function Vn on the line. It suffices to consider the 2π-periodic
function ∑
j∈Z
Vn(x+ 2jπ)
and identify it with a function on T. The same can be done with the functions Wn and
W ♯n.
Besov spaces Bspq(R) admit equivalent definitions that are similar to those discussed
above in the case of Besov spaces of functions on T. In particular, the Ho¨lder–Zygmund
classes Λα(R)
def
= Bα∞(R), α > 0, can be described as the classes of continuous functions
f on R such that ∣∣(∆mt f)(x)∣∣ ≤ const |t|α, t ∈ R,
where the difference operator ∆t is defined by
(∆tf)(x) = f(x+ t)− f(x), x ∈ R,
and m is an integer greater than α.
As in the case of functions on the unit circle, we can introduce the following equivalent
(semi)norm on Λα(R):
sup
n∈Z
2nα
(‖f ∗Wn‖L∞ + ‖f ∗W ♯n‖L∞), f ∈ Λα(R).
Consider now the class λα(R), which is defined as the closure of the Schwartz class
S (R) in Λα(R). The following result gives a description of λα(R) for α > 0. We use the
following notation: C0(R) stands for the space of continuous functions f on R such that
lim
|x|→∞
f(x) = 0; fn
def
= f ∗Wn + f ∗W ♯n.
Theorem 2.1. Let α > 0 and let m be the integer such that m−1 ≤ α < m. Suppose
that f ∈ Λα(R). The following are equivalent:
(i) f ∈ λα(R);
(ii) fn ∈ C0(R) for every n ∈ Z and
lim
|n|→∞
2nα‖fn‖L∞ = 0;
(iii) the following equalitites hold:
lim
t→0
|t|−α(∆mt f)(x) = 0 uniformly in x ∈ R,
lim
|t|→∞
|t|−α(∆mt f)(x) = 0 uniformly in x ∈ R,
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and
lim
|x|→∞
|t|−α(∆mt f)(x) = 0 uniformly in t ∈ R \ {0}.
Proof. (ii)⇒(i). It follows from the definition of Λα(R) in terms of convolutions with
Wn and W
♯
n that
lim
∥∥∥∥∥f −
N∑
n=−N
fn
∥∥∥∥∥
Λα(R)
= 0.
Thus it suffices to prove that fn ∈ λα(R). However, this is a consequence of the following
easily verifiable fact:
lim
ε→0
sup
x∈R
∣∣∣∣(e−ε2x2fn(x))(j) − f (j)n (x)
∣∣∣∣ = 0 for all j ≥ 0.
The implication (i)⇒(iii) follows very easily from the fact that (iii) holds for all func-
tions in S (R) which can easily be established.
It remains to show that (iii) implies (ii). Consider the function Qn defined by
Qn(t) =
m∑
k=1
(−1)k−1
(
m
k
)
1
k
Vn
(
t
k
)
. (2.6)
It is easy to see that
f(x)− (f ∗Qn)(x) = f(x)− ∫
R
f(x− t)
m∑
k=1
(−1)k−1
(
m
k
)
1
k
Vn
(
t
k
)
dt
= f(x) +
∫
R
m∑
k=1
(−1)k
(
m
k
)
f(x− kt)Vn(t) dt
=
∫
R
(
∆m−tf
)
(x)Vn(t) dt. (2.7)
Hence,
2αn
∥∥f − f ∗Qn∥∥L∞ = sup
x∈R
2αn
∣∣∣∣
∫
R
(
∆m−tf
)
(x)Vn(t) dt
∣∣∣∣
= sup
x∈R
∣∣∣∣∣
∫
R
(
∆m−2−ntf
)
(x)
|t|α2−αn V (t)|t|
α dt
∣∣∣∣∣→ 0 as |n| → ∞
by the Lebesgue dominant convergence theorem.
Let us observe now that suppFQn ⊂
[− 2n+1, 2n+1], and so
‖f − f ∗ Vn‖L∞ = ‖f − f ∗Qn−1 − (f − f ∗Qn−1) ∗ Vn‖L∞
≤ ‖f − f ∗Qn−1‖L∞ + ‖(f − f ∗Qn−1) ∗ Vn‖L∞
≤ const ‖f − f ∗Qn−1‖L∞
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which immediately implies that
lim
|n|→∞
2αn‖fn‖L∞ = 0.
Similarly, we can prove that f − f ∗Qn ∈ C0(R) and fn ∈ C0(R). 
The dual space
(
λα(R)
)∗
to λα(R) can be identified in a natural way with B
−α
1 (R)
with respect to the pairing
〈f, g〉 def= lim
N→∞
N∑
n=−N
∫
R
(F(fn))(t)(Fg)(t) dt, f ∈ λα(R), g ∈ B−α1 (R).
The dual space
(
B−α1 (R)
)∗
to B−α1 (R) can be identified with Λα(R) with respect to the
same pairing.
We refer the reader to [Pee] and [Pe4] for more detailed information on Besov spaces.
We conclude this subsection with the following result that will be used in § 4.
Theorem 2.2. Let α > 0. Then for each ε > 0 and each function f ∈ Λα(R) there
exists a function g ∈ Λα(R) with compact support such that f(t) = g(t) for t ∈ [0, 1] and
‖g‖Λα ≤ const ‖f‖Λα + ε,
where the constant can depend only on α.
To prove Theorem 2.2, we use the well-known fact that if ϕ and f are functions in
Λα(R) and ϕ has compact support, then ϕf ∈ Λα(R). We refer the reader to [T], Section
4.5.2 for the proof.
Lemma 2.3. Let α > 0 and let P be a polynomial whose degree is at most α. Then
for an arbitrary ε > 0 there exists a function f ∈ Λα(R) with compact support such that
f
∣∣[0, 1] = P ∣∣[0, 1] and ‖f‖Λα(R) < ε.
Proof. It suffices to consider the case when P (x) = xn with n ≤ α. Assume first
that n < α. Let g be an arbitrary function in Λα(R) with compact support and such
that g(x) = xn for x ∈ [0, 1]. For t ∈ (0, 1), we define the function gt by
gt(x) = t
−ng(tx).
It is easy to see that gt(x) = x
n for x ∈ [0, 1] and
‖gt‖Λα(R) = tα−n‖g‖Λα(R) → 0 as t→ 0.
Suppose now that α is an integer and n = α. It is well known that the function h
defined by h(x) = xn log |x| belongs to Λn(R). Multiplying it by a suitable function in
Λn(R) with compact support, we obtain a function g ∈ Λn(R) with compact support
such that g(x) = xn log |x| for x ∈ [0, 1]. For t ∈ (0, 1), we define the function gt by
gt(x) = (t
−ng(tx)− g(x))/ log t.
Then gt(x) = x
n for x ∈ [0, 1] and
‖gt‖Λn(R) ≤ 2| log t|−1‖g‖Λn(R) → 0 as t→ 0. 
9
Proof of Theorem 2.2. Let ϕ be a function in Λα(R) with compact support. We
fix a subset ∆ of [0, 1] that has n elements, where n is the largest integer such that
n ≤ α + 1. It follows from the closed graph theorem that ‖ϕf‖Λα ≤ C(ϕ,α,∆)‖f‖Λα
for every f ∈ Λα that vanishes on ∆. It remains to observe that an arbitrary function
in Λα can be represented as the sum of a polynomial of degree at most α and a function
Λα vanishing on ∆. 
2.2. Spaces Λω. Let ω be a modulus of continuity, i.e., ω is a nondecreasing
continuous function on [0,∞) such that ω(0) = 0, ω(x) > 0 for x > 0, and
ω(x+ y) ≤ ω(x) + ω(y), x, y ∈ [0,∞).
We denote by Λω(R) the space of functions on R such that
‖f‖Λω(R)
def
= sup
x 6=y
|f(x)− f(y)|
ω(|x− y|) .
We also consider in this paper the spaces Λω of functions on the unit circle and
(
Λω
)
+
of functions analytic in the unit disc that can be defined in a similar way.
Theorem 2.4. There exists a constant c > 0 such that for an arbitrary modulus of
continuity ω and for an arbitrary function f in Λω(R), the following inequality holds:
‖f − f ∗ Vn‖L∞ ≤ c ω
(
2−n
)‖f‖Λω(R), n ∈ Z. (2.8)
Proof. We have∣∣f(x)− (f ∗ Vn)(x)∣∣ = 2n ∣∣∣∣
∫
R
(
f(x)− f(x− y))V (2ny) dy∣∣∣∣
≤ 2n‖f‖Λω(R)
∫
R
ω(|y|) |V (2ny)| dy
= 2n‖f‖Λω(R)
∫ 2−n
−2−n
ω(|y|) |V (2ny)| dy
+ 2n+1‖f‖Λω(R)
∫ ∞
2−n
ω(y) |V (2ny)| dy.
Clearly,
2n
∫ 2−n
−2−n
ω(|y|) |V (2ny)| dy ≤ ω(2−n)‖V ‖L1 .
On the other hand, keeping in mind the obvious inequality 2−nω(y) ≤ 2yω(2−n) for
y ≥ 2−n, we obtain
2n+1
∫ ∞
2−n
ω(y) |V (2ny)| dy ≤ 4 · 22nω(2−n) ∫ ∞
2−n
y |V (2ny)| dy
= 4ω
(
2−n
) ∫ ∞
1
y |V (y)| dy ≤ constω(2−n).
This proves (2.8). 
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Remark. A similar inequality holds for functions f on T of class Λω:
‖f − f ∗ Vn‖L∞ ≤ const ω
(
2−n
)‖f‖Λω , n > 0.
To prove it, it suffices to identify f with a 2π-periodic function on R and apply Theorem
2.4.
Corollary 2.5. Let f ∈ Λω(R). Then
‖f ∗Wn‖L∞ ≤ constω
(
2−n
)‖f‖Λω(R), n ∈ Z,
and
‖f ∗W ♯n‖L∞ ≤ constω
(
2−n
)‖f‖Λω(R), n ∈ Z.
2.3. Spaces Λω,m. We proceed now to moduli of continuity of higher order. For a
continuous function f on R, we define the mth modulus of continuity ωf,m of f by
ωf,m(x) = sup
{h:0≤h≤x}
∥∥∆mh f∥∥L∞ = sup
{h:0≤|h|≤x}
∥∥∆mh f∥∥L∞ , x > 0.
The following elementary formula can easily be verified by induction:
(
∆m2hf
)
(x) =
m∑
j=0
(
m
j
)(
∆mh f
)
(x+ jh). (2.9)
It follows from (2.9) that ωf,m(2x) ≤ 2mωf,m(x), x > 0.
Suppose now that ω is a nondecreasing function on (0,∞) such that
lim
x→0
ω(x) = 0 and ω(2x) ≤ 2mω(x) for x > 0. (2.10)
It is easy to see that in this case
ω(tx) ≤ 2mtmω(x), for all x > 0 and t > 1. (2.11)
Denote by Λω,m(R) the set of continuous functions f on R satisfying
‖f‖Λω,m(R)
def
= sup
t>0
‖∆mt f‖L∞
ω(t)
< +∞.
Theorem 2.6. There exists c > 0 such that for an arbitrary nondecreasing function
ω on (0,∞) satisfying (2.10) and for an arbitrary function f ∈ Λω,m(R), the following
inequality holds:
‖f − f ∗ Vn‖L∞ ≤ c ω
(
2−n
)‖f‖Λω,m(R), n ∈ Z.
Proof. Consider the function Qn defined by (2.6). Applying formula (2.7), we obtain∣∣f(x)− (f ∗Qn)(x)∣∣ = ∣∣∣∣
∫
R
(
∆m−tf
)
(x)Vn(t) dt
∣∣∣∣ ≤ ‖f‖Λω,m(R)
∫
R
ω(|t|)|Vn(t)| dt.
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It follows from (2.11) that∫
R
ω(|t|)|Vn(t)| dt =
∫ 2n
−2−n
(|t|)|Vn(t)| dt+ 2n+1
∫ ∞
2−n
ω(t)|V (2nt)| dt
≤ ‖Vn‖L1 ω
(
2−n
)
+ 2n+1 · 2m(n+1)ω(2−n) ∫ ∞
2−n
tm|V (2nt)| dt
= ‖V ‖L1 ω
(
2−n
)
+ 2m+1 ω
(
2−n
) ∫ ∞
1
tm|V (t)| dt ≤ constω(2−n).
Summarizing the above estimates, we obtain
‖f − f ∗Qn‖L∞ ≤ const ω
(
2−n
)‖f‖Λω,m(R).
As in the proof of Theorem 2.1, we have
‖f − f ∗ Vn‖L∞ = ‖f − f ∗Qn−1 − (f − f ∗Qn−1) ∗ Vn‖L∞
≤ ‖f − f ∗Qn−1‖L∞ + ‖(f − f ∗Qn−1) ∗ Vn‖L∞
≤ const ‖f − f ∗Qn−1‖L∞ ≤ const ω
(
2−n
)‖f‖Λω,m(R). 
Corollary 2.7. Let f ∈ Λω,m(R). Then
‖f ∗Wn‖L∞ ≤ constω
(
2−n
)‖f‖Λω(R), n ∈ Z,
and
‖f ∗W ♯n‖L∞ ≤ constω
(
2−n
)‖f‖Λω(R), n ∈ Z.
Remark. As in the case m = 1, a similar result holds for the space Λω,m of functions
on the unit circle, which consists of continuous f functions such that
‖f‖Λω,m def= sup
τ 6=1
∣∣(∆mτ f)(ζ)∣∣
ω(|1− τ |) <∞.
Again, identifying a function f in Λω,m with a 2π-periodic function on R, we can see
that
‖f − f ∗ Vn‖L∞ ≤ const ω
(
2−n
)‖f‖Λω,m , n > 0.
3. Multiple operator integrals
3.1. Double operator integrals. In this section we give a brief introduction in the
theory of double operator integrals developed by Birman and Solomyak in [BS1], [BS2],
and [BS3], see also their survey [BS5].
Let (X , E1) and (Y, E2) be spaces with spectral measures E1 and E2 on Hilbert spaces
H1 and H2. Let us first define double operator integrals∫
X
∫
Y
Φ(x, y) dE1(x)QdE2(y), (3.1)
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for bounded measurable functions Φ and operators Q : H2 → H1 of Hilbert–Schmidt
class S2. Consider the set function F whose values are orthogonal projections on the
Hilbert space S2(H2,H1) of Hilbert–Schmidt operators from H2 to H1, which is defined
on measurable rectangles by
F (∆1 ×∆2)Q = E1(∆1)QE2(∆2), Q ∈ S2(H2,H1),
∆1 and ∆2 being measurable subsets of X and Y. Note that left multiplication by
E1(∆1) obviously commutes with right multiplication by E2(∆2).
It was shown in [BS4] that F extends to a spectral measure on X × Y. If Φ is a
bounded measurable function on X × Y, we define∫
X
∫
Y
Φ(x, y) dE1(x)QdE2(y) =

 ∫
X1×X2
Φ dF

Q.
Clearly, ∥∥∥∥∥∥
∫
X
∫
Y
Φ(x, y) dE1(x)QdE2(y)
∥∥∥∥∥∥
S2
≤ ‖Φ‖L∞‖Q‖S2 .
If the transformer
Q 7→
∫
X
∫
Y
Φ(x, y) dE1(x)QdE2(y)
maps the trace class S1 into itself, we say that Φ is a Schur multiplier of S1 associated
with the spectral measures E1 and E2. In this case the transformer
Q 7→
∫
Y
∫
X
Φ(x, y) dE2(y)QdE1(x), Q ∈ S2(H1,H2), (3.2)
extends by duality to a bounded linear transformer on the space of bounded linear
operators from H1 to H2 and we say that the function Ψ on X2 ×X1 defined by
Ψ(y, x) = Φ(x, y)
is a Schur multiplier of the space of bounded linear operators associated with E2 and E1.
We denote the space of such Schur multipliers by M(E2, E1).
To state a very important formula by Birman and Solomyak, we consider for a con-
tinuously differential function f on R, the divided difference Df ,
(Df)(x, y)
def
=
f(x)− f(y)
x− y , x 6= y, (Df)(x, x)
def
= f ′(x) x, y ∈ R.
Birman in Solomyak proved in [BS3] that if A is a self-adjoint operator (not necessarily
bounded), K is a bounded self-adjoint operator, and f is a continuously differentiable
function on R such that Df ∈M(EA+K , EA), then
f(A+K)− f(A) =
∫∫
R×R
(
Df
)
(x, y) dEA+K(x)K dEA(y) (3.3)
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and
‖f(A+K)− f(A)‖ ≤ const ‖Df‖M‖K‖,
where ‖Df‖M is the norm of Df in M(EA+K , EA).
A similar formula and similar results also hold for unitary operators, in which case
we have to integrate the divided difference Df of a function f on the unit circle with
respect to the spectral measures of the corresponding operator integrals.
It is easy to see that if a function Φ on X ×Y belongs to the projective tensor product
L∞(E1)⊗ˆL∞(E2) of L∞(E1) and L∞(E2) (i.e., Φ admits a representation
Φ(x, y) =
∑
n≥0
ϕn(x)ψn(y), (3.4)
where ϕn ∈ L∞(E1), ψn ∈ L∞(E2), and∑
n≥0
‖ϕn‖L∞‖ψn‖L∞ <∞), (3.5)
then Φ ∈M(E1, E2), i.e., Φ is a Schur multiplier of the space of bounded linear operators.
For such functions Φ we have∫
X
∫
Y
Φ(x, y) dE1(x)QdE2(y) =
∑
n≥0

∫
X
ϕn dE1

Q

∫
Y
ψn dE2

 .
Note that if Φ belongs to the projective tensor product L∞(E1)⊗ˆL∞(E2), its norm in
L∞(E1)⊗ˆL∞(E2) is, by definition, the infimum of the left-hand side of (3.5) over all
representations (3.4).
More generally, Φ is a Schur multiplier if Φ belongs to the integral projective tensor
product L∞(E1)⊗ˆiL∞(E2) of L∞(E1) and L∞(E2), i.e., Φ admits a representation
Φ(x, y) =
∫
Ω
ϕ(x, ω)ψ(y, ω) dσ(ω),
where (Ω, σ) is a measure space, ϕ is a measurable function on X ×Ω, ψ is a measurable
function on Y × Ω, and∫
Ω
‖ϕ(·, ω)‖L∞(E1)‖ψ(·, ω)‖L∞(E2) dσ(ω) <∞.
If Φ ∈ L∞(E1)⊗ˆiL∞(E2), then∫∫
X×Y
Φ(x, y) dE1(x)QdE2(y)=
∫
Ω

∫
X
ϕ(x, ω) dE1(x)

Q

∫
Y
ψ(y, ω) dE2(y)

dσ(ω).(3.6)
Clearly, the function
ω 7→

∫
X
ϕ(x, ω) dE1(x)

Q

∫
Y
ψ(y, ω) dE2(y)


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is weakly measurable and∫
Ω
∥∥∥∥∥∥

∫
X
ϕ(x, ω) dE1(x)

Q

∫
Y
ψ(y, ω) dE2(y)


∥∥∥∥∥∥ dσ(ω) <∞.
It turns out that all Schur multipliers of the space of bounded linear operators can be
obtained in this way (see [Pe1]).
In connection with the Birman–Solomyak formula, it is important to obtain sharp
estimates of divided differences in integral projective tensor products of L∞ spaces. It
was shown in [Pe1] that if f is a trigonometric polynomial of degree d, then∥∥Df∥∥
C(T)⊗ˆC(T)
≤ const d ‖f‖L∞ . (3.7)
On the other hand, it was shown in [Pe3] that if f is a bounded function on R whose
Fourier transform is supported on [−σ, σ] (in other words, f is an entire function of
exponential type at most σ that is bounded on R), then Df ∈ L∞⊗ˆiL∞ and∥∥Df∥∥
L∞⊗ˆiL∞
≤ const σ‖f‖L∞(R). (3.8)
Note that inequalities (3.7) and (3.8) were proved in [Pe1] and [Pe3] under the assumption
that the Fourier transform of f is supported on Z+ (or R+); however it is very easy to
deduce the general results from those partial cases.
Inequalities (3.7) and (3.8) led in [Pe1] and [Pe3] to the fact that functions in B1∞1
and B1∞1(R) are operator Lipschitz.
It was observed in [Pe3] that it follows from (3.3) and (3.8) that if f is an entire
function of exponential type at most σ that is bounded on R, and A and B are self-
adjoint operators with bounded A−B, then
‖f(A)− f(B)‖ ≤ const σ‖f‖L∞‖A−B‖.
Actually, it turns out that the last inequality holds with constant equal to 1. This will
be proved in [AP3].
3.2. Multiple operator integrals. The approach by Birman and Solomyak to
double operator integrals does not generalize to the case of multiple operator integrals.
However, formula (3.6) suggests an approach to multiple operator integrals that is based
on integral projective tensor products. This approach was given in [Pe5].
To simplify the notation, we consider here the case of triple operator integrals; the
case of arbitrary multiple operator integrals can be treated in the same way.
Let (X , E1), (Y, E2), and (Z, E3) be spaces with spectral measures E1, E2, and E3
on Hilbert spaces H1, H2, and H3. Suppose that Φ belongs to the integral projective
tensor product L∞(E1)⊗ˆiL∞(E2)⊗ˆiL∞(E3), i.e., Φ admits a representation
Φ(x, y, z) =
∫
Ω
ϕ(x, ω)ψ(y, ω)χ(z, ω) dσ(ω), (3.9)
where (Ω, σ) is a measure space, ϕ is a measurable function on X ×Ω, ψ is a measurable
function on Y × Ω, χ is a measurable function on Z × Ω, and∫
Ω
‖ϕ(·, ω)‖L∞(E)‖ψ(·, ω)‖L∞(F )‖χ(·, ω)‖L∞(G) dσ(ω) <∞.
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Suppose now that T1 is a bounded linear operator from H2 to H1 and T2 is a bounded
linear operator from H3 to H2. For a function Φ in L∞(E1)⊗ˆiL∞(E2)⊗ˆiL∞(E3) of the
form (3.9), we put∫
X
∫
Y
∫
Z
Φ(x, y, z) dE1(x)T1 dE2(y)T2 dE3(z) (3.10)
def
=
∫
Ω

∫
X
ϕ(x, ω) dE1(x)

 T1

∫
Y
ψ(y, ω) dE2(y)

 T2

∫
Z
χ(z, ω) dE3(z)

 dσ(ω).
It was shown in [Pe5] (see also [ACDS] for a different proof) that the above definition
does not depend on the choice of a representation (3.9).
It is easy to see that the following inequality holds∥∥∥∥∥∥
∫
X
∫
Y
∫
Z
Φ(x, y, z) dE1(x)T1 dE2(y)T2 dE3(z)
∥∥∥∥∥∥ ≤ ‖Φ‖L∞⊗ˆiL∞⊗ˆiL∞ · ‖T1‖ · ‖T2‖.
In particular, the triple operator integral on the left-hand side of (3.10) can be defined
if Φ belongs to the projective tensor product L∞(E1)⊗ˆL∞(E2)⊗ˆL∞(E3), i.e., Φ admits
a representation
Φ(x, y, z) =
∑
n≥1
ϕn(x)ψn(y)χn(z),
where ϕn ∈ L∞(E1), ψn ∈ L∞(E2), χn ∈ L∞(E3) and∑
n≥1
‖ϕn‖L∞(E1)‖ψn‖L∞(E2)‖χn‖L∞(E3) <∞.
In a similar way one can define multiple operator integrals, see [Pe5].
Recall that multiple operator integrals were considered earlier in [Pa] and [St]. How-
ever, in those papers the class of functions Φ for which the left-hand side of (3.10) was
defined is much narrower than in the definition given above.
Multiple operator integrals are used in [Pe5] in connection with the problem of evaluat-
ing higher order operator derivatives. To obtain formulae for higher operator derivatives,
one has to integrate divided differences of higher orders (see [Pe5]).
In this paper we are going to integrate divided differences of higher orders to estimate
the norms of higher order differences (1.3).
For a function f on the circle the divided differences Dkf of order k are defined
inductively as follows:
D
0f
def
= f ;
if k ≥ 1, then in the case when λ1, λ2, · · · , λk+1 are distinct points in T,
(Dkf)(λ1, · · · , λk+1) def= (D
k−1f)(λ1, · · · , λk−1, λk)− (Dk−1f)(λ1, · · · , λk−1, λk+1)
λk − λk+1
(the definition does not depend on the order of the variables). Clearly,
Df = D1f.
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If f ∈ Ck(T), then Dkf extends by continuity to a function defined for all points
λ1, λ2, · · · , λk+1.
It can be shown that
(Dnf)(λ1, . . . , λn+1) =
n+1∑
k=1
f(λk)
k−1∏
j=1
(λk − λj)−1
n+1∏
j=k+1
(λk − λj)−1.
Similarly, one can define the divided difference of order k for functions on the real
line.
It was shown in [Pe5] that if f is a trigonometric polynomial of degree d, then∥∥Dkf∥∥
C(T)⊗ˆ···⊗ˆC(T)
≤ const dk‖f‖L∞ . (3.11)
If f is an entire function of exponential type at most σ that is bounded on R, then∥∥Dkf∥∥
L∞⊗ˆi···⊗ˆiL∞
≤ const σk‖f‖L∞(R). (3.12)
Note that recently in [JTT] Haagerup tensor products were used to define multiple
operator integrals. However, it is not clear whether this can lead to stronger results in
perturbation theory.
3.3. Multiple operator integrals with respect to semi-spectral measures.
Let H be a Hilbert space and let (X ,B) be a measurable space. A map E from B to the
algebra B(H) of all bounded operators on H is called a semi-spectral measure if
E(∆) ≥ 0, ∆ ∈ B,
E(∅) = 0 and E(X ) = I,
and for a sequence {∆j}j≥1 of disjoint sets in B,
E

 ∞⋃
j=1
∆j

 = lim
N→∞
N∑
j=1
E(∆j) in the weak operator topology.
If K is a Hilbert space, (X ,B) is a measurable space, E : B → B(K) is a spectral
measure, and H is a subspace of K, then it is easy to see that the map E : B → B(H)
defined by
E(∆) = PHE(∆)
∣∣H, ∆ ∈ B, (3.13)
is a semi-spectral measure. Here PH stands for the orthogonal projection onto H.
Naimark proved in [Nai] that all semi-spectral measures can be obtained in this way,
i.e., a semi-spectral measure is always a compression of a spectral measure. A spectral
measure E satisfying (3.13) is called a spectral dilation of the semi-spectral measure E .
A spectral dilation E of a semi-spectral measure E is called minimal if
K = clos span{E(∆)H : ∆ ∈ B}.
It was shown in [MM] that if E is a minimal spectral dilation of a semi-spectral
measure E , then E and E are mutually absolutely continuous and all minimal spectral
dilations of a semi-spectral measure are isomorphic in the natural sense.
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If ϕ is a bounded complex-valued measurable function on X and E : B→ B(H) is a
semi-spectral measure, then the integral∫
X
ϕ(x) dE(x) (3.14)
can be defined as ∫
X
ϕ(x) dE(x) = PH
(∫
X
ϕ(x) dE(x)
)∣∣∣∣H, (3.15)
where E is a spectral dilation of E . It is easy to see that the right-hand side of (3.15)
does not depend on the choice of a spectral dilation. The integral (3.14) can also be
computed as the limit of sums∑
ϕ(xα)E(∆α), xα ∈ ∆α,
over all finite measurable partitions {∆α}α of X .
If T is a contraction on a Hilbert space H, then by the Sz.-Nagy dilation theorem (see
[SNF]), T has a unitary dilation, i.e., there exist a Hilbert space K such that H ⊂ K and
a unitary operator U on K such that
T n = PHU
n
∣∣H, n ≥ 0, (3.16)
where PH is the orthogonal projection onto H. Let EU be the spectral measure of U .
Consider the operator set function E defined on the Borel subsets of the unit circle T by
E(∆) = PHEU (∆)
∣∣H, ∆ ⊂ T.
Then E is a semi-spectral measure. It follows immediately from (3.16) that
T n =
∫
T
ζn dE(ζ) = PH
∫
T
ζn dEU (ζ)
∣∣∣H, n ≥ 0. (3.17)
Such a semi-spectral measure E is called a semi-spectral measure of T. Note that it is not
unique. To have uniqueness, we can consider a minimal unitary dilation U of T , which
is unique up to an isomorphism (see [SNF]).
It follows easily from (3.17) that
f(T ) = PH
∫
T
f(ζ) dEU (ζ)
∣∣∣H
for an arbitrary function ϕ in the disk-algebra CA.
In [Pe2] and [Pe6] double operator integrals and multiple operator integrals with re-
spect to semi-spectral measures were introduced.
Suppose that (X1,B1) and (X2,B2) are measurable spaces, and E1 : B1 → B(H1)
and E2 : B2 → B(H2) are semi-spectral measures. Then double operator integrals∫∫
X1×X2
Φ(x1, x2) dE1(x1)QdE2(X2).
were defined in [Pe6] in the case when Q ∈ S2 and Φ is a bounded measurable function.
Double operator integrals were also defined in [Pe6] in the case when Q is a bounded
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linear operator and Φ belongs to the integral projective tensor product of the spaces
L∞(E1) and L∞(E2).
In particular, the following analog of the Birman–Solomyak formula holds:
f(R)− f(T ) =
∫∫
T×T
(
Df
)
(ζ, τ) dER(ζ)(R− T ) dET (τ). (3.18)
Here T and R contractions on Hilbert space, ET and ER are their semi-spectral measures,
and f is an analytic function in D of class
(
B1∞1
)
+
.
Similarly, multiple operator integrals with respect to semi-spectral measures were
defined in [Pe6] for functions that belong to the integral projective tensor product of the
corresponding L∞ spaces.
We also mention here the paper [KS4], in which another approach is used to study
perturbations of functions of contractions.
4. Ho¨lder–Zygmund estimates for self-adjoint operators
In this section we show that Ho¨lder functions on R of order α, 0 < α < 1, must also
be operator Ho¨lder of order α. We also obtain similar results for all Ho¨lder–Zygmund
classes Λα(R), 0 < α <∞. For simplicity, we give complete proofs in the case of bounded
self-adjoint operators and explain without details that similar inequalities also hold for
unbounded self-adjoint operators. We are going to give a detailed treatment of the case
of unbounded operators in [AP3].
We compare in this section our results with an inequality by Birman, Koplienko, and
Solomyak [BKS].
Note that if A and B are self-adjoint operators, we say that the operator A − B is
bounded if B = A + K for some bounded self-adjoint operator K. In particular, this
implies that the domains of A and B coincide. We say that ‖A−B‖ =∞ if there is no
such a bounded operator K that B = A+K.
Theorem 4.1. Let 0 < α < 1. Then there is a constant c > 0 such that for every
f ∈ Λα(R) and for arbitrary self-adjoint operators A and B on Hilbert space the following
inequality holds:
‖f(A)− f(B)‖ ≤ c ‖f‖Λα(R) · ‖A−B‖α.
Proof. If A and B are bounded operators, it follows from Theorem 2.2 that we may
assume that f ∈ L∞(R) and we have to obtain an estimate for ‖f(A)− f(B)‖ that does
not depend on ‖f‖L∞ .
Put
fn = f ∗Wn + f ∗W ♯n.
Let us show that
f(A)− f(B) =
∞∑
n=−∞
(
fn(A)− fn(B)
)
(4.1)
and the series on the right converges absolutely in the operator norm.
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For N ∈ Z, we put
gN = f ∗ VN
(recall that VN is the de la Valle´e Possin type kernel defined in § 2.1). Clearly,
f = f ∗ VN +
∑
n>N
fn
and the series on the right converges absolutely in the L∞ norm. Thus
f(A) =
(
f ∗ VN
)
(A) +
∑
n>N
fn(A) and f(B) =
(
f ∗ VN
)
(B) +
∑
n>N
fn(B),
and the series converge absolutely in the operator norm. We have
f(A)− f(B)−
∑
n>N
(
fn(A)− fn(B)
)
=
(
f(A)−
∑
n>N
fn(A)
)
−
(
f(B)−
∑
n>N
fn(B)
)
= gN (A)− gN (B).
Since gN ∈ L∞(R) and gN is an entire function of exponential type at most 2N+1, it
follows from (3.3) and (3.8) that
‖gN (A)− gN (B)‖ ≤ const 2N‖f ∗ VN‖L∞‖A−B‖ ≤ const 2N‖f‖L∞‖A−B‖ → 0
as N → −∞. This proves (4.1).
Let now N be the integer such that
2−N < ‖A−B‖ ≤ 2−N+1. (4.2)
We have
f(A)− f(B) =
∑
n≤N
(
fn(A) − fn(B)
)
+
∑
n>N
(
fn(A)− fn(B)
)
.
It follows from (2.5) and (4.2) that∥∥∥∥∥∥
∑
n≤N
(
fn(A)− fn(B)
)∥∥∥∥∥∥ ≤
∑
n≤N
∥∥fn(A)− fn(B)∥∥
≤ const
∑
n≤N
2n‖fn‖L∞‖A−B‖
≤
∑
n≤N
2n2−nα‖f‖Λα(R)‖A−B‖
≤ const 2N(1−α)‖f‖Λα(R)‖A−B‖ ≤ ‖f‖Λα(R)‖A−B‖α.
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On the other hand,∥∥∥∥∥∑
n>N
(
fn(A) − fn(B)
)∥∥∥∥∥ ≤ ∑
n>N
(
‖fn(A)‖+ ‖fn(B)‖
)
≤ 2
∑
n>N
‖fn‖L∞ ≤ const
∑
n>N
2−Nα‖f‖Λα(R)
≤ const 2−Nα‖f‖Λα(R) ≤ const ‖f‖Λα(R)‖A−B‖α
by (4.2). This completes the proof in the case of bounded self-adjoint operators.
In the case of unbounded self-adjoint operators the same reasoning holds if by
f(A)− f(B) we understand the series∑
n∈Z
(
fn(A)− fn(B)
)
,
which converges absolutely. In [AP3] we are going to consider the case of unbounded
self-adjoint operators in more detailed. 
Remark. Note that Birman, Koplienko, and Solomyak obtained in [BKS] the follow-
ing result: if A and B are positive self-adjoint operators and 0 < α < 1, then
‖Aα −Bα‖ ≤ ‖A−B‖α.
It follows from Theorem 4.1 that under the same assumptions
‖Aα −Bα‖ ≤ const ‖A−B‖α.
Indeed, it suffices to apply Theorem 4.1 to the operators A, B and the function f ∈ Λα(R)
defined by f(t) = |t|α, t ∈ R.
Let us now state the result for arbitrary Ho¨lder–Zygmund classes Λα(R).
Theorem 4.2. Let 0 < α < m. Then there exists a constant c > 0 such that for every
self-adjoint operators A and K on Hilbert space the following inequality holds:∥∥∥∥∥∥
m∑
j=0
(−1)m−j
(
m
j
)
f
(
A+ jK
)∥∥∥∥∥∥ ≤ c ‖f‖Λα(R) · ‖K‖α.
We need the following lemma.
Lemma 4.3. Let m be a positive integer and let f be a bounded function of class
Bm∞1(R). If A and K are self-adjoint operators on Hilbert space, then
m∑
j=0
(−1)m−j
(
m
j
)
f
(
A+ jK
)
= m!
∫
· · ·
∫
︸ ︷︷ ︸
m+1
(Dmf)(x1, · · · , xm+1) dEA(x1)K dEA+K(x2)K · · ·K dEA+mK(xm+1).
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For simplicity, we prove Theorem 4.2 and Lemma 4.3 for m = 2. The general case can
be treated in the same way.
Proof of Lemma 4.3. In the case m = 2 we have to establish the following formula
for f ∈ B2∞1(R):
f(A+K)− 2f(A) + f(A−K) =2
∫∫∫
(D2f)(x, y, z) dEA+K(x)K dEA(y)K dEA−K(z).
Put T = f(A+K)− 2f(A) + f(A−K). By (3.3),
T = f(A+K)− f(A)− (f(A)− f(A−K))
=
∫∫
(Df)(x, y) dEA+K(x)K dEA(y)−
∫∫
(Df)(x, y) dEA(x)K dEA−K(y)
=
∫∫
(Df)(x, y) dEA+K(x)K dEA(y)−
∫∫
(Df)(x, y) dEA+K(x)K dEA−K(y)
+
∫∫
(Df)(x, y) dEA+K(x)K dEA−K(y)−
∫∫
(Df)(x, y) dEA(x)K dEA−K(y).
We have∫∫
(Df)(x, y) dEA+K(x)K dEA(y)−
∫∫
(Df)(x, y) dEA+K(x)K dEA−K(y)
=
∫∫
(Df)(x, y) dEA+K(x)K dEA(y)−
∫∫
(Df)(x, z) dEA+K(x)K dEA−K(z)
=
∫∫∫
(Df)(x, y) dEA+K(x)K dEA(y) dEA−K(z)
−
∫∫∫
(Df)(x, z) dEA+K(x)K dEA(y) dEA−K(z)
=
∫∫∫
(y − z)(D2f)(x, y, z) dEA+K(x)K dEA(y) dEA−K(z)
=
∫∫∫
(D2f)(x, y, z) dEA+K(x)K dEA(y)K dEA−K(z).
Similarly,∫∫
(Df)(x, y) dEA+K(x)K dEA−K(y)−
∫∫
(Df)(x, y) dEA(x)K dEA−K(y)
=
∫∫∫
(D2f)(x, y, z) dEA+K(x)K dEA(y)K dEA−K(z).
Thus
T = 2
∫∫∫
(D2f)(x, y, z) dEA+K(x)K dEA(y)K dEA−K(z). 
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Proof of Theorem 4.2. By Theorem 2.2, we may assume that f is a bounded
function.
We are going to use the same notation fn and gN as in the proof of Theorem 4.1. In
the case when A and K are bounded self-adjoint operators we show that
f(A+K)− 2f(A) + f(A−K) =
∞∑
n=−∞
(
fn(A+K)− 2fn(A) + fn(A−K)
)
, (4.3)
and the series converges absolutely in the operator norm. As in the proof of Theorem
4.1, we can easily see that
f(A+K) =
(
f ∗ VN
)
(A+K) +
∑
n>N
fn(A+K),
f(A) =
(
f ∗ VN
)
(A) +
∑
n>N
fn(A),
and
f(A−K) = (f ∗ VN)(A−K) + ∑
n>N
fn(A−K),
and the series converge absolutely in the operator norm. It follows that
f(A+K)− 2f(A) + f(A−K)−
∑
n>N
(
fn(A+K)− 2fn(A) + fn(A−K)
)
=
(
f(A+K)−
∑
n>N
fn(A+K)
)
− 2
(
f(A)−
∑
n>N
fn(A)
)
+
(
f(A−K)−
∑
n>N
fn(A−K)
)
= gN (A+K)− 2gN (A) + gN (A−K).
Since gN ∈ L∞(R) and gN is an entire function of exponential type at most 2N+1, it
follows from Lemma 4.3 and from (3.12) that∥∥gN (A+K)− 2gN (A) + gN (A−K)∥∥ ≤ const 2−2N‖gN‖L∞‖K‖
≤ const 2−2N‖f‖L∞‖K‖ → 0 and m→∞.
This implies that the series on the right-hand side of (4.3) converges absolutely in the
operator norm.
As in the proof of Theorem 4.1, we consider the integer N satisfying
2−N < ‖K‖ ≤ 2−N+1. (4.4)
Put now
T1
def
=
∑
n≤N
(
fn(A+K)− 2fn(A) + fn(A−K)
)
and
T2
def
=
∑
n>N
(
fn(A+K)− 2fn(A) + fn(A−K)
)
.
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It follows now from Lemma 4.3, from (4.4), and (3.12) that
‖T1‖ ≤
∑
n≤N
‖fn(A+K)− 2fn(A) + fn(A−K)‖
= 2
∑
n≤N
∥∥∥∥
∫∫∫
(D2fn)(x, y, z) dEA+K (x)K dEA(y)K dEA−K(z)
∥∥∥∥
≤ const
∑
n≤N
22n‖fn‖L∞‖K‖2 ≤ const
∑
n≤N
2n(2−α)‖f‖Λα(R)‖K‖2
≤ const 2N(2−α)‖K‖2‖f‖Λα(R) ≤ const ‖f‖Λα(R)‖K‖α.
On the other hand, by (4.4),
‖T2‖ ≤
∑
n>N
∥∥(fn(A+K)− 2fn(A) + fn(A−K))∥∥
≤ 4
∑
n>N
‖fn‖L∞ ≤ const
∑
n>N
2−nα‖f‖Λα(R)
≤ const 2−Nα‖f‖Λα(R) ≤ const ‖K‖α.
As in the case α < 1, for unbounded self-adjoint operators we understand by
f(A+K)− 2f(A) + f(A−K) the sum of the following series∑
n∈Z
(
fn(A+K)− 2fn(A) + fn(A−K)
)
,
which converges absolutely. We refer the reader to [AP3] where the case of unbounded
self-adjoint operators will be considered in more detail. 
Corollary 4.4. There exists a constant c > 0 such that for an arbitrary function f
in the Zygmund class Λ1(R) and arbitrary self-adjoint operators A and K, the following
inequality holds: ∥∥f(A+K)− 2f(A) + f(A−K)∥∥ ≤ c‖f‖Λ1(R)‖K‖.
Remark. We can interpret Theorem 4.2 in the following way. Consider the measure
ν on R defined by
ν
def
= ∆m1 δ0 =
m∑
j=0
(−1)m−j
(
m
j
)
δ−j ,
where for a ∈ R, δa is the unit point mass at a. Then
m∑
j=0
(−1)m−j
(
m
j
)
f
(
A+ jK
)
=
∫
R
f(A− tK) dν(t).
Clearly, ν determines a continuous linear functional on λα(R) defined by
f 7→
∫
R
f(t) dν(t).
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In other words, ν ∈ B−α1 (R) (see § 2.1). We are going to generalize Theorem 4.2 to the
case of an arbitrary distribution in B−α1 (R).
For simplicity, we consider here the case of bounded self-adjoint operators A. In [AP3]
we will consider the case of an arbitrary (not necessarily bounded) self-adjoint operator
A.
It follows from Theorem 4.2 that for arbitrary vectors u and v in our Hilbert space H
and for an arbitrary function f in Λα(R), the function
t 7→ fu,vA,K(t)
def
=
(
f(A− tK)u, v)
belongs to Λα(R). Identifying the space Λα(R) with the dual space to B
−α
1 (see § 2.1), we
can consider for every distribution g in B−α1 (R) the value 〈fu,vA,K , g〉 of fu,vA,K ∈
(
B−α1 (R)
)∗
at g. We define now the operator QgA,K : Λα(R)→ B(H) by((QgA,Kf)u, v) = 〈fu,vA,K, g〉, f ∈ Λα(R), u, v ∈ H.
Theorem 4.5. Let α > 0. Then there exists c > 0 such that for every self-adjoint
operators A and K, for every f ∈ Λα(R), and for every g ∈ B−α1 ,∥∥QgA,Kf‖ ≤ c ‖f‖Λα(R)‖g‖B−α
1
(R)‖K‖α. (4.5)
Proof. Let m be the smallest integer greater than α. By Theorem 4.2, inequality
(4.5) holds for g = ∆m1 δ0. Hence, the result also holds for g = ∆
m
h δa for arbitrary
h, a ∈ R.
To complete the proof, it suffices to use the following fact (see [A], Th. 3.1): if
g ∈ B−α1 (R), then g admits a representation in the form of a norm convergent series
g =
∑
j≥1
λj∆
m
hj
δaj , hj , aj ∈ R,
such that ∑
j≥1
|λj | ·
∥∥∆mhjδaj∥∥B−α
1
(R)
≤ const ‖g‖B−α
1
(R). 
5. The case of unitary operators
In this section we obtain analogs of the results of the previous section for functions of
unitary operators. We also obtain an estimate for ‖f(U)− f(V )‖ for a function f in the
Zygmund class Λ1 and unitary operators U and V .
Theorem 5.1. Let 0 < α < 1. Then there is a constant c > 0 such that for every
f ∈ Λα and for arbitrary unitary operators U and V on Hilbert space the following
inequality holds:
‖f(U)− f(V )‖ ≤ c ‖f‖Λα · ‖U − V ‖α.
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Proof. Let f ∈ Λα. We have
f = P+f + P−f = f+ + f−.
We estimate ‖f+(U)−f+(V )‖. The norm of f−(U)−f−(V ) can be obtained in the same
way. Thus we assume that f = f+. Let
fn
def
= f ∗Wn.
Then
f =
∑
n≥0
fn. (5.1)
Clearly, we may assume that U 6= V . Let N be the nonnegative integer such that
2−N < ‖U − V ‖ ≤ 2−N+1. (5.2)
We have
f(U)− f(V ) =
∑
n≤N
(
fn(U)− fn(V )
)
+
∑
n>N
(
fn(U)− fn(V )
)
.
By the Birman–Solomyak formula for unitary operators and by (3.7),∥∥∥∥∥∥
∑
n≤N
(
fn(U)− fn(V )
)∥∥∥∥∥∥ ≤
∑
n≤N
∥∥fn(U)− fn(V )∥∥
≤ const
∑
n≤N
2n‖U − V ‖ · ‖fn‖L∞
≤ const ‖U − V ‖
∑
n≤N
2n2−nα‖f‖Λα
≤ const ‖U − V ‖2N(1−α)‖f‖Λα ≤ const ‖U − V ‖α‖f‖Λα ,
the last inequality being a consequence of (5.2).
On the other hand,∥∥∥∥∥∑
n>N
(
fn(U)− fn(V )
)∥∥∥∥∥ ≤ ∑
n>N
2‖fn‖L∞ ≤ const
∑
n>N
2−nα‖f‖Λα
≤ const 2−Nα‖f‖Λα ≤ const ‖U − V ‖α‖f‖Λα . 
To obtain an analog of Theorem 4.2 for unitary operator, we are going to represent a
finite difference
N∑
j=1
(−1)j−1
(
N − 1
j − 1
)
f(Uj)
for unitary operators U1, · · · , UN as a linear combination of multiple operator integrals.
Note that algebraic formulae in the case of unitary operators are more complicated
than in the case of self-adjoint operators. That is why we consider the case of unitary
operators in more detail.
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We first illustrate the idea in the special case N = 3.
Let us show that for unitary operators U1, U2 and U3 and for f ∈ B2∞1,
f(U1)− 2f(U2) + f(U3) =2
∫∫∫
(D2f)(ζ, τ, υ) dE1(ζ)(U1 − U2) dE2(τ)(U2 − U3) dE3(υ)
+
∫∫
(Df)(ζ, τ) dE1(ζ)(U1 − 2U2 + U3) dE3(τ). (5.3)
Indeed, let T = f(U1)− 2f(U2) + f(U3). Then
T = f(U1)− f(U2)−
(
f(U2)− f(U3)
)
=
∫∫
(Df)(ζ, τ) dE1(ζ)(U1 − U2) dE2(τ)−
∫∫
(Df)(ζ, τ) dE2(ζ)(U2 − U3) dE3(τ)
=
∫∫
(Df)(ζ, τ) dE1(ζ)(U1 − U2) dE2(τ)−
∫∫
(Df)(ζ, τ) dE1(ζ)(U1 − U2) dE3(τ)
+
∫∫
(Df)(ζ, τ) dE1(ζ)(U1 − U2) dE3(τ)−
∫∫
(Df)(ζ, τ) dE1(ζ)(U2 − U3) dE3(τ)
+
∫∫
(Df)(ζ, τ) dE1(ζ)(U2 − U3) dE3(τ)−
∫∫
(Df)(ζ, τ) dE2(ζ)(U2 − U3) dE3(τ).
We have∫∫
(Df)(ζ, τ) dE1(ζ)(U1 − U2) dE2(τ)−
∫∫
(Df)(ζ, τ) dE1(ζ)(U1 − U2) dE3(τ)
=
∫∫
(Df)(ζ, τ) dE1(ζ)(U1 − U2) dE2(τ)−
∫∫
(Df)(ζ, υ) dE1(ζ)(U1 − U2) dE3(υ)
=
∫∫∫
(Df)(ζ, τ) dE1(ζ)(U1 − U2) dE2(τ) dE3(υ)
−
∫∫∫
(Df)(ζ, υ) dE1(ζ)(U1 − U2) dE2(τ) dE3(υ)
=
∫∫∫
(τ − υ)(D2f)(ζ, τ, υ) dE1(ζ)(U1 − U2) dE2(τ) dE3(υ)
=
∫∫∫
(D2f)(ζ, τ, υ) dE1(ζ)(U1 − U2) dE2(τ)(U2 − U3) dE3(υ).
Similarly,∫∫
(Df)(ζ, τ) dE1(ζ)(U2 − U3) dE3(τ)−
∫∫
(Df)(ζ, τ) dE2(ζ)(U2 − U3) dE3(τ)
=
∫∫∫
(D2f)(ζ, τ, υ) dE1(ζ)(U1 − U2) dE2(τ)(U2 − U3) dE3(υ).
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Finally,∫∫
(Df)(ζ, τ) dE1(ζ)(U1 − U2) dE3(τ)−
∫∫
(Df)(ζ, τ) dE1(ζ)(U2 − U3) dE3(τ)
=
∫∫
(Df)(ζ, τ) dE1(ζ)(U1 − 2U2 + U3) dE3(τ). 
Consider now the general case. Suppose that U = {Uj}N1 is a finite family of unitary
operators. Denote by Ej the spectral measure of Ej . For 1 ≤ j < k ≤ N , we put
T (j, k) =
k−j∑
s=0
(−1)s
(
k − j
s
)
Uj+s.
Note that
T (j, k) − T (j + 1, k + 1) = T (j, k + 1), 1 ≤ j < k ≤ N − 1. (5.4)
Let J be a nonempty subset of {1, 2, · · · , N}. We denote by d = dJ the number
of elements of J . Suppose that J = {j1, j2, · · · , jd}, where j1 < j2 < · · · < jd. For
f ∈ Bd−1∞1 , we put
IJ(U , f) def=
∫
· · ·
∫
︸ ︷︷ ︸
d
(
D
d−1f
)
(ζ1, · · · , ζd) dEj1(ζ1)
d∏
s=2
T (js−1, js) dEjs(ζs).
Though, we need the case, dJ ≥ 2, but we still can assume that dJ = 1, in which case
we put
IJ(U , f) def=
∫
f(ζ) dEj(ζ), where J = {j}.
We denote by A the collection of all finite subsets of the set of positive integers and
by AN the collection of all subsets J ∈ A such that the maximal element of J is N .
If J1, J2 ∈ A, we say that J1 is an ancestor of J2 if J2 can be partitioned in nonempty
subsets J ′2 and J
′′
2 such that maxJ
′
2 < min J
′′
2 and J1 = J
′
2
⋃(
J ′′2 −1
)
(by Λ−1 we mean
the left translate of a subset Λ of Z by 1). Each such partition is called an evidence of the
fact that J1 is an ancestor of J2. We denote by #(J1, J2) the number of such evidences
and we put #(J1, J2) = 0 if J1 is not an ancestor of J2. Note that the property of being
an ancestor is not transitive.
If #(J1, J2) ≥ 1, then maxJ2 = 1 + max J1 and 0 ≤ dJ2 − dJ1 ≤ 1. It is also easy to
see that if dJ1 = dJ2 , then #(J1, J2) = 1.
Let us construct now the family κJ of integers by induction. Put κ{1} = 1. Suppose
that the numbers κJ are defined for J ∈ AN−1. Let J ∈ AN . Put
κJ =
∑
I∈AN−1
#(I, J)κI .
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Clearly, κJ is a positive integer for every J ∈ A. We leave for the reader the verification
of the fact that for {j1, j2, · · · , jd} ∈ A,
κJ =
(jd − j1)!∏d
s=2
(
js − js−1
)
!
.
Theorem 5.2. Let N be a positive integer and let U = {Uj}Nj=1 be unitary operators
on Hilbert space. Suppose that f is a function in the Besov space BN−1∞1 . Then
N∑
j=1
(−1)j−1
(
N − 1
j − 1
)
f(Uj) =
∑
J∈AN
κJIJ(U , f).
We need one more lemma. To state it, we introduce some more notation. For J ∈ A,
we denote by L(J) the collection of nonempty proper subsets of J such that
maxΛ < min(J \ Λ).
For Λ ∈ L(J), we put
Λ◦J
def
= J \ Λ and Λ•J def= Λ◦J ∪ {maxΛ}.
If J is specified, we write Λ◦ and Λ• instead of Λ◦J and Λ
•
J .
Lemma 5.3. Let J ∈ AN−1. Then
IJ(U , f)− IJ+1(U , f) =
∑
Λ∈L(J)
IΛ∪(Λ◦+1)(U , f) +
∑
Λ∈L(J)
IΛ∪(Λ•+1)(U , f) + IJ∪{N}(U , f).
Proof. The above identity can be verified straightforwardly if we observe that the
multiple operator integral∫
· · ·
∫
︸ ︷︷ ︸
d
(
D
d−1f
)
(ζ1, · · · , ζd) dF1(ζ1)
d∏
s=2
Qs−1 dFs(ζs)
is a multilinear function in the operators Qs and use the following easily verifiable iden-
tity:∫∫ (
Df
)
(ζ1, ζ2) dE1(ζ1)(U1 − U2) dE2(ζ2) =
∫
f(ζ) dE1(ζ)−
∫
f(ζ) dE2(ζ). 
Proof of Theorem 5.2. We argue by induction on N . For N = 1, we have
f(U1) =
∫
f(ζ1) dE(ζ1).
Suppose that the result holds for N − 1 unitary operators. Put U− def= {Uj+1}N−1j=1 . We
have
N−1∑
j=1
(−1)j−1
(
N − 2
j − 1
)
f(Uj) =
∑
J∈AN−1
κJIJ(U , f)
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and
N−1∑
j=1
(−1)j−1
(
N − 2
j − 1
)
f(Uj+1) =
∑
J∈AN−1
κJIJ(U−, f) =
∑
J∈AN−1
κJIJ+1(U , f).
It follows now from (5.4) and Lemma 5.3 that
N∑
j=1
(−1)j−1
(
N − 1
j − 1
)
f(Uj) =
∑
J∈AN−1
κJ
(IJ(U , f)− IJ+1(U , f))
=
∑
J∈AN−1
κJ

 ∑
Λ∈L(J)
IΛ∪(Λ◦+1)(U , f) +
∑
Λ∈L(J)
IΛ∪(Λ•+1)(U , f) + IJ∪{N}(U , f)

 .
It remains to observe that a set J in AN−1 is an ancestor of a set J0 in AN if and only
if J0 = Λ ∪ (Λ◦ + 1) for some Λ ∈ L(J) or J0 = Λ ∪ (Λ• + 1) for some Λ ∈ L(J) or
J0 = J ∪ {N}. 
Theorem 5.4. Let m be a positive integer and 0 < α < m. Then there exists a
constant c > 0 such that for every f ∈ Λα and for an arbitrary unitary operator U and
an arbitrary bounded self-adjoint operator A on Hilbert space the following inequality
holds: ∥∥∥∥∥
m∑
k=0
(−1)k
(
m
k
)
f
(
eikAU
)∥∥∥∥∥ ≤ c ‖f‖Λα‖A‖α.
Proof. For simplicity we give a proof for m = 2. The general case can be treated
in the same way. We have to show that for 0 < α < 2, there is a constant c > 0 such
that for every f ∈ Λα and for arbitrary unitary operators U and V on Hilbert space the
following inequality holds:
‖f(VU)− 2f(U) + f(V∗U)‖ ≤ c‖f‖Λα‖I − V‖α.
As in the proof of Theorem 5.1, we assume that f = f+ and consider the expansion
f =
∑
n≥0
fn.
Let N be the nonnegative integer such that
2−N < ‖I − V‖ ≤ 2−N+1. (5.5)
We have
f(VU)− 2f(U) + f(V∗U) =
∑
n≤N
(
fn(VU)− 2fn(U) + fn(V∗U)
)
+
∑
n>N
(
fn(VU)− 2fn(U) + fn(V∗U)
)
.
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Let Tn = fn(VU)− 2fn(U) + fn(V∗U). It follows from (5.3) that
Tn = 2
∫∫∫
(D2fn)(ζ, τ, υ) dEVU (ζ)U(V − I) dEU (τ)U(I − V∗) dEV∗U (υ)
+
∫∫
(Dfn)(ζ, τ) dEVU (ζ)U(V − 2I + V∗) dEV∗U (τ).
By (3.11), we have∥∥∥∥
∫∫∫
(D2fn)(ζ, τ, υ) dEVU (ζ)U(V − I) dEU (τ)U(I − V∗) dEV∗U (υ)
∥∥∥∥≤const 22n‖I−V‖2.
On the other hand, by (3.7),∥∥∥∥
∫∫
(Dfn)(ζ, τ) dEVU (ζ)U(V − 2I + V∗) dEV∗U (τ)
∥∥∥∥ ≤ const 2n‖V − 2I + V∗‖
≤ const 2n‖I − V‖2.
Thus ∥∥∥∥∥∥
∑
n≤N
(
fn(VU)− 2fn(U) + fn(V∗U)
)∥∥∥∥∥∥ ≤ const ‖I − V‖2
∑
n≤N
22n‖fn‖L∞
≤ const ‖I − V‖2
∑
n≤N
22n2−nα‖f‖Λα
≤ const ‖I − V‖22N(2−α)‖f‖Λα
≤ const ‖f‖Λα‖I − V‖α
by (5.5).
To complete the proof, we observe that∥∥∥∥∥∑
n>N
(
fn(VU)− 2fn(U) + fn(V∗U)
)∥∥∥∥∥ ≤ ∑
n>N
‖(fn(VU)− 2fn(U) + fn(V∗U)
)‖
≤
∑
n>N
4‖fn‖L∞ ≤ const ‖f‖Λα
∑
n>N
2−nα
≤ const ‖f‖Λα2−Nα ≤ const ‖I − V‖α
by (5.5). 
The following result gives an estimate for ‖f(U) − f(V )‖ for functions f in the Zyg-
mund class Λ1.
Theorem 5.5. There exists a constant c > 0 such that for every function f ∈ Λ1 and
for arbitrary unitary operators U and V on Hilbert space the following inequality holds:
‖f(U)− f(V )‖ ≤ c ‖f‖Λ1
(
2 + log2
1
‖U − V ‖
)
‖U − V ‖.
31
Proof. Again, as in the proof of Theorem 5.1, we assume that f = f+ and N is
the nonnegative integer satisfying (5.2). Using the notation introduced in the proof of
Theorem 5.1, we obtain∥∥∥∥∥∥
∑
n≤N
(
fn(U)− fn(V )
)∥∥∥∥∥∥ ≤
∑
n≤N
∥∥fn(U)− fn(V )∥∥
≤ const
∑
n≤N
2n‖U − V ‖ · ‖fn‖L∞
≤ const(1 +N)‖f‖Λα‖U − V ‖
≤ const ‖f‖Λα
(
2 + log2
1
‖U − V ‖
)
‖U − V ‖.
On the other hand,∥∥∥∥∥∑
n>N
(
fn(U)− fn(V )
)∥∥∥∥∥ ≤ ∑
n>N
2‖fn‖L∞ ≤ const
∑
n>N
2−n‖f‖Λα
≤ const 2−N‖f‖Λα ≤ const ‖f‖Λα‖U − V ‖. 
In a similar way we can obtain an estimate for differences of order n and functions in
Λn for an arbitrary positive integer n.
Let us obtain now an analog of Theorem 4.5 for unitary operators. Let U be a unitary
operator and let A be a bounded self-adjoint operator on a Hilbert space H. Suppose
that f ∈ Λα. By Theorem 5.4, for every u, v ∈ H, the function
t 7→ fu,vA,K(t)
def
=
(
f(eitAU)u, v
)
on R belongs to the space Λα(R). Thus for every g ∈ B−α1 (R), we can define the operator
RgU,A : Λα → B(H) such that ((RgU,Af)u, v) = 〈fu,vA,K, g〉
(here we identify the dual space (B−α1 (R))
∗ with Λα(R), see § 2.1).
Theorem 5.6. Let α > 0. Then there exists c > 0 such that for arbitrary unitary
operator U and a boundary self-adjoint operator A, and for every g ∈ B−α1 (R),∥∥RgU,A∥∥ ≤ c‖g‖B−a
1
(R)‖A‖α.
Proof. Clearly,∣∣((RgU,Af)u, v)∣∣ ≤ const ∥∥fu,vA,K∥∥Λα(R)‖g‖B−α1 (R)
≤ const ‖u‖ · ‖v‖ · ‖f‖Λα‖g‖B−α
1
(R)‖A‖α. 
32
6. The case of contractions
In this section we obtain analogs of the results of § 4 and § 5 for contractions. Recall
that if T is a contraction on Hilbert space, it follows from von Neumann’s inequality
that the polynomial functional calculus ϕ 7→ f(T ) extends to the disk-algebra CA and
‖f(T )‖ ≤ ‖f‖CA , f ∈ CA.
Theorem 6.1. Let 0 < α < 1. Then there is a constant c > 0 such that for every
f ∈ (Λα)+ and for arbitrary contractions T and R on Hilbert space the following inequal-
ity holds:
‖f(T )− f(R)‖ ≤ c ‖f‖Λα · ‖T −R‖α.
Proof. The proof of Theorem 6.1 is almost the same as the poof of Theorem 5.1. For
f ∈ (Λα)+, we use expansion (5.1) and choose N such that
2−N < ‖T −R‖ ≤ 2−N+1.
Then as in the proof of Theorem 5.1, for n ≤ N , we estimate ‖fn(T )− fn(R)‖ in terms
of const 2−n‖T − R‖ (see (3.18) and (3.7)), while for n > N we use von Neumann’s
inequality to estimate ‖fn(T )− fn(R)‖ in terms of 2‖fn‖L∞ . The rest of the proof is the
same. 
Corollary 6.2. Let f be a function in the disk algebra and 0 < α < 1. Then the
following two statements are equivalent:
(i) ‖f(T )− f(R)‖ ≤ const ‖T −R‖α for all contractions T and R,
(ii) ‖f(U)− f(V )‖ ≤ const ‖U − V ‖α for all unitary operators U and V .
Remark. This corollary is also true for α = 1. This was proved by Kissin and
Shulman [KS4].
The following result is an analog of Theorem 5.4 for contractions.
Theorem 6.3. Let m be a positive integer and 0 < α < m. Then there exists a
constant c > 0 such that for every f ∈ (Λα)+ and for arbitrary contractions T and R on
Hilbert space the following inequality holds:∥∥∥∥∥
m∑
k=0
(−1)k
(
m
k
)
f
(
T +
k
m
(T −R)
)∥∥∥∥∥ ≤ c ‖f‖Λα‖T −R‖α.
To prove Theorem 6.3, we use the following analog of Lemma 4.3.
Lemma 6.4. Let m be a positive integer and let f be a function of class
(
Bm∞1
)
+
. If
T and R are contractions on Hilbert space, then
m∑
k=0
(−1)k
(
m
k
)
f
(
T +
k
m
(T −R)
)
=
m!
mm
∫
· · ·
∫
︸ ︷︷ ︸
m+1
(Dmf)(ζ1, · · · , ζm+1) dE1(ζ1)(T −R) · · · (T −R) dEm+1(ζm+1),
33
where Ek is a semi-spectral measure of T + km(T −R).
We conclude this section with an analog of Theorem 5.5.
Theorem 6.5. There exists a constant c > 0 such that for every function f ∈ (Λ1)+
and for arbitrary contractions T and R on Hilbert space the following inequality holds:
‖f(T )− f(R)‖ ≤ c ‖f‖Λ1
(
2 + log2
1
‖T −R‖
)
‖T −R‖.
7. Arbitrary moduli of continuity
In this section we consider the problem of estimating ‖f(A) − f(B)‖ for self-adjoint
operators A and B and functions f in the space Λω (see § 2.2), where ω is an arbitrary
modulus of continuity. For simplicity, we give complete proofs for bounded self-adjoint
operators. The case of unbounded self-adjoint operators will be considered in [AP3]. We
also obtain similar results for unitary operators and for contractions.
We have mentioned in the introduction that a Lipschitz function does not have to be
operator Lipschitz and a continuously differentiable function does not have to be operator
differentiable. On the other hand, we have proved in § 4 that a Ho¨lder function of order
α ∈ (0, 1) must be operator Ho¨lder of order α as well as a Zygmund function must be
operator Zygmund. Moreover, the same is true for all classes Λα with α > 0. This
suggests an idea that the situation is similar with continuity properties of the Hilbert
transform. In this section we consider the problem for which moduli of continuity ω the
fact that f ∈ Λω implies that f belongs to the “operator space Λω”, i.e.,
‖f(A)− f(B)‖ ≤ constω(‖A−B‖).
We are going to compare this property with the fact that the Hilbert transform acts on
Λω.
Given a modulus of continuity ω, we define the function ω∗ by
ω∗(x) = x
∫ ∞
x
ω(t)
t2
dt, x > 0.
Theorem 7.1. There exists a constant c > 0 such that for every modulus of continuity
ω, every f ∈ Λω(R) and for arbitrary self-adjoint operators A and B, the following
inequality holds
‖f(A)− f(B)‖ ≤ c ‖f‖Λω(R) ω∗
(‖A−B‖).
Proof. Since A and B are bounded operators and their spectra are contained in [a, b],
we can replace a function f ∈ Λω(R) with the bounded function f♭ defined by
f♭(x) =


f(b), x > b,
f(x), x ∈ [a, b],
f(a), x < a.
(7.1)
Clearly, ‖f♭‖Λω(R) ≤ ‖f‖Λω(R). Thus we may assume that f is bounded.
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Let N be an integer. We claim that
f(A)− f(B) =
N∑
n=−∞
(
fn(A)− fn(B)
)
+
(
(f − f ∗ VN )(A)− (f − f ∗ VN )(B)
)
, (7.2)
and the series converges absolutely in the operator norm. Here fn = f ∗Wn + f ∗W ♯n
and the de la Valle´e Poussin type kernel VN is defined in § 2.1. Suppose that M < N .
Indeed, it is easy to see that
f(A)− f(B)−
(
N∑
n=M+1
(
fn(A)− fn(B)
)
+
(
(f − f ∗ VN )(A) − (f − f ∗ VN )(B)
))
=
(
(f − f ∗ VM )(A)− (f − f ∗ VM )(B)
)
.
Clearly, f − f ∗ VM is an entire function of exponential type at most 2M+1. Thus it
follows from (3.8) that∥∥(f − f ∗ VM )(A) − (f − f ∗ VM )(B)∥∥ ≤ const 2M‖f‖L∞‖A−B‖ → 0 as M → −∞.
Suppose now that N is the integer satisfying (4.2). It follows from Theorem 2.4 that∥∥(f − f ∗ VN )(A) − (f − f ∗ VN )(B)∥∥ ≤ 2‖f − f ∗ VN‖L∞
≤ const ‖f‖Λω(R)ω
(
2−N
) ≤ const ‖f‖Λω(R)ω(‖A−B‖).
On the other hand, it follows from Corollary 2.5 and from (3.8) that
N∑
n=−∞
‖fn(A)− fn(B)‖ ≤ const
N∑
n=−∞
2n‖fn‖L∞‖A−B‖
≤ const
N∑
n=−∞
2nω
(
2−n
)‖f‖Λω(R)‖A−B‖
= const
∑
k≥0
2N−kω
(
2−N+k
)‖f‖Λω(R)‖A−B‖
≤ const
(∫ ∞
2−N
ω(t)
t2
dt
)
‖f‖Λω(R)‖A−B‖
= const 2Nω∗
(
2−N
)‖f‖Λω(R)‖A−B‖
≤ const ‖f‖Λω(R)ω∗
(‖A−B‖).
The result follows now from the obvious inequality ω(x) ≤ ω∗(x), x > 0. 
Remark. Obviously, if ω∗(x) <∞ for some x > 0, then ω∗(x) <∞ for every x > 0.
It follows easily from l’Hoˆpital’s rule that in this case
lim
x→0
ω∗(x) = 0.
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Moreover, in this case ω∗ is also a modulus of continuity. Indeed, it is easy to see that
ω∗(x) =
∫ ∞
1
ω(sx)
s2
ds
which implies that
ω∗(x+ y) ≤ ω∗(x) + ω∗(y), x, y ≥ 0
and
ω∗(x) ≤ ω∗(y), 0 ≤ x ≤ y.
Note that if the modulus of continuity ω is bounded, then obviously, ω∗(x) < ∞ for
every x > 0. In the case when A and B are bounded self-adjoint operators and their
spectra are contained in [a, b], we can replace f with the function f♭ defined by (7.1)
redefine the function ω on [b− a,∞) by putting ω(x) = ω(b− a). Clearly, the modified
modulus of continuity is bounded.
Corollary 7.2. Let ω be a modulus of continuity such that
ω∗(x) ≤ const ω(x), x > 0.
Then for an arbitrary function f ∈ Λω(R) and for arbitrary self-adjoint operators A and
B on Hilbert space the following inequality holds:
‖f(A)− f(B)‖ ≤ const ‖f‖Λω(R) ω
(‖A−B‖). (7.3)
In the next result we do not pretend for maximal generality.
Corollary 7.3. Let ω be a modulus of continuity such that ω(2x) ≤ κω(x) for some
κ < 2 and all x > 0. Then ω∗(x) ≤ constω(x) and
‖f(A)− f(B)‖ ≤ const ‖f‖Λω(R) ω
(‖A−B‖)
for arbitrary self-adjoint operators A and B.
Proof. It is easy to see that
ω(t) ≤ κ
(
t
x
)log2 κ
ω(x),
whenever 0 < x ≤ t. Thus
ω∗(x) = x
∫ ∞
x
ω(t)
t2
dt ≤ κx1−log2 κω(x)
∫ ∞
x
tlog2 κ−2 dt ≤ κ
1− log2 κ
ω(x). 
Remark. It is well known (see [Z], Ch. 3, Theorem 13.30) that if ω is a modulus of
continuity, then the Hilbert transform maps Λω into itself if and only if∫ x
0
ω(t)
t
dt+ x
∫ ∞
x
ω(t)
t2
dt ≤ const ω(x), x > 0.
It follows from Corollary 7.2 that if the Hilbert transform maps Λω into itself, then (7.3)
holds. However, the converse is false. For example, we can take a bounded modulus of
continuity ω such that ω(x) is equivalent to | log x|−α near the origin and α > 0.
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In [FN] it was proved that if A and B are self-adjoint operators on Hilbert space whose
spectra are contained in [a, b] and f is a continuous function on [a, b], then
‖f(A)− f(B)‖ ≤ 4
(
log
(
b− a
‖A−B‖ + 1
)
+ 1
)2
ωf
(‖A−B‖),
where
ωf (δ) = sup
{|f(x)− f(y)| : x, y ∈ [a, b], |x− y| < δ}.
The following corollary improves the result of Farforovskaya and Nikolskaya.
Corollary 7.4. Suppose that A and B be self-adjoint operators with spectra in an
interval [a, b]. Then for a continuous function f on [a, b] the following inequality holds:
‖f(A)− f(B)‖ ≤ const log
(
b− a
‖A−B‖ + 1
)
ωf
(‖A−B‖).
Proof. Put ω = ωf . Clearly, we may assume that ω(x) = ω(b− a) for x > a. Using
the obvious inequality
ω(t)
t
≤ 2ω(x)
x
, x ≤ t,
we obtain
ω∗(x) = x
∫ ∞
x
ω(t)
t2
dt = x
∫ b−a
x
ω(t)
t2
dt+ x
∫ ∞
b−a
ω(t)
t2
dt
≤ 2ω(x)
∫ b−a
x
dt
t
+ x
ω(b− a)
b− a ≤ 2ω(x) log
b− a
x
+ 2ω(x)
= 2ω(x) log
(
b− a
x
+ 1
)
.
The result follows now from Theorem 7.1. 
Corollary 7.5. Let f be a Lipschitz function on R. Then for self-adjoint operators
A and B with spectra in an interval [a, b], the following inequality holds
‖f(A)− f(B)‖ ≤ const ‖f‖Lip log
(
b− a
‖A−B‖ + 1
)
‖A−B‖. (7.4)
Note that a similar estimate can be obtained for bounded functions f in the Zygmund
class Λ1(R). This will be done at the end of the next section.
Inequality (7.4) improves the estimate
‖f(A)− f(B)‖ ≤ const ‖f‖Lip
(
log
(
b− a
‖A−B‖ + 1
)
+ 1
)2
‖A−B‖.
obtained in [F1] (see also [F2]).
To conclude this section, we state analogs of Theorem 7.1 for unitary operators and
for contractions.
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Theorem 7.6. There exists a constant c > 0 such that for every modulus of continuity
ω, for every f ∈ Λω, and for arbitrary unitary operators U and V , the following inequality
holds
‖f(U)− f(V )‖ ≤ c ‖f‖Λω ω∗(‖U − V ‖).
Theorem 7.7. There exists a constant c > 0 such that for every modulus of continuity
ω, for every f ∈ (Λω)+, and for arbitrary contractions T and R, the following inequality
holds
‖f(T )− f(R)‖ ≤ c ‖f‖Λω ω∗(‖T −R‖).
The proofs of Theorems 7.6 and 7.7 are similar to the proof of Theorem 7.1. Actually,
they are even simpler, since we do not have to deal with convolutions with Wn and W
♯
n
with negative n which makes analogs of formula (7.2) trivial.
8. Operator continuous functions and operator moduli of continuity
In this section we introduce notions of operator continuous functions and uniformly
operator continuous functions. We also define for a given continuous function on R the
operator modulus of continuity associated with the function. We prove that a function
is operator continuous if and only if it is uniformly operator continuous.
Definition 1. For a continuous function f on R, we consider the map
A 7→ f(A) (8.1)
defined on the set of (not necessarily bounded) self-adjoint operators. We say that f
is operator continuous if the map (8.1) is continuous at every (bounded or unbounded)
self-adjoint operator A.
This means that if A is a (not necessarily bounded) self-adjoint operator, then for an
arbitrary ε > 0 there exists δ > 0 such that ‖f(A +K) − f(A)‖ < ε, whenever K is a
self-adjoint operator whose norm is less than δ.
Note that it is easy to see that if f is a continuous function on R, then the map
(8.1) is continuous at every bounded self-adjoint operator A. Indeed, this is obvious for
polynomials f . The result for arbitrary continuous functions follows from the Weirstrass
theorem.
Definition 2. Let f be a Borel function on R. It is called uniformly operator contin-
uous if for every ε > 0 there exists δ > 0 such that ‖f(A)− f(B)‖ < ε, whenever A and
B are bounded self-adjoint operators such that ‖A−B‖ < δ.
Theorem 8.1. Let f be a bounded uniformly continuous function on R. Then f is
uniformly operator continuous.
Proof. Let ω = ωf . Then ω is a bounded modulus of continuity, and so ω∗(x) <∞,
x > 0. The result follows now from Theorem 7.1 and the Remark following that theorem.

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Definition 3. Let f be a continuous function on R. Put
Ωf (δ)
def
= sup
∥∥f(A)− f(B)∥∥, δ > 0,
where the supremum is taken over all bounded self-adjoint operators A and B such that
‖A−B‖ ≤ δ. We say that Ωf is the operator modulus of continuity of f .
Note that it suffices to consider only operators A and B that are unitary equivalent
to each other. Indeed, if A and B are self-adjoint operators on a Hilbert space H, we
can define on the space H⊕H the self-adjoint operators A and B by
A =
(
A 0
0 B
)
and B =
(
B 0
0 A
)
.
Obviously,
‖A − B‖ = ‖A−B‖ and ‖f(A)− f(B)‖ = ‖f(A)− f(B)‖.
We have by Theorem 7.1,
ωf (δ) ≤ Ωf (δ) ≤ constω∗(δ), δ > 0.
Theorem 8.2. Let f be an operator continuous function. Then
lim
δ→0
Ωf (δ) = 0,
and so f is uniformly operator continuous.
Proof. Suppose that
lim
δ→0
Ωf (δ) > σ > 0.
Then there are sequences of self-adjoint operators {Aj}j≥0 and {Kj}j≥0 on Hilbert space
H such that ‖Kj‖ < 1/j and ‖f(Aj +Kj)− f(Aj)‖ > σ. We define the operators A and
Rn on ℓ
2(H) by
A


h0
h1
h2
...

 =


A0h0
A1h1
A2h2
...

 and Rn


h0
h1
h2
...

 =


0
...
0
Knhn
Kn+1hn+1
...


.
Clearly, ‖Rn‖ → 0 as n→ 0, while ‖f(A+ Rn)− f(A)‖ > σ for n ≥ 0, and so the map
(8.1) is not continuous at A. 
Example. Consider the function g defined by g(t) = |t|, t ∈ R. It was proved in [Ka]
that the function g is not operator Lipschitz. It was observed in [FN] that the function
g is not operator continuous. Let us show that
Ωg(δ) =∞ for every δ > 0,
which will also imply that g is not operator continuous. Indeed, suppose that Ωg(δ0) <∞
for some δ0 > 0. Since g is homogeneous, it follows that Ωg(δ) = δδ
−1
0 Ωg(δ0) = const δ.
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However, this implies that g is an operator Lipschitz function which contradicts the
result of [Ka].
Theorem 8.3. Let A and B be a pair of (not necessarily bounded) self-adjoint oper-
ators such that A−B is bounded. Then
‖f(A)− f(B)‖ ≤ Ωf
(‖A−B‖)
for every continuous function f on R.
To prove Theorem 8.3, we need a couple of lemmata.
Lemma 8.4. Let f be a bounded continuous function on R. Suppose that A is a
self-adjoint operator (not necessarily bounded) and {Aj}j≥0 is a sequence of bounded
self-adjoint operators such that
lim
j→∞
‖Aju−Au‖ = 0 for every u in the domain of A. (8.2)
Then
lim
j→∞
f(Aj) = f(A) in the strong operator topology. (8.3)
Proof. We consider first the special case when f(t) = (λ− t)−1, λ ∈ C \R. Let u be
a vector in DA, where DA denotes the domain of A. Put uλ def= (λI − A)−1u. Clearly,
uλ ∈ DA and
(λI −Aj)−1u = (λI −Aj)−1(λI −A)uλ
= uλ + (λI −Aj)−1(Aju−Au)→ uλ as j →∞.
Since the linear combinations of such rational fractions are dense in the space C0(R) of
continuous functions on R vanishing at infinity, it follows that (8.3) holds for an arbitrary
function f in C0(R).
Suppose now that f is an arbitrary bounded continuous function on R. By subtracting
from f a continuous function with compact support, we may assume that f vanishes on
[−1, 1]. Then there exists a function g in C0(R) such that f(t) = tg(t), t ∈ R. Let
u ∈ DA. We have
f(Aj)u = g(Aj)Aju = g(Aj)Au+ g(Aj)(Aju−Au)
→ g(A)Au = f(A)u as j →∞.  (8.4)
Lemma 8.5. Let f be a continuous function on R such that |f(t)| ≤ const(1 + |t|),
t ∈ R and let A and {Aj}j≥0 be as in Lemma 8.4. Then
lim
j→∞
‖f(Aj)u− f(A)u‖ = 0 for every u ∈ DA.
Proof. As in the proof of Lemma 8.3, we may assume that f vanishes on [−1, 1] and
define the continuous function g by f(t) = tg(t), t ∈ R. It follows now from Lemma 8.3
that (8.4) holds for every u ∈ DA. 
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Proof of Theorem 8.3. Clearly, if Ωf (δ) < ∞ for some δ > 0, it follows that f
satisfies the hypotheses of Lemma 8.5. Let K = B−A. Then K is a bounded self-adjoint
operator. Put
Aj
def
= EA
(
[−j, j])A.
Clearly, (8.2) holds. It follows easily from Lemma 8.4 that
‖f(A+K)− f(A)‖ ≤ lim sup
j→∞
‖f(Aj +K)− f(Aj)‖ ≤ Ωf
(‖K‖). 
Corollary 8.6. Let f be continuous function on R. Then f is operator continuous if
and only if it is uniformly operator continuous.
We conclude this section with an estimate for the operator modulus of continuity of
a bounded function in the Zygmund class Λ1(R). The proof of the following theorem is
similar to the proof of Theorem 3.4 of Ch. 2 of [Z].
Theorem 8.7. Let f be a bounded function in Λ1(R). Then there exists c > 0 such
that
Ωf (δ) ≤ c δ log 2
δ
for δ ≤ 1.
Proof. By Corollary 4.4, there is a constant c1 such that∥∥f(A+ 2K)− 2f(A+K) + f(K)∥∥ ≤ c1‖f‖Λ1(R)‖K‖.
It is easy to see that∥∥f(A+K)− f(A)∥∥ ≤ 1
2
∥∥f(A+ 2K)− 2f(A+K) + f(K)∥∥
+
1
2
∥∥f(A+ 2K)− f(A)∥∥.
It follows that
Ωf (t/2) ≤ c1
4
‖f‖Λ1(R)t+
1
2
Ωf (t),
and so
2k−1Ωf
(
2−kt
)− 2k−2Ωf(21−kt) ≤ c1
4
‖f‖Λ1(R)t, whenever k ≥ 1.
Substituting t = t0
def
= 4c1‖f‖
−1
Λ1(R)
‖f‖L∞ , and keeping in mind the trivial estimate
Ωf (t) ≤ 2‖f‖L∞ , t > 0, we obtain
2n−1Ωf
(
2−nt0
) ≤ (n+ 1)‖f‖L∞ .
Hence, for t = 2−nt0, n ≥ 0, we have
Ωf (t) ≤ c1
2
‖f‖Λ1(R)t log2
(
8‖f‖L∞
c1‖f‖Λ1(R)t
)
Therefore
Ωf (t) ≤ c1‖f‖Λ1(R)t log2
(
8‖f‖L∞
c1‖f‖Λ1(R)t
)
for t ≤ t0
2
and Ωf (t) ≤ 2‖f‖L∞ for t ≥ t0/2. 
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9. A universal family of self-adjoint operators
In this section we construct a universal family of (unbounded) self-adjoint operators
{At}t≥0 such that the operators At have purely point spectra and
Ωf (t) = ‖f(At)− f(A0)‖, t > 0,
for every continuous function f . In particular, ‖At − A0‖ = t, t ≥ 0. Moreover, the
operators At, t ≥ 0, are unitarily equivalent to each other.
Denote by K the set of finite rank self-adjoint operators on Hilbert space and let K0
be a countable dense subset of K.
Lemma 9.1. Suppose that {Aj} be a sequence of bounded self-adjoint operators that
converges to A in the strong operator topology. Then f(Aj) → f(A) strongly for an
arbitrary continuous function f .
Proof. The conclusion of the lemma is trivial if f is a polynomial. It remains to
approximate f by polynomials uniformly on
[− supj ‖Aj‖, supj ‖Aj‖]. 
Corollary 9.2. Let f ∈ C(R) and t > 0. Then
Ωf (t) = sup
{‖B −A‖ : A, B ∈ K0(H), ‖B −A‖ < t}.
Proof. Clearly, we have to verify that the left-hand side is less than or equal to the
right-hand side. Let A and B be bounded self-adjoint operators such that ‖A−B‖ < t.
Let {Aj} and {Kj} be sequences of operators in K0 such that Aj → A, Kj → B−A in the
strong operator topology, and ‖Kj‖ ≤ ‖B −A‖ for all j. By Lemma 9.1, f(Aj)→ f(A)
and f(Aj +Kj)→ f(B) strongly. Hence,
‖f(B)− f(A)‖ ≤ lim inf
j→∞
‖f(Aj +Kj)− f(Aj)‖
which implies the desired inequality. 
Suppose that {Rj}∞j=1 is an enumeration of K0. For given j ≥ 1 and t > 0 we consider
the set
Kjt
def
=
{
A ∈ K0 : ‖A−Rj‖ < t
}
and let
{
R
(t)
jk
}∞
k=1
be an enumeration of Kjt. Put R
(0)
jt
def
= Rj .
We can define now a universal family {At}t≥0 by
At
def
=
∞⊕
j=1
∞⊕
k=1
R
(t)
jk . (9.1)
Theorem 9.3. The operators At are pairwise unitarily equivalent. Each operator At
has purely point spectrum. Moreover, for every continuous function f on R, we have
‖f(At)− f(A0)‖ = Ωf (t), t > 0.
Proof. It is easy to see that each operator in K0 occurs in the orthogonal sum on
the right of (9.1) infinitely many times and each operator in the orthogonal sum on the
right of (9.1) belongs to K0. Thus At is unitarily equivalent to A0 for all t > 0.
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We have
‖f(At)− f(A0)‖ = sup
j,k
∥∥∥f (R(t)jk)− f (R(0)jk )∥∥∥ = Ωf (t)
by Corollary 9.2. 
10. Commutators and quasicommutators
In this section we obtain estimates for the norm of quasicommutators f(A)Q−Qf(B)
in terms of ‖AQ −QB‖ for self-adjoint operators A and B and a bounded operator Q.
We assume for simplicity that A and B are bounded. However, we obtain estimates
that do not depend on the norms of A and B. In [AP3] we will consider the case of
not necessarily bounded operators A and B. Note that in the special case A = B this
problem turns into the problem of estimating the norm of commutators f(A)Q−Qf(A)
in terms of ‖AQ−QA‖. On the other hand, in the special case Q = I the problem turns
into the problem of estimating ‖f(A)− f(B)‖ in terms ‖A−B‖.
Note that similar results can be obtained for unitary operators and for contractions.
Birman and Solomyak (see [BS5]) discovered the following formula
f(A)Q−Qf(B) =
∫∫
f(x)− f(y)
x− y dEA(x)(AQ−QB) dEB(y),
whenever f is a function such that the divided difference Df is a Schur multiplier with
respect to the spectral measures EA and EB .
We could use this formula to obtain estimates of quasicommutators as we have done in
the case of functions of perturbed operators. However, we are going to reduce estimates
of quasicommutators to those of functions of perturbed operators. For this purpose we
obtain estimates that compare different moduli of continuities (the operator modulus of
continuity, the (quasi)commutator modulus of continuity, etc).
We start with the case of operator Lipschitz functions.
The following theorem compares different operator Lpschitz norms and (quasi)com-
mutator Lipschitz norms. The fact that they are equivalent is well-known, see [KS4].
The following theorem says that all those norms are equal.
Theorem 10.1. Let f be a continuous function on R. The following are equivalent:
(i) ‖f(A)− f(B)‖ ≤ ‖A−B‖ for arbitrary self-adjoint operators A and B;
(ii) ‖f(A)−f(B)‖ ≤ ‖A−B‖ for all pairs of unitarily equivalent self-adjoint operators
A and B;
(iii) ‖f(A)R−Rf(A)‖ ≤ ‖AR−RA‖ for arbitrary self-adjoint operators A and R;
(iv) ‖f(A)R − Rf(A)‖ ≤ ‖AR − RA‖ for all self-adjoint operators A and bounded
operators R;
(v) ‖f(A)R−Rf(B)‖ ≤ ‖AR−RB‖ for arbitrary self-adjoint operators A and B and
an arbitrary bounded operator R.
Proof. The implication (i)⇒(ii) is obvious.
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Let us show that (ii)⇒(iii). Put B = exp(−itR)A exp(itR). Clearly, B is unitarily
equivalent to A and f(B) = exp(−itR)f(A) exp(itR). Thus∥∥f(A)− exp(−itR)f(A) exp(itR)∥∥ ≤ ∥∥A− exp(−itR)A exp(itR)∥∥ for all t ∈ R.
It remains to observe that
lim
t→0
‖f(A)− exp(−itR)f(A) exp(itR)‖
|t| = ‖f(A)R −Rf(A)‖
and
lim
t→0
‖A− exp(−itR)A exp(itR)‖
|t| = ‖AR−RA‖.
To prove that (iii)⇒(iv), we consider the following self-adjoint operators
A =
(
A 0
0 A
)
and R =
(
0 R
R∗ 0
)
.
It is easy to see that
f(A)R =
(
0 f(A)R
f(A)R∗ 0
)
and Rf(A) =
(
0 Rf(A)
R∗f(A) 0
)
.
Hence,
‖f(A)R−Rf(A)‖ = max {‖f(A)R−Rf(A)‖, ‖f(A)R∗ −R∗f(A)‖}
and
‖AR−RA‖ = max {‖AR−RA‖, ‖AR∗ −R∗A‖} = ‖AR −RA‖.
It follows that
‖f(A)R −Rf(A)‖ ≤ ‖f(A)R−Rf(A)‖ ≤ ‖AR−RA‖ = ‖AR −RA‖.
The implication (v)⇒(i) is trivial; it suffices to put R = I.
To complete the proof, it remains to show that (iv)⇒(v). Let us first consider the
special case when A and B are unitarily equivalent, i.e., A = U∗BU for a unitary operator
U and we prove that
‖U∗f(B)UR−Rf(B)‖ ≤ ‖U∗BUR−RB‖.
This is equivalent to the inequality
‖f(B)UR− URf(B)‖ ≤ ‖BUR− URB‖
which holds by (iv).
Now we consider the case of arbitrary self-adjoint operators A and B. Put
A =
(
A 0
0 B
)
, B =
(
B 0
0 A
)
, and R =
(
R 0
0 R∗
)
.
Then A and B are unitarily equivalent. We have
f(A)R =
(
f(A)R 0
0 f(B)R∗
)
and Rf(B) =
(
Rf(B) 0
0 R∗f(A)
)
.
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Hence,
‖f(A)R−Rf(B)‖ = max{‖f(A)R −Rf(B)‖, ‖f(B)R∗ −R∗f(A)‖}
and
‖AR−RB‖ = max {‖AR−RB‖, ‖BR∗ −R∗A‖} = ‖AR−RB‖.
It follows that
‖f(A)R −Rf(B)‖ ≤ ‖f(A)R−Rf(B)‖ ≤ ‖AR−RB‖ = ‖AR−RB‖. 
In § 8 for a continuous function f on R we have defined the operator modulus of conti-
nuity Ωf . We define here 3 other version of moduli of continuity in terms of commutators
and quasicommutators.
Let f be a continuous function on R. For δ > 0, put
Ω
[1]
f (δ)
def
= sup
{‖f(A)R −Rf(A)‖ : A and R are self-adjoint, ‖R‖ = 1};
Ω
[2]
f (δ)
def
= sup
{‖f(A)R −Rf(A)‖ : A is self-adjoint, ‖R‖ = 1};
Ω
[3]
f (δ)
def
= sup
{‖f(A)R −Rf(B)‖ : A and B are self-adjoint, ‖R‖ = 1}.
Obviously, Ω
[1]
f ≤ Ω[2]f ≤ Ω[3]f and Ωf ≤ Ω[3]f .
Theorem 10.2. Let f be a continuous function on R. Then
Ωf ≤ Ω[1]f = Ω[2]f = Ω[3]f ≤ 2Ωf .
Proof. The inequality Ω
[2]
f ≤ Ω
[1]
f can be proved in the same way as the implication
(iii)⇒(iv) in the proof of Theorem 10.1. The inequality Ω[3]f ≤ Ω[2]f can be proved in the
same way as the implication (iv)⇒(v) in the proof of Theorem 10.1. It remains to prove
that Ω
[1]
f ≤ 2Ωf . We need two lemmata.
Lemma 10.3. Let X and Y be bounded operators. Then
‖XY n − Y nX‖ ≤ n‖Y ‖n−1‖XY − Y X‖.
Proof. We have
‖XY n − Y nX‖ ≤
∥∥∥∥∥
n∑
k=1
Y k−1(XY − Y X)Y n−k
∥∥∥∥∥ ≤ n‖Y ‖n−1‖XY − Y X‖. 
Lemma 10.4. Let T be a self-adjoint operator such that ‖T‖ < 1 and let X be a
bounded operator. Then
∥∥(I − T 2)1/2X −X(I − T 2)1/2∥∥ ≤ ‖T‖ · ‖XT − TX‖
(1− ‖T‖2)1/2 .
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Proof. Let an
def
= (−1)n−1
(
1/2
n
)
. Then an > 0 and (1− t2)1/2 = 1−
∞∑
n=1
ant
2n. Thus
∥∥(I − T 2)1/2X −X(I − T 2)1/2∥∥ =
∥∥∥∥∥
∞∑
n=1
an
(
XT 2n − T 2nX)
∥∥∥∥∥
≤ ‖XT − TX‖
∞∑
n=1
2nan‖T‖2n−1 = ‖T‖ · ‖XT − TX‖
(1− ‖T‖2)1/2
by Lemma 10.3. 
Let us complete the proof of Theorem 10.2. Let R be a self-adjoint contraction and
τ ∈ (0, 1). Consider the operators
A =
(
A 0
0 A
)
and U =
(
τR (I − τ2R)1/2
−(I − τ2R)1/2 τR
)
.
Clearly, U is a unitary operator. We have
f(A)U =
(
τf(A)R f(A)(I − τ2R2)1/2
−f(A)(I − τ2R2)1/2 τf(A)R
)
and
Uf(A) =
(
τRf(A) (I − τ2R2)1/2f(A)
−(I − τ2R2)1/2f(A) τRf(A)
)
.
Clearly,
‖f(A)U − Uf(A)‖ ≥ τ‖f(A)R −Rf(A)‖
and
‖AU − UA‖ ≤ τ‖AR −RA‖+ ∥∥A(I − τ2R2)1/2 − (I − τ2R2)1/2A∥∥
≤ (τ + τ2(1− τ2)−1/2)‖AR−RA‖
by Lemma 10.4. Hence,
‖f(A)R−Rf(A)‖ ≤ τ−1‖f(A)U − Uf(A)‖ = τ−1‖U∗f(A)U − f(A)‖
≤ τ−1Ωf
(∥∥U∗AU −A∥∥) = τ−1Ωf(∥∥AU − UA∥∥)
≤ τ−1Ωf
((
τ + τ2(1− τ2)−1/2)‖AR −RA‖).
Taking τ = 1/2, we obtain
‖f(A)R−Rf(A)‖ ≤ 2Ωf
((
1
2
+
1
2
√
3
)
‖AR−RA‖
)
≤ 2Ωf
(‖AR−RA‖). 
Remark. It can be shown that there exist a uniformly continuous function f and a
positive number δ such that Ωf (δ) < Ω
[1]
f (δ). This will be shown in [AP3].
Now we can deduce from Theorem 10.2 analogs of Theorems 4.1 and 7.1 for quasi-
commutators.
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Theorem 10.5. Let 0 < α < 1. Then there exists c > 0 such that for every
f ∈ Λα(R), for arbitrary self-adjoint operators A and B and a bounded operator R
the following inequality holds:
‖f(A)R−Rf(B)‖ ≤ c ‖f‖Λα(R)‖AR −RB‖α‖R‖1−α.
Proof. Clearly, we may assume that Q 6= 0. By Theorems 4.1 and 10.2,
‖f(A)R −Rf(B)‖ = ‖R‖ ·
∥∥∥∥f(A)
(
1
‖R‖R
)
−
(
1
‖R‖R
)
f(A)
∥∥∥∥
≤ const ‖f‖Λα(R)‖R‖
∥∥∥∥ 1‖R‖(f(A)R−Rf(A))
∥∥∥∥α
= const ‖f‖Λα(R)‖AR−RB‖α‖R‖1−α. 
Theorem 10.6. There exists c > 0 such that for every modulus of continuity ω, for
every f ∈ Λω(R), for arbitrary self-adjoint operators A and B, and a bounded nonzero
operator R the following inequality holds:
‖f(A)R−Rf(B)‖ ≤ c‖R‖ ω∗
(∥∥(f(A)R−Rf(A))∥∥
‖R‖
)
.
The proof of Theorem 10.6 is the same as the proof of Theorem 10.5.
11. Higher order moduli of continuity
In this section we obtain norm estimates for finite differences(
∆mKf
)
(A)
def
=
m∑
j=0
(−1)m−j
(
m
j
)
f
(
A+ jK
)
for functions f ∈ Λω,m(R) and self-adjoint operators A and K. For simplicity, we give
proofs in this paper in the case of bounded operators and bounded functions f . Note
that our estimate will not depend on the L∞ norm of f , nor on the operator norm of
A. In [AP3] we consider the case of an arbitrary (not necessarily bounded) self-adjoint
operator A (though K still must be bounded) and an arbitrary function f ∈ Λω,m(R).
We also obtain similar results for unitary operators and for contractions.
Let ω be a nondecreasing function on (0,∞) such that
lim
x→0
ω(x) = 0 and ω(2x) ≤ 2mω(x) for x > 0. (11.1)
Recall that Λω,m(R) is the space of continuous functions f on R satisfying
‖f‖Λω,m(R)
def
= sup
t>0
‖∆mt f‖L∞
ω(t)
< +∞.
Given a nondecreasing function ω satisfying (11.1), we define the function ω∗,m by
ω∗,m(x) = x
m
∫ ∞
x
ω(t)
tm+1
dt =
∫ ∞
1
ω(sx)
sm+1
dx.
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Theorem 11.1. Let m be a positive integer. Then there is a positive number c such
that for an arbitrary nondecreasing function ω on (0,∞) satisfying (11.1), an arbitrary
bounded function f in Λω,m(R), and arbitrary bounded self-adjoint operators A and K
on Hilbert space the following inequality holds:∥∥(∆mKf)(A)∥∥ ≤ c ‖f‖Λω,m(R) ω∗,m(‖K‖).
Proof. As in the proof of Theorem 7.1, we can easily see that
(
∆mKf
)
(A) =
N∑
n=−∞
(
∆mKfn
)
(A) +
(
∆mK(f − f ∗ VN )
)
(A),
where as before, fn = f ∗Wn + f ∗W ♯n.
Suppose that N is the integer satisfying (4.4). By Theorem 2.6,∥∥(∆mK(f − f ∗ VN ))(A)∥∥ ≤ const ‖f − f ∗ VN‖L∞
≤ const ‖f‖Λω,m(R)ω
(
2−N
) ≤ const ‖f‖Λω,m(R)ω∗,m(||K‖).
On the other hand, it follows from Lemma 4.3, (3.12), and Corollary 2.7 that∥∥(∆mKfn)(A)∥∥ ≤ const 2mn‖fn‖L∞‖K‖m ≤ const ‖f‖Λω,m(R)2mnω(2−n)‖K‖m.
Thus
N∑
n=−∞
∥∥(∆mKfn)(A)∥∥ ≤ const N∑
n=−∞
‖f‖Λω,m(R)2mnω
(
2−n
)‖K‖m
=
∑
k≥0
2(N−k)mω
(
2N−k
)‖f‖Λω,m(R)‖K‖m
≤ const
(∫ ∞
2−N
ω(t)
tm+1
dt
)
‖f‖Λω,m(R)‖K‖m
= const 2−Nmω∗,m
(
2−N
)‖f‖Λω,m(R)‖K‖m
≤ const ‖f‖Λω,m(R)ω∗,m
(‖K‖).
This completes the proof. 
Corollary 11.2. Let ω be a positive nondecreasing function on (0,∞) such that
lim
x→0
ω(x) = 0 and ω(2x) ≤ κω(x) for some κ < 2m and all x > 0. Then for x > 0, we
have ω∗,m(x) ≤ constω(x) and so∥∥(∆mKf)(A)∥∥ ≤ c ‖f‖Λω,m(R) ω(‖K‖).
The proof of Corollary 11.2 is the similar to the proof of Corollary 7.3.
Corollary 11.3. Suppose that under the hypotheses of Theorem 11.1 ‖f‖L∞ ≤ M .
Then for the function ωm,M defined by
ωm,M (x) = x
m
∫ ∞
x
min
(
2M, ‖f‖Λω,m(t)
)
tm+1
dt,
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the following inequality holds:∥∥(∆mKf)(A)∥∥ ≤ const ‖f‖Λω,mωm,M(‖K‖).
The following analogs of Theorem 11.1 for unitary operators and for contractions can
be proved in a similar way.
Theorem 11.4. Let m be a positive integer. Then there exists a constant c > 0 such
that for every nondecreasing function ω on (0,∞) satisfying (11.1), for every f ∈ Λω,m,
and for an arbitrary unitary operator U and an arbitrary bounded self-adjoint operator
A on Hilbert space, the following inequality holds:∥∥∥∥∥
n∑
k=0
(−1)k
(
m
k
)
f
(
eikAU
)∥∥∥∥∥ ≤ c ‖f‖Λω,mω∗,m(‖A‖).
Theorem 11.5. Let m be a positive integer. Then there exists a constant c > 0
such that for every nondecreasing function ω on (0,∞) satisfying (11.1), for every
f ∈ (Λω,m)+, and for arbitrary contractions T and R on Hilbert space the following
inequality holds:∥∥∥∥∥
m∑
k=0
(−1)k
(
m
k
)
f
(
T + (−1)k k
n
(T −R)
)∥∥∥∥∥ ≤ c ‖f‖Λω,mω∗,m(‖T −R‖).
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