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a b s t r a c t
We investigate strongly continuous semigroups {T (t)}t≥0 on Banach space X by means of
discrete time methods applied to a discrete counterpart {T (1)n}n≥0. This kind of approach
is not new and can be traced back at least to Henry’s monograph (see Henry (1981) [13]).
The semigroup {T (t)}t≥0 is denoted as hyperbolic, if the usual exponential dichotomy
conditions are satisfied, i.e. in particular if invertibility is given on the unstable subspace.
A weaker version (without assuming the T (t)-invariance of the unstable subspace or
even more the invertibility of the operators T (t) on the unstable subspace) is denoted as
exponential dichotomy. The latter approach is due to Aulbach and Kalkbrenner dealing
with difference equations since in Aulbach and Kalkbrenner (2001) [21] it is clearly
indicated that this dichotomy notion lacks L1-robustness. We show that admissibility
properties of the sequence spaces (ℓp(N, X), ℓq(N, X)) are sufficient for an exponential
dichotomy of {T (t)}t≥0 (see Theorem 3.1). Also if we assume the T (t)-invariance of the
unstable subspace we show that the above admissibility condition implies the invertibility
of the operators T (t) on the unstable subspace (see Theorem 3.2). Thus, hyperbolicity of
{T (t)}t≥0 turns out to be equivalent to admissibility of the pair (ℓp(N, X), ℓq(N, X)) (see
Corollary 3.1).
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
It is a classic topic by now to study the connection between the asymptotic behavior of the solutions of the homogeneous
equation x˙ = Ax and the existence of bounded solutions for the inhomogeneous equation x˙ = Ax + f , wherever the
inhomogeneity is also bounded. Here A is in general an unbounded linear operator acting on a Banach space X .
Important contributions to this topic were done by Perron [1], Massera and Schäffer [2], Daleckij and Krein [3], Chicone
and Latushkin [4], Engel and Nagel [5], Coppel [6], Pazy [7], van Neerven [8], van Minh et al. [9], and Palmer [10].
For the case of discrete-time systems analogous results were first obtained in 1934 by Ta Li [11]. Results in this direction
can be found in theworks due to Coffman and Schäffer [12], Henry [13], Ben-Artzi and Gohberg [14], Pinto [15], La Salle [16],
Pituk [17], and Przyluski and Rolewicz [18].
As it is known, dichotomymeans the existence of a bounded projection, P , such that the solutions that start in Im(P) decay
to zero and the solutions that start in Im(I − P) are unbounded. If the state space is finite dimensional and PT (t) = T (t)P
then the operators T (t) will be automatically invertible on Im(I − P) and the dichotomy concept becomes hyperbolicity
(i.e. trajectories decay to zero as t → ∞ and also as t → −∞). Roughly speaking, we call this hyperbolicity because
the phase portrait will look like a hyperbola. However, for infinite-dimensional state-spaces the operators T (t) can fail
to be onto on Im(I − P) for dichotomous C0-semigroup T (t)t≥0 with PT (t) = T (t)P . We will deal with the special case
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where Im(I − P) is not T (t)-invariant and we will point out admissibility-type conditions that provide the existence of
an exponential dichotomy among the trajectories T (·)x, x ∈ X . We will also prove that if we assume the invariance (i.e.
PT (t) = T (t)P) then the admissibility of the pair (ℓp(N, X), ℓq(N, X)) implies the invertibility of the operators T (t) on
Im(I − P), and therefore the semigroup {T (t)}t≥0 will be hyperbolic.
2. Preliminaries
We use the symbol R+ to denote the set {t ∈ R : t ≥ 0} and the symbol N to denote the set of nonnegative integers.
Let N∗ = N− {0}. Also X will denote a Banach space. By B(X)we denote the Banach algebra of all bounded linear operators
acting on the Banach space X , and by ∥ · ∥ the norms of vectors and operators on X . As usual, we put
ℓp(N, X) =

x : N→ X :
∞
n=0
∥x(n)∥p <∞

, p ∈ [1,∞);
ℓ∞(N, X) =

x : N→ X : sup
n∈N
∥x(n)∥ <∞

.
We note that ℓp(N, X), ℓ∞(N, X) are Banach spaces endowed with the respective norms
∥x∥p =
 ∞
n=0
∥x(n)∥p
1/p
; ∥x∥∞ = sup
n∈N
∥x(n)∥.
Recall now that a family T = {T (t)}t≥0 of bounded linear operators on a Banach space X is called a strongly continuous
semigroup if T (0) = I, T (t + s) = T (t)T (s) for all t, s ∈ R+, and limt↓0 T (t)x = x, for all x ∈ X . If {T (t)}t≥0 is a strongly
continuous semigroup, then there exist constants ω ≥ 0, M ≥ 1 such that ∥T (t)∥ ≤ Meωt , for all t ≥ 0, see for instance
[7, Theorem 2.2, p. 4], or alternatively [5, Proposition 5.5, p. 39]. Therefore we can define
ω(T) = inf{α ∈ R : ∃ β ≥ 1 such that ∥T (t)∥ ≤ βeαt , for all t ≥ 0}.
By Gelfand’s theorem for the spectral radius r(T (t)) = etω(T), (see for instance Proposition 1.2.2 in [8]).
If T = {T (t)}t≥0 is a strongly continuous semigroup, then we define by D to be the set of all x ∈ X such that
limt↓0 t−1(T (t)x − x) exists. The infinitesimal generator of the semigroup T = {T (t)}t≥0 is the operator A on X , with the
domain D(A) = D , given by
Ax = lim
t↓0
T (t)x− x
t
, x ∈ D(A).
The name ‘‘infinitesimal generator’’ is used because we have that
Ax = dT (t)x
dt

t=0
, x ∈ D(A).
Remark 2.1. A strongly continuous semigroup T = {T (t)}t≥0 can be extended to a strongly continuous group if and only if
there exists a number t0 > 0 such that T (t0) is an invertible operator [see [5, Proposition, p. 80]].
Consider now the abstract Cauchy problem
(1.1) x′ = Ax, x(0) = x0.
If A is the infinitesimal generator of a strongly continuous semigroup and x0 ∈ X , then the function x(t) = T (t)x0 is
called a mild solution of the differential equation (1.1). If x0 ∈ D(A), then x(t) = T (t)x0 is a classical; that is, differentiable,
solution of the differential equation.
We recall now that we say that a semigroup is hyperbolic if X can be decomposed as a direct sum of two subspaces
(stable and unstable) such that the semigroup is uniformly exponentially stable for positive time on the stable subspace and
uniformly exponentially stable for negative time on the unstable subspace. A linear and bounded operator T is said to be
hyperbolic if
σ(T ) ∩ Γ = ∅,
where Γ = {z ∈ C : |z| = 1} denotes the unit circle.
An operator P ∈ B(X) will be called projection if P2 = P . The spectral Riesz projection P for a hyperbolic operator T is
given by the formula
P = 1
2π i

Γ
(λI − T )−1dλ.
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The projection corresponds to the part of the spectrum of T contained in the open unit disk D(0, 1). We note that the
projection P commutes with T . Since
σ(T |Im P) = σ(T ) ∩ D(0, 1)
and
σ(T |Im(I−P)) = σ(T ) ∩ (C \ D(0, 1))
we obtain that the spectral radius r(T |Im P) < 1 and also that the operator T |Im(I−P) is invertible and r(T−1|Im(I−P)) < 1.
Hence, if T is hyperbolic, then there exist constants N > 0 and ν > 0 such that, for all integers n ≥ 0,
∥T nx∥ ≤ Ne−νn∥x∥, for all x ∈ Im P
∥T nx∥ ≥ N−1eνn∥x∥, for all x ∈ Im(I − P).
Thus, we say that a strongly continuous semigroup T = {T (t)}t≥0 is hyperbolic if there exists a direct sum decomposition
X = X1 ⊕ X2 of T (t)-invariant closed subspaces X1 (stable subspace) and X2 (unstable subspace) such that:
• ∥T (t)x∥ ≤ N1e−νt∥x∥, for all t ≥ 0 and all x ∈ X1;
• the restriction T (t)|X2 extends to strongly continuous group and ∥T (t)−1x∥ ≤ N2e−νt∥x∥, for all t ≥ 0 and all x ∈ X2.
The following simple proposition gives a spectral characterization of hyperbolicity.
Proposition 2.1. For a strongly continuous semigroup T = {T (t)}t≥0 the following statements are equivalent:
(i) T = {T (t)}t≥0 is hyperbolic;
(ii) There exists a number t0 > 0 such that σ(T (t0)) ∩ Γ = ∅.
Moreover, if either (i) or (ii) holds, then X = X1 + X2 where X1 = Im P and X2 = Im(I − P), and
P = 1
2π i

Γ
(λI − T )−1dλ
is the Riesz projection for T (t0) that corresponds toσ(T (t0))∩D(0, 1). Also if T = {T (t)}t≥0 is hyperbolic, thenσ(T (t0))∩Γ = ∅,
for every t ≥ 0.
For details we refer the reader to [19, Theorem 1.1].
If A generates a hyperbolic semigroup T = {T (t)}t≥0 then the differential equation x′ = Ax has the property that the
solutions x(·) starting from X1 (respectively, in X2) decay exponentially for t > 0 (respectively, for t < 0) uniformly with
respect to the initial data. As it can be seen, the hyperbolicity concept generalizes strongly the exponential stability concept
but it has a serious drawback. It forces the solution that starts from X2 to exist for negative time, or equivalently it forces
the semigroup to be invertible on X2. We will drop off this requirement here and we will replace the exponential decay in
negative time for the solutions starting in X2 with an exponential blow-up in positive time. We will call the ‘‘exponential
decay on X1, and exponential blow-up on X2’’ (both on positive time) behavior as exponential dichotomy, although the two
terminologies (hyperbolicity and exponential dichotomy) overlap in most of the works about this subject. It is obvious that
hyperbolicity implies exponential dichotomy and the converse is not valid (see the example below).
Definition 2.1. The strongly continuous semigroup T = {T (t)}t≥0 is exponentially dichotomic if there exist a projection
P ∈ B(X), P2 = P and the constants N1,N2, ν > 0 such that
(d1) PT (t)P = T (t)P;
(d2) ∥T (t)x∥ ≤ N1e−νt∥x∥, for all t ≥ 0 and all x ∈ Im P;
(d3) ∥T (t)x∥ ≥ N2eνt∥x∥, for all t ≥ 0 and all x ∈ Ker P .
Remark 2.2. Note that in the above definition we do not assume that T (t)|Ker P is invertible (actually not even that Ker P to
be T (t)-invariant).
Example 2.1. Let A be a p × p matrix with real entries and whose spectrum is contained in the open left-half plane and
consider the right shift semigroup on L1(R+,R), given by
T (t)f (s) =

0, 0 ≤ s < t
f (s− t), s ≥ t.
Then S(t) = etA ⊕ etT (t), S(t)(x, f ) = (etAx, etT (t)f ) is exponentially dichotomic on X = Rp ⊕ L1(R+,R) with
X1 = {(x, 0) : x ∈ Rp} and X2 = {(0, f ) : f ∈ L1(R+,R)}. However {S(t)}t≥0 is not hyperbolic since the restriction
of S(t) on X2 is not onto.
The following lemma is only a technical result that will be employed in the proof of the main results.
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Lemma 2.1. Let f : N→ R+ be a function with the property that there exist m0 ∈ N∗, η > 1, H > 0 such that:
(i) f (n) ≥ Hf (n0), for all n ∈ {n0, n0 + 1, . . . , n0 +m0}, n0 ∈ N;
(ii) f (n0 +m0) ≥ ηf (n0), for all n0 ∈ N.
Then there exist two constants N, ν > 0 such that
f (n) ≥ Neν(n−n0)f (n0), for all n ≥ n0.
Proof. Let n, n0 ∈ N, n ≥ n0. It results that there exist q, r ∈ N such that
n− n0 = qm0 + r, r < m0.
Then,
f (n) = f (n0 + qm0 + r) ≥ Hf (n0 + qm0) ≥ Hηf (n0 + (q− 1)m0) ≥ Hηqf (n0).
We take η = eνm0 , so ν = 1m0 ln η > 0. It follows that
f (n) ≥ Heνm0qf (n0) = Heν(m0q+r)e−rν f (n0) = Heν(n−n0)e−νr f (n0)
≥ He−νm0eν(n−n0)f (n0) = H
η
eν(n−n0)f (n0), for all n ≥ n0.
Then there exist N = H
η
, ν = 1m0 ln η > 0 such that
f (n) ≥ Neν(n−n0)f (n0), for all n ≥ n0. 
Throughout this paper we will denote by
Xq1 = {x ∈ X : T (·)x ∈ ℓq(N, X)}, q ∈ [1, ∞].
Inwhat follows Xq1 will be assumed complemented (i.e.X
q
1 is closed and there existsX
q
2 a closed subspace such thatX = Xq1⊕Xq2 ).
Also we denote by Pq1 a projection onto X
q
1 along X
q
2 (that is P
q
1 ∈ B(X), (Pq1)2 = Pq1 and Ker(Pq1) = Xq2 ) and by Pq2 = I − Pq1 .
It is easy to see that Xq1 is T (t)-invariant for all t ≥ 0 (that is equivalent to Pq1T (t)Pq1 = T (t)Pq1 for each t ≥ 0) and that
T1,q : R+ → B(Xq1 ), T1,q(t) = T (t)|Xq1 is also a strongly continuous semigroup, acting on X
q
1 . Also it is obvious that T (n)x ≠ 0,
for all x ∈ Xq2 , x ≠ 0.
3. Results
Let now p, q ∈ [1, ∞].
Definition 3.1. The pair (ℓp(N, X), ℓq(N, X)) is said to be admissible to a strongly continuous semigroup {T (t)}t≥0 if for each
f ∈ ℓp(N, X), there exists x ∈ X such that the sequence
xf (n) = T (n)x+
n
k=0
T (n− k)f (k), n ∈ N,
belongs to ℓq(N, X).
Proposition 3.1. If the pair (ℓp(N, X), ℓq(N, X)) is admissible to a strongly continuous semigroup {T (t)}t≥0 then for each
f ∈ ℓp(N, X) there exists an unique x ∈ Xq2 such that
xf (n) = T (n)x+
n
k=0
T (n− k)f (k), n ∈ N,
belongs to ℓq(N, X).
Proof. For the existence we consider f ∈ ℓp(N, X) and x ∈ X such that
xf (n) = T (n)x+
n
k=0
T (n− k)f (k), n ∈ N,
belongs to ℓq(N, X).
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We denote
y(n) = T (n)(x− Pq1x)+
n
k=0
T (n− k)f (k)
= xf (n)− T (n)Pq1x
and we obtain that y(·) belongs to ℓq(N, X).
So we have that there exists z = x− Pq1x ∈ Xq2 such that
y(n) = T (n)z +
n
k=0
T (n− k)f (k).
For the uniqueness part we just consider x1, x2 ∈ Xq2 , x1 ≠ x2 such that the sequences
x1f (n) = T (n)x1 +
n
k=0
T (n− k)f (k) n ∈ N
and
x2f (n) = T (n)x2 +
n
k=0
T (n− k)f (k), n ∈ N,
belongs to ℓq(N, X).
Then the sequence
T (n)(x1 − x2) = x1f (n)− x2f (n), n ∈ N,
belongs also to ℓq(N, X), which shows that x1 − x2 ∈ Xq1 ∩ Xq2 .
But Xq1 ∩ Xq2 = {0} and then x1 = x2. 
We will denote the vector x ∈ Xq2 from Proposition 3.1. by x′f .
Proposition 3.2. If the pair (ℓp(N, X), ℓq(N, X)) is admissible to a strongly continuous semigroup {T (t)}t≥0 then there exists
L > 0 such that
∥xf ∥q ≤ L∥f ∥p, for all f ∈ ℓp(N, X).
Proof. Consider the linear operator given by
U : ℓp(N, X)→ X2q ⊕ ℓq(N, X), U(f ) =

x′f , xf (·)

.
We claim that U is closed.
Indeed taking (fn)n from ℓp(N, X) converging to f in ℓp(N, X) such that (U(fn))n converges to (y, g) in X2q ⊕ℓq(X)we have
that
lim
n→∞ ∥fn − f ∥ℓp(N,X) = limn→∞ ∥x
′
fn − y∥ = limn→∞ ∥xfn(·)− g∥ℓq(N,X) = 0.
Taking into account that
xfn(k) = T (k)x′fn +
k
j=0
T (k− j)fn(j) −→ T (k)y+
k
j=0
T (k− j)f (j),
when n →∞, it follows that
g(k) = T (k)y+
k
j=0
T (k− j)f (j),
for all k ∈ N. Since y ∈ X2q we have that g = xf (·).
Thus U(f ) = (x′f , xf (·)) = (y, g), which shows that U is closed.
By the Closed Graph Theorem we have that U is also bounded and thus we can find L > 0 such that
∥Uf ∥q = ∥(x′f , xf (·))∥ = ∥x′f ∥ + ∥xf (·)∥q ≤ L∥f ∥p,
for all f ∈ lp(N, X).
It results that
∥xf (·)∥q ≤ L∥f ∥p
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and
∥x′f ∥ ≤ L∥f ∥p,
for all f ∈ lp(N, X). 
Theorem 3.1. If the pair (ℓp(N, X), ℓq(N, X)) is admissible to a strongly continuous semigroup {T (t)}t≥0 and (p, q) ≠ (1,∞),
then {T (t)}t≥0 is exponentially dichotomic and also Xq1 = X1, where we denote X∞1 by X1.
Proof. Let n0 ∈ N∗, x ∈ Xq2 − {0} and the sequence
f (n) = χ{n0}(n)
T (n)x
∥T (n)x∥ =

T (n)x
∥T (n)x∥ , n = n0
0, n ≠ n0,
where χA is the characteristic function of the set A. We have that f ∈ ℓp(N, X) and ∥f ∥p = 1.
Since
y(n) = −
∞
k=n+1
χ{n0}(k)
1
∥T (k)x∥ · T (n)x
= −
∞
k=0
χ{n0}(k)
1
∥T (k)x∥ · T (n)x+
n
k=0
χ{n0}(k)
1
∥T (k)x∥ · T (n)x
= T (n)

−
∞
k=0
χ{n0}(k)
x
∥T (k)x∥

+
n
k=0
T (n− k)f (k)
=
0, n+ 1 > n0− T (n)x∥T (n0)x∥ , n+ 1 ≤ n0
we have that y(·) ∈ ℓq(N, X). Observing that y(n) = T (n)x′f +
n
k=0 T (n − k)f (k), n ∈ N,

with x′f = − x∥T (n0)x∥ ∈ X
q
2

we
obtain that y = xf (·). Taking L > 0 provided by Proposition 3.2 we have that
∥xf (·)∥q = ∥y∥q ≤ L∥f ∥p = L.
But
∥y∥q ≥ ∥y(n)∥, for all n ∈ N
and in this way ∥y(n)∥ ≤ L, for all n ∈ N.
Let n+ 1 ≤ n0. We have that y(n) = − T (n)x∥T (n0)x∥ . Thus
∥y(n)∥ = ∥T (n)x∥∥T (n0)x∥ ≤ L, for all n+ 1 ≤ n0, and x ∈ X
q
2 − {0},
which implies that
∥T (n)x∥ ≤ L∥T (n0)x∥, for all n ≤ n0 − 1 < n0, and x ∈ Xq2 .
We denote L′ = max{1, L} and it results that:
∥T (n)x∥ ≤ L′∥T (n0)x∥, for all n ≤ n0, and x ∈ Xq2 . (∗)
Letm ∈ N∗, n0 ∈ N, x ∈ Xq2 − {0} and the sequence
g(n) = χ{n0+1,n0+2,...,n0+n}(n)
T (n)x
∥T (n0 +m)x∥ .
Using relation (∗)we obtain that
∥g∥pp =
∞
k=0

χ{n0+1,n0+2,...,n0+m}(k)
∥T (k)x∥
∥T (n0 +m)x∥
p
=
n0+m
k=n0+1
∥T (k)x∥p
∥T (n0 +m)x∥
p
≤ m(L′)p.
Thus g ∈ ℓp(N, X) and ∥g∥p ≤ m 1p L′.
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Denoting by
z(n) = −
∞
k=n+1
χ{n0+1,n0+2,...,n0+m}(k)
T (n)x
∥T (n0 +m)x∥
= −
∞
k=0
χ{n0+1,n0+2,...,n0+m}(k)
T (n)x
∥T (n0 +m)x∥ +
n
k=0
χ{n0+1,n0+2,...,n0+m}(k)
T (n)x
∥T (n0 +m)x∥
= T (n)

−
∞
k=0
χ{n0+1,n0+2,...,n0+m}(k)
x
∥T (n0 +m)x∥

+
n
k=0
T (n− k)g(k)
=

0, n0 +m < n+ 1
−(n0 +m− n) T (n)x∥T (n0 +m)x∥ , n0 + 1 < n+ 1 ≤ n0 +m
−m T (n)x∥T (n0 +m)x∥ , n+ 1 ≤ n0 + 1
we obtain that z(·) ∈ ℓq(X) and z(n) = T (n)x′g+
n
k=0 T (n−k)g(k), where x′g = −
∞
k=0 χ{n0+1,n0+2,...,n0+m}(k)
x
∥T (n0+m)x∥ ∈
Xq2 . It results that z(·) = xg(·) and from Proposition 3.2 we have that exists L > 0 such that
∥xq∥q = ∥z∥q ≤ L∥g∥p ≤ L · L′ ·m1/p.
Thus ∥z(n)∥ ≤ L · L′ ·m 1p , for all n ∈ N.
If we consider n ≤ n0, we have that z(n) = −m · T (n)x∥T (n0+m)x∥ , which implies
∥z(n)∥ = m · ∥T (n)x∥∥T (n0 +m)x∥ ≤ L · L
′ ·m 1p ,
which is equivalent with
∥T (n0 +m)x∥ ≥ 1L · L′m
1− 1p ∥T (n)x∥, for all x ∈ Xq2 , and n ≤ n0.
Taking n = n0 we have that
∥T (n0 +m)x∥ ≥ 1L · L′m
1− 1p ∥T (n0)x∥, for all x ∈ Xq2 , and n0 ∈ N.
There are two cases:
1. If p > 1 it results thatm1−
1
p →∞.
It results that there existsm0 ∈ N∗ such that 1L·L′m
1− 1p
0 = η > 1, which implies
∥T (n0 +m0)x∥ ≥ η∥T (n0)x∥, for all x ∈ Xq2 , and n0 ∈ N.
Interchanging now n by n0 in the inequality (∗)we also get that
∥T (n)x∥ ≥ 1
L′
∥T (n0)x∥, for all n ≥ n0, and x ∈ Xq2 .
We can apply now Lemma 2.1. and we get that there exist N2, ν2 > 0 such that
∥T (n)x∥ ≥ N2eν2n∥x∥, for all x ∈ Xq2 , and n ∈ N.
2. If p = 1 it results that q <∞. Then
m(m+ 1)
2
· ∥T (n0)x∥∥T (n0 +m)x∥ =
n0+m−1
k=n0
(n0 +m− k) ∥T (n0)x∥∥T (n0 +m)x∥
≤ L′
n0+m−1
k=n0
(n0 +m− k) ∥T (k)x∥∥T (n0 +m)x∥ = L
′
n0+m−1
k=n0
∥z(k)∥
≤ L′

n0+m−1
k=n0
∥z(k)∥q
1/q n0+m−1
k=n0
1
1− 1q
≤ L′ ·m1− 1q ∥z∥q
≤ (L′)2 · L ·m2− 1q .
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Thus,
∥T (n0 +m)x∥ ≥ 12L · (L′)2 (m+ 1) ·m
1
q−1∥T (n0)x∥, for all n0 ∈ N, and x ∈ Xq2 .
Since limm→∞ 12L(L′)2 (m+ 1)m
1
q−1 = ∞, it results that there existsm0 ∈ N∗ such that 12L(L′)2 (m0 + 1)m
1
q−1
0 = η > 1.
It follows that
∥T (n0 +m0)x∥ ≥ η∥T (n0)x∥, for all n0 ∈ N, and x ∈ Xq2 .
Interchanging n by n0 in the inequality (∗)we get that
∥T (n)x∥ ≥ 1
L′
∥T (n0)x∥, for all n ≥ n0, and x ∈ Xq2 .
We are able to apply again Lemma 2.1. and we obtain that there exist N2, ν2 > 0 such that
∥T (n)x∥ ≥ N2eν2n∥x∥, for all x ∈ Xq2 , and n ∈ N.
Let now t ≥ 0, n = [t] (where [t] denoted the largest integer less than or equalwith t), which implies that n ≤ t < n+1.
We have that
∥T (n+ 1)x∥ ≤ ∥T (n+ 1− t)∥ · ∥T (t)x∥ ≤ Meω(n+1−t)∥T (t)x∥ ≤ Meω∥x∥.
But
N2eν2(n+1)∥x∥ ≤ ∥T (n+ 1)x∥ ≤ Meω∥T (t)x∥,
which implies that
∥T (t)x∥ ≥ N2
Meω
· eν2(n+1)∥x∥ ≥ N2
Meω
eν2t∥x∥, for all t ≥ 0, and x ∈ Xq2 .
Denoting by N ′2 = N2Meω > 0 we have that
∥T (t)x∥ ≥ N ′2eν2t∥x∥, for all t ≥ 0, and x ∈ Xq2 . (1)
Let x ∈ Xq1 , which implies that T (·)x ∈ ℓq(N, X), thus T (·)x ∈ ℓ∞(N, X). Hence
∥T (n)x∥ ≤ Lx, for all x ∈ Xq1 .
By the Uniform Boundedness Principle we have that there exists L′′ > 0 such that
∥T (n)x∥ ≤ L′′∥x∥, for all x ∈ Xq1 .
But T (n) : Xq1 → Xq1 and it results that ∥T (n)x∥ ≤ L′′∥x∥, for all x ∈ Xq1 . Thus
∥T (n)x∥ ≤ L′′∥T (n0)x∥, for all x ∈ Xq1 , and n ≥ n0. (∗∗)
Let x ∈ Xq1 , n0 ∈ N,m ∈ N∗ and the sequence
h(n) = χ{n0+1,n0+2,...,n0+m}(n)T (n)x.
Using relation (∗∗)we have that
∥h∥pp =
n0+m
k=n0+1
∥T (k)x∥p ≤ (L′′)p ·m∥x∥p,
from which we obtain that h ∈ ℓp(N, X) and ∥h∥p ≤ L′′m 1p ∥x∥.
Denoting by
u(n) =
n
k=0
T (n− k)h(k) =
n
k=0
T (n− k)χ{n0+1,n0+2,...,n0+m}(k)T (k)x
=

n
k=0
χ{n0+1,n0+2,...,n0+m}(k)

T (n)x
=
0, n < n0 + 1
(n− n0)T (n)x, n0 + 1 ≤ n < n0 +m,
mT (n)x, n ≥ n0 +m
it results that u(·) ∈ ℓq(N, X) and u(n) = T (n)0+nk=0 T (n− k)h(k).
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Thus u(·) = xh(·) and from Proposition 3.2 we have that there exists L > 0 such that:
∥u∥q = ∥xh∥q ≤ L∥h∥p ≤ L · L′′ ·m 1p ∥x∥,
which implies:
∥u(n)∥ ≤ L · L′′ ·m 1p ∥x∥, for all n ∈ N.
For n ≥ n0 +mwe have that u(n) = mT (n)x, which implies
∥u(n)∥ = ∥mT (n)x∥ ≤ L · L′′ ·m 1p ∥x∥.
Thus
m∥T (n)x∥ ≤ L · L′′ ·m 1p ∥x∥, for all n ≥ n0 +m
and it follows that
∥T (m)x∥ ≤ L · L′′ ·m 1p−1∥x∥, for allm ∈ N∗, and x ∈ Xq1 .
There are two cases:
1. If p > 1 it results thatm−1+
1
p → 0, whenm →∞.
It results that there existsm0 ∈ N∗ such that L · L′′ ·m
1
p−1
0 = η < 1, which implies that
∥T (m0)x∥ ≤ η∥x∥, for all x ∈ Xq1
and then r(T1,q(m0)) = eω(T1,q) < 1. Thus ω(T1,q) < 0, so we can find N1, ν1 > 0 such that
∥T (t)x∥ ≤ N1e−ν1t∥x∥, for all t ≥ 0, for all x ∈ Xq1 . (2)
2. If p = 1 it results that q <∞. Then, using relation (∗∗), Hölder’s inequality and Proposition 3.2, we get that
m(m+ 1)
2
· ∥T (n0 +m)x∥ =
n0+m
k=n0+1
(k− n0)∥T (n0 +m)x∥
≤ L′′
n0+m
k=n0+1
(k− n0)∥T (k)x∥ = L′′
n0+m
k=n0+1
∥u(k)∥
≤ L′′

n0+m
k=n0+1
∥u(k)∥q
1/q  n0+m
k=n0+1
1
1− 1q
≤ L′′ ·m1− 1q ∥u∥q ≤ L · L′′ · ∥h∥1 ·m1− 1q
≤ L · (L′′)2 ·m2− 1q ∥x∥.
Thus,
m(m+ 1)
2
∥T (n0 +m)x∥ ≤ L(L′′)2 ·m2− 1q ∥x∥,
which is equivalent with
∥T (n0 +m)x∥ ≤ 2L(L
′′)2
m+ 1 ·m
1− 1q ∥x∥, for all x ∈ Xq1 .
Since limm→∞ 2L(L
′′)2m1−
1
q
m+1 = 0, it results that there existsm0 ∈ N∗ such that
2L(L′′)2m
1− 1q
0
m0+1 = η < 1.
It follows that
∥T (m0)x∥ ≤ η∥x∥, for all x ∈ Xq1 .
It can be shown as above that there exists N1, ν1 > 0 such that
∥T (t)x∥ ≤ N1e−ν1t∥x∥, for all x ∈ Xq1 . (2′ )
From relations (1), (2) and (2
′
)we have that {Tt}t≥0 is exponentially dichotomic.
We will show that Xq1 = X1.
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To show that Xq1 ⊂ X1 we will consider x ∈ Xq1 , which implies that
∥T (t)x∥ ≤ N1e−ν1t∥x∥ → 0, when t →∞.
It results that T (·)x ∈ ℓ∞(N, X), i.e. x ∈ X1. Thus, we have that
Xq1 ⊂ X1. (3)
Let now x ∈ X1. It results that x = u+ v, where u ∈ Xq1 , v ∈ Xq2 . In order to show that v = 0 we will suppose firstly that
v ≠ 0. Then
∥T (t)x∥ = ∥T (t)v − (−T (t)u)∥ ≥ ∥T (t)v∥ − ∥T (t)u∥
≥ N ′2eν2t∥v∥ − N1e−ν1t∥u∥ → ∞,
when t →∞.
We get that T (·)x ∉ Xq1 , which is false. Hence v = 0, which implies that x = u ∈ Xq1 . We obtain in this way that
X1 ⊂ Xq1 . (4)
From relations (3) and (4) we have that Xq1 = X1. 
Theorem 3.2. Let {T (t)}t≥0 be a strongly continuous semigroup on X. If T (n)P1 = P1T (n), for all n ∈ N, (p, q) ≠ (1,∞) and
the pair (ℓp(N, X), ℓq(N, X)) is admissible to {T (t)}t≥0 then T (t) : X2 → X2 is invertible for each t ≥ 0.
Proof. Let y ∈ X2 and
f (n) =
0, n = 0
−y, n = 1
0, n ≥ 2
,
then f ∈ ℓp(N, X).
From Proposition 3.1 it results that there exists an unique x ∈ X2 such that
xf (n) = T (n)x+
n
k=0
T (n− k)f (k)
belongs to ℓq(N, X).
We have that
xf (n) =
x, n = 0
T (1)x− y, n = 1
T (n)x− T (n− 1)y, n ≥ 2.
For n ≥ 2 we get that
xf (n) = T (n− 1)(T (1)x− y).
From Theorem 3.1. it results that there exist N2, ν2 > 0 such that
∥xf (n)∥ ≥ N2eν2(n−1)∥T (1)x− y∥, for all n ≥ 2.
If T (1)x− y ≠ 0, it results that
∥T (n− 1)(T (1)x− y)∥ = ∥xf (n)∥ ≥ N2eν2(n−1)∥T (1)x− y∥ → ∞, when n →∞.
We get that xf (·) ∉ ℓq(N, X), which is false. Hence T (1)x = y, which implies that T (1) : X2 → X2 is bijective, so it is
invertible.
Thus it is obtained that T (t) : X2 → X2 is bijective, i.e. invertible, for all t ≥ 0. 
Corollary 3.1. Let T = {Tt}t≥0 be a strongly continuous semigroupwith T (t)P1 = P1T (t) for all t ≥ 0. Then, {Tt}t≥0 is hyperbolic
if and only if the pair (ℓp(N, X), ℓq(N, X)) is admissible to {T (t)}t≥0, with (p, q) ≠ (1,∞), 1 ≤ p ≤ q ≤ ∞.
Proof. Necessity. Let f ∈ ℓp(N, X). We consider
z(n) =
n
k=0
T (n− k)P1f (k)−
∞
k=n+1
T−1(k− n)P2f (k), for all n ≥ 1.
C. Preda, P. Preda / Computers and Mathematics with Applications 64 (2012) 35–47 45
Then we have that
∥z(n)∥ ≤
n
k=0
∥T (n− k)P1f (k)∥ +
∞
k=n+1
∥T−1(k− n)P2f (k)∥
≤
n
k=0
N1e−ν1(n−k)∥P1f (k)∥ +
∞
k=n+1
1
N2
e−ν2(k−n)∥P2f (k)∥
≤ N1∥P1∥
n
k=0
e−ν1(n−k)∥f (k)∥ + 1
N2
∥P2∥
∞
k=n+1
e−ν2(k−n)∥f (k)∥
≤ N1∥P1∥

n
k=0
e−ν1(n−k)p
′
 1
p′
∥f ∥p + 1N2 ∥P2∥
 ∞
k=n+1
e−ν2p
′(k−n)
 1
p′
∥f ∥p
≤
N1∥P1∥ n
i=0
e−ν1 ip
′
 1
p′
+ 1
N2
∥P2∥
 ∞
i=1
e−ν2 ip
′
 1
p′
 ∥f ∥p
= L∥f ∥p <∞,
where L = N1∥P1∥
n
i=0 e−ν1 ip
′ 1p′ + 1N2 ∥P2∥ ∞i=1 e−ν2ip′ 1p′ and 1p + 1p′ = 1.
It follows that z(·) ∈ ℓ∞(N, X). For the case (p, q), let f ∈ ℓp(N, X) withp ≤ q, then z(·) ∈ ℓq(N, X), see
[20, Theorem 6.4, p. 477].
More than that,
z(n) =
n
k=0
T (n− k)P1f (k)−
∞
k=n+1
T−1(k− n)P2f (k)
=
n
k=0
T (n− k)f (k)−
n
k=0
T (n− k)P2f (k)−
∞
k=n+1
T−1(k− n)P2f (k).
Let now y = −∞k=0 T−1(k)P2f (k). Then we have that
T (n)y = −T (n)
∞
k=0
T−1(k)P2f (k)
= −T (n)
n
k=0
T−1(k)P2f (k)− T (n)
∞
k=n+1
T−1(k)P2f (k)
= −
n
k=0
T (n− k)T (k)T−1(k)P2f (k)−
∞
k=n+1
T (n) [T (k− n)T (n)]−1 P2f (k)
= −
n
k=0
T (n− k)P2f (k)−
∞
k=n+1
T (n)T−1(n)T−1(k− n)P2f (k)
= −
n
k=0
T (n− k)P2f (k)−
∞
k=n+1
T−1(k− n)P2f (k).
It results that
z(n) = T (n)y+
n
k=0
T (n− k)f (k) = xf (n),
and y = x′f ∈ X2, for all n ∈ N.
We obtain in this way that the pair (ℓp(N, X), ℓq(N, X)) is admissible for T = {T (t)}t≥0, with (p, q) ≠ (1,∞),
1 ≤ p ≤ q ≤ ∞.
Sufficiency. It results from Theorem 3.2. 
Proposition 3.3. If the pair (ℓ1(N, X), ℓ∞(N, X)) is admissible to a strongly continuous semigroup {T (t)}t≥0, then there exist
N1,N2 > 0 such that
∥T (t)x∥ ≤ N1∥x∥, for all x ∈ X1, and t ≥ 0;
∥T (t)x∥ ≥ N2∥x∥, for all x ∈ X2, and t ≥ 0.
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Proof. From the Uniform Boundedness Principle it results that there exists L > 0 such that
∥T (n)x∥ ≤ L∥x∥, for all n ∈ N, and x ∈ X1. (∗)
Let t ≥ 0, n = [t], where [t] represents the integer part of t . It results that n ≤ t < n+ 1 and using relation (∗)we have
that
∥T (t)x∥ = ∥T (t − n)T (n)x∥ ≤ ∥T (t − n)∥∥T (n)x∥ ≤ Meω(t−n)∥T (n)x∥
≤ Meω∥T (n)x∥ ≤ MeωL∥x∥, for all x ∈ X1, and t ≥ 0.
We denote N1 = MeωL > 0 and we get that
∥T (t)x∥ ≤ N1∥x∥, for all t ≥ 0, and x ∈ X1. (1)
Let x ∈ X2 − {0}, n0 ∈ N∗ and the sequence f (n) = χ{n0}(n) T (n)x∥T (n)x∥ . It is easy to notice that ∥f ∥p = 1 and we have that
xf (n) = −
∞
k=n+1
χ{n0}(k)
∥T (k)x∥ · T (n)x
= T (n)

−
∞
k=0
χ{n0}(k)
∥T (k)x∥ · x

+
n
k=0
T (n− k)f (k)
=
0, n0 < n+ 1− T (n)x∥T (n0)x∥ , n0 ≥ n+ 1.
From Proposition 3.2 it results that there exists L > 0 such that
∥xf (n)∥ ≤ L∥f ∥p = L, for all n ∈ N,
which implies
∥T (n)x∥
∥T (n0)x∥ ≤ L, for all n ≤ n0 − 1.
Denoting by L′ = max{1, L}, we obtain that ∥T (n)x∥∥T (n0)x∥ ≤ L′, for all n ≤ n0. Thus, ∥T (n)x∥ ≤ L′∥T (n0)x∥, which is equivalent
with
∥T (n0)x∥ ≥ 1L′ ∥T (n)x∥, for all n ≤ n0.
Hence
∥T (n)x∥ ≥ 1
L′
∥T (n0)x∥, for all n ≥ n0, and x ∈ X2.
Let t ≥ 0 and n = [t]. For n0 = 0, using the relation obtained above, we have that
1
L′
∥x∥ ≤ ∥T (n+ 1)x∥ = ∥T (n+ 1− t)T (t)x∥
≤ Meω(n+1−t)∥T (t)x∥ ≤ Meω∥T (t)x∥.
It follows that
∥T (t)x∥ ≥ 1
L′Meω
∥x∥, for all x ∈ X2, and t ≥ 0.
Denoting by N2 = 1L′Meω > 0 it results that
∥T (t)x∥ ≥ N2∥x∥, for all t ≥ 0, and x ∈ X2. (2)
From relations (1) and (2) we obtain the conclusion. 
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