The food economic chain of many rivers is based on an important control of the presence of predatory fish in the water. The assessment of the predation pressure on migratory species cannot be done manually. Therefore some automatic techniques are needed.
INTRODUCTION
Recent studies in the Loire basin have shown that the catfish (Silurus glanis), known to be opportunistic from a food point of view, consume cyprinids but also migratory fish such as shad [3] . This consumption in spring is not without impact of this species on * Corresponding Author Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. the migratory fish community in the Loire and so impact to the economy linked to fish consumption.
Although it is not currently possible to assess predation pressure on migratory species, this pressure does exist. It would therefore be important to develop a method for estimating catfish densities in the natural environment. It currently seems difficult to estimate catfish densities in the natural environment of the large river type without combining different techniques.
One promising technique is an estimation of catfish densities from aerial images analysis. This type of analysis is not very widespread. Several sections of the Loire have been filmed with a drone.
Several approaches were tested, in particular, indirect estimation techniques based on descriptor points (e.g. SIFT [12] , SURF [2] ). These approaches have not been successful due to the very high variability of the images and due to the presence of many artifacts (algae, trunks, vegetation, etc.). To cope with these issues, more recent approaches are being considered in this paper. Therefore, classification approaches based on deep neural networks (specifically convolutional neural networks, CNN [9] ) have been applied.
CNN are now widely used in many computer vision taks, however for the considered applicative context there are several specificities that make this study interesting and original. Therefore the contributions of this paper are the following:
• first, it is the first time that image analysis techniques, and in particular CNN, are used in the context of catfish density estimation; • more important, deep learning has been used mainly for classifications tasks, and less for regression tasks and image density estimation.
Actually, even if there are few approaches for people crowding estimation with CNN this problem is still largely open and never addressed in the case of estimation density of different kind of objects than people. This make this paper the first attempt in this direction and lays the foundations for future developments. The remainder of the paper is organized as follows: Section 2 discuss about related works, in particular the use of CNN for people crowding estimation; in Section 3 we describe the proposed architecture of our network while in Section 4 results of the application of the proposed techniques are drawn; Section 5 concludes the paper with some finally remarks and future perspectives.
RELATED WORKS
The first attempt to tackle the object counting problem has been called counting by detection ( [7, 8] ). The main idea is to use some detectors, for localizing individual object instances in the image. Given the localization of all instances, counting becomes trivial. However, object detection is very far from being solved [5] , especially for overlapping instances. In our case, there are many overlapping instances, because catfishes usually move in group and many parts of single instances are not visible.
The second category of works is called counting by regression. These methods avoid solving the hard detection problem. Instead, a direct mapping from some global image characteristics (interest points, HOG, etc.) to the number of objects is learned ( [6, 16] ). These approaches however require a large number of training images. This is not the case of our application framework as we will discussed later.
Recently, a more effective technique is based on learning density map model. They introduce a counting approach, which works by learning a linear mapping from local image features to object density maps. With a successful learning, one can provide the object count by simply integrating over regions in the estimated density map ( [4, [13] [14] [15] ).
In [14] the authors propose a Convolutional Neural Network (CNN) based framework for cross-scene crowd counting. After a CNN is trained with a fixed dataset, a data-driven method is introduced to fine-tune (adapt) the learned CNN to an unseen target scene, where training samples similar to the target scene are retrieved from the training scenes for fine-tuning. This adaptation improve accuracy on a specific dataset, but it requires a fine-tuning phase each time an unseen target scene comes up.
The first work that introduce the dealing with the perspective problem in crowding estimation with Deep Neural Networks, is the work presented in [15] . The authors propose a multi-column convolutional neural network (MCNN) containing three columns of convolutional neural networks whose filters have different sizes to take into account perspective problems. Then final predictions are obtained by averaging individual predictions of all deep neural networks.
In [4] the authors use a combination of deep and shallow, fully convolutional networks to predict the density map for a given crowd image. Such a combination is used capturing both the high-level semantic information (face/body detectors) and the low-level features (blob detectors), that are necessary for crowd counting under large scale variations. Furthermore, they use a different augmentation data management on the different part of the network according to the available amount of training data at different scales.
Lastly, the authors of [13] propose a new solution whose main contribution is that object densities can be estimated without the need of any perspective map or other geometric information of the scene. They introduce the Hydra CNN architecture, a scale-aware model, which works learning a multiscale regressor inspired by the so called pyramidal network [11] . The problem of this approach remains the complexity of the network that is not necessary in our case in which we have limited scaling problems.
Our proposition is mainly inspired by this last work, but it presents two main differences, which are also the contributions of this paper:
• First, since for aerial images there is not the problem of perspective, we simplify the deep network in such a way that it has not necessarily be aware of this issue. This results in two advantages: one is that the network is more efficient in terms of time processing; the other is because there are less parameters to learn so it needs less amount of training data.
• Second, as we will see, our problem is very unbalanced, we change the data augmentation strategy in order to tackle this issue.
Furthermore, we want to highlight, that this proposal is the first one to address the problem of catfish density estimation by image analysis and deep learning.
3 PROPOSED FRAMEWORK Figure 1 shows the proposed architecture. As you can see, it is inspired by HydraNet [13] , but it simplified to only one scale layer because Aeriel Images does not present the problem of perspective. The architecture is a classic ConvNet with 6 convolution layers interlaced by two max-pooling layers on the first two convolution levels. For the problem in hand, we have hard unbalancing data. In fact we own a dataset of around 300 images of size 6000 × 4000, but only 12 images contain positive samples, i.e. there are catfishes within. Therefore, to address this unbalancing problem, we proceed as follows.
The first step is to extract patches for our big size images. It is important to highlight that this extraction is not done in the same way on negative images (i.e. images without catfishes) and positive images. On positive images we used a dense extraction. It is worth noting that on positive images, there are also parts of images without the object of interest, so with such a dense extraction we collect also negative samples. Therefore from negative images we extract, randomly, only 2 patches. This is done in order to deal with the unbalancing issue.
The second step is data augmentation, because we have very few positive samples. For each patch containing a catfish, we perform several rotations (at different degrees) and some affine transformations to increase the number of positive samples. In this way we obtain 21565 patches.
Counting model and Ground Truth construction
Our counting objects model follow the basic principles introduced by Lempitsky and Zisserman in [10] . Our solution requires a set of annotated images, where all the objects are marked by dots. In this scenario, the ground truth density map D I , for an image I , is defined as a sum of Gaussian functions centered on each dot annotation,
where A I is the set of 2D points annotated for the image I , and N (p; µ, Σ) represents the evaluation of a normalized 2D Gaussian 
RESULTS
We implemented our model with Tensorflow library [1] with Python language, on a server with two multi-core processors, and two Nvidia GTX 1080 Ti (with a total of 32GB RAM dedicated to GPU processing).
Our dataset
The Aerial Images which constitute our dataset show the considerable difficulty of the problem: the environment is highly variable in terms of colors, lightning, presence of obstacle and so on (see Figure 3) ; the appearance of the catfish is sometimes very similar to the background (see Figure 4 ) and it is difficult, even for a human expert to provide the real number of objects of interest also due to grouping of fishes; finally the presence of fishes is very sparse. In the dataset there are 300 images, of which 12 positive images. We trained the network with 9 positive images and 3 negative images, then we test on the on the remaining 3 positive images. In the test phase, for each image, we extract the patches without overlapping.
Numerical Results
By following the convention of existing works [6, 14] for crowd counting, we evaluate different methods with both the mean absolute error (MAE) and the mean squared error (MSE). We present the results obtained at two different epochs of training. For each epoch, we show the number of fishes estimated on each training and test images and the MAE and MSE scores on the entire training and test set. Table 1 and Table 2 show results at epoch 0. Obviously the estimation is very bad, because the network has not yet learned. After only 10 epochs the estimated values have suddenly decreased, and the MAE and MSE continue to decrease at epoch 20. Still at epoch 40, MAE and MSE continue to decrease, but actually all the estimation fall down to 0. The network weights seem to converge towards 0. This is mainly due to the sparsity of catfishes in the images. Even if we only took positive images for training, these are very big (6000 × 4000) with often only 1 positive sample (a catfish) in the image. Therefore, most of the 116 × 116-sized patches will not contain any fish. As a result, the neural network must return density maps composed entirely of zeros for a large part of the image (Figure 4 shows an example of the estimated density map). This partly explains why the weights of the neural network seem to be converging towards zero.
CONCLUSIONS
In this paper we have presented a deep neural network for estimating the density of catfishes from aerial images. This is the first attempt to use machine learning and image analysis in this application context. The architecture has been inspired by the recent works on estimating people crowd density from images. But this architecture was adapted at the specificity of the acquisition technology (aerial images) and the application context (catfish detection).
Preliminary results are not good, the analysis shows many promising directions for improving performance. Future works will be precisely dedicated to improve the system in several ways: first we plan to study more in-depth the problem of data augmentation especially for positive sample, given their scarcity in our dataset; second we plan to use transfer learning technique to compensate for this lack of data; third we will try to add some application specific features that should improve the learning capability of the network.
