Abstract-Timed Petri nets are formal models of discrete concurrent systems. Since the durations of all activities are included in the model descriptions, many performance characteristics can be derived from such models. In the case of cluster tools, net models represent the flow of wafers through the chambers of the tool as well as consecutive actions performed by the robotic transporter. Steady-state performance of cluster tools with chamber revisiting is investigated in this paper. A systematic development of detailed tool schedules, based on a general behavioral description of the tool, is proposed and is used to derive the corresponding Petri net models. Symbolic performance characteristics of the modeled tools are obtained by using place invariants, without exhaustive reachability analysis. Simple examples presented in the paper can be easily extended in many ways.
I. INTRODUCTION
A cluster tool is an integrated manufacturing system consisting of process, transport, and cassette modules, mechanically linked together [4] . The use of cluster tools has been stimulated in recent years by a number of factors which include higher yield [28] , shorter cycle time (or higher throughput) [23] , [28] , [38] , tighter process control [23] , [38] , better utilization of the cleanroom floor space [4] , [38] , reduced human intervention [11] , [38] , reduced working capital tied up in work-inprogress [25] , and lower capital costs [11] , [38] . The advantages of cluster tools are closely related to the trend of moving from processing batches of wafers to single-wafer processing-as the wafer size increases, maintaining the required process uniformity for the whole batch of wafers becomes increasingly difficult [11] . Basic concepts of cluster tools and their advantages over conventional fabs are discussed in [4] , [10] , [11] , [23] , [28] , [38] .
Performance comparisons of cluster-based fabs with conventional ones usually concentrate on two aspects, the throughputs and the costs. Results of such comparisons, obtained by computer simulation of fabrication processes [43] , [44] , indicate that cluster-based fabs can operate at considerably reduced throughput times for a relatively small increase in production cost per wafer. However, these results are sensitive to configurations and scheduling of cluster tools, so further research in these areas is needed. Moreover, simulation does nor reveal the relationships between tool characteristics and tool performance; simulation predicts how a tool performs, but does not explain why the tool performs in this way; analytical models are needed to provide more insight into such relationships.
Simple, intuitive models of the cycle time, throughput, and wafer cost of integrated single-wafer tools have been proposed in [41] . The models use two measurable parameters that aggregate tool operations: the incremental cycle time, which is the average increase in cycle time resulting from a lot size increment of one wafer, and the fixed cycle time, which is the portion of the cycle time that is independent of lot size. Analytical models of the incremental and fixed cycle times are used in [41] to study the effects of tool configuration on its performance.
Simple models of manufacturing processes are also used in [42] to analyze the effects of integrated single-wafer processing on fab cost and cycle time. Simulation results suggest that integrated single-wafer processing can reduce the cycle time of conventional fabrication by about 50 percent without having a significant effect of wafer production cost. However, tool integration and single-wafer processing must be used together to achieve these performance improvements.
Optimization of the throughput in cluster tools with different designs of the robotic transporter is discussed in [12] . Using simulation methods, the paper compares the throughputs of tools with single-blade (or single-pan) and two types of dual-blade robots, with same-side and opposite-side blades. The analysis of the throughput also takes into account the process times of modules; significant improvements of the throughput can be obtained by splitting the operation of a single module (which is a bottleneck) into two consecutive operations (the additional module performs a "preheat" operation in this particular case).
Throughputs and cycle times of systems of cluster tools with the same sequences of process steps and the same total numbers of modules, but in which the modules are grouped in different ways, are studied in [20] . The two extreme module configurations are called serial and parallel configurations. In serial configurations, each wafer visits each module in a cluster, but different process steps are performed concurrently on different wafers (in different modules). In parallel configurations, each cluster is composed of identical modules performing identical operations (on different wafers), so each wafer visits one of the modules in each cluster. Hybrid configurations are different combinations of parallel and serial configurations, e.g., each wafer is processed in several modules of several cluster tools. From reliability point of view, parallel configurations are better [21] (in a serial configuration, a failure of any one of the tool's modules makes the tool unavailable for further processing, while in a parallel configuration, a tool with a faulty module can continue its operation, although with reduced throughput); serial configurations, however, provide better throughputs, especially when the transport of wafers between the cluster tools is taken into account, and equipment downtimes are relatively infrequent. [21] concludes that the fabs will gradually migrate from parallel to serial configurations as cluster tools become more reliable and the cycle time becomes more important.
Because the manufacture of semiconductor devices is a highly complex and expensive process, it is often important to predict the operating characteristics of the fabrication facility even before it is constructed. An open queueing network model for rapid performance analysis of semiconductor fabs is described in [7] . While the use of queueing models for performance evaluation of manufacturing systems is not new, the approach presented in [7] differs from others in the detailed models in which different tool groups are represented and in the way in which the effects of wafer rework and scrap are characterized. The solution follows the decomposition-based approximation approach, so each of dozens of nodes in the network is analyzed separately, with a set of renewal input processes capturing the interdependence among the nodes. Although [7] reports good conformance of obtained estimates with the results of simulation studies, the development of the queueing network model relied heavily on an existing simulation model developed earlier by IBM, and extensively validated and tested against actual IBM semiconductor lines. [7] concludes that a combination of queueing network models and simulation techniques is a more promising approach to performance prediction of semiconductor fabs. A general overview of application of queueing network models to modeling and performance prediction of wafer fabs, with some directions for future research, is given in [19] .
More detailed representation of the behavior of cluster tools and analysis of their performances can follow the critical path approach, or an activity-oriented approach. The critical path approach is based on detailed timing diagrams, similar to Gantt charts, which represent one typical sequence of events in a cluster tool, and which derives the performance formulas from a critical path in the analyzed sequence. [29] , [30] and [40] are good examples of this approach. The derived results are symbolic, so they capture the influence of different parameters on the performance of the tool, but the formulas are valid for only one, analyzed sequence of events, and the feasible values of parameters are restricted to this analyzed sequence of events. Any change of the sequence of events (which may be caused by a change of some parameters) requires a new analysis of the tool's behavior.
Activity-oriented approach considers cluster tools as (discrete) concurrent systems, in which several activities can be performed simultaneously, for example, different wafers can be processed by different modules at the same time, and also the robotic transporter can be moving to a position required by a future step [26] . Activity-based approach does not focus on any specific sequence of events; it takes into account the whole spectrum of possible behaviors of the analyzed system, so it is more general than the critical-path approach. Petri nets are formal models developed specifically for representation and analysis of concurrent activities [27] , [34] . Since the use of Petri nets in modeling and analysis of manufacturing systems has become a "standard" approach [8] , [9] , [13] , [31] , [46] , using Petri nets for analysis of cluster tools seems to be a natural consequence of their acceptance in other areas of manufacturing, robotics and systems automation. A broad survey of issues related to modeling, analysis, simulation, scheduling, and control of semiconductor manufacturing systems using Petri nets is provided in [47] .
Original Petri net models (sometimes also called condition-event systems) represent events and the causal relationships among them. In order to analyze the performance of such models, the durations of all activities must be included in the model description. Several types of nets "with time" have been proposed by associating "time delays" with places [36] , or occurrence durations with transitions [2] , [32] , [48] of net models. Also, the introduced temporal properties can be deterministic [32] , [33] , [36] , [48] , or can be random variables described by probability distribution functions (the negative exponential distribution being the most popular choice) [2] , [3] , [48] . For analysis of temporal constraints imposed on some events (e.g., a message must be received within time units from the moment of sending), time intervals can be associated with places or transitions of net models [1] , [24] .
Two basic approaches to analysis of "timed" net models are known as reachability analysis and structural analysis. Reachability analysis is based on the detailed behavior of models, represented by the set of states and transitions between the states. For complex models, the exhaustive reachability analysis can easily become difficult because of a very large number of states (the so called "state explosion problem"). For some classes of net models, performance properties can be derived from the structure of the net models; this approach is called structural analysis. The most popular example of this approach is analysis based on place-invariants (or P-invariants) for models covered by families of simple cyclic subnets (which are implied by the P-invariants).
One of first in-depth applications of timed Petri nets to analysis of cluster tools is [39] . Since the approach proposed there is based on the exhaustive analysis of the state space (i.e., reachability analysis), its applicability is restricted to models with rather small state spaces. Structural analysis of timed net models is used in [49] , which is a comprehensive study of modeling and performance evaluation of a variety of cluster tools that includes single-blade and dual-blade tools, tools with redundant chambers (or modules), multiple loadlocks, multiple robots, and so on. A different temporal model, adopted from [5] and [16] , is used in [17] . Intervals of time are used in this model to specify the lower and the upper bounds on the execution time of each operation. The upper bounds are used as time constraints, which limit the waiting times of wafers in (dual-arm or dual-blade) cluster tools. Schedulability (i.e., the existence of a schedule which satisfies all time constraints) for such models is determined by using linear programming to find a solution describing the behavior of derived net models. [17] also discusses a modification of the conventional swap operation of the dual-arm robot in which a wafer, that must wait for the availability of another module but cannot remain in the current module because the prolonged exposure to heat and/or chemical agents can create quality problems, is delayed on the robot's arm rather than in a module. A different approach to dealing with waiting time constraints of wafers (or residency constraints) is proposed in [35] where first an unconstrained schedule is considered, and if this schedule violates any residency constraints, some heuristic methods are used to modify the schedule (by increasing its cycle time).
Other applications of Petri nets to modeling and analysis of semiconductor manufacturing systems include [6] , [14] and [15] . [6] uses a combination of timed colored Petri nets and genetic algorithms to optimize the performance of wafer fabrication systems. A timed colored net models all possible behaviors of the analyzed manufacturing system, and the genetic algorithm explores this space of behaviors with the objective of finding an optimal or near-optimal schedule for the manufacturing system. A special class of Petri nets, called merged nets, is used in [14] to represent fabrication system's degraded behavior, such as reworks, failures and maintenance. Structural methods, based on net siphons, are used to show the liveness (i.e., the absence of deadlocks and livelocks) and reversibility of the net models. [15] uses a subclass of generalized stochastic Petri nets (GSPN's) with priorities, called Markovian timed Petri nets, to model semiconductor manufacturing systems with process priorities, routing priorities, resource re-entrance, and nonpreemptive operations. Lower and upper bounds on the performance of the analyzed system are obtained by using linear programming techniques.
Modern semiconductor devices are composed of many layers of different materials created in consecutive processing steps.
Steps which involve similar technological processes can be performed in the same chambers of a cluster tool; the chambers are then "revisited" by wafers. Chamber revisiting can reduce potential inefficiencies of cluster tools but it complicates the detailed scheduling of operations within the tool. Because of complexity of modern cluster tools, a general approach is needed for systematic derivation of such detailed schedules. This paper proposes such a general approach.
The presented approach is an extension of previous work on modeling and analysis of cluster tools without chamber revisiting [49] . The paper shows that chamber revisiting can be systematically described by a set of discrete configurations which can also be used to derive the net model of the tool. This new approach can be applied to a large variety of tools, including single-blade and dual-blade ones, tools with multiple loadlocks, redundant chambers and multiple robots. Chamber revisiting, however, requires a slightly different models of chambers (to capture the revisiting process properly). Therefore, the paper first discusses how net models of cluster tools without chamber revisiting can be derived from their general discrete descriptions, and then extends this systematic approach to tools with chamber revisiting. Although the presented models of cluster tools are different than in [49] , their performance analysis is also based on place invariants and place-invariant-implied subnets.
Section II recalls basic concepts of timed Petri nets; this material is available elsewhere, but is included in order to avoid misinterpretations due to subtle differences among many existing variants of Petri nets and temporal properties associated with them. Section III introduces simple models of steady-state behavior of single-blade cluster tools without chamber revisiting, and Section IV presents performance analysis based on place invariants, as in [49] . Section V proposes a formal description of cluster tools with chamber revisiting. Systematic derivation of net models from the schedules is described in Section VI, which also illustrates the analysis of the derived model. Several concluding remarks are given in Section VII.
II. TIMED PETRI NETS
Petri nets are known as a simple and convenient formalism for modeling systems that exhibit parallel and concurrent activities [27] , [34] . In Petri nets, these activities are represented by the so called tokens which can move within a (static) graph-like structure of the net. More formally, a marked place/transition Petri net is defined as , where the structure is a bipartite directed graph, , with a set of places , a set of transitions , a set of directed arcs connecting places with transitions and transitions with places,
, and an initial marking function which assigns nonnegative numbers of tokens to places of the net, . A place is shared if it is connected to more than one transition. A shared place is free-choice if the sets of places connected by directed arcs to all transitions sharing are identical. A net is free-choice if all its shared places are free-choice. A net is structurally (or statically) conflict-free if it does not contain shared places. A marked net is dynamically conflict-free if for any marking reachable from the initial marking, and for any shared place, at most one of transitions sharing this place is enabled. The models of cluster tools discussed in this paper are (statically and dynamically) conflict-free nets.
In order to study performance aspects of Petri net models, the duration of activities must also be taken into account and included into model specifications. In timed nets [48] , occurrence times are associated with transitions, and transition occurrences are real-time events, i.e., tokens are removed from input places at the beginning of the occurrence period, and they are deposited to the output places at the end of this period (sometimes this is also called a three-phase firing mechanism as opposed to one-phase instantaneous occurrences of transitions in stochastic nets [2] , [3] and time nets [24] ). All occurrences of enabled transitions are initiated in the same instants of time in which the transitions become enabled (although some enabled transitions cannot initiate their occurrences). If, during the occurrence period of a transition, the transition becomes enabled again, a new, independent occurrence can be initiated, which will overlap with the other occurrence(s). There is no limit on the number of simultaneous occurrences of the same transition (sometimes this is called infinite occurrence semantics). Similarly, if a transition is enabled "several times" (i.e., it remains enabled after initiating an occurrence), it may start several independent occurrences in the same time instant.
More formally, a conflict-free timed Petri net is a pair, , where is a marked net and is a timing function which assigns an (average) occurrence time to each transition of the net, , where is the set of nonnegative real numbers.
The occurrence times of transitions can be either deterministic or stochastic (i.e., described by some probability distribution function); in the first case, the corresponding timed nets are referred to as D-timed nets, in the second, for the (negative) exponential distribution of firing times, the nets are called M-timed nets (Markovian nets). In both cases, the concepts of state and state transitions have been formally defined and used in the derivation of different performance characteristics of the model [48] . Only D-timed Petri nets are used in this paper.
Each place/transition net can be conveniently represented by a connectivity (or incidence) matrix in which places correspond to rows, transitions to columns, and the entries are defined as:
Connectivity matrices disregard selfloops, that is, pairs of arcs and . A pure net is defined as a net without selfloops [34] .
A P-invariant (place invariant, sometimes also called S-invariant) of a net is any nonnegative, nonzero integer (column) vector which is a solution of the matrix equation where denotes the transpose of matrix . It follows immediately from this definition that if and are P-invariants of , then any linear (positive) combination of and is also a P-invariant of . A basic P-invariant of a net is defined as a P-invariant which does not contain simpler invariants.
Similarly, a T-invariant (transition invariant) of a net is any nonnegative, nonzero integer (column) vector which is a solution of the matrix equation and a basic T-invariant of a net is defined as a T-invariant which does not contain simpler invariants.
Moreover, a net is a -implied subnet of a net , , if: 1) ; 2) . A subnet implied by a P-invariant is obtained from a net by selecting all those places, for which the corresponding elements of are nonzero, ( is sometimes called the support of the invariant ), and taking all arcs incident with these places in net (part (1) of the definition), and then including all transitions which are associated with the included arcs (part (2) of the definition). It should be observed that all arcs incident with places in belong to but some arcs incident with transitions in are usually left out.
There are efficient algorithms for finding all basic invariants of a net [18] , [22] .
Net invariants can be very useful in performance evaluation of net models. If a net is covered by a family of conflict-free cyclic subnets (i.e., if each place and each transition of a net belongs to one of subnets), the cycle time of the net, , is equal to the maximum cycle time of the covering subnets [32] , [36] :
where is the number of subnets covering the original net, and each , , is the cycle time of the subnet , equal to the sum of occurrence times associated with the transitions divided by the total number of tokens assigned to the subnet:
In many cases, the number of basic P-invariants can be reduced by removing from the analyzed net all these elements which do not affect the performance of models [49] .
III. SIMPLE CLUSTER TOOLS
The cluster tools discussed in this section are -chamber cluster tools with one robotic transporter. Each of the chambers performs a unique process, and there is a single chamber for each process. The only explicit storage facility is the loadlock. For single-blade tools, the robotic transporter can carry only one wafer at a time. The model assumes that all wafers have the same process sequence, and that no chambers are revisited, as in [29] , [49] .
A sketch of a four-chamber cluster tool (used as a running example) is shown in Fig. 1 , where LL denotes the loadlock to store cassettes of wafers; C1, C2, C3, and C4 are process chambers which modify the properties of the wafers, and R is a robotic transporter (or simply a robot) which moves the wafers between the loadlock and the chambers as well as from one chamber to another.
When a batch of wafers arrives at an empty cluster tool, it is placed in the loadlock which is then typically pumped down to vacuum. All the time required to get a batch into the cluster and ready for processing is denoted as . The robot, assumed to be idle at the loadlock, moves the first wafer to the first chamber. For simplicity, it is assumed that the chambers are numbered as they appear in the process sequence. When the process in the first chamber is finished, the wafer is moved to the second chamber, after which the second wafer can be moved into the first chamber. After a number of such wafer transports, the first wafer arrives back at the loadlock. When all wafers have been processed and returned to the loadlock, the loadlock is raised to atmospheric pressure and the batch is removed from the tool. The time interval between when the last wafer arrives at the loadlock and when the batch is removed is denoted as . In general, the time to process a batch consists of the following [29] :
, the time to reach steady state, the time spent in steady state , the time to process final wafers, and . Since most of the batch processing time is spent in the steadystate, the analysis of steady-state processing is usually the most interesting one. The initial and final transient behaviors can be approximated reasonably well by the cycle time of the steadystate behavior.
The behavior of a cluster tool, with a single-blade robot, can be represented as a sequence of "configurations," where each configuration corresponds to a distribution of wafers among the chambers of the tool (when the robot does not carry a wafer); more specifically, for an -chamber tool, each configuration is described by an -tuple of chamber descriptions (it should be noted that loadlocks are excluded from these descriptions in order to capture the cyclic behavior of the steady-state; from the steady-state point of view, the loadlocks provide an infinite supply of wafers for processing):
where each chamber description is "1" if the chamber is loaded with a wafer in this configuration, and otherwise is "0." For example, the sequence of configurations for a fourchamber tool with the maximally concurrent use of the chambers is shown in Table I .
Each change of configurations corresponds to a wafer moving from one chamber to another, from the loadlock to the first chamber, or from the last chamber back to the loadlock. It is assumed that each cycle uniformly begins by moving a (new) wafer from the loadlock to the first chamber (so, in the first configuration, ). The changes of configurations correspond to the following general rules.
• A configuration allows moving a wafer from chamber to , so it always derives the configuration , .
• A configuration allows moving a wafer from the last chamber to the loadlock, so it always derives the configuration .
• It is assumed that each cycle begins by moving a (new)
wafer from the loadlock to chamber C1, so the first step always changes a configuration to . It can be easily verified that, for the case of maximally concurrent use of chambers, there is only one sequence of operations, as shown in Table I . However, if the concurrency is reduced, and only two chambers are performing their operations when the next wafer is loaded into C1, there are several possible sequences of operations, as shown in Table II . For the initial configuration (0,1,1,0), these sequences are 1-2-3-4a-5a-1, 1-2-3-4a-5b-1, 1-2-3-4b-5b-1. In general case, one of these sequences will provide a better throughput than the others.
The sequences of configurations for the initial configurations (0,1,0,1) and (0,0,1,1) are derived in a very similar way; these sequences share some configurations with the sequences shown in Table II .
IV. MODELS OF SIMPLE CLUSTER TOOLS
The description of a cluster tool introduced in the previous section can easily be converted into a timed Petri net model of this tool. In this model, each chamber is represented by a simple subnet shown in Fig. 2 . Place is marked if the chamber is empty. Transition represents the operation of loading the chamber, and place -the condition "wafer is loaded into chamber," so the chamber operation can begin; transition represents the operation performed by the chamber with the occurrence time equal to the duration of this operation. Place represents the condition "chamber operation is completed," so the unloading can be performed (transition ).
The (cyclic) sequence of operations performed by the robotic transporter is derived from the sequence of configurations of the cluster tool. For example, the sequence of configurations corresponding to the maximally concurrent operation of a four- where represents a move of the robot carrying a wafer from to , and , a move without carrying a wafer. The model of this sequence is a simple cyclic net composed of transitions representing the steps and the intermediate places.
The models of chambers and the robotic transporter can be combined into a complete model of the tool shown in Fig. 3 . The four chambers are represented (in the upper part of Fig. 3 ) by subnets with transitions , , , and ; the initial markings of chambers C2, C3, and C4 correspond to the maximum concurrency assumption-when a new wafer is picked from the loadlock, all chambers except C1 are loaded and perform their operations. The operations represented by the remaining transitions are described in Table III .
The initial marking indicates that the robot begins its (cyclic) sequence of operations by picking a wafer from the loadlock and moving to C1 (transition ), then the wafer is loaded in C1 (transition ), and so on. In order to obtain the effect of steady-state behavior, the loadlock is assumed to have an infinite capacity and is represented by place which is used as "input" and "output" of the cluster tool. When processing a wafer is finished, a token is deposited in , and the same token is used as the next wafer a moment later. The initial marking of is irrelevant as long as it is nonzero; the behavior of the model is exactly the same if more than one token is assigned initially to . Moreover, it can be observed that creates a parallel path between and , so it has no effect on the performance of the model, and can be removed (with the two arcs connected to it) [49] . Similarly, places , , and can also be removed (with their incident arcs) without any effect on the performance of the model as they all create parallel paths (in [37] such places are called "implicit places").
All transitions are timed transitions, and the occurrence times associated with them represent the times of the corresponding operations. The net shown in Fig. 3 has five basic P-invariants (after removal of places , , , and ); the sets of transitions of subnets implied by these P-invariants are shown in Table IV .
Because the cycle time of the model is equal to the maximum cycle time of subnets implied by P-invariants, the cycle time is where denotes the cycle time of the subnet , so, , , and so on (each P-invariant-implied subnet contains exactly one token).
If is equal to one (or more) of the first four terms, the model is called "process bound" because the duration of the process performed by one of the chambers determines the cycle time (and the throughput) of the tool; if the cycle time is equal to the last term, , the model is called "transport bound" [40] .
The temporal characteristics associated with the transitions of the model can be determined by representing each step as a sum of some elementary actions such as picking a wafer from a loadlock, loading a wafer into a chamber or unloading it. Each of these actions has its execution time, and it is assumed, for simplicity, that the execution times of the same actions for different chambers are equal (it is a minor modification to make them different). The elementary actions and their execution times are shown in Table V .
The execution time of any operation is assumed to be the sum of execution times of actions constituting the operation. For the operations represented by transitions in Fig. 3 , these execution times are shown in Table VI .
The cycle times of the subnets are obtained by adding the execution times (Table VI) where denotes the duration of the operation performed by chamber (or the occurrence time associated with transition ). Similarly, the sequence of configurations 1-2-3-4a-5a-1 (Table II) corresponds to the following sequence of robot's moves:
The net model derived from this sequence of operations is shown in Fig. 4 .
After removing with the two incident arcs, and also , , and with their arcs (as they all create parallel paths), the FIG. 3 net has six basic P-invariants, and the sets of transitions implied by these invariants are found in Table VII .
The formulas describing the cycle times of this model can be derived similarly as for the model shown in Fig. 3 .
V. CHAMBER REVISITING
In cluster tools with chamber revisiting, wafers pass through some chambers more than once. Coordinating the flow of wafers is more complicated in this case than for processing without chamber revisiting.
In steady-state, the cyclic behavior of a cluster tool can be described by a sequence of tool configurations where each configuration characterizes the distributions of wafers in the chambers of the tool. If chambers are not revisited (Section III), each configuration is a vector of variables, with variable describing the "status" (empty or not) of chamber . For chamber revisiting, an extended description is needed, with components corresponding to all steps of the processing cycle, including the revisiting of (some) chambers. For example, if the sequence of processing steps is 1-2-3-4-2-3, which means that each wafer first visits C1, then C2, then C3 and C4, then revisits C2 and finally revisits C3, the configurations are described by 6 variables, but some variables are "coupled" as they refer to the same chamber. Each change to any one of such variables implies a change of all other variables which are coupled with it. For the sequence 1-2-3-4-2-3, variables 2 and 5 as well as 3 and 6 are coupled because they correspond to the first and second visits to chambers C2 and C3, respectively. If any one of the coupled variables becomes nonzero, the corresponding chamber becomes unavailable, so all other variables coupled with the changing variable become marked by "x." For an implementation of the process 1-2-3-4-2-3 with maximum concurrency, the initial configuration (i.e., the configuration just before loading a new wafer into the first chamber) can be (0,1,x,1,x,1) or (0,x,x,1,1,1); (0,1,1,1,x,x) is yet another initial configuration but it is of little interest because, after loading chamber C1, no further continuation is possible (the tool is "deadlocked").
The possible changes of extended configurations are described by the following rules.
• A configuration always derives configuration ; all variables coupled with variable become marked by "x", and all variables coupled with variable become 0. • A configuration always derives configuration ; all variables coupled with variable become 0. This change of configurations corresponds to unloading the wafer (after the last operation) and returning it to the loadlock.
• It is assumed that each cycle begins with loading new wafer into the first chamber; the starting configuration is thus , and this configuration always derives ; all variables coupled with the first variable become marked by "x." For the four-chamber tool with process 1-2-3-4-2-3, the maximally concurrent sequence of configurations is shown in Table VIII .
For some configurations there may be more than one possible next operation, which leads to several different schedules with possibly different performances. It is also possible that a configuration cannot be (further) changed, which indicates that the corresponding initial configuration leads to a deadlock. For example, for the previously discussed processing sequence 1-2-3-4-2-3, the initial configuration (0,0,1,1,0,x) can lead to a deadlock, as shown in Table IX .
If, however, in configuration (1,0,1,1,0,x), a wafer is moved from chamber C4 to C2 (for the second visit), the sequence can be continued, as shown in Table X .
All sequences of operations leading to deadlocks are easily identified at the level of changes of configurations and are eliminated from further considerations. Consequently, only deadlock-free sequences are analyzed with respect to their performance and the "best" sequence, i.e., the sequence with the maximum throughput, is chosen. Some configurations are acyclic, i.e., they cannot be derived from itself. Obviously, such acyclic configurations cannot be used as starting configuration for the description of steady-state behavior. For example, the initial configuration (0,x,x,1,1,1 ) cannot be repeated in the sequence of derived configurations, as shown in Table XI . It should be noted that each cyclic sequence of configurations implies a deterministic schedule of the robotic transporter. This schedule is obtained by "implementing" the consecutive changes of configurations and moving the robot from one chamber to another, as required by (consecutive) changes of configurations.
VI. NET MODELS AND THEIR ANALYSIS
As in Section IV, the general Petri net model of a cluster tool is composed of models of all chambers and the model of robot's schedule. Each chamber which is not revisited, is represented by a subnet shown in Fig. 2 . Models of revisited chambers are slightly more complex because they must provide different temporal characterizations for each visit. The model is in the form of a free-choice structure with the number of choices representing the number of visits of the same wafer to this particular chamber (this number can be different for each chamber). Fig. 5 shows a model of a chamber for two visits; for each additional visit there is another cycle on place .
In Fig. 5 , and represent chamber loading for the first and second visits, respectively, and represent chamber operations for the first and second visits, respectively, and and -chamber unloading for the first and second visits, respectively.
The model of the sequence of robot operations is derived from the sequence of configuration changes. For the sequence shown in Table VIII , the robot follows the cycle:
The complete model is shown in Fig. 6 . The 4 chambers are represented by (cyclic) subnets associated with places , , and . The subnets for C2 and C3 are free-choice structures (as in Fig. 5 ) with the upper branches representing the first visits and the lower branches representing the second visits of wafers. The initial marking indicates that, when a new wafer is picked from the loadlock to be loaded into C1 (say wafer ), C2 is visited for the first time (by the previous wafer, ), and C3 is visited for the second time (by wafer ); C4 is also loaded (with wafer ). This is the initial configuration (0,1,x,1,x,1) from the previous section (Table VIII) . The "flow" of consecutive wafers, denoted "a," "b," "c," "d,"
and "e," through the chambers of the cluster tool can be represented by the following table in which the visits to the same chambers are indicated by subscripts:
The same flow of wafers is outlined in Fig. 7 in a form of Gantt chart (with quite arbitrary durations of operations).
The subnet representing the robot seems to be convoluted but it is rather straightforward to see its correspondence to the sequence of operations given above; models picking a (new) wafer from the loadlock and carrying it to C1; represents loading the wafer into C1, after which the robot moves to C3 (transition ) to unload the wafer (transition ) and carry it to the loadlock, drop it there and move to C2 (all represented by transition ), then unload C2 (transition ), and so on.
The operations represented by transitions in Fig. 6 , and their execution times (composed of a few elementary operations, as in Section IV), are shown in Table XII (for chambers with no revisiting, the chamber operation times are denoted by where is the chamber number; for chambers with revisiting they are denoted by , where is the chamber number and is the visit number).
In Fig. 6 , places and can be removed without any effect on the performance of the model. After removal of these two places, the net has 14 basic place invariants. Subnets implied by these invariants have the sets of transitions shown in Table XIII .
The cycle time is thus where the cycle times of the implied subnets are obtained by adding the execution times associated with the transitions and dividing this sum by the total count of tokens in the subnet (if it is greater than one):
The cycle time corresponds to the robot's submodel, so if is equal to , the model is "transport bound" and a different schedule should be considered to reduce the robot operations, otherwise the model is "process bound" and one of the chambers limits the performance of the tool. VII. CONCLUDING REMARKS Realistic cluster tools are much more complicated than the one presented in this paper. Modern semiconductor devices are composed of many layers of different materials, with complex technological processes creating these layers in consecutive processing steps. Consequently, there are tens of processing steps, and the scheduling problems for such tools are correspondingly complex. The approach described in this paper can be used for such complex cluster tools as it can easily be automated. The general rules describing the possible changes of configurations can be implemented as computer programs, deriving deadlock-free sequences of configurations and their Petri net models. Model simplifications, based on elimination of simple parallel paths (or implicit places) are also rather straightforward to implement. Finding basic place invariants is a standard feature supported by many tools for analysis of Petri nets [50] . Consequently, all these elements can be integrated into a single tool for modeling and performance analysis of a large class of cluster tools.
The solution discussed in this paper is derived with the assumption that maximum concurrency of chamber operations is required. The obtained results are relevant to the "process bound" case in which the operation times of the chambers are comparable (for chambers which are revisited, the total time for all visits is used), as outlined in Fig. 7 . If this is not the case, the most heavily used chambers could be duplicated to improve the performance of the whole tool. Chamber duplication can easily be taken into account in Petri net models [49] .
The performance characteristics for steady-state behavior are derived in symbolic form, which provides a very efficient analysis of specific schedules, described by sets of numerical parameters. The steady-state model can be used for the estimation of the initial and final transient behaviors with only minor changes [49] .
Only single-blade robots were discussed in this paper. For dual-blade robots, a slightly different approach is needed because the transportation of wafers from one chamber to another is done in a different way (the robot swaps the carried wafer with the wafer in a chamber). A net model of a four-chamber cluster tool with a dual-blade robot is shown in Fig. 8 . After removing places , , and , this net model has 5 place invariants, one for each chamber, and one for the robot. It should be observed that the times of operations associated with transitions in Fig. 8 are different than for tools with a single-blade robot (a more detailed comparison of single-blade and dual-blade tools is given in [49] ).
Chamber revisiting discussed is Sections V and VI for cluster tools with single-blade robots applies as well to tools with dualblade robots. The only difference is in the modeling of the robot which, for dual-blade tools, has a slightly different schedule (as shown in Fig. 8) .
Only static scheduling of robot operations has been considered in this paper. Dynamic scheduling, i.e., scheduling during the operation of a cluster tool [45] , can also use a high-level characterization of the tool's behavior in the form of tool configurations. For example, the dynamically scheduled cluster tool can maintain the current tool configuration and use a preselected "best" scheduling choices stored as a finite-state automaton (or just its transition function) within the tool. Deadlock avoidance, one of important aspects of dynamic scheduling, can be easily provided in such a case.
