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Kapitel 1. Sicherheit im Industriellen Internet der Dinge
1 Sicherheit im Industriellen Internet der Dinge
Die Digitalisierung durchdringt alle Branchen und fu¨hrt zu tiefgreifenden Vera¨nderungen von
Gescha¨ftsmodellen und technischen Infrastrukturen. Insbesondere in Logistik und Produktion bietet
die Vernetzung von Gera¨ten und der Austausch von Daten u¨ber Unternehmensgrenzen hinweg die
Chance, Abla¨ufe zu beschleunigen, Kosten zu reduzieren und Medienbru¨che zu vermeiden. Das hierbei
entstehende Industrielle Internet der Dinge (IIoT) bringt jedoch vo¨llig neue Anforderungen an den
Datenschutz und die Sicherheit der technischen Infrastrukturen mit sich. Diese Anforderungen adressiert
die Initiative des
”
Industrial Data Space“ [1] mit dem Trusted Connector.
Datenschutz Im industriellen Internet der Dinge
(IIoT) werden Daten u¨ber Unternehmensgrenzen
hinweg ausgetauscht. Unternehmensgrenzen sind
dabei auch meist Vertrauensgrenzen, aus denen
Daten herausgegeben werden. Hierzu za¨hlen auch
und insbesondere sensible Daten, aus denen sich
Ru¨ckschlu¨sse u¨ber Gescha¨ftsgeheimnisse ziehen las-
sen, wie beispielsweise Angaben u¨ber verfu¨gbare
Produktionskapazita¨ten, Lieferketten oder War-
tungsdaten von Sensoren. Aber auch perso¨nliche
Daten wie Bewegungsprofile oder Gesundheitsdaten
werden herangezogen und fu¨r Analysezwecke verar-
beitet.
Zeitgleich sehen sich Unternehmen einer
verscha¨rften Datenschutzgesetzgebung gegenu¨ber,
nach der die Auskunft u¨ber den Verbleib
perso¨nlicher Daten und ihre Lo¨schung auf Verlan-
gen des Benutzers jederzeit mo¨glich sein muss.
Um diesen Anforderungen gerecht zu werden,
mu¨ssen Architekturen fu¨r das Internet der Dinge
die Herkunft von Daten verfolgen und es Benutzern
ermo¨glichen, nicht nur den Zugriff, sondern auch
die Art und Weise der Verarbeitung von Daten zu
kontrollieren.
Sicherheit Wie die ju¨ngste Vergangenheit gezeigt
hat, sind eingebettete Systeme im Internet der Din-
ge ha¨ufig Einfallstor fu¨r Schadsoftware und Ein-
trittspunkt fu¨r gezielte Angriffe auf die interne In-
frastruktur. Veraltete Software, das Fehlen von si-
cheren Update-Mechanismen sowie die Langlebig-
keit solcher Gera¨te lassen sie zu einem attraktiven
Ziel fu¨r Angreifern werden.
Verwundbarkeiten lassen sich niemals vo¨llig aus-
schließen. In heterogenen Infrastrukturen kommt je-
doch die Herausforderung hinzu, dass das Sicher-
heitsniveau eines Kommunikationspartners initial
vollkommen unbekannt ist und zuna¨chst ein gegen-
seitiges Vertrauen etabliert werden muss. Hierzu ist
es erforderlich, dass sich Kommunikationspartner
ihr technisches Sicherheitsniveau automatisch nach-
weisen, so dass auf dieser Basis verla¨sslich beurteilt
werden kann, ob und welche Daten mit dem jeweili-
gen Kommunikationspartner geteilt werden du¨rfen.
Infrastrukturen fu¨r das industrielle Internet der
Dinge mu¨ssen daher einerseits Gera¨te unterschied-
licher Sicherheitslevel zulassen, gleichzeitig jedoch
Mechanismen anbieten, u¨ber die Diensteanbieter
die Verwendung ihrer Daten auf weniger sicheren
Plattformen zuverla¨ssig einschra¨nken ko¨nnen.
Vertrauen Der Austausch von sensiblen Daten er-
fordert Vertrauen in die Teilnehmer, aber auch in
die technische Infrastruktur selbst. Die Tatsache,
dass Low-Cost-Gera¨te wie Kameras oder Sensoren
kompromittiert und fu¨r Angriffe auf kritische IT-
Infrastrukturen genutzt werden ko¨nnen, bedroht
nicht nur die Sicherheit des Gesamtsystems. Sie
wirft auch die Frage auf, inwieweit Daten, die von
solchen Gera¨ten stammen, vertraut werden kann
und ob sie zuverla¨ssig genug sind, um auf ihrer Ba-
sis automatische Entscheidungen zu treffen. Daten-
austausch u¨ber Unternehmensgrenzen hinweg be-
deutet meist auch Datenaustausch u¨ber die eige-
nen Vertrauensgrenzen hinweg. Es sind daher Maß-
nahmen erforderlich, durch die das Vertrauen in die
Sicherheit der Komponenten im industriellen Inter-
net der Dinge nicht nur gesteigert, sondern nach-
weisbar quantifizierbar wird. Erst durch eine auto-
matische und zuverla¨ssige Attestierung des Sicher-
heitsniveaus einer Komponente ko¨nnen Dienstean-
bieter entscheiden, ob sie Daten fu¨r diese Kom-
ponente freigeben. Der Industrial Data Space ist
eine Initiative der Industrie und der Fraunhofer-
Gesellschaft zum Aufbau einer Infrastruktur fu¨r
den sicheren Austausch von IIoT-Daten. Der
Trusted Connector (
”
Konnektor“) bietet hierbei
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einen Software-Stack fu¨r vertrauenswu¨rdige Edge-
Gateways, die sowohl im Industrial Data Space,
aber auch in anderen IIoT-Infrastrukturen einge-
setzt werden ko¨nnen. Je nach Auspra¨gung kann
der Trusted Connector-Stack zum Aufbau von si-
cheren eingebetteten Edge-Devices mit oder ohne
Hardware-Vertrauensanker oder als ressourcenstar-
ker Cloud-Dienst fu¨r das Hosting anspruchsvoller
Datenanalyse-Anwendungen eingesetzt werden. Er
wurde im Hinblick auf typische Sicherheitsanfor-
derungen des IIoT entworfen und bietet Lo¨sungen
fu¨r das Identita¨tsmanagement von Teilnehmern und
Gateways, geschu¨tzte Ausfu¨hrungsumgebungen fu¨r
Anwendungen, sowie eine benutzerzentrische Kon-
trolle u¨ber den Zugriff auf Daten und die Art und
Weise ihrer Nutzung.
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2 Sicherheitseigenschaften des Trusted Connector
Der Trusted Connector spezifiziert eine Softwareplattform fu¨r vertrauenswu¨rdige, sichere IIoT-Gateways.
Diese sind die Schnittstelle zwischen Datenquellen wie physischen Sensoren und der externen Daten-
austauschplattform. Wa¨hrend letztere in vielen Fa¨llen durch eine zentrale Cloud-Anwendung realisiert
wird, legt der Industrial Data Space seinen Schwerpunkt auf die Datesouvera¨nita¨t und vermeidet ei-
ne zentrale Datenhaltung durch eine zwangsweise vertrauenswu¨rdige Stelle. Statt dessen werden Daten
lokal im Connector vorgehalten und u¨ber direkte Verbindungen zwischen Datenanbieter und -nutzer aus-
getauscht. Neben der eigentlichen Vermittlung von Daten sind IIoT-Gateways fu¨r die Vorverarbeitung
(Aggregation, Filterung), das Message-Routing, die Bereitstellung von Diensten in der IIoT-Infrastruktur
und die Herstellung sicherer Konnektivita¨t verantwortlich. Gleichzeitig mu¨ssen Konnektoren eine große
Bandbreite von Deployment-Varianten abdecken: Die Referenzimplementierung des Trusted Connector
ist daher nicht an eine bestimmte Hardware gebunden, sondern kann aktuell bereits auf ARM, x86 und
PowerPC-Plattformen aufgesetzt werden.
Anforderungen an sichere eingebettete IIoT-Gateways wurden u.a. durch Microsoft definiert1 Die folgende
Tabelle zeigt, wie diese Anforderungen durch den Trusted Connector erfu¨llt werden. Tatsa¨chlich geht der
Trusted Connector jedoch u¨ber diese Anforderungen hinaus, da er verschiedene Hardware-Plattformen
und damit auch verschiedene Sicherheitsstufen zula¨sst, die dem jeweiligen Kommunikationspartner kom-
muniziert und nachgewiesen werden ko¨nnen.
Anforderung Motivation/Umsetzung
Hardware-based Root of Trust
Gera¨te beno¨tigen eine nicht-fa¨lschbare und nicht-u¨bertragbare eindeutige Identita¨t.
Schlu¨sselmaterial wird durch Hardware-Vetrauensanker geschu¨tzt.
SCDaemon-Komponente abstrahiert Zugriff auf Schlu¨sselmaterial und Zertifikate von
zugrundeligender Software/Hardware.
Small Trusted Computing Base
Funktionen sollten auf einer mo¨glichst kleinen vertrauenswu¨rdigen Basis aufbauen.
Vertrauenswu¨rdige Basis sind Kernel & Container Management Layer.
Defense in Depth
Erga¨nzende Sicherheitsfunktionalita¨ten in mehreren Schichten zur Abwehr von Angrif-
fen.
Whitelist-basierte Integrita¨tsschutzmaßnahmen (Secure Boot, Container-
Integrita¨tsverifikation), Remote-Integrita¨tsnachweis, Least-Privilege-based Isolation.
Compartmentalization
Funktionen du¨rfen sich nicht gegenseitig beeinflussen. Ein Fehler in einer Funktion darf
keine Auswirkungen auf andere Funktionen haben.
Isolation von Apps in Linux-Containern, Least-Privilege-based Isolation mittels Linux
Security Module (LSM).
Certificate-based Authentication
Gera¨te mu¨ssen sich sicher und nicht-interaktiv – also ohne Eingabe von Passwo¨rtern –
authentisieren ko¨nnen.
Automatisch ausgestellt ACME-Zertifikate fu¨r vertrauliche Kommunikation, Nicht-
interaktiver Nachweis von Identita¨tsattributen mittels OAuth2.0 und Attribute Provider.
Renewable Security
Fehlerhafte Komponenten mu¨ssen im Betrieb aktualisiert werden ko¨nnen.
Remote-Aktualisierung von Container-Images und Kernel
Reporting
Fehler und sicherheitskritische Ereignisse mu¨ssen nicht-abstreitbar aufgezeichnet wer-
den.
Eventbasiertes Audit-Log mit Integrita¨tsnachweis.
Kommunikation Konnektoren etablieren einen si-
cheren Kommunikationskanal zwischen Endpunk-
ten. Neben Verschlu¨sselung und Schutz der Da-
tenintegrita¨t muss im Rahmen der Kommunikation
das Sicherheitsniveau des Gegenu¨bers nachgewiesen
werden. Je nach verfu¨gbarer Hardware-Plattform
wird ein Trusted Platform Module (TPM) fu¨r eine
Remote-Attestation der Plattform eingesetzt. Bie-
1Galen Hunt and George Letey and Edmund B. Nightingale. The Seven Properties of Highly Secure Devices,Microsoft
Research NExT Operating Systems Technologies Group, Ma¨rz 2017
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tet die jeweilige Plattform keinen solchen Hardware-
Vertrauensanker, so kann der Trusted Connector
nichtsdestotrotz mit einem Software-basierten TPM
verwendet werden. In diesem Fall kann sein Kom-
munikationpartner das ggf. schwa¨chere Sicherheits-
niveau der Plattform im Rahmen der Remote At-
testation feststellen und auf dieser Grundlage ent-
scheiden, ob er Daten fu¨r diese Plattform freigibt.
Zusammenfassend gilt:
• Kommunikation zwischen Konnektoren ist in-
teger, authentisch und vertraulich.
• Konnektoren weisen sich gegenseitig ihren Si-
cherheitsstatus nach.
• Datenaustausch kann auf vertrauenswu¨rdige
sichere Konnektoren begrenzt werden.
Datensouvera¨nita¨t Unter dem Begriff
”
Datensou-
vera¨nita¨t“ wird verstanden, dass Datenanbieter be-
stimmen ko¨nnen, wer ihre Daten erha¨lt, wie sie
verarbeitet werden du¨rfen und an welchen Zweck
und an welche Auflagen die Nutzung gebunden sein
soll. Diese Entscheidung muss anhand von Richt-
linien definiert werden ko¨nnen, die fu¨r den Be-
nutzer versta¨ndlich und fu¨r Auditoren nachpru¨fbar
sind. Sie mu¨ssen auf authentischen Informationen
u¨ber die Identita¨t und das Sicherheitsniveau des
Consumer-Connectors basieren. Im Bezug auf die
Datansouvera¨nita¨t zeichnet sich der Konnektors im
Wesentlichen duch folgende Attribute aus:
• Die Bereitstellung von Daten kann abha¨ngig
vom Sicherheitsniveau des Datenkonsumen-
ten erfolgen.
• Die Bereitstellung von Daten kann jedoch
auch an Auflagen bzgl. ihrer Verwendung ge-
bunden werden.
• Unzula¨ssige Arten der Datenverarbeitungen
und Datenflu¨sse ko¨nnen unterbunden werden.
• Die Einhaltung von zula¨ssigen Datenflu¨ssen
ist nachweisbar und auditierbar.
Anwendungssicherheit Konnektoren dienen als
Ausfu¨hrungsplattform fu¨r Apps, durch die Daten
innerhalb des Konnektors verarbeitet und fu¨r ande-
re Konnektoren bereitgestellt werden ko¨nnen. Die
Herkunft und Integrita¨t von Apps muss wa¨hrend
der Installation gepru¨ft werden, um Manipulatio-
nen von Apps oder das Einschleusen von Schad-
software zu verhindern. Bei der Ausfu¨hrung von
Apps muss die Trusted-Connector-Plattform sicher-
stellen, dass sich Apps nicht gegenseitig beein-
tra¨chtigen, die Ausfu¨hrungsplattform selbst ma-
nipulieren oder Daten unkontrolliert preisgeben.
Letzteres erfordert, dass Apps zuna¨chst nicht in
der Lage sein du¨rfen, ausgehende Verbindungen zu
initiieren, sondern dieses Recht entweder explizit
erteilt werden muss oder sa¨mtliche Kommunikati-
on u¨ber einen vertrauenswu¨rdigen Referenzmonitor
(
”
Core Platform“) erfolgt. Die Anwendungssicher-
heit des Trusted Connector umfasst damit die fol-
genden Kernaspekte:
• Die Authentizita¨t und Integrita¨t von Apps ist
sichergestellt.
• Apps ko¨nnen selbststa¨ndig keine Daten preis-
geben, jede Kommunikation (in/out) wird
kontrolliert und protokolliert.
• Apps laufen in Konnektoren strikt voneinan-
der isoliert.
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3 Identitäts- & Access-Management
Das IIoT stellt besondere Anforderungen an das Identita¨ts- und Access-Management (IAM), da im Gegen-
satz zu klassischen Enterprise-Architekturen keine zentrale Instanz mehr u¨ber Zugriffe entscheiden kann.
Ziel des IAM, das durch den Trusted Connector implementiert wird, ist daher, dem jeweiligen Konnektor-
Betreiber die Kontrolle u¨ber seine Daten zu geben und diese Autorisierung von der darunterliegenden
Authentisierung und Verschlu¨sselung zu trennen. Authentisierung und Verschlu¨sselung sind notwendige
Voraussetzung fu¨r eine sichere Kommunikation, die nicht durch Dritte abgeho¨rt oder modifiziert werden
kann. Ein Zugriff auf Daten erfordert jedoch zusa¨tzlich eine Autorisierung, die von verifizierten Iden-
tita¨tsattributen der Gegenstelle abha¨ngt. Diese Attribute ko¨nnen unterschiedlich stark beglaubigt sein
und von einer unbesta¨tigten Selbstauskunft bis hin zu gepru¨ften und zertifizierten Attributen reichen.
Identita¨ten und Attribute Eine Identita¨t im In-
dustrial Data Space bezeichnet einen Trusted
Connector und seinen Betreiber. Sie besteht aus
mehreren Komponenten, durch die eine zunehmend
starke Identifizierung realisiert wird. Zuna¨chst wer-
den Konnektoren u¨ber ein X509v3-Zertifikat iden-
tifiziert, das an ihren Hostnamen gebunden ist. Fu¨r
Konnektoren, die u¨ber das Internet erreichbar sind,
ko¨nnen diese Zertifikate durch einen o¨ffentlichen
ACME-Dienst erstellt werden, fu¨r interne Konnek-
toren ko¨nnen unternehmensinterne ACME-Server
oder selbst generierte und mit einer eigenen CA
signierte Zertifikate verwendet werden. Auf dieser
Stufe ist bereits eine vertrauliche und authentische
Kommunikation zwischen Konnektoren mo¨glich, al-
lerdings sind noch keine weitergehenden Informa-
tionen u¨ber die Eigenschaften des Konnektors oder
seines Betreibers verfu¨gbar. Solche Informationen
werden in Form von Identita¨tsattributen bereitge-
stellt, die durch einen Attribute Provider verwaltet
werden. Mittels der Identita¨tsattribute werden An-
gaben zum Betreiber eines Konnektors, sowie zum
Sicherheitsniveau des jeweiligen Konnektors in einer
Form hinterlegt, die es Datenanbietern ermo¨glicht
Zugriffskontrollrichtlinien auf Basis dieser Attribu-
te festzulegen. So wird es mo¨glich, nur Konnektoren
eines bestimmten Betreibers Zugriff auf Daten zu
erteilen, oder nur Konnektoren mit einem Mindest-
niveau an Sicherheit zuzulassen. Identita¨tsattribute
des Attributeproviders sind von diesem beglaubigt.
Nicht beglaubigte Identita¨tsattribute ko¨nnen vom
Betreiber eines Konnektors selbst angegeben und
werden von diesem in Form einer Selbstauskunft
bereitgestellt. Ihre inhaltliche Richtigkeit ist also
nicht sichergestellt und sie sind lediglich als eine
ungepru¨fte Beschreibung des Konnektors aus Sicht
des (authentischen) Betreibers eines Konnektors zu
verstehen. Im Gegensatz dazu werden besta¨tigte
Identita¨tsattribute durch eine unabha¨ngige Zertifi-
zierungsstelle verifiziert. Hierzu definiert der Indus-
trial Data Space Zertifizierungskriterien und einen
Pru¨fprozess, an dessen Ende die Erteilung einer
Zertifizierung und die Signatur der jeweiligen Iden-
tita¨tsattribute steht.
Auf diese Weise kann grundsa¨tzlich jedermann
die IDS-Infrastruktur verwenden, indem er einen
Trusted Connector lediglich mit einem X509v3-
Zertifikat betreibt, das bis auf die Richtigkeit des
Hostnamens keine weiteren Zusicherungen gibt.
Andererseits ko¨nnen Betreiber von einer ho¨heren
Sicherheitsstufe ihrer Konnektoren profitieren, in
dem sie Zugang zu ho¨herwertigen Diensten er-
langen, die ihre Daten nur vertrauenswu¨rdigen
und ggf. zertifizierten Konnektoren bereitstellen.
Die Voraussetzung hierfu¨r ist, dass Datenanbie-
ter und -konsument den selben Attribute Provi-
der verwenden und diesem vertrauen. Dabei ist
es jedoch nicht erforderlich, dass fu¨r die gesamte
IDS-Infrastruktur nur ein Attribute Provider exis-
tiert. Vielmehr ko¨nnen mehrere Attribute Provider
Identita¨tsattribute verschiedener Kontexte verwal-
ten und parallel verwendet werden. So ist es bei-
spielsweise mo¨glich, das Unternehmen in Konsorti-
en und Projekten zusammenarbeiten und fu¨r den
Zweck dieser Zusammenarbeit einen gemeinsamen
Attribute Provider verwenden, bei dem sich alle
Mitglieder des Konsortiums registrieren und fortan
als solche ausgewiesen werden.
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Konnektor B
(Anbieter)
Attribute 
Provider
ACME-Server
Konnektor A
(Konsument)
Fragt Token an
Erstellt Token
Erstellt X509v3-ZertifikatErstellt x509v3-Zertifikat
Token Validation 
Komponenten des Identita¨tsmanagement
Technische Umsetzung Fu¨r das Identita¨ts-
und Access-Management verwendet der Trus-
ted Connector Standardprotokolle aus dem Web-
Umfeld. Beim erstmaligen Initialisieren eines
Trusted Connector wird ein Public-/Private-
Schlu¨sselpaar, sowie ein Signing Request fu¨r den
Hostnamen des Konnektors erzeugt und mittels
ACME-Challenge verifiziert. Fu¨r o¨ffentlich er-
reichbare Konnektoren empfiehlt sich hierfu¨r ein
o¨ffentlicher Dienst, dessen CA in vielen Clients als
vertrauenswu¨rdig betrachtet wird. Fu¨r interne Kon-
nektoren kann entweder ein eigener ACME-Server
zum Einsatz kommen, oder es werden selbstsignier-
te Zertifikate im Trusted Connector erstellt und
manuell ausgetauscht.
Diese Zertifikate werden wa¨hrend der Verbin-
dung zwischen Trusted Connectors u¨ber das IDS-
Protokoll fu¨r den Aufbau der TLS-Verbindung
benutzt – sowohl fu¨r die Client-Authentisierung,
als auch fu¨r die Verschlu¨sselung. Ist die TLS-
Verbindung etabliert, so werden im Rahmen des
IDS-Protokolls JSON Web Tokens (JWT) fu¨r den
Zugriff auf Ressourcen des Trusted Connectors eta-
bliert. Hierzu stellt der Client (Datenkonsument)
einen OAuth2.0-konformen Token Request an den
Attribute Provider und authentisiert sich dabei mit-
tels TLS Client Credentials. U¨ber einen OAuth 2.0
Assertion Flow erha¨lt er ein JWT mit besta¨tigten
oder unbesta¨tigten Identita¨tsattributen, signiert
vom Attribute Provider. Dieses sendet er an den
Datenanbieter, der auf Basis der enthaltenen Attri-
bute wiederum entscheiden kann, ob er den Zugriff
gestattet oder ablehnt. Wurde die Verbindung auf
diese Weise etabliert, ko¨nnen fortan Daten u¨ber die
bestehende Sitzung ausgetauscht werden, ohne dass
eine erneute Authentisierung erforderlich ist.
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4 Der Trusted Connector als sichere Ausführungsplattform
Konnektoren sind die Edge-Gateways, u¨ber die interne Datenquellen in der IDS-Infrastruktur bereit-
gestellt und genutzt werden ko¨nnen. Sie sind das Kernelement der Sicherheitsarchitektur des IDS [2]
und realisieren sowohl die Protokolle fu¨r das Identita¨ts- & Access-Management und zur sicheren Da-
tenu¨bertragung, als auch eine vertrauenswu¨rdige Ausfu¨hrungsumgebung fu¨r Apps zur Datenvorverarbei-
tung und -Analyse.
Ein Trusted Connector verfu¨gt u¨ber Sicherheitsme-
chanismen, mit denen die Integrita¨t des Software-
Stacks, die Vertraulichkeit und Integrita¨t der Da-
ten sowie die Isolation von Apps sichergestellt wer-
den ko¨nnen. Zusammen ermo¨glichen diese Eigen-
schaften neue Anwendungsszenarien, die mit bishe-
rigen Sicherheitsarchitekturen nicht realisiert wer-
den ko¨nnen:
Ho¨herwertige Datenangebote bei ho¨herer Sicher-
heit Konnektoren ko¨nnen grundsa¨tzlich in ver-
schiedenen Sicherheitsstufen existieren – als einfa-
ches Software-Programm auf einem herko¨mmlichen
Rechner, bis hin zu sicheren integrierten Hard- und
Softwarestacks auf eingebetteten Systemen. Das Si-
cherheitsniveau jedes Konnektors la¨sst sich mit Hil-
fe einer Remote-Attestation feststellen und analog
zu den Identita¨tsattributen unterschiedlicher Sta¨rke
fu¨r die Entscheidung von Zugriffsanfragen verwen-
den. So ko¨nnen Betreiber eines Trusted Connec-
tor festlegen, dass sie ausschließlich mit Konnek-
toren mit einem nachweisbar integeren Software-
Stack und vertrauenswu¨rdigen Apps kommunizie-
ren mo¨chten.
Datenverarbeitung an der Quelle In vielen Fa¨llen
werden Rohdaten von Sensoren fu¨r Analysezwecke
beno¨tigt. Im IIoT-Kontext sind diese Daten jedoch
hochkritisch, da sich aus ihnen detaillierte Informa-
tionen u¨ber interne Produktionsabla¨ufe gewinnen
lassen. Eine Lo¨sung ist es, die kritischen Daten in-
nerhalb des Unternehmens zu belassen und statt-
dessen die Analysedienste in Form von Apps zu den
Daten zu transportieren. Hierzu muss allerdings si-
chergestellt sein, dass Apps zuverla¨ssig ausgefu¨hrt
und nicht manipuliert werden. Des Weiteren muss
bei der Ausfu¨hrung fremder Apps durch den Daten-
Provider garantiert werden, dass diese keinerlei Zu-
griff auf das Netzwerk, andere Apps oder den Trus-
ted Connector selbst erhalten, sondern von anderen
Prozessen isoliert bleiben und die zu verarbeitenden
Daten lediglich u¨ber eine definierte Schnittstelle er-
halten.
U¨bersicht Trusted Connector-Architektur Der
Trusted Connector ist ein Software-Stack, der im
wesentlichen aus den Komponenten Kernel, Contai-
ner Management Layer (CML) und Core Container
besteht. Beim Kernel handelt es sich um einen Li-
nux Kernel, der den Apps eine POSIX-kompatible
Laufzeitumgebung bereit stellt und zugleich alle
Kommunikation kontrolliert. Dies erfolgt insbeson-
dere mit Linux-Namespaces, Control Groups, Capa-
bilities und einem Linux Security Module (LSM).
Optional ko¨nnen zudem auch die KVM-Kernel-
Module verwendet werden.
Oberhalb des Kernels befindet sich das Contai-
ner Management Layer (CML), das den Lebenszy-
klus der Container, die Verifikation von Container-
Images, sowie das Nachladen von Containern aus
dem App-Store u¨bernimmt. Der Trusted Connector
unterstu¨tzt zwei CML-Implementierungen: Docker
und trust-me. Die Vorteile des Docker-O¨kosystems
sind seine weite Verbreitung, die Unterstu¨tzung ver-
schiedenster Plattformen – angefangen bei einge-
betteten Systemen wie dem Raspberry Pi bis hin
zu skalierenden Cloud- und Cluster-Plattformen
wie Amazon AWS/ECS und Kubernetes. Diese
Ma¨chtigkeit kann jedoch auch von Nachteil sein,
wenn dedizierte eingebettete Gera¨te fu¨r sicher-
heitskritische Anwendungen beno¨tigt werden. Hier
kommt das trust-me CML zum Zug, dessen Vor-
teile im Fokus auf starke Container-Isolation sowie
nativer Unterstu¨tzung fu¨r Sicherheitsmechanismen
wie Secure Boot, eine TPM-gestu¨tzte Full Disk En-
cryption (FDE) und in einer netfilter-Separierung
von Containern bestehen.
Container beinhalten Apps, die Funktionalita¨t zur
Verarbeitung und Analyse von Daten bereitstel-
len ko¨nnen. Apps sind grundsa¨tzlich isoliert und
haben keinen Zugriff auf Speicher oder Dateisys-
tem anderer Apps oder den CML. Auch wird ih-
nen kein Netzwerkinterface zugeteilt, u¨ber das sie
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mit dem externen Netz oder anderen Apps kommu-
nizieren ko¨nnten. Ihre Berechtigungen ko¨nnen wei-
ter durch Kernel-Capabilities, sowie durch das Li-
nux Security Module kontrolliert werden. Die Zutei-
lung von Systemressourcen wie CPU und Speicher
la¨sst sich ebenfalls Container-spezifisch festlegen. In
diesem Zustand sind Apps zwar vor dem Zugriff
aufeinander und auf das darunterliegender System
geschu¨tzt, aber wenig nutzbringend. Um sie nutzen
zu ko¨nnen, mu¨ssen sie mit Daten versorgt werden
und ihre Ergebnisse abrufbar sein ko¨nnen. Dies ge-
schieht durch einen besonderen, privilegierten Con-
tainer – die sogenannte Core Platform. Die Core
Platform ist der einzige Container, der ein Netzwer-
kinterface mit externem Zugriff erha¨lt und mit je-
dem einzelnen App-Container u¨ber eine Netzwerk-
Bridge kommunizieren kann. Somit muss jede Kom-
munikation innerhalb eines Trusted Connector u¨ber
die Core Platform laufen. Innerhalb der Core Plat-
form befinden sich Mechanismen zur Datenflusskon-
trolle, das IDS-Protokoll, u¨ber das Verbindungen
mit externen Trusted Connectors aufgebaut wer-
den ko¨nnen, sowie die Management-Schnittstellen,
u¨ber die die Einstellungen des CML verwaltet wer-
den ko¨nnen.
...
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Komponenten des Trusted Connector-Stack
Integrita¨t der Software durch Remote Attes-
tation Die Integrita¨t des Software-Stacks eines
Trusted Connector wird durch Hardwarevertrau-
ensanker in Form eines Trusted Platform Module
(TPM) realisiert. Ein TPM ist ein dediziertes ver-
trauenswu¨rdiges Hard- oder Softwaremodul, das ei-
ne sichere Verwaltung kryptografischer Schlu¨ssel,
Verschlu¨sselungs- und Signaturoperationen, sowie
einen sicheren Speicher bereitstellt. Mittels eines
von der Trusted Computing Group standardisier-
ten Secure Boot-Prozesses verifiziert der Trusted
Connector beim Start des Systems die Integrita¨t
aller Betriebssystemkomponten und hinterlegt ihre
Hashwerte in den sog. PCR-Registern. Konnektoren
verwenden diese Werte wa¨hrend des Verbindungs-
aufbaus, um sich gegenseitig im Rahmen des IDS-
Protokolls mittels einer Remote-Attestation die In-
tegrita¨t ihres Software-Stacks nachzuweisen. Die
Remote-Attestation unterstu¨tzt hierbei drei Sicher-
heitslevel: Bei Level 0 wird de facto keine At-
testierung durchgefu¨hrt – die Konnektoren tau-
schen lediglich den Hinweis aus, dass sie u¨ber kein
TPM oder keinen Secure-Boot-Prozess verfu¨gen.
Level 1 umfasst einen Integrita¨tsnachweis von Boot-
Firmware, Bootloader, Kernel und Core Platform.
Dies sind damit die unvera¨nderlichen Bestandteile
des Trusted Connector, die nicht modifiziert wer-
den ko¨nnen, ohne die PCR-Hashes zu vera¨ndern.
Da natu¨rlich Software-Updates dieser Komponen-
ten nach wie vor mo¨glich sein mu¨ssen, werden TPM
2.0 custom policies verwendet, um die Entscheidung
u¨ber die Korrektheit eines PCR-Wertes an eine ex-
terne Software Authority zu delegieren.
Eine Remote-Attestation auf Level 2 umfasst
zusa¨tzlich zu den Komponenten des Level 1 auch
die Messung der installierten Apps. Hierzu werden
die Container-Images der Apps zusammen mit ihren
Meta-Daten, d.h. der jeweiligen App-Beschreibung
gepru¨ft und die Integrita¨t der dabei entstehenden
PCR-Werte zusammen mit dem measurement log
wiederum durch die Software Authority besta¨tigt.
Core Platform Sa¨mtliche Kommunikation zwi-
schen Apps und zwischen Trusted Connectors er-
folgt u¨ber die Core Platform. Diese dient daher
als zentraler Punkt fu¨r das Erstellen von Audit-
Logs und zur Kontrolle von Datenflu¨ssen zwi-
schen Apps. Der Vorteil hierbei ist, dass Apps
nicht vertrauenswu¨rdig sein mu¨ssen und nicht von
IDS-spezifischen Schnittstellen abha¨ngen. Anstatt
Apps spezifisch fu¨r den IDS zu entwickeln, ko¨nnen
Konnektor-Betreiber so existierende Apps (z.B.
Docker-Container) in den Trusted Connector la-
den und in ihre Datenfluss-Konfiguration einbin-
den. So lange die App eines der Protokolle verwen-
det, die vom Message Router der Core-Plattform
unterstu¨tzt werden, kann sie in eine Datenverarbei-
tungskette in Form einer Message-Route eingebun-
den werden. Message-Routes orchestrieren Nach-
richten zwischen einzelnen Apps, konvertieren sie in
die erforderlichen Formate und stellen sie schließ-
lich u¨ber das IDS-Protokoll anderen Konnektoren
zur Verfu¨gung, wobei die Core Platform jeden ein-
zelnen Verarbeitungsschritt im Rahmen der Daten-
flusskontrolle pru¨ft. Neben der zentralen Kommu-
nikationschnittstelle beinhaltet die Core-Platform
auch die Schnittstellen zum Management des Trus-
ted Connectors. Betreiber konfigurieren ihren Kon-
nektor entweder u¨ber ein Webinterface oder u¨ber
eine textbasierte Konsole.
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5 Datennutzungskontrolle mit dem Trusted Connector
Souvera¨nita¨t u¨ber Daten zu wahren, ist das oberste Ziel des Industrial Data Space und zwingende Voraus-
setzung fu¨r Anwendungsfa¨lle, die u¨ber das reine Teilen von ohnehin o¨ffentlichen Daten hinausgehen. Mit
dem Trusted Connector als vertrauenswu¨rdigem Hardware-/Software-Stack verfu¨gen die IDS-Teilnehmer
u¨ber einen Endpunkt, u¨ber den sich fortgeschrittene Techniken der Datennutzungskontrolle umsetzen las-
sen. Datennutzungskontrolle unterscheidet sich von herko¨mmlicher Zugriffskontrolle dadurch, dass nicht
der Zugriff auf eine Ressource (z.B. einen Dienst) zu einem Zeitpunkt kontrolliert wird, sondern die Nut-
zung der Daten u¨ber die Zeit hinweg. Dies ist erforderlich, um typische Anforderung an die Kontrolle der
Datennutzung zu realisieren, wie die folgenden Beispiele zeigen.
Beispiel: Einhaltung von Datenschutzanforde-
rungen Bei der Verarbeitung perso¨nlicher Da-
ten mu¨ssen Konnektor-Betreiber jederzeit Auskunft
u¨ber den Verbleib dieser Daten geben ko¨nnen, sie
auf Anfrage des Eigentu¨mers lo¨schen und sicher-
stellen, dass die Verarbeitung ausschließlich dem
angegebenen Zweck folgt. Was schon Betreiber
herko¨mmlicher Anwendungen mit zentralen Daten-
banken vor Herausforderungen stellt, wird fu¨r Da-
tenanbieter im Industrial Internet of Things zur
Mammutaufgabe. Die Herkunft jedes einzelnen Da-
tums muss nachverfolgbar sein und wa¨hrend der
Verarbeitung muss beurteilt werden ko¨nnen, in wel-
chem Verarbeitungsschritt Daten als personenbezo-
gen gelten.
Beispiel: Nutzungsrestriktionen fu¨r bereitgestell-
te Daten In dem Moment, in dem Daten von ei-
nem Dienst abgerufen werden, verliert dieser typi-
scherweise die Kontrolle u¨ber sie. Fu¨r viele IIoT-
Anwendungen ist es jedoch erforderlich, dass auch
sensible Daten ausgetauscht und mit Nutzungsre-
striktionen versehen werden ko¨nnen. Solche Nut-
zungsrestriktionen umfassen beispielsweise die Auf-
lage, die Daten nach einer bestimmten Zeit zu
lo¨schen, eine Einschra¨nkung des Einsatzzwecks oder
die Forderung, Daten nicht weiterzuleiten.
Datenflusskontrolle mit LUCON Der Trusted
Connector verwendet standardma¨ßig das LUCON
Policy-Framework zur Kontrolle von Datenflu¨ssen
zwischen Apps und Konnektoren. LUCON markiert
Daten mit Labels, sobald sie den Trusted Connec-
tor erreichen. Im weiteren Verlauf der Datenver-
arbeitung in einer Message-Route werden Labels
u¨ber Apps hinweg transportiert und durch diese
ggf. erweitert, modifiziert, oder entfernt. Abha¨ngig
von den Labels, die an einer Nachricht haften,
ko¨nnen mit LUCON Einschra¨nkungen und Auf-
lagen – sogenannte Obligations – verbunden wer-
den. So kann beispielsweise verhindert werden, dass
als privat markierte Daten an externe Dienste ver-
sendet werden oder zuna¨chst einen Anonymisie-
rungsdienst durchlaufen mu¨ssen. Durch Obligations
ko¨nnen Aktionen auf dem Trusted Connector aus-
gefu¨hrt werden oder zusa¨tzliche Auflagen in Form
von sticky policies mit den Daten verknu¨pft wer-
den. Aktionen auf dem Trusted Connector umfas-
sen beispielsweise das Logging von Nachrichten fu¨r
Audit-Zwecke oder das Lo¨schen von Daten aus ei-
nem Dienst. Sticky Policies sind Richtlinien, die
zusammen mit den Daten im Rahmen des IDS-
Protokolls an den Trusted Connector der Gegen-
stelle u¨bermittelt werden. Dies ko¨nnen einerseits
wiederum LUCON-Policies sein, mit denen die Ge-
genstelle die Datenflussanforderungen des Daten-
anbieters umsetzen wird, oder aber Nutzungsre-
striktionen in Form von ODRL. Die Open Digi-
tal Rights Language (ODRL) ist ein Standard zur
Spezifikation von Nutzungseinschra¨nkungen fu¨r Da-
ten und kann beispielsweise dazu verwendet wer-
den, die Nutzungsdauer, -ha¨ufigkeit oder die Art
der zula¨ssigen Operationen auf Daten zu definieren.
Im Gegensatz zu LUCON-Policies ko¨nnen ODRL-
Anforderungen jedoch nicht automatisch durchge-
setzt werden, sondern dienen als nachweisbare Ver-
einbarung zwischen Konnektor-Betreibern.
Auditierbare Datenverarbeitung Neben der ak-
tiven Durchsetzung von Datenflussanforderungen
la¨sst sich mit LUCON auch u¨berpru¨fen und ggf.
nachweisen, dass die Datenverarbeitung im Trus-
ted Connector die Anforderungen einha¨lt. Betrei-
ber ko¨nnen so auf einen Blick erkennen, ob die
konfigurierten Message-Routen jederzeit ihren An-
forderungen entsprechen, oder ob sie unter be-
stimmten Konstellationen unzula¨ssige Datenflu¨sse
bewirken ko¨nnten (die wiederum zur Laufzeit blo-
ckiert wu¨rden). Hierzu verwendet LUCON intern
eine formale Repra¨sentation von Message-Routen
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und Richtlinien und pru¨ft mittels Model-Checking
mo¨gliche Verletzungen der Richtlinien durch die
Route.
Warnung bei Message-Routen, die Nutzungsrestriktionen ver-
letzen
Technische Umsetzung Der Trusted Connector
verwendet Apache Camel als Message-Router – ei-
ne quelloffene Lo¨sung zur Realisierung von Enter-
prise Integration Patterns, die in vielen großvolu-
migen Produktiv-Anwendungen erprobt wurde. Fu¨r
die Erstellung von LUCON-Policies existiert ein
Xtext1-basierter Editor fu¨r die Eclipse-Plattform,
der den Entwickler mit Auto-Vervollsta¨ndigung und
Syntax-Highlighting unterstu¨tzt und Policies auto-
matisch kompiliert. Die kompilierten Policies wer-
den anschließend u¨ber die Administrationsschnitt-
stelle in den Trusted Connector geladen und dort
ohne weiteres Zutun des Benutzers zur Verifikati-
on der Camel-Routen, sowie zur Durchsetzung der
Richtlinien verwendet.
LUCON Datenfluss-Richtlinie in Eclipse-Editor
Obligations ko¨nnen in die Core Platform geladen
werden und stehen dann fu¨r die Durchsetzung von
Richtlinien zur Verfu¨gung. So wird bspw. die Anfor-
derung von ODRL-Nutzungsrestriktionen in Form
einer Obligation realisiert, die ODRL-Daten an
die jeweilige Nachricht bindet und an den Trusted
Connector der Gegenstelle u¨bermittelt.
<http :// example.com/policy :1111> a odrl:Offer ;
odrl:permission [
odrl:action odrl:use ;
odrl:target
↪→ <http :// example.com/SpecificOperationOfADataService >
↪→ ;
odrl:assigner <http :// example.com/Supplier > ;
odrl:assignee <http :// example.com/OEM > ;
odrl:constraint [
odrl:purpose ids:RiskManagement;
odrl:purpose ids:BottleNeckManagement;
];
];
odrl:prohibition [
odrl:action odrl:use ;
odrl:target
↪→ <http :// example.com/SpecificOperationOfADataService >
↪→ ;
odrl:assigner <http :// example.com/Supplier > ;
odrl:assignee <http :// example.com/OEM > ;
odrl:constraint [
odrl:purpose ids:Purchasing;
odrl:purpose ids:Sales;
];
].
ODRL-Nutzungsrestriktion
Die Kombination aus nachweisbarer Vertrau-
enswu¨rdigkeit der Trusted Connector-Plattform
und Datennutzungskontrolle erlaubt es Betreibern,
auch sensible Daten anzubieten und dabei ihren
rechtlichen Anforderungen technisch nachweisbar
nachzukommen.
1 https://www.eclipse.org/Xtext/
Fraunhofer AISEC 11
Kontakt
Ansprechpartner
Julian Schu¨tte
Gerd Brost
Fraunhofer AISEC
Parkring 4, 85748 Garching bei
Mu¨nchen
T +49 (0) 89 3229986-292
k info@aisec.fraunhofer.de
Autoren
Dr. Julian Schu¨tte
Service & Application Security
Gerd Brost
Service & Application Security
Sascha Wessel
Secure Operating Systems
Open-Source-Projekt
https://github.com/industrial-data-space
Referenzen
[1] B. Otto, J. Ju¨rjens, J. Schon, S. Auer, N. Menz, S. Wenzel, and J. Cirullies, “Industrial Data Space
– Digitale Souvera¨nita¨t u¨ber Daten,” tech. rep., Fraunhofer Gesellschaft, Mu¨nchen.
[2] B. Otto, S. Lohmann, S. Auer, G. Brost, J. Cirullies, A. Eitel, T. Ernst, C. Haas, M. Huber, C. Jung,
J. Ju¨rjens, C. Lange, C. Mader, N. Menz, R. Nagel, H. Pettenpohl, J. Pullmann, C. Quix, J. Schon,
D. Schulz, J. Schu¨tte, M. Spiekermann, and S. Wenzel, “Reference architecture model for the industrial
data space,” Fraunhofer Gesellschaft, Mu¨nchen, 2017.
Fo¨rderrahmen
Der Trusted Connector ist eine Komponente des Industrial Data Space, gefo¨rdert durch das Bundes-
ministerium fu¨r Bildung und Forschung im Rahmen des Projektes InDaSpacePlus (Fo¨rderkennzeichen
01—S17031). Anwendungen des Trusted Connector werden im Rahmen der Aktivita¨ten des Forschungs-
clusters Cognitive Internet Technologies CIT gefo¨rdert.
