Abstract. Cyg X-1 exhibits irregular X-ray variability on all measured timescales. The usually applied shot noise models describe the typical short-term behavior of this source by superposition of randomly occuring shots with a distribution of shot durations. We have reanalyzed EXOSAT ME observations of Cyg X-1 using the more general Linear State Space Models (LSSMs). These models, which explicitly take the observationnoise into account, model the intrinsic system variability with an autoregressive (AR) process. Our fits show that an AR process of first order can reproduce the system variability of Cyg X-1. A possible interpretation is again the superposition of individual shots, but with a single relaxation time τ . This parameter was found to be 0.19 s.
Introduction
The X-ray source Cyg X-1 was discovered by a rocket flight in 1964 (Bowyer et al. 1965) . In March 1971 the sudden appearance of an accurately locateable radio source coinciding with a change in the luminosity of the X-ray source led to its identification with the O9.7 Iab supergiant HDE 226868 (Hjellming & Wade 1971; Bolton 1972) . This star is known as part of a single lined spectroscopic binary system with an orbital period of 5.6 days at a distance of about 2.5 kpc. The X-ray emission of Cyg X-1 is produced by the accretion of material from the supergiant primary onto the compact object. According to Herrero et al. (1995) , the most probable masses of the binary partners are 18 M ⊙ for the primary and 10 M ⊙ for the compact object, which is one of the most firmly established black hole candidates (BHCs). The accretion process is believed to be fueled by a focused stellar wind from HDE 226868 (Friend & Castor 1982) .
During most of the time Cyg X-1 is emitting a non-thermal or hard state spectrum (for the soft state, cf. Cui et al. 1997 
),
Send offprint requests to: K. Pottschmidt, E-mail: katja@astro.uni-tuebingen.de which can be described by a power-law with a photon-index Γ ≈1.5-1.7, modified by an exponential cutoff with a folding energy of about 150 keV and reprocessing features. This spectral form can be interpreted as being due to an accretion disk corona (ADC) and references therein).
The short-term variability of the X-ray emission has been studied in order to gain better insight into the physical processes at work near the compact object. Cyg X-1 was the first source for which X-ray variability on timescales <1 s was detected (Oda et al. 1971) . For a long time this variability was suspected to be a special black hole signature, but today we know that X-ray binaries containing a neutron star instead of a black hole can display similar behavior (Stella et al. 1985) . Nevertheless, the efforts in trying to identify a BHC by its irregular short-term variability are continuing (van der Klis 1995) .
Until now, no special process could be determined that describes all the properties of the observed short-term variability. We define "variability on short timescales" as variability faster than a few 100 s, with emphasis on timescales <1 s. These rapid fluctuations are usually described in terms of shot noise models. It has become clear, however, that in the framework of applying conventional shot noise models, complex shot profiles or distributions of shot durations and amplitudes have to be assumed to explain the observations (Nolan et al. 1981; Lochner et al. 1991; Negoro et al. 1994) . Shot noise processes exhibit a fixed dynamical behavior in the sense that if the shots are given, no new dynamical information is produced during the run of the Poisson distributed point process. Only by the summation of individual shots the temporal correlations in the time series of the process are generated (Sect. 2.3).
We use the alternative method of applying Linear State Space Models (LSSMs) which are based on stochastic processes (i.e. autoregressive (AR) processes, Scargle 1981) to describe the time series variability. In this case the dynamics of the process are produced using a different approach: each value of the time series refers to earlier values, with their temporal correlation being determined by the dynamical parameters of the system (Sect. 3.1).
The time series of a standard shot noise (exponential decay with one relaxation timescale) and an AR process of first order might look very similar, although the underlying processes differ. The similarity in the time domain leads to shot noise and AR processes both exhibiting an exponentially decaying autocorrelation function (König & Timmer 1997) . In contrast to the similarity of the time series, however, the theoretical frequency spectra are different (cf. Eq. 4 and 8). Whereas shot noise profiles with varying relaxation timescales have to be added to approximate the observed periodogram (Lochner et al. 1991) , only one dynamical AR parameter is needed to reproduce its properties (Sect. 3.3 and 4.1).
We have studied the high time resolution EXOSAT ME lightcurves of Cyg X-1. The data are presented in Sect. 2.1. A commonly used method to analyze X-ray variability is to work in the frequency domain by fitting theoretical power spectra to the periodogram of a lightcurve: The periodogram of Cyg X-1 and the power spectra of the usually applied shot noise models are reviewed in Sect. 2.2 and 2.3, respectively. Our analysis of the lightcurves with LSSMs, however, is not based on fitting the periodogram but on an alternative procedure working in the time domain. Sect. 3 deals with the theory of the LSSM analysis. Our results are presented in Sect. 4, and in Sect. 5 a possible explanation for the derived relaxation timescale is discussed combining the temporal LSSM results and simulations of comptonized radiation using an accretion disk corona model for Cyg X-1.
The short-term X-ray variability of Cyg X-1

The data
The EXOSAT raw data have been stored on Final Observation Tapes (FOTs) and are now available at the HEASARC archive. Table 1 lists the FOT observations of Cyg X-1 that we have analyzed with Linear State Space Models. We have chosen the ME datastreams provided by the primary timing telemetry modes HTR3 und HER6. These observations only contain events registered in the Argon counters (1-20 keV). The lightcurves are given as countrates normalized to one half of the detector array (i.e. four Argon counters). Using the Interactive Analysis (IA) software, we extracted lightcurves corrected for dead-time effects and collimator efficiency (for an overview of the IA see Parmar et al. 1995) . For the purpose of this paper an explicit background subtraction is not necessary since the LSSM is implicitly modeling the measurement process (see Sect. 3.2, Eq. 7).
All EXOSAT observations of Cyg X-1 have found the source in its usual hard state. An example for the characteristic hard state variability of Cyg X-1 on short timescales can be seen in Fig. 1. 
The periodogram of Cyg X-1
The periodogram P (f k ) of a lightcurve y(t j ) (where j = 1, . . . , N ) is providing the "strength" of harmonic variations with a certain frequency f k in the lightcurve. P (f k ) is defined as the squared modulus of the discrete Fourier transform Table 1 , energy range=1-20 keV, bin time=62.4 ms, length=156 s). b Blow-up of the marked segment of subfigure a with a length of 3.9 s and the original bin time of 7.8 ms, showing a typical shot structure. Both lightcurves are plotted without error bars for reasons of clarity.
of (y(t j ) −ȳ) and is calculated for the Fourier frequencies f k = k/(N · ∆t) with bin time ∆t and k ∈ {1, . . . , M }, where M is the integer part of N/2 (Scargle 1982): Fig. 2 shows the logarithmically plotted sample periodogram (solid line) of the observation No. 1 (Table 1) . It has been obtained by averaging over periodograms P (f k ) from 48 different lightcurve segments (details see caption of Fig. 2 ). Since P (f k ) is a χ 2 2 -distributed random variable, its standard deviation is equal to its mean (van der Klis 1989). Therefore, an individual periodogram exhibits large fluctuations (Fig. 2,  dots) . Calculating the sample periodogram significantly reduces the scatter and allows the possibility to estimate the the- oretical spectrum of the process responsible for the observed variability.
The periodogram of the short-term variability of Cyg X-1 in its hard state is well known and exhibits the following distribution of timescales ( Fig. 2) : -For frequencies above 10 Hz white noise dominates the periodogram which means that the variability of the lightcurves on all corresponding timescales is almost equally strong. These fluctuations (i.e. photon statistics, particle background) are introduced by the measurement procedure. It is common practice to subtract a constant (corrected for deadtime effects) which represents this noise component from the periodogram (Belloni & Hasinger 1990b; Zhang et al. 1995 ). -Towards lower frequencies the power of the variability increases within the frequency range of roughly 0.04-10 Hz. This behavior is called red noise. It is often modeled by a power law, f −α . Variability of the f −α -type is known from many X-ray binaries (van der Klis 1995) and also from active galactic nuclei (McHardy 1989) . In the case of Cyg X-1, α is approximately 1 (Nolan et al. 1981; Lochner et al. 1991 ).
-An important feature indicating the stationarity of the shortterm variability process is the flattening of the power spectrum for frequencies below ≈0.04 Hz. This flat top corresponds to the absence of additional long-term variations in the lightcurves. There are, however, some EXOSAT ME observations of Cyg X-1 which show low frequency noise in the form of increasing power towards lower frequencies below 0.001 Hz (Angelini et al. 1994) . Since this component is not always present, it is most likely not produced in the same physical process as the short-term variability. Suggested causes for this low frequency variabilities are in- stabilities in the mass transfer process. Sometimes the low frequency noise is associated with absorption dips in the lightcurve (Kitamoto et al. 1984; Angelini et al. 1994 ).
-Several authors reported a transient quasi-periodic oscillation (QPO) feature in the power spectrum with a central frequency of about 0.04 Hz (Kouveliotou et al. 1992; Angelini et al. 1994; Vikhlinin et al. 1994; Borkus et al. 1995) , whereas other authors have not found any evidence for QPOs (Belloni & Hasinger 1990b; Miyamoto et al. 1992) . Thus the significance of this feature is not yet clear. In Fig. 2 no QPO feature is present.
The shot noise model
Terrell (1972) proposed that the structures observed in the lightcurves of Cyg X-1 might be due to a shot noise process s(t), i.e. the superposition of randomly occuring shots with the shot profile h(t ′ ):
Here the t SH are the times at which the shots occur, with the time intervals between the t SH following a Poisson distribution. The standard shot profile h(t ′ ) ST is identical for all shots and consists of an instantaneous rise to height h 0 and an exponential decay with the decay time τ :
Shot noise models are often evaluated by comparing their theoretical power spectrum to the observed power spectrum (Belloni & Hasinger 1990b; Lochner et al. 1991) . The theoretical power spectrum of the standard shot noise process is (Lehto 1989) :
where 1/λ is the average time interval between the shots. S(f ) SN provides the flat top for f ≪ 1/(2πτ ) but has a fixed logarithmic slope of α =2 for higher frequencies (Fig. 3a) .
Since the shot noise process s(t) is continuous in t, whereas the observed lightcurve is the result of integrating the measured counts over a finite number of intervals ∆t, S(ω) SN must be corrected for binning. Lochner et al. (1991) have shown, that binning makes the shot noise power spectrum even steeper for high frequencies.
Neither the observed slope nor the white noise floor of the Cyg X-1 periodogram (Fig. 2) can be reproduced by the standard shot noise process. In frequency domain fits the white noise level is usually treated as an additional constant parameter (cf. Sect. 2.2). To model the observed slope, different shot profiles with distributions of shot durations and shot amplitudes have been proposed. A number of those models, each having many degrees of freedom, are able to reproduce the observed periodogram and other second order statistics (Belloni & Hasinger 1990b , Lochner et al. 1991 ). Higher order statistics like the time skewness (Priedhorsky et al. 1979) or phase portraits (Lochner et al. 1991) were also studied but no special shot noise model could be singled out that allows for a homogeneous description of different observations. In Sect. 3.3 we discuss the theoretical power spectrum of a first order LSSM and show that it can reproduce all the features of the hard state periodogram of Cyg X-1, requiring only one temporal parameter τ (Fig. 3b) .
The Linear State Space Model (LSSM)
The LSSM analysis is a recently developed tool to model stochastic time series (Gantert 1993) . It has e.g. been used to describe medical time series (hand-tremor data,Timmer 1995). König & Timmer (1997) were the first to apply the new method to astronomical data by successfully fitting lightcurves of active galactic nuclei with first order LSSMs (see also König et al. 1997) . The mathematical background of the LSSMs and the associated fitting-procedure have been discussed in detail by König & Timmer (1997) and in the references therein. Here, we shall concentrate on first order LSSMs, for we found them to be appropriate to describe the Cyg X-1 lightcurves (see Sect. 4).
The autoregressive process
One possibility to model irregular variability (i.e. temporal variations that cannot be forecasted exactly) is to assume that it is caused by a chaotic process (Voges et al. 1987; Unno et al. 1990 ). The LSSMs, on the other hand, are based on the alternative assumption, that the variability of the observed system is produced by a stochastic process. The LSSMs use the rather general autoregressive (AR) formulation for the stochastic system-lightcurve x(t j ).
The AR processes were first introduced by Yule (1927) to model the variability of Wolf's sunspot numbers and have been well studied since then (e.g. by Scargle 1981 ). An AR process of order p (AR [p] ) is defined by:
The time series x(t j ) is sampled at discrete times t j with time resolution ∆t. The purely stochastic component ǫ(t), is a Gaussian random variable with mean 0 and variance σ 2 ǫ . Since Eq. (5) is of the same structure as a regression equation for the variables x(t j ) and (x(t j − i · ∆t)) the name autoregressive process has been assigned to it.
In an AR lightcurve, for each t j the value of the random variable x(t j ) is correlated with the values of the process at earlier times. This correlation is decreasing with increasing time differences between two lightcurve values (expressed by an exponentially decaying autocorrelation function). The stochastic component ǫ(t) is the reason that the process does not simply come to rest. ǫ(t) is an intrinsic property of the systemvariability: the system-noise.
The temporal correlations in the AR lightcurve are characterized by the dynamical parameters (a i ). The p dynamical parameters are related to p temporal parameters, describing the temporal structures in the lightcurves: depending on the process, the (a i ) represent stochastic relaxators with relaxation times τ , or damped stochastic oscillators with relaxation times τ and periods P , or both (Honerkamp 1994) . In case of an first order AR process there is only one dynamical parameter a 1 = a. For stationary processes |a| must be <1 and only positive values of a lead to plausible physical models. The corresponding temporal parameter, τ = −1/ ln |a|, is the relaxation time of a stochastic relaxator, one representation of which is an exponentially decaying shot as described by Eq. (3).
The observation-noise
For the determination of the temporal parameters of the systemprocess the noise which is caused by the measurement (i.e. photon statistic, particle background) has to be considered because it disturbs the temporal structures of the system-lightcurve. If the observation of a system-lightcurve is modeled with a plain AR process, the so called observation-noise will lead to an underestimation of the true temporal system-parameters (Robinson & Nather 1979; König & Timmer 1997) . In order to solve this general problem, a LSSM consists of two equations: the system-equation for the intrinsic system-lightcurve and the observation-equation for the measured lightcurve. The latter describes the observed lightcurve y(t j ) by explicitly considering the influence of the observation-noise η(t j ) on the systemlightcurve.
The important model for the analysis of the short-term variability of Cyg X-1 is the LSSM of first order:
Like the system-noise ǫ(t j ), the observation-noise η(t j ) is modeled by a Gaussian noise component; c is a constant normalization factor. The equations for higher order LSSMs are given by König & Timmer (1997) (the temporal parameters of an LSSM of order p (LSSM[p]) correspond to the p dynamical parameters of Eq. 5).
The power spectrum
The power spectrum S(f ) LSSM[1] of a first order Linear State Space Model has the following form (König & Timmer 1997) :
The examples for Fig. 3b show the flat top as well as red noise. The observational white noise floor is also provided by Eq. 8 but has been omitted in Fig. 3b (σ 2 η =0) to allow the direct comparison with the standard shot noise spectra (Fig. 3a) : In contrary to the fixed red noise slope α =2 of the standard shot noise spectra, the slope of S(f ) LSSM[1] can be modeled by adjusting a, i.e. τ . All the features of the hard state power spectrum of Cyg X-1 can thus be reproduced by the power spectrum of the LSSM[1] which is defined by only one temporal parameter τ = −1/ log |a|. Furthermore, Eq. 8 does not need to be corrected for binning effects, since the definition of the LSSM already is discrete in t (see Eq. 6 and 7).
Principally, LSSMs can be evaluated by fitting their power spectra to the measured periodogram. However, fits in the frequency domain do not allow the explicit modeling of the observational noise and may be influenced by several other sources of uncertainties, especially by spectral leakage, which contaminates the power spectrum of each finite time series (Deeter & Boynton 1982; Deeter 1984) . To avoid these uncertainties our LSSM analysis was performed in the time domain by direct comparison of the model-lightcurves and the measured lightcurves. This method allows fits with a statistical significance higher than that of the frequency domain fits (König & Timmer 1997) .
The fitting procedure
The parameters of a LSSM [p] fit are estimated with the help of the maximum likelihood procedure: the set of parameters is derived, for which the probability of observing the measured lightcurve y(t) is at maximum. We have obtained those parameters using the expectation-maximization (EM) algorithm (Honerkamp 1994 ). The method is iterative, starting from a set of initial parameter values. In the expectation step, the Kalman filter is applied, which allows to estimate the unobservable system-lightcurve x(t j ) by using the observed lightcurve y(t j ) and a given set of LSSM parameters. In the following maximization step the likelihood function is maximized, taking the estimated x(t j ) into account and providing a new set of parameters. The results of this iterative procedure are best estimates for the LSSM[p] parameters and for the intrinsic systemlightcurve (a detailed example is discussed in Sect. 4.1). Note, that the latter is not produced using a smoothing filter: all variability timescales of the observed lightcurve (see e.g. Fig. 4a ) are still present in the derived system-lightcurve (see e.g. Fig. 4b) .
The length and the time resolution of lightcurves, which are analyzed by LSSMs, have to be chosen considering the following requirements:
-The duration of the lightcurve has to be several times the relaxation timescale, which is expected to be a few tenths of a second (shot noise models), or the relaxator cannot be found. -The bin time has to be well below the relaxation timescale to allow us to distinguish the relaxator from statistical fluctuations.
Simulations by König (1997) have shown that the duration should be at least 5 times larger and that the bin time should be at least 10 times smaller than τ . In order to fulfill these criteria without an unreasonable increase in LSSM computing time, we have fitted lightcurves with a bin time of 16 ms and length of 16 s (e.g. Fig. 4a ). Although this time interval is shorter than the intervals typically studied in the context of shot noise analysis, it is long enough for the determination of the relaxator. Table 2 shows the results of LSSM fits of order 0-5 to the lightcurve segment displayed in Fig. 4a : The relaxation timescale τ of about 0.2 s, which is derived by the LSSM[1] fit, is also found by the fits of higher order (the LSSM[0] represents uncorrelated white noise and therefore does not yield a temporal parameter). All other temporal correlations are decaying within a few time bins. Since they are due to statistical fluctuations they are negligible (König 1997) . This means, that the dynamics of the lightcurve can most likely be described by one relaxation timescale. If this is the case, the LSSM[1] fit should deliver an adequate description of the observed lightcurve and the goodness of fit should not increase significantly for higher order LSSMs. A statistical test on the residuals, i.e. the difference between the derived system-lightcurve and the observed lightcurve, was performed to determine the quality of the LSSM fits: If a given LSSM can describe the observation, the residuals should be an uncorrelated white noise realization (Eq. 7). In this case all the temporal correlations of the observed lightcurve are modeled by the system-lightcurve. We use the Kolmogorov-Smirnov (KS) test to quantify the goodness of the LSSM fits. It com- Fig. 4 . a One of the 900 EXOSAT ME Cyg X-1 lightcurves with a length of 16 s and a bin time of 16 ms, which were modeled by LSSMs. Mean countrate: 633.1 counts/sec/half, standard deviation: 234.5 counts/sec/half. b Best estimate for the autoregressive system-lightcurve, which has been obtained by applying a LSSM of order p =1 to the lightcurve displayed above (see Table 2 ). Both lightcurves are shown without error bars for reasons of clarity. pares the power spectrum of the residuals to a flat white noise power spectrum.
Results
LSSM fits of various order to one exemplary lightcurve
In Table 2 we list the KS probabilities for the residual lightcurves to actually be white noise realizations. For the LSSM[1] fit a very high probablity of 93.5% is reached, which means that the observed lightcurve can be well modelled by an LSSM [1] process. This is consistent with the visual impression from The distribution of the LSSM[1] model residuals is shown in Fig. 5a . Its mean and variance are 0.7 counts/sec/half and (179.9 counts/sec/half) 2 , respectively. Thus the variance of the observation-noise is about 82% of the upper limit as given by the mean countrate of the original lightcurve and assuming a pure Poisson process. The lower half of Fig. 5 displays the normal quantile plot of the fit residuals: it arranges the residuals in increasing order and for each data value indicates the position that corresponds to the same probability in a normal distribution. If the data are normally distributed, all points should lie on a straight line. Fig. 5b shows that the distribution of the residuals can be approximated by a Gaussian distribution, but is compressed for low and stretched for high countrates. This indicates that the fit residuals are Poisson-distributed as expected for the observation-noise (mean countrate of the original lightcurve: 10.1 counts per 16 ms timebin). The LSSM[1] model parameters reflect the Poisson distribution of the observationnoise by underestimating the Gaussian variance σ 2 η given as (143.8 counts/sec/half) 2 in this example.
LSSM fits of first order to a sample of lightcurves
In order to obtain a reliable value for the temporal parameter τ , we have fitted LSSM[1]s to a sample of 900 lightcurve segments covering a total length of four hours. We have used 1600 s of each of the nine observations listed in Table 1 . The 1600 s consist of 100 equally long, uninterrupted segments with a temporal resolution of 16 ms. For each of the nine observations 100 values for the relaxator τ were obtained. In Table 3 , the meanτ , the standard deviation s τ , and the most probable value τ max of these distributions are listed. Averagingτ , s τ , and τ max over the nine observations gives (0.28±0.04) s, (0.13±0.03) s, and (0.19±0.03) s, respectively. All distributions exhibit the same asymmetric form, in the sense that τ max is always lower thanτ but still higher than the 1σ deviation. This kind of distribution is consistent with the results that have been obtained from simulations The lightcurves of three of the observations (No. 1, 2, and 7 of Table 3) take the whole Argon energy range (1-20 keV) into account, i.e. their absolute countrates may be compared. Even though the analyzed segments of one of those three observations (No. 7) have a considerably smaller mean countrate than those of the other two, the corresponding distribution of τ is not significantly different. This means that no correlation between τ and the luminosity can be seen, which is confirmed within each of the nine observations: the mean countrates and the relaxation times of the 100 segments are not correlated.
Since the observations provide consistent results, all 900 values for τ can be combined, in order to arrive at a distribution with better statistics (Fig. 6) . Note, that this non-Gaussian distribution, resulting from the maximum likelihood estimation of τ , cannot be described analytically (Hamilton & Wu 1987) . In addition, simulations have shown that the distribution of τ is contaminated by bad fit results at its "high τ end" due to numerical effects (Hamilton & Wu 1987; König 1997) . Therefore,τ can be expected to overestimate the "true" relaxation timescale of Cyg X-1, whereas the most probable value τ max should be a better estimator.
Summary and Discussion
The LSSM[1] results -a generalization of the shot noise approach
We have shown that the short-term variability of the EXOSAT ME lightcurves of Cyg X-1 can be well described by a Linear State Space Model of first order, i.e. the dynamics of the system can be modeled as an autoregressive process with one temporal parameter -the relaxation timescale τ . We find τ to be (0.19±0.03) s for the ME energy-range. The relaxator is not found to be correlated either with time nor with the luminosity of the source, indicating that the physical process producing the emitted radiation is very stable and suggesting that the shortterm variability is independent of the mass accretion rate of the system. The LSSM analysis in the time domain allows us to estimate the fraction of the countrate that is due to observationnoise. When analyzing the periodogram in the frequency domain this white noise component can only be represented by a constant whose extraction is not trivial (Belloni & Hasinger 1990a; Zhang et al. 1995) . Furthermore, the problem of spectral leakage that has to be delt with in the frequency domain, is circumvented by fitting in the time domain. For these reasons our LSSM analysis delivers results with higher statistical significance than corresponding frequency domain fits (König & Timmer 1997 ).
These LSSM[1] results allow a much simpler description of hard state short-term variability than multi-timescale shot noise models. Although a detailed quantitative comparison is beyond the scope of this paper, the reproduction of the periodogram by the LSSM[1] (compared to its approximation by adding shot-profiles with different timescales, corrected for observation-noise and binning) as well as the greater sensitivity of the LSSM fitting procedure (compared to frequency domain fits, which are usually used to evaluate shot noise models) suggest that LSSM[1]s are better suited to describe the nature of the observed variability. The LSSMs can model the different realizations of a stochastic relaxator τ , whereas shot noise models are generally restricted by the definition of special shot forms. Shot noise lightcurves therefore might be regarded as a subclass of LSSM lightcurves in the sense that a superposition of exponentially decaying shots can be interpreted as one possible realization of an intrinsic AR[1] process. The inspection of the measured lightcurves of Cyg X-1 implies that the source of the derived AR[1] process is indeed the stochastic superposition of individual shot events, corresponding to the basic idea of shot noise. We note that on larger timescales this kind of variability is also present in the X-ray emission of active galactic nuclei (AGN König et al. 1997 ). The physical mechanism responsible for such a temporal behavior, however, is not yet understood.
The LSSM results in the light of time-dependent Comptonization models
Recently, the discussion concerning accretion physics has begun to concentrate on the consideration of timing and spectral properties of the X-ray emission as two aspects of the same model (Kazanas et al. 1997; König et al. 1997; Wilms et al. 1997 ; and references therein). The spectrum of both, AGN and the hard state of galactic black hole candidates, is usually explained by inverse Comptonization, where soft X-ray photons, provided by a cold accretion disk, are upscattered by inverse Compton collisions in a hot plasma to produce the observed high energy power-law.
In this context it can be assumed that the observed X-ray temporal behavior is the result of the processing of short shots of seed photons within the accretion disk corona (Payne 1980) . The initial photon pulse is hardened and temporally broadened while diffusing through the corona. As harder photons in the emerging spectrum have, on average, undergone more scattering events, they have stayed in the corona for a longer time than softer photons and the emerging pulse is comparatively broader (observed in AGN by König et al. 1997 ). In addition, variability structures in high energy lightcurves exhibit a characteristic time-lag with respect to those in low energy lightcurves (Fig. 7) . Frequency-dependent time-lags have e.g. been observed in Ginga and RXTE observations of Cyg X-1 (Miyamoto et al. 1988; Miyamoto et al. 1992; Wilms et al. 1997) . The question to what extent these lags are produced in a hot corona or wether they are intrinsic properties of the cold disk is still unresolved (Miyamoto et al. 1988; Miller 1995; Nowak & Vaughan 1996; Nowak et al. 1998) . Nowak et al. (1998) , however, show that the frequency-dependent time-lags of Cyg X-1 can be qualitatively reproduced using a simple propagation model (but they also point out that the longest observed time-lags (≈0.1 sec) can probably not be explained by Comptonization). Another challenge for combined spectral and temporal theories is given by modelling the coherence of variability structures in different energy bands which is observed to be near unity over a large frequency range in Cyg X-1 Wilms et al. 1997) .
Additional support for the time-dependent Comptonization model comes from the joint spectral and temporal analysis of AGN, which have similar properties to those of Cyg X-1. For a sample of AGN observations we were able to show that a linear correlation between the photon index Γ and the LSSM[1] timescale τ exists, in the sense that harder spectra have a longer variability timescale (König et al. 1997) . By comparing the observed Γ-τ relation with Monte Carlo simulations of timedependent Comptonization models, it is possible to scale the model geometry (König 1997) . For the hard-state galactic black hole candidates a similar study cannot be performed since not enough objects are known. What can be done, however, is to check whether our best-fit LSSM models for Cyg X-1 could, at Shot profiles for the energy-ranges 4-5 keV (dashdotted line) and 12-23 keV (dashed line). The profiles have been computed for an accretion disk corona (ADC) model with an accretion geometry as described by Dove et al. (1997) . This geometry is similar to an advection dominated flow (ADAF, Abramowicz et al. 1995; Narayan 1996) . The ADC model parameters were chosen to be appropriate for Cyg X-1 (disk temperature: kT d =200 eV, coronal temperature: kT c =66 keV, optical depth of the corona: τ c =2.1; Dove et al. 1997 ).
least roughly, be explained with a time-dependent Comptonization model.
We have computed shot profiles for several possible accretion geometries using a linear Monte Carlo code. The detailed results of these simulations will be discussed elsewhere. Since shot noise can be regarded as a special representation of an AR[1] process (see Sect. 5.1), we can use the computed shots to generate lightcurves based on these profiles, including an additional white noise component. In analogy to our treatment of the distribution of τ seen in the observations, we derive a most probable value for τ from the simulated lightcurve samples, τ th . We find τ th = (3 . . . 6)R c /c, with R c being the radius of the corona. The profile of a Compton-shot only depends on the relative size of the system, parameterized by the light travel time through one radius of the spherical corona, R c /c. By identifying τ th with the measured value of τ =0.19 s, it is therefore possible to express the measured τ in terms of the coronal radius. Our simulations give a first estimate of 320-640 Schwarzschild radii for the coronal radius (assuming a mass of 10M ⊙ for the black hole). Other authors estimate the size of the Comptonization cloud in the hard state to be ≈100 Schwarzschild radii (Esin et al. 1997, ADAFs) or ≈23 Schwarzschild radii (Nowak et al. 1998 , from minimal time-lags). These values are only in rough agreement and a better understanding of the relation between spectral and temporal properties is needed to arrive at a consistent picture. We plan a more detailed study of the Compton-shot profiles as well as LSSM analyses of RXTE data to further constrain the accretion geometry of Cyg X-1.
