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Centralite´ du second ordre :
Calcul distribue´ de l’importance de noeuds
A.-M. Kermarrec, E. Le Merrer, B. Sericola, G. Tre´dan
IRISA/INRIA - Campus de Beaulieu - 35042 Rennes - France
Dans le contexte de la the´orie des graphes pour les re´seaux sociaux, la notion de centralite´ a e´te´ introduite pour mesurer
l’importance relative de noeuds dans une topologie donne´e. Connaıˆtre cette importance est un enjeu majeur pour assurer
la robustesse des syste`mes distribue´s. De nombreuses formes de centralite´s ont de´ja` e´te´ de´finies ; dans le contexte des
syste`mes distribue´s, elles sont cependant soit d’un inte´reˆt limite´ (centralite´ des degre´s), soit difficilement distribuables
(centralite´ d’interme´diarite´). Dans cet article, nous introduisons une nouvelle forme de centralite´ : la centralite´ du
second ordre. Celle-ci est calcule´e de fac¸on totalement distribue´e, au moyen d’une marche ale´atoire. Elle attribue a`
chaque noeud une valeur indicatrice de son importance dans le graphe. Pour cela, chaque noeud conserve les temps
e´coule´s entre deux visites de la marche et calcule l’e´cart type de ces temps. Nous montrons que cet e´cart type est une
mesure de centralite´ qui permet e´galement de caracte´riser globalement la topologie d’un graphe donne´.
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1 Introduction
Les re´seaux large-e´chelle actuels, tels que les re´seaux pair-a`-pair, sociaux, ou sans fil, exhibent des struc-
tures de taille et de complexite´ importantes. Afin d’exploiter efficacement l’information contenue dans ces
re´seaux (mode´lisables par des graphes), il est important d’en extraire les caracte´ristiques globales, et de
re´duire le volume d’information graˆce a` des me´thodes d’agre´gation. La taille de ces graphes rend cependant
impossible - ou tre`s couˆteuse - leur manipulation de manie`re centralise´e. De plus, l’acce`s a` la topologie
comple`te du graphe n’est pas toujours possible (p.ex. re´seaux p2p crypte´s) ; un autre cas de figure est l’in-
dustrie qui pre´fe`re exploiter la puissance de calcul des machines de ses clients plutoˆt que d’investir dans
des fermes de calcul couˆteuses en entretien. Il est alors ne´cessaire de concevoir des me´thodes distribue´es
d’analyse des graphes.
L’analyse des graphes statiques, particulie`rement des re´seaux sociaux, est un sujet e´tudie´ depuis long-
temps par les physiciens et les sociologues. Ces travaux ont donne´ naissance a` la notion de centralite´
[Bar04, BP07, Fre77, New05], qui capture l’importance de chaque noeud dans un graphe d’interactions.
Un syste`me distribue´ peut grandement be´ne´ficier de telles informations, par exemple pour e´viter que la
topologie ne de´pende que de quelques noeuds, ou encore pour pre´voir les partitionnements, ou re´partir
la charge applicative. Comme un noeud peut eˆtre conside´re´ comme important a` plusieurs titres, il existe
diffe´rents types de centralite´. Malheureusement, la majeure partie de ces centralite´s sont conc¸ues pour un
calcul centralise´ (analyse offline), et sont difficilement adaptables aux contextes distribue´s. Dans cet article,
nous introduisons la centralite´ du second ordre, qui repose sur un algorithme distribue´ simple a` base d’une
marche ale´atoire.
2 Travaux connexes
Il est possible de distinguer deux niveaux de caracte´risation d’un graphe : un niveau global, concernant
la structure e´mergeant de l’ensemble des noeuds le composant, et un niveau local, ou l’on caracte´rise indi-
viduellement chaque noeud.
Au niveau global, les proprie´te´s de connexite´ globale du graphe sont souvent capture´es par les notions
de connectivite´ alge´brique et de conductance ; ces me´triques indiquent la qualite´ de la connectivite´ d’un
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graphe ; elles permettent e.g. de pre´voir a` quel point l’efficacite´ d’algorithmes exe´cute´s sur le graphe est
affecte´e par la topologie (conductance et temps de mixage d’une marche ale´atoire sont lie´s).
Au niveau local, la centralite´ capture l’importance d’un noeud vis-a`-vis de la topologie d’un graphe. La
plus simple, la centralite´ dite des degre´s, exprime le fait qu’un noeud important posse`de un degre´ e´leve´.
Une centralite´ plus e´volue´e est la centralite´ d’interme´diarite´ qui exprime le fait qu’un noeud important est
implique´ dans beaucoup de plus courts chemins [Fre77, Bar04]. Dans de nombreux cas cependant, un noeud
important n’est pas force´ment un noeud pre´sent sur les chemins les plus courts : Newmann propose alors
[New05] une mesure de la centralite´ d’interme´diarite´ base´e sur des marches ale´atoires, redonnant ainsi de
l’importance aux chemins non optimaux mais toutefois critiques pour l’exe´cutions de nombre de protocoles.
Le principe est simple : chaque noeud e´met une marche ale´atoire a` destination de chaque autre noeud du
graphe. Les noeuds comptent le nombre de marches ale´atoires qui les ont traverse´s. Malheureusement,
cette approche ne´cessite une connaissance totale du graphe pour chaque noeud. De plus, sa complexite´
en messages re´duit l’applicabilite´ de la solution a` de petits re´seaux. C’est pourquoi nous proposons une
nouvelle centralite´ qui est distribuable a` faible couˆt.
3 Algorithme pour centralite´ du second ordre
Soit un graphe G = (V,E) de n noeuds et m arreˆtes. On suppose que G est syme´trique et que la topologie
ne change pas au cours du processus de calcul des centralite´s. Pour un noeud i ∈ V , nous notons Vi son
voisinage et di son degre´. Nous supposons G connexe. Sur ce graphe, une unique marche ale´atoire est
lance´e a` partir d’un noeud quelconque. A chaque pas, elle passe d’un noeud i a` un noeud de Vi. Cette
marche est permanente : elle ne posse`de pas condition d’arreˆt et n’est jamais perdue.
Le calcul de la centralite´ du second ordre exploite le temps e´coule´ entre deux visites de la marche ale´atoire
sur un meˆme noeud (de´nomme´ temps de retour) Ce temps peut eˆtre exprime´ soit de fac¸on absolue, c’est
a` dire graˆce a` une horloge pre´sente sur chaque noeud , soit en nombre de sauts re´alise´s par la marche
ale´atoire (qui transporte alors un compteur de sauts que chaque noeud incre´mente). L’ide´e de l’algorithme
est que l’importance d’un noeud est lie´e a` la re´gularite´ des visites d’une marche ale´atoire sur ce noeud. Pour
connaıˆtre son importance, un noeud i enregistre les temps de retour de la marche dans un tableau note´ Ξi, et
calcule l’e´cart-type de ces valeurs. Ainsi, plus le noeud est important, plus les visites de la marche ale´atoire
sont re´gulie`res.










k=1Ξi(k)]2. Les temps de retour e´tant inde´pendants, la loi forte
des grands nombres nous permet d’e´crire : limN−→∞ σi(N) = σi ou σi est la centralite´ du second ordre du
noeud i. Ainsi, plus σi est faible, plus le noeud i est important, et inversement.
Dans son article, Newman utilise des marches simples, c’est a` dire relaye´es e´quiprobablement vers chaque
voisin de leur position courante. Un tel syste`me avantage les noeuds de haut degre´, puisque la distribution
stationnaire d’une marche est pii = di/2m, i.e. les chances de voir la marche sont proportionnelles au degre´
du noeud, et ce meˆme pour les noeuds faiblement centraux. Pour e´viter ce phe´nome`ne, nous utilisons une
marche de´biaise´e (me´thode Metropolis-Hastings [Has70]) de manie`re a` ce que pii = 1/n,∀i ∈ V . Cette
me´thode a ainsi l’avantage de ne pas favoriser artificiellement les noeuds de fort degre´ : la centralite´ d’un
noeud ne de´pend alors plus que de sa position dans le graphe. Dans le cas d’un graphe ligne, [KLMST09]
montre que les noeuds les plus re´gulie`rement visite´s par une marche ale´atoire sont au centre. Cette proprie´te´
n’est pas lie´e au de´gre´, puisqu’il est dans ce cas le meˆme pour presque tous les noeuds. Pour la meˆme raison,
les marches biaise´e et de´biaise´e sont presques e´quivalentes dans ce cas. Dans le cas ge´ne´ral, ou` les marches
peuvent diffe´rer, nous utilisons la marche de´biaise´e qui a l’avantage de mieux repartir la marche ale´atoire
parmi les noeuds, sans conside´ration de leur degre´. En pratique, le de´biaisement consiste a` transmettre
ou pas la marche avec une probabilite´ de´pendante du rapport des degre´s des noeuds implique´s dans la
transmission (cf lignes 1-8 de l’Algorithme 1).
4 Analyse et caracte´risation de graphes
Nous fournissons ici les re´sultats de l’analyse the´orique du principe de l’algorithme. Le de´tail est dispo-
nible dans le rapport [KLMST09]. Nous pre´sentons dans cette section la formule permettant de calculer la
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Algorithme 1 Centralite´ du second ordre
1: Sur re´ception de la marche ale´atoire par le noeud i:
2: Choisir un voisin j de Γi uniforme´ment au hasard
3: Demander d j a` j
4: Ge´ne´rer un nombre ale´atoire p ∈ [0,1] uniforme´ment
5: si p≤ di/d j alors
6: Faire suivre la marche ale´atoire a` j
7: sinon
8: La marche ale´atoire reste sur i
9: si Premie`re visite de la marche ale´atoire sur i alors
10: Cre´er le tableau Ξi
11: sinon
12: Calculer les temps de retour r depuis la dernie`re visite
13: Ajouter r a` Ξi
14: si |Ξi| ≥ 3 alors
15: Calculer l’e´cart-type σi(N)
centralite´ de second ordre the´orique pour chaque noeud d’un graphe quelconque, e´tant donne´e sa matrice
de probabilite´ de transition.
Soit un graphe G de n noeuds, de matrice de transition P = (P(i, j))i, j∈[1..n]. Soit la matrice Q j(i, ℓ) ={
P(i, ℓ) si ℓ 6= j
0 si ℓ = j. . Celle-ci permet de calculer la matrice M = (M(i, j))i, j∈[1..n] ou` M(i, j) repre´sente
le nombre moyen de sauts ne´cessaires a` une marche ale´atoire, partant de l’e´tat i, pour arriver pour la
premie`re fois en l’e´tat j. Nous avons : M j = (I−Q j)−11 avec M j(i) = M(i, j), 1 e´tant un vecteur co-
lonne dont toutes les entre´es valent 1 (voir le rapport pour les de´tails du calcul). La formule (1) donne la





M(i, j)−n(n + 1). (1)
Cette formule a deux inte´reˆts : le premier est de permettre aux concepteurs de syste`mes distribue´s de cal-
culer des valeurs the´oriques pour les structures qu’ils souhaitent de´ployer. Cela permet ensuite aux noeuds
d’avoir une re´fe´rence des temps de retours attendus, et ainsi de de´tecter des situations anormales en cas de
variance importante. Son second inte´reˆt est de montrer que l’e´cart type des temps de retour d’une marche
ale´atoire de´biaise´e est effectivement une centralite´ : si on instancie cette formule a` une ligne ([KLMST09]),
les noeuds ayant un plus faible σ sont les noeuds du centre, autrement dit les plus importants/centraux.
L’observation de la distribution des σ, calcule´s pour chaque noeud, permet d’e´tablir la « signature » d’un
graphe. La figure 1(a) repre´sente les distributions des valeurs de σ sur diffe´rents graphes types. Ces graphes
types sont : (a) ale´atoire, (b) sans-e´chelle (mode`le d’attachement pre´fe´rentiel), (c) « ring lattice », c’est a`
dire un anneau ou chaque processus est connecte´ a` k de ces voisins a` droite et a` gauche, et (d) clusterise´ :
deux graphes ale´atoires connecte´s par un seul pont. Tous ces graphes sont e´gaux en nombre de noeuds
(n = 1000) et en densite´ moyenne ( ¯d = 20). Un point sur cet histogramme, e.g. (x = 2500,y = 3) signifie
que 3 noeuds ont un σ e´gal a` 2500. Cette figure permet plusieurs observations ; tout d’abord le graphe
ayant les plus petites valeurs de σ est le graphe ale´atoire, suivi du sans-e´chelle, puis du ring-lattice et enfin
du graphe clusterise´. Cela correspond a` un classement possible de leur robustesse : le graphe ale´atoire est
difficile a` de´connecter (suppression ale´atoire de noeuds), a` l’inverse du graphe clusterise´ puisqu’il suffit
de supprimer un des noeuds du pont pour couper le graphe en deux composantes. Concernant l’e´talement
des distributions : le sans-e´chelle est tre`s e´tale´ (confirmant la disparite´ des importances), et certains noeuds
ont des σ tre`s bas, ce sont les hubs (noeuds de plus hauts degre´s). Les noeuds du ring-lattice, une structure
syme´trique, ont tous le meˆme e´cart-type. Le graphe clusterise´ exhibe lui un ensemble groupe´ de valeurs
dans la plage 3500− 4000, mais aussi deux noeuds avec des σ a` 3200 : ce sont les deux noeuds du pont
reliant les clusters.
5 ´Evaluation
Nous pre´sentons ici une simulation qui montre la vitesse de convergence de l’algorithme vers les valeurs
the´oriques calcule´es a` l’aide de la formule 1. A cette fin, l’algorithme a e´te´ simule´ graˆce a` Peersim, sur



















































FIG. 1: a) Signatures de diffe´rents graphes ; b) Vitesse de convergence de l’algorithme vers le σ the´orique
la palette de graphes pre´sente´s section 4. La figure 1(b) synthe´tise ces e´valuations : elle repre´sente l’erreur
relative entre l’estimation des noeuds et la valeur the´orique calcule´e avec une connaissance totale du graphe.
Ainsi le point (x = 100.104,y = 0.1) signifie qu’apre`s 106 pas de la marche ale´atoire, en moyenne une erreur
de 10% entre la centralite´ estime´e des noeuds et leur centralite´ the´orique existe. Chaque point de la courbe
est la moyenne de 20 expe´riences inde´pendantes.
La premie`re constatation valide la convergence de l’algorithme vers la valeur the´orique de σ. La seconde
concerne la vitesse de convergence ; en the´orie, la vitesse de convergence de l’algorithme de´pend du temps
de couverture du graphe par la marche ale´atoire. Dans le cas d’une marche simple, la borne supe´rieure est
4
27 n
3 + o(n3) pour le graphe lollipop [Fei95]. Il est raisonnable d’estimer que la borne est du meˆme ordre
pour une marche de´biaise´e. Nous pouvons observer sur cette figure que pour les graphes qui ne sont pas trop
de´ge´ne´re´s et a` diame`tre faible (ale´atoire et sans-e´chelle), la convergence est beaucoup plus rapide, aussi,
apre`s 106 pas les noeuds posse`dent de´ja` un estimateur relativement pre´cis. La Figure 1(a) montre que le
σ moyen du graphe clusterise´ est 2 a` 3 fois plus grand que celui du graphe ale´atoire ; ainsi, malgre´ 20%
d’erreur un noeud peut de´cider de manie`re suˆre s’il se trouve dans un graphe de´ge´ne´re´ ou pas. Les vitesses
de convergence de l’algorithme respectent ici bien les proprie´te´s de navigabilite´ des diffe´rents graphes.
[LMT09] compare la centralite´ de second ordre avec les autres centralite´s classiques. Cette comparaison
e´tudie la de´gradation des proprie´te´s d’un graphe lorsque les noeuds les plus importants pour une centra-
lite´ donne´e sont retire´s. Elle montre que la centralite´ de second ordre donne de bons re´sultats a` un couˆt
compe´titif.
En conclusion, la centralite´ de second ordre permet d’attribuer aux noeuds, de manie`re distribue´e, un
indice caracte´risant leur importance dans la topologie.
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