ABSTRACT The majority of large-scale data intensive applications designed by MapReduce model are deployed and executed on a large-scale distributed Hadoop system. Running such application on a large cluster requires a large amount of energy. Therefore improving energy efficiency and minimizing energy consumption when executing each MapReduce job is a critical concern for data centers. We propose a control model based on model prediction control (MPC) for improving energy efficiency of Hadoop cluster while satisfying performance goal. The controller can dynamically scale CPU frequency in facing the workloads changes. The wavelet neural network is utilized to build the prediction model, which can accurately estimate energy efficiency ratio based on the features extracting from the variation of Hadoop workloads. With the help of a wavelet neural network, the controller can guarantee the energy efficiency ratio converges to an ideal set point within a finite settling time. We perform the extensive experiments on a Hadoop cluster to compare our controller with the previous MPC controller. The results demonstrate that our controller outperforms the baseline on energy efficiency control and adapts to workloads of Hadoop cluster.
I. INTRODUCTION A. MOTIVATION
With the rapid growth of data volume in many fields, largescale data processing becomes a challenging issue. MapReduce proposed by Google is a programming model for data intensive computing on Large-scale distributed systems [1] .
Hadoop is an open-source implementation of MapReduce, which can easily scale out to thousands of nodes and deal with petabyte data. Due to its high scalability and performance, Hadoop has gained much popularity. Many businesses and organizations adopt it to analyze the unprecedented amounts of available data [2] . However, energy consumption has become an important concern for Hadoop cluster with thousands of computing servers. Large-scale data centers have to deal with power-related problems due to large energy consumption and electricity bills. Such as, Google deep learning neural net with 16000 CPUs incurs a one million energy cost.
The associate editor coordinating the review of this manuscript and approving it for publication was Xiaowen Chu.
Note that we should make a distinction between energy and power. Power is the rate of energy consumption, energy = power × time. The unit of power is Watt. For a constant power configuration of Hadoop cluster, jobs that run longer consume more energy. For jobs that consume a constant amount of energy, a faster completion time would come at the cost of higher power. The energy efficiency is significant metric that is energy per unit of useful computing work. High energy costs of big data application running on large Hadoop clusters make energy efficiency a critical concern [3] .
In this paper, we consider improving energy efficiency of Hadoop cluster from software perspective. With the variation of workloads there is a chance to optimize energy efficiency of Hadoop cluster in real-time computing process. To handle the unexpected variation of workloads, the novel control model is built to dynamically adjusting energy consumption state by scaling CPU frequency. This control model can capture real-time variation of workloads by feedback control mechanism. Specifically, the wavelet neural networks is used as the predictive model in order to improve control accuracy.
So our aim is to achieve substantial energy efficiency with little or no performance degradation.
B. RELATED RESEARCH
We summarize the related work to achieve greater energy efficiency of Hadoop computing in cluster or cloud environment from three perspectives: resource allocation and scheduling, job scheduling and adjusting configuration of energy consumption status.
1) RESOURCE ALLOCATION AND SCHEDULING
GreenHDFS improves energy efficiency of data access layer in Hadoop cluster. It separates Hadoop cluster into hot and cold zones. The hot zone remains active status. The nodes in cold zone are transitioned to power saving status. This strategy is a typical resource optimization method [4] . Rabbit is an energy-efficiency distributed file system, which is also used the similar resource optimization strategy [5] . Cardosa et al. [6] study energy efficiency of Hadoop clusters used in cloud environments. They proposed a unique spatiotemporal tradeoff virtual machine placement algorithm to achieve high utilization of machine resources and further improve energy-efficiency. Leverich and Kozyrakis [7] proposed a resource management method for Hadoop jobs by selectively powering down nodes to reduce power consumption. This method uses a cover set strategy that reduces replication of data-block and turns off inactive nodes. Analyzing the workloads characteristics of Hadoop cluster is the key to making optimal resource management decisions to improve energy efficiency. Conejero et al. analyzed the workloads characters of social networks computing and investigated the optimal number of virtual machines running on Hadoop system. This method is to improve virtual resource utilization according to the variation of special workloads [8] . Lang and Patel [9] proposed a resource strategy called All-In Strategy (AIS) that uses all the nodes in cluster to complete a job and power down all nodes during low utilization periods. This method can save energy consumption and improve energy efficiency. However, it is not suitable to latencysensitive jobs. Chen et al. proposed a resource management approach, which considers performance and energy efficiency. Their resource management is supported by energy consumption model, which is built on the workloads characteristics of three stages in Hadoop computing process [10] . They further analyzed the workloads of interactive jobs and found that interactive jobs operate on just a small fraction of data set. Thus these jobs can be severed by a small machine set with full power, while the less time-sensitive jobs can run in a batch fashion mode on the rest of the cluster [11] . Wen built a two-phase resource scheduler named MinMaxDyn to reduce energy consumption of data transfer and task execution of Hadoop. This scheme considers both the communication and computing [12] . Shao et al. proposed a novel energy-aware MapReduce resource scheduling model. This model is designed on the multi-dimensional knapsack problem (MKP) to minimize energy consumption while meet user Service Level Agreements (SLAs). Additionally, this scheduler was integrated into Yarn, which is the resource manager of Hadoop [13] . Note that, the typical schedulers of MapReduce model lack saving energy research, such as, Yarn, Sparrow etc [14] . To optimize the resource of storage layer for Hadoop cluster, Shin et al. provided a tagaware resource scheduler to improve performance of data accessing [15] . These methods to optimize energy efficiency from resource allocation and scheduling perspective are static and coarse-grain optimization way, which is difficult to capture the variation of workloads and guarantee accuracy. Note that many researchers focus on the variation feature of workloads to optimize energy efficiency. It is important to explore the trend and characters of workloads. Our approach tries to capture the variation of time-varying workloads and improve control accuracy.
2) JOB SCHEDULING
Krish et al. presented a workflow scheduler that assigns Hadoop jobs to sub-cluster while ensuring energy efficiency and performance goals. The goal of this scheduler is to solve heterogeneity of Hadoop cluster [16] . Cheng et al. consider the complex interplay between workloads and hardware heterogeneity on energy efficiency. They proposed a heterogeneity-aware task assignment scheme to minimize the overall energy consumption in heterogeneous Hadoop cluster without sacrificing job performance. It can adaptively schedule the heterogeneous workloads on energy-efficient machines, without workloads priority knowledge [17] . Mashayekhy et al. proposed two job scheduling algorithms that can find the optimal assignments of tasks to machine slots to minimize energy consumed when executing MapReduce application. They formulated the energy-aware MapReduce scheduling problem as an Integer Program problem and designed heuristic algorithms to obtain the solutions [18] . Ren et al. analyzed the workloads characteristics of Hadoop in production environments and proposed a job scheduling algorithm for small jobs. This work is to overcome the inefficiency of Hadoop fair scheduler for handling small jobs [19] . To deal with the heterogeneity of both workloads and hardware of Hadoop cluster, a novel task scheduling model was built to improve the overall energy efficiency without sacrificing computing performance. This scheduler can adaptively distribute heterogeneous workloads on energy-efficient machines without priority knowledge of workloads properties by ant colony optimization algorithm [20] . Overall, Job scheduling to optimize energy efficiency is a kind of method with finer-grain compared to resource allocation and scheduling. The primary challenge is to reduce the dependency of workloads priority knowledge. However, the real-time variation of workloads occur unexpected disturbance. So job scheduling is hard to deal with the unexpected variation of workloads in real-time process. Compared with job scheduling, our approach uses feedback control theory to handle the unexpected workloads variation without any priority knowledge of workloads.
3) ADJUSTING CONFIGURATION OF ENERGY CONSUMPTION STATUS
Ibrahim et al. investigated the impact of dynamically scaling frequency of compute nodes on performance and energy consumption of Hadoop cluster. They provided detailed optimal DVFS settings for several representative MapReduce applications to achieve greater energy efficiency [3] . Tiwari et al. also presented an empirical study for Hadoop configuration settings to improve energy efficiency of CPU intensive, I/O intensive jobs [21] . Li et al. proposed a temperatureaware power allocation that adjusts CPU frequencies according to their temperatures. They are the first researchers who discuss the temperature influence for energy efficiency [22] . Silva et al. dynamically adjusted the energy consumption state of networks devices to reduce energy consumption according to MapReduce workloads of Hadoop cluster [23] . The above mentioned researches mainly configure the energy consumption status of Hadoop cluster. The static setting method is not adapted to the variation of Hadoop workloads. Zhu and Miao dynamically adjust the power status of disks in Hadoop cluster and achieve better energy efficiency in storage layer [24] . Tiwari and Sarkar built a regression model between the energy consumption and input data size. Then they investigated dynamic power management setting for I/O-intensive MapReduce jobs [25] . Understanding the workloads characteristic of Hadoop cluster is important to this kind method that can dynamically adjust the energy consumption states to improve energy efficiency [26] . Some researchers focus on the energy conversation work from the workloads perspective. Luo et al. [27] analyzed the workloads characteristic and proposed workload-aware hardware customization scheme for high-end servers. The control theory is introduced to improve the adjusting accuracy of energy consumption states. Zhu et al. designed a power capping module to support power-aware task scheduling based on feedback control in Hadoop cluster. This control model can not only capture the dynamic features of workloads but also obtain a suitable tradeoff between the system performance and power efficiency [28] . This work is similar to our research. To improve energy efficiency, we focus on the dynamically adjusting configuration of Hadoop cluster in running time based on control theory. However, we build the power controller model based on Model Prediction Control (MPC) strategy that is very adapted to process control.
Our goal is to build a Multiple-input-multiple-output (MIMO) model to dynamically adjust energy consumption states of each node according to the variation of Hadoop workloads. The MIMO control technique has been applied for performance management of multi-tier applications and power control of high density servers [29] , [30] . The current research designed the control models for specific workloads. They are not adaptive to situation of Hadoop cluster computing with abrupt workloads changes. Compare to the control model in [29] , we use the energy efficiency ratio as control variable and improve the control robustness.
C. OUR CONTRIBUTIONS
In this paper, the energy efficiency ratio is defined as the control variable that is the key of control model based on MPC. The controller can dynamically adjust the frequency of nodes in Hadoop cluster to keep the energy efficiency ratio around a desired threshold while assuring performance goal. Specifically, the contributions of this paper are twofold:
• The main purpose of previous works is to control the power budget under the specific limitation. However our control model aims to optimize the energy efficiency of Hadoop cluster. The energy efficiency ratio is defined to qualify energy efficiency of Hadoop cluster. • The prediction model is key module of MPC controller. In the MPC field, the current researches always use simple nonlinear function to predict the future control outputs. In this work, since the energy efficiency ratio of each node changes immediately as CPU frequency changes, energy efficiency ratio can be regarded to be determined by the clock frequency. However, the simple nonlinear relationship between energy efficiency ratio and CPU frequency cannot provide sufficient prediction accuracy in MPC for all possible variations in the workloads. Hence, we develop a novel model based on the fuzzy wavelet neural networks to predict the complicated nonlinear relationship in order to adapt to time-varying workloads. This prediction model has better learning capacity and is suitable for small training data set. The rest of the paper is organized as follows: Section II describe the key problem to be solved. Section III presents a detailed methodology including qualifying the energy efficiency of Hadoop cluster, building the prediction model based on wavelet neural networks and the design of power control model based on MPC. Section IV presents the experimental results and analysis. We conclude the paper with future work in Section V.
II. PROBLEM DESCRIPTION
The main goal is to improve the energy efficiency of Hadoop cluster, namely achieving the equal performance goal with less energy consumption. Each node in Hadoop cluster needs to not only compute many MapReduce jobs, but also store substantial amounts of data. So the Hadoop cluster provides Always-On data processing service [31] . Hadoop cluster has two kinds of redundancy energy consumption due to the uncertainty variation trend of workloads. The first one is idle energy incurred by low resource utilization. Ineffective resource allocation makes many significant computing resources suspend due to waiting for specific shared resources. For example, CPU is blocked by waiting I/O operations or network transfer operations [3] , [31] . The second is the redundancy energy of each node consumed with the highest energy consumption state rather than the optimized energy consumption state. To guarantee performance goal, processors in Hadoop cluster are set to fixed frequency without according to the current workloads. As a consequence, there is a significant potential for improving energy efficiency of Hadoop cluster.
The previous research utilized Dynamic Voltage and Frequency Scaling (DVFS) technique to improve CPU utilization and power management of cluster by tuning CPU frequency according to workloads. However the workloads characters of Hadoop cluster are different to the workloads of general cluster computing. This is due to the two facts:
• The diversity of MapReduce job. There are different job types with different workloads characteristics due to the wide adoption of Hadoop MapReduce [3] . These different applications vary in their resource usage and have different power consumption profiles.
• The complexity of task model. The MapReduce job is divided into two phases: map and reduce. The map task reads input data and executes the map function. Then the intermediate data generated by map task is inputted to reduce tasks. The reduce tasks merge the data and write the results to local disk [3] , [32] . The length of each phase in task model is highly dependent on the number of maps expected to be executed on each node, on the intermediate data size and the reduce task number. Additionally, the CPU load is determined by the complexity of map and reduce functions designed in applications [33] . The current research observed that the CPU-bound applications with the highest CPU frequency can achieve the best performance and energy efficiency. On the other hand, the I/O-bound or Network-bound applications are not dependent of the CPU frequency setting. Therefore, Low CPU frequencies can be used to save energy while guaranteeing performance.
In brief, to solve the unexpected variation of Hadoop cluster, the effective prediction model should be built. By the help of prediction model, dynamically scaling CPU frequency of each node needs to be applied to improve energy efficiency in real-time.
III. METHODOLOGY
To improve energy efficiency, our work is to build a power controller which can dynamically scale CPU frequency of each node in Hadoop cluster. According to the variation of workloads, our controller can scale up CPU frequency in face of CPU-intensive workloads and scale down CPU frequency when I/O-intensive or Network-intensive workloads emerge. The main goal is to dynamically search the performancepower consumption tradeoff by control model.
A. ENERGY EFFICIENCY RATIO
In general, the number of floating point operations per second (FLOPS) is used to qualify the performance of computing system and power is to measure electric energy that is absorbed or emitted per unit time. So energy efficiency can be defined by the ratio between performance and power, namely FLOPS/Watt. This definition is as follows.
FLOPS/Watt is the ratio between operation number and consumed energy per unit time. The operation denotes the number of floating point computing. Due to the fact that FLOPS of processors is very great, this definition may lead to large value for energy efficiency ratio. Such as, the energy efficiency ration of a processor with Prescott core is about 12500000FLOPS/Watt. However, this metric is unsuitable for large-scale data process in Hadoop computing. In our work, we define the ratio between the task throughput and energy consumption of resources to qualify energy efficiency. Firstly, the definition of workloads unit is the computing workloads of CPU with 1GHz in one second. This workloads unit is denoted as 1U. Second, the task workloads can be defined as follows:
λ CPU is the parameter of CPU architecture. For the simplicity, we set λ CPU to 1. Then J (T) is the task workloads of Hadoop cluster in T time (the unit of workloads is denoted as U). E (T) is the consumed energy in T time(the unit of energy consumption is Joule). The energy efficiency ratio γ is defined
Assume that a cluster has m nodes, In time t, f i (t) is the frequency of node n i (1≤i≤ m), the utilization of processor is denoted as ω i (t), and the power is p i (t). Then the task workloads and energy consumption are obtained by Equ.4 and Equ.5.
So the energy efficiency ratio of cluster in T time is defined as equation (6). 
B. CONTROL SYSTEM
The goal of control system is to control energy efficiency ratio of Hadoop cluster under a specific ideal value called set point γ s . The set point is set based on expert experience. Since the workloads of cluster is much unexpected, the control system should dynamically adjust energy consumption states of nodes in cluster. Here we use model predictive control theory to build an energy efficiency control system. Model predictive control (MPC) is an advanced control technique that can predict control behaviors in the finite domains by predictive model and optimize control variable based on historical data and predictive data [34] . The detailed description of MPC is shown in Fig 1 and Table 1 [35] .
Let the model of Hadoop cluster to be controlled be described by the linear discrete-time difference equations
where x(t), u(t), y(t) denote the state of controlled system, control input and output respectively. Let the x(t +k|t) denote the prediction by iterating k times from the current state x(t). Andȳ(k + t|t) is the prediction output based on the state x(t + k|t). The goal of model is to control the output y(t) that is close to the set point γ s as much as possible as. And the feedback of control output can guide the controller to obtain the better control input u(t) that is the frequency of CPU in this control model. So the next step is to select a control input trajectory that minimizes cost function. An input trajectory includes control inputs in following N control peri-
where N is called the control horizon. The notation u(k + i|k) means that the difference value of CPU frequency at time (k + i)T depends on the conditions at time kT. When the control input is computed, only the first element u(k) is applied as the control input to the controller. At the end of the next control period, the prediction horizon slides one control period and the input is recomputed, because the original prediction may be incorrect due to the time-varying environment. The main idea of MPC is to compute the control input in the following N control horizon by minimizing the difference between the prediction output and expected output. So the cost function J (k) is defined as equations (8) .
where P is the prediction horizon and N is the control horizon. The prediction horizon P that is the optimization length of future finite time domain is important to control reliability. When the value of P is large, this not only improves computational complexity but also degrades the response capacity of control system. The control horizon N that is the number of future changed control variables influences the response capacity of system. When N is larger, the control system is better to response the variation of control variable. Here we set N to 4 based on expert experience. The selection of P to 8 is provided in Section IV. y r (k + i) is the reference output generated by a reference trajectory, which is to guild and rectify the control output.ȳ(k + i) is the prediction output that is obtained by the predictive model that will be discussed in subsection C. We rewrite the above equation as the matrix form.
where Q = diag (q 1 , q 2 , . . . , q N ) is the tracking error weight matrix. q i in Q represents the errors between the control output and expected values in i time. And R = diag(r 1 , r 2 , . . . r N ) is the control penalty weight matrix, which is to minimize the oscillation of manipulated variable. r j in R is to restrain u j of manipulated variable u j in j time. The initial value of weight matrices Q and R are set to 0. When the control model was completed, we used the stimulation experiment to tune weight matrices. The main principal of control system is described as follows: In the first control period, the controller uses the predictive model to predict the control behaviorȳ(k + 0|0) based on the current state x(0) of controlled system. Then the next step is to select an input trajectory that minimizes the cost function defined by equations (8) . The input trajectory is
is applied into the manipulated variable. Note that the control optimization is continuous online process called moving optimization. In the next control period, the prediction horizon slides one control period and the input u(k+1) should be recomputed. In this work, scaling frequency f of CPU is the main method to adjust energy consumption states. So the manipulated variable is core frequency of each node in Hadoop cluster, namely u(t) = f (t). The state x(t) of Hadoop cluster is the features vector, which is extracted from the workloads variation. The control output is energy efficiency ratio, y(t) = γ (t). And the predictive output is y(t) = γ (t). The basic MPC control law is described by the following algorithm:
Algorithm 1 MPC Control Algorithm 1) Get the new state x(t) of the Hadoop cluster;
2) Solve the optimization problem
3) Apply only f (t) = f(t + 0|t); 4) t = t + 1, goto step(1).
C. THE PREDICTIVE MODEL
As mentioned above the section, the key module of MPC control system is the predictive model, which is responsible for generating prediction outputȳ(t). In this section, the detailed design scheme of predictive model is provided. The significant goal of predictive model is that it must be have predictive capacity for the controlled system and there are few limitations for the predictive model design. In this control system, the predictive model is the nonlinear relationship between the states of Hadoop cluster computing and energy efficiency ratio γ . The fuzzy wavelet neural networks (FWNNs) that combines wavelet theory with fuzzy logic and neural networks is applied to build the predictive model, since it has better nonlinear mapping ability than the nonlinear regression method. There are two advantages of FWNNs that is used as control predictive model. The first one is that it overcomes the shortage of general neural networks, which includes the slow convergence rate and easily getting stuck on a local minimum error surface. Wavelet transform is able to analyze nonstationary signals to discover their local details. Fuzzy logic allows use to reduce the complexity of the input data and to deal with uncertainty. The combination allows us to build a control model with fast learning capability. The second one is that FWNN is more suitable to learn in specific training set, which has small data size and specific sampling data distribution. The specific sampling data distribution is that the training set has dense region and sparse region. Most of training data concentrate in the dense region. FWNN is capable of learning by different resolutions due to the ability of multi-resolution analysis. This multi-resolution analysis capability from the wavelet theory improves the accuracy of predictive model. This is because that it can be trained with high resolution learning capacity in dense region, where there are much more training data, it may learn with low resolution to face the sparse training data.
1) STATE FEATURES VECTOR
To build the predictive model, there are two problems to be solved. The first problem is to extract the state features from Hadoop cluster computing process. These features should reflect the variation of workloads. In this work, we selected such features associated with workloads variation.
• The first feature is the frequency of processor denoted as f . This feature is the control input of control model. It has an impact on energy efficiency.
• The second feature is the utilization rate of processor denoted by ω i . This feature reflects the status of processor and characters of computation intensive tasks. The utilization rate of CPU is very easy to monitor and sample.
• The disk utilization rate denoted as d i is the second feature that reflects the workloads variations of disk read or write. This feature is a significant indicator for the Disk I/O intensive tasks.
• The network utilization rate denoted as n i is selected as the feature that is to reflect the character of network I/O intensive tasks.
• The final feature is the memory utilization rate denoted as m i , which is associated with the workloads variation of memory intensive tasks. So the input feature vector is a quintuple x =<ω, f ,d, n, m >. For ω, f, d, n, and m, we use the average value of all nodes in cluster and these features can easily be normalize into the interval [0, 1].
2) FUZZY WAVELET NEURAL NETWORKS
Our goal is to build the relationship between x =<ω, f ,d, n, m > and γ based on the fuzzy wavelet neural networks. It is used as the predictive model to estimate future control outputȳ(t). Additionally, it combines the wavelet theory with fuzzy logic. The fuzzy logic allows the predictive model to VOLUME 7, 2019 reduce complexity of training data and improves the capacity of dealing with uncertainty. To x =<ω, f ,d,n, m >, these features are defined as continuous functions on infinite domain. In order to eliminate the uncertainty of features, the detailed method of fuzzy set is presented as follows.
A fuzzy set F is the set {(a, µ F (a)) , a ∈ R, µ F (a) ∈ [ 0, 1 ] )}, where µ F (a) represents the membership degree of a in F. For example, the utilization rate of CPU ω has three linguistic values: low, medium and high. The linguistic value high of ω is the fuzzy set high = {(e(t) , µ high (e(t))) , e(t) ∈ [0, 1] , µ high (e(t)) ∈ [0, 1])} with membership function µ high (e(t)). Such membership function quantifies the membership of the e(t) value to the fuzzy set high, it describes the membership grade of a in F. µ F (a) can be a symmetric triangular or trapezoidal function of an equal base and 50% overlap with adjacent functions and defined in equation (11) [36] . We built the appropriate fuzzy sets for each feature. For example, the fuzzy sets U l , U m and U h (L, M, and H) that represent the function of ''Low'', ''Median'' and ''High'' are defined forω [37] . Then we introduce how to build and train FWNN. This part includes the structure of FWNN and the formulations associated with the training algorithm.
a: FWNN STRUCTURE
The predictive model of our control system is built based on a general FWNN, which is frequently presented as a layered structure. The Fig. 2 shows that has five layers [38] .
Input Layer: Neurons pass the input signals x 1 , x 2 , . . . , x n to the second layer. Here the input layer receives the state features as the input signals,
Fuzzification Layer: This layer is responsible for transferring the input signals into fuzzy value by fuzzy rules. The transferring method is to use Gaussian function as membership function, which is defined as Equ (12) . (12) where i is number of input singles and j is number of fuzzy rules in the next layer. c ij and σ ij are the center position and the spread of Gaussian function. F j (x i ) is the membership function of the ith input variable with the jth fuzzy rule. Ruler Layer: This layer provides a fuzzy rule for each neuron [32] . The operator uses multiplication and the output of the first layer nodes is
where µ j (x) is the input single for the next layer and n is the number of fuzzy rule. Wavelet Layer: the output of the jth wavelet neuron in this layer is computed by the following equation.
where z ij =
and w j is layer weight between jth wavelon and output node, the dilation (scale) parameter a ij controls the spread of wavelet and translation (shift) parameter b ij determines its central position [39] .
Output Layer: this layer receives the product of outputs from rule layer and wavelet layer as the input signals and calculates the final output, namely the prediction value γ .
b: FWNN TRAINING
The main objective of training FWNN is to calculate parameters in FWNN. These parameters that are tuned by using the Broyden-Fletecher-Goldfar-Shanno gradient method include the center parameters(c) and scaling parameters (σ ) of Gaussian membership function in fuzzy rules, translation (b) and dilation (a) parameters of wavelet functions, and weight (w).
The initial values of scaling parameters in Gaussian member functions are set to 1. The dilation parameters of wavelet functions are also set to 1. Finally, the initial values of other parameters are randomly generated in range [0, 1]. Here we list the important parameters and introduce the method to calculate and optimize the parameters.
The output error of FWNN is given by
where d p is the desired output, O p is the FWNN output and N is number of samplings. The important parameters of FWNN are calculated by the following equations [31] , [32] :
where α is the learning rate. Equation 17 can be calculated by the following equation 18-21. 
c: DESIGN AND TRAINING OF FWNN
The training is important for the feasibility due to the fact that FWNN is the main part of predictive model. We sample a large amount of state of Hadoop cluster computing in a long time and construct a training set. Meanwhile the energy efficiency ratio is monitored and logged. Then the feature vector is provided for the FWNN and the parameters of FWNN are updated and optimized by comparing the output of FWNN and the measured value of energy efficiency ratio. Once FWNN have completed training phase, it can predict the energy efficiency ratio for the control system.
Algorithm 2 Training Algorithm of FWNN 1)
Collect training data set that includes the state features and the energy efficiency ratio; 2) Preprocess the state features and generate the input vector <ω, f ,d,n, m > for FWNN; 3) Initialize the parameters of FWNN, including center parameters, scaling parameters, translation, dilation parameters and weights; 4) Adjust the parameters in FWNN by Equation (16, 17) ; 5) Verify the accuracy of the prediction by comparing prediction and measured value. 
D. IMPLEMENT OF CONTROL SYSTEM
In this section, we provide a detailed description of our energy efficiency control system that adaptively manages the energy efficiency of a Hadoop cluster by conducting CPU frequency scaling for each node. As shown in Fig. 3 , the control system mainly contains controller, actuator, power measure and state monitor modules. The status monitor module that is a daemon application running on each node collects the status information about computing process. And the status information of VOLUME 7, 2019 each node is <ω, f ,d,n, m >. The controller is designed as a program based on MPC, which receives the status signals represented by dotted lines and sends the control signals indicated by solid lines to actuators. The control actuator is the CPU frequency modulator designed by the Linux API, which can scale the CPU frequency accordingly to the control output from controller. The power measure can obtain the computing power and sends to controller. And the controller need to calculate the energy efficiency ratio based on other status information. 
E. CONTROL PERFORMANCE ANALYSIS
This section is to analyze the control complexity and overhead of MPC. As shown in Fig.1 , MPC includes control horizon and prediction horizon. In the control horizon, the controller works in each control cycle. Fig.4 shows that the control cycle is consisted of T s , T c and T l . T s the time of execution of controller. Here T s is the time of scaling CPU frequency; T c is the time control period that the controller keeps the control state in this period; T l is the time of calculating control output. In the prediction horizon, the prediction cycle is n times of control cycle, namely Tp = n×(T s + T c + T l ) (How to determine n in section IV. G). The prediction output of predictive model is independent of the control horizon. So the computing complexity of FWNN doesn't affect the control overhead of MPC.
The control overhead is determined by T l , since Ts is limited by hardware conditions. T l is the time of solving the control output. The control issue of MPC can be transformed to a least-squares problem. We implemented a least-squares solver in native C code to solve the least squares computing process. This process leads to the control delay T l . The overhead of controller of MPC_E and MPC_P have been measured. We find that each invocation of controller in cluster with 60 nodes takes 0.05∼0.07s.
IV. EXPERIMENTAL RESULTS AND DISCUSSION
In this section, we present the experimental results conducted on testbed. We compared our MPC controller of energy efficiency ratio denoted as MPC_E against MPC controller of power consumption in literature [15] , [29] denoted as MPC_P. Our testbed is a Hadoop cluster composed of sixteen Linux servers to compute workloads and a Linux desktop machine to run the controller. The cluster nodes are equipped with Intel Xeon E7 4870, which has four processors running at a peak frequency of 2.26GHz. Each node has 128G of RAM and 1TB of disk-space. They are connected via 1 Gbps network card and 1 Gbps LAN switches.
All the machines are installed with Ubuntu 14.04, as it performs dynamic voltage and frequency scaling based on different power and performance policies using Enhanced Intel SpeedStep technology. The cluster is equipped with a real-time monitoring toolkit called Intel Data Center Manager to monitor power consumption. We have installed Hadoop 1.7.0 stable version on the cluster. One machine is configured as the NameNode that also runs JobTracker. The rest of the machines are assigned as both DataNodes and TaskTrackers. The TaskTracker nodes were configured with 6 slots for map tasks and 2 slots for reduce tasks. The logs generated by Hadoop were used to collect the job metrics. We used the default chunk size of 64MB and the default replication factor for the HDFS data. As many related studies [15] , [29] , [30] , our test compared the performance and robust of controller. The highly dynamic Hadoop workloads are stimulated the same as [15] and [30] . Note that the different job types are distinguished to verify the robustness of control. As for CPU-intensive jobs, we consider job response time to reflect computing performance. And data throughput is used to measure performance to I/O or Network intensive jobs. This approach that is applied in [15] can further investigate the controller's performance. Compared with related research, we used energy efficiency rather than power consumption. This is due to the fact that reducing power consumption that may increase computing time is not the goal. The main goal is to improve energy efficiency of Hadoop cluster.
A. PARAMETER SETTING
In this section, we discuss how to determine the set point r of MPC_P and MPC_E. The goal of MPC_P is to control the power consumption of Hadoop cluster under a specific threshold. The set point of MPC_P mainly prevents power consumption from exceeding the constant power budget when peak workloads appear. So the set point of MPC_P can be set by expert experience information. Such as, a Hadoop cluster has 16 nodes, whose maximum power consumption is 260Watt. The total maximum power consumption of cluster is about 4160Watt. We can select the 80 percent of total maximum power consumption as the set point of MPC_P, namely r = 3300Watt. Without the controller MPC_P, this Hadoop cluster should be assigned 4160Watt as power budget in order to deal with peak workloads in the Large-scale data process computing.
The set point of MPC_E is set 0.513. The energy efficiency ratio in equation 6 is normalized to [0, 1]. The greater value of energy efficiency ratio is, the higher energy efficiency of Hadoop cluster is. The goal of MPC_E is to select a desired energy efficiency ratio as set point and control cluster keep this energy efficiency ratio. So the set point of MPC_E selection is significant to the control model. Then we provide the detailed method to obtain the desired energy efficiency ratio by stimulation experiments.
FIGURE 5. Energy efficiency ratio with different CPU-intensive job proportion
The main idea of selection desired set point for MPC_E is to obtain energy efficiency ratio in the state of Hadoop cluster with optimal resource utilization rate. The resource of cluster includes CPU, memory and I/O et. We generate workloads including CPU-intensive and I/O intensive jobs for Hadoop cluster. We repeatedly compute the stimulation workloads and measure the energy efficiency ratio by adjusting the proportion of CPU-intensive jobs. When improving the proportion of CPU-intensive jobs, the resource utilization rate of CPU and memory grows accordingly. When improving the proportion of I/O-intensive jobs, the utilization of I/O and network bandwidth may be raised. So the desired proportion of CPU-intensive jobs may be an optimal state of cluster with high resource utilization ratio. As shown in Fig.5 , the desired energy efficiency ratio (r = 0.513) is obtained when the proportion of CPU-intensive jobs is 70% and the rest are I/O-intensive workloads.
B. PREDICTION PERFORMANCE OF FWNN
This section is to introduce the prediction performance of wavelet neural networks. First, we introduce training approach about this predictive model. We selected four kinds' workloads: CPU-intensive jobs, Memory-intensive jobs, I/O-intensive jobs and CPU&I/O-intensive jobs. To handle unbalance sampling, each kind of workloads is selected 25 samples to form sampling set. The sampling set is divided into training set and test set. The training set includes 80 sampling data. And the test set has 20 sampling data. The target error of FWNN is set 0.001. This target error is enough for the predictive model of MPC. The learning rate α = 0.5.α is selected base on the prediction error. We set α = 0.1 and step is 0.1. After repeated training and comparison the prediction error, we find that setting α = 0.5 is the best optimal learning rate value. As shown in Fig. 6(a) , the wavelet neural networks has fast convergence rate. This network converges after 452 iterations.
The number of hidden layer nodes determines the generalization capacity of wavelet neural networks. When the number of hidden nodes is large, this can increase training complexity and training error. Additionally, the over-fitting phenomenon may occur. On the contrary, when the number of hidden nodes is small, the network is unable to represent complicated non-linear function. The current optimization method for the structure of wavelet neural networks is through tuning the hidden node number based on experiments. Fig.6(b) shows that FWNN has the minimum error with six hidden layer nodes. So the structure of FWNN is 5-5-6-1. This means that 5 input layer nodes, 5 rule layer nodes, 6 hidden nodes and 1 output node. This structure makes the networks have better generalization ability.
C. PERFORMANCE EFFECT OF CONTROL MODEL
This experiment intends to demonstrate the performance effect of control model to time-varying Hadoop workloads by comparison with MPC_P and MPC_E. In order to stimulate time-varying Hadoop workloads, we firstly selected different programs as different jobs from Hibench [26] . Then the stimulated workloads were generated by randomly combining those different jobs [40] . Fig 7a shows we compare MPC_E with MPC_P in assuring data throughput target. The results demonstrate that, compared to MPC_P, the data throughput of MPC_E is greater than MPC_P in most cases, just in rare cases, the data throughput of MPC_E is less than MPC_P. Fig.7c shows the comparison of response time between the two control models. In most cases, the response time of MPC_E is less than that of MPC_P.
We observe that compared with MPC_P, the performance of Hadoop cluster is improved based on MPC_E while assuring energy conservation. This is due to the different control targets. The target of MPC_P is to limit computing power in the range of set point and prevent power from exceeding power budget. However, MPC_E goal is to control energy efficiency ratio under a special set point. So our proposed controller MPC_E considers not only computing performance but also energy consumption. When CPU intensive jobs arrive, MPC_E can send control outputs that improve the core frequency of each node. This increases comput-ing power, but the energy efficiency ratio will be reduced due to decreasing computing time. The experimental results demonstrate that may improve data throughput and decrease response time. Higher data throughput and shorter response time means better computing performance. On the contrary, when the I/O or Network intensive jobs arrive, our control system may scale down the core frequency of each node. This will reduce redundancy energy consumption while assuring data throughput and response time. We can conclude that the performance of MPC_E is better than MPC_P, since the Hadoop workloads is very complex and includes many different kinds of jobs, such as, CPU intensive job, I/O intensive job, Network intensive job and CPU&IO intensive job. MPC_P just considers computing power. So when CPU intensive jobs arrive, it will scale down node frequency to limit higher power emergence. However, scaling down the node frequency degrades the performance of Hadoop cluster. When I/O or Network intensive jobs arrive, MPC_P is not sensitive to this kind of jobs and cannot adaptively scale down CPU frequency. So the energy efficiency ratio for computing I/O or Network intensive jobs is less than MPC_E. In brief, when the control target is power, MPC is not sensitive to job type. So the MPC_P is not suitable to improving energy efficiency in face of the complex workloads in Hadoop cluster computing.
To further investigate the conclusion, we used the stimulated workloads that just include the CPU intensive jobs and I/O intensive jobs. Fig 7d shows the workloads. As shown in Fig. 7d, I /O intensive jobs emerge in the sampling range (0, 300), (2000, 2600) and (3600, 4000); CPU intensive jobs mainly distribute among sampling range (1000, 2000), (2600, 3600) and (4000, 5000). Fig.7e demonstrates that the data throughput of MPC_E is absolutely superior to MPC_P, when I/O intensive job is the currently active job type. On the other hand, the response time of MPE_E is less than that of MPC_P in ranges that mainly distribute CPU intensive jobs.
D. EFFECT OF ENERGY CONVERSATION
In this section, we compare our MPC_E controller against MPC_P and the Hadoop cluster without any controller. This experiment intends to demonstrate that MPC_E controller can provide better energy efficiency for Hadoop cluster. We continued to use the workloads including various kinds of jobs as shown in Fig. 7a . The core frequency of each node in Hadoop cluster is set to the maximum in cluster without controller. Note that each invocation in controllers with 16 nodes takes about 0.05s. In this experiment, the control overhead of two control models are ignored, because they have similar overhead. Fig.8a shows the variation of energy efficiency ratio without controller, MPC_P and MPC_E. This demonstrates that the energy efficiency ratio of MPC_E is prior than others.
The Hadoop cluster without controller has the lowest energy efficiency ratio. As shown in Fig.7a , When the I/O intensive jobs are the active job type, the curve appears in sampling range (900, 2000). However, there are two peak areas in sampling ranges (400, 1000) and (2000, 2500) . This is because that a large number of CPU intensive jobs arrive and the cluster archives the best energy efficiency ratio due to the maximal frequency setting. Fig.8a shows that MPC_P can optimize the energy efficiency by dynamically scaling frequency compared with uncontrolled case. However, MPC_P just considers computing power. Its energy efficiency ratio is less than MPC_E. Note that the oscillation of MPC_P plot is greater than MPC_E. This means that the adaptability to the time-varying workloads of MPC_E is greater than that of MPC_P.
We utilized the specific workloads shown as Fig.7d to further demonstrate previous experiment. Since the specific workloads just include CPU intensive jobs and I/O intensive jobs, the difference among without controller, MPC_P and MPC_E are obvious. We can observe that when the currently active job is CPU intensive job, the energy efficiency ratio is high. But it dramatically drops when I/O jobs arrive. This is due to the fact that the core frequency of each node maintains the maximum and the Hadoop cluster has no dynamic adjusting capacity. As shown in Table 2 suitable to these specific workloads. So the energy efficiency ratio shows more stable curve. Table 2 demonstrates that the energy efficiency of MPC_E is scaled up from 5% to 12.6% compared with MPC_P.
E. CONTROL ROBUSTNESS
We now take a closer look at system control robustness under highly dynamic workloads. The main idea is to verify the robustness of controller MPC _E by augmenting the disturbance of workloads variation. The job type and the number of concurrent jobs are utilized to control workloads variation. So the first step is to select different kinds of jobs and generate a large number of job streams with random algorithm. Then we control the number of concurrent jobs to generate workloads. The uncertain of those workloads increases as the number of job type and concurrent jobs increase. Fig. 9 compares the robustness of two controllers. z axis is the relative deviation, |y(k) − r| /r, where y(k) is the measured power or energy efficiency ratio and r is the corresponding target value. In this experiment, Here r in MPC_E is 0.513 and the r of power in MPC_P is set to 3300W. y axis denotes the number of job type and x axis represents the concurrent job number. Fig. 9 illustrates that the two controllers are robust to the unexpected variation of workloads. Compared with MPC_P in Fig.9b , the largest relative deviation 9.32% occurs in Fig.9a . Note that the range of energy efficiency ratio in MPC_E is much smaller than power range. This leads to that the average relative deviation of MPC_E is greater than that in MPC_P. Overall, the relative deviation of power and energy efficiency ratio from their respective targets are similar. This indicates the controllers are both robust to the dynamic change of workloads. And MPC_E is adaptively to the highly dynamic workloads from Hadoop cluster computing while guaranteeing energy efficiency.
F. SERVICE DIFFERENTIATION PROVISIONING
We evaluate the service capability of MPC_E in the face of a dynamic power budget as shown in Fig.10a . In practice, the power budget might change due to power delivery capacity or thermal condition or temporary reductions in cooling. MPC_P controller is able to avoid power budget violations, since its target is to limit the computing power. For the simplicity, the testbed just has two nodes. Fig.10a shows that the power budget remains normal setting during the first twenty sampling periods. Then we reduce power budget and raise it after twenty sampling periods. As shown in Fig.10b , when the power budget is reduced in the twentieth sampling period, the energy efficiency ratio drops immediately. Then MPC_E increases the energy efficiency ratio and return to the set point. On the other hand, when increasing power budget, the energy efficiency ratio retains steady rather than wasting redundancy energy. This result indicates that MPC_E has the similar capability as MPC_P to adapt to the power budget changing.
However, the power budget reduction may affect the performance level of Hadoop cluster. As shown in Fig.10c and Fig.10d , the throughput drops as the power budget decreasing. It rises as the power budget increasing. On the other hand, the response time rises while reducing the power budget. And it drops as increasing the power budget.
G. EFFECT OF CONTROL PARAMETER TUNING
The control parameters are significant to control performance. The optimized parameter value can be obtained by experiments. In this section, we provide the detailed process of tuning control parameter. The control penalty weight R is responsible for adjusting speed to control target. Fig.11 shows the control performance of different control penalty weight. When R = 0.10, the controller adjusts manipulated variable more quickly and aggressively to meet the energy efficiency ratio target. However, it leads to large oscillations. On the contrary, for R = 0.20, the controller avoids oscillations in control performance. But it becomes more slowly and takes eight control intervals to meet control target. Here we select two properties to qualify the tradeoff. The first one is rise time (T r ), which is the time required for the energy efficiency ratio to reach its set point. The second one is percentage overshoot (PO), which represents the maximum amount by which the energy efficiency ratio overshoots its target [30] . The control performance is desirable to minimize T r for control responsiveness and minimize PO for control accuracy and stability. However, these two properties conflict with each other. Table 3 shows the two properties comparison and the control penalty weight R = 0.15 is selected in practice. Next, we investigate the impact of tuning the prediction horizon on the control performance. In this experiment, we use the workloads as shown in Fig. 7a . The control performance is qualified by the relative deviation of average energy efficiency ratio. Fig.12 shows that the control VOLUME 7, 2019 performance improves with increasing the prediction horizon. This is because that as the controller looks further ahead; it takes control actions accordingly to the future workloads variation. However, the control performance degrades when the prediction horizon is larger than 8. This is due to the fact that the prediction accuracy decreases with the increase in prediction horizon. Therefore, the prediction horizon must be chosen carefully, considering the tradeoff between look ahead of workloads variation and prediction errors. Here we set the prediction horizon 8.
H. COMPARISON IN REAL-WORLD WORKLOADS
In this section, we used the two control models to real-world workloads to compare the effect of energy consumption. The real-world workloads are from large-scale taxi trajectory matching computing [41] . The taxi trajectory dataset is generated by 33000 taxis over a period of six months. Note that the taxi trajectory is a sequence of GPS points, which consists of a longitude, latitude and a timestamp. Trajectory matching is a typical data-intensive computing job that is very suitable for MapReduce mode. We used the trajectory similarity measure algorithm to generate workloads on the trajectory dataset (Size = 0.9TB). For the similarity, the experiment is applied in Hadoop cluster with 16 nodes. Each node is assigned the same number of trajectories. However the workload of each node is imbalance due to different trajectory including different GPS point sequences. For comparison, we calculate the energy efficiency ratio of MPC_P model listed in Table 4 . Here the set point of MPC_P is 3300Watt, which is 80 percent of the maximum power consumption of cluster. Additionally, we set the set point of MPC_P to 3300Watt (85% of maximum power consumption) and 3120Watt (75% of maximum power consumption) respectively. Table 4 shows the comparison of energy efficiency ratio between MPC_P and MPC_E. To the same workloads, the average efficiency ratio of MPC_E is 0.510, which improves 9.8% compared with MPC_P (When the set point is 3300Watt, the optimal energy efficiency ratio is 0.464).
V. CONCLUSIONS AND FUTURE WORK
In this work, highly dynamic energy consumption characteristics with time-varying in Hadoop cluster cause poor energy efficiency. We designed a multi-input-multi-output and selfadaptive control model, whose control objective is energy efficiency rate of Hadoop clusters running of large-scale dataintensive computing. Compared with the benchmark control model MPC_P, the energy efficiency rate is scaled up from 5% to 12.6%. As demonstrated by experimental results, its main contributions are precise and proactive control of energy efficiency ratio while guaranteeing performance. Furthermore, this controller integrated fuzzy wavelet neural networks to assure control accuracy and system stability in face of the power budge change. This is the main technical novelty of the proposed control model, because the proposed fuzzy wavelet neural networks prediction technique integrates the strengths of fuzzy logic and wavelet neural networks. Through the experiments, we find that this controller is sensitive to the workloads of different kinds of jobs. So it can adapt to the complex Hadoop workloads. Additionally, it is self-adaptive to unexpected variation of dynamic workloads from Hadoop cluster due to the effective nonlinear learning capacity. Our testbed implementation and extensive evaluation demonstrated that the controller can accurately estimate the workloads changes and improve the control accuracy and robustness. In future work, we will further consider the real implementation of the energy efficiency control model in production environment.
