We present twenty-three transit light curves and seven occultation light curves for the ultra-short period planet WASP-43 b, in addition to eight new measurements of the radial velocity of the star. Thanks to this extensive data set, we improve significantly the parameters of the system. Notably, the largely improved precision on the stellar density (2.41 ± 0.08 ρ ⊙ ) combined with constraining the age to be younger than a Hubble time allows us to break the degeneracy of the stellar solution mentioned in the discovery paper. The resulting stellar mass and size are 0.717 ± 0.025 M ⊙ and 0.667 ± 0.011 R ⊙ . Our deduced physical parameters for the planet are 2.034 ± 0.052 M Jup and 1.036 ± 0.019 R Jup . Taking into account its level of irradiation, the high density of the planet favors an old age and a massive core. Our deduced orbital eccentricity, 0.0035
Introduction
There are now more than seven hundreds planets known to orbit around other stars than our Sun (Schneider 2011) . A significant fraction of them are Jovian-type planets orbiting within 0.1 AU of their host stars. Their very existence poses an interesting challenge for our theories of planetary formation and evolution, as such massive planets could not have formed so close to their star (D'Angelo et al. 2010; Lubow & Ida 2010) . Long neglected in favor of disk-driven migration theories (Lin et al. 1996) , the postulate that past dynamical interactions combined with tidal dissipation could have shaped their present orbit has raised a lot of interest recently (e.g. Fabrycky & Tremaine 2007 , Naoz et al. 2011 , Wu & Lithwick 2011 , partially thanks to the discovery that a significant fraction of these planets have high orbital obliquities that suggest past violent dynamical perturbations (e.g. Triaud et al. 2010) .
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Not only the origin of these planets but also their fate raises many questions. Their relatively large mass and small semimajor axis imply tidal interactions with the host star that should lead in most cases to a slow spiral-in of the planet and to a transfer of angular momentum to the star (e.g. Barker & Ogilvie 2009 , Jackson et al. 2009 , Mastumura et al. 2010 , the end result being the planet's disruption at its Roche limit (Gu et al. 2003) . The timescale of this final disruption depends mostly on the timescale of the migration mechanism, the tidal dissipation efficiency of both bodies, and the efficiency of angular momentum losses from the system due to magnetic braking. These three parameters being poorly known, it is desirable to detect and study in depth 'extreme' hot Jupiters, i.e. massive planets having exceptionally short semi-major axes that could be in the final stages of their tidal orbital decay.
The WASP transit survey detected two extreme examples of such ultra-short period planets, WASP-18 b (Hellier et al. 2009 ) and WASP-19 b (Hebb et al. 2010) , both having an orbital period smaller than one day. Thanks to their transiting nature, these systems were amenable for a thorough characterization that made possible a study of the effects of their tidal interactions (Brown et al. 2011) . Notably, photometric observations of some of their occultations made possible not only to probe both planets' dayside emission spectra but also to bring strong constraints on their orbital eccentricity (Anderson et al. 2010 , Gibson et al. 2010 , Nymeyer et al. 2011 ), a key parameter to assess their tidal history and energy budget. The same WASP survey has recently announced the discovery of a third ultra-short period Jovian planet called WASP-43 b (Hellier et al. 2011b, hereafter H11) . Its orbital period is 0.81 d, the only hot Jupiter having a smaller period being . Furthermore, it orbits around a very cool K7-type dwarf that has the lowest mass among all the stars orbited by a hot Jupiter (0.58 ± 0.05M ⊙ , T e f f = 4400 ± 200 K, H11), except for the recently announced M0 dwarf KOI-254 (0.59 ± 0.06M ⊙ , T e f f = 3820 ± 90 K, Johnson et al. 2011) . Nevertheless, H11 presented another plausible solution for the stellar mass that is significantly larger, 0.71 ± 0.05M ⊙ . This degeneracy translates into a poor knowledge of the physical parameters of the system.
With the aim to improve the characterization of this interesting ultra-short period planet, we performed an intense groundbased photometric monitoring of its eclipses (transits and occultations), complemented with new measurements of the radial velocity (RV) of the star. These observations were carried out in the frame of a new photometric survey based on the 60cm robotic telescope TRAPPIST 1 (TRAnsiting Planets and PlanetesImals Small Telescope; Gillon et al. 2011a , Jehin et al. 2011 . The concept of this survey is the intense high-precision photometric monitoring of the transits of southern transiting systems, its goals being (i) to improve the determination of the physical and orbital parameters of the systems, (ii) to assess the presence of undetected objects in these systems through variability studies of the transit parameters, and (iii) to measure or put an upper limit on the very-near-IR thermal emission of the most highly irradiated planets to constrain their atmospheric properties. We complemented the data acquired in the frame of this program for the WASP-43 system by high-precision occultation time-series photometry gathered in the near-IR with the VLT/HAWK-I instrument (Pirard et al., 2004 , Casali et al. 2006 in our program 086.C-0222. We present here the results of the analysis of this extensive data set. Section 2 below presents our data. Their analysis is described in Sec. 3. We discuss the acquired results and drawn inferences about the WASP-43 system in Sec. 4. Finally, we give our conclusions in Sec. 5.
Data

TRAPPIST I+z filter transit photometry
We observed 20 transits of WASP-43 b with TRAPPIST and its thermoelectrically-cooled 2k × 2k CCD camera with a field of view of 22' × 22' (pixel scale = 0.65"). All the 20 transits were observed in an Astrodon 'I+z' filter that has a transmittance >90% from 750 nm to beyond 1100 nm 2 , the red end of the effective bandpass being defined by the spectral response of the CCD. This wide red filter minimizes the effects of limb-darkening and differential atmospheric extinction while maximizing stellar counts. Its effective wavelength for T e f f = 4400 ± 200 K is λ e f f = 843.5 ± 1.2 nm. The mean exposure time was 20s. The telescope was slightly defocused to minimize pixel-to-pixel effects and to optimize the observational efficiency. We generally keep the positions of the stars on the chip within a box of a few pixels of side to improve the photometric precision of our 1 see http://www.ati.ulg.ac.be/TRAPPIST 2 see http://www.astrodon.com/products/filters/near-infrared/ TRAPPIST time-series, thanks to a 'software guiding' system deriving regularly astrometric solutions on the science images and sending pointing corrections to the mount if needed. It could unfortunately not be used for WASP-43, because the star lies in a sky area that is not covered by the used astrometric catalogue (GSC1.1). This translated into slow drifts of the stars on the chip, the underlying cause being the imperfection of the telescope polar alignment. The amplitudes of those drifts on the total duration of the runs were ranging between 15 and 85 pixels in the right ascension direction and between 5 and 75 pixels in the declination direction. Table 1 presents the logs of the observations. The first of these 20 transits was presented in H11.
After a standard pre-reduction (bias, dark, flatfield correction), the stellar fluxes were extracted from the images using the IRAF/DAOPHOT 3 aperture photometry software (Stetson, 1987) . For each transit, several sets of reduction parameters were tested, and we kept the one giving the most precise photometry for the stars of similar brightness as WASP-43. After a careful selection of reference stars, differential photometry was then obtained. The resulting light curves are shown in Fig. 1 and 2. 
Euler Gunn-r
′ filter transit photometry
Three transits of WASP-43 b were observed in the Gunn-r ′ filter (λ e f f = 620.4 ± 0.5 nm) with the EulerCAM CCD camera at the 1.2-m Euler Swiss telescope, also located at ESO La Silla Observatory. EulerCAM is a nitrogen-cooled 4k × 4k CCD camera with a 15' × 15' field of view (pixel scale=0.23"). Here too, the telescope was slightly defocused to optimize the photometric precision. The mean exposure time was 85s. The stars were kept approximately on the same pixels, thanks to a 'software guiding' system similar to TRAPPIST's but using the UCAC3 catalogue. The calibration and photometric reduction procedures were similar to the ones performed on the TRAPPIST data. The logs of these Euler observations are shown in Table 1 , while the resulting light curves are visible in Fig. 2 . Notice that the first of these Euler transits was presented in H11.
TRAPPIST z ′ filter occcultation photometry
Five occultations of WASP-43 b were observed with TRAPPIST in a Sloan z' filter (λ e f f = 915.9 ± 0.5 nm). Their logs are presented in Table 1 . The mean exposure time was 40s. The calibration and photometric reduction of these occultation data were similar to the ones of the transits. Fig. 3 shows the resulting light curves with their best-fit models.
VLT/HAWK-I 1.19 and 2.09 µm occultation photometry
We observed two occultations of WASP-43 b with the cryogenic near-IR imager HAWK-I at the ESO Very Large Telescope in our program 086.C-0222. HAWK-I is composed of four Hawaii 2RG 2048× 2048 pixels detectors (pixel scale = 0.106"), its total field of view on the sky being 7.5'×7.5'. We choose to observe the occultations within the narrow band filters NB2090 (λ = 2.095 µm, width = 0.020 µm) and NB1190 (λ = 1.186 µm, width = 0.020 µm), respectively. The small width of these cosmological filters minimizes the effect of differential extinction. Furthermore, they avoid the largest absorption and emis- Table 1 . WASP-43 b photometric eclipse time-series used in this work. For each light curve, this table shows the date of acquisition, the used instrument and filter, the number of data points, the epoch based on the transit ephemeris presented in H11, the selected baseline function (see Sec. 3.1), the standard deviation of the best-fit residuals (unbinned and binned per intervals of 2 min), and the deduced values for β w , β r , and CF = β r × β w (see Sec. 3.1). For the baseline function, p(ǫ N ) denotes, respectively, a N-order polynomial function of time (ǫ = t), the logarithm of time (ǫ = l), x and y positions (ǫ = xy), and background (ǫ = b). For the last five columns, the first and second value correspond, respectively, to the individual analysis of the light curve and to the global analysis of all data. sion bands that are present in J and K bands, reducing thus significantly the correlated photometric noise caused by the complex spatial and temporal variations of the background due to the variability of the atmosphere. As this correlated noise is the main precision limit for ground-based near-IR time-series photometry, the use of these two narrow-band filters optimizes the photometric quality of the resulting light curves. This is especially important in the context of the challenging measurement of the emission of exoplanets.
The observation of the first occultation (NB2090 filter) took place on 2010 Dec 9 from 5h37 to 9h07 UT. Atmospheric conditions were very good, with a stable seeing and extinction. Airmass decreased from 2.1 to 1.05 during the run. Each of the 185 exposures was composed of 17 integrations of 1.7s each (the minimum integration time allowed for HAWK-I). We choose to do not apply a jitter pattern. Indeed, the background contribution in the photometric aperture is small enough to ensure that the low-frequency variability of the background cannot cause correlated noises with an amplitude larger than a few dozens of ppm in our light curves, making the removal of a background image unnecessary. Furthermore, staying on the same pixels during the whole run allows minimizing the effects of interpixel sensitivity inhomogeneity (i.e. the imperfect flat field). The analysis of HAWK-I calibration frames showed us that the detector is nearly linear up to 10-12 kADU. The peak of the target image was above 10 kADU in the first images, so a slight defocus was applied to keep it below this level during the rest of the run. The mean full-width at half maximum of the stellar point-spread function (PSF) was 7.3 pixels = 0.77", its standard deviation for the whole run being 0.57 pixels = 0.06". The pointing was carefully selected to avoid cosmetic defects on WASP-43 or on the comparison stars.
The second occultation (NB1190 filter) was observed on 2011 Jan 9 from 4h57 to 9h27 UT. The seeing varied strongly during the all run (mean value in our images =0.76", with a standard deviation = 0.19", minimum = 0.51", maximum = 1.22") while the extinction was stable during the first part of the run and slightly variable during the second part. No defocus was applied, the peak of the target being in the linear part of the detector dynamic in all images. Airmass decreased from 1.37 to 1.03, then increased to 1.13 during the run. Here too, no jitter pattern was After a standard calibration of the images (dark-subtraction, flatfield correction), a cosmetic correction was applied. This correction was done independently for each image and based on an automatic detection of the stars followed by a detection of outlier pixels. This latter was based on a comparison of the value of each pixel to the median value of the eight adjacent pixels. For a pixel within a stellar aperture, a detection threshold of 50-σ was used, while it was 5-σ for the background pixels. Outlier pixels had their value replaced by the median value of the adjacent pixels. At this stage, aperture photometry was performed with DAOPHOT for the target and comparison stars, and differential photometry was obtained for WASP-43. Table 1 presents the logs of our HAWK-I observations, while Fig. 3 shows the resulting light curves with their best-fit models.
Euler/CORALIE spectra and radial velocities
We gathered eight new spectroscopic measurements of WASP-43 with the CORALIE spectrograph mounted on Euler. The spectroscopic measurements were performed between 2011 Feb 02 and March 12, the integration time being 30 min for all of them. RVs were computed from the calibrated spectra by weighted cross-correlation (Baranne et al. 1996 ) with a numerical spectral template. They are shown in Table 2 . We analyzed these new RVs globally with the RVs presented in H11 and with our eclipse photometry (see Sec. 3.3).
Data analysis
Our analysis of the WASP-43 data was divided in two steps. In a first step, we performed individual analyses of the 30 eclipse light curves, determining independently for each light curves the corresponding eclipse and physical parameters. The aim of this first step was searching for potential variability among the eclipse parameters (Sec. 3.2). We then performed a global analysis of the whole data set, including the RVs, with the aim to obtain the strongest constraints on the system parameters (Sec. 3.3).
Method and models
Our data analysis was based on the most recent version of our adaptive Markov Chain Monte-Carlo (MCMC) algorithm (see and references therein). To summarize, MCMC is a Bayesian stochastic simulation algorithm designed to deduce the posterior Probability Distribution Functions (PDFs) for the parameters of a given model (e.g. Gregory 2005 , Carlin & Louis 2008 . Our implementation of the algorithm assumes as model for the photometric time-series the eclipse model of Mandel & Agol (2002) Table 2 . CORALIE radial-velocity measurements for WASP-43 (BS = bisector spans).
effect is also available (Giménez, 2006) . Comparison between two models can be performed based on their Bayes factor, this latter being the product of their prior probability ratio multiplied by their marginal likelihood ratio. The marginal likelihood ratio of two given models is estimated from the difference of their Bayesian Information Criteria (BIC; Schwarz 1978) which are given by the formula:
where k is the number of free parameters of the model, N is the number of data points, and χ 2 is the smallest chi-square found in the Markov chains. From the BIC derived for two models, the corresponding marginal likelihood ratio is given by e −∆BIC/2 . For each planet, the main parameters that can be randomly perturbed at each step of the Markov chains (called jump parameters) are -the planet/star area ratio dF = (R p /R ⋆ ) 2 , R p and R ⋆ being respectively the radius of the planet and the star; -the occultation depth(s) (one per filter) dF occ ; -the parameter b ′ = a cos i p /R ⋆ which is the transit impact parameter in case of a circular orbit, a and i p being respectively the semi-major axis and inclination of the orbit; -the orbital period P; -the time of minimum light T 0 (inferior conjunction); -the two parameters √ e cos ω and √ e sin ω, e being the orbital eccentricity and ω being the argument of periastron; -the transit width (from first to last contact) W; -the parameter K 2 = K √ 1 − e 2 P 1/3 , K being the RV orbital semi-amplitude; -the parameters √ v sin I ⋆ cos β and √ v sin I ⋆ sin β, v sin I ⋆ and β being respectively the projected rotational velocity of the star and the projected angle between the stellar spin axis and the planet's orbital axis.
Uniform or normal prior PDFs can be assumed for the jump and physical parameters of the system. Negative values are not allowed for dF, dF occ , b ′ , P, T 0 , W and K 2 . Two limb-darkening laws are implemented in our code, quadratic (two parameters) and non-linear (four parameters). For each photometric filter, values and error bars for the limbdarkening coefficients are interpolated in Claret & Bloemen's tables (2011) at the beginning of the analysis, basing on input values and error bars for the stellar effective temperature T eff , metallicity [Fe/H] and gravity log g. For the quadratic law, the two coefficients u 1 and u 2 are allowed to float in the MCMC, using as jump parameters not these coefficients themselves but Table 3 . Prior PDF used in this work for the quadratic limbdarkening coefficients.
the combinations c 1 = 2 × u 1 + u 2 and c 2 = u 1 − 2 × u 2 to minimize the correlation of the obtained uncertainties (Holman et al. 2006) . In this case, the theoretical values and error bars for u 1 and u 2 deduced from Claret's tables can be used in normal prior PDFs. In all our analyses, we assumed a quadratic law and let u 1 and u 2 float under the control of the normal prior PDFs deduced from Claret & Bloemen's tables. For the non-standard I + z filter, the modes of the normal PDFs for u 1 and u 2 were taken as the averages of the values interpolated from Claret's tables for the standard filters Ic and z ′ , while the errors were computed as the quadratic sums of the errors for these two filters. The prior PDFs deduced for WASP-43 are shown in Table 3 . They were computed for T eff = 4400 ± 200K, log g = 4.5 ± 0.2 and [Fe/H] = −0.05 ± 0.17 (H11).
At the first step of the MCMC, the timings of the measurements are passed to the BJD T DB time standard, following the recommendation of Eastman et al. (2010) Torres et al. (2010) from well-constrained detached binary systems (see Gillon et al. 2011b for details) is used to derive the stellar mass. The stellar radius is then derived from the stellar density and mass. At this stage, the physical parameters of the planet (mass, radius, semi-major axis) are deduced from the jump parameters and stellar mass and radius. Alternatively, a value and error for the stellar mass can be imposed at the start of the MCMC analysis, In this case, a stellar mass value is drawn from the corresponding normal distribution at each step of the Markov Chains, allowing the code to deduce the other physical parameters. We preferred here to use this second option, as WASP-43 was potentially lying at the lower edge of the mass range for which the calibration law of Torres et al. is valid, ∼ 0.6M ⊙ .
If measurements for the rotational period of the star and for its projected rotational velocity are available, they can be used in addition to the stellar radius values deduced at each step of the MCMC to derive a posterior PDF for the inclination of the star (Watson et al. 2010 , Gillon et al. 2011b ). We did not use this option here despite that the rotational period of the star was determined from WASP photometry to be 15.6 ± 0.4 days (H11), because the V sin I * measurement presented by H11 (4.0 ± 0.4 km s −1 ) was presented by these authors as probably affected by a systematic error due to additional broadening of the lines.
Several chains of 100,000 steps were performed for each analysis, their convergences being checked using the statistical test of Gelman and Rubin (1992) . After election of the best model for a given light curve, a preliminary MCMC analysis was performed to estimate the need to rescale the photometric errors. The standard deviation of the residuals was compared to the mean photometric errors, and the resulting ratios β w were stored. β w represents the under-or overestimation of the white noise of each measurement. On its side, the red noise present in the light curve (i.e. the inability of our model to represent perfectly the data) was taken into account as described by , i.e. a scaling factor β r was determined from the standard deviations of the binned and unbinned residuals for different binning intervals ranging from 5 to 120 minutes, the largest values being kept as β r . At the end, the error bars were multiplied by the correction factor CF = β r × β w . For the RVs, a 'jitter' noise could be added quadratically to the error bars after the election of the best model, to equal the mean error with the standard deviation of the best-fit model residuals. In this case, it was unnecessary.
Our MCMC code can model very complex trends for the photometric and RV time-series, with up to 46 parameters for each light curve and 17 parameters for each RV time-series. Our strategy here was first to fit a simple orbital/eclipse model and to analyze the residuals to assess any correlation with the external parameters (PSF width, time, position on the chip, line bisector, etc.), then to use the Bayes factor as indicator to find the optimal baseline function for each time-series, i.e. the model minimizing the number of parameters and the level of correlated noise in the best-fit residuals. For ground-based photometric time-series, we did not use a model simpler than a quadratic polynomial in time, as several effects (color effects, PSF variations, drift on the chip, etc) can distort slightly the eclipse shape and can thus lead to systematic errors on the deduced transit parameters. This is especially important to include a trend in the baseline model for transit light curve with no out-of-transit data before or after the transit, and/or with a small amount of out-of-transit data. Having a rather small amount of out-of-transit data is quite common for ground-based transit photometry, as the target star is visible under good conditions (low airmass) during a limited duration per night. In such conditions, an eclipse model can have enough degrees of freedom to compensate for a small-amplitude trend in the light curve, leading to an excellent fit but also to biased results and overoptimistic error bars. Allowing the MCMC to 'twist' slightly the light curve with a quadratic polynomial in time compensates, at least partially, for this effect.
For the RVs, our minimal baseline model is a scalar V γ representing the systemic velocity of the star. It is worth noticing that most of the baseline parameters are not jump parameters in the MCMC, they are deduced by least-square minimization from the residuals at each step of the chains, thanks to their linear nature in the baseline functions (Bakos et al. 2009 ).
Individual analysis of the eclipse time-series
As mentioned above, we first performed an independent analysis of the transits and occultations aiming to elect the optimal model for each light curve and to assess the variability and robustness of the derived parameters. For all these analyses, the orbital period and eccentricity were kept respectively to 0.813475 days and zero (H11), and the normal distribution N(0.58, 0.05 2 ) M ⊙ (H11) was used as prior PDF for the stellar mass. For the transit light curves, the jump parameters were dF, b ′ , W and T 0 . For the occultations, the only jump parameter was the occultation depth dF occ , the other system parameters being drawn at each step of the MCMC from normal distributions deduced from the values + errors derived in H11. Table 1 presents the baseline function selected for each light curve, the derived factors β w , β r , CF, and the standard deviation of the best-fit residuals, unbinned and binned per 120s. These results allow us to assess the photometric precision of the used instruments.The TRAPPIST data show mean values for β w and β r very close to 1, the I+z data having < β w >= 1.03 and < β r >= 1.05, while the z ′ data have < β w >= 0.98 and < β r >= 1.11. This suggests that the photometric errors of each measurement are well approximated by a basic error budget (photon, readout, dark, background, scintillation noises), and that the level of correlated noise in the data is small. Furthermore, we notice that most TRAPPIST light curves are well modeled by the 'minimal model', i.e. the sum of an eclipse model and a quadratic trend in time. Only one TRAPPIST transit light curve requires additional terms in x and y, while one occultation light curve acquired when the moon was close to full requires a linear term in background. The mean photometric errors per 2 min intervals can also be considered as very good for a 60cm telescope monitoring a V = 12.4 star: 0.11% and 0.15% in the I +z and z ′ filters, respectively, which is similar to the mean photometric error of Euler data, 0.12%. Euler data show also small mean values of < β w >= 1.27 and < β r >= 1.05. Their modeling requires PSF position terms for 2 out of 3 eclipses, despite the good sampling of the PSF and the active guiding system keeping the stars nearly on the same pixels. This could indicate that the flatfields' quality is perfectible.
For the first HAWKI light curve, taken in the NB2090 filter, we notice that we have to account for a 'ramp' effect (the log(t) term) similar to the well-documented sharp variation of the effective gain of the Spitzer/IRAC detector at 8 µm (e.g. Knutson et al. 2008) , and also for a dependance of the measured flux with the exact position of the PSF center on the chip. This position effect could be decreased by spreading the flux on more pixels (defocus), but this would also increase the background's contribution to the noise budget, potentially bringing not only more white noise but also some correlation of the measured counts with the variability of the local thermal structure. The photometric quality reached by these NB2090 data (β r = 1.09, mean error of 360 ppm per 2 min time interval), can be judged as excellent. For the NB1190 HAWKI data, we had to include a dependance in the PSF width in the model. This is not surprising, considering the large variability of the seeing during the run. We also notice for these data that our error budget underestimated strongly the noise of the measurements (β w = 2.22), suggesting an unaccounted noise source. Still, the reached photometric quality remains excellent (β r = 1, mean error of 470 ppm per 2 min time interval). Table 4 presents for each eclipse light curve the values and errors deduced for the jump parameters. Several points can be noticed.
-The emission of the planet is clearly (10-σ) detected at 2.09 µm. At 1.19 µm, it is barely detected (∼ 2.3-σ). It is not detected in any of the z ′ -band light curves. -The transit shape parameters b ′ , W, and dF, show scatters slightly larger than their average error, the corresponding ratio being, respectively, 1.24, 1.26, and 1.54. Furthermore, these parameters show significant correlation, as can be seen in Fig. 4. -Fitting a transit ephemeris by linear regression with the measured transit timings shown in Table 4 , we obtained T (N) = 2, 455, 528.868289(±0.000072) + N × 0.81347728(±0.00000060) BJD T DB . Table 4 shows (last column) the resulting transit timing residuals (observed minus computed, O-C). The apparent variability of the four transit parameters is present in both TRAPPIST and Euler results. The correlation of the derived transit parameters is not consistent with actual variations of these parameters and favors biases from instrumental and/or astrophysical origin. This apparent variability of the transit parameters could be explained by the variability of the star itself. Indeed, WASP-43 is a spotted star (H11), and occulted spots (and faculae) can alter the observed transit shape and bias the measured transit parameters (e.g. Huber et al. 2011 , Berta et al. 2011 ). We do not detect clear spot signatures in our light curves, but our photometric precision could be not high enough to detect such low-amplitude structures, so we do not reject this hypothesis. On their side, unocculted spots should have a negligible impact on the measured transit depths, considering the low amplitude of the rotational photometric modulation detected in WASP data (6 ± 1 mmag). Still, they could alter the slope of the photometric baseline and make it more complex. We represent this baseline as an analytical function of several external parameters in our MCMC simulations, but the unavoidable inaccuracy of the chosen baseline model can also bias the derived results. As described in Sec. 2.1, no pointing corrections were applied during the TRAPPIST runs because of a stellar catalogue problem. Even if the resulting drifts did not introduce clear correlations of the measured fluxes with PSF positions, they could have slightly affected the shape of the transits. These considerations reinforce the interest of performing global analysis of extensive data sets (i.e. many eclipses) in order to minimize systematic errors and to reach high accuracies on the derived parameters.
Global analysis of photometry and radial velocities
The global MCMC analysis of our data set was divided in three steps. For each step of the analysis, the MCMC jump parameters were dF, W, b ′ , T 0 , P, √ e cos ω, √ e sin ω, three dF occ (for the z ′ , NB1190, and NB2090 filters), K 2 , and the limb-darkening coefficients c 1 and c 2 for the I + z and Gunn-r ′ filters. No model for the Rossiter-McLaughlin was included in the global model, as no RV was obtained at the transit phase. For each light curve, we assumed the same baseline model than for the individual analysis. The assumed baseline for the RVs was a simple scalar (systemic velocity V γ ).
In a first step, we performed a chain of 100,000 steps with the aim to redetermine the scaling factors of the photometric errors. The deduced values are shown in Table 1 . It can be noticed that the mean < β r > for the 20 transits observed by TRAPPIST in I + z filter is now 1.52, for 1.05 after the individual analysis of the lightcurves. We notice the same tendency for the Euler Gunn-r ′ transits: < β r > goes up from 1.05 to 1.42. Considering the apparent variability of the transit parameters deduced from the individual analysis of the light curves and their correlations, our interpretation of this increase of the < β r > is that a part of the correlated noise (from astrophysical source or not) of a transit light curve can be 'swallowed' in the transit+baseline model, leading to a good fit in terms of merit function but also to biased derived parameters. By relying on the assumption that all transits share the same profile, the global analysis allows to better separate the actual transit signal from the correlated noises of similar frequencies, leading to larger < β r > values. It is also worth noticing that the < β r > for the transits, 1.50, is larger than the one for the occultations, 1.12, which is consistent with the crossing of spots by the planet during transit, but can also Table 4 . Median and 1-σ errors of the posterior PDFs deduced for the jump parameters from the individual analysis of the eclipse light curves. For each light curve, this table shows the epoch based on the transit ephemeris presented in H11, the filter, and the derived values for the occultation depth, impact parameter, transit depth, transit duration, and transit time of minimum light. The last column shows for the transits the difference (and its error) between the measured timing and the one deduced from the best-fitting transit ephemeris computed by linear regression, T (N) = 2455528.868289(0.000072) + N × 0.81347728(0.00000060) BJD T DB .
be explained by the much larger number of transits than occultations.
In a second step, we used the updated error scaling factors and performed a MCMC of 100,000 steps to derive the marginalized PDF for the stellar density ρ ⋆ . This PDF was used as input to interpolate stellar tracks. As in Hebb et al. (2009) , we used ρ as a function of T eff after interpolating with the Geneva stellar evolution tracks for stars on the main sequence. Masses are indicated and correspond to the bold tracks. The solid, dashed and dotted lines correspond to the 1-σ, 2-σ and 3-σ contours, respectively. Secondary panels: marginalised PDF of ρ −1/3 ⋆ and T eff . In both panels, there are three histograms: dotted: input distribution; grey: output distribution; black: output distribution for ages < 12 Gyr. ) dex, respectively. The best-fit photometry and RV models are shown respectively in Fig. 7 and 8 , while the derived parameters and 1-σ error bars are shown in Table 5 . 
Global analysis of the 23 transits with free timings
As a complement to our global analysis of the whole data set, we performed a global analysis of the 23 transit light curves alone. The goal here was to benefit from the strong constraint brought on the transit shape by the 23 transits to derive more accurate transit timings and to assess the periodicity of the transit. In this analysis, we kept fixed the parameters T 0 and P to the values shown in Table 5 , and we added a timing offset as jump parameter for each transit. The orbit was assumed to be circular. The other jump parameters were dF, W, b ′ , and the limb-darkening coefficients c 1 and c 2 for both filters. The resulting transit timings and their errors are shown in Table 6 . Fitting a transit ephemeris by linear regression with these new derived transit timings, we obtained T (N) = 2, 455, 528.868227(±0.000078) + N ×0.81347764(±0.00000065) BJD T DB . Table 6 shows (last column) the resulting transit timing residuals (observed minus computed, O-C). Fig. 5 (lower panel) shows them as a function of the transit epochs. The scatter of these timing residuals is now 1.8 times larger than the mean error, 19s. Comparing the errors on the timings derived from individual and global analysis of the transit photometry, one can notice that the better constraint on the transit shape for the global analysis improves the error of a few timings, but that most of them have a slightly larger error because of the better separation of the actual transit signal from the red noise (see above).
Discussion
The physical parameters of WASP-43 b
Comparing our results for the WASP-43 system with the ones presented in H11, we notice that our derived parameters agree well with the second solution mentioned in H11, while being significantly more precise. WASP-43 b is thus a Jupiter-size planet, twice more massive than our Jupiter, orbiting at only ∼0.015 AU from a 0.72 M ⊙ main-sequence K-dwarf. Despite having the smallest orbital distance among the hot Jupiters, WASP-43 b is far from being the most irradiated known exoplanet, because of the small size and temperature of its host star. Assuming a solartwin host star, its incident flux ∼9.6 10 8 erg s −1 cm −2 would correspond to a P = 2.63 d orbit (a = 0.0374 AU), i.e. to a rather typical hot Jupiter. With a radius of 1.04 R Jup , WASP-43 b lies toward the bottom of the envelope described by the published planets in the R p vs. incident flux plane (Fig. 9 ). Taking into account its level of irradiation, the high density of the planet favors an old age and a massive core under the planetary structure models of Fortney et al. (2010) . Our results are consistent with a circular orbit, and we can put a 3-σ upper limit <0.03 to the orbital eccentricity. Despite its very short period, WASP-43 b has a semi-major axis approximatively twice larger than its Roche limit a R , which is typical for hot Jupiters (Ford & Rasio 2006 , Mastumura et al. 2010 . As noted by these authors, the inner edge of the distribution of most hot Jupiters at ∼2 a R favors migrational mechanisms based on the scattering of planets on much wider orbit and the subsequent tidal shortening and circularization of their orbits. Thus, WASP-43 b does not appear to be a planet exceptionally close to its final tidal disruption, unlike WASP-19 b that orbits at only 1.2 a R (Hellier et al. 2011a ).
The atmospheric properties of WASP-43 b
We have modeled the atmosphere of WASP-43 b using the methods described in Fortney et al. (2005 Fortney et al. ( , 2008 and . In Fig. 10 , we compare the planet-to-star flux ratio data to three atmosphere models. The coldest model (orange) uses a dayside incident flux decreased by 1/2 to simulate the loss of half of the absorbed flux to the night side of the planet. Clearly the planet is much warmer than this model. In blue and Table 6 . Median and 1-σ errors of the posterior PDFs deduced for the timings of the transits from their global analysis. The last column shows the difference (and its error) between the measured timing and the one deduced from the bestfitting transit ephemeris computed by linear regression, T (N) = 2455528.868227(0.000078) + N × 0.81347764(0.00000065) BJD T DB .
red are two models where the dayside incident flux is increased by a factor of 4/3 to simulate zero redistribution of absorbed flux (see, e.g., Hansen 2008 ). The red model features a dayside temperature inversion due to the strong optical opacity of TiO and VO gases (Hubeny et al. 2003 , Fortney et al. 2006 ). The blue model is run in the same manner as the red model, but TiO and VO opacity are removed. The blue and red models are constructed to maximize the emission from the dayside of the planet. Figure 10 shows that only such bright models could credibly match the data points. While a dayside with no temperature inversion is slightly favored by the 1.2 µm data point, it is difficult to come to a firm conclusion. Day-side emission measurements from Warm Spitzer will help to better constrain the atmosphere as well. They will also allow getting an even smaller upper-limit on the orbital eccentricity.
Fortney et al. model fits to near infrared photometry of other transiting planets (e.g., Croll et al. 2010 ) have generally favored inefficient temperature homogenization between the day and night hemispheres, although the warm dayside of WASP-43 b appears to be at the most inefficient end of this continuum. The apparent effeciency of temperature homogenization is expected to vary with wavelength. In particular, near infrared bands, at minima in water vapor opacity, are generally expected to probe deeper into atmospheres than the Spitzer bandpasses.
Transit timings
Dynamical constraints can be placed on short orbits companion planets from the 23 transits obtained in this study. The linear fit to the transit timings described above yields a reduced χ 2 of 4.6 and the rms of its residuals is 38s. Two transits (epochs 140 and 152) have a O-C different from zero at the ∼4-σ level. The most plausible explanation for the significant scatter observed in the transit timings is systematic errors on the derived timings due to the influence of correlated noise. Another potential explanation is asymmetries in the transit light curves caused by the crossing of one or several star spots by the planet. In such cases, the fitted transit profile is shifted with time, producing timing variations.
We also explored the detectability domain of a second planet in the WASP-43 system. To this end, we followed Agol et al. (2005) and used the Mercury n-body integrator package (Chambers 1999) . We simulated 3-body systems including a second companion with orbital periods ranging between 1.3 and 50 days, masses from 0.1 M ⊕ to 2.0 M Jup and an orbital eccentricities of e c = 0 and e c = 0.05. For each simulation, we computed the rms of the computed transits timings variations. The results are shown on Fig.11 where the computed 1-σ (red) and 3-σ (black) detection thresholds are plotted for each point in the mass-period plane. We also added RV detectability threshold curves based on 5 (solid), 10 (dash) and 15 (dot) m s −1 semiamplitudes (K).
Based on the present set of timings, the timings variations caused by a 5 Earth mass companion in 2:1 resonance would have been detected with 3-σ confidence, while unseen with radial velocities alone.
Conclusions
In this work we have presented 23 transit light curves and 7 occultation light curves for the ultra-short period planet WASP-43 b. We have also presented 8 new measurements of the radial velocity of the star. Thanks to this extensive data set, we have significantly improved the parameters of the system. Notably, our strongly improved precision on the stellar density (2.41 ± 0.08ρ ⊙ ) combined with a very reasonable constraint on its age (to be younger than a Hubble time) allowed us to break the degeneracy of the stellar solution mentioned by H11. The resulting stellar mass and size are 0.717 ± 0.025M ⊙ and 0.667±0.011R ⊙ . Our deduced physical parameters for the planet are 2.034 ± 0.052M Jup and 1.036 ± 0.019R Jup . Taking into account its level of irradiation, the high density of the planet favors an old age and a massive core. Our deduced orbital eccentricity, 0.0035 +0.0060 −0.0025 , is consistent with a fully circularized orbit. The parameters deduced from the individual analysis of the 23 transit light curves show some extra scatter that we attribute to the correlated noise of our data and, possibly, to the crossing of spots during some transits. This conclusion is based on the correlation observed among the transit parameters. These results reinforce the interest of performing global analysis of extensive data sets in order to minimize systematic errors and to reach high accuracies on the derived parameters.
We detected the emission of the planet at 2.09 µm at better than 11-σ, the deduced occultation depth being 1560 ± 140 ppm. Our detection of the occultation at 1.19 µm is marginal (790 ± 320 ppm) and more observations would be needed to confirm it. We place a 3-σ upper limit of 850 ppm on the depth of the occultation at ∼0.9 µm. Together, these results strongly favor a poor redistribution of the heat from the dayside to the nightside of the planet, and marginally favor a model with no day-side temperature inversion.
