When explicit forms of p-values are not available or cannot be evaluated efficiently, e.g. in the case of a bootstrap test, one usually resorts to simulation. Especially when a simulation step is computationally expensive it is of interest to draw a small number of samples. This article introduces a sequential procedure to evaluate the p-value using simulation. It guarantees that, up to a small error probability, the computed p-value is on the same side of a threshold, e.g. 0.05, as the theoretical p-value. This is important to guarantee that the results are reproducible.
Introduction
Consider a statistical test that rejects for large values of a test statistic T . Having observed a realisation t one usually wants to compute the p-value given by p = P(T > t) = 1(T (ω) > t)dP(ω), where, ideally, P is the true probability measure. In most realistic situations, P contains estimated parameters or, in the case of the classical bootstrap, P is a measure completely determined by the sample.
In many cases p cannot be computed explicitly. The usual remedy is to sample independent replicates T 1 , . . . , T n of the test statistic T according to P and to use essentiallŷ
instead of p, where X i = 1(T i > t). A test based onp naive is called a Monte-Carlo test. Of course, this is the standard approach for bootstrap tests.
How many replicates should one use? The general advice is to use a large n, say 2000 or 10000. There are at least two reasons for this: The first stems from what Gleser (1996) called the first law of applied statistics: "Two individuals using the same statistical method on the same data should arrive at the same conclusion." In applications one is interested in knowing whether p is above or below a given threshold α (often α = 0.05) to determine whether the test result is significant. Hence one desires thatp and p are on the same side of α with high probability. A table showing the probability thatp and p are on different sides of α can be found in (Jöckel, 1984, Table 1 ) -for small n these probabilities are quite substantial. A second reason for choosing a relatively large n is that a low number of replicates may lead to a loss of power, see (Davison and Hinkley, 1997, p. 155,156) .
What if it is expensive/difficult to compute these replicates T i ? Then one can either choose a rather low n and risk thatp naive is on the "wrong" side of α and loose some power or one can wait a long time for the result.
In this article we introduce an unbiased estimatorp that, up to a small error probability ǫ, guarantees thatp and p are on the same side of α. The estimator will be obtained through a sequential procedure, i.e. the number of replicates is not fixed at the start. The basic idea is to stop as soon as being on the correct side of α can be guaranteed. In particular, if p is far away from the threshold α one can usually stop after only a few replicates.
The downside of the algorithm is that the number of replicates required is not bounded. In fact, for p = α the algorithm will terminate only with probability 2ǫ. The good news is that this is not very serious for practical purposes: After a finite number of samples, if the procedure has not stopped yet, one can give an interval in which the estimate will lie if the procedure was continued (and the length of this interval will converge to 0 as more replicates are being taken).
The proposed sequential algorithm can be used as standard procedure in statistical software. An R package is available from the author's webpage http://www.ma.ic.ac.uk/ ∼ agandy. Sequential procedures to avoid wasteful computation when p is large have been suggested previously in the literature. Most are ad-hoc suggestions and these algorithms do not try to bound the error of being on the wrong side of α.
Besag and Clifford (1991) suggest a sequential procedure which stops if the partial sum n i=1 X i reaches a given threshold or if a given number of replicates is reached. So if p is high, less replicates are needed. Another algorithm is proposed by Buchinsky (2000, 2001) . Davidson and MacKinnon (2000) propose a sequential algorithm which decides whether to stop after a certain number of samples. In fact, they consider stopping after 2 k B samples for k = 0, . . . , n, where B is some constant. The discussion in Davidson and MacKinnon (2000) is rather informal and does not consider the problem of multiple testing involved, i.e. the level of their pretest may be exceeded. Fay and Follmann (2002) consider sequential procedures for hypothesis testing. They bound the average probability of making a different decision than the one based on the theoretical p-value. Hereby the average is computed over p from one or several distributions. In the present paper we consider a stricter criterion -bounding the probability of making a different decision for every p.
Formal considerations using the Bayes risk of a test can be found in Lai (1988) . They consider asymptotically optimal tests of H : θ < θ 0 versus K : θ > θ 0 . The definition of a Bayes risk function makes the running time and the probability of a wrong decision exchangeable quantities.
The present article is structured as follows: In Section 3 we introduce a sequential decision rule that bounds the probability of making a decision that differs from the exact test. In Section 4 we give an overview over how we link the decision rule with an estimator. In Section 5 we give a proof of our main theorem. In Section 6 we comment on details of the implementation, running time of the algorithm and connections to other approaches. In Section 7 we discuss possible extensions and uses of the algorithm.
Notation
Instead of considering independent replicates of 1(T > t) one can obviously consider replicates from a Bernoulli distribution with parameter p. From now on we suppose that X 1 , X 2 , . . . are independent and identically Bernoulli distributed random variables with parameter p. The value of p with respect to which the expectations and probabilities are taken is denoted as index (e.g. P p (·) and E p (·)).
We often use the partial sum S n = n i=1 X i and the random walk Z n = (n, S n ) in N × Z. In our sequential algorithm we stop once the random walk Z hits a boundary B ⊂ N × Z, i.e. we stop observing after τ = inf{k ∈ N : Z k ∈ B} steps. The boundary B will be defined by two sequences (U n ) n∈N and (L n ) n∈N with U n ≥ L n as follows:
In the present article, besides presenting results for general sequences U n and L n , we also consider particular construction rules for these U n and L n . Basically, we construct U n and L n such that, for p = α, both boundaries are hit only with probability ǫ. The construction of U n and L n will be "parametrised" by an increasing sequence ǫ n with ǫ n → ǫ and 0 ≤ ǫ n < ǫ. In particular, we will use ǫ n = ǫ n k+n for some constant k. The sequence ǫ n is used to control how the allowed error ǫ is spent: we will construct U n and L n such that for all n ∈ N we have
and
This is why we refer to ǫ n as spending sequence. There is a close condition of our use of ǫ n to the α-spending function (or "use" function) of Lan and DeMets (1983) .
A Sequential Decision Rule
In this section we introduce a sequential decision rule to decide whether p > α or p ≤ α. This decision rule will bound the error of a wrong decision by some ǫ > 0 for all p ∈ [0, 1]. If the process T n hits the upper boundary B U (i.e. Z τ ∈ B U ) we stop and decide p > α. If it hits the lower boundary B L (i.e. Z τ ∈ B L ) we stop and decide p ≤ α. If it does not hit a boundary (i.e. τ = ∞) we decide p ≤ α.
The following construction will guarantee the bound on the error of a wrong decision: Let U 1 = 2, L 1 = −1 and for n ∈ {2, 3, . . . },
The motivation is that the left hand side of (3) is the left hand side of (1) if we set U n = j. Similarly for (4). The following two theorems show that the probability of a wrong decision is bounded by ǫ for certain spending sequences ǫ n .
Theorem 1. (bounds on hitting the wrong boundary)
Proof. For all n ∈ {2, . . . }, using the definition of U n ,
) can be formally shown by using induction on n and by showing that the cumulative distribution functions of S n given τ ≥ n for a particular p are ordered in p. Hence, using this inequality, we have P p (Z τ ∈ B U ) ≤ ǫ for all p ≤ α. The other implication can be shown similarly.
First we prove a small lemma.
Proof. We only prove the case p > α. By Hoeffding's inequality,
For large n (say n ≥ n 0 ),
and thus since p > α we have
Consider the definition of U k . Using Hoeffding's inequality,
By the definition of U k−1 ,
Hence,
satisfy the inequality in the definition of U k . Solving for j,
The statement P p (τ < ∞) = 1 for all p = α is a consequence of the previous lemma.
Linking the Decision Rule with an Estimator
In this section we introduce a sequential estimatorp for p. We use the setup of Section 2: we stop the observation after a stopping time τ defined by two sequences U n and L n . The estimator will be constructed such thatp < α (resp.p > α) if the lower boundary B L (resp. the upper boundary B U ) is hit. The estimatorp will have the following properties for some α ∈ (0, 1) and ǫ ∈ (0, 1/2): The estimator is unbiased, i.e.
The probability thatp is on the wrong side of α is bounded, i.e.
The Estimator
The estimatorp is given as follows:p
where
The estimatorp for τ < ∞ has already been introduced by Girshick et al. (1946) ; note that we use the formulation given by Blackwell (1947) .
Theorem 4. Suppose that the following conditions hold true:
Then (5) and (6) are true.
The proof of this theorem will be given in Section 5. A few comments on its conditions: Condition (7) ensures that the estimatorp does not degenerate, condition (8) implies that all points not in B can be reached by the random walk Z n with positive probability. As in Section 3, condition (9) guarantees that for p = α we hit the boundaries and condition (10) guarantees that the probability of hitting the wrong boundary is bounded by ǫ. Condition (11) is needed to guarantee that hitting the upper (resp. lower boundary), i.e. Z τ ∈ B U (resp. Z τ ∈ B L ), impliesp > α (resp.p < α).
Specific boundaries
The bounds given in Section 3 do satisfy all conditions of Theorem 4 except for condition (11). To ensure this condition as well we modify these bounds slightly in the present section.
First, we give the full definition of U n and L n , explaining the definition afterwards. As in Section 3, the bounds L n and U n can be computed recursively. Figure 1 shows the upper and lower boundaries (U n , L n ) for a specific choice of ǫ n .
Let U 1 = 2, L 1 = −1 and for n ∈ {2, 3, . . . } let U n = min{j ∈ N : (3) and (12) hold true}, L n = max{j ∈ Z : (4) and (13) hold true}, where
Hereby, E(X; A) = E(X · 1(A)) for events A and random variables X. The sequence ǫ n is as in the previous sections and we require (ǫ n − ǫ n−1 ) exp(n) → ∞ as n → ∞. The conditions are motivated as follows: (3) and (4) are as given in Section 3 and ensure that the probability of hitting the boundaries is bounded by ǫ for p = α, i.e. they guarantee (10) via (1) and (2). As in Section 3, in order to guarantee (9), we need that the error is not spent too fast. This will be ensured by the condition on the spending sequence ǫ n .
Conditions (12) and (13) are meant to ensure that (11) holds true. The argument is slightly involved. First note that a sufficient condition for (11) is that the sequence (E α [p − α; τ ≤ n]) n converges to 0 as n → ∞. This sequence is a subsequence of the sequence (Y n ). At the nth step, Y 2n−1 only includes the effect of hitting the upper boundary at step n. (Y n ) satisfies the following recursion:
As |f (Z n ) − α| ≤ 1 we have
As in Section 3, because of (3) and (4), we have
Thus it suffices to ensure that Y n is infinitely often above and below 0. Basically we ensure that Y n does not stray too far away from 0 such that at a later step one can get back on the other side of 0. This is why in the definition of U n and L n we have the conditions (12) and (13). The terms on the left hand side of (12) are the value of Y 2n−1 if U n = j was used. The functions g L (n) and g U (n) are rough estimates of the contribution to the sequence (Y n ) the next time the lower/upper boundary is hit. We want to demonstrate that with these specific boundaries, we can use Theorem 4 to see thatp behaves as promised. Condition (3) and (4) can be shown to imply (10) similarly to Theorem 1 in Section 3. We will not attempt to prove that (9) and (11) hold true. Instead, we illustrate these two properties via numerical computations for a special choice of spending sequence ǫ n in Figure 2 and Figure 3 . One can see that the required convergence properties seem to hold. The convergence continues beyond the n = 1000 depicted in the two figures.
Bounds on the estimator
Next, we introduce the bounds onp that can be given after a finite number n of replications if the algorithm has not stopped before. We will have deterministic bounds p L n and p U n and stochastic boundŝ p L n andp U n . The deterministic bounds are defined by
is the set of reachable points. The stochastic bounds are given bŷ Asp L n andp U n are deterministic functions of S n they can be computed after n steps. Theorem 5. Suppose the assumptions of Theorem 4 are satisfied.
Proof of the Main Theorem
In this section we only work with the general sequential procedure defined in Section 4.1. At the end of this section we give the proof of Theorem 4. In the following lemma we give equivalent characterisations of f (n, s) and hence ofp. We shall use the graph G = (R, E) which describes the transitions of (T n ). The vertices are given by the set of reachable points R given in (14) and the following set E of edges:
Proof. For all p ∈ (0, 1),
Since α ∈ (0, 1) we proved the claim.
where for all p ∈ (0, 1) we have a = (1 − p)P p (S n = s, τ ≥ n)1((n, s) ∈ R \ B) and b = pP p (S n = s − 1, τ ≥ n)1((n, s − 1) ∈ R \ B).
Proof. By the previous lemma,
The claim follows by intersecting the events in both the numerator and the denominator with the events X n+1 = 1 and X n+1 = 0, e.g for the numerator:
Proof. First, we show 16. We use induction over n with the hypothesis (16). For n = 1 this is satisfied. Suppose now that (16) holds. The nesting formula (15) immediately implies the the induction step.
The other statements about monotonicity are simple consequences of (15) and (16).
Proof. By Lemma 6,
Theorem 10. Suppose that (9), (10) and (11) 
Proof. Suppose (n 0 , s 0 ) ∈ B U ∩ R and let γ = f (n 0 , s 0 ). By the monotonicity of f we have f (n, s) < γ for all n > n 0 . Let δ = γ − f (n 0 , s 0 − 1). The monotonicity properties imply δ > 0. For all p = α and n > n 0 we have
Letting p → α this implies
Letting n → ∞ this implies
The second statement can be shown similarly.
Theorem 11. Suppose that (9), (10) and (11) 
hold true. Then for all sequences
Hence, E pn (p|τ ≥ n) → α. Now consider sequences p n > α.
By Theorem 10 this implies lim (n,sn)∈B U ∩R f (n, s n ) = α. lim (n,sn)∈B L ∩R f (n, s n ) = α can be shown similarly. All that remains to finish the proof is to consider the monotonicity of f .
Proof of Theorem 4. By (11) and the definition ofp, Together with Theorem 9 this implies (5). In order to see (6) we proceed as follows: Let p > α. By Theorem 10 and (10),
By Theorem 9, P p (τ = ∞) = 0 and thus P p (p = α) = 0. This shows P p (p ≥ α) ≤ ǫ. For p = α, we have P α (p > α) = P α (Z τ ∈ B U , τ < ∞) ≤ ǫ. Now let p < α. By Theorem 10 and (10),
Proof of Theorem 5. To show the inequalities one needs to consider the monotonicity properties of f and, for the case τ = ∞, Theorem 10. The convergence of the bounds to α is a direct consequence of Theorem 11.
6 Some Remarks Figure 4 illustrates the dependence of the running time on the true p and on the choice of the error bound ǫ. One can see that for most p, the algorithm stops quite quickly. Furthermore, the dependence on the allowed error ǫ is only slight, so in practise this error bound can be chosen small.
Sensible default parameters are α = 0.05 and ǫ n = n 1000(1000+n) . If one wants to use the procedure in practise one also has to define a certain maximal number of steps after which the algorithm reports back to the user even if it has not stopped yet. In this case the user receives the result that the algorithm has not stopped yet and an interval in whichp will eventually lie. Afterwards the user may opt to continue the computation. Instead of using a maximal number of steps one can also report back after a certain computation time, e.g. one minute. This has the advantage that a sensible default value can be used (with respect to the impatience of the user) irrespective of the time one sampling step takes.
How to implement the sequential procedures? For the decision rule in Section 3, at step n we need to know the distribution of S n given τ ≥ n. This can be computed recursively. Besides that one merely needs to update the probability of hitting the upper/lower boundaries up to step n, i.e. P α (τ ≤ n, Z τ ∈ B U ) and P α (τ ≤ n, Z τ ∈ B L ). For the more advanced procedure in Section 4.2, we also need to update
How much memory is required? Except for computing the conditional distribution of S n given τ ≥ n, the quantities that need to be stored are one-dimensional. Hence, the amount of memory required is proportional to U n − L n at step n for both procedures.
What is the additional computational effort for the sequential procedure? The main effort at each step is to compute the distribution of S n given τ ≥ n from the distribution of S n−1 given τ ≥ n − 1. This effort is proportional to U n − L n . Hence if the sequential procedure stops after n steps one needed roughly an effort proportional to n i=1 |U i − L i |. In order to get an idea of how big U n − L n is we considered a specific example in Figure 5 . In this example it seems as if U n − L n ∼ √ n log n. The overhead of the algorithm could be removed through precomputation of a table (up to some maximum number of steps). 
Figure 5: Illustration to demonstrate U n − L n is roughly proportional to √ n log n. We used the threshold α = 0.05 and the spending sequence ǫ n = n 1000(1000+n) .
Extensions
Instead of considering one threshold one could consider multiple thresholds, e.g. the three outcomes p ≤ 0.01, p ∈ (0.01, 0.05] and p > 0.05. Construction of a sequential decision rule with guaranteed error probabilities similar to Section 3 seems feasible. Using several thresholds would enable us to use our procedure as the "inner" loop to compute iterated bootstrap confidence intervals similar to Lee and Young (1996) . Indeed, if we also equip our sequential decision procedure with a fixed maximum number of resampling steps we could replace their simultaneous sequential probability ratio test in the inner loop with the extension of our decision rule. Furthermore, similarly to Section 4, one may want to link the decision rule with several thresholds with an estimator. This seems to be more challenging. It probably requires ensuring both E 0.01 (f (Z τ )|τ < ∞) = 0.01 and E 0.05 (f (Z τ )|τ < ∞) = 0.05.
The sequential procedures in this paper can be used to compute the power of a resampling based test, by using the algorithm in the "inner" loop and restricting the number of replications by a constant. However, a dedicated algorithm may perform better. An example of such a dedicated algorithm is given by Boos and Zhang (2000) . They consider computing the power of resampling based tests using extrapolation. Their idea can be combined with ours by using our sequential procedure in the inner loop. In the context of computing the power of resampling based tests, Jennison (1992) has suggested a sequential procedure for the "inner" loop. Jennison (1992) bounds the probability of deciding differently than the bootstrap with some fixed number of samples. In contrast to that, the present article bounds the probability of deciding differently than the "ideal" bootstrap based on an infinite sample size.
We did not completely prove that our construction in Section 4.2 works. The main obstacle for a proof is the condition (11) that requires E α (f (Z τ )|τ < ∞) = α. Since we only allowed the binary decision "stop or continue" at a given point, E α (f (Z τ )|τ < n) will always be slightly different from α for all n. We control it by ensuring that the sequence Y n does not stray to far away from 0. Our construction seems to work -to get a proof one could modify the construction slightly and allow stopping with a given probability. Hereby one could guarantee E α (f (Z τ )|τ < n) = α for all n. However, we feel that since the easier construction seems to work it is to be preferred in practise.
Our sequential procedures work with any test statistic where (re-)sampling is possible. Special properties of the test statistic can be exploited as well, in particular if it is a sum of independent and identically distributed values. An example of such an approach can be found in Song et al. (2004) .
Our sequential procedure can be easily parallelised. The easiest way is to distribute the computation of the samples to different processors. The R package allows this already.
Conclusions
We presented a sequential procedure to compute p-values by sampling. When the algorithm stops one has the "peace of mind" that, up to a small error probability, the p-value reported by the procedure is on the same side of some threshold as the theoretical p-value. If the algorithm has not stopped then one can give an interval in which the final estimate will be. The main advantage of this algorithm is that the number of resampling steps needed to reach a decision is greatly reduced.
