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CREATION OPERATORS FOR THE MACDONALD AND JACK
POLYNOMIALS
LUC LAPOINTE AND LUC VINET
Abstract. Formulas of Rodrigues-type for the Macdonald polynomials are
presented. They involve creation operators, certain properties of which are
proved and other conjectured. The limiting case of the Jack polynomials is
discussed.
1. Introduction
A formula that gives the Jack polynomials through the application of a string of
creation operators on the Jack polynomials of lowest degree has been introduced in
[2, 3]. Since the Jack polynomials are a specialization of the Macdonald polynomials
which involve two parameters q,t, it was natural to expect that a Rodrigues formula
should also exist for Macdonald polynomials. We derive such a formula in this
paper. It should be pointed out however, that the construction presented here
is much different than the one to be found in [2, 3]; in fact, the latter is not
simply the limit of the former. In this connection, we also give in the form of
conjecture, the expression of the creation operators that should be the analogs the
operators constructed in [2, 3]. If this conjecture is true, it implies in particular,
that the expansion coefficients of the Macdonald polynomials in the monomial basis
are polynomials in q,t with integer coefficients. The action of these operators on
arbitrary Macdonald polynomials is quite elegant and proves useful to conjecture
that families of N commuting operators can be constructed out of them. The
limiting case of the Jack polynomials is presented at the end and the connection is
made with the operators given in [2, 3]. The conjectures are seen to be valid in this
case also.
2. Definitions [1]
Symmetric polynomials are labelled by partition λ of their degree n, that is
sequences λ = (λ1, λ2, . . . ) of non-negative integers in decreasing order λ1 ≥ λ2 ≥
. . . such that |λ| = λ1+λ2+ · · · = n. The number of non-zero parts in λ is denoted
ℓ(λ). Let λ and µ be two partitions of n. In the dominance ordering, λ ≥ µ if
λ1 + λ2 + · · · + λi ≥ µ1 + µ2 + · · · + µi for all i. We can associate a diagram to
each partition λ. The diagram is made out of ℓ(λ) rows, labelled by the integer i,
with λi squares in each one of them. The squares are identified by the coordinates
(i, j) ∈ Z2 with i, the row index, increasing as one goes downwards and j, the
column index, increasing as one goes from left to right. For example the diagram
of (5, 4, 4, 1) is
1
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For each square s = (i, j) in the diagram of a partition λ, let ℓ′(s), ℓ(s), a(s) and
a′(s) be respectively the number of squares in the diagram of λ to the north, south,
east and west of the square s. By λ ⊃ µ it is meant that the diagram λ contains
the diagram µ, i.e. that λi ≥ µi for all i ≥ 1. The set-theoretic difference θ = λ−µ
is called a skew diagram. For example if λ = (5, 4, 4, 1) and µ = (4, 3, 2), λ − µ is
made of the dotted squares in the picture
•
•
• •
•
A skew diagram θ is a vertical m-strip if |θ| = m and θi ≤ 1 for each i ≥ 1. In
other words, a vertical strip has at most one square in each column.
Let ΛN denote the ring of symmetric functions in the variables x1, x2, . . . , xN .
Three standard bases for the space of symmetric functions are:
(i) the power sum symmetric functions pλ which in terms of the power sums
pi =
∑
k
xik, (1)
are given by
pλ = pλ1pλ2 . . . , (2)
(ii) the monomial symmetric functions mλ which are
mλ =
∑
distinct permutations
xλ11 x
λ2
2 . . . (3)
(iii) the elementary symmetric functions eλ which in terms of the i-th elementary
function
ei =
∑
j1<j2<···<ji
xj1xj2 . . . xji = m(1i), (4)
are given by
eλ = eλ1eλ2 . . . . (5)
The Macdonald polynomials can now be presented as follows. To the partition
λ with mi(λ) parts equal to i, we associate the number
zλ = 1
m1m1! 2
m2m2! · · · (6)
Let q and t be parameters and Q(q, t) the field of all rational functions of q and t
with rational coefficients and define a scalar product 〈 , 〉q,t on ΛN ⊗Q(q, t) by
〈pλ, pµ〉q,t = δλµzλ
ℓ(λ)∏
i=1
1− qλi
1− tλi
, (7)
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where ℓ(λ) is the number of parts of λ. The Macdonald polynomials Jλ(x; q, t) ∈
ΛN ⊗Q(q, t) are uniquely specified by
(i) 〈Jλ, Jµ〉q,t = 0, if λ 6= µ, (8)
(ii) Jλ =
∑
µ≤λ
vλµ(q, t)mµ, (9)
(iii) vλλ(q, t) = cλ(q, t), (10)
where
cλ(q, t) =
∏
s∈λ
(1− qa(s)tℓ(s)+1). (11)
For each 1 ≤ i ≤ N the shift operator Tq,xi is defined by
Tq,xif(x1, . . . , xN ) = f(x1, . . . , qxi, . . . , xN ) (12)
for any polynomial f ∈ ΛN ⊗Q(q, t).
For r = 1, . . . , N , let M rN denote the Macdonald operator
M rN =
∑
I
AI(x; t)
∏
i∈I
Tq,xi (13)
summed over all r-element subsets I of {1, . . . , N}, where
AI(x; t) = t
r(r−1)/2
∏
i∈I
j 6∈I
txi − xj
xi − xj
, (14)
and take M0N ≡ 1. These operators commute with each other, [M
r
N ,M
l
N ] = 0 and
are diagonal on the Macdonald polynomials basis. From the Macdonald operators,
one constructs
MN(X ; q, t) =
N∑
r=0
M rNX
r, (15)
with X an arbitrary parameter. The operator MN will play a crucial role in the
following. Its action on Jλ(x; q, t) with ℓ(λ) ≤ N is given, remarkably, by
MN(X ; q, t)Jλ(x; q, t) = aλ(X ; q, t)Jλ(x; q, t), (16)
where
aλ(X ; q, t) =
N∏
i=1
(1 +XqλitN−i). (17)
From (15) we see that the eigenvalue of M rN on Jλ(x; q, t) is the coefficient of X
r
in the polynomial (17).
Let us introduce the monic Macdonald polynomials Pλ = 1/cλ(q, t)Jλ. The
formulas giving the action of the elementary symmetric function ek on the Pλ’s are
known as the Pieri formulas. Explicitely, they are
ekPλ =
∑
µ
Ψµ/λPµ (18)
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summed over partition µ ⊃ λ (of length ≤ N) such that µ− λ is a vertical k-strip,
with
Ψµ/λ =
∏
s∈Cµ/λ
s6∈Rµ/λ
bµ(s)
bλ(s)
(19)
and
bλ(s) =
{
1−qa(s)tℓ(s)+1
1−qa(s)+1tℓ(s)
if s ∈ λ
1 otherwise
(20)
where Cµ/λ (resp. Rµ/λ) denote the union of the columns (resp. rows) that intersect
µ− λ. For example, with µ = (4, 2, 2) and λ = (3, 2, 1) we have
•
×
•
so the only s in Cµ/λ but not in Rµ/λ is in position (2,2). With λ+ 1 representing
the partition (λ1 + 1, . . . , λN + 1), since Pλ+1 = eNPλ, we have
Ψµ+1/λ+1 = Ψµ/λ. (21)
When restricted to the N -dimensional torus T =
{
{x1, . . . , xN} ∈ C
N ; |xi| =
1, 1 ≤ i ≤ N
}
, for |q| < 1 and |t| < 1, the polynomials Pλ are also orthogonal with
respect to the scalar product ( , ) defined by
(f, g) =
1
N
∫
T
f(x)g(x)∆(x; q, t)dx (22)
with dx the normalized Haar measure on T and
∆(x; q, t) =
∏
i6=j
(xix
−1
j ; q)∞/(txix
−1
j ; q)∞, (23)
where
(a; q)∞ =
∞∏
i=0
(1− aqi). (24)
In fact,
(Pλ, Pµ) = δλµcN
∏
s∈λ
bλ(s)
−1
∏
s∈λ
1− qa
′(s)tN−ℓ
′(s)
1− qa′(s)+1tN−ℓ′(s)−1
, (25)
where cN = (1, 1).
3. The Rodrigues formula
Theorem 1. The Macdonald polynomials Jλ(x; q, t) associated to the partitions
λ = (λ1, . . . , λN ) are given by
Jλ(x; q, t) = (B
+
N )
λN (B+N−1)
λN−1−λN . . . (B+1 )
λ1−λ2 · 1, (26)
with
B+k =
1
(q−1; t−1)N−k
MN(−t
k+1−N q−1; q, t)ek, k = 1, . . . , N, (27)
where for n positive integer, (a; q)n = (1−a)(1−qa) . . . (1−q
n−1a) and (a; q)0 ≡ 1.
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Proof. From the Pieri formula, we have the following lemma
Lemma 2. The action of ek on Pλ with λ a partition with ℓ(λ) ≤ k is given by
ekPλ = Pλ+(1k) +
∑
µ6=λ+(1k)
Ψµ/λPµ, (28)
where all the µ’s in the sum are such that µk+1 = 1.
This is seen from the fact that µ must be a partition which contains λ and µ−λ
a vertical k-strip. Hence the only way to construct a µ with µk+1 6= 1 is to add a
1 in each of the first k entries of λ.
From Lemma 2 and (16), we thus have
MN(−t
k+1−N q−1; q, t)ekPλ =
k∏
i=1
(1− tk+1−iqλi)(q−1; t−1)N−kPλ+(1k), (29)
since the eigenvalues of MN(−t
k+1−N q−1; q, t) on the Pµ’s in (28) are
aµ(−t
k+1−Nq−1; q, t) =
N∏
i=1
(1− tk+1−iqµi−1), (30)
and vanish if µk+1 = 1.
Lemma 3. If λ is a partition with ℓ(λ) ≤ k ,
cλ+(1k)
cλ
=
k∏
i=1
(1− tk+1−iqλi). (31)
When going from λ to λ+(1k), what we actually do is add a column at the west
of the diagram.
•
•
•
•
From the fact that cλ only involves a(s) and ℓ(s) which do not depend on the
number of square at their west, the contribution in cλ+(1k) of the squares that have
been shifted to the east is exactly cλ. Hence we only have to take the product of
the contributions of the first column of λ+ (1k), which is
∏k
i=1(1− t
k+1−iqλi).
Using Lemma 3 and passing from Pλ to Jλ, we have
1
(q−1; t−1)N−k
MN (−t
k+1−Nq−1; q, t)ekJλ = Jλ+(1k) (32)
which gives when ℓ(λ) ≤ k,B+k Jλ = Jλ+(1k) and hence, proves Theorem 1.
Note that the adjoint of B+k with respect to the scalar product ( , ) is easily
found since MN(X ; q, t) is self-adjoint and e
†
k = e
−1
N eN−k. Indeed, one has
B−k = (B
+
k )
† =
1
(q−1; t−1)N−k
e−1N eN−kMN (−t
k+1−Nq−1; q, t). (33)
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Using these operators and the fact that (Pµ, Pλ) = 0 if Pµ 6= Pλ, allows for a
straightforward computation of (Pλ, Pλ). One first observes that if ℓ(λ) ≤ k,
(Pλ+(1k), Pλ+(1k)) =
cλ
cλ+(1k)
(B+k Pλ, Pλ+(1k))
=
cλ
cλ+(1k)
(Pλ, B
−
k Pλ+(1k)). (34)
From (31) and the eigenvalue of MN (−t
k+1−Nq−1; q, t) on Pλ+(1k) given in the
R.H.S. of (29) , one sees that the constant cancels out and that
(Pλ+(1k), Pλ+(1k)) = (Pλ, e
−1
N eN−kPλ+(1k))
= (Pλ+1, eN−kPλ+(1k)). (35)
Finally, using the orthogonality of the Pλ’s and the Pieri formula, one finds the
following formula
(Pλ+(1k), Pλ+(1k)) = Ψλ+1/λ+(1k)(Pλ, Pλ), (36)
which gives the norm of Pλ through iteration.
4. Conjectures
The Rodrigues formula given in Theorem 1 does not imply that the vλµ(q, t)’s of
(9) are polynomials in q and t with integer coefficients. However, it proves useful to
obtain results which once proved, would have this implication. Such formulas which
represent generalizations for the Macdonald polynomials of relations that we have
proved for the Jack polynomials [2, 3], are given below in the form of conjectures.
Their limits as q = tα and t → 1 will be discussed in the section on the Jack
polynomials.
Conjecture 4. The Macdonald polynomials Jλ(x; q, t) are given by
Jλ(x; q, t) = (B˜
+
N )
λN (B˜+N−1)
λN−1−λN . . . (B˜+1 )
λ1−λ2 · 1, (37)
with
B˜+k =
∑
I
A˜I(x; t)xIMI(−t; q, t) (38)
summed over all k-element subsets I of {1, . . . , N}, where
xI =
∏
i∈I
xi, (39)
A˜I(x; t) = t
−(N−k)k
∏
i∈I
j /∈I
txi − xj
xi − xj
(40)
and
MI(X ; q, t) = Mk(X ; q, t) (41)
in the k variables xi ∈ I.
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Conjecture 5. The Macdonald polynomials Jλ(x; q, t) are given by
Jλ(x; q, t) = (B¯
+
N )
λN (B¯+N−1)
λN−1−λN . . . (B¯+1 )
λ1−λ2 · 1, (42)
with
B¯+k =
∑
I
A¯I(x; t)xIMI(−t; q, t) (43)
summed over all k-element subsets I of {1, . . . , N}, where
A¯I(x; t) =
{∏
i∈I
j 6∈I
xi − txj
xi − xj
}{∏
j 6∈I
Tq,xj
}
. (44)
A manifest corollary of Conjecture 5 would be that the vλµ(q, t)’s are polynomials
in q, t with integer coefficients. Let us stress however that the operators B˜+k of
Conjecture 4 appear to be the natural generalizations of the creation operators
introduced in [3] in the case of the Jack polynomials. Indeed, as will be confirmed
in section 6, the operators (38) and (85) share important properties.
As an indication that Conjecture 4 must be true, we prove that, for partition λ
with ℓ(λ) ≤ k,
B˜+k Jλ = Jλ+(1k), (45)
in the cases where the number of variables N = k or k + 1.
Lemma 6.
MI(X ; q, t)eN = eNMI(Xq; q, t) (46)
for all subsets I of {1, . . . , N}.
This result follows from the fact that M rI eN = q
reNM
r
I , which is easily derived
from (13).
Lemma 6 immediately ensures that (45) is true for N = k, since it implies that
B˜+k = B
+
k in this case. The following lemma will be needed in the proof of the
special case N = k + 1.
Lemma 7. When the number of variables is k + 1,
Mk+1(−1; q, t)J(λ1,...,λk,0) = 0 (47)
Since aλ(−1; q, t) =
∏k+1
i=1 (1− q
λitk+1−i), setting λk+1 = 0 implies that aλ = 0.
From (16), this lemma is then seen to hold.
Given Lemma 7, showing that
B˜+k = B
+
k +GMk+1(−1; q, t), (48)
when N = k+1, with G a certain expression, will prove (45). The following identity
obtained by Garsia and Tesler [4] will be used to prove (48):∑
I
∏
i∈I
j 6∈I
xi − txj
xi − xj
xI =
∑
I
xI = ek, (49)
with the sum over all k-element subsets I of {1, . . . , N}.
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In the special case N = k + 1,
B+k = (1− q
−1)−1
k+1∑
r=0
(−q−1)rM rk+1ek. (50)
Taking the part of this equation involving M rk+1x1 . . . xk, we have
M rk+1x1 . . . xk =
qr−1x1 . . . xkM
r
k+1 + (q
r − qr−1)x1 . . . xk
∑
I⊂{1,...,k}
|I|=r
AI(x; t)
∏
i∈I
Tq,xi (51)
remembering that in AI(x; t) the total set of variables is {1, . . . , k+1}. The second
term in the R.H.S. of (51) is
x1 . . . xk
∑
I⊂{1,...,k}
|I|=r
AI(x; t)
∏
i∈I
Tq,xi =
∑
I⊂{1,...,k};|I|=r
Ic={1,...,k}\I
xIc t
r(r−1)/2
∏
i∈I
j 6∈I
txi − xj
xi − xj
xI
∏
i∈I
Tq,xi. (52)
With I fixed, knowing that to compute M rk+1ek we will have to sum over all I
′ ⊂
{1, . . . , k + 1}\I with |I ′| = k − r, of which Ic is a special case, and using the
following special case of the Garsia-Tesler formula:
∑
I′⊂{1,...,k+1}\I
|I′|=k−r
xI′ =
∑
I′⊂{1,...,k+1}\I
|I′|=k−r
∏
i∈I′;j 6∈I′
j∈{1,...,k+1}\I
xi − t
−1xj
xi − xj
xI′ , (53)
we see that we can replace xIc by t
r−k
∏
i∈Ic
txi−xk+1
xi−xk+1
xIc in (52). Equation (52)
thus becomes
x1 . . . xk
∑
I⊂{1,...,k}
|I|=r
AI(x; t)
∏
i∈I
Tq,xi =
tr−k
∏
i∈{1,...,k}
txi − xk+1
xi − xk+1
x1 . . . xk
∑
I⊂{1,...,k};|I|=r
Ic={1,...,k}\I
tr(r−1)/2
∏
i∈I
j∈Ic
txi − xj
xi − xj
∏
i∈I
Tq,xi .
(54)
Hence, from (51) and (54), the part of B+k in (50) involving x1 . . . xk is
q−1(1− q−1)−1x1 . . . xkMk+1(−1; q, t) + x1 . . . xkA˜{1,...,k}(x; t)M{1,...,k}(−t; q, t),
(55)
which by symmetry implies (48).
We see that B˜+k and B
+
k coincide only on the set of Macdonald polynomials
with ℓ(λ) ≤ k. The action of B˜+k on an arbitrary Macdonald polynomial will be
given below in the form of a conjecture. It is much simpler than that of B+k . The
operators B˜+k further have a number of remarkable properties that the operators
B+k do not share.
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5. Properties of the operators B˜+k
We extend the definition of a partition to allow real entries:
P(β1,...,βN ) = e
βN
N P(β1−βN ,...,βN−1−βN ,0) = e
βN
N Pβ−βN (56)
∀βN ∈ R and βi − βi+1 an integer ≥ 0, i = 1, . . . , N − 1. Take the operator F (κ)
that acts as follows on Pβ :
F (κ)P(β1,...,βN ) =
N∏
i=1
(tκ+1−iqβi−1; q−1)∞P(β1,...,βN), (57)
From this definition and upon defining q = tα, it follows that
F (κ)eρN = e
ρ
NF (κ+ αρ). (58)
We now form the operators
Fm,κ = F (κ)emF (κ)
−1, (59)
to see that these have on Pβ actions that only involve a finite number of products.
These are given by
Fm,κPβ =
∑
δ
Ψδ/βFδ/β(κ)Pδ (60)
with δ − β m-vertical strips,
Fδ/β(κ) =
∏
s∈δ−βN
s6∈β−βN
Fδ−βN (s;κ+ αβN ), (61)
and where for partitions µ made of nonnegative integers,
Fµ(s;κ) = (1− t
κ−ℓ′(s)qa
′(s)), ∀s ∈ µ. (62)
Note that by the same argument as in (21), Ψδ/β = Ψδ−βN/β−βN . Hence, the
action of Fm,κ on the Macdonald polynomials is very similar to that of em on these
functions: the action of Fm,κ differs from that of em by the presence ofm additional
factors in front of the coefficients Ψδ/β . As an example, taking N = 4 and m = 2,
F2,κP(1,1,−1,−1) =Ψ(3,3)/(2,2)(1− t
κq)(1 − tκ−1q)P(2,2,−1,−1)
+Ψ(3,2,1)/(2,2)(1− t
κq)(1 − tκ−2q−1)P(2,1,0,−1)
+Ψ(2,2,1,1)/(2,2)(1− t
κ−2q−1)(1 − tκ−3q−1)P(1,1,0,0) (63)
Remarkably it seems that the creation operators B˜+k can be identified with a
subset of the operators Fm,κ. Indeed the following conjecture has been arrived at
with the aid of the computer.
Conjecture 8. The creation operators B˜+k can be written in the form
B˜+k = F (k)ekF (k)
−1 = Fk,k (64)
This expression immediately provides, through (60), the action of B˜+k on arbi-
trary Macdonald polynomials. Conjecture 4 must then be a consequence of it. To
convince oneself that formula (64) indeed implies Conjecture 4, one uses the same
kind of argument as in the proof of Lemma 2. Evaluating the action of Fk,k on Pλ
with the help of (60), one thus shows that all the terms associated to partitions
with more than k parts are annihilated. In the framework of this conjecture, the
Hermitian conjugate B˜−k of B˜
+
k with respect to the scalar product defined in (22)
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are readily obtained from the fact that F (κ) is Hermitian under this scalar product.
We thus have
F †m,κ = F (κ)
−1e†mF (κ) (65)
with e†m = e
−1
N eN−m, which implies that
B˜−k = (B˜
+
k )
† = F (k)−1e†kF (k). (66)
It is striking that the set of operators Fm,κ,γ contains a one-parameter family of
N -dimensional Abelian algebras. From (58), all Fm,κ can be generated from Fm,0
by conjugating with powers of eN . More precisely, one has
Fm,κ = e
−κ/α
N Fm,0e
κ/α
N . (67)
With
[Fm,κ, Fn,κ] = F (κ)[em, en]F (κ)
−1 = 0, (68)
this immediately shows that we can construct, by proper conjugation of B˜+k with
eN , the following set of commuting operators:
{Fm,κ = e
(m−κ)/α
N B˜
+
me
(κ−m)/α
N ,m = 1, . . . , N ;κ ∈ R} (69)
and, for each value of κ, thus obtain a N -dimensional Abelian algebra.
A straightforward extension of Lemma 6 is
MI(X ; q, t)e
ρ
N = e
ρ
NMI(Xq
ρ; q, t), (70)
which can in particular be seen from the fact that M rI e
ρ
N = (q
r)ρeρNM
r
I . This last
result finally provides the following realization of the operators Fm,κ:
Fm,κ =
∑
I
A˜I(x; t)xIMI(−t
κ−m+1; q, t) (71)
assuming that Conjecture 8 is valid.
6. Jack polynomials [1]
The monic Jack polynomials Pλ(x;α) are obtained from the monic Macdonald
polynomials Pλ(x; q, t) in the limit
q = tα, t→ 1. (72)
Let Q(α) denote the field of rational functions of α. Taking the above limit in (7)
yields the following scalar product on ΛN ⊗Q(α):
〈pλ, pµ〉α = δλµzλα
ℓ(λ), (73)
with ℓ(λ), the number of parts of λ. The Jack polynomials Jλ(x;α) ∈ ΛN ⊗ Q(α)
are given by
Jλ(x;α) = lim
q=tα
t→1
Jλ(x; q, t)
(1 − t)|λ|
, (74)
with |λ| = λ1 + λ2 + . . . . They are thus uniquely specified by
(i) 〈Jλ, Jµ〉α = 0, if λ 6= µ, (75)
(ii) Jλ =
∑
µ≤λ
vλµ(α)mµ, (76)
(iii) vλλ(α) = cλ(α), (77)
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where
cλ(α) = lim
q=tα
t→1
cλ(q, t)
(1 − t)|λ|
=
∏
s∈λ
(αa(s) + ℓ(s) + 1). (78)
In the limit (78) the Pieri formula becomes
ekP
(α)
λ =
∑
µ
Ψ
(α)
µ/λP
(α)
µ , (79)
with the sum over partition µ ⊃ λ (of length ≤ N) such that µ − λ is a vertical
k-strip. The coefficients Ψ
(α)
µ/λ are
Ψ
(α)
µ/λ =
∏
s∈Cµ/λ
s6∈Rµ/λ
b
(α)
µ (s)
b
(α)
λ (s)
, (80)
where
b
(α)
λ (s) =
{
αa(s)+ℓ(s)+1
α(a(s)+1)+ℓ(s) if s ∈ λ
1 otherwise
. (81)
We shall now recall the definition of the creation operators entering in the Ro-
drigues formula for the Jack polynomials that we derived in [3] and shall establish
their connection with the operators B˜+k in the limit (72). The creation operators
in this case are constructed from the Dunkl operators
Di = αxi
∂
∂xi
+
N∑
j=1
j 6=i
xi
xi − xj
(1−Kij), i = 1, 2, . . . , N, (82)
where Kij = Kji is the operator that permutes the variables xi and xj :
Kijxi = xjKij , KijDi = DjKij , K
2
ij = 1. (83)
Let J = {j1, j2, . . . , jℓ} be sets of cardinality |J | = ℓ made of integers jκ ∈
{1, . . . , N}, 1 ≤ κ ≤ ℓ such that j1 < j2 < · · · < jℓ and introduce the opera-
tors
DJ,ω = (Dj1 + ω)(Dj2 + ω + 1) · · · (Djℓ + ω + ℓ− 1), (84)
labelled by such sets and a real number ω. The creation operators B˜
+(α)
k are defined
by
B˜
+(α)
k =
∑
J⊂{1,...,N}
|J|=k
xJDJ,1. (85)
From the following theorem proved in [2], we see that the operators B˜
+(α)
k construct
the Jack polynomials.
Theorem 9. The Jack polynomials Jλ(x;α) associated to the partitions λ = (λ1 ,
. . . , λN ) are given by
Jλ(x;α) = (B˜
+(α)
N )
λN (B˜
+(α)
N−1 )
λN−1−λN . . . (B˜
+(α)
1 )
λ1−λ2 · 1 . (86)
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We shall now show that the operators B˜
+(α)
k entering in this formula are related
to the B˜+k of Conjecture 4 and hence that the conjectures of section 4 on the B˜
+
k
also apply for the operators B˜
+(α)
1 .
Lemma 10. The B˜
+(α)
k are the following limits of the B˜
+
k
Res B˜
+(α)
k = lim
q=tα
t→1
B˜+k
(1 − t)k
. (87)
Here ResX means that X is restricted to symmetric functions of the variables
x1, . . . , xN . It has been shown in [2] that ResDJ,ω is symmetric under the permu-
tations of the variables xi, i ∈ J and depends only upon these variables. By an
argument such as the one given in section 4. 4 of [2], we have that
(
ResDJ,ω
)
Jλ(x(J);α) =
ℓ∏
i=1
(αλi + ω + ℓ− i)Jλ(x(J);α), (88)
with x(J) = {xi|i ∈ J}. Moreover,
lim
q=tα
t→1
(MJ(−tω; q, t)
(1 − t)ℓ
Jλ(x(J); q, t)
(1− t)|λ|
)
=
(
lim
q=tα
t→1
ℓ∏
i=1
(1− qλitω+ℓ−i)
(1− t)
)
Jλ(x(J);α)
=
ℓ∏
i=1
(αλi + ω + ℓ− i)Jλ(x(J);α)
=
(
ResDJ,ω
)
Jλ(x(J);α). (89)
Since Jλ(x(J);α) form a basis for the symmetric polynomials in the variables xi, i ∈
J , we have that
lim
q=tα
t→1
MJ(−t
ω; q, t)
(1− t)ℓ
= ResDJ,ω, (90)
knowing that differential operators that coincide on a complete set of symmetric
functions are identical (see for instance appendix C of [5]). We thus have
lim
q=tα
t→1
B˜+k
(1− t)k
=
∑
|J|=k
xJ ResDJ,1 = Res
∑
|J|=k
xJDJ,1, (91)
which proves Lemma 10.
In light of Theorem 1 and (74) , we can write in addition to (86) another Ro-
drigues formula for the Jack polynomials using limq=tα
t→1
B+k /(1 − t)
k as creation
operators. With the help of (90), one gets
B
+(α)
k = lim
q=tα
t→1
B+k /(1− t)
k = lim
q=tα
t→1
N∏
j=k+1
[
(1 − t)
(1− tk+1−jq−1)
]
MN(−t
k+1−N q−1; q, t)
(1− t)N
ek
=
N∏
j=k+1
(−α+ k + 1− j)−1D{1,...,N},k+1−N−α ek.
(92)
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These operators B
+(α)
k are also such that
Jλ(x;α) = (B
+(α)
N )
λN (B
+(α)
N−1 )
λN−1−λN . . . (B
+(α)
1 )
λ1−λ2 · 1, (93)
for any partition λ.
As in the case of the Macdonald polynomials, let us extend the definition of a
partition to allow real entries:
P
(α)
(β1,...,βN )
= eβNN P
(α)
(β1−βN ,...,βN−1−βN ,0)
= eβNN P
(α)
β−βN
(94)
∀βN ∈ R and βi − βi+1 a non-negative integer, i = 1, . . . , N − 1. Take the operator
F (α)(κ) that acts as follows on P
(α)
β :
F (α)(κ)P
(α)
(β1,...,βN)
=
N∏
i=1
∞∏
j=1
(α(βi − j) + κ+ 1− i)P
(α)
(β1,...,βN )
, (95)
Again, it follows that
F (α)(κ)eρN = e
ρ
NF
(α)(κ+ αρ). (96)
We now form the operators
F (α)m,κ = F
(α)(κ)emF
(α)(κ)−1, (97)
to see that these have on P
(α)
β actions that only involve a finite number of products.
These actions read
F (α)m,κP
(α)
β =
∑
δ
Ψ
(α)
δ/βF
(α)
δ/β(κ)P
(α)
δ , (98)
with δ − β m-vertical strips,
F
(α)
δ/β(κ) =
∏
s∈δ−βN
s6∈β−βN
F
(α)
δ−βN
(s;κ+ αβN ), (99)
and where for partitions µ made of nonnegative integers,
F (α)µ (s;κ) =
(
α(a′(s)) + κ− ℓ′(s)
)
, ∀s ∈ µ. (100)
Again, Ψ
(α)
δ/β = Ψ
(α)
δ−βN/β−βN
. That
F (α)m,κ = lim
q=tα
t→1
Fm,κ
(1 − t)m
, (101)
is established from the fact that
lim
q=tα
t→1
Fδ/β(κ)
(1− t)m
= F
(α)
δ/β(κ), (102)
with δ−β a vertical m-strip. It then follows that Conjecture 8 implies, if true, that
the operators B˜
+(α)
k and B˜
+
k share many features.
Conjecture 11. The creation operators B˜
+(α)
k share these properties:
(i) B˜
+(α)
k = F
(α)(k)ekF
(α)(k)−1 = F
(α)
k,k
(ii) F (α)m,κ =
∑
|J|=m
xJDJ,κ−m+1 = e
(m−κ)/α
N B˜
+(α)
m e
(κ−m)/α
N
(iii) [F (α)m,κ, F
(α)
n,κ ] = 0 . (103)
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In view of (98), we thus have a conjecture for the action of B˜
+(α)
k on arbitrary
Jack polynomials.
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