In this paper the use of permutations as a mean of spreading the spectrum of the frequency channels in a general multicarrier modulation scheme is presented. Our first objective is to demonstrate how signature waveforms suitable for multiple access communications can be generated by applying permutation transformations to orthogonal channels generated with filterbanks or DFT techniques. The second objective is to motivate the use of such techniques as a mean of achieving immunity to timing errors, which can cause severe Adjacent Channel Interference (ACI) in multicarrier systems, due to large spectral overlap among adjacent channels. An efficient implementation of the interleaver implementing the considered permutations is also described.
INTRODUCTION
Multicarrier modulation is an attractive technique for data transmission over bandlimited channels, particularly useful for audio1 or video2 broadcasting, with the potential of achieving the channel capacity via shaping the power spectrum of the transmitted signal to compensate for the linear filtering effect of the channel. In DFT-OFDM systems, a special case of Multicarrier Modulation (MM), the available spectrum is channelized into a large number of orthogonal frequency subchannels with a sinc(.) transfer function ( due to the use of a rectangular shaping pulse) . In MM, after the different subchannels have been defined, a loading algorithm can be used3 to distribute the data rate and the available signal power in the available subchannels. This scheme has found widespread use in broadcast applications over frequency selective slowly fading mobile radio channels. In this applications, if the channel transfer function varies slowly as a function of frequency, there is no significant cross-talk between adjacent subchannels due to channel filtering effect. A universal channel code for such applications can be designed based on the criteria of maximizing the product distance of the code. 4 The basic technique for generating orthogonal frequency channels with overlapping spectra (e.g., OFDM' or WOFDM5 systems) is that of starting with a Nyquist pulse and splitting the spectrum of this pulse into overlapping orthogonal frequency subchannels. The basic Nyquist pulse used for this purpose can be either a generic Nyquist pulse, such as the square-root raised cosine shaping pulse, or a Nyquist pulse of the wavelet variety. Similarly, the splitting sequences, which are in effect the discrete counterpart of the continuous Nyquist pulses, can be either of the discrete wavelet variety or generated using paraunitary filterbank structures.8
Clearly, the splitting sequences used in MM have a significant impact on the overall performance of the MM. In connection with the use of such sequences for MM we can make the following comments:
1. in general, in order to minimize the spectral overlap among the adjacent frequency channels, the length of the splitting sequences must be very large. This has two negative side-effects:
. the peak signal power may be large;
. the elementary shaping pulses used for modulation spread in time.
Hence, such waveform cannot be efficiently used for short frame and burst mode data transmission;
2. general spreading sequences are multilevel sequences. From an implementation point of view, it would be desirable to have very simple sequences, with an easy hardware implementation. Haar splitting sequences meet this requirement, with the disadvantage that they generate frequency subchannels with large sidelobes.
Regardless of the splitting sequences used for the generation of the frequency subchannels, MM systems are sensitive to timing errors. This inherent problem is due to the fact that, in order to maximize spectral efficiency, adjacent shift orthogonal subchannels overlap in the frequency domain. The permutation spreading technique proposed in this paper is indeed aimed at reducing the timing sensitivity problem. More precisely, in this paper we propose the use of permutations for two purposes:
. generation of splitting sequences for multiple access communications;
. spreading of the frequency channels in a MM system for the purposes of achieving immunity to timing errors.
The remainder of the paper is organized as follows. Section 2 provides a minimum background on wavelets and the general splitting procedure for the generation of orthogonal frequency channels with overlapping spectra. In Section 3, we provide some basic background about permutations in the contxt of group theory. In Section 4 we provide an example of application of the concepts presented here to a MM system based on Haar splitting sequences, to indicate some of the possible advantages that may be derived from such an approach, in particular in connection with reducing the timing sensitivity and Adjacent Channel Interference (ACT) of the resulting system.
ORTHONORMAL WAVELETS AND SPLITTING PROCEDURE
Many books and articles cover the subject of wavelets in depth. We refer the interested reader to such references for the details of the material presented here. In a Dyadic6 multiresolution analysis, the scaling function q(t) satisfies the scaling equation
nEZ where Z is the set of integers. Similarly, the mother wavelet can be expressed as
The sequence h[nJ is called the scaling vector, while the sequence g[n] is denoted as the wavelet vector. The scaling function and wavelet are shift orthogonal and span orthogonal subspaces of the L2 (Rj) space. In the frequency domain the space spanned by the scaling function is a lowpass channel, while that spanned by the mother wavelet is a bandpass channel (throughout the paper we shall use the terms subspace and frequency channel interchangeably). A ladder of subspaces of L2 (7Z) can be constructed using the dilated versions of the scaling function and wavelet as shift orthogonal bases. In particular. the subspace Vi is spanned by {22/2q(2it ri) Wi Z}, while the orthogonal complement of Vi in Vj , the subspace W, is spanned by {2i/2(2it n) Wi Z}. These subspaces are best characterized in the frequency domain,' as a set of orthogonal subchannels.
From the orthogonality properties of the subspaces spanned by the scaling function and wavelet, the scaling and wavelet vectors must be individually shift orthogonal and orthogonal to each other, with period two: Consider the subspace V defined above. In the Dyadic decomposition case this channel is split into two subchannels Vj_i and W2_1 having roughly half the BW of space V (in practice there is an overlap between the band of frequencies occupied by and W_1 ). In the frequency domain, this split is equivalent to tapped delay line filtering of the shaping pulse spanning the desired space by a shift orthogonal sequence whose transfer function filters a portion of the spectrum of the shaping pulse. W2 can be also split into two subchannels. The sequences relating the bases in the new subspaces to the bases spanning the mother spaces are precisely the scaling and wavelet vectors. This splitting procedure can be further iterated. The use of the two-channel split provides a binary decomposition of the subspaces. An M-ary decomposition is possible using the multiplicity-M paraunitary filter bank impulse responses8 as coefficient systems in the scaling equations (1) and (2) . The set of scaling functions and wavelets generated are called M-band scaling functions and wavelets. Further decomposition yields M-band wavelet packets. This decomposition is best illustrated using a wavelet packet tree. 9 The general recursion formulas that may be used to generate the wavelet packets are9:
where n = 0, 1, 2, ... and the basic scaling and wavelet functions are, respectively, (t) = o(t) and 4'(t) =
pi(t).
The basic ingredients in all of the above constructions are a baseband Nyquist pulse (e.g. , the scaling function) spanning a lowpass subspace and discrete shift-orthogonal sequences whose transfer functions split the spectrum of this function into subchannels.
In analogy with wavelets, for a baseband Nyquist pulse spanning a lowpass subchannel, we identify a bandpass Nyquist pulse spanning a subchannel that is orthogonal to this lowpass space, and with the feature that the two subchannels have a portion of their spectrum in common. We shall do this for Nyquist pulses satisfying a temporal symmetry constraint, and for general temporally non-symmetric Nyquist pulses whose spectrum is split into a lowpass and bandpass subchannels.
The splitting procedure
Throughout the paper we consider a general envelope function 1(t) with shift orthogonality period LL, (L is a positive integer) satisfying the condition (f(t), f(t -nLL)) = 60,n , (6) where (., .) denotes the inner product operator in L2(R).
The basic splitting procedure is as follows; given a function f(t) satisfying above orthonormality condition (6) and a set of M splitting sequences {sk[n}}' with orthogonality periods {Ik}' satisfying the necessary orthogonality conditions,8 the spectrum of f(t) is subdivided into a set of M orthogonal subchannels spanned by shifts of fk(t), k = 0, . . . , M -1 by forming the set of linear combinations
nEZ
The resulting functions fk(t) are shift orthogonal with periods IkLL, and orthogonal to each other such that (fk(t), fh(t -flIhLz\)) = (fk(t -flIkLZ), fh(t)) = 0 if k $ h for each Ti (i.e. , the cross-correlation between fk(t) and fh(t) is zero at integer multiples of rnin(Ik, Ih)LL). Equation (7) can be interpreted in the continuous frequency domain as Tapped Delay Line (TDL) filtering, and we have
where, Sk (e2) = >:nEZ 8k [n]e_(i2f) is the transfer function of a TDL with coefficients 3k [n] and elementary delay Lz and Fk(f) is the Fourier transform of fk(t). The sequence sk[n] is chosen in such a
way that the transfer function of the TDL system filters out the desired frequency interval.
Since the orthogonality periods 'k of the various splitting sequences may be different and we can iterate on the splitting operation, a very flexible tiling of the time-frequency plane can be obtained. Indeed the desired filtering operations enjoy the computational efficiency of filterbanks. 8 
PERMUTATIONS AND GROUP THEORY
Consider an indexed set of elements x1x2x3... which may be finite, or semi infinite in length. The set of elements noted above is well ordered and may be taken to represent the output of a discrete source that emits the symbol x at the discrete time slot n. Henceforth, the notation (x)r = x3 is used to mean that permutation r carries xj to x3. A finite cycle is a permutation on a finite set of letters Y1Y2.
•Yn (note that while the index in the set x1x2... implies a discrete time slot, the index associated with the elements Y1Y2"Yn 5 simply a place holder and does not necessarily have anything to do with time) such that (Yi)r = Y2, '( yn)71 Yi A semi-infinite cycle on a set of letters Y1Y2•• is similarly defined such that
We write (y', Y2, • Yn) for a finite, and (Yl , Y2 ...) for a semi-infinite cycle. Note that a finite cycle is invariant to cyclic shifts of its arguments so that for instance the cycles (Yl , Y2 , . . , y) and (y2, Y3, .., tin, Yi) are the same permutations.
Let us define an interleaver to be a device that implements a given permutation on a given input set of elements. We endow this device with a certain amount of memory where at each memory location an element of the input set can be stored. Given the sequential nature of data generated at the input of the interleaver, we envision this device to be a box that sequentially and at successive time slots receives an element of the input sequence x1x2..., and correspondingly generates an element of the output sequence Z1Z2... where, z1 is the first element that is produced at the output, z2 the second, and so on. Hence, the index of variable z implies an ordering in time, but it is not the time slot when an element is released.
It is a basic result in Group theory" that any permutation it on a set of elements S can be written as a product of disjoint cycles, and S may be divided into disjoint subsets such that each cycle operates on a different subset. By disjoint we mean that no two cycles move a common element. Any permutation can essentially be written in only one way in this form. As an example, the permutation, (i 2 3 4 5 6 7 8 9 10 11 12 5 9 12 2 6 10 3 7 11 4 8 can be easily written as the following product of cycles H = (1)(2,5)(3,9,7,1O,11,4,12,8 
)(6).
Note that for simplicity we have omitted writing the variable x and used the index of the elements instead. Given this theorem, the study of realizations of a given permutation reduce to that of its constituent cycles.
A cycle of length two is called a transposition. It is easy to verify that any finite cycle can be written as a product of transpositions. For instance we have ( Yi, Y2, ...y) = (yi, y2)(Y1 , y3)..(y1 , y). Note that a permutation on a single element is a trivial permutation. Hence, in the expression for the cycle written as a product of transpositions we may include as many trivial permutations as we wish. For semi-infinite cycles we can extend this result by allowing the index n in the expression of the cycle as a product of transpositions to run away towards infinity. Notice that the representation of a cycle as a product of transpositions is not unique. This is evident in light of the fact that a finite cycle is invariant to cyclic shifts of its elements. Another important point is that it is implicitly assumed that the cycle is expressed as the shortest product of transpositions.
Having represented a cycle as a product of transpositions, we conclude that transpositions represent the elementary constituents of any permutation. Hence, we can envision our interleaver as a sliding window transposition box.1°I nstead of the data stream shifting into the interleaver while the output elements are ejected, we can assume that the input data stream is stationary, and a window of finite duration slides over it. At any given time slot, either a pair of elements in the sliding window are transposed and an output is generated, or an element is ejected without any transpositions performed (we may represent such an event by a trivial permutation) . With this set up, the delay of the interleaver is only due to the fact that during the initialization, it must store a certain number of elements of the input set in its local memory.
Hardware realization of the Finite State Permuter (FSP)
Based on our discussions thus far, the FSP is seen to be essentially a shift register with N memory locations whereby each memory cell is capable of storing an element of the input set, and additional hardware that allows the transposition of an element in the register with the output. A modular and hardware efficient realization can be obtained using a series of binary switches. An example of such a realization for a FSP of memory 4 is depicted in Fig. 1 . It is evident that by properly positioning the switches in the structure it is possible to transpose any element stored in the register with the output. This structure is modular in the sense that it is sufficient to duplicate the segment shown in the dashed box to generate larger and larger FSPs. Note that the switches of Fig. 1 can be easily implemented using MOSFET transmission gates.
EXAMPLE OF APPLICATION TO HAAR BASED MM SYSTEM
The purpose of the example provided here is to show an application of permutations for spectrum spreading in a simple MM system with the goal of reducing the timing sensitivity of the overall modulation scheme. We considered a wavelet packet configuration with 4 channels with Haar filters of length 10. The magnitude of the Fourier transform of the filters is depicted in Fig. 2 . The Haar splitting sequences used for the purposes of generating the orthogonal *this product is only a formal product when the set is infinite in size.
frequency subchannels are tabulated in Table 1 . The outputs of the four transmission filters are permuted with permutations belonging to the same cyclic group, generated by the following elementary permutation: H_Il 2 3 4 5 6 7 8 9 10 8 7 1 9 3 10 4 6 5 2
Permutation II is used to spread the spectrum of the first channel, 2 used for channel 2, ll is used for channel 3, and IT' is used for channel 4. The applied permutations spread the power of the four transmission channels over all the available bandwidth. Note that not all the permutations are good, because not all of them spread the spectrum enough to achieve a gain in the Signal to Interference ratio (S/I) for all the channels, in comparison to the original un-spreaded channels. The magnitude of the Fourier transform of the transmission filters after spreading is depicted in Fig. 3 .
The results are reported in Table 2 , where we tabulate the values of the (S/I) ratios for all the four MM channels. The ratios in the first row of the table are evaluated as the ratio of the power of the useful despreaded channel to the total power of the other channels whose spectrum overlap the useful one. In this sense, the ratios represent a lowerbound for the Signal to Noise Ratio (SNR) achievable if the shift orthogonality between signals is lost due to timing errors.
From Table 2 it is possible to observe how the use of the permutation spreading and despreading in the four MM channels can significantly improve the signal to interference ratios. For the example provided here, three channels showed significant improvements in the lowerbounds on the values of the (S/I) ratios (one channel showed an improvement of 19 dB in the (S/I) ratio lowerbound), while there was a loss of 0.5 dB in (S/I) ratio for channel 2.
The results obtained experimentally thus far indicate that the proposed technique has the potential to provide significant improvements in the (S/I) ratios. Among the various problems that we are currently investigating, is the problem of the optimization of the permutations given a set of splitting sequences. 
