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Resumen
Este artı´culo trata del control de sistemas de eventos discretos sujetos a sincronizacio´n y feno´menos de retraso, descritos por un
modelo max plus lineal. Deﬁnimos y caracterizamos el conjunto de condiciones iniciales admisibles, las cuales originan soluciones
no decrecientes. Restricciones temporales son impuestas al espacio de estado del sistema. Estas restricciones son descritas en el
cono max plus deﬁnido por la imagen de la estrella de Kleene de la matriz asociada a las restricciones temporales. Propiedades
geome´tricas de este cono max plus, para garantizar que la evolucio´n del sistema en lazo cerrado satisface las restricciones, son
estudiadas. Condiciones suﬁcientes concernientes a la existencia y ca´lculo de una retroalimentacio´n de estado son presentadas. Para
ilustrar la aplicacio´n de este enfoque, dos problemas de control son discutidos, para los cuales un controlador es disen˜ado con el
objetivo de garantizar la satisfaccio´n de las restricciones temporales.
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1. Introduccio´n
El Algebra max plus, denotada por Rmax, es un semi-anillo
idempotente conmutativo. Esta estructura algebraica es parti-
cularmente adecuada para representar sistemas de eventos dis-
cretos (SED) que son sujetos a feno´menos de sincronizacio´n
y retardos, debido a que la descripcio´n del comportamiento
dina´mico de estos sistemas puede ser expresada por ecuacio-
nes lineales en el contexto max plus. La sincronizacio´n puede
ser modelada usando las operaciones de maximizacio´n, esto es,
una nueva operacio´n comienza tan pronto como todas las ope-
raciones precedentes han sido ﬁnalizadas, y la operacio´n de la
adicio´n corresponde a la duracio´n de las actividades, esto es, el
tiempo de ﬁnalizacio´n de una operacio´n es igual al tiempo de
inicio de la operacio´n mas el tiempo de duracio´n de la misma.
Esta clase de sistemas es llamada SED max plus lineales. Den-
tro de estos sistemas encontramos los sistemas de produccio´n,
las redes ferroviarias, las redes de tra´ﬁco urbano, los sistemas
de colas, entre otros (Baccelli et al., 1992). Los grafos de even-
tos temporizados (GETs) han sido usados para modelar los SED
max plus lineales. Los GETs forman una subclase de las redes
de Petri, en los cuales todos los nodos lugares tienen un u´nico
nodo transicio´n de entrada y un u´nico nodo transicio´n de salida.
∗Autor en correspondencia.
Correo electro´nico: Carolina.Cardenas@irccyn.ec-nantes.fr ( C.
Ca´rdenas )
Este artı´culo aborda el problema de control para sistemas
max plus lineales, modelados por GETs y sujetos a restriccio-
nes de tiempo que deben ser respetadas. Este tipo de problema
se encuentra en algunos sistemas de produccio´n donde la dura-
cio´n de tareas particulares dentro de un proceso, esta´n sujetas a
restricciones de tiempo. Por ejemplo, en (Atto et al., 2011) los
autores consideran una planta industrial especializada en la fa-
bricacio´n de tubos de caucho para la industria automotriz. Las
restricciones de tiempo son impuestas en la zona de calenta-
miento, para evitar la pe´rdida de piezas. Para ello, modiﬁcan la
ecuacio´n de estados max plus lineales del sistema en la forma
de una ecuacio´n de estados restrictiva, para obtener un super-
visor que respete las restricciones. Problemas de restricciones
temporales se encuentran tambie´n en la produccio´n de obleas
de silicio en la industria de semiconductores (Wu et al., 2008;
Kim et Lee, 2003).
Nuestro objetivo es encontrar una ley de control por retro-
alimentacio´n de estado que asegure que el estado del sistema
evoluciona sin violar un conjunto de restricciones temporales
impuestas al sistema. En (Maia et al., 2011) trabajan sobre el
semi-anillo idempotenteZmax y proponen una estrategia de con-
trol basada en la teorı´a de residuacio´n, que asegura que el es-
tado del sistema evoluciona satisfaciendo algunas restricciones
predeﬁnidas, usando u´nicamente propiedades algebraicas de las
matrices del sistema. (Katz, 2007) presenta como una aplica-
cio´n el estudio de una red ferroviaria, la cual evoluciona de
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acuerdo a un conjunto de restricciones de tiempo descritas en
un cono max plus, llamado la especiﬁcacio´n. Este cono max
plus es deﬁnido en te´rminos de una matriz E y usando un vec-
tor de estado extendido. El disen˜o del control viene del ca´lculo
del ma´ximo invariante controlable contenido en la especiﬁca-
cio´n. Este ca´lculo se garantiza para una clase particular de co-
nos max plus en Znmax, basado en condiciones de ﬁnitud sobre
la especiﬁcacio´n.
En contraste al enfoque presentado en esta contribucio´n, el
cual es basado en el control geome´trico, (Amari et al., 2012)
proponen un enfoque algebraico para la sı´ntesis de una ley de
control causal de GETs sujetos a restricciones de tiempo. Es-
tas restricciones son representadas por desigualdades en a´lge-
bra max plus. La existencia y ca´lculo de la ley de control se
muestra bajo la hipo´tesis de condiciones iniciales cano´nicas.
Apoyados en los trabajos de (Amari et al., 2012) y (Katz,
2007), presentamos una formulacio´n alternativa de nuestro pro-
blema de control en te´rminos de invarianza controlable e inva-
rianza por retroalimentacio´n de estado, derivada de propiedades
geome´tricas, y consideramos condiciones iniciales admisibles
generales de sistemas lineales max plus. El problema de las res-
tricciones temporales es introducido por medio de una matriz C
sobre el semi-anillo max plus. Resumimos estas restricciones
en el cono max plus deﬁnido por la imagen de la estrella de
Kleene C∗. Este cono max plus resulta ser invariante controla-
ble en si mismo, evitando ası´ el ca´lculo del ma´ximo cono max
plus invariante controlable incluido en una especiﬁcacio´n dada.
El procedimiento para este ca´lculo puede resultar difı´cil pues
depende de la convergencia del algoritmo de punto ﬁjo extendi-
do en el contexto max plus (Katz, 2007). El disen˜o del control
viene del estudio de una condicio´n geo´metrica. La matriz de
control es construida a partir del ca´lculo de sistemas de gene-
radores de poliedros max plus (Allamigeon et al. 2010, 2012)
que involucran componentes de las matrices del sistema asocia-
das con lugares del GET donde se han impuesto restricciones
temporales.
Este artı´culo es organizado como sigue: Seccio´n 2, despue´s
de una breve introduccio´n al semi-anillo max plus, se introdu-
cen algunos conceptos relevantes de la teorı´a de convexidad
max plus, y el control geome´trico es discutido. En la Seccio´n
3, los GETs son recordados, y una caracterizacio´n geome´trica
de las condiciones iniciales admisibles generales es propuesta.
La Seccio´n 4 se inicia con la deﬁnicio´n de restricciones tem-
porales, se deﬁne el cono max plus Cx(k) ≤ x(k), donde C
es la matriz que resume las restricciones temporales, luego el
problema de encontrar una ley de control por retroalimentacio´n
de estados, que satisfaga las restricciones de tiempo impuestas
al sistema es formulado y algunos resultados teo´ricos sobre la
existencia de una matriz de control son presentados. Seccio´n
5, son desarrollados dos ejemplos ilustrativos, y por u´ltimo las
conclusiones son dadas en la seccio´n 6.
2. Preliminares
2.1. Algebra max plus
El Algebra max plus es un semi-anillo idempotente (o dioi-
de), denotado por Rmax, y deﬁnido como el conjunto R∪ {−∞},
equipado con dos operaciones, la adicio´n x ⊕ y := max(x, y) y
la multiplicacio´n x ⊗ y := x + y. La operacio´n ⊕ es asociativa,
conmutativa e idempotente, esta es, a⊕a = a, ∀a ∈ Rmax, y tie-
ne un elemento cero  := −∞. La operacio´n ⊗ es asociativa, y
tiene un elemento unidad e := 0. Adema´s el elemento cero  es
absorbente, es decir, para cualquier x ∈ Rmax,  ⊗ x = x⊗  = .
En algunas situaciones el sı´mbolo “⊗” sera´ omitido como en
el a´lgebra convencional, esto es, a ⊗ b = ab. Un orden natural
es deﬁnido sobre Rmax: x ≤ y ⇔ x ⊕ y = y, ver por ejem-
plo (Baccelli et al., 1992). Las operaciones ⊕ y ⊗ son extendi-
das de forma natural a vectores y matrices sobre el semi-anillo
max plus: (A ⊕ B)i j = Ai j ⊕ Bi j, (A ⊗ B)i j =
⊕n
k=1 Aik ⊗ Bk j
y (λ ⊗ A)i j = λ ⊗ Ai j, para toda i, j, donde A y B son matrices
de dimensiones adecuadas y λ ∈ Rmax. Para p, q ∈ N, denota-
mos por Rp×qmax, el conjunto de todas las matrices de orden p × q
sobre el semi-anillo max plus. Denotemos por ek ∈ Rnmax, el k-
e´simo vector unidad, es decir, el vector deﬁnido por (ek)k := e
y (ek)h :=  si h  k. Denotemos el conjunto {1, 2, · · · , n} por
n¯, y deﬁnamos para todo vector x ∈ Rnmax, el soporte de x por
sup(x) = {i ∈ n¯ xi  }. Diremos que x ∈ Rnmax tiene soporte
pleno si sup(x) = n¯. Usualmente denotaremos un vector nulo, o
una matriz nula de cualquier dimensio´n por , como el elemen-
to neutro de la adicio´n, y denotaremos por I la matriz identidad
max plus, esto es, la matriz cuadrada deﬁnida por Ii j = e si i = j
y Ii j =  en caso contrario. Para una matriz A ∈ Rp×qmax, denota-
remos la imagen de A por ImA, deﬁnida por { Ax | x ∈ Rqmax}.
Dados dos subconjuntos S 1 y S 2 deRnmax, la suma de Minkows-
ki S 1⊕S 2 es deﬁnida como el conjunto {x⊕y | (x, y) ∈ S 1×S 2}.
Finalmente, diremos tambie´n que para x, y ∈ Rnmax, x ≥ y, si
xi ≥ yi, para i = 1, · · · , n.
Dada una matriz C ∈ Rn×nmax, su estrella de Kleene, deﬁnida por
C∗ =
⊕
k∈N
Ck,
esta´ bien deﬁnida en el dioide completo R¯max = R ∪ {−∞} ∪
{+∞}. En nuestro estudio C∗ tiene entradas en Rmax.
Proposicio´n 2.1. (Libeaut et al., 1995) Dada una matriz cua-
drada C ∈ Rn×nmax, y un vector x ∈ Rnmax. Las siguientes aﬁrma-
ciones son equivalentes:
(i) C ⊗ x ≤ x ,
(ii) x = C∗ ⊗ x ,
(iii) x ∈ ImC∗ .
2.2. Sistemas max plus lineales
Los sistemas de eventos discretos con sincronizacio´n y no
concurrencia pueden ser descritos por un modelo de la forma
(Baccelli et al., 1992):
x(k) = A ⊗ x(k − 1) ⊕ B ⊗ u(k) , (1)
y(k) = C ⊗ x(k) . (2)
El ı´ndice k es llamado contador de eventos. Las componentes
del estado x(k) son los instantes de tiempo en los cuales los
eventos internos ocurren para el k-e´simo instante, las compo-
nentes de la entrada u(k) son los instantes de tiempo en los cua-
les los eventos de entrada ocurren para el k-e´simo instante, y
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las componentes de la salida y(k) son los instantes de tiempo en
los cuales los eventos de salida ocurren para el k-e´simo instan-
te. Las matrices A, B y C son llamadas las matrices del sistema
con A ∈ Rn×nmax, B ∈ Rn×qmax y C ∈ Rp×nmax, donde q es el nu´mero de
entradas y p es el nu´mero de salidas. Los SED que pueden ser
descritos por este modelo sera´n llamados sistemas de eventos
discretos max plus lineales o simplemente sistemas max plus
lineales.
2.3. Poliedros y conos max plus
Debido a que nuestro problema de control conlleva el ca´lcu-
lo de sistemas generadores de conjuntos de la forma Mx ≤ Nx ,
usando un algoritmo de eliminacio´n general (Me´todo de doble
descripcio´n tropical), (Allamigeon et al. 2010), a continuacio´n
introduciremos nociones generales y conceptos principales de
la teorı´a de convexidad max plus, tal como poliedros y conos
polie´dricos max plus; y describiremos una relacio´n entre estos
conjuntos basados en la te´cnica de homogenizacio´n.
Deﬁnicio´n 2.1. Los poliedros max plus (o tropicales) de Rnmax
son deﬁnidos como la interseccio´n de un nu´mero ﬁnito de semi-
espacios tropicales, los cuales son conjuntos formados por las
soluciones x = (xi) ∈ Rnmax de una desigualdad de la forma:⊕
1≤i≤n
mixi ⊕ m0 ≤
⊕
1≤i≤n
nixi ⊕ n0 , (3)
donde mi, ni ∈ Rmax para todo i = 0, · · · , n .
Luego, un poliedro tropical P se expresa como:
P = { x ∈ Rnmax | Mx ⊕ r ≤ Nx ⊕ s } ,
donde M,N ∈ Rp×nmax, r, s ∈ Rnmax y p > 0.
Deﬁnicio´n 2.2. Los conos max plus (o tropicales) de Rnmax son
deﬁnidos en forma similar so´lo que en (3) los coeﬁcientes m0 y
n0 son omitidos. Luego, un cono max plus C se expresa como:
C = { x ∈ Rnmax | Mx ≤ Nx } ,
donde M,N ∈ Rp×nmax, y p > 0.
Dado un subconjunto S ⊂ Rnmax, el envolvente convexo max
plus de S , denotado co(S ), es deﬁnido como el conjunto de las
combinaciones convexas max plus α1x1 ⊕ · · · ⊕ αpxp donde,
p ≥ 1, x1, · · · , xp ∈ S , α1, · · · , αp ∈ Rmax y α1⊕, · · ·⊕αp = e.
Para un subconjunto S ⊂ Rnmax, el cono max plus genera-
do por S , denotado por cone(S ), es el conjunto de las combi-
naciones max plus lineales α1x1 ⊕ · · · ⊕ αpxp donde, p ≥ 1,
x1, · · · , xp ∈ S , α1, · · · , αp ∈ Rmax.
Gaubert y Katz han establecido un ana´logo tropical del teo-
rema de Minkowski-Weyl en (S. Gaubert., Katz, R., 2007) y (S.
Gaubert., Katz, R., 2009), donde se demuestran los siguientes
teoremas.
Teorema 2.1. Los poliedros max plus de Rnmax son precisa-
mente los conjuntos de la forma co(P) ⊕ cone(R), donde P y
R son subconjuntos ﬁnitos de Rnmax.
Teorema 2.2. Los conos max plus de Rnmax son precisamente
los conjuntos de la forma cone(G) donde G es un subconjunto
ﬁnito de Rnmax.
Los subconjuntos P y R constituyen un sistema de genera-
dores de P, (P,R) es llamada una representacio´n generadora de
P, y el conjunto G constituye un sistema de generadores de C.
Los poliedros max plus de Rnmax pueden ser representados
como conos max plus de Rn+1max, agregando una dimensio´n adi-
cional a este u´ltimo para representar la componente afı´n del
poliedro max plus. En el sentido cla´sico, este me´todo es co-
nocido como homogenizacio´n. En el sentido max plus este fue
introducido en (Gaubert et al., 2007).
Deﬁnicio´n 2.3. Sea P = { x ∈ Rnmax | Mx ⊕ r ≤ Nx ⊕ s }
un poliedro max plus no vacı´o (M,N ∈ Rp×nmax, r, s ∈ Rpmax). El
cono homegenizado P̂ es el cono max plus dado por:
P̂ = { z ∈ Rn+1max | (M r)z ≤ (N s)z }.
Cuando x ∈ Rnmax y α ∈ Rmax, el elemento (x, α) se reﬁere
al vector de Rn+1max cuyas n primeras coordenadas coinciden con
x, y la u´ltima coordenada es igual a α. Existe una relacio´n entre
las representaciones generadoras de los poliedros max plus y
su cono homogenizado, ver (Allamigeon et al., 2012) para ma´s
detalles. Si G es un sistema de generadores del cono max plus
P̂, tenemos que P̂ = cone(G). Despue´s de multiplicar (en el
sentido max plus) cada elemento de G por un escalar no nulo,
podemos asumir que la u´ltima coordenada de cada elemento de
G es e o . Deﬁniendo P = {x | (x, e) ∈ G} y R = {x | (x, ) ∈ G},
se puede mostrar que (P,R) forma una representacio´n genera-
dora de P, y por tanto P = co(P) ⊕ cone(R).
Para encontrar un sistema de generadores del cono homo-
geneizado P̂ puede ser usado el Me´todo de doble descripcio´n
tropical, (Allamigeon et al., 2010). Este me´todo es una te´cnica
incremental basada en una sucesiva eliminacio´n de inecuacio-
nes.
Ejemplo 2.1. Consideremos el poliedro max plus P, deﬁnido
por: [
1 e
2 1
] [
x1
x2
]
⊕
[
1
2
]
≤
[
1 
2 1
] [
x1
x2
]
. (4)
Por la Deﬁnicio´n 2.3, el cono homogenizado asociado a P, de-
notado por P̂ es deﬁnido como el conjunto solucio´n de,[
1 e 1
2 1 2
] ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
z1
z2
z3
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ ≤
[
1  
2 1 
] ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
z1
z2
z3
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ . (5)
Resolviendo la primera desigualdad del sistema homoge´neo (5),
un sistema de generadores que la satisfaga, es el conjunto G =
{(e  )T , (e 1 )T , (1  1)T }. Multiplicando a la derecha y a
la izquierda la segunda desigualdad por la matriz G (G es la
matriz cuyas columnas son los vectores del sistema G), obte-
nemos la desigualdad [2 2 3]y ≤ [2 2 3]y, la cual tiene como
un sistema de generadores a H = {e1, e2, e3}. Los vectores Gh1,
Gh2 y Gh3 forman un sistema de generadores del conjunto so-
lucio´n del sistema homoge´neo. Luego el poliedro max plus es
P = co({(e )T }) ⊕ cone({(e )T , (e 1)T }).
2.4. Control por invarianza en max plus
El enfoque geome´trico en la teorı´a de los sistemas dina´mi-
cos lineales ha proporcionado soluciones a muchos problemas
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de control (Wonham, 1985), lo que ha motivado el intento de
extender el enfoque geome´trico y en particular el concepto de
subespacio (A, B)-invariante controlables en la teorı´a de siste-
mas dina´micos lineales sobre el semi-anillo max plus, (Katz,
2007).
Deﬁnicio´n 2.4. Consideremos el sistema descrito por (1).
(a) Un cono max plus X ⊂ Rnmax es (A, B)-invariante o inva-
riante controlable si AX ⊂ X  ImB, donde X  ImB =
{x ∈ Rnmax | ∃ b ∈ ImB, x ⊕ b ∈ X}.
(b) Un cono max plus X ⊂ Rnmax es invariante por retroali-
mentacio´n de estado, si existe una matriz F ∈ Rq×nmax tal
que el cono max plus X sea invariante por el operador
A ⊕ BF: (A ⊕ BF)X ⊂ X.
Desde el punto de vista dina´mico, dado el sistema (1), y un
cono max plus X ⊂ Rnmax diremos que:
(a) X es (A, B)-invariante o invariante controlable si para cada
condicio´n inicial x(1) en X, existe un control u(k) tal que
la solucio´n del sistema (1) satisface que x(k) ∈ X, para
k ≥ 1.
(b) X es invariante por retroalimentacio´n de estado, si exis-
te una retroalimentacio´n u(k) = Fx(k − 1), donde F ∈
R
q×n
max tal que cada trayectoria del sistema en lazo cerrado,
x(k) = (A ⊕ BF)x(k − 1), esta completamente contenida
en X cuando su estado inicial este en X.
Obviamente, todo cono max plus invariante por retroali-
mentacio´n de estado es en particular (A, B)-invariante. Esta pro-
piedad es una consecuencia directa de la deﬁnicio´n.
La sı´ntesis de una ley de control dentro del enfoque geome´-
trico en la teorı´a de sistemas dina´micos lineales constituye dos
etapas fundamentales: encontrar un conomax plus (A, B)-invariante
y una matriz de control F. En el caso del semi-anillo Zmax =
(Z∪{−∞},ma´x,+), el ca´lculo del ma´ximo conomax plus (A, B)-
invariante contenido en una especiﬁcacio´n dada a el sistema,
depende de la convergencia de una secuencia no decreciente de
cono max plus deﬁnida en te´rminos del algoritmo cla´sico de
punto ﬁjo extendido al caso max plus. Desafortunadamente la
secuencia no necesariamente converge en un nu´mero ﬁnito de
pasos, esta diﬁcultad viene del hecho que Znmax no es Artiniano.
Sin embargo, la secuencia se estabiliza bajo algunas condicio-
nes de ﬁnitud, limitando el estudio de esta variedad de proble-
mas a una familia particular de cono max plus con volumen
ﬁnito en Znmax, ver (Katz, 2007) para ma´s detalles.
En la Seccio´n 4, el problema de satisfacer las restricciones
temporales se formula en te´rminos de una especiﬁcacio´n que es
un cono max plus contenido en Rnmax, deﬁnida por la imagen
de la estrella de Kleene de una matriz C, que tiene entradas en
Rmax. Dicha especiﬁcacio´n resulta ser un cono max plus (A, B)-
invariante, evita´ndonos la diﬁcultad que se presenta en la pri-
mera etapa de la sı´ntesis de una ley de control, como lo es el
ca´lculo del ma´ximo cono max plus (A, B)-invariante contenido
en la especiﬁcacio´n dada.
3. GETs como modelos max plus lineales
Los grafos de eventos deﬁnen una subclase de las redes de
Petri, donde cada nodo lugar tiene exactamente un nodo transi-
cio´n de entrada y un nodo transicio´n de salida. Una importante
propiedad de los grafos de eventos, es que para cualquier cir-
cuito, el nu´mero de marcas es constante, por tanto, si todos los
circuitos son no vacı´os, el grafo de evento es vivo, (Murata,
1989).
Un GET es obtenido asociando retardos a los nodos lugares
o a los nodos transiciones de un grafo de eventos dado, con pe-
so de arcos igual a 1. Un nodo transicio´n es habilitado si cada
nodo lugar de entrada al nodo transicio´n contiene al menos una
marca. El disparo de un nodo transicio´n habilitado remueve de
cada nodo lugar anterior a dicho nodo transicio´n una marca y
agrega a cada nodo lugar posterior al nodo transicio´n una mar-
ca. Los retardos o tiempos de espera en cada nodo lugar sig-
niﬁcan que las marcas deben esperar al menos este tiempo en
el nodo lugar antes de contribuir a habilitar el disparo del nodo
transicio´n de salida. Sin pe´rdidas de generalidad supongamos
que los tiempos de espera son asociados solamente a los nodos
lugares, y los tiempos de disparo de los nodos transiciones son
instanta´neos despue´s de ser habilitados. El modo de evolucio´n
considerado para GETs es el tiempo ma´s ra´pido de funciona-
miento, ver (Cohen, 2001). Este tipo de grafo permite modelar
SED max plus lineales.
3.1. Ecuacio´n de estado
Consideremos G un GET con L el conjunto de nodos luga-
res y T el conjunto de nodos transiciones. Sean tu1, · · · , tuq los
nodos transiciones que no tienen algu´n nodo lugar de entrada
asociado, estos nodos transiciones son llamados nodos transi-
ciones fuente. Sean t1, · · · , tn los nodos transiciones que tienen
al menos un nodo lugar de entrada, nodos transiciones internos.
Aca´ consideraremos que los nodos lugares que siguen de un no-
do transicio´n fuente no poseen marcas iniciales. Para ti, t j ∈ T ,
el u´nico nodo lugar entre t j y ti es pi j, si existe, su retraso corres-
pondiente es denotado por τi j y su marcacio´n inicial es denotada
por mi j. Un camino α desde el nodo transicio´n ts al nodo transi-
cio´n ti es una secuencia de nodos transiciones y nodos lugares,
de la forma ts, pk1 s, tk1 , . . . , pikl , ti, donde pk1 s, . . . , pikl son nodos
lugares deL y ts, tk1 , . . . , tkl , ti son nodos transiciones de T . De-
notamos por mα, la suma de las marcas a lo largo del camino α,
esto es: mα = mk1 s⊗ · · ·⊗mikl . Un nodo transicio´n t j se dice que
es controlable si existe un camino desde un nodo transicio´n tus
al nodo transicio´n t j. Supongamos que las marcas iniciales del
nodo lugar pi j esta´n disponibles en un tiempo ω j(k), ω j(k) ≥ 0,
estos tiempos iniciales no pueden exceder el tiempo de espe-
ra τi j asociado al nodo lugar pi j: ω j(k) ≤ τi j, j = 1, · · · , |L|,
1 ≤ k ≤ mi j. (Puede ocurrir que las marcas del marcado inicial
este´n listas para usar en tiempo −∞, en este caso se habla enton-
ces de condiciones iniciales cano´nicas (Baccelli et al., 1992)).
Denotamos por •ti el conjunto de los nodos lugares de entrada
al nodo transicio´n ti, y •pi j el conjunto de nodos transiciones
de entrada al nodo lugar pi j, el cual es un conjunto unitario.
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Para representar el comportamiento dina´mico de G, deﬁ-
namos los tiempos asociados con cada nodo transicio´n: u j(k),
k ≥ 1, se interpreta como el instante en el cual ocurrira´ el
k-e´simo disparo del nodo transicio´n tuj , debido a alguna ac-
cio´n externa, para j = 1, · · · , q. Las variables de estado zi(k),
i = 1, · · · , |L|, con k ≥ 1 representan el instante en el cual el
nodo transicio´n ti es disparado para el k-e´simo tiempo. Desde
el inicio de la evolucio´n del GET, los disparos sucesivos de un
nodo transicio´n son numerados de manera secuencial, a partir
de un origen universal, generalmente cero, aunque podrı´a ser
negativo. Luego, la funcio´n k → zi(k) es no decreciente, debi-
do a que varios disparos pueden ocurrir simulta´neamente, ver
(Cohen, 2001).
Debido a la dina´mica del GET, el k-e´simo disparo, k ≥ 1,
del nodo transicio´n ti ocurre cuando, para todo j tal que pi j ∈•ti,
la k-e´sima marca de pi j contribuya a habilitar ti.
Para k > mi j, esta k-e´sima marca es producida por el (k−mi j)
disparo del nodo transicio´n t j, con t j ∈•pi j, note que t j puede ser
un nodo transicio´n de control, tuj , ası´ que el instante cuando esta
marca contribuye a habilitar ti es, τi j ⊗ z j(k − mi j) o τi j ⊗ u j(k).
Por lo tanto;
zi(k) = ma´x
j | pi j ∈ •ti ∨ tuj∈ •pi j
(τi j + z j(k − mi j), τi j + u j(k)) , (6)
para k ≥ ( ma´x
j | pi j∈ •ti
mi j) + 1 .
Para k ≤ mi j, este evento toma lugar en el instante ω j(k),
que corresponde al instante cuando la k-e´sima marca inicial del
nodo lugar pi j contribuye a habilitar el nodo transicio´n ti, simi-
larmente al caso anterior, tenemos que los tiempos zi(k) satisfa-
cen las ecuaciones de evolucio´n siguientes:
zi(k) = ma´x
j | pi j ∈ •ti ∨ tuj ∈ •pi j,
mi j < k
(τi j + z j(k − mi j), τi j + u j(k))
⊕ ma´x
j | pi j∈ •ti,mi j≥k
(ω j(k)) , (7)
para
1 ≤ k ≤ ma´x
j | pi j∈ •ti
mi j.
Proposicio´n 3.1. Si un GET es vivo, y los tiempos iniciales
ω j(k) son no decrecientes y no negativos para j = 1, · · · , |L|
y 1 ≤ k ≤ mi j, entonces zi(k), con k ≥ 1 es no decreciente y no
negativa para toda entrada de control u(k) no decreciente y no
negativa.
Demostracio´n. Es claro de (6) y (7) que si los tiempos ω j(k) en
los cuales las marcas iniciales del nodo lugar pi j esta´n disponi-
bles, son ordenados en forma no decreciente para j tal que mi j ≥
1, esto es: ω j(1) ≤ ω j(2) ≤ · · · ≤ ω j(mi j) y adema´s no exceden
el tiempo de espera τi j asociado al nodo lugar pi j: ω j(k) ≤ τi j,
j = 1, · · · , |L|, 1 ≤ k ≤ mi j, y ω j(1) ≥ 0, entonces podemos
garantizar que la secuencia zi(k) es no decreciente para toda en-
trada u no decreciente y no negativa: u(k + 1) ≥ u(k), u(k) ≥ 0,
para todo k ≥ 1.
Por otro lado, veamos cuando zi(k) es no negativa para k ≥
1. Tomando en cuenta que la secuencia zi(k) es no decreciente,
basta ver que zi(1) ≥ 0. Si existe al menos una marca en algu´n
nodo lugar de entrada del nodo transicio´n considerado ti, diga-
mos pi j, entonces de (7), deducimos que zi(1) ≥ ω j(1) ≥ 0,
luego los zi(k) toman valores no negativos. En caso contrario,
como no hay marcas en los nodos lugares de entrada al nodo
transicio´n ti, podemos aﬁrmar a partir de (6):
zi(1) ≥ τi j + z j(1) o´ zi(1) ≥ τi j + u j(1) , (8)
para cada nodo lugar de entrada pi j al nodo transicio´n ti, y cada
nodo transicio´n de entrada t j al nodo lugar pi j. Luego iterando
(8), deducimos que zi(1) es no negativo, si existe un camino en
el grafo desde un nodo transicio´n de control o un camino desde
el nodo transicio´n de entrada de un nodo lugar marcado hasta
el nodo transicio´n ti, esto debido a que zi(1) resulta ser mayor o
igual a la suma de todos los retardos presentes en dicho camino.
Por tanto si j es asociado a un nodo transicio´n de control o al
nodo transicio´n de entrada a un nodo lugar marcado, de donde
sale un camino hasta ti, tenemos que zi(1) ≥ u j(1) o´ zi(1) ≥
ω j(1), y en consecuencia la secuencia zi(k) es no negativa para
k ≥ 1. 
De las ecuaciones (6) y (7) podemos expresar el comporta-
miento dina´mico del GET en forma matricial como sigue:
z(k)=
M⊕
m≥0
[
A¯m ⊗ z(k − m) ⊕ B¯ ⊗ u(k)] ⊕ v(k) , (9)
con M = ma´x
pi j∈L
mi j , v j(k) = ma´x
j | pi j∈•ti,mi j≥k
(ω j(k)) ,
donde v j(k) es deﬁnido para k = 1, · · · ,M y es igual a  en
cualquier otro caso. La secuencia zi(k) =  y u j(k) =  para
toda k ≤ 0. La matriz A¯m ∈ Rn×nmax, su entrada A¯mi j es igual a τi j, si
existe un nodo lugar pi j conteniendo mi j marcas, de lo contrario
A¯mi j es igual a . Similarmente B¯ ∈ Rn×qmax corresponde a los
retrasos de los nodos lugares seguidos de los nodos transiciones
fuentes.
Para la transformacio´n de esta ecuacio´n en una forma cano´ni-
ca, la primera etapa tiene como objetivo la eliminacio´n de la
parte implı´cita A¯0 ⊗ z(k). Por deﬁnicio´n de A¯0, hay un nu´mero
de nodos transiciones internos tal que A¯0 puede ser escrita en
forma triangular inferior, y se garantiza que A¯∗0 esta bien deﬁni-
da, (A¯∗0)i j < +∞. Luego (9) se expresa como siguiente ecuacio´n
explı´cita:
z(k)=
M⊕
m>0
[
A¯∗0A¯m ⊗ z(k − m) ⊕ A¯∗0B¯ ⊗ u(k)
] ⊕ A¯∗0v(k) , (10)
La siguiente etapa en la manipulacio´n de esta ecuacio´n tie-
ne como objetivo la obtencio´n de la forma matricial cano´nica, la
cual es obtenida extendiendo la dimensio´n del vector de estado.
Esta etapa es cla´sica en la teorı´a de sistemas y no sera´ nece-
sario describir los detalles aquı´, ver (Cohen et al., 1999). No
introducimos una nueva notacio´n para la dimensio´n del vector
de estado extendido, denotado por x.
Teorema 3.1. El comportamiento dina´mico del GET con tiem-
po ma´s ra´pido de funcionamiento es dado por el modelo lineal:
x(k) = A ⊗ x(k − 1) ⊕ B ⊗ u(k) , k ≥ 2 , (11)
con condicio´n inicial
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x(1) = B ⊗ u(1) ⊕ w ,
donde w es un vector que depende de los tiempos ωi(k) de evo-
lucio´n de las marcas iniciales, (ver (9)). Las matrices A ∈ Rn×nmax
y B ∈ Rn×qmax, x(k) ∈ Rnmax es el vector de estado, u(k) ∈ Rqmax es
el vector de entrada de control, ambos deﬁnidos para k ≥ 1.
3.2. Condiciones iniciales admisibles para grafos de eventos
temporizados
Como vimos en la parte previa, cada evolucio´n posible de
un GET satisface el sistema lineal (11), pero la inversa no es
necesariamente cierta. Nosotros estamos interesados en que el
comportamiento dina´mico del GET coincida con las soluciones
no decrecientes del sistema (1). Para ello es necesario tomar en
cuenta las condiciones iniciales apropiadas, puesto que puede
ocurrir que a partir de un estado inicial y una entrada de con-
trol no decreciente, la secuencia x(k) resulte ser decreciente. A
continuacio´n, proveemos una caracterizacio´n geome´trica de las
condiciones iniciales admisible de sistemas lineales max plus.
Deﬁnicio´n 3.1. Dado el sistema (11) sobre Rnmax, diremos que
la condicio´n inicial w es admisible, si para toda secuencia de
entrada no decreciente u(k), el estado x(k) es no decreciente
tambie´n.
Teorema 3.2. Dado el sistema (11) sobre Rnmax, el conjunto de
condiciones iniciales admisibles,W es deﬁnido por
W = {w ∈ R+ nmax | Aw ≥ w} , (12)
donde R+ nmax := R
+ ∪ {−∞}.
Demostracio´n. Queremos caracterizar el conjunto de condicio-
nes iniciales w, las cuales conduzcan a soluciones no decrecien-
tes, esto es, x(k + 1) ≥ x(k) = Ax(k − 1) ⊕ Bu(k), para k ≥ 1 y
toda entrada de control u no decreciente.
Supongamos que w es una condicio´n inicial admisible, lue-
go en particular se cumple que la solucio´n correspondiente a
la entrada de control u(k) = −∞, es no decreciente y esta so-
lucio´n se escribe x(1) = w, x(2) = Ax(1) = Aw, · · · , y como
x(k + 1) ≥ x(k) para k ≥ 1, se tiene que x(2) = Aw ≥ x(1) = w,
por tanto Aw ≥ w.
Reciprocamente, sea w ∈ W, luego Aw ≥ w, y en conse-
cuencia para toda entrada de control u no decreciente se cumple
en particular que u(2) ≥ u(1), ası´ Bu(2) ≥ Bu(1), y por tanto
x(2) = Ax(1)⊕ Bu(2) = A(Bu(1)⊕w)⊕ Bu(2) = ABu(1)⊕Aw⊕
Bu(2) ≥ Aw⊕ Bu(2) ≥ w⊕ Bu(1) = x(1), en forma ma´s general
tenemos:
x(k + 1) = Ax(k) ⊕ Bu(k + 1) = Akw ⊕
k+1⊕
i=1
Ak+1−iBu(i) ,
como Aw ≥ w, se tiene que Akw ≥ Ak−1w, y por tanto para toda
entrada de control u(k) no decreciente se cumple lo siguiente:
x(k + 1) ≥ Ak−1w ⊕
k+1⊕
i=1
Ak+1−iBu(i) ,
≥ Ak−1w ⊕
k+1⊕
i=2
Ak+1−iBu(i) ,
≥ Ak−1w ⊕
k+1⊕
i=2
Ak−iBu(i − 1) , u(i) ≥ u(i − 1) ,
= Ak−1w ⊕
k⊕
i=1
Ak−iBu(i) ,
= x(k) . 
Por tanto, las evoluciones posible de un GET coinciden exac-
tamente con las trayectorias del sistema lineal (1) enRmax cuan-
do el conjunto de condiciones iniciales es limitado a satisfacer
la condicio´n w ∈ W. Esta caracterizacio´n sera´ tomada en cuen-
ta en la Proposicio´n 4.2 y el Corolario 4.3.
4. Problema de control con restricciones temporales
En esta seccio´n el problema de control es presentado y pro-
ponemos condiciones suﬁcientes para la existencia y el ca´lculo
de un controlador.
4.1. Restricciones Temporales
Las temporizaciones asociadas con nodos lugares en un GET
corresponden a un tiempo mı´nimo de espera de las marcas en
el nodo lugar. Sin embargo, las marcas pueden permanecer ma´s
del tiempo mı´nimo en el nodo lugar. Para un nodo lugar con res-
triccio´n de tiempo, un tiempo de estadı´a ma´ximo es ﬁjado. Esta
limitacio´n de un tiempo ma´ximo de estadı´a aparece como una
restriccio´n adicional que debe ser respetada. Por tanto, un inter-
valo de tiempo [τz, τmaxz ] es asociado a este nodo lugar, donde
τz es el tiempo mı´nimo de estadı´a y τmaxz es el tiempo ma´ximo,
(ver Fig. 1).
tz tz′pz
mz
[τz , τ
max
z ]
Figura 1: Restriccio´n Temporal
Esta restriccio´n de tiempo es expresada por la siguiente de-
sigualdad:
xz′ (k) ≤ τmaxz ⊗ xz(k − mz), ∀k > mz . (13)
Deﬁnicio´n 4.1. Dado un GET modelado por el sistema max
plus lineal (1), y sujeto a un conjunto de restricciones tempora-
les, se deﬁne la matriz C ∈ Rn×nmax asociada a estas restricciones
por:
Czz′ =
⎧⎪⎨⎪⎩−τmaxz si hay una restriccio´n temporal entre tz y t
′
z ,
 en otro caso.
(14)
Tomando en cuenta la Proposicio´n 2.1, se cumple el si-
guiente corolario.
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Corolario 4.1. El conjunto de vectores de estados que satisfa-
cen las restricciones temporales con mz = 0, es igual al cono
max plus deﬁnido por la imagen de la estrella de Kleene de
la matriz C, ImC∗, cuando C∗ exista. Esto es ImC∗ = {x ∈
R
n
max |C ⊗ x ≤ x}.
4.2. Problema de control
Consideremos un GET sin circuitos sin marcas iniciales,
con q nodos transiciones fuentes, denotados tui , i = 1, · · · , q,
(q ≥ 1) y con Z nodos lugares con restricciones temporales.
Estos nodos lugares son denotados por pzi , para i = 1, · · · ,Z.
Para cada nodo lugar pzi , denotemos mzi , τzi y τ
max
zi la marca-
cio´n inicial y los retardos mı´nimo y ma´ximo, respectivamente.
Adema´s tzi y tz′i denotan respectivamente el nodo transicio´n de
entrada y el nodo transicio´n de salida del nodo lugar pzi , para
i = 1, · · · ,Z. Sean xzi y xz′i los tiempos de disparo correspon-
dientes a los nodos transiciones tzi y tz′i respectivamente, y sea
mαi la marcacio´n acumulada a lo largo del camino αi, deﬁnido
desde algu´n nodo transicio´n de entrada hasta el nodo transicio´n
tzi .
Supongamos que todos los nodos lugares con restricciones
temporales tienen marcacio´n inicial igual a cero, esto es, mzi =
0 para todo i = 1, · · · ,Z . Luego las restricciones temporales
sera´n expresadas como sigue;
xz′i (k) ≤ τ
max
zi ⊗ xzi (k) , k ≥ 1. (15)
El comportamiento dina´mico del GET es expresado por el
modelo max plus lineal:
x(k) = A ⊗ x(k − 1) ⊕ B ⊗ u(k) , para k ≥ 2. (16)
con condiciones iniciales x(1) = Bu(1) ⊕ w, donde A ∈ Rn×nmax y
B ∈ Rn×qmax, x(k) ∈ Rnmax es el vector de estado, u(k) ∈ Rqmax es
el vector de entrada de control, ambos deﬁnidos para k ≥ 1, y
w es un vector que depende de los tiempos de evolucio´n de las
marcas iniciales. Asumimos que las condiciones iniciales son
admisibles, esto es w ∈ W, dondeW es deﬁnido por (12).
Deﬁnamos el cono max plus:
D = {v ∈ Rqmax |CBv ≤ Bv} . (17)
Note que D es no vacı´o, ya que contiene al menos la solu-
cio´n trivial.
Bajo las condiciones anteriores, nuestro problema de con-
trol se deﬁne como sigue. Dado el sistema max plus lineal (16),
y un conjunto de restricciones temporales de la forma (15), bus-
camos una ley de control que asegure que el estado del siste-
ma evoluciona satisfaciendo la condicio´n C ⊗ x(k) ≤ x(k) para
k ≥ 1.
Inspirados por el caso de sistemas sobre cuerpos, y siguien-
do la literatura sobre sistemas sobre semi-anillos, el enfoque
propuesto consiste en buscar una ley de control por retroali-
mentacio´n de estado, deﬁnida en te´rminos de una matriz F con
la relacio´n u(k) = Fx(k−1) para k ≥ 2, y para k = 1, al contrario
de sistemas sobre un cuerpo, esta relacio´n debe ser completada
para deﬁnir el valor inicial del control, u(1), tal que garantice
que x(k) ∈ ImC∗ para k ≥ 1.
Con este control, usando la ecuacio´n (16), el sistema en lazo
cerrado se expresa como:
x(k) = (A ⊕ B ⊗ F) ⊗ x(k − 1), ∀k ≥ 2 , (18)
con x(1) = B ⊗ u(1) ⊕ w .
Para abordar nuestro problema requerimos de los siguientes
fundamentos.
Proposicio´n 4.1. Dadas dos matrices A ∈ Rn×nmax y B ∈ Rn×qmax, y
un cono max plus de Rnmax, deﬁnido por la imagen de la estre-
lla de Kleene de una matriz C. Los siguientes enunciados son
equivalentes:
(i) ImA ⊂ ImC∗  ImB ,
(ii) Existe F ∈ Rq×nmax tal que Im (A ⊕ B ⊗ F) ⊂ ImC∗ ,
(iii) Existe F ∈ Rq×nmax tal que C ⊗ (A ⊕ B ⊗ F) ≤ A ⊕ B ⊗ F .
Demostracio´n. Sea {e1, · · · , en} la base cano´nica de Rnmax y C ∈
R
n×n
max la matriz dada que deﬁne a ImC
∗. Supongamos que ImA ⊂
ImC∗  ImB, luego Aei ∈ ImC∗  ImB, por lo que existe
b ∈ ImB tal que Aei ⊕ b ∈ ImC∗, lo que signiﬁca que para
i = 1, · · · , n, existen vectores ui ∈ Rqmax tal que Aei ⊕ Bui ∈
ImC∗. Luego deﬁniendo una retroalimentacio´n de estado F por
F⊗ei = ui se garantiza que Im (A⊕B⊗F) ⊂ ImC∗. Claramente
(ii) implica (iii) por Proposicio´n 2.1. Finalmente si existe F tal
queC⊗(A⊕B⊗F)ei ≤ (A⊕B⊗F)ei, se sigue que existe b = BFei
tal que Aei ⊕ b ∈ ImC∗, y en consecuencia Aei ∈ ImC∗  ImB,
con lo cual se concluye la prueba.

La Proposicio´n 4.1 permite, para los cono max plus deﬁ-
nidos por la imagen de la estrella de Kleene de una matriz C,
estudiar propiedades geome´tricas que implican las propiedades
de (A,B)-invarianza e invarianza por retroalimentacio´n de es-
tado. Esta clase particular de conos max plus, aparece como
la especiﬁcacio´n dada para el espacio de estado de un sistema
de la forma (16), y si estos conos max plus satisfacen las pro-
piedades equivalentes de la Proposicio´n 4.1, entonces, desde el
punto de vista dina´mico se tiene que a partir de cualquier estado
del sistema, es posible encontrar una ley de control por retro-
alimentacio´n de estado que garantice que la trayectoria en lazo
cerrado del sistema se mantenga incluida en el cono max plus,
lo cual resulta u´til en muchos problemas pra´cticos.
Entonces una solucio´n a nuestro problema de control existe
si y so´lo si la desigualdad C(A ⊕ BF)x(k) ≤ (A ⊕ BF)x(k) se
satisface para k ≥ 1, esto es Cx(k + 1) ≤ x(k + 1); y adema´s la
condicio´n inicial x(1) esta en ImC∗. Por tanto, podemos obte-
ner condiciones que aseguren la existencia y el ca´lculo de una
solucio´n siC⊗(A⊕B⊗F) ≤ A⊕B⊗F se cumple y x(1) ∈ ImC∗.
El lema siguiente nos permitira´ demostrar nuestro resultado
principal.
Deﬁnicio´n 4.2. Diremos que las restricciones temporales son
admisibles al control si toda ﬁla nula de la matriz B, implica
que la ﬁla correspondiente de la matriz C es nula.
Esta deﬁnicio´n equivale a decir que para cada restriccio´n
temporal i = 1, · · · ,Z, existe un li ∈ q¯ tal que Bzili  .
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Lema 4.1. Si las restricciones temporales son admisibles al
control, siempre es posible encontrar una matriz F tal que se
cumpla CA ≤ BF.
Demostracio´n. Esta propiedad se debe al hecho de que si las
restricciones temporales son admisibles al control, existe para
cada i = 1, · · · ,Z, un li ∈ q¯ tal que Bzili  , y por tanto se puede
escoger Flir ≥ Az′i r − τmaxzi − Bzili tal que (CA)zir ≤ (BF)zir. En
efecto:
(BF)zir ≥
q⊕
k=1
BzikFkr ≥ Bzili Flir,
≥ Bzili + Az′i r − τ
max
zi − Bzili = Az′i r − τ
max
zi ,
= (CA)zir. 
En el siguiente teorema damos condiciones para la existen-
cia de una ley de control por retroalimentacio´n de estado que
asegura la satisfacio´n de las restricciones temporales deﬁnidas
por (15).
Teorema 4.1. Dado el cono max plus D deﬁnido por (17). Si
las restricciones temporales son admisibles al control y existe
v ∈ D tal que sup(v) = q¯, entonces, existe una matriz F ∈ Rq×nmax
tal que Im (A ⊕ BF) ⊂ ImC∗.
Demostracio´n. Para probar el teorema, debido a la Proposicio´n
4.1, es suﬁciente mostrar que existe una matriz F ∈ Rq×nmax tal
que las siguientes desigualdades se cumplen,
CA ≤ BF y CBF ≤ BF. (19)
En efecto, note en primer lugar que si existe v en D, se sigue
que CBv ≤ Bv se satisface.
Por otro lado, debido al Lema 4.1, es posible encontrar una
matriz F tal que CA ≤ BF, con Flir ≥ Az′i r − τmaxzi − Bzili .
Adema´s como todos los elementos del vector solucio´n v son no
nulos, en particular vli es no nulo, tenemos que existe α tal que
α+vli ≥ Az′i r−τmaxzi −Bzili . Luego, podemos escoger Fkr = αr+vk
con αli ≥ Az′i r − τmaxzi − Bzili − vli , tal que las desigualdades ex-
presadas en (19) se cumplan, con lo cual concluye la prueba.

Observacio´n 4.1. Note que la prueba que precede es usada
para construir una matriz de control F no nula tal que sus vec-
tores columnas veriﬁquen:⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Bz′1
...
Bz′Z
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦⊗
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
F1r
...
Fqr
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦⊕
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Az′1r
...
Az′Zr
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ ≤
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
τmaxz1 ⊗ Bz1
...
τmaxzZ ⊗ BzZ
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦⊗
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
F1r
...
Fqr
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ . (20)
La matriz F puede contener algunas columnas nulas, ya que
el vector nulo, tambie´n satisface (20). Este hecho se puede pre-
sentar por ejemplo, cuando Az′i r = , para toda i = 1, · · · ,Z,
luego Fr = .
La condicio´nC(A⊕BF) ≤ A⊕BF permite constatar que una
retroalimentacio´n de estado adecuado para que x(k) se manten-
ga en ImC∗, para k ≥ 2 puede ser tal que satisfaga (20), eviden-
temente la solucio´n F no es necesariamente u´nica, debido a que
(20) deﬁne un poliedro max plus. Un sistema de generadores
para este conjunto solucio´n, puede ser explı´citamente calcula-
do usando el procedimiento descrito en la seccio´n 2.3, debido a
(Allamigeon et al, 2010), y en consecuencia siempre es posible
conocer todas las leyes de control que pueden ser aplicadas para
satisfacer las restricciones temporales para k ≥ 2.
Adema´s, si bien es cierto que la solucio´n particular F en-
contrada en el Teorema 4.1, no es o´ptima desde el punto de vista
pra´ctico, puesto que la matriz F posee columnas con todas las
entradas no nulas, es posible a partir de un sistema generador
de (20), construir otras soluciones ma´s sencillas que permitan
sintetizar la ley de control considerando criterios adicionales.
Una solucio´n posiblemente ma´s sencilla a realizar es tal que ca-
da columna Fr tenga a lo ma´s una entrada no nula, este hecho
es posible, si para los i tales que Az′i r  , las ﬁlas de la matriz
B asociadas a los nodos transiciones de entrada de las restric-
ciones i, satisfacen que la componente Bzil es no nula, luego se
tendrı´a que Flr   y Fkr =  en cualquier otro caso. Una pro-
piedad muy importante en aplicaciones es la causalidad de la
ley de control, que permite su implementacio´n en linea.
Deﬁnicio´n 4.3. Se dice que una matriz F es causal si F ∈
(R+ ∪ {−∞})q×n.
Corolario 4.2. Bajo las condiciones del Teorema 4.1, se puede
escoger la matriz F en el conjunto de matrices causales tal que
Im (A ⊕ BF) ⊂ ImC∗ se cumpla.
Por otro lado, se puede ver que las condiciones del Teorema
4.1, son suﬁcientes para la existencia de un control que garan-
tice la satisfacio´n de las restricciones expresadas en (15), para
k ≥ 2. Para el disparo inicial, k = 1, se debe completar la ley
de control de tal que la condicio´n inicial x(1) este en ImC∗,
considerando un vector u(1) que satisfaga (21)-(22), esto es;
q⊕
k=1
Bz′i kuk(1) ≤
q⊕
k=1
τmaxzi ⊗ Bzikuk(1) , (21)
wz′i ≤
q⊕
k=1
τmaxzi ⊗ Bzikuk(1) . (22)
La existencia de esta ley de control viene en parte de las hipo´te-
sis del Teorema 4.1 como veremos en la siguiente proposicio´n,
y adema´s se muestra que la condicio´n inicial x(1) esta en el
cono max plus ImC∗, independientemente del vector w tomado
en el conjunto de condiciones iniciales admisibles deﬁnido en
(12).
Proposicio´n 4.2. Si las hipo´tesis del Teorema 4.1 son satisfe-
chas y adema´s las condiciones iniciales son admisibles, enton-
ces x(1) ∈ ImC∗.
Demostracio´n. En efecto, supongamos que las hipo´tesis del Teo-
rema 4.1 se cumplen, luego existe una matriz F ∈ Rq×nmax tal que
(19) se satisface, ası´ para cualquier vector w se cumple desde
(19) que CAw ≤ BFw y CBFw ≤ BFw, tomando u(1) = Fw
tenemos CAw ≤ Bu(1) y CBu(1) ≤ Bu(1). Adema´s, consi-
derando que las condiciones iniciales son admisibles, esto es
Aw ≥ w, se tiene que Cw ≤ CAw ≤ Bu(1). Ası´ se concluye que
Cx(1) = C(Bu(1) ⊕ w) = Cw ⊕CBu(1) ≤ Bu(1) ≤ Bu(1) ⊕ w =
x(1), y por tanto x(1) ∈ ImC∗. 
En conclusio´n, la Proposicio´n 4.2 complementa el Teorema
4.1, y hemos llegado a una solucio´n completa del problema de
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invarianza que procede de las restricciones temporales impues-
tas a un sistema dina´mico max plus lineal.
Corolario 4.3. Si las hipo´tesis del Teorema 4.1 son satisfechas
y adema´s las condiciones iniciales son admisibles, entonces
existe una retroalimentacio´n de estado deﬁnida por u(k) = Fx(k−
1), k ≥ 2, y u(1) = Fw, tal que el estado del sistema en lazo
cerrado satisface las restricciones, x(k) ∈ ImC∗, para k ≥ 1.
5. Aplicacio´n a casos de estudio
Para ilustrar una aplicacio´n del enfoque propuesto en este
artı´culo, presentamos dos casos de estudio. El primer caso de
corte acade´mico para describir el me´todo y un segundo donde
el me´todo propuesto es aplicado a un proceso de la industria de
semiconductores.
5.1. Primer caso
Consideremos el GET de la ﬁgura 2, tomado de (Amari,
2012). Este grafo contiene dos nodos transiciones fuentes mo-
delando los controles u1(k) y u2(k) respectivamente. Dos res-
tricciones temporales adicionales son ası´gnadas a los nodos lu-
gares p1 y p2 de este grafo, y son expresadas respectivamente
por las desigualdades x2(k) ≤ 1 ⊗ x1(k) y x3(k) ≤ 1 ⊗ x2(k).
t1 t2
[1, 1]
t3
[1, 1]
t4tu1
0 3
tu2
0
0 0 1
1
t5
Figura 2: GET con dos restricciones temporales en p1 y p2.
Estamos interesados en calcular una matriz de control F ∈
R
2×5
max tal que garantice que los estados del sistema en lazo cerra-
do evolucionan satisfaciendo el conjunto de restricciones tem-
porales resumidas en el cono max plus ImC∗, esto es x(k) ∈
ImC∗, para k ≥ 2, y adema´s describir el conjunto de condi-
ciones iniciales admisibles tal que x(1) ∈ ImC∗. La matriz
C ∈ R5×5max es la matriz asociada a las restricciones temporales
satisfaciendo que C12 = C23 = −1 y C ji =  en cualquier otro
caso, y la ecuacio´n de estado asociada con este GET es:
x(k)=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
    e
  1  1
  2 1 2
  5 4 5
    
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⊗ x(k − 1) ⊕
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
e 
1 e
2 1
5 4
 
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⊗ u(k) . (23)
Note que las restricciones temporales son admisibles al con-
trol, ya que existen B1r   y B2r  , ver Deﬁnicio´n 4.2, luego
debido al Teorema 4.1, la existencia de una matriz F tal que
la propiedad deseada Im (A ⊕ BF) ⊂ ImC∗ se satisfaga, se ga-
rantiza si adema´s, el cono max plusD, deﬁnido a continuacio´n
posee una solucio´n u tal que sup(u) = 2¯.[
1 e
2 1
]
⊗ v ≤
[
1 
2 1
]
⊗ v . (24)
En efecto, aplicando el Me´todo de doble descripcio´n tropi-
cal (Allamigeon, 2010), obtenemos para el cono max plusD el
sistema generador G = {e1, (e 1)T }, ası´ todo elemento de D es
generado por los elementos deG y por tanto existe por lo menos
u = (e 1)T en D tal que sup(u) = 2¯. Por tanto, existe F tal que
la propiedad deseada se cumple, y cada columna de la matriz F
satisface:[
1 e
2 1
] [
F1r
F2r
]
⊕
[
A2r
A3r
]
≤
[
1 
2 1
] [
F1r
F2r
]
. (25)
Para calcular F, primero para cada r, construimos el polie-
dro tropical Pr deﬁnido como el conjunto solucio´n de (25), lue-
go, podemos representar Pr como proyecciones de conos max
plus deR2+1max, debido a la Deﬁnicio´n 2.3. El cono homogenizado
asociado a Pr, es denotado por P̂r y deﬁnido como el conjunto
solucio´n de:[
1 e A2r
2 1 A3r
] ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
z1
z2
z3
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ ≤
[
1  
2 1 
] ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
z1
z2
z3
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ . (26)
Para construir la matriz F si bien es cierto que basta con
conocer por lo menos un elemento de cada Pr, nosotros sere-
mos algo ma´s generales, y para ello buscaremos un sistema de
generadores del cono max plus P̂r, ya que a partir de este siste-
ma podemos encontrar un sistema de generadores del poliedro
max plus Pr, y en consecuencia podemos conocer todas las po-
sibles leyes de control que pueden ser aplicadas para satisfacer
las restricciones temporales.
Note que las componentes Ai1 y Ai2 son todas nulas para i =
2, 3, luego basta tomar las columnas F1 = F2 = , ver Observa-
cio´n 4.1. Para r = 3, P3 = co({(e )T })⊕cone({(e )T , (e 1)T }),
(ver Ejemplo 2.1). Luego podemos tomar F3 = (e )T .
Para r = 4, consideremos el sistema (25) y el sistema ho-
mege´neo asociado, donde A24 =  y A34 = 1. Resolviendo
la primera desigualdad del sistema homoge´neo, un sistema de
generadores para este es G = {(e  )T , (  e)T , (e 1 )T }.
Multiplicando a la derecha y a la izquierda la segunda desigual-
dad por la matriz G (G es la matriz cuyas columnas son los
vectores del sistema G), obtenemos la desigualdad (2 1 2)y ≤
(2  2)y, la cual tiene como un sistema de generadores a H =
{e1, e3, (1 2 )T , ( 2 1)T }. Los vectores Gh1, Gh2 y Gh3 forman
un sistema de generadores del conjunto solucio´n del sistema
homoge´neo, {e1, (e 1 )T , (1  2)T , (1 2 2)T }.
Por tanto P4 = co({(−1 )T , (−1 e)T })⊕ cone({(e )T , (e 1)T }).
Un criterio que se puede tomar en cuenta para la eleccio´n de
un elemento de P4, es que la matriz F sea causal, ver Corolario
4.2. Ası´ que tomaremos F4 = (e )T ⊕ (−1 )T = (e )T . (Otras
opciones simples pueden ser F4 = (e )T ⊕ (−1 e)T = (e e)T
o F4 = (e 1)T ⊕ (−1 )T = (e 1)T ), la eleccio´n dependera´ de
los criterios adicionales considerados para sintetizar la ley de
control. Para r = 5, se procede como antes y se tiene que P5 =
co({(e )T }) ⊕ cone({(e )T , (e 1)T }). Luego podemos tomar
F5 = (e )T .
Por tanto, una matriz de control F que satisfaga que la tra-
yectoria del sistema en lazo cerrado se mantenga en ImC∗ para
k ≥ 2 es dada por:
F =
[
  e e e
    
]
. (27)
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Falta ahora encontrar una ley de control u(1) tal que x(1) ∈
ImC∗, para ello debido al Proposicio´n 4.2, es necesario que
x(1) = Bu(1) ⊕ w satisfaga la condicio´n w ≤ Aw. Aplicando
nuevamente el Me´todo de doble descripcio´n tropical al sistema
Iw ≤ Aw, encontramos que un sistema generador para este, es
G = {e3, e4, ( 1 e  )T }. Luego,
W = {w |w ≤ Aw} = cone(G) ∩ R+ 5max.
Note que e4  ImC∗.
Para que la condicio´n inicial x(1) este en ImC∗, basta tomar
u(1) = Fw, con w ∈ W, ver demostracio´n de Proposicio´n 4.2,
luego el control obtenido usando w = e4 es u(1) = e1, y en este
caso la condicio´n inicial es x(1) = (e 1 2 5 )T , y por tanto
x(1) ∈ ImC∗, luego la evolucio´n del sistema asociada a esta
condicio´n inicial y a la secuencia de controles no decreciente
u(1) = (e )T , u(2) = (5 )T , u(3) = (10 )T , · · · , es dada por:⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
e
1
2
5

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
5
6
7
10

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
10
11
12
15

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
15
16
17
20

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
· · · , (28)
la cual claramente satisface las restricciones impuestas al siste-
ma.
Si un control no es aplicado, tenemos la siguiente trayecto-
ria del sistema comenzando en el mismo estado inicial:⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
e
1
2
5

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

3
6
9

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

6
10
13

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, . . .
la cual no satisface las restricciones impuestas al sistema, por
ejemplo la restriccio´n 1 jama´s puede ser satisfecha para cual-
quier τmax1 .
Observacio´n 5.1. La retroalimentacio´n de estado obtenida ba-
jo este enfoque diﬁere de la matriz de control encontrada en
(Amari, 2012) para este mismo ejemplo, la cual es:
F =
[
  e e e
   e 
]
.
Desde el punto de vista pra´ctico podrı´a resultar ma´s sencillo
implementar el control obtenido en nuestros resultados, ya que
tiene menos elementos no nulos.
5.2. Control de robots en cluster-tools
Consideremos el GET de la ﬁgura 3, el cual es una varia-
cio´n del ejemplo tratado en (Atto, 2011). Este GET representa
el comportamiento de un cluster tool equipado con un brazo
u´nico, herramienta de uso frecuente en la industria de semicon-
ductores. El cluster tool es un dispositivo integrado de proce-
samiento de obleas de silicio, que consiste de varios mo´dulos
de procesamiento, un robot de manipulacio´n, y un almace´n pa-
ra la carga y descarga de obleas de silicio. En este ejemplo, las
obleas de silicio son procesadas en dos etapas, el cluster tool
tiene tres PMs, dos son dedicados a la primera etapa y el ter-
cero a la segunda etapa, ver (N. Wu et al., , 2008). El cluster
μ2λλ0
τ1 λ2μ
τ2
μ
μ
λ2μ2
λ2μ2μ
2λλ0
τ1 λ2μ
τ2
x2
u
x1
u
x3
u
x4
u
x1
x2 x3 x4 x5
x6
x7
x8 x9 x10 x11 x12
Figura 3: GET con 4 restricciones temporales en p2, p5, p8 y p11.
tool tiene restricciones estrictas sobre el tiempo de residencia
que una oblea de silicio puede permanecer en una PM. Despu´es
que una oblea de silicio es procesada, esta deberı´a ser descarga-
da con un tiempo limitado. De lo contrario, su superﬁcie sufre
severos problemas de calidad.
El comportamiento dina´mico del GET es dado por la ecua-
cio´n de estados (16), donde x(k)= (x1(k), . . . , x12(k))T es el vec-
tor de estado, u(k)= (u1(k), . . . , u4(k))T es el vector de control,
la matrice A satisface que todas sus columnas Aj son nulas sal-
vo las columnas A4 y A7 : A4= (28 28 228 250 e 79 153  103
125 125 204)T y A7 = (  254 26   179 e 129 151 151 )T ,
y la matriz B es como sigue,
B =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
   
e   
129 228 254 103
151 250 276 125
 e  
 79  
 153 179 
  e 
 103 129 
 125 151 
 125 151 e
 204 230 79
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Cuatro restricciones temporales adicionales son ası´gnadas
a los nodos lugares p2, p5, p8 y p11 de este grafo. En el nodo
lugar pi con i = 2, 8, una oblea de silicio comienza a ser proce-
sada (etapa 1) y espera. El tiempo de permanencia en la PM no
puede superar τmax1 . En el nodo lugar pi con i = 5, 11, se lleva a
cabo la etapa 2, la cual no puede superar el tiempo τmax2 . Estas
restricciones son expresadas respectivamente por la siguientes
desigualdades:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
i = 1: es asociada a la restriccio´n x3(k) ≤ τmax1 ⊗ x2(k),
i = 2: es asociada a la restriccio´n x6(k) ≤ τmax2 ⊗ x5(k),
i = 3: es asociada a la restriccio´n x9(k) ≤ τmax3 ⊗ x8(k),
i = 4: es asociada a la restriccio´n x12(k) ≤ τmax4 ⊗ x11(k),
(29)
donde τmax1 = τ
max
3 = 149 y τ
max
2 = τ
max
4 = 94.
Note que las restricciones temporales son admisibles al con-
trol, ver Deﬁnicio´n 4.2. Ası´ como en el caso anterior, nuestro
intere´s es calcular una matriz de control F ∈ R4×12max tal que ga-
rantice que los estados del sistema en lazo cerrado evolucionen
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satisfaciendo las retricciones (29), resumidas en el cono max
plus ImC∗, esto es x(k) ∈ ImC∗, para k ≥ 2, y adema´s des-
cribir el conjunto de condiciones iniciales admisibles tal que
satisfagan que x(1) ∈ ImC∗. La matriz C ∈ R12×12max es la ma-
triz asociada a las restricciones temporales satisfaciendo que
C23 = C89 = −149, C56 = C11,12 = −94 y C ji =  en cualquier
otro caso.
La existencia de una matriz F ∈ R4×12max tal que la propiedad
deseada Im (A⊕BF) ⊂ ImC∗ se veriﬁque, se debe a que adema´s
el cono max plusD, deﬁnido por:⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
129 228 254 103
 79  
 103 129 
 204 230 79
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦⊗v≤
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
149   
 94  
  149 
 219 245 94
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦⊗v ,
posee una solucio´n v tal que sup(v) = 4¯. En efecto, aplicando el
Me´todo de doble descripcio´n tropical (Allamigeon, 2010), un
sistema generador para el conjunto solucio´nD es:
{e1, (254  149 )T , (103   149)T , (506 298 401 )T },
luego, existe por ejemplo v = (506 298 401 149) en D tal
que sup(v) = 4¯.
Ası´, existe F tal que la propiedad deseada se cumple y cada
columna de F satisface lo siguiente:⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
129 228 254 103
 79  
 103 129 
 204 230 79
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
F1r
F2r
F3r
F4r
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ ⊕
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A3r
A6r
A9r
A12,r
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ ≤
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
149   
 94  
  149 
 219 245 94
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
F1r
F2r
F3r
F4r
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ .
(30)
Para calcular F, primero para cada r, consideraremos el po-
liedro tropical Pr deﬁnido como el conjunto solucio´n de (30),
luego, podemos representarPr como proyecciones de conos po-
lie´dricos max plus de R4+1max, debido a la Deﬁnicio´n 2.3. Luego,
el cono homogenizado asociado a Pr, es denotado por P̂r y de-
ﬁnido como el conjunto solucio´n de (31).
Como vimos antes, si encontramos un sistema de genera-
dores del cono max plus P̂r, podemos encontrar un sistema de
generadores del poliedro max plus Pr, y en consecuencia po-
demos conocer todas las posibles leyes de control que pueden
ser aplicadas para satisfacer que la condicio´n x(k) ∈ ImC∗, para
k ≥ 2. ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
129 228 254 103 A3r
 79   A6r
 103 129  A9r
 204 230 79 A12,r
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
z1
z2
z3
z4
z5
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
≤
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
149    
 94   
  149  
 219 245 94 
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
z1
z2
z3
z4
z5
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
(31)
Note que en la columna r, r = 1, 2, 3, 5, 6, 8, 9, 10, 11, 12,
las componentes Air son nulas para i = 1, · · · , 4, ası´ que basta
tomar Fr =  es estos casos, ver Observacio´n 4.1.
Para r = 4, consideremos el sistema de desigualdades (31)
y el sistema homege´neo asociado, donde A34 = 228, A64 =
79, A94 = 103 y A12,4 = 204. Un sistema de generadores del
conjunto solucio´n del sistema homoge´neo es:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
e1,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
e

−105


⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−46


e

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
e
−79
−125


⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
e
−94
−125

−79
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎭
.
Por tanto,P4 = co({ (79 −15 −46 )T }) ⊕ cone({ e1, (−46 
 e)T , (e  − 105 )T , (e − 79 − 125 )T }). Considerando
como criterio adicional que la matriz F sea causal, podemos
tomar F4 = (79 − 15 − 46 )T ⊕ 125 ⊗ (e − 79 − 125 )T =
(125 46 e )T .
Para r = 7, se procede como antes y se tiene que P7 =
co({(105  − 15 )T , (105  − 20 136)T , (105 11 − 15 )T })⊕
cone({e1, (e  − 105 )T , (−46   e)T , (e − 79 − 125 )T }).
Luego podemos tomar F7 = (105  e )T
Por tanto, una matriz de control F que satisfaga las restric-
ciones temporales para k ≥ 2 es dada por:
F =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
   125   105     
. . . 46 . .  . . . . .
. . . e . . e . . . . .
           
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ . (32)
Ahora encontremos el conjunto de condiciones iniciales ad-
misibles tal que x(1) ∈ ImC∗. Como la condicio´n inicial x(1)
esta´ en ImC∗ independientemente del w elegido, siempre que
w satisfaga: w ≤ Aw y w ∈ R+ 12max , tomaremos w con todas sus
entradas iguales a e. (Aplicando nuevamente el Me´todo de do-
ble descripcio´n podemos encontrar un conjunto generador para
el sistema Iw ≤ Aw). Luego, una ley de control u(1) ∈ R4max
tal que la condicio´n inicial este en ImC∗ es u(1) = Fw =
(125 46 e ), en este caso x(1) = (e 125 274 296 46 125 199
e 149 171 171 250)T , la cual satisface las restricciones tempo-
rales, y por tanto esta en ImC∗. Luego, si el control F deﬁnido
por (32) es aplicado. La trayectoria x(k) del sistema asociada
a esta condicio´n inicial y a la secuencia de controles no decre-
ciente: ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
125
46
e

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ ,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
421
342
396

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ ,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
717
638
592

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ ,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1013
934
888

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ , · · · ,
obtenida en este caso es:⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
e
125
274
296
46
125
199
e
149
171
171
250
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
324
421
570
592
342
421
495
296
445
467
467
546
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
620
717
866
888
638
717
791
592
741
763
763
842
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
916
1013
1162
1184
934
1013
1087
888
1037
1059
1059
1138
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1212
1309
1458
1480
1230
1309
1383
1184
1333
1355
1355
1434
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, . . .
la cual claramente satisface las restricciones (29) impuestas al
sistema. Si un control no es aplicado, comenzando en el mismo
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estado inicial, tenemos la siguiente trayectoria:
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
e
125
274
296
46
125
199
e
149
171
171
250
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
324
324
524
546
296
375
449
219
399
421
421
500
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
574
574
754
796
546
625
699
449
649
671
671
750
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
824
824
1024
1046
796
875
949
699
899
921
921
1000
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, . . .
Note que a partir de la misma condicio´n inicial tomada en el
cono max plus ImC∗, se tiene que al evolucionar el sistema sin
un control, la trayectoria del mismo, no se mantiene dentro del
cono max plus que resume las restricciones temporales dados
por (29), por ejemplo la restriccio´n 1 no se satisface.
6. Conclusiones
En este artı´culo, el problema de control de grafos de even-
tos temporizados sujeto a restricciones temporales, fue trata-
do usando un enfoque geome´trico. Las restricciones temporales
impuestas al espacio de estado del sistema, se describieron en
el cono max plus deﬁnido por la imagen de la estrella de Kleene
de la matriz asociada a estas restricciones. En consecuencia, el
problema de determinar un control que fuerza la satisfaccio´n de
las restricciones temporales, se formula en te´rminos de la inva-
rianza de este cono. Establecimos condiciones suﬁcientes para
la existencia de una solucio´n a este problema. Nuestra propues-
ta permite el disen˜o de un control satisfactorio, de la forma de
una retroalimentacio´n esta´tica de estado. Podemos subrayar que
nuestra solucio´n toma en cuenta dos aspectos que son la inicia-
lizacio´n de la ley de control, y su causalidad, importantes para
su implementacio´n. Para ilustrar la aplicacio´n de este enfoque,
dos problemas de control fuero´n presentados.
English Summary
Control Problem in Max Plus Linear Model with Tem-
poral Constraints
Abstract
This article deals with the control of discrete event systems
subject to synchronization and delay phenomena, described by
a plus max linear model.The temporal constraints are imposed
on the state space of the system. These constraints are descri-
bed in the max plus cone deﬁned by the image of the Kleene
star of the matrix associated with the temporal constraints. In
consequence, the problem of determining a control that force
the satisfaction of time constraints, is formulated in terms of
the invariance of the cone. Suﬃcient conditions for the exis-
tence of a solution to this problem have been established. Our
approach allows the design of a satisfactory control of the form
of a static state feedback. We emphasize that our solution takes
into account two aspects which are the initialization of the con-
trol law, and its causality, important for its implementation. To
illustrate the application of this approach, two control problems
are presented.
Keywords:
Discrete Event Systems, Timed Event Graphs, Max Plus Al-
gebra, Temporal Constraints.
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