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INTEGRATION BY PARTS FORMULA FOR NON-PLURIPOLAR
PRODUCT
MINGCHEN XIA
Abstract. In this paper, we prove the integration by parts formula for the
non-pluripolar product on a compact Kähler manifold. Our result generalizes
the special case of potentials with small unbounded loci proved in [BEGZ10].
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1. Introduction
Let X be a compact Kähler manifold of dimension n. Let α be a big cohomology
class with a smooth representative θ. Let PSH(X, θ) be the space of θ-psh functions
on X . The mixed Monge–Ampère operator is defined in [BT82] for bounded poten-
tials and in [BEGZ10] for general potentials. The product constructed in [BEGZ10]
is called the non-pluripolar product.
It is nature and important to know if one can perform integration by parts for the
non-pluripolar product. For potentials with small unbounded loci in PSH(X, θ), one
can always reduce the problem to the classical Bedford–Taylor theory with certain
tricks and the integration by parts formula is proved in [BEGZ10] Theorem 1.14
for these potentials.
The general case is not yet proved in literature. We fill the gap in this paper.
Theorem 1.1. Let γi, ϕj , ψj ∈ PSH(X, θ) (j = 1, 2, i = 1, . . . , n − 1). Let u =
ϕ1 − ϕ2, v = ψ1 − ψ2. Assume that
[ϕ1] = [ϕ2], [ψ1] = [ψ2].
Then
(1.1)
∫
X
u ddcv ∧ θγ1 ∧ · · · ∧ θγn−1 =
∫
X
v ddcu ∧ θγ1 ∧ · · · ∧ θγn−1 .
See Theorem 2.7. By a simple polarization, one can also get a slightly more
general result, see Corollary 2.15.
Our approach is to apply a construction due to Witt Nyström. In [WN17], Witt
Nyström provided a construction that associates each potential ϕ ∈ PSH(X, θ) with
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potentials ΦN [ϕ] on X × P
N with small unbounded loci for each N ≥ 1. From the
explicit construction, one can show that the Monge–Ampère measures of ΦN [ϕ]
converge to the Monge–Ampère measure of ϕ in a proper sense. We study this
construction and show that one can reduce the integration by parts formula to the
special case using this construction.
As a corollary of our argument, we also get a formula that directly relates the
integrals in (1.1) to similar integrals on X × PN . See Corollary 2.14.
Acknowledgement. We would like to thank Tamás Darvas and Antonio Trusiani
for bringing this problem into our attention and for related discussions. We also
thank Antonio Trusiani for pointing out the lack of one assumption in the statement
of Theorem 2.2 in the first arXiv version of this paper.
2. Integration by parts
2.1. Notations. Let X be a compact Kähler manifold of dimension n. Let α be
a big class with smooth representative θ. Let Z be the complement of the ample
locus of α ([Bou04]). For each N ≥ 1, define
ΣN := {α ∈ R
N
≥0 : |α| ≤ 1},
where |α| is the sum of components of α.
For each N ≥ 1, we fix a basis Z0, . . . , ZN of H
0(PN ,O(1)). Let
H = HN := {Z0 = 0} ⊆ P
N .
On PN −H , define
za :=
Za
Z0
∈ Γ(PN −H,O), a = 1, . . . , N.
We will identify PN −H with CN via (z1, . . . , zN).
Let ωN be the Fubini–Study form on P
N , normalized so that∫
PN
ωNN = 1.
By abuse of notation, we denote the metric induced by ωN on O(1) by ωN . Take
C0 > 0 so that on P
N −H ,
(2.1) ωN = C0dd
c log |Z0|
2
ωN
.
For each N ≥ 1, let
XN := X × P
N .
Let πN1 , π
N
2 be the natural projections:
XN P
N
X
piN
1
piN
2
For simplicity, we denote πN∗2 ZA by ZA (A = 0, . . . , N), similar convention is used
for z1, . . . , zN . Similarly, we omit π
N∗
1 from our notations from time to time.
Let
θN =
(
πN1
)∗
θ +
(
πN2
)∗
ωN .
Note that [θN ] is a big class on XN .
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2.2. Potentials with small unbounded loci. For potentials ϕ1, . . . , ϕp ∈ PSH(X, θ)
(p ≤ n), the non-pluripolar product
θϕ1 ∧ · · · ∧ θϕp = 〈θϕ1 ∧ · · · ∧ θϕp〉
is a well-defined closed positive (p, p)-current on X ([BEGZ10] Proposition 1.6,
Theorem 1.8). For a detailed study of these products, see [BEGZ10].
Definition 2.1. We say ϕ ∈ PSH(X, θ) has small unbounded locus if there is a
closed pluripolar subset A ⊆ X , such that ϕ ∈ L∞loc(X −A).
Examples of potentials with small unbounded loci include potentials with min-
imal singularities. There exists model potentials having non-vanishing Lelong
number on a dense subset of X , and a fortiori not having small unbounded loci
([DDNL18] Section 4).
Proposition 2.1. Let ϕ1, . . . , ϕp ∈ PSH(X, θ) (p ≤ n) be potentials with small
unbounded loci. Let A ⊆ X be a closed pluripolar set, such that ϕj ∈ L
∞
loc(X − A)
for j = 1, . . . , p. Then
θϕ1 ∧ · · · ∧ θϕp = 1X−A θϕ1|X−A ∧ · · · ∧ θϕp|X−A .
On RHS, the product is the usual Bedford–Taylor product ([BT82]) on X−A, 1X−A
formally denotes the zero-extension to X.
See [BEGZ10] Page 204.
Technically Proposition 2.1 means that one can always reduce a local statement
about potentials with small unbounded loci to a corresponding statement about
locally bounded potentials, namely, to the Bedford–Taylor theory.
Theorem 2.2. Let p ≤ n. Let α0, . . . , αp be big classes on X with smooth repre-
sentatives θ0, . . . , θp.
Let W ⊆ X be an open subset. Let χ ∈ C∞0 (W ), χ ≥ 0. Let Θ be a fixed closed
positive (n− p, n− p)-current on W .
Let ϕkj , ϕj be θj-psh functions on W (j = 0, . . . , p and k ∈ Z>0). Let ψ
k, ψ be
θ0-psh functions on W . Assume that there is a closed pluripolar set S, such that
ϕkj , ψ
k are uniformly bounded on each compact subset of Suppχ− S. Assume that
ϕkj decreases to ϕj for any j and that ψ
k decreases to ψ. Assume furthermore that
ϕk0 − ψ
k is uniformly bounded on Suppχ− S. Finally assume that
χ θ1,ϕk
1
∧ · · · ∧ θp,ϕkp ∧Θ→ χ θ1,ϕ1 ∧ · · · ∧ θp,ϕp ∧Θ
weakly on W . Then
χ(ϕk0 − ψ
k) θ1,ϕk
1
∧ · · · ∧ θp,ϕkp ∧Θ→ χ(ϕ0 − ψ) θ1,ϕ1 ∧ · · · ∧ θp,ϕp ∧Θ
weakly as signed measures on W as k →∞.
Proof. The proof is almost identical to that of [DDNL18] Lemma 4.1. We need
[GZ17] Theorem 3.18 for the local convergence. 
Theorem 2.3. Let α1, . . . , αn be big classes on X with smooth representatives
θ1, . . . , θn. Let ϕ
k
j , ϕj ∈ PSH(X, θj) (j = 1, . . . , n and k ∈ Z>0). Assume that there
is a closed pluripolar set S, such that ϕkj are uniformly bounded on each compact
subset of X − S. Assume that ϕkj converges to ϕj in capacity for any j. Let f
k be
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a sequence of uniformly bounded quasi-continuous functions converging in capacity
to a bounded quasi-continuous function f on X. Finally assume that
θ1,ϕk
1
∧ · · · ∧ θn,ϕkn → θ1,ϕ1 ∧ · · · ∧ θn,ϕn
weakly on X. Then
fk θ1,ϕk
1
∧ · · · ∧ θn,ϕkn → f θ1,ϕ1 ∧ · · · ∧ θn,ϕn
weakly as k →∞.
Proof. The proof is almost identical to that of [DDNL18] Lemma 4.1. 
Remark 2.1. One can also state Theorem 2.3 in a local way as Theorem 2.2. We
do not need the local version of Theorem 2.3 in this paper.
Theorem 2.4 ([BEGZ10] Theorem 1.14). Let ϕ1, ϕ2, ψ1, ψ2 ∈ PSH(X, θ). Assume
that all four potentials have small unbounded loci. Let u = ϕ1 − ϕ2, v = ψ1 − ψ2.
Let Θ be a closed positive (n− 1, n− 1)-current on X. Assume that u, v ∈ L∞(X).
Then ∫
X
u ddcv ∧Θ =
∫
X
v ddcu ∧Θ = −
∫
X
dv ∧ dcu ∧Θ.
The exact meaning of each term is explained in [BEGZ10] Page 214. In [BEGZ10],
integrals of this kind are denoted by
∫
X−A
instead of
∫
X
with A being the un-
bounded locus of these potentials.
2.3. Witt Nyström construction. In [WN17], Witt Nyström provides a con-
struction that reduces a problem about a general potential in PSH(X, θ) to poten-
tials with small unbounded loci. We briefly review this construction here.
Fix η ∈ PSH(X, θ) such that
(1) η ∈ C∞(X − Z).
(2) η ≤ 0.
Recall that Z is the complement of the ample locus of α. We may even assume
that η has analytic singularity by [Bou04] Theorem 3.17.
Let W ⊆ X be an open subset. Let ϕ be a θ-psh function on W . We define
ΦN [ϕ] ∈ PSH(W × P
N , θN ) by
ΦN [ϕ] := sup*
α∈ΣN
(
(1− |α|)(η + C0 log |Z0|
2
ωN
) + |α|ϕ+
N∑
a=1
αaC0 log |Za|
2
ωN
− α2
)
,
where C0 is defined in (2.1).
In particular, taking α = 0, we find that
(2.2) ΦN [ϕ] ≥ η + C0 log |Z0|
2
ωN
.
So ΦN [ϕ] has small unbounded locus if W = X .
Observe that ΦN [ϕ] is increasing in ϕ.
Define αˆa = αˆa[ϕ] : (W − Z)× C
N → [−∞,∞) (a = 1, . . . , N) by
(2.3) αˆa :=
C0 log |za|
2 + ϕ− η
2
.
Observe that αˆa is usc.
We define αˆ : (W − Z)× CN → [−∞,∞)N by
(2.4) αˆ = (αˆ1, . . . , αˆN ).
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Lemma 2.5. Let W ⊆ X be an open subset. Let ϕ be a θ-psh function on W .
(2.5)
ΦN [ϕ] = sup
α∈ΣN
(
(1− |α|)(η + C0 log |Z0|
2
ωN
) + |α|ϕ+
N∑
a=1
αaC0 log |Za|
2
ωN
− α2
)
on (W − Z)× (PN −H). Moreover, on this set,
(2.6) ΦN [ϕ] = C0 log |Z0|
2
ωN
+ η − gN ◦ αˆ[ϕ],
where gN is the function defined in Appendix A.
Proof. In order to prove (2.5), it suffices to show that the RHS of (2.5) is usc on
(W − Z)× (PN −H).
Since log |Z0|
2
ωN
is obviously continuous, it suffices to prove that the following
function is usc on (W − Z)× CN :
I := sup
α∈ΣN
(
(1 − |α|)η + |α|ϕ+
N∑
a=1
αaC0 log |za|
2 −
N∑
a=1
α2a
)
=η − gN ◦ αˆ
by completing the square.
Since αˆa is usc and gN is continuous and decreasing (Proposition A.2), we con-
clude that I is usc. Moreover, (2.6) is implied by our calculation. 
In particular, let ϕj , ϕ (j ∈ Z>0) be θ-psh functions on W . If ϕj converges to ϕ
outside a pluripolar set, then ΦN [ϕj ] also converges to ΦN [ϕ] outside a pluripolar
set.
Theorem 2.6 ([WN17]1). Let ϕ be a θ-psh function on W ⊆ X, N ≥ 1, we have
πN1∗θ
N+n
N,ΦN [ϕ]
=
(
N + n
n
)
N
∫ 1
0
θn(1−t)η+tϕt
N−1 dt.
Evaluating the beta function, we get
N
∫ 1
0
θn(1−t)η+tϕt
N−1 dt =
n∑
j=0
(
n
j
)
j!(n− j +N − 1)!N
(n+N)!
θjη ∧ θ
n−j
ϕ .
As N →∞, the only non-vanishing terms is that of j = 0, so
(2.7)
(
N + n
n
)−1
πN1∗θ
N+n
N,ΦN [ϕ]
→ θnϕ
in total variation.
2.4. Integration by parts. In the sequel, for ϕ1, ϕ2 ∈ PSH(X, θ), we write [ϕ1] =
[ϕ2] if there is a constant C > 0, such that
ϕ2 − C ≤ ϕ1 ≤ ϕ2 + C.
Theorem 2.7. Let γ1, . . . , γn−1 ∈ PSH(X, θ). Let ϕj , ψj ∈ PSH(X, θ) (j = 1, 2).
Let u = ϕ1 − ϕ2, v = ψ1 − ψ2. Assume that
[ϕ1] = [ϕ2], [ψ1] = [ψ2].
1In [WN17], the normalizing constant is missing.
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Then
(2.8)
∫
X
u ddcv ∧ θγ1 ∧ · · · ∧ · · · ∧ θγn−1 =
∫
X
v ddcu ∧ θγ1 ∧ · · · ∧ · · · ∧ θγn−1 .
Remark 2.2. Here
ddcv∧θγ1 ∧· · ·∧· · ·∧θγn−1 := θψ1 ∧θγ1 ∧· · ·∧· · ·∧θγn−1 −θψ2 ∧θγ1 ∧· · ·∧· · ·∧θγn−1
is understood as a signed measure. This definition is independent of the choice of
θψ1 and θψ2 by [BEGZ10] Proposition 1.4. Other similar expressions are understood
in the same way.
Note that by polarization, we may assume that γ1 = · · · = γn−1 = γ. We want
to show
(2.9)
∫
X
u ddcv ∧ θn−1γ =
∫
X
v ddcu ∧ θn−1γ .
Let us fix several notations. We introduce two variables a, b ∈ [0, 1] with b = 1−a.
For an expression f(a, b), we write
[f(a, b)]1 = ∂a|a=0f(a, 1− a)
when the derivative in a is the right upper derivative (i.e. Dini derivative).
Let W ⊆ X − Z be an open subset. Let ψ1, ψ2, γ be θ-psh functions on W . For
each N ≥ 1, define
AN [a, b] := ΦN [aψ1 + bγ]− ΦN [aψ2 + bγ].
We do not mention ψ1, ψ2, γ,W in the notation explicitly, but they will always be
clear from the context.
Proposition 2.8. Let W ⊆ X − Z be an open subset. Let ψ1, ψ2, γ be θ-psh
functions on W . Assume that
v := ψ1 − ψ2 ∈ L
∞
loc(W ), γ ≤ ψ1, γ ≤ ψ2.
(1) On W × CN ,
AN [a, b] = −gN ◦ αˆ[aψ1 + bγ] + gN ◦ αˆ[aψ2 + bγ].
(2) For a ∈ [0, 1), 1− a > ǫ > 0, on αˆ−1(RN ), we have
AN [a+ǫ, b−ǫ]−AN [a, b] =
ǫ
2
(γ−ψ1)L◦αˆ[aψ1+bγ]−
ǫ
2
(γ−ψ2)L◦αˆ[aψ2+bγ]+O(ǫ
2),
where L : RN → R is the piecewise linear bounded function defined in
Appendix A. The O-constant depends only on N .
(3) For a ∈ [0, 1], on αˆ−1(RN ),
(2.10) AN [a, b] = −
va
2
L ◦ αˆ[γ] +O(a2),
where the O-constant depends only on N .
(4) ∣∣AN [a, b]∣∣ ≤ a|v|.
Proof. (1) This follows from Lemma 2.5.
(2) Observe that
αˆ[aψ1 + bγ]− αˆ[(a+ ǫ)ψ1 + (b− ǫ)γ] =
ǫ
2
(γ − ψ1)e,
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where e = (1, . . . , 1). By assumption, γ − ψ1 ≤ 0, so (2) follows from Proposi-
tion A.1.
(3) Note that (2.10) is a special case of (2).
(4) This follows directly from definition. 
Corollary 2.9. Let ψ1, ψ2, γ ∈ PSH(X, θ). Assume that
[ψ1] = [ψ2], γ ≤ ψ1, γ ≤ ψ2.
As a→ 0+, AN [a, b] converges to 0 in capacity.
Proof. Let v = ψ1 − ψ2.
We need to show that for each ǫ > 0,
lim
a→0+
Cap
{∣∣AN [a, b]∣∣ > ǫ} = 0.
By Proposition 2.8, we can take C = C(N) such that∣∣∣AN [a, b] + va
2
L ◦ αˆ[γ]
∣∣∣ ≤ Ca2.
Take a small enough, we can thus assume that Ca2 < ǫ/2, then{∣∣AN [a, b] > ǫ∣∣} ⊆ {∣∣∣va
2
L ◦ αˆ[γ]
∣∣∣ > ǫ
2
}
.
Take a constant C1 so that |L| ≤ C1, then{∣∣AN [a, b] > ǫ∣∣} ⊆ {a|v| > ǫ
C1
}
.
But since v is the difference of two θ-psh functions,
lim
a→0+
Cap
{
|v| >
ǫ
C1a
}
= 0.
Here the capacity is still the capacity on XN instead of on X , we have omitted the
pull-back notations. 
Theorem 2.10. Let γ1, . . . , γn−1, ϕj , ψj ∈ PSH(X, θ) (j = 1, 2). Let u = ϕ1 −ϕ2,
v = ψ1 − ψ2. Assume that
[ϕ1] = [ϕ2], [ψ1] = [ψ2].
Assume furthermore that ϕ1 has small unbounded locus.
Then
(2.11)
∫
X
u ddcv ∧ θγ1 ∧ · · · ∧ · · · ∧ θγn−1 =
∫
X
v ddcu ∧ θγ1 ∧ · · · ∧ · · · ∧ θγn−1 .
We postpone the proof of this theorem and see how this theorem will imply
Theorem 2.7.
We need several other lemmata.
Lemma 2.11. Let γ, ϕj , ψj ∈ PSH(X, θ) (j = 1, 2). Let u = ϕ1−ϕ2, v = ψ1−ψ2.
Assume that
[ϕ1] = [ϕ2], [ψ1] = [ψ2] = [γ].
Moreover, assume that
γ ≤ ψ2 ≤ ψ1.
Then
(2.12)
∫
X
u ddcv ∧ θn−1γ = lim
N→∞
(n− 1)!
Nn−1
[∫
XN
AN [a, b]πN∗1 dd
cu ∧ θN+n−1
N,ΦN [γ]
]
1
.
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Proof. By Lemma 2.13, the limit on the RHS of (2.12) exists.
Note that
Φ[aψ1 + bγ] ≥ Φ[aψ2 + bγ],
so AN [a, b] ≥ 0.
Define
I =
∫
X
u ddcv ∧ θn−1γ .
Then
I =
1
n
[∫
X
u ((aθψ1 + bθγ)
n − (aθψ2 + bθγ)
n)
]
1
.
By Theorem 2.6,
I =
1
n
lim
N→∞
(
N + n
n
)−1 [∫
XN
πN∗1 u
(
θN+n
N,ΦN [aψ1+bγ]
− θN+n
N,ΦN [aψ2+bγ]
)]
1
.
Here we have made use of the fact that the integral on RHS is polynomial in a and
b of bounded degree to change the order of limit and [·]1. Then
nI = lim
N→∞
(
N + n
n
)−1 [∫
XN
πN∗1 u dd
cAN [a, b] ∧
N+n−1∑
r=0
(
θrN,ΦN [aψ1+bγ] ∧ θ
N+n−1−r
N,ΦN [aψ2+bγ]
)]
1
= lim
N→∞
(
N + n
n
)−1 [∫
XN
AN [a, b] ddcπN∗1 u ∧
N+n−1∑
r=0
(
θrN,ΦN [aψ1+bγ] ∧ θ
N+n−1−r
N,ΦN [aψ2+bγ]
)]
1
,
(2.13)
where on the second line, we perform the integration by parts. This is allowed by
our assumption and by Theorem 2.10.
For r = 0, . . . , N + n− 1, define
Jr[a, b] :=
∫
XN
AN [a, b]πN∗1 θϕ1 ∧ θ
r
N,ΦN [aψ1+bγ]
∧ θN+n−1−r
N,ΦN [aψ2+bγ]
.
Observe that Jr is decreasing with respect to r. In fact,
Jr[a, b] =
∫ ∞
0
dt
∫
{AN [a,b]>t}
πN∗1 θϕ1 ∧ θ
r
N,ΦN [aψ1+bγ]
∧ θN+n−1−r
N,ΦN [aψ2+bγ]
.
So it suffices to prove that the inner integral is decreasing with respect to r. Then
since ΦN [aψj+bγ] (j = 1, 2) have the same singularity type, by [DDNL18] Proposi-
tion 3.1, we can apply the partial comparison theorem ([DDNL18] Proposition 3.5)
to conclude.
We claim that
Jr[a, b]−
∫
XN
AN [a, b]πN∗1 θϕ1 ∧ θ
N+n−1
N,ΦN [γ]
= o(a), a→ 0 + .
By monotonicity in r, it suffices to prove this for r = 0 and r = n+N −1. Since
the two cases are parallel, we can assume r = 0. In fact, by Lemma 2.12,
(2.14)∫
XN
AN [a, b]πN∗1 θϕ1 ∧ θ
N+n−1
N,ΦN [aψ2+bγ]
−
∫
XN
AN [a, b]πN∗1 θϕ1 ∧ θ
N+n−1
N,ΦN [γ]
= O(a2).
So our claim holds. Hence
[Jr[a, b]]1 =
[∫
XN
AN [a, b]πN∗1 θϕ1 ∧ θ
N+n−1
N,ΦN [γ]
]
1
.
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The same argument holds with ϕ1 replaced by ϕ2, so (2.13) implies that
nI = lim
N→∞
(
N + n
n
)−1
(N + n)
[∫
XN
AN [a, b] ddcπN∗1 u ∧ θ
N+n−1
N,ΦN [γ]
]
1
and (2.12) follows. 
Lemma 2.12. Let W ⊆ X − Z be an open set. Let γ, ψ, ϕ, ψj (j = 1, 2) be θ-psh
functions on X. Assume that
0 ≤ ψ − γ ∈ L∞loc(W ), v := ψ1 − ψ2 ∈ L
∞
loc(W ).
Take χ ∈ C∞0 (W ), χ ≥ 0.
Define
IW,N [a, b] :=
∫
W×CN
χAN [a, b]πN∗1 θϕ ∧ θ
N+n−1
N,ΦN [aψ+bγ]
.
Then
IW,N [a, b] = a
(
N + n− 1
n− 1
)
N
∫ 1
0
tN
∫
W
χv πN∗1 θϕ ∧ ((1− t)θη + tθγ)
n−1 dt
+O(a2).
(2.15)
Note that γ, ψ1, ψ2 appear in the definition of A
N [a, b]. Also note that the
coefficient of a in (2.15) is independent of the choice of ψ.
Proof. Since the problem is local, we may shrink W when necessary. Let
γ′ = γ′[a, b] = aψ + bγ.
Then
γ′ ≥ γ
and
(2.16) γ′ − γ = a(ψ − γ).
Step 1. We claim that we may assume that ψ1, ψ2, γ, ψ are smooth.
To be more precise, take an open subset W ′ ⋐W containing Suppχ.
Take sequences of smooth θ-psh functions on W , say ψkj (k ≥ 1, j = 1, 2) that
decreases to ψj as k →∞, we may assume that
|ψk1 − ψ
k
2 |
are uniformly bounded on W ′ as well.
Let
ANk [a, b] := ΦN [aψ
k
1 + bγ]− ΦN [aψ
k
2 + bγ]
Note that ΦN [aψ
k
j + bγ] decreases to ΦN [aψj + bγ] outside a pluripolar set. By
Proposition 2.8, ∣∣ANk [a, b]∣∣ ≤ Ca.
By dominated convergence theorem, we have
IkW,N [a, b] :=
∫
W×CN
χANk [a, b]π
N∗
1 θϕ ∧ θ
N+n−1
N,ΦN [γ′]
converges to IW,N [a, b]. Similar reasoning applies to the coefficient of a in (2.15).
The O-constant in (2.15) can be taken to be independent of k as we will see in Step
3, so we conclude that we may assume that both ψ1, ψ2 are smooth.
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Similar reasoning applies to γ and ψ. As in [WN17] Page 7, we may assume
that γ, ψ are bounded on W . The convergences along Demailly approximations
now follow from Theorem 2.2 and the argument in [WN17] Page 7. (Note that we
do not have to assume that ϕ has small unbounded locus here!)
Now ΦN [γ
′] is C1,1 on W × CN (See [WN17] Page 5).
Step 2. We claim that the measure
ddcΦ ∧ θN+n−1
N,ΦN [γ′]
is supported on VN for any local θN -psh function Φ on W × C
N .
Here
VN := αˆ[γ
′]−1Σ˚N ⊆W × C
N .
Note that VN depends on a, b.
Since the problem is local on W ×CN , we may take θN = 0 by adding to ΦN [γ
′]
and Φ a smooth function. We may focus on an open subset A ⊆W ×CN on which
ΦN [γ
′] is bounded.
For k ≥ 0 large enough, let Ok = {Φ > −k}. Then by definition of the pluripolar
product, it suffices to prove that
1Okdd
c(Φ|Ok) ∧ (dd
cΦN [γ
′]|Ok)
N+n−1
supports on VN . Replacing Φ by max{Φ,−k}, we may assume that Φ is bounded
as well. By continuity of the Bedford–Taylor product, we may then assume that Φ
is smooth.
In this case, it is well-known that
(N + n)ddcΦ ∧ (ddcΦN [γ
′])N+n−1 =
(
∆ddcΦN [γ′]Φ
)
(ddcΦN [γ
′])N+n.
As shown in [WN17] Page 5, (ddcΦN [γ
′])N+n is supported on VN . This proves our
claim.
Step 3. By Step 2,
IW,N [a, b] =
∫
VN∩(W×CN )
χAN [a, b] θϕ ∧ θ
N+n−1
N,ΦN [γ′]
.
We have omitted πN∗1 from our notation.
We calculate its value now. Note that
αˆ[γ′] = αˆ[γ] +
a
2
(ψ − γ)e,
where e = (1, . . . , 1) ∈ RN . By Appendix A, the piecewise linear function L has
the same coefficients at αˆ[γ] and αˆ[γ′]. So
|L ◦ αˆ[γ′]− L ◦ αˆ[γ]| ≤ Ca|ψ − γ|,
where C depends only on N .
It follows that
(2.17)
∫
VN∩(W×CN )
χv |L ◦ αˆ[γ′]− L ◦ αˆ[γ]| θϕ ∧ θ
N+n−1
N,ΦN [γ′]
≤ Ca
for a constant C independent of a.
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So by Proposition 2.8,
IW,N [a, b] =−
a
2
∫
VN∩(W×CN )
χvL ◦ αˆ[γ] θϕ ∧ θ
N+n−1
N,ΦN [γ′]
+O(a2)
=−
a
2
∫
VN∩(W×CN )
χvL ◦ αˆ[γ′] θϕ ∧ θ
N+n−1
N,ΦN [γ′]
+O(a2).
(2.18)
But it is easy to see that on VN ,
−
1
2
L ◦ αˆ[γ′] = |αˆ[γ′]| .
Hence
IW,N [a, b] = a
∫
VN∩(W×CN )
χv |αˆ[γ′]| θϕ ∧ θ
N+n−1
N,ΦN [γ′]
+O(a2).
Note that on VN ,
ΦN [γ
′] = C0 log |Z0|
2
ωN
+ η + αˆ2,
where
αˆ := αˆ[γ′].
As in [WN17] Page 6, on VN ∩ (W × C
N ),
θN,ΦN [γ′] = (1− |αˆ|)θη + |αˆ|θϕ + ωN +
N∑
a=1
dαˆa ∧ d
cαˆa,
For x ∈ W , define
Vx := VN ∩ ({x} × C
N ).
Then as in [WN17] Page 62,
IW,N [a, b] = a
(
N + n− 1
n− 1
)∫
W
χ(x)v(x)
∫
Vx
ωNN,ΦN [γ′]|Vx (z)|αˆ|(x, z)(
θϕ ∧ ((1 − |αˆ|)θη + |αˆ|θγ′)
n−1
)
(x) +O(a2).
We can push-forward the integral to {x} × RN by the log map and pushing
forward further to {x}×ΣN by the gradient of ΦN [γ
′](x, k) as a function of k ∈ RN
as in [WN17], we get
IW,N [a, b] =a
(
N + n− 1
n− 1
)
N !
∫
W
χv
∫
ΣN
|αˆ|dαˆ θϕ ∧ ((1 − |αˆ|)θη + |αˆ|θγ′)
n−1
+O(a2)
=a
(
N + n− 1
n− 1
)
N
∫ 1
0
tN
∫
W
χv θϕ ∧ ((1 − t)θη + tθγ′)
n−1
dt+O(a2)
=a
(
N + n− 1
n− 1
)
N
∫ 1
0
tN
∫
W
χv θϕ ∧ ((1 − t)θη + tθγ)
n−1
dt+O(a2),
where the last line follows from (2.16). 
Lemma 2.13. Let W ⊆ X − Z be an open set. Let γ, ψ, ϕj, ψj (j = 1, 2) be θ-psh
functions on W . Let
u := ϕ1 − ϕ2, v := ψ1 − ψ2.
Assume that
v ∈ L∞loc(W ).
2Note that there should be an extra
(
N+n
n
)
on [WN17] Page 6, line 5.
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Take χ ∈ C∞0 (W ), χ ≥ 0. Define
IW := lim
N→∞
(n− 1)!
Nn−1
[∫
W×CN
χAN [a, b] ddcu ∧ θN+n−1
N,ΦN [γ]
]
1
.
Then [·]1 here is equal to the usual right derivative in a and the limit exists and
IW =
∫
W
χv ddcu ∧ θn−1γ .
Proof. By Lemma 2.12,
IW =
n−1∑
j=0
(
n− 1
j
)
j! lim
N→∞
N ·
(N + n− j − 1)!
(N + n)!
∫
W
χv ddcu ∧ θjη ∧ θ
n−1−j
γ
=
∫
W
χv ddcu ∧ θn−1γ .
Also by Lemma 2.12, [·]1 here is equal to the usual right derivative in a. 
Proof of Theorem 2.7. Step 1. We prove the theorem under the additional as-
sumption that [γ] = [ψ2].
We may assume that
γ ≤ ψ2 ≤ ψ1.
By Lemma 2.11 and Lemma 2.13, it suffices to prove the theorem under addi-
tional assumptions that ϕ1 has small unbounded locus, then this is exactly Theo-
rem 2.10.
Step 2. Now let us consider the general case. For any a, b ∈ [0, 1], a+ b = 1, we
have by Step 1:∫
X
u ddc ((aψ1 + bγ)− (aψ2 + bγ))∧θ
n−1
aψ2+bγ
=
∫
X
((aψ1 + bγ)− (aψ2 + bγ)) dd
cu∧θn−1aψ2+bγ .
Hence for a > 0, ∫
X
u ddcv ∧ θn−1aψ2+bγ =
∫
X
v ddcu ∧ θn−1aψ2+bγ .
Since both sides are polynomials in a, equality for all a > 0 implies immediately
equality at a = 0. That is,∫
X
u ddcv ∧ θn−1γ =
∫
X
v ddcu ∧ θn−1γ .

Proof of Theorem 2.10. By polarization, we may assume that γ1 = · · · = γn−1 = γ.
We can repeat the same argument as in Lemma 2.11 and Theorem 2.7, the only
differences being that
1. now the integration by parts in (2.13) follows from [BEGZ10] Theorem 1.14.
So we get (2.12) as before.
2. (2.14) is replaced by∫
XN
AN [a, b]πN∗1 θϕ1 ∧ θ
N+n−1
N,ΦN [aψ2+bγ]
−
∫
XN
AN [a, b]πN∗1 θϕ1 ∧ θ
N+n−1
N,ΦN [γ]
= o(a).
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By Proposition 2.8, it suffices to prove
(2.19)∫
XN
vL ◦ αˆ[γ] θϕ1 ∧ θ
N+n−1
N,ΦN [aψ2+bγ]
−
∫
XN
vL ◦ αˆ[γ] θϕ1 ∧ θ
N+n−1
N,ΦN [γ]
= o(1), a→ 0+ .
Note that vL ◦ αˆ[γ] is quasi-continuous outside a closed pluripolar set: v and αˆ[γ]
are quasi-continuous (outside a closed pluripolar set). Since L is continuous, L◦αˆ[γ]
is quasi-continuous as well. Now (2.19) follows from Theorem 2.3 and Corollary 2.9.

Corollary 2.14. Let γ, ϕj , ψj ∈ PSH(X, θ) (j = 1, 2). Let u = ϕ1 − ϕ2, v =
ψ1 − ψ2. Assume that
[ϕ1] = [ϕ2], [ψ1] = [ψ2] = [γ].
Moreover, assume that
γ ≤ ψ2 ≤ ψ1.
Then
(2.20)
∫
X
u ddcv ∧ θn−1γ = lim
N→∞
(n− 1)!
Nn−1
[∫
XN
u ddcAN [a, b] ∧ θN+n−1
N,ΦN [γ]
]
1
.
Proof. This follows from Lemma 2.11, Theorem 2.10, Theorem 2.7. 
Finally, let us observe that by a polarization procedure, one gets the following
slightly more general result.
Corollary 2.15. Let αj (j = 0, . . . , n) be big cohomology classes on X. Let θj
(j = 0, . . . , n) be smooth representatives in αj. Let γj ∈ PSH(X, θj) (j = 2, . . . , n).
Let ϕ1, ϕ2 ∈ PSH(X, θ0), ψ1, ψ2 ∈ PSH(X, θ1). Let u = ϕ1 − ϕ2, v = ψ1 − ψ2.
Assume that
[ϕ1] = [ϕ2], [ψ1] = [ψ2].
Then
(2.21)
∫
X
u ddcv ∧ θ2,γ2 ∧ · · · ∧ · · · ∧ θn,γn =
∫
X
v ddcu ∧ θ2,γ2 ∧ · · · ∧ · · · ∧ θn,γn .
Proof. Take α = (a0, . . . , an) ∈ R
n+1
≥0 . Let
θα =
n∑
j=0
ajθj .
Let
γα =
n∑
j=2
ajγj , γ˜α = a0ϕ1 + a1ψ1 + γα.
Note that
a0u = (a0ϕ1 + a1ψ1 + γα)− (a0ϕ2 + a1ψ1 + γα) ,
a1v = (a0ϕ1 + a1ψ1 + γα)− (a0ϕ1 + a1ψ2 + γα) .
So by Theorem 2.7,
a0a1
∫
X
u ddcv ∧ θn−1α,γ˜α = a0a1
∫
X
v ddcu ∧ θn−1α,γ˜α .
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So for a0 > 0, a1 > 0, ∫
X
u ddcv ∧ θn−1α,γ˜α =
∫
X
v ddcu ∧ θn−1α,γ˜α .
Since both sides are polynomials in a0, . . . , an, this means that all coefficients are
equal. In particular, the coefficients of
a2 . . . an
are equal, hence proving (2.21). 
Appendix A. Quadratic optimization
Let N ≥ 1. We study the following function f = fN : R
N → R:
f(x) := min
α∈ΣN
(x − α)2.
Let Π : RN → ΣN be the closest point projection. It is well-defined since ΣN is
convex and closed. Let e = (1, 1, . . . , 1) ∈ RN .
Let F be the set of faces of ΣN as a simplex. By a face, we mean the interior of
the face. The extremal points of ΣN are also considered as faces in F . So
ΣN =
∐
F∈F
F.
Observe that if Π(x) ∈ F ∈ F , then so is Π(x + ǫe) for small enough ǫ > 0. Let
AF = Π
−1F , then
R
N =
∐
F∈F
AF .
Now observe that on each AF , Π is affine, say
Π(x) =MFx+ cF ,
where MF ∈ gl(N,R), cF ∈ RN .
Define g = gN : R
N → R:
g(x) = f(x)− x2.
Then we have
g(x) = (x−Πx)
2
− x2.
Proposition A.1. For x ∈ RN ,
g(x+ te)− g(x) = tL(x) +O(t2), t→ 0+,
where the O-constant depends only on N , L(x) is a bounded continuous piecewise
linear function whose coefficients depend only on N .
Proof. All statements are obvious except that L(x) is bounded and continuous. To
see that L is bounded, it suffices to show that g(x + te) − g(x) is bounded for a
fixed t > 0. More generally, let x, y ∈ RN , then
g(x) − g(y) ≥ min
α∈ΣN
(
(x− α)2 − x2 − (y − α)2 + y2
)
= min
α∈ΣN
2α · (y − x).
A similar inequality hold if we interchange x and y. So
|g(x)− g(y)| ≤ C.
To see L is continuous, observe that
g(x+ te)− g(x)
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is a quadratic function in t for any x. And since L(x) is nothing but the coefficient
of t, it suffices to show that g(x+ te)− g(x) is continuous in x for three value of t.
So the result follows from the obvious continuity of g. 
Now we extend the domain of definition of gN , we will get a symmetric function
gN : [−∞,∞)
N → R. The definition is by induction on N , when N = 1, we simply
define
g1(−∞) = 0.
For N > 1, define
gN(x1, . . . , xM , xM+1, . . . , xN ) = gM (x1, . . . , xM ),
where xM+1, . . . , xN = −∞ and x1, . . . , xM ∈ R. We formally set g0 = 0. We get
a full definition of gN by requiring that it is symmetric in the N -arguments. It is
not hard to see that gN is continuous.
Proposition A.2. The function gN : [−∞,∞)
N → R is decreasing in each of its
arguments.
Proof. It suffices to prove this on RN . By definition, it suffices to show that for
each α ∈ ΣN , the function
(x− α)2 − x2
is decreasing in each argument. This reduces immediately to the case N = 1 and
the result is obvious. 
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