Excitation functions were measured by the stacked-foil technique for " 'Fe(p, xn) Co, Fe(p, 
I. INTRODUCTION
A. Composition of the stack and purity of foils Studies of excitation functions of charged particle induced reactions are of considerable signi6cance for testing nuclear models and for practical applications, especially in cyclotron production of radioisotopes and astrophysics. Of particular interest are investigations on nuclear reactions induced by various projectiles (protons, deuterons, xx particles, etc. ) but leading to the saxne product nuclei. This way the role of nuclear structure effects is diminished, and the effect of input nuclear model parameters can be investigated.
We chose to study the formation of Co To check the incident particle energy, the energy degradation in the stack, and the beam intensity, appropriate monitor foils were inserted in each stack. The foils used were as follows: Cu and Ni for the proton beam, Al for deuteron beam, and Cu for the alpha-particle beam. All "Cu(p, n)"Zn [40] Fe(d, n) Co [32] ; Al(d, z) Na [41] Cu(cr, n) Ga [42] ; Cu(o, np) Zn [43] tive at each saxnple was obtained using the range-energy formula [ The major sources of errors involved were those associated with the measurement of the beam current and deterxnination of the absolute activities of the products. The error in the excitation function of an individual xnonitor reaction was taken as 6 -10%. The beam current was determined by a fitting procedure (see above) using several monitor reactions. Therefore the error in the beam current was adopted as 4 -7%, assuming that no correlation existed in the data of the different authors. Within the limits of error the calculated current was in good agreement with the current xneasured by the integrator.
To do a coxnplete error analysis it is necessary to know a covariance matrix of the reference data. This is unfortunately not available. The efficiency of the p-ray detector was known within an uncertainty of 3 -5%. Some samples were measured both at Julich and Debrecen and the agreement between the mesured activities was within lute activity were: the error of the initial count rate at the end of the irradiation was determined by the leastsquares fitting procedure (see above), and it was about 0.5 -25%; the error in the decay data used was (1% and that in the coincidence losses (0.5%. The error in the target atoms/cm was 0.50 -1.5%. The total error in each cross section was obtained by combining the individual errors in quadrature.
III. NUCLEAR MODEL CALCULATIONS
Cross section calculations were done using the statistical model taking into account the preequilibrium effects. The calculation code STAPRE [8] was used. Direct interactions were not considered but their contribution should be (10%in the case of proton and alpha-particle induced reactions. Neutron, proton, deuteron, and alpha-particle emissions were taken into account, and the transmission coeKcients for these particles were calculated by the optical model code SCAT-2 [9] . The parameters for the optical model (OM) were chosen from a global parameter set. For the neutron the OM parameter set of Becchetti and Greenlees [10] , while for proton and deuteron those of Percy [11] were used. In the case of alpha particles a modified set of the OM parameters of McFadden and Satchler [12] (modified by Uhl et al. [13] ) was used. For the energy and mass dependence of the effective matrix element, [M[ = FMA E~formula was used with the value of EM = 500. The separation energies of the emitted particles were taken from Ref. [14] . The initial exciton number np(pp, hp) has a strong infiuence on the calculated excitation function. The used initial particle and hole numbers were the usual values pp --2, hp = 1 for protons while in the case of alpha as incident particles the po --5, ho --1 were used [15] . In the case of deuteron the initial particle and hole numbers are more ambiguous in the literature. Therefore we tried to find those values which reproduce best the shapes of the measured excitation functions. These numbers were found to be pp --1, hp --1. The alpha emission was treated in the framework of Milazzo-Colli and Braga-Marcazzan model [16] with an alpha preformation factor of 0.25.
The energies, spins, parities, and branching ratios of the discrete levels were selected Born the Nuclear Data Sheets [17] . In the continuum region the level density was calculated by the back-shifted formula [18] with the level density parameter given in Ref. [18] . In 
IV. RESULTS AND DISCUSSION

A. Proton induced reactions on iron
The measured cross section data for the proton induced reactions " tFe(p, zn) ssCo, " 'Fe(p, zn) Co, ssFe(p, n)ssCo +g, and srFe(p, n)s4Mn are summarized in Table III . The data are given for natural composition except for the s Fe(p, n) Co +g reaction, since Co was produced only by this reaction. Taking into account the isotopic composition of iron and the estimated cross sections for the competing reactions, the excitation functions of the ssFe(p, n)ssCo, s Fe(p, n) 7Co, and srFe(p, n)s4Mn reactions were also deduced over the investigated energy range.
The excitation function of the MFe(p, n)ssCo reaction is shown in Fig. 1 together with Ref. [26] 8 Refs. [24, 25] + Ref. [22] o Ref. [28] o Ref. [27] o Ref. [20] Calculation (this work) et al. [26] reported only a few points in this energy range; those data appear to be significantly lower than the other data. First calculations using the code sTAFRE and the global OM parameters overestimated the cross sections over the whole energy range. Since below 8 MeV proton energy only the contribution of the discrete levels is important, the systematic deviation either arose from the wrong choice of OM parameters or was caused due to occurrence of direct processes which make the compound absorption cross section unequal to the OM cross section. The calculated results of three OM parameter sets are given in Fig. 1 . Using experimental results of Dyer et al. [20] on the ssFe(p, p'p) process it was possible to estimate the experimental absorption cross section and to modify the OM parameters to get better agreement with the experimental data. The thus modified parameters set gave a better agreement for the ssFe(p, n)MCo reaction (cf. Fig. 1 ), but the calculated cross sections are still somewhat higher in the 6 -8 MeV region than the measured data. The calculated results given in Fig. 2 Fig. 3 . We performed calculations using the modified OM parameters and those results are also given in Fig. 3 . The cross sections for the "tFe(p, zn)s7Co process measured in this work and those reported in Refs. [24 -27] are shown in Fig. 4 . The results of model calculations using the modified OM parameters (see above) are also given and are in agreement with our experimental data, except near the threshold. The experimental data reported in Refs. [24 -26] Fig. 4 represents the contribution of the ssFe(p, 2n)srCo reaction to the total rCo formation, taking into account the isotopic composition of Fe in natural iron. The contribution is negligible below 12 MeV proton energy; our cross section data can thus be converted into the srFe(p, n)srCo reaction cross sections using a small correction above 12 MeV. The results are shown in Fig. 5 . The data reported in the literature [22, 29] show good agreement with our data below 8 MeV but seem to be lower by 15 -20% at higher energies. The shape of the measured excitation function of the s"Fe(p, n) srCo reaction is reproduced well by the calculation; however, small deviation can be seen near the reaction threshold.
The cross section data for the srFe(p, a)s4Mn reaction are shown in Fig. 6 . Detailed data have been reported only by Levkovskii et nl. [30] . Other measurements given in the literature [24, 25, 27] Ref. [27] are somewhat higher than our values and may be due to the efBciency problem (see above). The data reported by Levkovskii et cl. [30] , on other hand, are consistently higher than our measurements. The calculated excitation function for the srFe(p, a)s4Mn reaction is reproduced in Fig. 6 . It is close to our measurements, but it should be emphasized that the calculated results for such weak reaction channels are sensitive to the level density parameter used in the calculation of cross sections of the strongest reaction channels.
The cross section data for the ssFe(p, n)ssCo +s process measured in this work and those reported in the literature [24, 25] are shown in Fig. 7 . Since ssCo can be formed only &om Fe, all the data given in Fig. 7 are based on normalization to 100% ssFe. Obviously both the data sets are in good agreement; the emphasis in. the present work was on mesaurement at low energies. Very recently Tims et aL [31] [30] tzt Refs. [24, 25] v Ref. [27] -Calculation [35] . It can be seen in Fig. 8 that the calculated excitation functions with a reduction factor of R = 0.56 can give good agreement with the experimental data. Naturally, since this reduction is connected to the entrance channel, all exit channels must show the same reduction, unless some direct contribution exists to a channel. Figure 9 shows the measured and calculated data for the ssFe(d, u)s4Mn reaction.
Our experimental data show good agreement with the literature values [32] . The model calculation was performed using the same reduction factor as that for the MFe(d, 2n)MCo process. A good agreement with the experimental data was obtained.
The experimental data [cf. 32] for the ssFe(d, n)srCo reaction are given in Fig. 10 Ref. [36] Ref. [37] Calculation Table V . Figure 12 shows Figure 13 depicts the excitation function of the ssMn(a, 2n)sr Co reaction. Our data are in good agreement with the experimental data given in Ref. [37] , while the low energy data given in Ref. [36] deviate considerably both for this reaction and for the (cr, n) reaction mentioned above. The model calculation describes well the measured data, especially our values. It should be emphasized that the data near the reaction threshold would not show such a good agreement with the calculation without the application of the mean energy correction described above,
V. CONCLUSIONS
From the results presented above it is concluded that the model calculations can describe the measured excitation functions of proton and o.-particle induced reactions relatively well, provided that appropriate parameters are used in the calculations; global optical model parameters are not good in every case. The deuteron induced reactions can be described only by taking into account in some way the contribution of the direct processes. In cases where several inconsistent experimental data sets are available, the model calculations can possibly help in selecting the best experimental data for evaluation purposes.
