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Abstract
This paper is concerned with a delay differential system
{
x˙(t) = −a1(t)x(t) + b1(t) f1(x(t − τ1(t)), y(t − τ2(t))) + I1(t),
y˙(t) = −a2(t)y(t) + b2(t) f2(x(t − τ3(t)), y(t − τ4(t))) + I2(t).
Such a differential system can be regarded as a model of a two-neuron artificial neural network with delayed
feedback. Some interesting results are obtained for the existence and exponential stability of the periodic solution
for the system. Our approach is based on the continuation theorem of the coincidence degree, a priori estimates,
and differential inequalities.
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1. Introduction
In [1], Taboas considered the following system of delay differential equations{
x˙(t) = −x(t) + α f1(x(t − τ ), y(t − τ )),
y˙(t) = −y(t) + α f2(x(t − τ ), y(t − τ )). (1.1)
It arises as a model for a network of two saturating amplifiers (or neurons) with delayed outputs, where
α > 0 is a constant, f1, f2, are bounded C3-functions on R2 satisfying
∂ f1
∂y
(0, 0) = 0 and ∂ f2
∂x
(0, 0) = 0,
and the negative feedback conditions y f1(x, y) > 0, y = 0; x f2(x, y) < 0, x = 0. Taboas showed that
there is an α0 > 0 such that for α > α0, there exists a non-constant periodic solution with period greater
than 4. Further study on the global existence of periodic solutions to system (1.1) can be found in [2]
and [3]. Altogether there is only one delay appearing in both equations considered. Ruan and Wei [4]
investigated the existence of a non-constant periodic solution of the following planar system with two
delays:{
x˙(t) = −a0x(t) + a1 f1(x(t − τ1), y(t − τ2)),
y˙(t) = −b0 y(t) + b1 f2(x(t − τ1), y(t − τ2)), (1.2)
where a0 > 0, b0 > 0, a1 and b1 are constants, and f1, f2 satisfying f j ∈ C3(R2), f j (0, 0) = 0, j =
1, 2; ∂ f1
∂x
(0, 0) = ∂ f2
∂y (0, 0) = 0; y f1(x, y) = 0 for y = 0; x f2(x, y) = 0 for x = 0; ∂ f1∂y (0, 0) = 0,
∂ f2
∂x
(0, 0) = 0.
Recently, Chen and Wu [5] considered the following system:{
x˙(t) = −µ1x(t) + F(y(t − τ1)) + I1,
y˙(t) = −µ2 y(t) − G(x(t − τ2)) + I2, (1.3)
where µ1 and µ2 are positive constants, τ1, τ2 are nonnegative constants with τ := τ1 + τ2 > 0, I1 and
I2 are constants, and F and G are bounded C1-functions with F˙(t) > 0, and G˙(t) > 0 for t ∈ R. By
discussing a two-dimensional unstable manifold of the transformation of the system (1.3), they got some
results about slowly oscillating periodic solutions.
However, the delays considered in all above systems are constants. It is well know that the delays
in artificial neural networks are usually time-varying, and sometimes they vary violently with time
due to the finite switching speed of amplifiers and faults in the electrical circuit. They slow down the
transmission rate and tend to introduce some degree of instability in circuits. Therefore, a fast response
must be required in practical artificial neural-network designs. The technique to achieve fast response
troubles many circuit designers. So, it is more important to investigate the dynamic behaviour of neural
networks with time-varying delays. Keeping this in mind, in this paper, we consider the following planar
system where the coefficients and delays are all periodically varying in time:{
x˙(t) = −a1(t)x(t) + b1(t) f1(x(t − τ1(t)), y(t − τ2(t))) + I1(t),
y˙(t) = −a2(t)y(t) + b2(t) f2(x(t − τ3(t)), y(t − τ4(t))) + I2(t), (1.4)
where ai ∈ C(R, [0,∞)), bi , Ii ∈ C(R, R), i = 1, 2, are periodic with a common period ω(>0),
fi ∈ C(R2, R),τi ∈ C(R, [0,∞)), i = 1, 2, 3, 4, being ω-periodic.
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For the sake of convenience, we introduce the following notations:
τ = max{τ ∗1 , τ ∗2 , τ ∗3 , τ ∗4 }, a(t) = min{a1(t), a2(t)}, b(t) = max{|b1(t)|, |b2(t)|}.
Moreover, for the continuous function g: [0, ω] −→ R, we denote
g∗ = max
t∈[0,ω]
g(t), g∗ = min
t∈[0,ω] g(t), g =
1
ω
∫ ω
0
g(t)dt.
Obviously, system (1.4) is more general than system (1.1)–(1.3). To our best knowledge, the existence
and global exponential stability of an ω-periodic solution of the system (1.4) has not been studied in
previous works. We shall employ the powerful method of coincidence degree to establish the existence
of a periodic solution to (1.4) in Section 2. Then, in Section 3, we present a sufficient condition for the
global exponential stability of the periodic solution. These conditions in our results are very simple and
easy to be verified.
2. Existence of periodic solution
In this section, we will use the coincidence degree theory to obtain the existence of an ω-periodic
solution to (1.4). For the sake of convenience, we briefly summarize the theory below.
Let X and Z be normed spaces, L: Dom L ⊂ X −→ Z be a linear mapping and N : X −→ Z
be a continuous mapping. The mapping L will be called a Fredholm mapping of index zero if
dim Ker L = codim ImL < ∞ and Im L is closed in Z . If L is a Fredholm mapping of index zero,
there exist continuous projectors P : X −→ X and Q : Z −→ Z such that Im P = Ker L and
Im L = Ker Q = Im (I − Q). It follows that L | Dom L ∩ Ker P : (I − P)X −→ Im L is invertible.
We denote the inverse of this map by K p. If Ω is a bounded open subset of X , the mapping N is called
L-compact on Ω if QN (Ω) is bounded and K p(I − Q)N : Ω −→ X is compact. Because Im Q is
isomorphic to Ker L , there exists an isomorphism J : Im Q −→ Ker L .
Let Ω ⊂ Rn be open and bounded, f ∈ C1(Ω, Rn) ∩ C(Ω , Rn) and y ∈ Rn \ f (∂Ω ∪ S f ), i.e., y is
a regular value of f . Here, S f = {x ∈ Ω : J f (x) = 0}, the critical set of f , and J f is the Jacobian of f
at x . Then the degree deg{ f,Ω, y} is defined by
deg{ f,Ω, y} =
∑
x∈ f −1(y)
sgn J f (x)
with the agreement that
∑
φ = 0. For more details about the degree theory, we refer to the book by
Deimling [6].
Now, we are ready to state the continuation theorem.
Lemma 2.1 (Continuation Theorem [7, P. 40]). Let L be a Fredholm mapping of index zero and let N
be L-compact on Ω . Suppose
(a) for each λ ∈ (0, 1), every solution x of Lx = λN x is such that x ∈ ∂Ω;
(b) QN x = 0 for each x ∈ ∂Ω ∩ Ker L and
deg{J QN ,Ω ∩ Ker L , 0} = 0.
Then the equation Lx = N x has at least one solution lying in Dom L ∩ Ω .
The following is the main result of this section.
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Theorem 2.1. Suppose that ai > 0, ai > bi i = 1, 2, and that fi is bounded function, i = 1, 2, i.e.,
there exists a positive constant M, such that | fi (.)| ≤ M. i = 1, 2. Then system (1.4) has an ω-periodic
solution.
Proof. Take X = Z = {u(t) = (x(t), y(t))T ∈ C(R, R2) : u(t) = u(t + ω) for t ∈ R} and denote
‖u‖ω = maxt∈[0,ω] |x(t)| + maxt∈[0,ω] |y(t)|. Equipped with the norm ‖.‖ω, both X and Z are Banach
spaces. For any u(t) ∈ X , because of the periodicity, it is easy to check that
t −→
(−a1(t)x(t) + b1(t) f1(x(t − τ1(t)), y(t − τ2(t))) + I1(t)
−a2(t)y(t) + b2(t) f2(x(t − τ3(t)), y(t − τ4(t))) + I2(t)
)
∈ Z .
Let
L : Dom L = {u ∈ X : u ∈ C1(R, R2)}  u −→ u′ ∈ Z ,
P : X  u −→ u ∈ X, Q : Z  z −→ z ∈ Z ,
N : X −→ Z given by
Nu =
(−a1(t)x(t) + b1(t) f1(x(t − τ1(t)), y(t − τ2(t))) + I1(t)
−a2(t)y(t) + b2(t) f2(x(t − τ3(t)), y(t − τ4(t))) + I2(t)
)
∈ Z ,
where for any K = (k1, k2)T ∈ R2, we identify it as the constant function in X or Z with the value
vector K = (k1, k2)T. Then system (1.4) can be reduced to the operator equation Lu = Nu. It is easy to
see that
Ker L = R2,
Im L = {z ∈ Z : z = 0}, which is closed in Z ,
dim Ker L = codim Im L = 2 < ∞,
and P , Q are continuous projectors such that
Im P = Ker L , Ker Q = Im L = Im (I − Q).
It follows that L is a Fredholm mapping of index zero. Furthermore, the generalized inverse (to L)
K p : Im L −→ Ker P ∩ Dom L is given by
(K p(u))(t) =


∫ t
0
x(s)ds − 1
ω
∫ ω
0
∫ s
0
x(v)dvds
∫ t
0
y(s)ds − 1
ω
∫ ω
0
∫ s
0
y(v)dvds

 .
Thus
(QNu)(t) =


1
ω
∫ ω
0
{−a1(t)x(t) + b1(t) f1(x(t − τ1(t)), y(t − τ2(t))) + I1(t)}dt
1
ω
∫ ω
0
{−a2(t)y(t) + b2(t) f2(x(t − τ3(t)), y(t − τ4(t))) + I2(t)}dt

 ,
(K p(I − Q)Nu)(t)
=


∫ t
0
{−a1(t)x(t) + b1(t) f1(x(t − τ1(t)), y(t − τ2(t))) + I1(t)}dt∫ t
0
{−a2(t)y(t) + b2(t) f2(x(t − τ3(t)), y(t − τ4(t))) + I2(t)}dt


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−


1
ω
∫ ω
0
∫ s
0
{−a1(t)x(t) + b1(t) f1(x(t − τ1(t)), y(t − τ2(t))) + I1(t)}dtds
1
ω
∫ ω
0
∫ s
0
{−a2(t)y(t) + b2(t) f2(x(t − τ3(t)), y(t − τ4(t))) + I2(t)}dtds


+


(
1
2
− t
ω
)∫ ω
0
{−a1(t)x(t) + b1(t) f1(x(t − τ1(t)), y(t − τ2(t))) + I1(t)}dt(
1
2
− t
ω
)∫ ω
0
{−a2(t)y(t) + b2(t) f2(x(t − τ3(t)), y(t − τ4(t))) + I2(t)}dt

 .
Clearly, QN and K p(I − Q)N are continuous. For any bounded open subset Ω ⊂ X , QN (Ω)
is obviously bounded. Moreover, applying the Arzela–Ascoli theorem, one can easily show that
K p(I − Q)N (Ω) is compact. Therefore, N is L-compact on Ω with any bounded open subset Ω ⊂ X .
Since Im Q = Ker L , we take the isomorphism J of Im Q onto Ker L to be the identity mapping.
Corresponding to equation Lu = λNu, λ ∈ (0, 1), we have{
x˙(t) = λ{−a1(t)x(t) + b1(t) f1(x(t − τ1(t)), y(t − τ2(t))) + I1(t)},
y˙(t) = λ{−a2(t)y(t) + b2(t) f2(x(t − τ3(t)), y(t − τ4(t))) + I2(t)}. (2.1)
In order to apply Lemma 2.1, we need to prove that the set of all possible ω-periodic solutions of system
(2.1) are bounded. We integrate (2.1) over the interval [0, ω] as follows:∫ ω
0
a1(t)x(t)dt =
∫ ω
0
[b1(t) f1(x(t − τ1(t)), y(t − τ2(t))) + I1(t)]dt, (2.2)∫ ω
0
a2(t)y(t)dt =
∫ ω
0
[b2(t) f2(x(t − τ3(t)), y(t − τ4(t))) + I2(t)]dt. (2.3)
To Eq. (2.2), we can get∣∣∣∣
∫ ω
0
a1(t)x(t)dt
∣∣∣∣ =
∣∣∣∣
∫ ω
0
[b1(t) f1(x(t − τ1(t)), y(t − τ2(t))) + I1(t)]dt
∣∣∣∣ . (2.4)
Because a1(t) does not change its sign and x(t) is continuous on the interval [0, ω], we can find a
ξ ∈ [0, ω] satisfying∫ ω
0
a1(t)x(t)dt = x(ξ)
∫ ω
0
a1(t)dt.
Noting that∣∣∣∣
∫ ω
0
a1(t)x(t)dt
∣∣∣∣ =
∣∣∣∣x(ξ)
∫ ω
0
a1(t)dt
∣∣∣∣ ≥ |x |∗
∫ ω
0
a1(t)dt = a1ω|x |∗,
and ∣∣∣∣
∫ ω
0
{b1(t) f1(x(t − τ1(t)), y(t − τ2(t))) + I1(t)}dt
∣∣∣∣
≤
∫ ω
0
{(|b1(t)|)M + |I1(t)|}dt
= {(|b1|)M + |I1|}ω,
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we obtain
|x |∗ ≤ (|b1|)M + |I1|
a1
. (2.5)
Now, let |x(t0)| = |x |∗ for some t0 ∈ [0, ω]. Then, for t ∈ [t0, t0 + ω], we have
|x(t)| ≤ |x(t0)| +
∫ t
t0
|x˙(s)|ds
≤ (|b1|)M + |I1|
a1
+
∫ t
t0
{a1(s)|x(s)|}ds +
∫ t
t0
{(|b1(s)|)M + |I1(s)|}ds
≤ (|b1|)M + |I1|
a1
+
∫ t
t0
{a1(s)|x(s)|}ds +
∫ t0+ω
t0
{(|b1(s)|)M + |I1(s)|}ds
= (|b1|)M + |I1|
a1
(1 + a1ω) +
∫ t
t0
{a1(s)|x(s)|}ds.
It follows from the Gronwall’s inequality that
|x(t)| ≤ |b1|M + |I1|
a1
(1 + a1ω)e
∫ t
t0
a1(s)ds
≤ (|b1|)M + |I1|
a1
(1 + a1ω)ea1ω.
Let
(|b1|)M + |I1|
min{a1, a1 − b1}
(1 + a1ω)ea1ω = H1. (2.6)
Similarly to the proof of the Eq. (2.3), we can get
|y(t)| ≤ (|b2|)M + |I2|
a2
(1 + a2ω)ea2ω.
Let
(|b2|)M + |I2|
min{a2, a2 − b2}
(1 + a2ω)ea2ω = H2. (2.7)
Clearly, Hi , i = 1, 2, are independent of λ. Take H = H1 + H2 + 1, then ‖u‖ω < H whenever u ∈ X
is a solution to (2.1) for any λ ∈ (0, 1).
Define Ω = {u ∈ X : ‖u‖ω < H}. Then there are no λ ∈ (0, 1) and u ∈ ∂Ω such that Lu = λNu.
Note that QNu = J QNu and when u ∈ Ker L , it must be
QNu =
(−a1x + b1 f1(x, y) + I1
−a2 y + b2 f2(x, y) + I2
)
. (2.8)
Then for any u ∈ ∂Ω ∩ Ker L = ∂Ω ∩ R2, u = h = (h1, h2) and ‖h‖ω = H . We have QNh = 0,
since QNh = 0 only when ‖hi‖ ≤ Hi , i = 1, 2. Then ‖h‖ω ≤ H1 + H2 < H . It is easy to see that
(J QN )−1(0) ∩ (Ω ∩ Ker L) = φ. Consider the homotopy F : (Ω ∩ Ker L) × [0, 1] −→ Ω ∩ Ker L ,
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defined by
F(x, y;µ) =
(−a1x + b1x + I1
−a2 y + b2 y + I2
)
+ µ
(
b1 f1(x, y) − b1x
b2 f2(x, y) − b2 y
)
. (2.9)
Note that F(x, y; 1) = J QNu. If F(x, y;µ) = 0 then, as before, we get
‖u‖ω ≤ (|b1|)M + |I1|
a1 − (1 − µ)b1
+ (|b2|)M + |I2|
a2 − (1 − µ)b2
< H. (2.10)
Hence
F(x, y;µ) = 0 for (x, y;µ) ∈ (∂Ω ∩ Ker L) × [0, 1].
It follows from the property of invariance under a homotopy that
deg{J QN ,Ω ∩ Ker L , 0} = deg{F(x, y; 0),Ω ∩ Ker L , 0}
= sgn
∣∣∣∣(b1 − a1) 00 (b2 − a2)
∣∣∣∣
= sgn{(b1 − a1)(b2 − a2)} = 1.
We have shown that Ω satisfies all the assumptions of Lemma 2.1. Hence, Lu = Nu has at least one
ω-periodic solution on Dom L ∩ Ω . This completes the proof. 
3. Global exponential stability of periodic solution
In the previous section, we showed that system (1.4) always has an ω-periodic solution under some
conditions. In this section, we will study the global exponential stability of the periodic solution. We
introduce the following definition.
Definition 3.1. Suppose that u1(t) = (x1(t), y1(t))T is a unique periodic solution to system (1.4) on
[t0 − τ,∞). The solution u1(t) is said to be global exponential stability if there exist positive constants
λ and M(≥ 1), such that for any t ≥ 0, {|x1(t) − x(t)| + |y1(t) − y(t)|} ≤ M‖(u − u1)0‖e−λt , where
‖ut‖ = maxs∈[−τ+t,t]{|x(s)| + |y(s)|}, u(t) = (x(t), y(t))T is any solution to system (1.4).
Theorem 3.1. Assume
(a) fi ∈ C(R2, R) is bounded and | fi (x1, y1) − fi (x, y)| ≤ mi |x1 − x | + ni |y1 − y|, where mi , ni are
positive constants and one of them is larger than 0.5, for i = 1, 2;
(b) ai > 0 and a > 2kbea∗τ , where k = max{m1, m2, n1, n2}. Then system (1.4) has a global
exponentially stable periodic solution.
Proof. Note that ai > 0, i = 1, 2, and a > 2kbea∗τ imply ai > bi for i = 1, 2. By Theorem 2.1,
system (1.4) has an ω-periodic solution, say u1(t) = (x1(t), y1(t))T. To study the stability, let C =
C([−τ, 0], R2) with the sup-norm ‖u‖ = maxt∈[−τ,0]{|x(t)| + |y(t)|}, u ∈ C . We also define ψt ∈ C by
ψt = ψ(t + θ), θ ∈ [−τ, 0].
Let u(t) = (x(t), y(t))T be an arbitrary solution to system (1.4). Then we get
du1(t)
dt
=
(−a1(t)x1(t) + b1(t) f1(x1(t − τ1(t)), y1(t − τ2(t))) + I1(t)
−a2(t)y1(t) + b2(t) f2(x1(t − τ3(t)), y1(t − τ4(t))) + I2(t)
)
, (3.1)
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and
du(t)
dt
=
(−a1(t)x(t) + b1(t) f1(x(t − τ1(t)), y(t − τ2(t))) + I1(t)
−a2(t)y(t) + b2(t) f2(x(t − τ3(t)), y(t − τ4(t))) + I2(t)
)
. (3.2)
For t ≥ 0, from (3.1) and (3.2), a direct calculation of the right derivative D+|x1(t) − x(t)| of
|x1(t) − x(t)| along the solutions of system (1.4) leads to
D+|x1(t) − x(t)| = D+{sgn(x1(t) − x(t))(x1(t) − x(t))}
= −a1(t)|x1(t) − x(t)| + b1(t){ f1(x1(t − τ1(t)), y1(t − τ2(t)))
− f1(x(t − τ1(t)), y(t − τ2(t)))}sgn{x1(t) − x(t)}
≤ − a1(t)|x1(t) − x(t)| + |b1(t)|
× {| f1(x1(t − τ1(t)), y1(t − τ2(t))) − f1(x(t − τ1(t)), y(t − τ2(t)))|}
≤ −a1(t)|x1(t) − x(t)| + |b1(t)|
× {m1|x1(t − τ1(t)) − x(t − τ1(t))| + n1|y1(t − τ2(t)) − y(t − τ2(t))|}.
(3.3)
Similarly, we can obtain
D+|y1(t) − y(t)| ≤ −a2(t)|y1(t) − y(t)| + |b2(t)|{m2|x1(t − τ3(t))
− x(t − τ3(t))| + n2|y1(t − τ4(t)) − y(t − τ4(t))|}. (3.4)
From (3.3) and (3.4), we can get
D+{|x1(t) − x(t)| + |y1(t) − y(t)|}
≤ −a(t){|x1(t) − x(t)|
+ |y1(t) − y(t)|} + kb(t){|x1(t − τ1(t)) − x(t − τ1(t))|
+ |y1(t − τ2(t)) − y(t − τ2(t))| + |x1(t − τ3(t)) − x(t − τ3(t))|
+ |y1(t − τ4(t)) − y(t − τ4(t))|}.
(3.5)
Let z(t) = |x1(t) − x(t)| + |y1(t) − y(t)|. Then (3.5) can be transformed into
D+z(t) ≤ −a(t)z(t) + 2kb(t)‖zt‖. (3.6)
Thus
D+
{
z(t)e
∫ t
t0
a(s)ds
}
≤ 2kb(t)‖zt‖e
∫ t
t0
a(s)ds
. (3.7)
It follows that
z(t)e
∫ t
t0
a(s)ds ≤ |z(t0)| +
∫ t
t0
{
2kb(u)‖zu‖e
∫ u
t0
a(s)ds
}
du. (3.8)
Thus, for any t > 0 and θ ∈ [− min(τ, t), 0], we have
e
∫ t+θ
t0
a(s)ds = e(
∫ t
t0
+ ∫ t+θt )a(s)ds ≥ e
∫ t
t0
a(s)ds−a∗τ
. (3.9)
So we have
e
∫ t
t0
a(s)ds−a∗τ
z(t + θ) ≤ e
∫ t+θ
t0
a(s)ds
z(t + θ)
≤ ‖zt0‖ +
∫ t
t0
{
2kb(u)‖zu‖e
∫ u
t0
a(s)ds
}
du. (3.10)
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It follows that
e
∫ t
t0
a(s)ds‖zt‖ ≤ ea∗τ‖zt0‖ +
∫ t
t0
ea
∗τ
{
2kb(u)‖zu‖e
∫ u
t0
a(s)ds} du. (3.11)
By Gronwall’s inequality, we obtain
‖zt‖ ≤ ea∗τ‖zt0‖e
∫ t
t0
ea
∗τ 2kb(u)du
e
∫ t
t0
−a(s)ds
, t ≥ t0. (3.12)
Without loss of generality, we let t0 = 0, for t ≥ 0, [ tω ] denotes the largest integer less than or equal to
t
ω
. Noting [ t
ω
] ≥ t
ω
− 1, and a > 2kbea∗τ , we get
‖zt‖ ≤ ea∗τ‖z0‖e
∫ t
0 e
a∗τ 2kb(u)due
∫ t
0 −a(s)ds
= ea∗τ‖z0‖e{
∫ ω[ tω ]
0 +
∫ t
ω[ tω ]
}(ea∗τ 2kb(s)−a(s))ds
≤ ea∗τ+(−a+2kbea∗τ )ω[ tω ]‖z0‖e
∫ t
ω[ tω ]
(−a(s)+2kb(s)ea∗τ )ds
≤ ea∗τ+(−a+2kbea∗τ )ω[ tω ]‖z0‖e
∫ ω
0 (2kb(s)e
a∗τ )ds
≤ M‖z0‖e−λt for t ≥ 0, (3.13)
where M = ea∗τ+aω and λ = a − 2kbea∗τ are positive constants. As {|x1(t) − x(t)| + |y1(t) − y(t)|} ≤
‖zt‖, we can get {|x1(t) − x(t)| + |y1(t) − y(t)|} ≤ Me−λt‖z0‖ for t ≥ 0. From (3.13), it is obvious
that there is a unique periodic solution to system (1.4). Therefore, u1(t) is global exponentially stable
and this completes the proof of Theorem 3.1. 
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