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En dreas muy diversas de la ciencia y la tecnologfa, como 
AcGstica, Restauracidn de Imbgened, Ingenierfa, Biomgdica, sonar, 
radar, sismologfa, transmisidn de datos y telecomunicaciones, 
las tgcnicas de procesamiento de sefiales digitales, constituyen 
#+ 
una herramienta poderosa. 
L .  
La evolucidn de estas tgcnieas estuvo acompafiada en 10s 6 1  
timos afios, por un extraordinario desarrollo en la tecnologfa de 
10s computadores. 
La disponibilidad de veloces computadores, permiti6 la imple 
- 
mentaci6n de sofisticados y complej~s algoritmos, produci-endo un - 
tremendo impacto, sobre todo en aquellos 4campos'd6nde traditional 
. - 
mente se usaban tgcnicas, para sefiales analbgicas. . . 
. . 
. .. ! 
Comunmente una sefial es definida como una func5bn, que~-I5&?35e 
- 
ne informacibn'acerca del estado o. comportamiento de .m.&istema f$ 
sico. Las sefiales deben ser ppocesadas, paka facilitar 'la extrac- 
cibn de informacibn. 
El objetivo es generalmente, transformar una sefial en otra, 
que en algGn sentido eq mss deseable que la original. Por ejemplo, 
muchas veces, se desea disefiar transformaciones, para separar dos 
o d s  sefiales, que han sido cdmbinadas de alguna forma; otras veces 
interesa resaltar, algunas comgonentes o pardmetros, de una sefial. 
Un caso de gran importancia y que aparece frecuentemente en proce- 
samiento d'e sefiales es el problema de deconvoluci6n: 
Una gran variedad de pmjoesos fhicos pueden ser descriptos ., '1 f d  
como un sistema donde una scpglaE fuente es perturbada, para produ - 
cir un output observable: . 1 
Ciertas hip6tesis sobrc el sistcsla, permiten representarlo, 
como un operador que actda s o m e  la sefial fuente, mediaate la ope 
- 
El proceso de deconvolucib~ consiste entonces en separar las 
componentes W y S, de la seiial abservada3:.X. '" - I 
Un gran nGmero de tgcnicas, han sido desarrolladas oon este - 
objeto, teniendo en cuenta en cada cam, las caracte~Pse&?as d e l  , 
problema real, y usando diversas herramientas matetabticas, extra% 
- 
,das de diferentes campos como Tsorla de Procesos Estocbsticos, An$ 
- 
lisis de Fourier y Algebra lineal. 
Las tgcnicas que hacen el Mdlisis de la sefial a trav6s de 
su transformada de Fourier, son agrupadas generalmente bajo el na& 
bre de tdcnicas de 'dominio fmcuencialt, en contraposicidn a las 
de '$onc;inio temporalt que trawjan directamente, con 10s datos. 
I 
-3-  
- 
e l  dominio d c l  tisdpoi .'.DeconvoLuci6n por Mgnixta Entro- 
pfa '  (MED), que ha r e p r e s e n t a a ~  un importante progreso en esta 
brea. 
, - .  
. -= 
Dos ven ta jas  importantes pueden des taca r se  en e l  MED sobre 
10s mgtodos t r a d i c i ~ n a l e o ~ .  Frhera, que no supone f u e r t e s  hipb- 
B h i s  sobre e l  modelo f l s i c o ,  to qua aumenta su campo de a p l i c a  -
?a+ Segundo, su e s t a b i l i d a d  en presencza de r u ido  ad i t i vo .  
. 
operador de deconvoluei6n prodiicido por e l  MED se o b t i e  -
1 : piedades d e l  MED. 
i 1 7  
Este  nuevo c r i t e r i o  (noma h) , se def ine  para e l  caso  de 
: 
- 
. una s o l a  sefial de ent rada  y,ss g-eneraliza a 1  caso  de mGltiple! 
C .  
sefialcs. 
7 - . i ,  &a I I " '  Una extensa simulacidn reatllizada. muestra aue l a  no 
FJ -: m a  Varimax, para e l  modelo plarlteado, donde l a  sefial aeseada es k< , 
&+A 3 5,. - 
3 ' .?,,-. una s e r i e  de pulsos de amplit& y ubicaci6n a rb i t r - a r i a s .  
L . . L  
m- 
'i, Una de l a s  mhs importan*ee a a n t e j e s  d e l  nuevo criteria P ~ S  - 
ma D se der iva  un algoritmo m . i t e r a t i v o  para e l  cd lcu lo  d e l  f i l  
que el algoritmo F E D ,  supone en cada iteracibn la inversidn de 
una matriz, cuyo orden equivale a la longitud del filtro, mien -
tras que el algoritmo resultante a travgs de la,norma D, solo 
* 
requiere la inversibn de una Gnica matriz, del mismo orden. 
Por otro lado, 10s resultados obtenidos muestran que, el 
filtro obtenido por el nuevo algoritmo produce un output de ma - 
' .  
yor simplicidad Varimax que el obtenido por el MED. Este hecho 
hace que el algoritmo D represente un nuevo metodo de cdlculo 
para el MED tradicional de menor costo computacional y mayor 
eficiencia. 
- Se incluye un capitula donde se exponen las pruebas nun6 -
ricas realizadas, haciendose un anhlisis comparativo de ambos 
m6t odo s . 
La forma m6s frecuente de trabajar en procesamiento de sefia 
- 
les, consiste en el. planteo de modelos matemhticos, para 10s pro 
- 
blemas flsicos consideradss. k 
Varias son las condiciones que se deben requerir de estos 
modelos. En primer lugar, su rcsoluci6n tegrica, o sea el modelo 
debe ser planteado de tal forma, que haya existencia de soluciones. 
Esta propiedad sin embargo, no es suficiente; la8 saluci~@. 
deben ser computables. 0 sea que deben darse algoritmos, que q 
mitan a partir de 10s datos, obtener efectivamente, generalmgnte . 
<I I 
con el uso'de computadores digitales, 10s resultados. Y por Glti- ' $  
z . 3  
mo, y esta condicibn, la mayorxa de las veces es esenaial, 10s a1 
- 
goritmos deberbn ser suficientemente Sptimos, de forma tal que 
tiempo de proceso, no 10s haga impracticable@. 
En el planteo de un modelo, muchas veces, para que sea posl 
ble su resoluci6n, es necesario imponer restricciones matemdticas, 
que luego resultarbn en la interpretacien, en hip6tesis fisicas 
sobre el problema. En la medida en que las hipBtesis, se corres- 
pondan con la realidad, 10s resultados serbn, m&s o menos satis- 
factorios. 
Un claro ejemplo de esta situacidn lo constituye el problema 
de deconvoluci6n, en el modelo X = W * S, donde X son 10s datos 
y W y S son desconocidas y se las desea estimar. 
En general, sin hip6tesis sobre W y S, el problsma no tie -
ne unicidad y no podr6 elegirse una soluci6n adecuada. 
En Deconvoluci6n Predictiva, por e j emplo , ( Robinson, 19 67 1,  . 
fuertes hip6tesis, son impuestas sobre W y S para llegar a una ' 
Una serial es representada matemsticamente, como una funcidn 
de una o mas variables. En q i  caso de una variable, es una con- 
vencidn referirse a'ella, corn una variable temporal, aunque en 
muchos casos no lo sea. 
$egGn que la variable tome sus.valores en un conjunto dis- 
,.& . 
P- , 
creto, o en el contlnuo num6rioo, las sefiales de clasifican en 
discretas y continuas respectivamente. 
Las sefiales discretas .se obtienen muchas veces por 'muestreo' 
de una sedal conthua. Esto e$, se elige un interval0 de tiempo 
~t y se define: 
xn 
= f(n At) 
donde f es la sefial contfnud jr 1. aucesidn X I  su muestra. 
Este es un paso necesari~ B r a  preparar una sefial, para ser 
procesada, en un computador dfgital. 
Un importante teorema conooido conto 'The sampling theorem' 
debido a Shanon (1949) y m&s tmde generalizado a praeeads es*oeb6 
ticos estacionarios (Balakri&bnan, 1 9 5 7 )  establece una'rslaoi6n 
.tre la sefial discreta y la bontlnua, y da una cota superior pa- 
I 
ra la eleccidn del'intervalo de muestreo, con objeto de que no se 
gierda informacibn, para el caso de seaales de banda 15mi%ada1 (sq 
porte de la transformada de F~upier,' compacto). 
En lo que sigue se considdrarhn solo seiiales discretas. Una 1 
. - 
seflal serd representada en la fbrma: . . 
o tambign ;r 
x = x ( t )  6 x s x t ,  t E Z  
SegGn que e l  modelo son '*e sa t ~ a 3 a  j t sea, determinfs  
- 
t i c o  o e s t o c b s t i c o ,  X t ,  ~.pms+ntarB para cada t E Z ,  un nc 
8 .  
mero r e a l  o una variable h&e&qria. 
't 
Llamaremos Energsa de Xesl ssfial X a 
que puede s e r  f i n i t a  o in f fn i ta ,  
Un sistema es repra&ien-o corn una transformaci6n T, que I 
,' 
a cada sefial X, le hace coppasponder atra sefial Y: 
Un sistema se dird l ineal  si verifica: 
para cada par de seAales X,Y y cada par de nheros a,b. (Aqu.f 
las operaciones entre sefiales y nheros se entienden como ope- 
raciones coordenada a coordeneda). 
2 .  S h t e m a h  invak ian ted  en el U m p o .  . . 
Muchos sistexlas flsiess tienen la propiedad, de no 
r.i 
ficarse mayormente, durante a1 transcurso de.un- cierta interva. 
lo de tiernpo.'. 
Esta caracteristica haee que, cuando .el sisteaa eq'p 
bado, por dos exitaciones igualea, psro en distintb tiabnpo; la 
respuestas Sean las mismas, con el consiguicml% d e s p l a z a i a t c  - 
en el tiempo. 1 
Esta propiedad llamada, invariancia en el tiempo, se tra- m 
duce matemgticamente, dicicndo que si r k  es el operador trans- " 
-* ir 
,.;laczibn definido sobre Lao sefiales por .  
rkX = Y con y(t) = x ( t + k )  
-1 0- 
entonces T es invarian 1 tiempo si y sBlo si T conmuta 
con T para todo k E Z. k 
En simbolos 
( V  k E Z )  (T 0 rk = rk 0 T) 
3 . 2 .  Siatemaa CineaCea e inva&iantea en e l  t iempo.  
Sea ahora 6 la sefial definida por: 
y sea para cada k E Z, 6k la sefial 
6 es llamada comunmente, sefial de impulso unitario. 
Si se restringe adecuadamente el conjunto de seiiales 
(ver Apgndice I) se puede probar que una seiial X puede ser 
representada por: 
o sea 
X ( t )  = 1 X(k) bk(t) = 1 X(k) 6(t-k) 
k k 
Si T es un sistema lineal 
TX = T(1 X(k) dk) = 1 X(k) (T(6k)) 
k k 
si .adem& T es invariante en el tiempo 
(I) 
0 
ri m 6 . a  rd ~ d u a  
Q Q r i z . 4  PI 
C F a -  
+, O O C  m 
0 
+' 01 
to fb 
$ $ 4 G  
- l a  
'4 (D w + 3 It 
En efecto, vale que; 
3 . 4 :  SiaXemaa Ebltabtea 
Otra hip6tesis..que se h c e  sobre 10s sistemas es la de 
estabilidad, en el sentido que la respuesta a una sefial aco 
tada, debe ser acotada, o sea 
si 1x1- = Sup \X(nIl 
nE Z 
diremos que T es estable si y sdlo si para cada sefial X que 
cumple / .  
1x1 < 1 
m 
se cumple tambign 
ITxl 0 c; M 
donde M es una constante que no depende de X. (M < +a) 
o sea T es esteble si 
sup ITXI, < +- 
I I X U , ~ l  
Para sistemas lineales e invariantes en el tiempo la con -
acidn de estabilidad se traduce en: 
T es estable si y sdlo si 1 Ih(k) 1 < +- 
k 
(Ver Apgndice I) 
Debido a1 hecho que la operacidn de convolucidn es conmu 
tativa : 
el sistema representado pop h, puede intercambiarse por el de 
la sefial x, y considerarse que h es la sefial que exita a1 sig 
tema representado por X .  
Por otro lado, teniendo en cuenta que 10s sistemas pueden 
ser representados por sucesiones, 10s conceptos de estabilidad 
y causalidad sersn referidos tambign como propiedades de sefia- 
les quedando claro, que son propiedades del sistelna que repre- 
2.- 
sentan. 
As5 una sefial X, es causaa si y' sdlo si 
y estable si y s6lo si 
Nos interesa estudiar ahom el caso de un sistema lineal 
- ..* 
- 1 ... fi h / invariante en el tiempo, causal. y estable que es exitaao por 
una seiial causal, de energfa finita, que ha sido obtenida por 
muestreo de una sefial continua de banda limitada 
Del hecho que la sedal tenga enerpza finita se desprende 
inmediatamente que es am6rtiguada (Ver Apendice I)' y el sistema 
puede ser representado por una sucesidn {q 3 con las propieda 
- c ~  1 '  , - $  7 -  :- u ' 
f -. I t .  i , I , , I -. : if!k de s 
q(u) = 0 (U <. 0 (causalidad) 
con W(n) = 0 (n 0). 
En el pardgrafo siguiente se describe un problema real, 
donde aparece la necesidad de aplicar este modelo. El ejemplo 
se ha simplificado convenientemente por razones de brevedad y 
claridad en la exposici6n. La situacidn real es bastante mds 
compleja y varios pasos aqtariores 'deben aer realizados, como 
correcciones dinemicas y sstdticas sobre 10s datos Y elimina- 
ci6n de ruidos, ante's de a p 1 j . o ~  la deconvoluci6n. 
Una descripci6n-detakl- de esta aplicacibn, as5 coma 
de otras, en distintas &reas guuade encontrarse en Oppenheim 
subsuelo, con objeto de estudiar la naturaleza y conformaci6n 
de 10s distintos estratos o'capas sedimentarias. --.  - 
Fig. 1 
La onda que llega a cada interfase se ha modificado, por 
un efecto de filtrado producido por la tierra. Se hace, sin 
embargo la hipbtesis simplificatoria de que en cada interfase, 
arriba la misma exitacibn, que llamaremos W, diferente de la 
producida originalmente por la explosi6n en la superficie. 
A1 reflejarse la onda W en cada horizonte geolbgico, que 
I 
da multiplicada por un coeficieite, llamado coeficiente de re 
- 
91 
q 2  
9'3 
Qn 
Fig. 2 
Cuanto mayor sea la profundidad de la interfase, la ne- 
flexidn correspondiente a ella qk.W arribard a la superficie 
con mas retraso. Como consecuencia de este hecho, finalmente 
el registro X que se hace en 1-a superficie, estard compuesto 
por la suma de todas las reflexiones, cada una con un corri- 
miento en el tiempo, debido a la profundidad de la interfase. 
0 sea 
' 5  - 7 ,  
, - 
X = 7 ( q  .W) + 7 'Gq .W) + ... + 7  
-1 1 -2  2 
-N 
'recordando que \(W) (t W.( t + k )  
resulta 
o sea X = q * W  
Grdf icamente 
Fig. 3 
La safial X obtenida as e l  6nico dato que sc conoce. E-2 
objetivo es estimar W y q .  
Todas las  hipdtesis presupuestas a1 modelo, como causa -
lidad, invariancia, etc .  son consistentes con la  realidad f5 -
sica del problema. 
Se describird ahora una aolucidn ya cldsica a1 problema 
planteado en 01 usando un enfoque estocdstico. (Ver, por ejez 
plo Robinson y Treitel, 1980) 
Supondremos el modelo 
X = W * q  
donde {q(t), t > 0) es un ruido .blanco 
{W(t>, t 0) es una sucesidn numerics de fase dnima 
de lo cual resulta el proceso CX(t), t > 0) debilmente estacio 
nario . 
Por ruido blanco entendemos un proceso estocdsti 
media cero y ortogonal. (Ver Ash, 1975). 
El concept0 de fase mhima (Oppenhein y Shafer, 1975); 
para una sucesibn {akIk . puede ser definido en t6 
la transformada Z de - a: 
Para cada sucesi6n a = €a,), su transformada Z sa 
. 
fine por 
k Za(z) = 1 ak z , Z 6 C 
k>O 
entonces la sucesibn €akIk se dice de fase minima si y s d l o  
si 
1) el radio de convergencia de Z, es > 1 
2 )  Za no tiene ceros en D = Iz E C/IZ~ 1) 
Por autocorrelacibn de una sucesibn €akIk entendernos, 
la sucesibn 
>. 
I *  ( 
- 7 - 1  I 
. ' .. 
" \I a (t) = 1 ak a k 4  (t E Z) . 
k,O 
en caso que esta suma sea f f n i t a .  
L ,  
.-I Sobre el proceso {Xu, u 5 0)  se hacen ciertas hip6 
- ., 
'- * 
; de ergodicidad: 
! 
9 Sea {xnIn , una mus&ra obtanida del proceso . {Xn, " 01 .  p+ :,. 
-.: . 1) Ergodicidad en la media: 
Se supone que 
.$- F II = E(Xn) = Ism , i T 1 Xk Y n 
1 T++m 
-<. . 
k=O 
< ->-.: , . %+,$ 3 2:g <. - - - 
-5s 1, 
3). 2 1  Ergodicidad en la augmmrehicidn: 
Se supone que Y n i 
1 T 
+,(tf = E(X**XIL+t).:* ~~ L Xk*Xk+t Tic+# kt 0 
t .  
Con estas hip6tesis resulta que si se halla la aut 
lacidn del proceso X an 
X = W * q  
o sea 
tesis 
donde a *  es la varianza del mido blanco q,), es la autocorre- 
q 
lacidn de W y ix( t la funcMn de covarianza del proceso X. 
Usando ahora la hipdteds de ergodicidad en la autocorre- 
lacibn queda que 
1 15-n - 1 xk Xk+t = ($1 @ 2 
9 
o sea 
T+= WO - ,  
! 
I I .  . 
que salvo un factor constante, se pueda a partir de 10s datos 
x = {xkIk > O obtener la autocomelacibn de W. 
Una estimacidn de W ~uede ser obtenida. mediante una a ~ l i  
- 
la transfomnada 
. - -  -. - - -. -= - 
Hilbert, usando la hipdtesis de 
. fase ifiinima. (Ver Robinson v Treital. 3 9 8 0 ) .  
interesa el caso 
- - - 
que se quisre estimar q. 
Vimos hasta ahora que a partir de 10s datos x = {xkl, st 
puede hallar 1fi autocorrelacidn de W. Se verd ahora que a par 
I I  yh ,)I - 
tir de esta autocorrelacibn puede calcularse q con una buena 
I l l  L 
aproximacibn. ,, - 
' I  I . I  - 
' . I  Y arl 
r \ 
= L Wk qt-k o sea x = w + q  
k>O 
q podrd"ser obtenida si se conoce la inversa de W por convolu -
Ld fBX2iltencia da W-' qucda garantizada por scr de fase mg 
k 
nlma W DUBS Zy(z) = 1 Wk z no t i m e  ceros en D. , . ' m L*<T- * L 
k>o 
- . I , :  - 
' 4 .  I  
, - 
.-< - *!,* . . 
Luego G(z) - es analztlca en una regi6n que contiene 
- m  
a D y no se anula en D. 
Luego su antitransformada g es W-I ya que 
Luego w*g = 6. 
Observese que ademds W-I resulta da fase mfnima. 
El problema de hallar la inversa de W puede ser planteado 
en tErminos de hallar una inversa aprcximada, o sea una suce- 
sidn (bo,bl, ..., bNjO, . . . I  de forrna que 
2 I(b) = Iw * b - 612 sea minima. 
Derivando I respecto de 10s coeficientes bo,bl, ..., b se N 
obtienen las ecuaciones nomnales, que son de la forma: , 4  
o sea Rb = el 
donde rk = Sw(k) 
por tanto b = R-l el 
I !a 
. .  
!i 1 -I, , , La no singularidad de R estd garantizada por el hecho que 
Observese que la solucidn ds ests sistema viene dada en 
funcidn solo de la autocomelaci6n de W. 
Se prueba ademds que el ermr cometido por restringir 
la longitud de b a N + 1  o sea 
N (donde b es la solucidn para long N + 1 )  
tiene la propledad 
W es de fase minima (Claerbout y Robinson, 1964) 
. . 
I.. , 
." 
1..DeconvoLucibn poh MXnima EntkapXa (MED) 
Un enfoque nuevo e interesante para el problema de decon -
volucidn lo constituye la t6cnica desarrollada por Wiggings 
(1978). 
Ooe y Ulrych (19791, Oldenberg, Levy y Whittall (1981) y 
Ulrych y Walker (1982) han considerado nuevamente este mgtodo 
en trabajos aparecidos recientemente. 
Cabe destacar sobre todo el trabajo de Ooe y Ulrych (1979) 
. h: 
- .  , . . quienes mediante una modificacidn en el MED, que consiste en la 
incorporacidn de una transformacidn exponencial en el algoritmo 
(MEDEX) han logrado una mejor definicidn en 10s resultados pero 
a un costo computacional bastante alto. 
Las ventajas del MED sobre 10s mEtodos tradicionales, con- 
. . .  
&ate en que no hace fuertes hipdtesis sobre el modelo. Por ejez 
plo no se hace la hip6tesis de fase mhima sobre la componente W 
ni la de ruido blanco para la sucesidn q. 
El. PlED solo supone la 'shplicidad' de la sefial deseada, u- 
sando un concept0 de Andlisis Multivariado. 
2 .  P l a n x e o  d e l  m o d e l o  y t t e d o l u c i d n  
E l  MED cons idera  v a r i o s  s is temas que ron perturbados por 
l a  m i s m a  sefial de entpada. 
Todas las  sucesiones,  ya sea l a s  que representan  a l a  s e  
- 
fial o a 10s s is temas  s e  considerardn que son nu las  a p a r t i r  de  
un v a l o r  d e l  l n d i c e  en adelante .  Si e s t e  v a l o r  s e  ha e l eg ido  su 
- 
f ic ien temente  grande, e l  e r r o r  por t runcaci6n ,  cometido no e s  
- 
significative. A p a r t i r  de e s t o ,  las  sefiales y s is temas pueden 
P s e r  pensados como vec to res  de f i n i t a s  coordenadas. 
Consideremos entonces X1,..,.,XN, N seilales observadas. 
Para cada i, (i = 1 , . . . , N )  representemos Xi por 
o sea cada sefial e s  l a  convolucidn de una sefial fuen te  comiin W 
con una sefial de  d i s t u r b a n c i a  qi, contaminada ademss con un r u i  
- 
do a d f t i v o  pi. Aqul Xi, qi,ni i = 1 , , N  y W r ep resen tan  vec , 
- .  
L tores de long i tud  f i n i t a .  
Supongamos ahora que se convoluciona cada sefial Xi con una 
b 
m i s m a  sefial f ,  que a p a r t i r  de  ahora llamaremos f i l t r o  de  decon 
- 
voluci6n o simplemente f i i t r o ,  para  d a r  una s a l i d a  Yi: 
'i = f * Xi = ( f * W )  * qi + f * n i  i = 1, ..., N 
S i  q i  (i = 1 ,..., N),  son las sefiales deseadas,  e l  f i l t r o  5 . ,  
.&. debe t e n e r  l a  propiedad de que e l  termino ( f  * W) n qi s e  a p r o x l e ,  
me a q i  en algGn sen t ido ,  l o  c u a l  s e  l o g r a r l a  en e l  caso que f 3; 
r e p r e s e n t e  una inver sa  aproximada de W. 
- .  
b e - ,  Ademds es deseable que el filtratenga la caractersstica 
de supresidn de ruido, o sea aliminar el sumando f * ni. 1 
1 
La suposicidn del MED e i  gue la salida obtenida Yi des- 
C 
pugs de aplicar el filtro debs ser de estructura 'simple' o 
'parsimoniosa'. 
I 
El concepto de simpliciaad o parsimonia, para una matriz ! 
de datos A = (a..) es el punto bentpal de Andlisis de Factores 1 3  
b 
en Andlisis Multivariado. 
1: Una descripcidn breve de una mat~iz de estructura simple, 
serfa, que es una matriz en que 'la mayor parte' de sus coefi- 
cientes son cercanos a cero, salvo unos pocos de amplitud y ubi 
- 
k . K .., . + . cacibn arbitraria. 
. .' @ ; , . -1. : 
- . 7. 
-' . 
Y El problema de precisar este concept0 en tbdnos m a t e d -  % .> 
ticos rigurosos, llevd mbs de veinte afios de intentos hasta que 
una solucidn satisfactoria fu6 hallada (Carrol, 1953). 
La solucidn consistid en'definir una 'norma' para la matriz, 
de forma tal que mida o defina su grado de simplicidad. 
~espugs de esto una gran variedad de normas o criterios fue 
- 
ron considerados (Harman, 1960). 
El problema de, dado un conjunto infinito de matrices, que 
I 
varian con ciertos pardmetroe, elegir aquella de mayor simplici- 
I 
1 dad, se convierte ahora en maxidsar o minimizar una norma sobre 
i dicho conjynto. De aqus se deduce el hecho de que la norma selec - I cionada, deba tener la propiedab, que de ella se derive un algo- I ritmo de computacidn satisfaotorio. 
Wiggings (1978) utiliza norma o criterio Varimax, que '1 
1 
" de la norma Varimax. propuesta es en realidad, una modificac 
Dor Kaiser (19581, definida para una matriz A = (a*.) gor: 4 
I 1 3  
con 
1 
En tsrminos estadfsticos, para cada i, Vi(A) representa la 
varianza de 10s cuadrados de la fila i normalizada. 
En el MED, el criterio Varimax se aplica a1 Output Y = (y-.I, , 
11 
donde yij representa la j-6sima coordenada del vector Yi. 0 sea, I 
. 
se desea maximizar V(Y) sobre todos 10s filtros f = (fl, ..., fLl 2 
'1 - - 
4 
de igual longitud. 
Derivando V ( Y )  respecto de 10s coeficientes del filtro e 
igualando a cero, se obtiene un conjunto de ecuaciones de forma: 
R(f1.f = g(f) 1 :A 
T 
donde R = R(f) es una matriz Toeplitz y g = g(f) es un vector, 
cuyos coeficientes dependen de f. 
Eligiendo una solucidn inicial 
0 f = (0, ..., 1, ..., 0) 
se genera un algoritmo iterative 
fn+' = [~(f")]-' . g(fn) 
el cual permite obtener una solucidn satisfactoria. 
I 3.1. No~rna Vahimax (ca40 I mugxrs&ka) I 'u.- , Sea Y E R ~ ,  Y # 0 y considerese la norma Varimax . - Lll. a m L  . : I LA 
Si notamos por IYI = (1 yi)1'2, la norma euclidea de Y, 
k 
1 la expresidn ( * I  queda: 
I 
La norma V tiene la propiedad de Homogeneidad: 
Ademgs V puede factorizarse como composicidn de las 
transformaciones 
L *  2 
y , .  . . , yi = IYI 2 
Analicemos el efecto de Ti sobre un vector Y. 
Considerese 
Luego la transformaci6n Ti aplica cualquier vector de 
la recta generada por Y, en un Gnico vector de la regidn H 
Fig. 4 (a) H para m = 3 
(b) Efecto de 'I1, m = 2 
observe se que esta transf ormaci6n modif ica ligeramente 
10s sngulos que forma el vector con 10s ejes coordenados, 
debido a que sus coordenadas estan elevadas a1 cuadrado. 
La transformacidn T, definida sobre Hy alcanza su d n i  - 
I 
1 1 mo en el baricentro B = (my...,-)y m y su mbximo en 10s vgrti 
ces de H y  {el, ..., em) y crece cuando crece la distancia de -h 
a1 baricentro B. 0 sea que esta transformaci6n mide para. 
- -w 
' - ; . . s m C  
 vector,^, su lejanla a B o cquivalentemente su proximidad 
a alguno de 10s vgrtices. 
Luego l a  s h p l i c i d a d  da un vec to r ,  segdn e l  c r i t e r i o  
Varimax, aumenta, cuando mayor a s  su proximidad a1 conjun -
t o  de v g r t i c e s .  
Teniendo en cuenta  l a  propiedad de  Homogeneidad de V ,  
l a  s h p l i c i d a d  para un vec to r  aua lqu ie ra  de  R ~ ,  no nulo 
e s t h  dada en funcidn de 10s angulos que forman, l a  r e c t a  
d e f i n i d a  por e l  vec to r ,  con lo. c j e s  coordenados, s iendo 
mayor l a  simplicidad cuando menor e s  e l  dngulo con alguno 
de  10s e j e s  o mayor e l  v a l o r  absolu to  de su coseno. 
Resul ta  ademds l a  acotacidn 
1 m < V(Y) C 1 9 Y E pm Y # O . : -  .- 
Fig. 5 Curvas de n i v e l  de 
L a  transfomnaciofi 
TZ (rn = 3 )  
I 3.2. Nohma Vahimax y DeconvoLucAdn 
i Sean ahora X, f e Y vectores de longitud n, R y m = n+R-1 
respectivamente y supongamos que 
o sea yk = fs Xk+l-s 
s=l 
1 La ecuacidn (**I escrita en notacidn ma~ricial es 
\ \ cero \ \ 
b X1 X2 
\ 
, cero 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
o sea Y = f.X donde X es una matriz de [ Rxm] . 
Si Vk es la k-6sima fila de la matriz X resulta 
con 
con lo que Y resulta una combinaci6n lineal de 10s vectores 
Vk donde 10s coeficientes son 10s elementos del filtro. 
SA Los vectores Vk son linealmente independientes (Ver kp6ndi -
ce 111, luego generan un subesgacio lineal W de dimensidn R en 
R ~ .  
P o r  t a n t o  cada f i l t r o ' f  no nulo genera un v e c t o r  Y cuya 
s implicidad mide l a  norma V: 
**;;I: . 
f * Y * V(Y) 
I 
3 . 3 .  EquivaLencia de C t i t e k i o ~  
Un criterio de simplic para un conjunto de vectores I ,  H 
, <: 
- I  
A c R~ puede definirse como una funci6n .,- 'd 1 
C:A -+ R d k  , d  
- . .. 
< 
-*. - 
Diremos que dos criterios C1 y C2 son equivalentes sobre p i s d  
. v 
1 
- 
. , A si y sdlo si -. 
Y x,y E A CIx C Cay * C2x > C2y 
Es claro que dos criterios equivalentes deben tener sus 
msximos y sus mfinimos en 10s mismos vectores, por lo que la 
eleccidn de uno u otro dependerd de la complejidad algorftmi -
ca que de ellos se deriven. -'. , I  ' .: . 
' 1 
En particular si I 
C1 = aC2 + b con a f .  0 
C y C2 resultan equivalentes. 1 
Por ejemplo, la norxna Varimax y la norma IT1(Y)-B~' 
(B baricentro de H) son equivalentes ya que 
o sea 1 IT~(Y)-BI~ = V(Y) - Eo 

El anglisis hecho para 18 norma Varimax sugiere entonces 
medir la simplicidad.de un vector Y en funci6n de la distancia 
de Y a 10s puntos el,. . . ,t2pp,, donde 
Definimos entonces 
donde la normalizaci6n del vector Y se ha puesto para conservar-,, 
r l 
- 3  la homogeneidad. 
Ahora 
Luego 
por lo que si definimos 
y entonces Dl y D resultan criterios equivalentes en el senti -
do definido anteriomnente. 
Fig. 6 
Norma D y Dl (m = 2 )  
Nbtese que D(Y) representa el mdximo de 10s valores ab- 
solutos de 10s cosenos de 10s hgulos (Yaek), ya que 
donde (,) representa el product0 escalar en el espacio eucli -
deo R ~ .  
Resulta ademds 
0 
0- IDU ma% 
- 
(a) g V(Y) 
0 
- 
I - 
0 
?-. 
0 
ma% OU( . I -a 
0 
0- 
- D(Y) 
V ( y )  
( b )  g- 
0 
- 
0 
9- 
0 
mu mu mu 
D(Y) 
V(Y) 
0 
- 
0 
? 
0 I I I I I I I i 0.00 1-57 3.r 4 4-71  b.28 
RAD. 
Fig. 7 
Comportamiento de las normas D y V sobre 10s vectores 
2 
Y = f * Xcon f = (cos a, sen a), a E  [0,2n] y X E  R , 
tales que (a) X = (1,1), (b) X = (-1,-21, (c) X = (100,l) 
4.1. Noma D y Deconvo~uc idn  
I-, 
Aplicando el criterio O a1 problema de deconvolucibn 
para el caso de una sola muestra; sa trata de maximizar 
D(Y) con , 
sobre todos 10s filtros f = (fl, ..., fg), f # 0 
Ahora 
l yi l 
Sup D(Y) = Sup (Pfbx = 
fe~i ~ E R :  i 
. lyil 
= M6x (Sup rPr) (***I 
i ~ER: 
Como ademds vale la propiedad que f es un mgximo para 
lyi l 
1- si y sblo si f es un extpeao (mbximo o mfnimo) para 
- Yi , entonces la ecuaci6n (***) es equivalente a hallar 
IYI v .  
10s extremos de - J 1  , para cada i, y luego elegir el dximc IYI 
sobre 10s i. 
El cdlculo de extremos se realiza entonces derivando 
respecto a 10s coeficientes fk dcl filtro, para cada i fijc 
e igualando a cero. 
O sea 
Teniendo en cuenta que 
entonces 
a Y ,. 
igualando a cero e intercambianda smatorias 
Yi 1 fs  1 (xh-s+l xh/k+i) X i - k  lyn2 s h 
. '. 
-r.,J5 
llamando I's-k a la segunda sumatorza queda 
que en notaci6n rnatricial es 
donde 
es la rnatriz de autocorrelaci6n de la rnuestra, y xi es el 
vector 
xi - (x~.x~-~,...,x 
i-(fi-l) 1 con 
La Norma Varimax para el caso de mGltip~es inputs, maxi 
- 
miza la suma de las varimax de cada output. 
Para el caso de la norma D esta generalizaci6n deriva 
en un algoritmo, no eficienta computacionalmente. 
Sin embargo usando la idea implfcita en la norma kurtosis, 
la norma D puede ser generalizada al'caso de mcltiples inputs, 
obtenigndose un algoritmo no iterativo de fdcil computaci6n. 
Considerense entonces N sefiales Yi = (y..), i = 1, ..., N, 
11 
de longitud m (j = 1,. ..,m).donde 
La norma kurtosis de la matriz Y = (y..) se define pur 
11 
donde lYl = ( ylj)1'2 (Ooe y Ulrych, 1979) o sea K(Y) es 
i,j 
la norma Varimax aplicada a1 vector cuyas componentes son 
las de las filas de la matriz Y colocadas consecutivamente, 
o sea 
Si se aplica la norma D a este vector queda 
finalmente se trata de hallar: 
Iyi. l 
Mbx (Sup 
i . j  fER: 
. - 
cuacionea no/mma&eb paha 
lamando 
la autocorrelacibn de x, en k-sj queda 
- 
- .' -1 (*I = 1 ~ 1  1 fk 1 rf;-s o sea 
k r 
finalrnente 
= 1yl - l  1 fk rk+ donde ri = 1 
k 
- [ Xij-s+i . IYI - 1 ~ 1 - l  (1 fk rk-s)~ij] IY I - *  
k 
Igualando a cero 
Matricialmente 
i Donde R = 1 R ~ ,  R es la m t r i z  de autocorrelacidn de la 
i j } i-(sima muestra y X es el vector 
2' 
donde 
donde Y ( f )  es el output obtenido a1 aplicar el filtro f. 
0 Luego si f o  satisface (*), f es un mtiltiplo del vector 
R-l xij . 
0 - R-l xij Entonces f - es solucibn. 
-- - rn 
- a 
'I I I 
. ' Llamando f ij a1 filtro Bib-.-. :;I, 
el algoritmo termina calculando 
(ij) 1 
Iyi 
Mbx (.*) don~&~#j) .;+$ , st el output obtenido 
i,j I Y  '3 I 2 ' 
1 $A 5; 
z - 
a1 'kplicar el filtro fij. 
: ,#+ 
I!. - .  
. .:?' . 3; 
I.' 
.. - 
. .  .ria 
1. Debc&ipcib~ de ARgq+ti.trnoa 
Noteremos por MED a1 algori tmo obtenido por Wiggings 
( 1978 )  a p a r t i r  de l a  norma ~ a r i m a x ,  y f V  a1 f i l t r o  c o r r e s  
- 
pondiente. Analogamente MEDD y f D  representar& e l  a l g o r i t  -
mo y e l  f i l t r o  obtenidos a p a r t i r  de l a  norma D. 
Tanto e l  MED, como e l  MEDD, involucran l a  i nve r s i6n  
de ma t r i ces  de autocorre lac ibn .  Debido a que e s t a s  matr ices  
son Toep l i t z ,  permiten e l  uso d e l  mgtodo recursive de Levir, 
- 
son para  su inver s i6n ,  de complejidad n o t o r i h e n t e  i n f e r i o r  
a 1  caso genera l .  En e s t e  t r a b a j o  ha s ido  usada una vers idn  
mejorada (Robinson, 1 9 6 7 ) .  
E l  algor i tmo MED, r equ ie re  e l  cd lcu lo  de una matr iz  de 
au tocor re lac idn  y de su inver sa  en cada i t e r a c i b n .  Teniendo 
en cuenta  pue e l  orden de e s t a s  matrices e s  igua l -  a l a  l o n  
g i t u d  e l e g i d a  para  e l  f i l t r o ,  dicha longi tud  y  e l  n h e r o  de 
i t e r a c i o n e s  necesa r i a s  para obtener  un r e s u l t a d o  s a t i s f a c t o  
- 
r i o  son dos pardmetros que inc iden  en forma d i r e c t a  en e l  
tiempo de computacibn.. 
Una de l a s  v e n t a j a s  d e l  MEDD e s  que a1 s e r  n o - i t e r a t i -  
vo, so lo  r e q u i e r e  e l  cd lcu lo  e  inve r s idn  de una Gnica matr iz  
de au tocor re lac i6n ,  cuyo orden tambibn as  i g u a l  a l a  longi -  
tud  e l e g i d a  pa ra  e l  f i l t a o .  
Por otro lado en todas las pruebas realizadas, se ha 
encontrado, que la longitud dptima para el filtro es menor 
en el caso del algoritmo MEDD, que para el MED, lo que tam 
- 
bign redunda en un importante ahorro computational. 
. 
Los algoritmos de convolucf6n y correlaci6n rdpidos 
usando FFT (Fast Fourier Transform) son de uso esencial en 
procesamiento de sefiales y pueden ser incorporados tanto a1 
.!* MED como a1 MEDD para lograr mayor eficiencia. 
2. MEVU u Conve~aenc ia  d e l  M E V  
Un aspect0 importante en la convergencia del algo~itm 
MED es que, comenzando con un filtro inicial: 
f = ( 0,. . . ,l ,. . . , 0) , el valor de la norma Varimax del out- 
put y(") = fin) * x despugs de la n-6sima iteracidn aumenta 
significativamente para las primeras N iteraciones (donde 
depende del input considerado y de la longitud elegida gar 
el filtro) y luego se estabiliza, no gudiendo mejorarse h 
convergencia. 
Se ha comprobado, en todas' las pruebas realizadas, que 
el valor de la norma Varimax para el output del algoritmo 
PlEDD supera al mdximo valor alcanzado For la norma Varimax 
del output del algoritmo MED, cuando las longitudes elegidas 
para 10s filtros son dptimas o sea 
v(yf ) V(y 1 
D f~ 
. - t  
donde 

3 .  Ejemptos Numditico4 
Una extensa simulaci6n fue raalizada con datos sint6ti 
- 
cos, haciendo primer0 un eswdio comparativo de ambos meto-J 
dos y luego probando la eficiencia del MEDD en presencia dB 
ruido . 
Todos 10s programas fueron hecfi~s en lenguaje FORTRAN 
e implementados en una VAX 11/750. 
Para graficar 10s resultadas se utilizd un ploter 
CALCOMP . 
Se presentan ocho ejemplos. En 10s cinco primeros se 
co@paran ambos mgtodos, considerando distintas sefiales fuen- 
tes, para 10s casos de un so&o input, y miiltiples inputs. 
Para cada ejemplo se mucstra adernss un grdfico de la 
. . convergencia del MED, comparada con el valor obtenido por la % , '  , .!. 
norma Varimax de 10s outputs del MEDD. ,.- . 
I 
,*?A: 
En 10s ejemplos 6-8 se analiza el comportamiento del MEDD >:*--: 
a1 adicionar ruido a1 input en distintos porcentajes. 
En todos 10s casos se recuperado la ondfcula fuente, 
invirtiendo el filtro MEDD. . . .. . 
. L  
La inversidn se realizd poniendo este filtro como input a".. 
: i?;c" .L .b* 
del mismo algoritmo MEDD y eligiendo para el filtro inverso, ? -9- 
.+ 4 
L -  ++$ 
la dsma longitud de la on4Scula inicial. 
En todos 10s ejemplos se han considerado ondiculas que 
no son de fase dnima. 
- 
' 3 E l  ru ido  adicionado a las muestras fue  obtenido  u t i l i  i i ~  
. . 
zando un algori tmo de gener$ci6n de n h e r o s  a1 a z a r ,  de ti -
po congruencial ,  que e s  una funci6n s tandard d e l  lenguaje  
FORTRAN. 
Los porcen ta jes  de ru ido  mencionados rep resen tan  por -3 
c e n t a j e s  r e spec to  a las mdximas amplitudes d e l  r u i d o  y de - 
. - 
l a  sefial. 
En cada ejemplo se ha convolucionado e l  f i l t r o  - 
w 7  
do por e l  MEDD con l a  sefial i n i c i a l  (F ig .  18). E l  r e s u l t a d o  ':.
- - 
I 
:g obtenido e s  una funci6n que aproxima a una 6 .  E l  grado de B:. 
w 
a j u s t e  de e s t a  aproximaci6n r e v e l a  l a  i n v e r s i b i l i d a d  d e l  b 
f i l t r o  r e spec to  de l a  sefial fuente .  
4 
1 
. . , 
E s  i n t e r e s a n t e  des taca r  que l a  polar idad  y desplaza-  
:- 
miento de 10s pulsos  en e l  output ,  no a f e c t a  l a  maximiza- F? A. =y 
c i6n  y por l o  t a n t o  no pueden ser predichos con e x a c t i t u d  ,&j 
gTpp&: ', ,-A - 1  
.: 
I I 
Ejempto 1 :  
Para comenzar s e  e l i g i d  como ondzcula fuen te  e l  caso  
mbs s e n c i l l o  de una componente arm6nica w(t) = a sen a t ,  
tomando t r e s  c i c l o s  d i s c r e t i z a d o s  en 100 puntos. 
La s e r i e  de pulsos  q(t) Be 40 puntos de long i tud ,  
constd de t r e s  pulsos de d i s t i n t a  amplitud y polar idad ,  
con separacidn de 2 0  y 1 0  p w t o s  e n t r e  e l l o s .  Se adic iond 
a e s t a  s e r i e  un 1% de ru ido  respec to  de l a  amplitud mdxima 
de 10s pulsos .  l a  convo~uc idn  de w ( t )  con q(t) fu6  tomada 
c o w  inpu t  para  e l  MED y e l  MEDD. En l a  Fig. 8a se g r a f i c a n  
Para ambos algori tmos se probaron "arias l ong i tudes  
para  e l  f i l t r o ,  resu l tando que l a  longi tud  6ptima pa ra  e l  
f i l t r o  MED e s  de 16 puntos y para e l  f i l t r o  MEDD s d l o  de - u 
- - . - a '0. y , I  La' . rm ,,,! :&-.'4 !?,' 
- 1:421b d.,;1..ydA: - 1 , Ma&:L+- I -YY,:T@ ,', - - .e.c5F. AM * 
L a  convergencia d e l  MED ss e s t a b i l i z d  despuEs de las 
doce primeras i t e r a c i o n e s ,  alcanzando un v a l o r  Varimax m6 
ximo cercano a 0.3535. E l  output  obtenido p 
un va lo r  Varimax i g u a l  a 0.36. (Fig. 16. a) 
Los ou tpu t s  obtenidos,  son mostrados en l a  Fig. 8 .  b y 
8.c. Se observa una m,ejor deconvoluci6n en e l  caso  MEDD. L a  
polar idad no s e  ha modificado y ae ha conservado con e x a c t i  -
tud  l a  separacidn e n t r e  10s P U ~ S O S .  
SOURCE WAVELET RECOVERED WAVELET 
MED F I L T E R  
OUTPUT 
MEDD F I L T E R  
OUTPUT 
I 
INPUT 
r I I I I I 
0.00 0.20 0.40 
SEC. 
(a) 
I I I I 1 
0.00 0.20 0.40 
SEC.  
(b) 
I I I I I 
0.00 0.20 0.40 
SEC.  
( c )  
Fig. 8 EjempLo 1 
El ploteo de la ondfcula recuperada invirtiendo el 
- - 
filtro fD, (Fig. 8.c parte superior) muestra un r t i  - 
guaciBn respecto de la ondfcula original. 
El resultado de convolucionar el filtro fD con la ond 
cula original w(t) muestra que este filtro produce una muy 
buena inversibn de w(t). (Fig. 18). 
Este ejemplo muestra el comportami 
dos en el caso de meltiples inputs. Se 
sefial fuente del ejemplo anterior y se 
.ento de ambos mgto- 
ha elegido la misma 
han 
- 
con 
ries de hasta cinco pulsos, de amplitud y polaridad arbitra - 
rjas cuya ubicaci6n fue obtenido en forma aleatoria. 
.;I 
. La serie de pulsos del ejemplo 1 se ha incorporado t q  
bien, para una mejor comparhcibn. w -  
En este ejemplo 10s Eiltros dptimos conservaron la misma 
longitud que en el caso de un solo input. 
L * -  . - 8 
. . .  El MED necesitd mbs de sesenta iteraciones antes de e! s - 
'hi 
.:, bilizarse, alcanzando un valor Varimax considerablemente me- 4; 
nor que el output para el MEDD (Fig. 16.b y Tabla 1). Esta dl -
ferencia redunda visiblemente en la calidad de 10s outputs ob -
tenidos (Fig. 9.c y 9.d). I 
Se observa ademgs una excelente resolucidn a6n en el casa 
de pulsos muy cercanos o de pequefia amplitud. La polaridad 
y separaci6n se ha conservado en ambos casos. 
El filtro obtenido fD, presenta un aspect0 similar en 
10s ejemplos 1 y 2, lo cual hace que las ondiculas recuper 
das y la convoluci6n fD * w en ambos casos tengan similare 
"'.A ::: . ~q~acter5sticas. 
L - * 9 -z 
+ ;j- v$y 1qi,v ;$& - -*- . 
;e3'2& - ' .- . . , , , :p', . -. -.- 
SOURCE WAVELET 
% neo FrLten ? 
RECOVERED WAVELET 
MOO F lL lER 
OUTPUT 
Fig. 9 E j e m p l o  2 
a 
L - r Y  


E j e m p t o  4 :  
. El objeto de este sdemplo es estudiar la deconvolucidn 
- - 
.:44ig 
en un caso semejante a1 de 10s ejemplos 1 y 2, per0 donde' 
la sefial fuente ha sido amrtiguada. 
Los resultados presentan caracterzsticas andlogas a 10s 
de aquellos dos ejemplos (Figs. 11, 17.a y 18). 
; j r .  I '  - + . I J  
I r i  7 - - .  
E j e m p t o  5 :  
En este ejemplo se propone un severo problema de decon -
volucidn. La sefial fuente es una compleja ondfcula de fase 
mixta de 60 puntos. 
Se han elegido tres series de pulsos obtenidos aleato - -:-- 
riamente. . . 
La longitud dptima de l o s  filtros es del orden de 60 
1 
puntos en ambos casos. -i*d. . 
Los valores Varimax Be los outputs son cercanos, sien -
do levemente superior para el MEDD. 
La convergencia se estabiliz6 a partir de la iteracidn 
doce (Fig. 17.b). 
Los outputs de ambos filtros presentan un visible nivi 
de ruido . La polaridad se 1;8 'invertido en ambos casos. 
En este particular ejemplo se observa como mejor recu- 
peracidn en la amplitud de 10s gulsos para el MEDD. - *  1 L'- . 
. F 
La sefial recuperada por inversidn del filtro f D  se aju=F-': 
ta notoriamente a la forma de la sefial fuente. 
* ~ ~ ~ -  , 

INPUT 
RECOVERED WAVELET 
MED FILTER MEDD FILTER 
I "*,+* OUTPUT OUTPUT ,::.3 
-f 
L- a$.21- r r " -  I 
- I I I I I I - - 
0.00 0.20 0.40 0.00 0.20 0.40 0.00 0.20 0.40 0.00 0.20 0.40 
SEC. SEC. SEC. SEC. 
, 7 .7  r' (a) ? 1 . .I- . (b) 7"- ( c )  ( d l  a I : ,;' d!!  - 7 -  . 0 
's .t . , . -  I I 
* 
( ' 1  - ,  L -- - - - - ZT-- 
& 
SOURCE WAVELET RECOVERED WAVELET 
k k 
MEDD F I L T E R  
P i. 
INPUT OUTPUT 
w 
t 1 1 I I 1 - 
0.00 0.20 0.40 0.00 0.20 0 -  40 
SEC. SEC. 
(a) (b) 
Fig. 13 Ejernpeo 6 
N6tese el cambio (te polaridad, tambign reflejado en . ',j 
, -! 
. I 
10s outputs. 1 
"Id 
Como en el ejemplo 3, la extensa longitud del filtro ' 'r 
I $  
/ - 
6' 
produce un desplazamiento del mismo orden en la 6-aproximada 8 '  
obtenido a1 convolucionar qY w ( t ) .  Se refleja tambiln 
aquf la inversidn en la poAraridad y una cierta perturba -
cidn (Fig. 18). . 
dad del MEDD en presencia de ruido aditivo. 
Ejemploa 6 g 7: 
- - 
En estos dos ejemplos se considera la misma sefial 
fuente que en el ejemplo 4, con 50 puntos de longitud. 
. . 4 En ambos casos se ha tomado un solo input, contami-i 
,i-.a. en presencia de ruido, la disminucidn de la longitud dell 
T h .  --- 10s pulsos, pero tambign un increment~ en la amplitud del 
ruido. Filtros de mayor longitud disminuyen notablemente 
L ~ W  
el porcentaje de ruido, pero alteran la amplitud de 10s pul -
sos, pudiendo hacerlos indistingibles. Este hecho es de 
gran importancia en la elecci6n de la longitud del filtro. 
Ln el ejemplo 8 esta situacidn es analizada con m5s detalle. 
SOURCE WAVELET RECOVERED WAVELET 
MEDD FILTER 
f 
I I I I I I - 
0.00 0.20 0.40 0.00 0.20 0.40 
SEC. SEC 
(a) (b) 
Las longitudes, bptimas en el sentido arriba 
do, fueron de 20 puntos para el ejemplo 6 y de 10 puntos 
para el ejemplo 7. 
En el output del ej , 10s pulsos son perf? 
te distinguibles , aunque hay una pequefia disminucidn 
amplitud del segundo. En el ejemplo 7, el output presenta 
un alto porcentaje de ruirdo pero 10s pulsos han mantenido 
sus amplitudes casi sin alteraci6n. 
Por inversidn del filtro se obtiene en el ejemplo 6 
una ondicula muy satisfactoria, de caracterssticas iguales 
a las de la ondfcula fuente, dentras que en el caso d e l  
ejemplo 7, si bien la inversidn produce una ondfcula con- 
taminada con ruidos, gsta conserva las caracterlsticas que 
la hacen perfectamente reconocible. (Figs. 13 y 14, a 
Ejempto 8 :=awl,:rn ; 
En este Gltimo ejemplo se ha tornado una ondicula com- 
puesta por senos de frecuencias variadas, con coeficientes 
y fases tornados en forma aleatoria, y luego amortiguada. Se 
la discreti26 en 50 puntos. Se eligieron dos series de pul- 
sos de amplitudes correspondientes iguales, pero de distin- 
ta separacidn entre ellos. Los inputs fueron contaminados 
con un 15% de ruido. 
Se estudiaron 10s outputs producidos tomando toda 
una gama de longitudes para el filtro MEDD. Para longitudes 

CONVERGENCE c 
. I 
COYVEMLNCE 
s- 
5- 
X 
< wvt,' 
f a -  
=: <
0- MvQ 
i 
4 
%?or '  IS.'^ ' m.'w ' tr.'w ' M.OO 
I lERAl1ON 
E j c m p t o  3 
(c) 
Fig. 16 
E j e m p l a  4 Ejempto  5 
(a) (b) 
Fig. 17 .1 i 
menores que cinco, el filtro obtenido no logr6 una resolucidn 
en 10s outputs. Para longitudes mayores que sesenta, la aapli- i 
* j 
rud del segundo pulso en ambs outputs disminuy6 en forata +a1 
1 
que result6 imposible distinguirlo. 
En la Fig. 15, se graf ican 10s outputs del PlEDD para url 
filtro de 5 puntos de longitud y para un filtro de 45 puntos." 
Observes6 que en el caso del filtro de menor langitud la . 
deconvoluci6n es mds apropiada. Tmbien la inversa del filtro 
aproxima mejor la ondfcula kucnte. 
,' En Fig. 18 se grafica la coavolueibn de este filtro con 
la serial fuente. 
EXAMPLE 8 
I 
&$ + I -  
@:- EXAMPLE 3 
6 l b 1 
\ ! I EXAMPLE 2 
h I 
EXAMPLE 1 
i 
I I I I 1 
0.00 0.20 I I I I 0.40 I 0-00 0.20 0-40 
SEC. S E C .  
Fig. 18 
J r 4 ' 4 
4 
Los ejemplos 6, 7 y 8 mwS-?ran claramente la estabilidad 
1. 
del MEDD en presencia de r u S  aditivo. 
Los outputs revelan una bus= deconvalucidn con un cierto 
$a de nivel de ruida, . . ' .  . , - B ~  
* .  
. I -  
' . 
, 
EXAMPLE 7 
L 
EXAMPLE 6 
EXAMPLE 5 
1. Seiiales de sopor te  f i n i t o .  
Sea T un s is tema l i n e a l  e i n v a r i a n t e  en e l  tiempo. 
",:-- Supongarnos p r i m e r ~  que s t ~  r e s t r i n g e  e l  dominio de T 
a las  seiiales de  soporte  f i n i t o ,  donde: 
La f a m i l i a  {dk/k E 23 e s  base (en e l  sen t ido  a l g e b r a i  -
CO) d e l  conjunto de  seflales de soporte  f i n i t o ,  pues 
x = 1 X(k) bk 
k E Sop(X) 
en e f e c t o  '4 
-mi &-dl 11-&- o s i  n $ S o p ( X )  
. . Xlk)Sk)(n) = 1 X(k)dk(n) = 
KSoptX) . X(n) s i  n E Sop(X). 153~e~:::i 
-!, .F4 
Por una cues t idn  de s implicidad,  escr ibiremos 
X = 1 X(k)bk sn$endiendo que d icha  
k 
suma s e  hace sobre aque l los  k Sop(X). 
Ahora por l i n e a l i d a d  de T 
r e s u l t a  usando la  i n v a r i a n c i a  de T que 
por lo que 
y resulta 
2. Condici6n de estabilidad para sistemas lineales e invarian -
tes en el tiempo. 
Sea T lineal e invariante en el tiempo y sea h = T b  
Luego 
+a 
i) Si T es estable * 1 lh(n) 1 < += 
- w  
+a0 
ii) Si TX = h* X y 1 (h(n) 1 C +- * T es 'estable 
-w 
Dem. i) Sea T estable, N E JN 
-
def inimos 
Luego 
I O en otro caso 
como X es de soporte finito y 8 XU < 1 
+m 
de donde 1 Ih(n)l < M < +m 
- w  
+cr, , a 
ii) SL 1 ih(n)  1 < *+F y I A  = h*X se tiene 
r.w 
Luego s i  1x1, c 1 
n k .  
e s  d e c i r  T e s  es tab le .  
. Propiedad 
Sea T e s t a b l e ,  l i n e a l  e i n v a r z a n ~ e  en e l  tiempo. 
E n e f e c t o ,  s i  X = 0 mtonces  X(n) =' 0 f n 
'.:,$ 5: ITXI,= 0 y l a d e s i g u a l d a d v a l e  . . . . -  
- X(n) S i  I X I ,  # 0 ,  sea Y(n) - I;XT n e Z  
w 
Luego 
IYI-  = 1 y TX = TCIXI Y )  = 1 x 1 ~  T(Y) 
-. 
OD 
Entonces 
ITXI_ = 11x1 . T Y ~  =  xi_ ITYI < 1x1- M ( a )  
OD OI w 
3 .  Sefiales amortiguadas. 
Supongamos nuevamente T lineal, i nva r i an t e  en e l  tiempo 
v e s t ab l e .  
Diremos que una sefial X es amortiguada s i  y s61o s i  

- " - . - " )  
., >* , -I . 
' _ 
. - T ,J$ 
I &. 
- - 
,. 
P <' 
F 
*- *: 
Para cada sefial X consider&mos la sefial trwncada 
X(j) si l j i  6 n - * * #  
. ', . 
~ ( n )  = P ( j 1  = 1 
... . j , .  % 
0 - -xi [jl >'n-:- - ,  >- I 
. . 
. . 
* r 
- ~uaga X' "' tiene sopo~te 'L -. --- ,.= .- &3ip@& - y 2  . . ~ i 5 ~ o . n .  . 
4;,ys 
+tn3 .; 
' ~ e i  -k = Ts , luego TX(") 
, , 
- - .  
- - 
, lh 
- . ,"y " 
sntaarces . . . ' % '  
r', . 
J 
- .  
. - 
, Tx - h r x r Tx - T$$PJ:,* &.*. , ' 7. .- fX{") - h * x 
- " ^  
._L - - 
- 5 - ..S,l 
:? -. t: - 
~ I p d  Que i&ll < t& $~r:&@ sctabilidad de T y 
a m  puea X es anw$$gwd.it; l ~ e g a  usando la desiguag 
' t . - 
- .  
ITx-hrXI _ C I TX-TX(")I Ca + I TX(")-~*XI co = 
(") + fhn(x-~(~')~~ G (usando (*) y = [T(x-x 1 1 -  -,%;, 
- 
-, : '"' + lhli IX-x(")I, desi&aidad de Young) 4 MU X-X i 
IX-X(")~_ C - ~ u p . { ~ ( j ) J  + 0: per ser x 
i j l h  n++a, 
amortiguada. 
l f x - h % X I _ = O  y T X = h * X  I 
4. Condicidn de Causalidad para sistemas lineales e invariantes 
en el tiempo. 
Sea nuevamente T lineal e invariantes en el tiempo. 
-. / 
d" " ' 1 - . I L$Ti 2 I;-i 1- c- * --, I 
me . - - 5: 
'$$*+j; -- . . , ;: j 
4 4  
I 
<@< -: .,? Fs P S i  T P S  causal v c = c n es la sucesidn nula 
Y si s < 0, luego h(s) = 0 ' , . 
tTx>(n) = h(s) X(n-s) que s6lo depende de X(k) 5 
C .. Sea x = (xl,. ,xn) una scfial d 
La convolucidn de x con un filt 
1)1 representarse matricialmente en la 
.e longi 
ro f de 
forma 
tud n. 
longitud puede 
Y = f .X donde las Qilas de X son 
$.:r2&;& 
Veremos en lo que sigue que 10s vectares {V1, ..., a 
linealmente independientes en R bajo la suposicidn que la 
muestra no es identicamente nula: 
De acuerdo a nuestras hipdtesis, existe un primer indice 
i con la propiedad xi # 0. Sea v tal indice. 
Considerese ahora la submatriz de X formada por todas las 
columnas que contienen a1 elemento xv 
Esta submatriz X' es tria3;ngblar superior, ya que 
-+ \ &  . 
. :xi = 0, i = l , . . . , v - 1  . P i 
! f c = '  1 9, Lueno Det(X ) = (X-.) # 0 mtonccs rango (xi) = 8. 
De aquf rg col(X) a S 
Por tanto, como L rg fila (X) = rg.col (XI a L 
- 
'que rg(X) = L y por tanto 10s vectoras {VI,. . . ,VL3 linealmenre 
a. .. ' independientes y generan un subespacio W de dimensien L. ' 4 I .  
,U 
- 1 
4 N6tese que del hecho que X tiene rg dximo, resulta que 
2 t R = X X es inversible - k  .*.. ' 3 :  
r R es la matriz de autocorrelacibn de la sefial x 
Se mostrard aqu5 una eelaciBn s n t r e  l a  norma D a n t e s  
de f in ida  para  e l  caso  de una muestra y e l  mgtodo t r a d i c i o  -
n a l  para i nve r s i6n  de una sefial conocido como Spiking F i l  -
- 
t e r  (Robi m T r e i t e l ,  $9801. 
En e l  proceso de Spiking F i l t e r  s e  minimiza l a  norma: 
(donde m e s  l a  longi tud  de y = x * f) sobre e l  conjunto 
de f i l t r o s  de longi tud  I ,  
Vimos ya que l a  norma D es equiva lente  a minimizar 
1-Y- - eil * para cada i = l , . . . , m  
1 Y I  
o sea que ambos c r i t e r i o s  d i f i e r e n  s o l o  en e l  f a c t o r  de ho -
mogeneidad l yl . 
Probaremos que e s t a  d i f e r e n c i a  no i n c i d e  en l a  t l e c  -
ci6n  d e l  f i l t r o .  
Sea W e l  subespacio considerado en e l  apgndice 11. E l  
vector  w E w que minimiza iw-eil c s  la proyeccidn or togonal  
ei sobre W (Suponemos aqux qus ei J W ,  o sea l w l  # 0) luego 
e - w l W  i 
2 Robaremos que wo - minimiza IL - eil . 
-Iwl I Y I  
o sea 
base del subespacio W puede aplicarseles a estos vectg 
-. I .. -res  el proceso de ortogonalizhicidn de Gram-Schmidt, para 
I ' i ~  
obtener una base ortogonal {wl, ..., w 1 de W. Las proyec- R 
ciones de 10s vectores ek sobre el subespacio W son ahora 
- I J  pk: facilmente calculables product o s 
- A  
-I' 1 7  I ' h  - I  cdi, 22 . 
Luego basta elegir 
;*<* j,,, '3 ' F '.:I ' 
.:,; . )'t. r & 
- . - = # I  L . 2  - 
A 1  maximizar l a  norma D, s a  debJa h a l l a r  
I Y i  I 
max -
f QYl ("  1 
lv. l 
l a 1 1  
E s  c l a r o  que l a  maximizacidn de - equiva le  a l a  maxi- 
max 
f 
Den 
2 
cuadrado Yi 0 ,a 
l Y l 2  
2 
Y i 
;;;T ( *  1 
2 por y2 = ( Y ~ , . ~ . , Y ,  1 . 
Luego ~* pertenece a1 conjunto H a n t e s  considerado,por 
r: - a yll 
L ' L 
L l o  que e s  c l a r o  que (* I  equiva le  a d n i m i z a r  l a  d i s t a n c i a  de  
1 -d a1 conjunto de  v 6 r t i c e s  de H. 
1y12 
L~ g;+--b Por o t r o  lado  se v i 6  que l a  norma Varimax equiva le  a maxi 
5 . '  - - 2 - 
I .  
h; .-- minizar l a  d i s t a n c i a  ,+ al bar icen t ro  i3::de H. kr- ;: 1 YI 
- . 
De aquf s e  concluye que e l  c o m p o r t d e n t o  de las n o r m s  
V y D s e  puede - - d e s c r i b i r  como: 
1 - . *.- 
Para cad; f i l t r o  f s e  obt iana  Y mediante l a  convolucidn 
y = f  * x .  2 
,; q ahora s e  transforma sag611 y + ,+- E H. 
L " 
( r  YII 1 
+& a; 
. rn 
t ,  
Llegado a e s t e  punto, las narslas se d i fe renc ian  en: 
la norma D mide l a  d i s t a n c i a  .(a1 cudpado) a1 conjunto 
de v g r t i c e s  de  H. 0 sea  
norma V l a  d i  s t anc ia  ba r i cen t ro  B. 0 s e a  
(c) 
Fig. 19 
Curvas de niveX ( m  = 3 )  
a) Norma Varimax. 
I 
I 
C )  N o r m a  V y Q .,.para un vec to r  -L- 
,, . 
... 
- - . - . - 

"i: 
- - Gt3NVOLiN1 PI, H: BJ La C )  
G VECTOR EZ N P 
O VECTOR DE M P  
C VECTOR DCf: L P 
L 
CCORD (Nt Ma L, F, Nf , Nit, SUP 1 
F VECTOR DeE L 
N1 NUI'ERO DE 
N2 CI30RDENADA IONAIIA CON F 
+* C D N V f 3 L U C I W  CADA C O L M A  X C8N F CR-#DO W, 
N W M A l L Z A  W Y CALCWLA tb#$N1 t -3 1 COLQCANL)Ot0 EPJ SUP. 
CCIPREL'.M, T, A 3  
T V E C m  BE DIM M ';. 
A V E C m  PE DIM ff 
INPUT: MI T ; 
OWPUT: A 
,* H%LA L A  PblT~ORRELAC143'4 @ T Y L A  COUJCA EN A. 
LA E M R E O A  
EWREHAILR, R J  0, F, A )  
R I G :  F t A  VECTWIES PE DfM LR 
INPUT: L R I  R, Ob 
OUTPUT: F a 4  
+* €5 V T I L I  ZADA POR IWfOP PARA INVERTIR L A  MATRIZ DE AUTO- 
CWRELAC ION. C O N T I E W  EL (4660RITP10 RECURSIVO DE LEVINSON. 
IWVLS!  LD, D, K 1 
D VECTOR DE DIM. 
K ENTER08 1<=K<at f' 
I WUT: LD,. Dt H 
OUTPUT: D 
CULGCA CEROS W D Y 1 EN P-(H 1 .  
R I VECTO~" 'SE -.61);l-Pb 
L A  H A t R I  Z 1 
SPACE VECTWi 4%.!Xltl 
INPUT: t R t  O W U T :  -RI, 
*** XNvSERTE L A  MATR IZ Tf%F 
ME3<!7. !'/. ii,, L: F)  
Y CCOI'INUN>( 
N = NUPIER3 
M = L3NQXTU 
- .  . .  K = NUMERQ 
I I ). L = LONQITUD E L  FELTRO 
F = FILTRO DE t W X ? U B  L 
*+,*** DECON 
I .  
CGiUMFII1 DE L A  
LA NORMB VAR I 
RESULTANTE , D 
~E3M~>f . ;~ . I IM ,L ,F )  ' I , ' ,  . 
Y (COMMON) MxN 
I F VECTOR DE L - * .  
OUTPUT: F 
'HALLA LA AUTQC!RREUIC30M DE CADG COLUMNPI DE X 
** a i ,LtM L, *UT,C,RE,rn€~ EN R 
3; INC'IERTE L A  M A T R I Z  FU#WDA A PART I R  DE R EN R I  ( INVTOP,  
- $ /  4; CONVULWCIJNA L06 €&HEWTCS CQLWNA DE RI CON C M A  COLUFNF 8rDE X I  Y LO C O U X A  EN F UNA VEZ PUR C A W  CC)LVMP.IAI PARA 
I I1L -iJ CENTRECARLO A COORL). 
3 ;  FECIBE SUP Y OWARDA EL FILTR17 CORRESPONDIENTE A L  MAYOR 
V&3R DE SVF. 
NO!?H&ika A, C 1 
A, C VECTORES 13E DIN. N 
I W U T :  A, N 
OUTPUT: C 
**a CkLCULA L A  NfiRMA 2 A L  CU9QRADU DEL VECTQR A Y L O  ENTREGA P' (T, 
f~l!%llktf 2 (Ns CS 1 
A 
- A VECTOR DE DIM. N -. ' - '  - I m b 3  - i- { I . .  
INPUT:  N, A 8 - 7  m .. 1 .  ; .  e 
,% l~ I. -, r a r  .-. 
3 
w . OUTPUT: A - -- . . 4 
w M  I'J[IPWALIZCS EL VECTQR A (hlORMA2)* Y LO ENTRECA EN A. 
I * I - .  
REVERSE ( N, A 1 
A VECTOR DE DIM. N 
INPUT: N, A 
QLJTP UT : A 
**+ CALCULA LA REVERSA DEL VECTOR A Y LA coLacA EN A .  
LERO<L, F >  
F VECTOR DE DIM. L 
INPUT: LI F 
OUTPUT: F 
*a* CCttOCA EN CERU EN VECTOR F. 

* FElE Pii.i"K;: 
* 2 OPC r0NE 
?) 
*w*****w 
L!IMLNSION A ( 3 0 Q O )  8 iPC:.W@O) 
1%7EGEf4*4 IN 
w P I T E ( 6 , * )  'ENTRE kl Ma.  DE CBROtN I)€ LA S&RIE DE SPK. ' 
wmC) (3, + 1 LEE 
I . .=  = 10 c LEE 
W P 1 T k ( t ~ * i  'EMRE O O 1' 
WEA3<91*> I N D  (rJRITE(6, * )  'ENTRE NBJN ~ONQITUD Qt Q' 
READ ( 5, + ! LONG 
iF i  f N D )  10* 10120 
I 0 CALL ZkR LI (LQNQ, A 1 
pQ GG T O  30 W R I T E ( 6 r * I  'ENTRE VM mTERQ DE CUATRU ( 4 )  CIFRAS' 
HrnD(J,*) I N  
t?U 1 - 1 4  LUiN 
A(I)-iRAN(IN)- . 3 i / 5 Q  
H V I D t 3 r * )  KC 
k lR ITE( l t  *! 'EWRE P09SCIONES' 
R E A D ( S I * I  ( I P ( J ) , 3  1,UC) 
W3iTEf6, *i 'EMRE L QS Spl%€B ' 
K E A P ( 3 ,  * i  i A ( I P i % i i , f i = Z , U t ~  
~JPITE(CEF: w )  (AM) ,  KZ-x, LW*~ 
- 
DIMENSIOhl W t  
C +~**.IcIH)*%* 
c ESTE PRQQRAHA 
C QPI KES Y LA DEVUELVE C 
C * ~ * * ~ * w y w ~ * ~ ~ w + l ) * ~ * ~ * w ~ + * * ~ * . w H ) * * ~ * ~  
WRITE(6, *) 'EMRE EL WHER0 DE MUWTRPlS (N) ' 
READ(3,*) N 
WRSTE(6, *) 'ENTRE L W  Y LG CLQNQITUDES DE W Y (3) ' 
READ ( 3, * 1 Lidr LQ 
R m D ( l , * )  (W(K)P K l l r  WII) 
LEE= 1 0 
LESm30 
~ L W + C Q - l  
DO Iml,N 
LEE=LEE+ 1 
L#il=LES+ 1 
R-D(LEEr*) ( Q ( K ) r  K=lrLQ) 
CALL CONV~XCLW~W~LQIQIMOIC) 
WRITE(LES* *) CC(#)# K-1r HQ) 
EM) DO 
STOP 
END 



> I 5  - .  I.' , -.?w , : , ,;*q 
. t ' ":.;,.-,.. 
- .  - : :.-,.;. ;:,?a ..><..$ ',:;: -,.:&++ 
UIMENS1ON F( 300) ' 
COMMON X . ( . i000113': urn-. -a 
~&--L-&I)MQD ( N, M, LI F ) " a. - f., . - .  
- -  t c ., CPlLL hlQRMAL1 Z (La F) . . .  . 1 "  ' 
. - " - -. 1 
..- , WRITE (308+) ( F < K ) * K * l , L )  1 
- I - WRftrrA t r I . M. N. -I 
. - . FOF 
- -  . . . . 'ST- 
? - . .; ' C P  
- 
. - 
.. . 5 ,  - , : .  -z 
,..,L * I  ., . , ;  ' 
m I -  . 
I . 
. I.. . . . 
- 4  I 
. . 
> :  

. - 
LlCl I* l l  M 
kiI)=O. 
f,C J=f ,  M 
ACI)nTCJl*TCJ-I+l)+A(E) - 
6ND PO 
FilsSD 00 
RETURN 
f ND 
SU3ROUTIN'L CORRELz(G, kt N, B e  L, C )  
*. Y*i&++$+&-1(- X.WJt3)+.31 t % M $ b Y  W98.W%'ka&* 
CALOVCA 1 A C O R R E t A C l W  DE A Y B 
* lCY U 44M-S +Y)(.JC S)M* 1)W g* !.+&6*iS*.)rJ)U.H 
TbIMENSIQN A ( a J a B r 2 ) i  G ( ? i  
I,Cl f= l ,L  
C i f  )PO, 
JjC J a S ,  N 
c(rj=esi f + + ~  )* 
FND 00 
ktvi  DO 
RETURN 
EPja 
UQ H s l *  LH 
CALL IMPltLY LR* SPACE, K 1 
J&R*(K- I  ) + I  
1 TmLR.I.1 
CALL &WREKR(UI,R,SPAC 
END DQ 
HETURN 
Em 
SUBRQUTINE IMPWLS(LDID,K) 
* ~ 9 * * * * ~ * ~ * ~ * * ~ * * ~ * * ) ~ t * * ~ * ~ * u ~ * * ~ * J k ~ .  
EWE PROQUAHA CDIOCtA CEROB EN EL VECTOR D Y UN 5' W. 
L W A R  #. 
P -2 
" .  
uuulb*wb*+~#*********w* **Y *w* * ~ * * U ~ % * W U * * * Y  *93)*-= 
DfHENEIION Dt2) 3 
DO I* lrLD 4 
D(I)=O, 
= 1. . - 
EM) 
- 
?- I  'i 
" -1 
- [:; .--;.a \ 8 , ' * 
I . , ,  .*. 
.-: &, ..<.: < 
IL 
SU1330UTINE EUR€KA(LSZ 1 RI 8 r  Fc A )  
Y *+U*~+-SU**WJhl)+Y**** %*H%*->**********JI*3** 
- FSTA SUBRUTINPI ES t&.c?IHs POI? E L  PHClGJAr?A TWTOP 
?.LCOR ZTMD RECUR* jitW UE LEV1 NSON. 
tl ****JbW** SY3)+4k4M*.YJ: 3,*~1)***.;Y.*~I)*R+**1)+l *I+&-%* **** 9 
TrIMENSION R I L R ) ,  @ ( I  f)),F(tRZ* P , I I R )  
t**c 1 ! 
?,< 1; 2;f. 
C [ l i - Q ( l ) i V  
J JF i LR. En. 1) RETURN 
1,C) L L . ~ ,  LH 
I )aO. 
' I ( 3 4 .  . . , 
t 3=L-1 Ira J ~ I ,  LS 
, %a'- &+I ( L .. -v bA4J)wR(K) 
' 8 .  - -, . .. 4 .a r. 
r I  A a h a ~ k  ( J IcRCK)  
. ;- r-# IK1 
-- ., -. 
C*/V 
1F (L.EQ.2) QO T(3 4 
; g;k-f l2 
- IF ( f l h . t T . 2 l  ee 74 3 !'. -> 
JtU J m 2 r  L2 - 
HCX.D.r;PI3J) .I - I. 
-A 
r e - -  KolQ -J+1 r~ 
-3- 44htJ)rP4fJ)-C.BA(K! C' ' :.y : 
I . '  . A(Hb;*CI(K3-C*HM.3 t-ND DO 
IF tawti.EQ.L-Z'2 QO 13 4 
L T=J=m1 
I!(L.T33oAtLl21)-C*bCLT3) . - 
F.(L)'-C 0 .  ,- 8 '  I '  . -- .- 
I- - 
.L t VhV-CwtD 
Fi= (Q44k3 ?/V ' 8 -  
s :)-- ., . IBCJ 3 s l r  L3 r ' 
R*+-3+% O.-' 1 1 ,  A t F(dJ*-F(d)-S*AiK! ' ' . , 2-. 
< '  
' FPID DO lb.* 
I I F (LIE-S I _ 
:,iwo no 
* I t  kF'TUHN 
F NLJ 
' I  8 
. . ,  IC s? K .. * .  
- CALL ZE.R~.J(LIF) 8 I 1. ) . ( I )  = 1 ?> - .  -- - 7 ! ) rH*CHI+~~++w,~- I I .~w.kYw*w**w*~m++l( . *w 
. . 
. . 
&. *. 8: -- 
7-.. : 
i.: 
- -  
I-N13 DO 
*,i).;)+JH) . 4 ) ~ ~ * + + ) 4 C 9 * . . 4 2 ) , * W  P**.%.**"+* *.H Y*-i)* .*+I Y*Y*JC 
CALC WLO DE R Ii9 ( TWEHS?'. L)E R ) 
C&tL INVTW f 1, R, R It SF.'.== 1 
,H+H(H+#-QI)WIIUi+l;M 2-H W+t-Y-*I**% X + * N + * I  5 
-- 
~ M I  DO- 
WRITE(90 
RETURN 
WRITE(&I  
FS#?HAT( ' 
STOP 
FMD 
iEO\m .DO 
CA1. L. Zf.RQ(M, 1 1 
oQ d=l, M 
T(J>sX( 1, J) 
-00 CAE L ,CtlRREL2(MQt R I  M, T, LI GI l 
MJ K*OI L 
O I ( K ) & i  ( K ) /  ( D ( 1  )**a) 
O ( S ) 4 4 l r H ) + O ( H )  
ew MJ 
FND DO 
Y . W ) * Y . I M L Y ~ * + ~ * ~ . m , * * * 3 * ~ * * * Y * * * * ~ * * i ) ~ * ~ *  
END 00 - 
CALL NORHZL, F) 
*Hb**ww***U*+t+** <**$I S * Y * W C * * ~ *  
O %Y9 *-YY.J).q *3)-%Y'SY "X..)tUJt '% + O ~ W  .Y:?O:?*.+*:?$) +a*.;r ,jb+W++? ++a * w+#k++sa* 
CALCULO T)f L A  MATRT1 AVTOCaRPFiACJJN (vF.::TQP R i  
a :++t?+9?)iCg* 33(.:$J)++S)*Y9;:. :~-JC.Y<+.:I.O *.it.:+ wtJ) .+.#.:s~~Y*-YJ) 3Y %+I %.#.+i++*-W)++++j+ 
ChLL ZERO(L.8 R )  
D O 1  = I .  N . 
1 )  J = 1, M 
U ( J )  X ( 3 ,  I )  
FFlD DO 
Cb?LL CORREL [ Mc UI V > 
1 L' = 1 M 
R(J )  = V Z J )  + R ( J )  
kND DO 
END DO 
WZITU(ba*) 'FIN PM0 1' 
*Q~(..'+*W*++ :++t*~~)u~~~-w<.sxssw :ts-:+  .+*.t ~.:.,wi+&.ic.w*a+i:~:~.* :+wt+aa.+icu++ 
CALCIJLCl 1)s LA XNVEF'Ff A UE R (VECTOR R f ! 
3 ~ + ~ + W M . W J ( . R S C . I ) * J C * ~ . ) ~ ~ ~ !  a<+++e+*a*itsr**.i+*sa+u ~+:++.auit.h.&a**+w*.lc;ar 
CALL INVTQP(L,Rr !?ISSPACE) 
WFI?kt&, * )  'FIN PASO 2 IfN1J-S/\, DE !?)' 
. i ~ ~ ~ . 1 - ~ ~ ~ . ~ + a ~ . ~ + ~ ~ + ~ 3 e 3 , . i . ~ ~ . a a ~ . a ~ ~ + ~ a 7 ( ; c u + . + ~ v ~ ~ ~ i ' . a * ~ + ~ o ~ ~ w w ~  
++*++U)C.I)..+* %~~+i)+l)ww~+.*rr-#..na-~.*w.wca.#.~-,~*~3a.~.r~aaa3)a#.m).1~*~ 
CALCtJLU 1)E CADA FIi '-PO, P1STr?NCI(t Y MAXINO 
+ m + t ~ w + + t w . ~ ~ i )  *.IC.ICW +.I(%* ~ ~ w ~ ~ ~ + s c a ) i . w t  w****)r Y*Y++M***U**+W 
trSUP = 0 
I -  CORRf3PONDIENTk A t  NtjMEllO DE MWEBTRA 
MQ 
~5 K 
L t  = M X ( l r K - t S u i i >  
LS = ffS+<L'K> 
* * * + . M + + * * ~ * * * * i * * * . w ) # * ~ * ~ * * ~ *  
L I ,  I,.@- L MItFP I W ,  Y SUP. FAR& L A  C W .  
4- c m E Q  us m A C i  DE L A  C O M W ~ F ~ W  
DE L A  WhmA ' Z 8  EN LA COfMr>, 'Kt. 
+ F( I1 )  
N2, SUP) 
N l h = N l  
. Na=W2 
DQ 44 1rL 
VFtJ33 F i 3 J )  
EM) DO 
CALL ZSW ( L, F 1 
~ N P  ao 
END DO 
n a 3  = 1,  L 
FCJ)  = V f  ( 3 )  
END DO 
W R I T E ( 6 ,  1( ) '+M++++.~~*MJ~~*.~~~-H~*++**H~*.W ' 
 RITE(^; *) 'VALOR MAX3HO : ' 
WRITEC6, + )  N1 A, N2A, V S l P  
RETURN 
GUBP~~JTINE w c r ~ r ~ ; ~ ,  ..i>
I &+*U***~.#**.*J).*J)R**~*~Q*.~( Y** *  ****-******* 
CAI. CULA 1.4 WMZMA 2 biFL VFCT0R Y 1 Q W -  
_ 'J~IFLVE MilRMALIZAOCI. 
*%+Y*.y.Ic,+W+**-X # . * ) t . h - ~ # * * * a s H * * Y * * * * * * * ~ * %  
- f?IflENSIO!\1 B (N)  
- .  +* 
--., 
DO I s l , N  
I A s  B ( 1 i  3 A 
, I  . =ND no 
IF ( A )  10t10,20 
3 - !&?IT€ ( 6 ,  * I  'ERRQRP : FXiTHU 0' 
;i A = SQRTtAZ 
qst 1)U 1=1, N 
.7 ' -T;d fND Z)a ! 4 ( 1 )  r3l'I$!t? 
;JS!ITE(&; .rt j 'N5RM ' 
- HE1UHN 
' I -  tR!, 
- - 
.( ._. 
81JBR OUT I NC NORHA ( id, A ,  C 1 
+4%0*.IH)*+3)4+ *UJM Y * W :  ?s?t+&* . *  ;rft.+?,*.r)W W?++'.Jw)+Q M-Q*J.K-.+?M+lb-N.Y 
FbSk SUB. CALCVLA L A  NaRf4A 2 AL CVAPRADQ E L  VFCTM P, 
+~cs)**YY ~*~w3~~)+w~*w**wi) .n~aswa.1t . .n*wu*~~*+irt+1~*w~l ,+W*.Y+ 
DIMENSION A ( N )  i 
C=O 
f)Q 1:-11 N 
C m A(I)+u% 4 !: 
*WY~**YY.**Y*U~HW.+* I .I)** **;M)~Y2)41).Y*%9****4tQ* ***+**W*Y 
F8TA SUB:tUTINA HAL!.& Ln RWEH63E. K)f% VECTtrR " A "  Y LA 
GOL.OCA EN EL VEC rOH "A'*. 
PIMfNSION h ( N )  I B(SU00) 
110 I l r  N .  
X C I I  = A ( N  + 1 - I )  
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I n ~ ~ o d u c c i 6 n  
En e s t a  seccidn se hace.un a n d l i s i s  d e l  e r r o r  en e l  
a lgori tmo MEDD, bajo c i e r t a  h i p d t e s i s  sobre l a  au tocor re  -
l ac i6n  de l a  s e r i e  de impulses. 
E l  e s t u d i o  r e a l i z a d o  involucra  10s conceptos de 
'Ispiking f i l t e r "  y "Shaping f i l t e r " ,  por l o  que s e  hace 
una breve exposici8n de los r e s u l t a d o s  conocidos en e s t e  
tema . 
En e l  caso de "Shaping f i l t e r "  se obt iene  un r e s u l -  
tad0 nuevo que muestra que e l  e r r o r  t i e n d e  a ce ro  cuando 
l a  longi tud  d e l  f i l t r o  t i e n d e  a infinite, para  un desgla  -
zamiento conveniente d e l  output deseado. 
Se ag-regan tambign las conclusiones de las  pruebas 
numgricas en e l  a n d l i s i s  de la  convergencia d e l  a lgor i tmo 
MED con l a  norma Varimax, a1 v a r i a r  e l  f i l t r o  i n i c i a l ,  
1. EL e u o k  en P e c o n v o ~ u c i d n  pot Mtnirna EnttopLa cofi noama D (MEDP) 
Si a E Rn+', a = (ag,al,. .. ,an) definimos. 
At R(fi+l)x(n+t+l) como 
'a a 0 1" 
0 \ ' ,  
. \ .  
\ \  
\ 
. \ 
o..... 
\ 
......... a O...... 
n P 1 
En particular 
Ag sa identifica con a 
m- h -m, Y 
y si a E R entonces At =" 2.1 (I matriz identidad) 
I Sean ahora a = (ao, ... ,a 1 n 
con 
ct = ak bt-k (donde la suma se hace sobre 10s 
fhdices para 10s que tenga sentido) 
( 2 )  
resulta c = a.Bn 
y tambi6n c = b.A 
m 
Correlacidn 
Sea a = (a oy...yan) y d = (do, .... dn+,) (L - 0,1,2, . . . I  
si 
cs = ( S  = 0,1,.. .,R) 
resulta 
c = d 'A, 
Si a (a o,...,a 1, la matriz de las r primeras 
n 
autocorrelaciones de a se define como la matriz 
R = (ri j ) ,  i , j  = O ¶  ..., 1 
- 
aonde 
= C - j ij = [ ak+i ik+j - 1 ak ak+(i-j) k 
Entonces resulta 
R es simstrica y si a # 0 no singular (Ver apgndice I1 de 
parte I) 
- 
Vale ademds que 
entoneas (a * 
y por lo tant 
ax(b4c) = a(b*c), = a ( b  Cm)n = a Bn Cm+n 
1.2. Shap ing  y S p i k i n g  FiLtek 
Sea w = (wo, ..., w una ondkula fuente n 
Y d = (do,...,dn+l) el output deseado. 
el Shaping filter de longitud R+1 se define como el filtro 
f = (fo,f l,...,fR) que minimiza 
se sabe que f o  satisface la acuacidn 
Si en particular 
k 
Tzcc-.I d = ek = (0, ..., 0,1,0, ..., 0) 
el filtro ak = (ak0,. . . ,akg) pue minimiza 
' ,  se denomina el Spiking filter de o 
I .. 4 4 2 ,.,I 
retardo k .. ? I 8 A 
- 3 lil; 
ak satisface a k = ek t~ 
WR L R 
aonde ek t ~ R  es la (k+l)-gsima fila de la matriz t ~ R  
o sea t - ek We - (wk~wk-17*'*>Wk-L 1 
con wi = 0 si i4[0,n] I 
I 
Si A es ahora la (n+g+i)x(&+l) matriz, cuyas filas - 
0 
- 4s son 10s vectores a , . . . ,an+', se sabe que el Shaping filter 
0 f para el input w y el output d es 
. I '  
' C 
fO = dA 
n+R 
o sea f O =  d k a  k 
k= 0 
(Robinson y Treitel, 1980) 
Resul ta  entonces que e l  Shaping f i l t e r  e s  
- . , l i n e a l  de 10s Spiking f i l t e r  donde 10s c o e f i c i  
coordenadas d e l  output  d  
L . 3 .  €1 ehhoh en Spiking 5.iL.tetr 
Sean w,  a  k  y ek (k  = 0 ,  ..., n+a)  como en ( 
k 2 Jk = I w * a  -ekl 
a 1  e r r o r  d e l  sp ik ing  f i l t e r  de r e t r a s o  k  
Zlaerbout y Robinson, (1 96 3 ) han probado que 
J$ J1 +. . .+ Jn+R = n ,  O ( J k ( 1  
f 
o sea ,  l a  suma de 10s e r r o r e s  de 10s S p i k i n g -  
i g u a l  a .la longi tud  de la  ondfcula disminuida 
combinacidn 
e n t e s  son las  
9) y llamemos 
f i l t e r  e s  
en una uni-  
dad, y por t a n t o  independiente de l a  longi tud  d e l  f i l t r o .  
Luego e x i s t e  ko  con l a  propiedad 
Si Vg e s  e l  e r r o r  mfnimo e n t r e  todos  10s spik ing  f i l -  
t e r  de longi tud  R + 1  
y por t a n t o  
Un va lo r  de k  con l a  propiedad de s e r  Jk mlnimo s e  de -
nomina de lay  o  r e t a r d o  Bptimo para longi tud  de f i l t r o  a + 1  
- 
y ~ n d ~ c u l a  w,ak  s e  denomina f i l r r o  dptimo. 
L- . :a*+$ 
'r; -' /, 2," a:. . ,* *;-&+&& ; .7 253 
Para ei caso que w e s  ds f a s e  minima se sabe que 
Jb + 0 ( 2  + +go) (16) 
(Claerbout y Robinson, 1963) 
k Sea ak e l  sp ik ing  f i l t e r  de long i tud  L + l  y ck  a *w 
es e l  ou tput  a1 a p l i c a r  a k 
,. ' donde C es l a  ( n + i + l ) x ( n + ~ + i )  ma t r i z  con f i las  ck y A e s  l a  
\ - 
mat r i z  de 10s sp ik ing  f i l t e r .  
Como ak s a t i s f a c e  (10) 
y rnult iplicando por t~ a derecha 
o sea t C C = %  
Si ahora f o  e s  e l  Shaping f i l t e r  pa ra  e l  ou tpu t  d 
0 t de (11) f o  = d A y d e  (8) f W L  t ~ L  = d W, 
E l  e r r o r  
y usando (18) y que C = AW, 
J = d(1-C) td (191 
(Robinson y Treitel, 1980) 
lo que da una expresidn simplificada para el error en 
Shaping filter. 
1.4 .L Aco&zcL6n d e t  emion e n  d u n c i d n  d e  t a  t o n g i t u d  d d  d L t t h o  
En esta seccidn se prueba un resultado nuevo para la 
acotacien del error en Shaping filter, que generaliza el 
resultado expuesto anteriomnente para Spiking filter. 
Consideremos nuevamente la entrada 
d = (do,...ydn+,' 
. b k 
y sea ahora ek E R m+l 3 ek - -,1,0 ,..., 0) k 
k = O,...,m 
y sea fk el Shaping filter correspondiente a1 input w 
y a1 output drek de longitud igual a n+l+m+l 
k Sea c k  = Iw*f  - d*ek12 k = O , l ,  ..., m 
Se trata de hallar 
m 
- 
Entonces 
aplicando Cauchy-Schwartz a la expresidn entre pardntesis 
Ahora 
( l a  G l t i m a  igualdad es por C23)) 
Luego 
Luego 
Entonces e x i s t e  ko E [O,m] con l a  propiedad 
S i  E (m)  e s  e l  msnimo e r r o r  d e l  Shaping f i l t e r  d e  
min 
l ong i tud  R+m+1 para  e l  inpu t  
y e l  ou tput  
r e s u l t a  E .(m) -+ . O  (m  -+ +-I 
. min 
E s t e  r e s u l t a d o  puede ser obtenido tambign de l a  si- 
gu ien te  forma: 
I 
Sea ak e l  sp ik ing  f i l t e r  de  dptimo r e t a r d o  de l o n g i  -
t u s  g + l  para  e l  i n p u t  w 
I Luego Iw*a k - ek12 < *  
Sea ahora d = (do, ..., d 1 el output deseado 
m 
Entonces 
k entonces si f = a *d y fk es el Shaping filter para el 
En el caso que w sea de fase mznima 
0 2 con JO = I w e  - e0I2 (ver  16) 
Luego 
eO -t 0 (a + +a) 
Para cada longitud del filtro, el valor de k que reali . 
za el error minimo se llamard el optimun delay para el Shaping 
filter de output d. 
1.4.2. Acota~idn det e u o *  en Shaping 6itte.n en duncidn de la 
simpticidad det output. 
Sea 
(f el shaping filter) 
Luego 
Supongarnos que el optimun delay ko para la ondlcula w 
coincida con k(d) donde k(d) cumple 
Luego 
Si consideramos EN - resulta aplicando la desigva~ 
- w  - 
dad de Cauchy-Schwartz y la acotaci6n del error en Spiking 
-- v . I - -  %"I m- JJkb ,[!I8: ' 
- 
P-or ser ko optimun delay 
1.5. VeconvoLuci6n po/r mXnirna evit/ro'pXa con noma 
F' 1.5 .l. Reduccidn del cad0 de N - . & ~ u $ ~  a 4impLe inpuz [;-. i*4-* 1.3:y- 
1 * - .  ' , ,  
1 -  
Sean 
& f-T2 2 + . - I 
. . 
I - 
xi = (xio, ".'X in+m 1, i = 1 . N  N muestras de 
n+m+l . - 
-*wg4;g.pg$9-74!gC?1 8 - -- L ,I I, , 
w = (wO,...,wn) la ondfcula fuente 
i - q - q i 0 . . . q i  i = 1 , N  las series de 
i 
xi = wnq , i = I, ..., N 
1 N N. (n+m+l) Si x = (X ,..., x ) E R 
entonces 
X = w*q 
1 2 N-1 N q = (q ,a,q ,a,.**,q ,a,q ) (* I  
a = (0,. ..,o) E R" 
I I 
Luego el caso de mGltiples entradas puede ser considerado . '  
con 
un caso particular de el de simple entrada, con q construido 4 
, -:I 
como en ( * I .  
7-7 + 
.% i -, 
* * 
- 
* 13. 
w = (wO, ..., wn) la ondfcuia fuente 
S = (so, Am) la serie de impulsos 
x = (X~,...,X~+~ 1, x = w*q, la entrada a1 algoritmo 
I 
Algoritmo : 
El. algoritmo consiste en hallar un filtro 
8 2 ; ' ' ~ , ~ - - = ~ ~ l & ; ~ ~  3 : I  " .  - , l Y k l  
fk = (fkO,. . . ,fkL) pue maximice T 
l y  2 
- ekn 2 )  e que minimice - .  
-r . 
-, 
I 
1 - 
y = .  x*f f E R ~ + I  - (0). 
I t  
x*f kl x*f k ( O  equivalentemente I I < I  
kll 
- ekl 2 0 xrfkl - ekl 2 
I x*f 
ki f s a  d e n o d n a  f i l t r o  6ptimo de longitud $+1 para l a  
narma D y 10s d a t o s  iniciales 
L a  ecuaci6n de 10s f i l t r o s  f k  en la  notacidn aquf 
adoptada r e s u l t a  
k (Observacibn: f r z s u l t a  s e r  e l  k-&sirno sp ik ing  filter para  
l a  en t rada  x) 
Se hace ahora l a  h i p 6 t e s i s  de que las n+& primeras 
auto.corre1aciones de l a  serie de impulsos q son cero.  
0 sea  
entonce s 
donde n + l  y R + i  son respectivamente l a s  longi tudes  d e - l a  
sndlcuLa y e l  f i l t r o  . 
Llamemo s 
Luego r e s u l t a  
Teniendo en cuenta que x = w*q, r e s u l t a  
Luego 
por l o  que l a  ecuacidn (26) queda 
y usanda l a  h i p 6 t e s i s  (28) 
f ina lmente  
L a  ecuaci6n ( 3 4 )  muestra que fk es e l  Shaping f i l t e r  
para  e l  i n p u t  w 
1 k  y e l  output  q  
0 
k  o sea  f minimiza Iw*f - sobre  f E R'+' 
0 
Sea ahora 
- el error que comete el filtre.-'fk con respecto a1 vector 
q. normalizado y con un delay j. 
Se desea acotar 
(q,~) = Min a (q,R) (k = 0, ,, ,n+fi+m) 
min k,j k j 
Consideremos primer0 R' cdnstante 
ko  un delay bptimo, para longi tud  de f i l t r o  l+1 y 
ondfcula w. ( 0  C kg 6 n+L) (ver  1 . 3 )  
(0 sea s i  ak es e l  k-6simo spiking f i l t e r  para  
longi tud  de f i l t r o  k t 1  y ondfcula w,  entonces 
k(q)  e l  l n d i c e  correspondiente  a l a  coordenada de q 
de  msximo va lo r  absoluto.  
( s i  para m 6 s  de un va lo r  de k,  l q k l  8s mdximo 
s e  e l i g e  cua lqu ie ra  de e l l o s ,  por ejemplo e l  
primer k con t a l  propiedad).  
. , 
- '.TT 
I *- .- , 
g- Luego s i  en (36) hacemos 
k = q ( q )  Y j = ko 
y s i n  pgrdida de general idad suponemos qk(q) > 0 
(para  e l  caso genera l  bas ta  cons iderar  
Como fq  e s  shaping f i l t e r  (por  351, luego usando ( 1 2 )  
r e s u l t a  
i i - (con a /a wR t ~ l  - ei 'wl) 
Por otro lado' 
De Parte I, 111.4 pag. 35 se deduce 
D(q) > 1-E * Di(q) ( 2e 
Lo, que se expresard diciendo 
D(q) .r 1 * D1(q) + 0 
Ahora se ve facilmente que 
entonces 
('4 j j:~:" + [O,m]/( 
D e  acuerdo a esto  y usando (37 )  y (38) 
Luego de ( 4 2 )  y ( 4 3 )  
para 
D ( q )  + 1 
Como 
Resu 
(en caso  
--&A- a-- 
que e s t  
I 
1 . 5 . 3 .  C&Lte/Lio de eLecci6n y emok dc l  ME00 6 U Z e &  
En e l  pardgrafo a n t e r i o r  se encontr6 una acotac idn  
s 
F - 3 d e l  e r r o r  para un delay c que depende de la  f a s e  ( k g )  de ,-
la sefial fuen te  w v de la  s i m ~ l i c i d a d  de  l a  s e r i e  r e f l e c  
En e s t a  secci6n s e  e s t u d i a r d  e l  e r r o r  para  e l  de lay  
kl,que e s  e l  seleccionado por e l  MEDD ( V e r  25). 
&&&,%; L: -. Consideremos entonces ~ a r a  0 ( k < n+R+m 
kF D, rnide e l  e r r o r  cometido respec to  de q*e .a donde j i n d i -  I 
p*a: \ 
j 
.- .,v- - 
. . ca  e l  desplazamiento o d i l a y  da l a  s a l i d a  
I I 
.c < - 
- ., 1 a 1 l a  a m ~ l i t u d  de la  s a l i d a  
.4 . 
'...'+' : ' ; -. 
. . j ~ , - ~ . ~ . t  ;e. ~ 
7 - 
.. &:. .- sg(a)  l a  polar idad ,  7: '  - .  
. . 
,. , 
E l  caso dptimo e s  aquel  en que j = 0 y a  = 1 puesto 
que l a  amplitud, e l  de lay  y l a  polar idad  coinciden con 10s 
de la  sefial o r i g i n a l .  
L Recuerdese de ( 3 4 )  que bajo la hip6tesis Qn+, Qn+, 
resulta 
k f es el k-spiking filter para el input x si y ~610 si 
k $ es el shaping filter para el output deseado 5 
0 k (o sea f minimiza lfnx - ek12 sobre f E R si y ssdlo 
k fk f minirniza lfrw - sobre f E R %+I) 
0 
Vale tambign: 
donde o = lqkl k 
Prueba : 
k 2 k  t Como f satisface u f WE t ~ L  = ek Qn+, t ~ L  
reemplazando queda 
Por otro lado 
k - 1 t Usando nuevamente que f Wa t ~ a  - --T ek Qn+a t ~ a  
u 
Luego 
o sea 
0bs6rvese que de (51) .s* deduce que 
re: L 
Considerando ahora k = ki en (47) resulta 
k+ 
Si se elije j = j0 (el Indice correspondiente a la 
coordenada de mdximo valor absoluto de q kl) y 
resulta 
L 
I 
donde D(q kl kl) indica la norma D de q . 
Finalmente 
- Obsgrvese que 
t -8 
- 
i el primer) sumando decrece con la longitud del filtr 
I I 2) las pruebas numgricas muestran que el fndice kl selecl 
3 
cionado por el MEDD es tal que la coordenada de mbximol 
valor absoluto de q, o sea qk(q) esta en q k1 . 
kl I En este caso D(qkl) > ~(q) y ~ ( q  decree 
la longitud del filtro y por t a ~  
k1 crecerg con 1 .  [ 2 - 2D(q I]  
Apendice 
k 
output q . 
Se dard una aco ra la suma de estos err 
k=O h=O 
h=O h=O 
n+!Z 
< l a  *w - \I2 lql l  4 lql l  
h= 0 
- 
results : 
2 k k t k  k Sk = (9 AWL - q (q AWL - q = 
k t k  
= q  A - I w -  q
= ek t t t Qn+, CAW& - I) (AW~ - I) Q ~ + ~  ek 
Luego 
2 t t 1 Sk = Treza ( Q,+b(AWL-I) ( AWL-I) Qn+,) 
Usando que Traza(A.B) = Traza(B.A) tambign vale 
.para matrices rectangulares cuya multiplicaci6n tenga 
sentido resulta 
t (AWg-I) (AWL-I)) = 1 S; = Traza(Qn+L Qn+L 
n+L 
o 2  Traza[ (AWg-I) t(~~L-~)] = o 2  1 la *w - 4 ~ 1 ~  = 
k= 0 
Luego 
Convehgencia deL a.tgo&Ltmo M E D  con  nohma Va&imax 
Se han realizado pruebas numgricas con objeto de estu -
diar la convergencia del algoritmo MED dependiendo del fil- 
tro inicial fo elegido. 
Se consideraron 10s siguientes casos: 
0 
I) f = ek k = us...,& 
2) Los coeficientes de fO -fueron elegidos aleatoriarnente. 
w f O  se iguald a1 MEDD filter, para 10s mismos datos. 
primer caso 10s valores obtenidos despues de 
que la convergencia se estabilizara fueron similares para 
la norma Varimax variando solo levemente la velocidad de 
convergencia en funcidn del k elegido. 
En el segundo caso 10s resultados fueron completamente 
~nde'seables, en cuanto a la veloc'iidad de convergencia. 
En general se necesitd el doble de iteraciones para 
alcanzar valores Varimax cercanos a 10s obtenidos por 10s 
filtros del caso uno. 
En cuanto a1 tercer caso, en que filtro inicial da 
un valor Varimax inicial alto, a1 comenzar la iteraci6n se 
abservaron dos resultados, distintos. 
Para algunos ejemplos el valor Varimax se mantuvo 
casi constante y en otros decrecid hasta valores cercanos 
m 
a 10s alcanzados en el prlmer caso. 
El.andlisis hecho hasta aqui se basa en la hip6tesis 
de que 10s primeros (n+% coef icientes de autocdrrelaci6n 
de la serie de impulsos Sean iguales a cerro. 
Esta hip6tesis es consistente con la hipdtesis de sim_. 
plicidad ya que en el caso que D(q) = 1, la autocorrelaci6n 
de q es 60.0 2 
Observese tambign, que debido a1 hecho que la autoco- br. rrelaci6n de q tiende a 0 2  do cuando Nq) tiende a 1 $ por 
t 2 
'ant* Qn+L Qn+$ -+ o I, la hipdtesis considerada 
2 (Qn,g t ~ , + L  = o I) es un caso l lni te  del caso general. ' 
Por'otro lado, tdmbisn es consistente (aunque menos . 
restrictiva), con la hip6tesis de ruido'blanco para La se- 
rie de impulsos, donde se pide gue la autocorrelacidn de q 
sea un milltiplo de 9,. 
Ambas hipdtesis (simplicidad y ruido blanco) han dado 
excelentes resultados en modelos de prospeccidn geolbgica. 
El M D D  tiene un parhetro libre, que es la longitud 
R del filtro. 
Es claro que esta longitud depende ds la 'forma' de la Wf? 
ondfcula fuente w y de la amplitudA.J'd?ktancia entre 10s 
" 
spikes o impulsos significativos de la serie q. 
Debido a que la norma D plantea un spiking filter so- 
h n ~  la entrada x = w*q y no sobre w, filtros de excesiva 
d . & ~ ~ g i t u a ,  >",. P zenderan a i n v e r t i r  x y por l o  t a n t o  producirsn 
. - 
m oqtpu* demasiado siaplff~c$$~-. 
For o m  lcdo,  si 1 es p ~ ~ ~ & & ,  e l  f i l t r o  puede no 
r e a l i z a r  ttna bue~a inversi6n dse .w. 
A traves de1 ur6lisis d a l  eEy8F ~k'pkse~va que E (1) 
- &sminuye cuiaWo crece  la  longitwd be& FiL=&o y cuando 
'.," 
-. 
- 2  
. - '  
;' -.%. -A7'ka ondfcula t i e n e  una aceptable  i n v e r s i b i l i d a d  f Emor pe - 
quefio en Spiking f i l t e r )  mientras  que e ( 2 ) .  en general cre -
cerd  cuando c rece  f ie  (se conkideran mbs coe f i c i en t ea  de g 
-;+pa pue qk t i e n e  longi tud  n+l+l). 0 sea que l a  long i tud  6~ 
-3' , a., 
. - 
. .-- ,'.; 
*"-.- . + 4- * 
2 Y ~ a %  &el &gP$&q ,-,-,. .: .a& rsa l iaa l?  k ~ n  balance e n t r e  es-tos dos 
- .  
> .-.=;7 -- &.+ < 
- * .  
> .'.%&,> .> 
- e r r o h s  . 
Debido a  que w y q son incogn i tas  en e l  problema, no 
parece probable l a  ex i s t enc i a  de un c r i t e r i o  que permite 
'a p r i o r i t  detarrninar e l  va lo r  de a ,  s i n  imponer m s s  hip6 -
is sobre e l  modelo. I 
