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Abstract  How to combine threads to be executed simultaneously must effect the performance of SMT processor systems 
in which multiple instructions can be issued from multiple thread contexts and executed. A conventional research divides a 
scheduling method into two phases for generate a good schedule: one is to collect information in order to evaluate candidate 
schedules, and the other is to decide the best schedule among them at that moment.  In this paper, we extend the former 
phase to make it efficiency by exploiting program phase, which represents the behavior of each job. We also report some 
simulation results showing that our proposal can improve the performance of an SMT processor system. 
































図 1 複数の実行スレッドが存在する環境での  
各アーキテクチャの振る舞い [1] 
Fig1. Behavior of each architecture in an environment 



















































ない，最後に 5 章で本研究のまとめを行なう．  
 
2. 関連研究 






















図 2 に，スレッド数を 8，ハードウェアコンテキス



































図 2 候補スケジュールの例と SMT 上での実行  
Fig2. Example of a possible schedule 











スケジューリングは Sample Phase，Symbiosis Phase
という 2 つのフェーズで行なわれる [3]．これらは，各
自設定されたサイクル数に基づいて順番に切り替えて









シ ュミス 率 を計算す る こ と で 行 な わ れ る ． Sample 







































































TaskPhaseTable，CoPhaseTable という 2 つのテーブルを

















たならば，11/10=1.1≦2 より TaskPhaseTable の 2 番目
のレコードに格納されているプログラムフェーズ識別






SCORE で構成される．図 4 を例に取ると，ある候補ス
ケジュールの，左より 3 番目のタイムスライスに関し
てサンプリング処理が行われるとき，まず，スレッド










エントリと共に CoPhaseTable に格納する．  
 
 
図 3 TaskPhaseTable の例  






図 4 CoPhaseTable へのサンプリング結果の格納  
























図 5 Sample Phase の実行の流れ  
Fig5. Flow of execution in Sample Phase 
 
図 6 Symbiosis Phase の実行の流れ  








かった．それに対し，本手法では Symbiosis Phase で取
得したサンプリング結果値を CoPhaseTable に反映する
ことができる．Symbiosis Phase において取得したサン

















































表 1 本実験で設定したパラメータ  
Table1. Parameters set by our experiment 
Number of Jobs  8 




(Possible Schedules)  (2520) 































図 7 Sample Phase で比較した候補スケジュールの数  
Fig7. Number of possible schedules that 
compared in Sample Phase 
 
続いて，各スケジューリング手法のスレッド実行の
















行したスケジュールの 50.7%が 1 を超える性能増加率
97
  







図 8 ラウンドロビンスケジューリングの  
スレッド実行パフォーマンス  
Fig8. Execution performance of threads 
for Round-Robin Scheduling 
 
 
図 9 従来手法のスレッド実行パフォーマンス  
Fig9. Execution performance of threads 
for the conventional method 
 
 
図 10 本手法のスレッド実行パフォーマンス  
Fig10. Execution performance of threads for our method 
 
 
図 11 ラウンドロビンスケジューリングに対する  
本手法の性能増加率  
Fig11. Performance improvement rate of our method 
against Round-Robin Scheduling 
 
 
図 12 従来手法に対する本手法の性能増加率  
Fig12. Performance improvement rate of our method 
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