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Abstract
Keyphrases efficiently summarize a docu-
ment’s content and are used in various doc-
ument processing and retrieval tasks. Sev-
eral unsupervised techniques and classifiers
exist for extracting keyphrases from text doc-
uments. Most of these methods operate at a
phrase-level and rely on part-of-speech (POS)
filters for candidate phrase generation. In ad-
dition, they do not directly handle keyphrases
of varying lengths. We overcome these mod-
eling shortcomings by addressing keyphrase
extraction as a sequential labeling task in this
paper. We explore a basic set of features com-
monly used in NLP tasks as well as predic-
tions from various unsupervised methods to
train our taggers. In addition to a more natural
modeling for the keyphrase extraction prob-
lem, we show that tagging models yield signif-
icant performance benefits over existing state-
of-the-art extraction methods.
1 Introduction
Keyphrases (or keywords) that provide
a concise representation of documents
are beneficial to various data mining and
web-based tasks (Jones and Staveley, 1999;
Hammouda et al., 2005; Pudota et al., 2010;
Li et al., 2010). For this reason, keyphrase ex-
traction, the task of automatically extracting
descriptive phrases or concepts from a docu-
ment continues to be studied in text processing
research (Hasan and Ng, 2014).
In unsupervised techniques for keyphrase extrac-
tion, individual terms1 in a document are scored us-
ing various “goodness” or “interestingness” mea-
sures and these term scores are later aggregated
to score phrases (Hasan and Ng, 2010). For exam-
ple, the TextRank algorithm builds a term graph
based on neighboring words in a document and
computes the score of each term as the PageRank
centrality measure of its corresponding node in the
graph (Mihalcea and Tarau, 2004).
Supervised models use known (“correct”)
keyphrases to frame keyphrase identification as
a binary classification task. Particularly, candi-
date phrases are assigned positive and negative
labels and features such as the part-of-speech
(POS) tag sequence of the phrase, TFIDF val-
ues (Manning et al., 2008), and position information
in the document are used for training keyphrase clas-
sifiers (Hasan and Ng, 2014). Ranking approaches
were also investigated for keyphrase extraction
for specific domains where preference information
among keyphrases is available (Jiang et al., 2009).
Candidate phrase generation is a crucial step in
the keyphrase extraction pipeline since the extracted
phrases form input to the subsequent scoring or
classification modules. A widely-adopted approach
for generating candidates phrases involves first
extracting all n-grams from a document (typi-
cally, n = 1, 2, 3) and retaining n-grams that
satisfy certain POS filters. Several previous works
(Mihalcea and Tarau, 2004; Wan and Xiao, 2008;
Caragea et al., 2014) only consider n-grams com-
prising of nouns and adjectives; that is, POS tags
1We use “term”,“token”, and “word” interchangeably in this paper.
Sentence Keyword extraction for social snippets
L1 (POS) tags VB NN IN JJ NNS
L2 (Phrase) tags VP NP PP NP NP
Labels KP KP O KP KP
Table 1: Example: Tagged title of a research paper in our dataset.
from the set {NN, NNS, NNP, NNPS, JJ}.2 This
pre-filtering is very effective in discarding n-grams
unlikely to be keyphrases from the large set of
possible n-grams in the document. For example,
single terms marked as prepositions and n-grams
ending in adjectives are unlikely to be sensible
keyphrases and retaining them adds noise to the
subsequent scoring and classification modules.
However, consider as an example, a sentence
from our dataset shown in Table 1. This sen-
tence corresponds to the title of a research pa-
per published in the World Wide Web conference
in the year 2010. The keyphrases (highlighted
in bold) specified by the author along with their
level-1 (POS) and level-2 (phrase) tags as identi-
fied by the Stanford Parser3 are shown in this ta-
ble. With a filter that only retains phrases con-
taining nouns and adjectives, we automatically lose
the correct candidate phrase “Keyword extraction”
in this example (POS tag for “Keyword” is VB).
Indeed, we observed that several author-specified
keyphrases in our datasets have POS tags other
than nouns and adjectives possibly due to erroneous
POS tagging (Samuelsson and Voutilainen, 1997;
Manning, 2011) or due to an increased range in the
types of phrases/words acceptable to authors.4
A second drawback in extraction systems that
operate at a phrase-level pertains to the length
of phrases considered for scoring or classifica-
tion. While uni/bi/trigrams often suffice for most
datasets (Hasan and Ng, 2014), it is desirable for a
system to identify longer phrases when they exist
without having to specify this as a parameter in
the extraction pipeline. For example, our datasets
(in Section 3) also include several author-specified
four-word keyphrases such as “software reliability
growth model”, “biased minimax probability ma-
2The Penn Treebank list of POS tags is available at:
https://catalog.ldc.upenn.edu/docs/LDC99T42/tagguid1.pdf.
3http://nlp.stanford.edu:8080/parser/index.jsp
4
“Google” was not an acceptable verb a decade ago.
chine”, and “web-based personal health record”.
Once again, a model that does not consider 4-gram
candidate phrases will exclude these correct phrases
from the subsequent scoring steps.
How can we avoid pre-filtering of correct candi-
date phrases based on potentially erroneous POS
tags during keyphrase extraction? Can we model
the length of a keyphrase more naturally in our ex-
traction methods?
In this paper, we answer these questions by
framing keyphrase extraction as a sequence
labeling or tagging task (Sarawagi, 2005;
Sutton and McCallum, 2012). Our tagging task
can be defined as follows: Given a stream of terms
corresponding to the content of a document5, assign
to each term position, a tag/label from the set {KP,
O} where “KP” corresponds to a keyphrase term
and “O” refers to a non-keyphrase term. The labels
for our example sentence are also shown in Table 1.
To the best of our knowledge, we are the first to
systematically address keyphrase extraction as a
tagging task in order to overcome specific modeling
drawbacks in existing extraction methods.
Our Contributions: We propose features for
learning a keyphrase tagger for textual document
content. In contrast with existing supervised models
that use intricate features such as “the position of the
first occurrence of a phrase divided by the total num-
ber of tokens” (Hulth, 2003), “TFIDF value larger
than a threshold” (Caragea et al., 2014), we use a ba-
sic set of features including term, orthographic, and
parse-tree information for learning our tagger. In ad-
dition, we explore the possibility of adding predic-
tions from unsupervised models as features for train-
ing our tagger. We evaluate our features on publicly-
available datasets compiled recently from research
abstracts of premier conferences in Computer Sci-
ence. Our tagger substantially out-performs existing
state-of-the-art keyphrase extraction techniques on
these datasets. Additionally, our proposed approach
5We assume textual content and whitespace tokenization.
does not depend on the candidate phrase extraction
step thereby avoiding problems due to non-inclusion
of appropriate phrases during prediction.
We just described, in this section, the motiva-
tion for using tagging approaches for keyphrase ex-
traction. In Section 2, we summarize the features
used to train our keyphrase taggers and provide a
brief overview of the state-of-the-art baselines used
in comparison experiments. Experimental setup,
datasets, and results are discussed in Section 3 fol-
lowed by an overview of closely-related work in
Section 4. Finally, we conclude with directions on
future work in Section 5.
2 Proposed Methods
Several applications in data mining and NLP in-
volve predicting an output sequence of labels
y = <y1 . . . yN> given an input sequence of to-
kens: t = <t1 . . . tN> where each input posi-
tion i : 1 . . . N is modeled by vectors of features
<x1 . . . xN> (Sarawagi, 2005). For example, given
a text sequence (of words), Named-Entity Recogni-
tion (NER) involves predicting labels for each word
from the set {person, organization, location, other}
using various dictionary, linguistic, and surface-
pattern features at each position. Taggers involving
complex, interdependent features are often trained
using discriminative learning algorithms such as
Conditional Random Fields (or CRFs). CRFs com-
prise state-of-the-art models for several sequence
tagging tasks and hence we use them for learning
a keyphrase tagger (Sutton and McCallum, 2012).
2.1 Features for Keyphrase Tagging
We use features corresponding to simple surface pat-
terns, terms, parse tags, and presence of the term in
the title of the document for learning our taggers.
Our feature types are listed below:
1. Term, orthographic, and stopword features:
Term features refer to the raw tokens corre-
sponding to the textual content in the docu-
ment. We use whitespace tokenization and
convert all tokens to lowercase after removing
punctuation. If the term comprises of punc-
tuation only, we explicitly indicate this using
an “allPunct” feature. We also indicate if the
term is capitalized or corresponds to a stop-
word 6 using the boolean features “isCapital-
ized” and “isStopword” respectively. In addi-
tion, the end of a sentence is explicitly indi-
cated using an “EOL” feature to capture the in-
tuition that keyphrase labels do not cross sen-
tence boundaries.
2. Parse-tree features: We obtain the lexical-
ized parse of the document content using the
Stanford Parser (Finkel et al., 2005) and incor-
porate the level-1 and level-2 parse tags for
each position as features. These features cor-
respond to the part-of-speech and immedi-
ate phrase tags for a given word. Almost
all existing works incorporate POS tags in
their models due to their usefulness in iden-
tifying keyphrases (Hasan and Ng, 2014). In-
deed, Hulth (2003) showed that incorporat-
ing linguistic knowledge such as NP-chunking
and POS tags yields dramatic improvements in
keyphrase extraction results over using statisti-
cal features alone.
3. Title features: We indicate if the term is part
of the document’s title using a boolean fea-
ture (“isInTitle”). The title of a document can
be considered a summary sentence describing
the document and authors often add discrimi-
native terms in their titles to accurately repre-
sent their works. The isInTitle feature depends
on document structure information that com-
prises knowledge of various document sections
such as abstract, title, and paragraph bound-
aries and is not always available. Assum-
ing their availability, title words were shown
to benefit extraction performance in previous
studies (Jiang et al., 2009; Kim et al., 2010).
4. Unsupervised keyphrase features: Unsuper-
vised keyphrase extraction methods are useful
when annotated training data is unavailable
to learn supervised models. These methods
designate “interestingness” of terms using var-
ious metrics such as “frequency in a corpus”
and rank phrases based on the scores of terms
comprising them (Hasan and Ng, 2010). We
6We used the stopword list from Mallet (McCallum, 2002).
obtain the top-10 predicted keyphrases
from the popular unsupervised meth-
ods: TFIDF (Hasan and Ng, 2010), Tex-
tRank (Mihalcea and Tarau, 2004), SingleR-
ank, and ExpandRank (Wan and Xiao, 2008)
and add boolean features indicating whether
the term is part of the top predicted phrases
in each of these methods. These methods are
described further in Section 2.2.
We refer to the set of term, orthographic, stop-
word, and parse-tree features as the Basic set in our
experiments. These features are fairly standard in
NLP tagging tasks (Indurkhya and Damerau, 2010).
For keyphrase extraction, specialized features based
on the title (Title) as well as those based on unsu-
pervised extraction methods (UKP) improve perfor-
mance beyond that afforded by the “Basic” features.
Note that our features are fairly simple in design
compared to some intricate features used in existing
state-of-the-art supervised models. Example such
features include: “the position of the first occur-
rence of a phrase divided by the total number of
tokens” (Frank et al., 1999; Hulth, 2003), “the dis-
tribution of terms among different document sec-
tions” (Nguyen and Kan, 2007), “the distance of the
first occurrence of a phrase from the beginning of a
paper is below some value β” (Caragea et al., 2014).
Incorporating information from neighboring
tokens: Given the token stream corresponding to the
document content, let F,G represent feature-types
described above (term, POS etc.) and i represent a
token position. The feature templates used for train-
ing our keyphrase tagger are listed in Table 2.
Unigram features Fi, Fi−1, Fi+1
Bigram features Fi−1Fi and FiFi+1
Skipgram features Fi−1Fi+1
Compound features FiGi
Table 2: Feature templates for the CRF tagger.
In the above template, the unigram features refer
to the features generated at position i using the to-
ken at that position. That is, the actual term, POS
tag, capitalization and other features refer to the to-
ken at the exact position i in the token stream. The
neighborhood information for a given position is in-
corporated using the bigram and skipgram features
that reference tokens at the previous and next po-
sitions relative to i. Intuitively, if a current token
is part of a multiterm phrase, this may be indicated
via suitable bigram and skipgram features (e.g., they
may share a particular POS tag sequence or have the
same phrase tags). Compound features are conjunc-
tive features indicating stronger hints to the tagger.
For example, the combined feature “isInTitle” and
“part of TFIDF extracted phrase” is likely to indicate
stronger evidence to the tagger than each of these
features in isolation.
Illustrative Example: We provide a partial list
of features extracted for the term “social” from our
anecdotal example sentence in Table 3 as illustra-
tion where the phrase “social snippets” was cor-
rectly identified as a keyphrase by the unsupervised
keyphrase extraction methods: TFIDF, TextRank,
SingleRank and ExpandRank. This match is indi-
cated by the features listed as TFIDF, TR, SR, and
ER in Table 3. In addition, the basic features com-
prising of the POS and phrase tags, lack of capital-
ization (noCap) and no match in the stopwords list
(notStop) are shown.
The “BIG1” and “BIG-1” prefixes indicate bi-
grams involving the current token with its next
and previous tokens respectively. Thus “BIG-1-
isStopword notStop” refers to the stopword “for”
adjacent to the non-stopword “social” in the exam-
ple sentence “Keyword extraction for social snip-
pets”. Similarly, the “L1-NNS” refers to the POS
tag of the next word “snippets” in the feature
“BIG1-L1-JJ L1-NNS”. In the skipgram “SKIP-1-
for snippets”, the term features corresponding the
previous and next token with respect to the current
position are represented. In this example, though
“social” is an adjective, it combines with a noun to
form a noun phrase in the parse tree resulting in the
conjunctive feature, “CMPD-L1-JJ L2-NP”.
2.2 Baseline Methods
Classification-based Extraction: In the previous
sections, we designed various features for learning
tagging models for keyphrase extraction under the
assumption that useful feature and label dependen-
cies exist between adjacent words in text. For in-
stance, if a term is correctly identified as a keyphrase
token by the tagger, an adjacent term which shares
the same phrase label as the current term (part of
Type of feature List of features
Basic social (term), L1-JJ (POS tag), L2-NP (phrase tag), noCap, notStop
Title and UKP isInTitle, TFIDF, TR, SR, ER, allUKP, AtleastOneUKP, AtleastTwoUKP
Bigrams BIG1-social snippets, BIG1-L1-JJ L1-NNS, BIG-1-isStopword notStop, BIG-1-NoUKP TFIDF
Skipgrams SKIP-1-for snippets, SKIP-1-L1-IN L1-NNS, SKIP-1-L2-PP L2-NP SKIP-1-notInTitle isInTitle
Compounds CMPD-L1-JJ L2-NP, CMPD-L2-NP isInTitle, CMPD-L2-NP noCap, CMPD-notStop TFIDF
Table 3: Sample features are shown for the token “social” in the example from Table 1.
the same phrasal structure in the parse-tree of the
sentence), is likely to a keyphrase token too. CRFs
incorporate label dependencies during inference and
predict the entire label sequence y = y1 . . . yN for a
given sequence t (using notations from Section 2).
However, our features can also be used in clas-
sification mode. That is, a label can be predicted
for each position independently for i : 1 . . . N . In
classification, the pairs (xi, yi) form training exam-
ples rather than (<x1 . . .xN>,<y1 . . . yN>) form-
ing a single training example in tagging. We eval-
uate our features using the Maximum Entropy and
Naı¨ve Bayes classifiers in Section 3.
KEA and CeKE: We study two state-of-the-
art models for comparisons: (1) the popular
KEA system (Frank et al., 1999) and (2) CeKE,
a recent technique designed to incorporate ci-
tation information into the keyphrase extrac-
tion process (Caragea et al., 2014).7 While
several approaches exist for keyphrase ex-
traction, most techniques target specific cor-
pora and rely on features based on document
types and domain information (Bao et al., 2007;
Xu et al., 2008; Liu et al., 2009; Zhao et al., 2011;
Marujo et al., 2013). In contrast, both CeKE and
KEA obtain competitive performance using features
solely based on document content and corpus-level
information (Hasan and Ng, 2014). We disabled
the three citation-network based features in CeKE
(referred to as CeKE− in Section 3) in our experi-
ments since these special features are not commonly
available for all documents and we would like
to use features based on document-content and
corpus-level properties in all models for a uniform
comparison.
Both KEA and CeKE extract candidate phrases
(n-grams) and use labeled examples to learn bi-
nary classifiers for identifying keyphrases among
7Working implementations of both systems are available online.
the qualifying phrases. The KEA system incor-
porates features based on TFIDF (a standard mea-
sure of term importance commonly used in IR)
and position information of the phrase in the doc-
ument (Frank et al., 1999). For instance, due to its
importance, a keyphrase may be expected to appear
early in the document. CeKE uses features from
KEA as well as additional features such as “the POS
sequence of the phrase” and “TFIDF larger than a
tunable threshold parameter” (Caragea et al., 2014).
Unsupervised Extraction Models: Since predic-
tions from unsupervised keyphrase extraction meth-
ods are incorporated as features within our tag-
ging models, we include them in comparison ex-
periments. Unsupervised models score terms sat-
isfying stopword and parts-of-speech filters based
on some criterion and use these scores to evalu-
ate phrases or n-grams (comprising of consecutive
words) (Wan and Xiao, 2008). For instance, in the
TFIDF model, a term’s score is the product of its
frequency in the document and its inverse document
frequency in the collection (Manning et al., 2008).
The TextRank, SingleRank, and Ex-
pandRank models construct an undirected
graph based on the textual content of
the document (Mihalcea and Tarau, 2004;
Wan and Xiao, 2008). The nodes in this graph
correspond to non-stopword terms in the docu-
ment satisfying POS filters and the edges indicate
the neighborhood of terms. In TextRank, this
neighborhood is restricted to adjacent terms and
edges are assigned uniform weights whereas in
SingleRank and ExpandRank, the terms occurring
within a window (parameter to the model) can be
connected by edges in the graph. Both SingleRank
and ExpandRank compute weights for edges using
term frequency information within the document.
ExpandRank additionally uses information from
textually similar documents in assigning edge
weights. All the three models run the PageRank
algorithm (Page et al., 1998) on the underlying term
graph and use the corresponding node centrality
values as individual term scores.
3 Experiments
3.1 Datasets
We employed the datasets collected by Caragea et
al. (2014) for illustrating the performance of our
keyphrase tagger. To the best of our knowledge,
these datasets comprise the most recent, largest,
publicly-available benchmark datasets for keyphrase
extraction. Research paper abstracts from two pre-
mier research conferences in Computer Science:
the World Wide Web (WWW) Conference and the
ACM SIGKDD Conference on Knowledge Discov-
ery and Data Mining (KDD) are provided along with
author-specified keyphrases in these datasets. These
keyphrases comprise the “gold standard” for evalu-
ation. That is, we evaluate the keyphrases extracted
by various methods against the author-specified lists
of keyphrases for each paper using the standard
evaluation metrics namely, precision, recall, and F1
measure (Manning et al., 2008) and average them
across all papers in a dataset (Hasan and Ng, 2014).
Our datasets are summarized in Table 4. Retaining
only the keyphrases that occur in the associated ab-
stracts, we have, on average, about 150-170 terms in
each abstract with about 2.32 keyphrases (4-5 terms)
per abstract.8
Venue #Abstracts #Total KPs/Terms #Total Terms
WWW 588 1365 (2293) 88853
KDD 263 611 (1116) 44955
Table 4: Summary of Datasets
We used the CRF implementation from Mal-
let (McCallum, 2002) and the publicly-available im-
plementations for KEA9 and CeKE10 in our exper-
iments.11 We also used the Maximum Entropy and
Naı¨ve Bayes classifier implementations from Mal-
let for testing our features in the classification mode.
8Occasionally, the author-specified keyphrase is not present as is in
the document content. For example, the author might say “CRF” in the
keyphrase list but use “Conditional Random Fields” in the rest of the
document.
9http://www.nzdl.org/Kea/
10http://www.cse.unt.edu/∼ccaragea/keyphrases.html
11All code and processed data will be made publicly available.
All reported numbers are averages of five-fold cross
validation experiments.
3.2 Results and Discussion
Tagging performance: Tables 5 and 6 summarize
the performance of our taggers compared to KEA
and CeKE− as well as MaxEnt (Maximum En-
tropy) and Naı¨ve Bayes models trained using our
features. In the classification mode, “KP” or “O”
labels are predicted for each term position indepen-
dently and consecutive “KP” terms are extracted as
a keyphrase. This setting is in contrast to both CeKE
and KEA which first extract candidate phrases, com-
pute features and later classify them.
Method Precision Recall F1
CRF 0.2669 0.2067 0.2112
MaxEnt 0.1702 0.1562 0.1479
Naı¨ve Bayes 0.0808 0.4851 0.1344
CeKE− 0.1715 0.2038 0.1585
KEA 0.1228 0.2841 0.1626
Table 5: Five-fold CV performance on WWW
Method Precision Recall F1
CRF 0.2933 0.2343 0.2417
MaxEnt 0.1682 0.1753 0.1551
NaiveBayes 0.0773 0.5262 0.1312
CeKE− 0.2104 0.2673 0.2010
KEA 0.1589 0.3716 0.2133
Table 6: Five-fold CV performance on KDD
As highlighted in Tables 5 and 6, our tagger
performs significantly better than classification ap-
proaches despite using relatively simpler features.
The precision of extraction with our CRF taggers is
superior to both the term-level (MaxEnt and Naive-
Bayes) and phrase-level (CeKe− and KEA) clas-
sifiers, and the overall F1 scores are significantly
higher than the other competing models. Both KEA
and the Naı¨ve Bayes classifier trained on our fea-
tures obtain good recall but at the cost of low pre-
cision. Despite using the same features, the per-
formance is significantly lower with MaxEnt and
Naı¨ve Bayes models in Tables 5 and 6. These num-
bers confirm that models like CRFs that incorporate
feature-label combinations during inference are bet-
ter suited for this task than term-level classifiers.
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Figure 2: Performance with Bigram/Skipgram/Compound Features
Effect of different feature types:The plots in Fig-
ure 1 show the performance of our taggers with dif-
ferent feature sets on both our datasets. Though the
“Basic” feature set does reasonably well, the perfor-
mance can be significantly enhanced by augmenting
the “Basic” features with “Title” features but only
slightly with the “UKP” features.
As witnessed by the improved precision, ti-
tle terms are particularly important in scientific
documents and often form parts of the correct
keyphrases. Adding features based on unsupervised
predictions seems to improve the recall slightly re-
sulting in an overall boost in the F1 measure using
the three sets of features.
Effect of Bigrams/Skipgrams/Compound fea-
tures: In Section 2, we described bigrams, skip-
grams and compound features for capturing the
neighborhood information at a given term position.
In Figure 2, we show the effect of each of these fea-
ture templates on our datasets. The increasing F1
values with the addition of each set of features sub-
stantiates the use of neighborhood features in pre-
dicting the correct label for a given token. However,
these features need to be coupled with labels during
training and inference as handled in CRFs since they
are not very effective in classifiers (Tables 5, 6).
Comparison with unsupervised methods: In the
plots of Figure 3, we show the F1 plots for the dif-
ferent unsupervised keyphrase extraction techniques
listed in Section 2.2 and the F1 obtained with our
CRF tagger. Evaluation metrics for unsupervised
methods are usually presented on top-k predictions
since all candidate phrases are assigned scores in
these methods (Hasan and Ng, 2010). The F1 val-
ues obtained on both the datasets with all the un-
supervised techniques investigated are considerably
lower than those obtained with our taggers.
Train/Test Precision Recall F1
WWW/KDD 0.2551 0.1921 0.2012
KDD/WWW 0.1956 0.1553 0.1583
Table 7: Performance across datasets
Performance across datasets: Finally, we
demonstrate the transferable nature of our proposed
features in Table 7. The model trained on the WWW
dataset is used to predict keyphrases for the KDD
dataset and vice-versa in this experiment. As shown
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Figure 3: F1 plots with Unsupervised Keyphrase Extraction Techniques.
by the numbers in this table, our models continue
to be reasonably effective even when trained on a
different (though related) collection of documents.
The tagging performance is better with WWW (as
the training dataset) possibly due its larger size.
Based on the experiments describe in this sec-
tion, we conclude that a tagging-based approach not
only overcomes several modeling shortcomings in
existing state-of-the-art keyphrase extraction mod-
els, but also attains significant improvements in the
extraction performance. Additionally, unlike exist-
ing supervised approaches, they are trained using
relatively simpler features.
4 Related Work
Keyphrase extraction is a widely-studied task in var-
ious domains (Frank et al., 1999; Kim et al., 2010;
Bong and Hwang, 2011) as well as on different
document-types (Liu et al., 2009; Zhao et al., 2011;
Marujo et al., 2013). Tag recommendation, that
also involves keyphrase extraction, is often studied
in web contexts (Bao et al., 2007; Xu et al., 2008).
Several supervised and unsupervised methods ex-
ist for keyphrase extraction. We refer the inter-
ested readers to recent survey articles by Hasan et
al. (2010; 2014) for these discussions and summa-
rize works closest to our approach in this section.
Supervised techniques make use of special-
ized features such as POS tags, position of the
word, TFIDF values and other features specific to
domains and document-types to train keyphrase
classifiers (Frank et al., 1999; Witten et al., 1999;
Turney, 2000; Hulth, 2003). For example, Caragea
at al. designed features using citation contexts
to enhance keyphrase extraction in scientific
documents (2014). In contrast, unsupervised
approaches characterize the “goodness” or “in-
terestingness” of terms based on measures such
as inverse document frequencies, topic pro-
portions, and graph centrality measures and
used these measures to score phrases in docu-
ments (Mihalcea and Tarau, 2004; Liu et al., 2010;
Boudin, 2013; Gollapalli and Caragea, 2014).
Tagging approaches and specifically, Conditional
Random Fields (CRFs) were briefly investigated for
keyphrase extraction in previous studies. Bhaskar et
al. (2012) study several features based on document
structure such as term presence in various sections
like abstract, first paragraph, and title as well as
linguistic features such as POS, chunking, and
named-entity tags using CRFs for a small corpus
of about 250 scientific articles. Similar features
were employed by Zhang et al. for extracting
keyphrases from documents in Chinese (2008). We
complement these preliminary studies by analyzing
why tagging approaches are preferable compared to
existing state-of-the-art approaches and provide an
in-depth investigation of keyphrase taggers using
relatively larger datasets and simpler features.
5 Conclusions
We studied keyphrase extraction as a tagging prob-
lem to overcome specific modeling shortcomings in
phrase-level keyphrase extraction techniques. Our
keyphrase tagger is trained using simple term, parse,
and orthographic features. We also studied the use
of predictions from existing unsupervised keyphrase
extraction models as features in our tagger.
Our objective in this paper was to illustrate the
performance of keyphrase tagging using a basic
set of features rather the intricate features adopted
in several state-of-the-art systems. However, de-
pending on the domain and the document-type
(for example, research papers versus web arti-
cles), external sources of evidence may be available
to enhance keyphrase extraction (Li et al., 2010;
Caragea et al., 2014). In future, we would like ex-
plore techniques for modeling domain-specific as-
pects as simple features and constraints within the
tagger for further improving its extraction perfor-
mance.
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