Abstract. Traditional clustering methods assume that there is no measurement error, or uncertainty, associated with data. Often, however, real world applications require treatment of data that have such errors. In the presence of measurement errors, well-known clustering methods like k-means and hierarchical clustering may not produce satisfactory results. The fundamental question addressed in this paper is: "What is an appropriate clustering method in the presence of errors associated with data?" In the first part of this paper, we develop a statistical model and algorithms for clustering data in the presence of errors. We assume that the errors associated with data follow a multivariate Gaussian distribution and are independent between data points. The model uses the maximum likelihood principle and provides us with a new metric for clustering. This metric is used to develop two algorithms for errorbased clustering, hError and kError, that are generalizations of Ward's hierarchical and k-means clustering algorithms, respectively. In the second part of the paper, we discuss sets of clustering problems where error information associated with the data to be clustered is readily available and where error-based clustering is likely to be superior to clustering methods that ignore error. We give examples of the effectiveness of error-based clustering on data generated from the following statistical models: (1) sample averaging, (2) multiple linear regression, (3) ARIMA time series, and (4) Markov chain models. We present theoretical and empirical justifications for the value of error based clustering on these classes of problems.
Introduction
Clustering is a fundamental technique that divides data into groups (clusters) for the purpose of summarization or improved understanding. Clustering has been widely studied for over four decades across multiple disciplines including data mining, statistics, machine learning, and operations research, and across multiple application areas including taxonomy, medicine, astronomy, marketing, finance and e-commerce. In the last decade, clustering has become increasingly important due to the large amounts of data that are now being collected and stored electronically.
The problem of clustering is defined as follows: given n data points, x 1 , . . . , x n , in a pdimensional metric space, partition the data into G ≤ n clusters, C 1 , . . . , C G , such that data points within a cluster are more similar to each other than data points in different clusters. Most clustering methods form clusters based on proximity between the data points in the x space. A commonly used measure of proximity between a pair of data points, {x i , x j }, is the squared Euclidean distance between the points as defined below.
A popular criterion for clustering is to minimize the sum of the squared Euclidean distances given by
where c k is the mean of the data points in cluster C k . The well-known clustering methods, k-means and Ward's hierarchical clustering methods [15] , for example, optimize this criterion. A drawback of these and other traditional clustering methods is that they ignore measurement errors, or uncertainty, associated with the data. In certain applications, measurement errors associated with data are available and can play a significant role in making clustering decision. For example, for clustering of sample means in analysis of variance (ANOVA) [5] , clustering of time series data [22] , and clustering of online users based on Markov models [7] (we elaborate on these applications in Section 6), data to be clustered are not directly observable and a statistical method (sample averaging, time series analysis, or Markov modelling, respectively, for these examples) generates the data. A clustering method is then applied to the generated data to obtain the desired clusters. Most statistical methods, including the ones mentioned above, provide estimates of the errors associated with the generated data. Incorporating these errors in the clustering process can produce different and, often, better clustering results, as illustrated by the following example.
We wish to cluster four geographical regions into two clusters based on household income and expenditure. Suppose the data for each geographical region is estimated as the average of incomes and expenditures of households in the region. Points in Figure 1 (a) represent the measurements of average income and expenditure for these four regions. The ellipses in this figure represent the standard errors associated with these measurements. Figure 1 (b) shows clustering of these four regions into two clusters when k-means clustering method is applied on these four data points. The rectangles in this figure represent cluster membership.
We notice that the standard errors associated with the expenditure measurements are much higher than the standard errors associated with the income measurements. Therefore, we may wish to give more weight to differences in income measurements than to differences in expenditure measurements. One way to do this is to scale each measurement to standard error units. The scaled data is shown in Figure 2 In general, the structure of errors could be more complex than in this example. In this paper, we develop theory and algorithms and present a range of illustrative applications for a new approach to clustering that we call error-based clustering. Error-based clustering explicitly incorporates errors associated with data into clustering algorithm.
The main contributions of this paper can be divided into two parts. In the first part, we develop a general model and algorithms for incorporating error information into cluster analysis. We assume that the errors associated with data follow multivariate Gaussian distributions 1 and are independent between data points. Using this probability model for the data, we model the clustering problem as a likelihood maximization problem. The maximum likelihood procedure provides us with a new objective criterion for clustering that incorporates information about the error associated with data. The new objective criterion is then used to develop two algorithms for error-based clustering: (1) hError, a hierarchical clustering algorithm that produces a sequence of clusters at various levels in which clusters at any level are nested within the clusters at higher levels in the sequence and (2) kError, a partitioning algorithm that partitions the data into a specified number of clusters. These algorithms are generalizations of the popular hierarchical clustering algorithm of Ward [17] and the k-means clustering algorithm [15] , respectively. We provide a heuristic method for selecting the number of clusters in a data set, which in itself is a challenging problem [23] .
In the second part, we describe settings where error-based clustering is likely to outperform standard clustering methods. We focus on clustering of data generated from statistical models. In particular, we look at four statistical models: (1) sample averaging (2) multiple linear regression, (3) ARIMA models for time-series, and (4) Markov chain models. We show that, under certain assumptions, error-based clustering is approximately an optimal clustering method for clustering of data generated from such statistical models. We also conduct a series of empirical studies on real and simulated datasets where we have found that error-based clustering performs significantly better than traditional clustering methods on this application.
Related Work
Probability models have been used for quite some time as a basis for cluster analysis [3, 6, 7, 11, 27] . In these models, data are viewed as samples from mixtures of probability distributions, where each component in the mixture represents a cluster. The goal is to partition the data into clusters such that data points that come from the same probability distribution belong to the same cluster. The authors of [3] and [7] have shown effectiveness of such probability models in a number of practical applications including clustering of medical data, gene expression data, web-logs data, and image data. While these authors provide a general probability model that allows any probability distribution for data, they have found that a mixture of Gaussian distributions is applicable to many problems in practice.
The probability model used in error-based clustering is similar to the one used in modelbased clustering [3, 11] . In model-based clustering, data points are modelled as arising from a mixture of multivariate Gaussian populations, where each population represents a cluster. The parameters of the mixture components are estimated by maximizing the likelihood of the observed data. A key advantage in model-based clustering is that it allows clusters of different shapes and sizes, which is not possible in the traditional clustering methods such as k-means and Ward's methods. We differ from standard model-based clustering in the sense that instead of modelling the populations as multivariate Gaussian, we model the error associated with each data point as multivariate Gaussian. In other words, in the special case when it is assumed that all data points in the same cluster have the same error distribution, error-based clustering is equivalent to model-based clustering. By allowing different amounts of error for each data point, error-based clustering explicitly models error information for incorporation into clustering algorithms.
In Sections 6 and 7, we present an application of error-based clustering for clustering of data generated from statistical models. The clustering problem presented in this application can be modelled as a special case of latent class models for clustering [7, 13] , which is a very general framework encompassing most probability models for clustering. The algorithm that is commonly used for latent class models is the EM algorithm [7] . In this paper we show that while the EM algorithm deals with a large volume of data and can be computationally challenging, error-based clustering produces approximately the same clusters as EM algorithm, while working on a much smaller data set.
So far, we have come across only one publication [4] that explicitly considers error information in multivariate clustering. It provides a heuristic solution for the case of uniformly distributed spherical errors associated with data. We consider the case when errors follow multivariate Gaussian distributions and provide a formal statistical procedure to model them. Modelling errors as being Gaussian distributed has a long history (beginning with Gauss!) and is applicable to many problems in practice [28] .
While there is almost no prior published work on incorporating error information in multivariate cluster analysis, there has been significant work done on this topic for onedimensional data [5, 8, 9] . The authors of [5] applied their technique to clustering of the slope coefficients from a group of bivariate regressions and used it for predicting rainfall. We extend their work to clustering of multivariate regression coefficients in Section 7.2.
Error-based Clustering Model
The data to be clustered consists of n observations x 1 , . . . , x n (column vectors) in p and n matrices Σ 1 , . . . , Σ n in p×p , where x i represents measurements on p characteristics and Σ i represents the variance-covariance matrix associated with the observed measurements of x i . Suppose that the data points are independent and that each arises from a p-variate Gaussian distribution with one of G possible means
Then the joint distribution of the observations is completely determined by the clusters C 1 , ..., C G such that observations that have the same mean (µ i ) belong to the same cluster with µ i = θ k , the common value of µ i for the observations in C k , k = 1, . . . , G. The goal is to find the clusters C k and the values of θ k , for k = 1, . . . , G. We note that, while most traditional probability models for clustering [27] assume that both µ i and Σ i are unknown, here we assume that Σ i is known and µ i is unknown.
. . , x n and the error matrices Σ 1 , . . . , Σ n , the maximum likelihood procedure leads us to choose S = (S 1 , . . . , S G ) and θ = (θ 1 , . . . , θ G ) so as to maximize the likelihood
where |Σ i | is the determinant of Σ i for i = 1, . . . , n. 
whereθ k is the maximum likelihood estimate of θ k given bŷ
Proof. The log of the likelihood in Equation 3 is given by
Maximizing the log likelihood is, therefore, equivalent to minimizing
where minimization is over all possible partitions S 1 , . . . S G and all possible values of θ 1 , . . . , θ G . For a given partitioning, S 1 , . . . S G , the values of θ 1 , . . . , θ G that minimizel(x|S, θ) can be obtained by setting its patial derivative with respect to all θ k equal to zero, i.e.,
Solving this equation for each k, we find θ k that minimizes Equation 7 is given bŷ
Substitutingθ k for θ k in Equation 7 , it follows that the maximum likelihood clustering is the one that solves
This minimization makes intuitive sense because each data point is weighted by the inverse of its error, that is, data points with smaller error get higher weight and vice versa.
Notice thatθ k is a weighted mean of the data points in C k . We will refer to it as the Mahalanobis mean of cluster C k . Let Ψ k denote the error matrix associated withθ k , then
where Cov(x) refers to the p × p variance-covariance matrix associated with x.
The clustering model described here is a generalization of the standard Euclidean distance based clustering model as described in Equation 2. 
where c k is the (usual) mean of the data points in C k . Here |S k | refers to the size of S k . The criterion of Equation 4 now becomes
which is equivalent to
Proposition 3.1 amounts to saying that if errors associated with all data point are same and if the errors of variables of a data point are same and uncorrelated, then error-based clustering is equivalent to standard clustering that optimizes the squared Euclidean distance criterion.
Another property of error-based clustering is that it is independent of scale, which is a useful property in many practical applications of clustering [10] . Proof. Let f : x → Ax + u be an affine transformation of the data space, where A is an invertible matrix. Let x i ,θ k , and Σ i denote the new values of x i ,θ k , and Σ i , respectively, in the transformed space. Since
The Mahalanobis means of the clusters in the transformed space are given byθ
Next we show that each term of the criterion in Equation 4 is invariant under this transformation of the data space.
Therefore, the criterion of error-based clustering is invariant under an affine transformation of the data space.
The hError Clustering Algorithm

A Hierarchical Greedy Heuristic for hError
The formulation in Equation 4 is a nonlinear discrete optimization problem for which we do not know of any polynomial time algorithm
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. We develop a greedy heuristic to optimize the objective criterion of error-based clustering, which we call as hError algorithm. The hError algorithm is similar to the agglomerative hierarchical clustering algorithm in [17] .
The hError algorithm starts with n singleton clusters, each corresponding to a data point. At each stage of the algorithm, we merge a pair of clusters that leads to the minimum increase in the objective function of error-based clustering. Thus, each stage of the algorithm decreases the number of clusters by one and, therefore, corresponds to a unique partition of the data. The merging process can either continue until all data points are merged into a single cluster or stop when the desired number of clusters is obtained.
In the next subsection, we will show that the greedy heuristic at each stage of the hError algorithm is equivalent to combining the closest pair of clusters according to a distance function that is easy to compute. Although, the resulting clustering may be suboptimal, hierarchical clustering methods are common in practice because they often yield reasonable results and are easy to compute. Another advantage of hierarchical clustering is that it provides nested clusters for all possible values of G = 1, . . . , n. The user can then pick the best value of G based on her needs. In Subsection 4.3, we will present a heuristic for selecting the number of clusters in a data set. Proof. Let E k denote the contribution of cluster C k to the objective function, i.e.,
The Distance Function in hError
Then the objective function of error-based clustering can be rewritten as
Suppose we chose to merge clusters C u and C v during an iteration of hError, and let the resulting cluster be C w . Then the net increase in the value of E is given by
We can rewrite E k as
The second line in Equation 21 follows from Equations 5 and 11. From Equations 5 and 11, and the fact that S w = S u ∪ S v , it follows that
Substituting Equations 21 and 22 into Equation 20
gives
Equation 23 gives
Taking dot product with itself on both sides of Equation 25 giveŝ
The last term of Equation 26 can be rewritten as
Substituting Equation 27 in Equation 26
giveŝ
Further,
Substituting Equations 28 and 29 into Equation 24 gives
Minimizing E uv is, therefore, the same as minimizing the distance
The distance function in Equation 17 is similar to the Mahalanobis distance function [21] . It becomes equivalent to Mahalanobis distance when Ψ u = Ψ v .
Number Of Clusters
The problem of finding the number of clusters in a data set has been studied by several researchers. There is no single best method; the best method depends on the clustering method being used and the application at hand [23] . A common practice in most hierarchical clustering methods is to subjectively choose a threshold value for the distance function to be used as a stopping criterion in the merging process of the hierarchical method. The value of such threshold usually depends on the data being clustered [15, 23] . We provide a new method for estimating the number of clusters where the value of the threshold does not depend on data.
The new method for estimating the number of clusters involves testing a series of hypotheses, one at each stage of the hError algorithm. The first and the simplest hypothesis is the one where all µ i , i = 1, . . . , n, are different. At any intermediate stage of the hError algorithm, we measure consistency of the clusters produced by the algorithm by testing the significance level of the hypothesis that the means (µ i ) are equal within clusters. If the hypothesis is rejected, we discard the last merge operation and stop the algorithm. Otherwise, the algorithm continues with the next merge operation followed by test of a new hypothesis.
Let the clusters at an intermediate stage of hError be S 1 , . . . , S G , then we need to evaluate consistency with hypothesis of the form
We test consistency with hypothesis H G using the following statistic.
From standard multivariate theory, we know that Z 2 G follows a chi-square distribution with (n − G)p degrees of freedom, and we therefore reject H G at significance level of ( 
The hypothesis is clearly consistent at the first stage of the hError algorithm, when there are n clusters (Z 2 G = 0 at the first stage). The algorithm stops merging clusters when it encounters the first hypothesis that is rejected, because further merging of the clusters will generally give a less consistent clustering [8] . In our implementation of hError, we have used α = 0.01.
We must note that the hypothesis testing proposed here is a heuristic and provides only a rough measure of the quality of clustering for the following reason. The merging process of hError selectively puts data points that are close-by in the same cluster, whereas the Z 2 G statistic assumes that the clusters are random sets of points. Therefore, the value of the Z 2 G statistic will generally be underestimated according to χ 2 α,(n−G)p measure. This makes the proposed measure a liberal measure of quality of clustering in the sense that the proposed measure will accept a clustering even if it should be rejected with probability α. This implies that hError will tend to produce fewer number of clusters than the true number of clusters in the data 3 . We found this to be true in the simulation study presented in Section 7.
hError Algorithm
The hError algorithm is formally described in Algorithm 1, which has time complexity of O(n 2 ). The algorithm is a generalization of Ward's method for hierarchical clustering [1, 17] . In the special case when Σ i = σ 2 * I for all i = 1, . . . , n, the hError algorithm specializes to Ward's algorithm. The proof follows from Proposition 3.1.
The kError Clustering Algorithm
We next present another heuristic algorithm, kError, that is appropriate when the number of clusters, G, is given. kError is similar to the well-known k-means algorithm. It is an iterative algorithm that cycles through the following two steps.
• Step 1: For a given a clustering, compute the cluster centers as the Mahalanobis means of the clusters.
4:
. . , n;
5:
G = n;
6:
Calculate pairwise distances between all pairs of clusters using Equation 17;
8:
For each cluster, record its closest cluster; 9: end initialization 10: while Z
Find the closest pair of clusters {C u , C v }, u < v;
12:
Merge C u and C v into one cluster, C u ∪ C v ;
13:
Calculate distances of C u ∪ C v to all other clusters;
14:
For each cluster, update its closest cluster (in case C u ∪ C v is closer to it than its previous closest cluster);
15:
Calculate Z The distance of a point, x i , from a cluster center,θ k , of the cluster C k is given by
We must note that the distance functions in Equation 33 is different from the one in Equation 17 . While the latter one is used for calculating distance between two intermediate clusters in hError, the former one is used for calculating the distance of a data point from a cluster center in kError. We should also note that the distance function in Equation 33 does not contain the error term, Ψ k , associated withθ k . We have chosen this distance function because it guarantees a decrease in the value of the objective function in each iteration of kError, as shown in Lemma 5.1. The difference between these distance functions is analogous to the difference in the distance functions used in Ward's and k-means methods [1] . Proof. We will show that the value of the objective function in Equation 4 decreases strictly at each iteration of the kError algorithm. Since there are only a finite number of different clusterings, finite convergence of kError follows.
We showed in the proof of Lemma 3.1 that, for a given clustering of data, the value of the objective criterion of error-based clustering is minimized when the cluster centers (θ k 's) are chosen to be the Mahalanobis means of the clusters. Thus, Step 1 never increases the value of the objective function.
In
Step 2, a data point is reassigned from its current cluster to a new cluster only if it is nearer to the new cluster according to the distance function in Equation 33. Thus, for each data point reassigned, the value of the objective function decreases more for the losing cluster than it increases for the gaining cluster, thereby giving an overall decrease in the value of the objective function.
The kError algorithm is formally described in Algorithm 2. The time complexity of the kError algorithm is linear in the number of data points, n, and the number of iterations the algorithm makes. In our empirical study, we found that the algorithm generally converges after only a few iterations; therefore, kError is generally faster than the hError algorithm. The tradeoff is that kError requires a priori knowledge of the number of clusters.
The kError algorithm is a generalization of the k-means algorithm for clustering. In the special case when Σ i = σ 2 * I for all i = 1, . . . , n, the kError algorithm specializes to k-means algorithm. The proof follows from Proposition 3.1. Find an initial random partition of the data into G clusters; 5: end initialization 6: Step 1:
7:
Compute G cluster centers using Equation 5; 8: end Step 1 9:
Step 2:
10:
Reassign each data point to its closest cluster using A drawback of the kError algorithm is that the final clusters may depend on the initial partition. It can also produce empty clusters if all points in a cluster are reassigned to other clusters, thereby reducing the number of clusters. k-means also suffers from these problems [25] . We propose the following solution that is similar to the one that is often used in kmeans [25] . Run the kError algorithm a large number of times with different random initial partitions and pick the one that has the least value of the objective function. We ignore those solutions that contain one or more empty clusters. The authors of [25] show that, if the k-means algorithm is run a large number of times, the resulting clusters will be close to optimal and insensitive to the initial partition. In our empirical studies, we have found that this is also true for the kError algorithm.
Applications of Error-Based Clustering
In this section, we present clustering applications where error information about data to be clustered is readily available and where error-based clustering results are typically superior to the standard clustering methods that ignore error information. We focus on clustering problems where the objects to be clustered are modelled using statistical models. Each object in this case is identified by the parameters of a statistical model. A commonly used method for estimating the parameters of any statistical model is the maximum likelihood method, which also provides the covariance matrix associated with the estimates of the model parameters. If we wish to cluster these objects on the basis of the model parameter estimates, then error based clustering can be applied on the estimates of the parameters and their covariance matrices. The central result of this paper is that, in this application, the objective criterion of error based clustering is approximately the optimal clustering criterion if the goal is to maximize the likelihood of the clustering based on the observed data for each object. We illustrate this application of error based clustering by examining four statistical models: (1) sample averaging (2) multiple linear regression, (3) time series models, and (4) Markov chain models.
Motivation for Clustering of Model Parameters
Clustering algorithms typically assume that the data to be clustered is available in a vector form in fixed dimensions. For example, given p measurements on a set of individuals, we represent each individual by a p-dimensional vector consisting of these measurements. However, there are many clustering problems when individuals to be clustered do not have an obvious vector representation in a fixed dimension. Examples include clustering of time series data or clustering of individuals based on web browsing behavior (see [7] for more examples). Tables 1 and 2 show two examples of such data. Table 2 : An example of weekly sales data for a quarter data for three items in a store (each item is sold for different number of weeks). We would like to cluster these users (or items) based on their web navigation patterns (or sales data), but it is not clear how to obtain such clusters using the standard clustering techniques. [7, 22] and references therein have shown that the data to be clustered in these examples can be transformed to a fixed dimension vector representation via a preprocessing step. By modelling the data for each object as coming from a statistical model (for example, Markov chain model for the web navigation example and time series model for the sales data example), the preprocessing step generates a set of vectors of model parameters of fixed dimension (one vector for each object) that can be clustered using the standard clustering techniques, as shown in Figure 3 . In the above example, when online users are modelled as mixture of Markov chains, each user is represented by a vector consisting of the transition probabilities of the underlying Markov chain, and then the clusters can be obtained based on similarity between the estimates of transition probabilities for different users [2, 7] . Similarly, when the sales pattern of an item is modelled as a mixture of time series, the clusters of items can be obtained based on similarity between the estimates of the time series parameters for each item [22, 24] . Another example is clustering of similar stocks based on their β values that can be obtained by using ordinary linear regression (the Capital Asset Pricing Model) on the observed stock prices [16] . More details on this example are given in Section 7.2. A sample data is shown below.
A commonly used method for estimating model parameters is the maximum likelihood method, which also provides us with the covariance matrix associated with the estimate of the parameters. The estimated parameters follow approximately multivariate Gaussian distribution. This makes it natural to use error-based clustering for clustering of the model parameters, as shown in Figure 4 .
In the next subsection we show that if our goal is to maximize the likelihood of the observed data under the specified statistical model, then error based clustering of the estimated model parameters is approximately the optimal clustering method. In other words, solution 
Approximate Optimality of Error-based Clustering of Model Parameters
Let there be n objects having m i observation points for the i th object, X i = (x i1 , x i2 , . . . , x im i ), for i = 1, ..., n. For example, in Table 2 , there are three objects with 8, 9 and 13 observation points corresponding to the number of weeks these items were sold. We assume that the observed data for the i th object comes from a statistical model based on a set of parameters θ i = (θ i1 , ..., θ ip ). The log-likelihood of the observed data for the i th object is given by
We assume that the standard regularity conditions about the density function hold [26] , that is, the integral of the density function can be twice differentiated and the third derivative of log-likelihood satisfies
for all x and
The maximum likelihood estimate of θ i is obtained by solving the following set of equations.
Let the solution to this set of equations beθ i , then an estimate of the covariance matrix associated withθ i is given by
Let us assume that the objects to be clustered are characterized well by the estimates of the model parameters so that similarity in the model parameters space corresponds to similarity in the original objects. Then the objects could be clustered based on their model parameter estimates. Here, the input to clustering consists of n sets of model parameter estimates,θ i , and associated error matrices, Σ i , for i = 1, 2, ..., n.
Consider a cluster C k that contains n k objects with indices
If we assume that all data in this cluster have a common model parameter, θ S k , then it can be estimated by solving the following set of equations
where
Let the solution to this set of equations beθ S k , then an estimate of the covariance matrix associated withθ S k is given by 
Lemma 6.1. We can make the following approximation for a true cluster. 
Proof. Using Taylor series, we get the following
where θ * lies betweenθ i andθ S k . Using approximation in Lemma 6.1, we get
Sinceθ S k is the MLE of the common parameter for the cluster, we have
Rearranging the terms in the above equation we get 
Proof. From the Taylor series expansion and Lemma 6.1 we get
Therefore, Proof. Maximum likelihood clusters of the observed data are given by
(50) Each term on the right side of Equation 50 can be expanded using Taylor series as
Replacing Equation 51 in Equation 50
, we get max
which is error-based clustering of the model parameter estimates. The last equality follows because
Corollary 6.1. In a special case, when the log-likelihood function is a quadratic function (for example, in linear regression models under Gaussian assumption), error-based clustering of the model parameters estimates produces exactly the same clusters as the maximum likelihood clusters of the observed data.
Proof. When the log-likelihood function is a quadratic function, the third derivative of loglikelihood is identically zero; therefore, the approximate results in Lemma 6.1, 6.2, 6.3 and Theorem 6.1 become exact results.
Theorem 6.1 establishes that an optimal error-based clustering of the model parameter estimates is approximately the same as the maximum likelihood clusters of the observed data. This means that the clusters obtained in Figure 4 using the two-step decomposition method are approximately the same as the clusters obtained from a single maximization method, as in Figure 5 . It is important to note that this would not be true if we clustered the model parameters estimates ignoring the errors, as in Figure 3 .
In the remainder of this paper, we will present results from a series of empirical studies that suggest that error-based clustering is more appropriate than the traditional clustering methods for clustering of model parameters. While we focus our empirical study on four statistical models in this paper, the concept of using error-based clustering for clustering of model parameters is very general and can be applied to a large class of statistical models where maximum likelihood method is used to estimate the model parameters.
Empirical Study
In this section, we present results from empirical studies on simulated data on four statistical models: (1) sample averaging, (2) multiple linear regression, (3) time series, and (4) Markov chain models. We also present empirical study results on a real data set on time series. We experimented with six different clustering methods: kError, hError, k-means, Ward, kmeans with normalization, and Ward with normalization. Clustering results from Ward and k-means methods depend on the units of measurement, whereas kError and hError results are unit-independent, therefore we applied k-means and Ward after normalizing the data to unit variance on each variable. We evaluate a clustering method by its misclassification error, i.e., the number of data points assigned to an incorrect cluster. In our study, we found that the misclassification error is significantly smaller for hError and kError than the other methods. We also found that kError and k-means perform better than hError and Ward's methods, respectively. The reason for this is as follows. In our implementation, we run the kError and k-means algorithms with 50 different random initial solutions and pick the one that achieves the best objective value. This helps kError and k-means achieve better solution than hError and Ward's methods, respectively.
Clustering of Sample Means
There are many situations when one has access to only aggregated data. This may happen because of the need to simplify data management, for example, in census data or transportation traffic data, or due to confidentiality issues, for example, in data from clinical trials or surveys. The aggregated data is often represented by its sample mean and variance statistics (or the error information) associated with the sample mean. Our goal is to cluster samples of such data based on their sample means and variance statistics (this is similar to the ANOVA and MANOVA approaches to data analysis [5] .)
Data Generation
Thirty samples of data were generated from a mixture of three bivariate Gaussian populations (one population for each cluster) with means µ 1 , µ 2 and µ 3 and randomly generated covariance matrices Σ 1 , . . . , Σ 30 (ten samples were generated corresponding to each mean, but the covariance was different for each sample). The value of µ are the same for samples in the same cluster but differ between samples in different clusters. For each sample, we generated 10 data points from the corresponding Gaussian distribution. We represent each sample by the estimated sample mean and sample covariance on these 10 data points. Given sample means and covariance matrix estimates for thirty samples (without the knowledge of their cluster membership), our goal is to partition them into three clusters that correspond to the true clusters. We used the following values of parameters for this experiment.
Random covariance matrices for thirty samples were generated as follows. We generated a 2 × 1 vector v i of uniformly distributed random numbers between 0 and 3, and then Σ i = v i * v i for i = 1, . . . , 30.
Clustering Results
The average misclassification errors using various clustering methods in 100 replications of the above experiment are reported in Table 4 . We found that the misclassification errors are much smaller for kError and hError than for the other methods.
Clustering Method Misclassification
Error ( On the above experiment, hError was able to find the correct number of clusters (three in this case) 86 times in 100 runs of the experiment. On the remaining 14 runs it found two clusters. This is consistent with the theory we presented in Section 4.3. We repeated the above experiment with different number of clusters and different values of µ and obtained similar results.
In many practical situations it is not only infeasible to obtain p × p variance-covariance matrix associated with each sample mean, but also it is an over-parametrization of the samples, especially for high-dimensional data. Often, we only have access to the variance on each variable of the samples. In such cases, we can approximate the variance-covariance matrix by a diagonal matrix that has variance terms on diagonal and zero on off-diagonal. We studied the effect of this approximation in the above experiment and found that kError and hError still produced better clusters than k-means and Ward's methods, but the results were slightly worse than when we used entire covariance matrix for each sample mean.
Clustering of Stocks: An Example of Clustering Multiple Linear Regression Models
Suppose we want to cluster a set of stocks based on their performance against the overall market performance. A commonly used model to measure the performance of a stock against the market performance is via the Capital Asset Pricing Model (CAPM) described below.
where R it is the return on stock i in time period t, R f is the return on a "risk-free" investment, i.e., fixed deposit in a bank, and R mt is the return on a market benchmark, like the S&P 500.
Here β i for a stock i is a measure of risk profile of the stock, that is, higher the β more risky is the stock, and α is a measure of how much better (or worse) the stock did than CAPM predicted. We can rewrite the above equation as
Given observed data on the market return and each stock's return for a range of time periods, we can estimate its α and β using a simple linear regression.
In many applications it is useful to cluster stocks that have similar values of α and β. Through a study on simulated datasets, we illustrate that error-based clustering produces better clusters than standard clustering methods on this example.
Data Generation
We generated data for thirty stocks from three clusters, ten from each cluster. The values of (α, β) are the same for stocks in the same cluster but differ between stocks in different clusters. For the purpose of this experiment we used the following three values of (α, β) = (0.0, 1.0), (−1.0, 1.5), and (1.0, 0.5), one for each cluster. Once the values of (α, β) are chosen for a stock, we generate its return in ten quarters using Equation 54, where R mt , market return for each quarter, is randomly generated for each stock from a uniform distribution between 3 % and 8 %. it is generated from a normal distribution N (0, 0.25). Given stock return and market return data for thirty stocks (without the knowledge of their cluster membership), our goal is to partition them into three clusters that correspond to the true clusters.
The maximum likelihood estimates of the regression parameters and associated covariance matrix for each stock can be obtained using the ordinary least square method on the return data during ten quarters for each stock. Let these estimates be (α i ,β i ) and Σ i , for i = 1, . . . , 30. This constitutes the data to be clustered. We see that on this example kError and hError always found the correct clusters with no misclassification error, whereas other methods made significant number of misclassifications. Using the method described in section 4.3, hError was able to find the right number of clusters (three in this case) 92 times in 100 runs of the above experiment. On the remaining 8 runs it found two clusters. We repeated the above experiment with different number of clusters and different values of (α, β) and obtained similar results.
Clustering Results
Clustering of Time Series Models
Clustering of time series has been widely studied in the literature [12, 18, 22, 24] . The method in [24] is similar to ours except that the author does not account for the errors associated with the estimated parameters for each time series, that is, he applies standard clustering to the estimated parameters as shown in Figure 3 . [12] and [22] have proposed probability model approach to clustering of time series data. In this approach, series that arise from the same model are classified in the same cluster. The method in [12] is an integrated approach based on the EM algorithm where the model parameters and cluster membership are estimated iteratively (this approach is similar to one shown in Figure 5 ). Our approach is a two step process: (a) estimate the parameters in the first step and then (b) cluster time series on the basis of the estimated parameters in the second step, as shown in Figure 4 . Our method is very similar to the one in [22] , except that here the author uses a hypothesis testing approach for measuring proximity between a pair of time series, whereas we use the Mahalanobis distance between estimated parameters for a pair of time series.
Data Generation
We illustrate the proposed methodology using a mixture of autoregressive (AR) models of order p,
where y it is the value of the i th time series at time t; φ i1 , . . . , φ ip are the model parameters for this time series; and it are independent and Gaussian distributed random errors.
The maximum likelihood estimatesφ i = (φ i1 , . . . ,φ ip ) and the associated covariance matrices Σ i are obtained for each time series using the System Identification Toolbox in MATLAB. We cluster n p-dimensional vectors,φ 1 , . . . ,φ n , using error-based clustering. The resulting clusters correspond to clustering of the observed time series data.
For this experiment we generated a set of time series from AR(2) models. We considered three sets of values for (φ i1 , φ i2 ) = (0.2, 0.1), (0.4, 0.5) and (0.6, 0.2), one for each of the three clusters. Ten time series were generated from each cluster, giving a total of thirty time series. For each time series we generated data for 50 time points. it was chosen to be from Gaussian distribution N (0, 0.01).
Clustering Results
The average misclassification error using various clustering methods in 100 replications of the above experiment is reported in Table 6 . Here again we find that the misclassification error is smaller for kError and hError than for the other methods. On this application, the hError algorithm was able to find the correct number of clusters (three in this case) 84 times in the 100 runs of the experiment. Of the remaining 16 Clustering of online users based on their navigation pattern has been studied in [2] and [7] . Similar to the work in [7] , we assume that a user's online behavior can be described by an underlying Markov chain where page clicks correspond to different sates of the Markov chain. Given the observed page click data for each user, we can estimate the transition probabilities across different states of the underlying Markov chains. This gives us a set of transition probability vectors (in a fixed dimension), one for each user. The online users are then clustered based on similarity in their transition probability vectors.
Data Generation
We simulated a four-state online browsing behavior model as shown in Figure 6 . A user starts at the Start page and moves to the Shopping Cart page and then to the Place Order page. The user can leave the site either at the Start page or at the Shopping Cart page. shown in the figure. We do not allow self-transitions in this case (self-transition is equivalent to refreshing of a webpage, which can be ignored).
Behavior of a user is completely determined by the probability vector (p 1 , p 2 , p 3 ). In this experiment, we consider two sets of transition probabilities (p 1 , p 2 , p 3 ) = (0.4, 0.6, 0.2) and (0.6, 0.4, 0.3). Thirty users are generated for each set of probabilities, giving us a total of sixty users. We generate twenty visits (sessions) for each user. Based on these twenty visits, the maximum likelihood estimate of the transition probabilities (p 1 ,p 2 ,p 3 ) for each user was obtained using the following equations. where n 1 and n 2 are the total number of times the user visited the Start and Shopping Cart pages, respectively, in her twenty visits. We cluster these sixty users based on the values of (p 1 ,p 2 ,p 3 ) and Σ.
Clustering Result
The average misclassification error using various clustering methods in 100 replications of the above experiment is reported in Table 7 . Here again we find that the misclassification error is much smaller for kError and hError than for the other methods. On this application, the hError algorithm was able to find the correct number of clusters (two in this case) 89 times in the 100 runs of the experiment. On the remaining 11 runs, it found one cluster. We repeated the above experiment with different values of probabilities p and obtained similar results.
Clustering Method Misclassification
Error ( 
Real Data Study
We studied the effectiveness of using error-based clustering on the personal income dataset [14] , which is a collection of 25 time series representing the per capita personal income during 1929-1999 in 25 states of the USA
5
. This dataset was first studied by Kalpanis et. al. [18] , where they used the Euclidean distance between the Linear Predictive Coding (LPC) cepstrum as a basis for clustering of ARIMA time-series. The authors believe that the dataset has two groups: one consists of the east coast states, CA, and IL where there is high growth rate in personal income, and the other consists of the mid-west states where there is low growth rate in personal income 6 . The per capita income time-series are non-stationary in mean as well as variance. To remove this non-stationarity, we applied the pre-processing steps used in [18] . We smoothed the original series by taking a window average over a window of size 2 and then took logarithm of the smoothed time-series. We fitted ARIMA(1,1,0) models to the resulting time-series. The ARIMA(1,1,0) model has only one parameter, φ 1 . Clusters of time-series were formed on the basis of the values of the estimated parameter of the ARIMA(1,1,0) model and the associated error matrices. The resulting clusters were compared against the true clusters and the misclassification error is reported in Table 8 . We also compared against the CEP method proposed in [18] . We found that kError and kError were able to discover the true clusters, whereas other methods did not.
We also conducted an out-of sample study as follows. First 55 years of data from each state was used to estimate the time series parameters, and then income for the last 15 years was predicted using the estimated common parameter for each cluster using various clustering methods. The accuracy of the predicted income was measured by Sum of Square Errors (SSE). Table 8 presents SSE for each clustering method. We also computed the SSE for the case when no clustering was used. We found that the standard clustering methods
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