Abstract. We analyze the complexity of the bi-embeddability relations for countable torsion-free abelian groups and for countable torsion abelian groups.
Introduction
In this paper, we will analyze the complexity of the bi-embeddability relations on the standard Borel spaces of countable torsion-free abelian groups and countable torsion abelian groups. In particular, it follows that the bi-embeddability relation ≡ T F A on the space of countable torsion-free abelian groups is strictly more complex with respect to Borel reducibility than the isomorphism relation ∼ =T F A . Theorem 1.3. The isomorphism ∼ =T A and bi-embeddability ≡ T A relations on the space of countable torsion abelian groups are incomparable with respect to Borel reducibility.
It has to be admitted that Theorem 1.3 is somewhat counterintuitive: as we will see in Sections 4 and 5, the bi-embeddability relation ≡ T A has a strictly simpler complete invariant than the isomorphism relation ∼ =T A . On the other hand, under
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Throughout this paper, we will write (RC) to indicate that the proof of a given result makes use of the assumption that a Ramsey cardinal exists. Theorem 1.4 (RC ) . The isomorphism relation ∼ =T A on the space of countable torsion abelian groups is strictly more complex with respect to ∆ 1 2 reducibility than the bi-embeddability relation ≡ T A . This paper is organised as follows. In Section 2, we will recall some basic notions and results concerning Borel and ∆ 1 2 reductions between analytic equivalence relations and quasi-orders; and we will discuss the absoluteness of these notions. In Section 3, adapting the techniques of Louveau-Rosendal [16] and Downey-Montalban [3] , we will prove that embeddability relation T F A on the space of countable torsion-free abelian groups is a complete Σ 1 1 quasi-order. In Section 4, we will discuss the Ulm factor analysis of the isomorphism ∼ =p and the bi-embeddability ≡ p relations on the space of countable abelian p-groups; and we will prove the analogs of Theorems 1.3 and 1.4 for ∼ =p and ≡ p . In Section 5, we will use the theory of pinned names to prove Theorems 1.3 and 1.4. Finally, in Appendix A, we will explain how to derive our Ulm factor analysis of the bi-embeddability ≡ p relation from the equivalent result in Barwise-Eklof [1] .
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Preliminaries
In this section, we will recall some basic notions and results concerning Borel and ∆ 1 2 reductions between analytic equivalence relations and quasi-orders; and we will discuss the absoluteness of these notions.
2.1. Reductions and homomorphisms. Suppose that R, S are binary relations on the Polish spaces X, Z. Then a map f : X → Z is said to be a homomorphism from R to S if x, y ∈ X, x R y =⇒ f (x) S f (y).
If f satises the stronger property that for all x, y ∈ X, x R y ⇐⇒ f (x) S f (y), then f is said to be a reduction from R to S. In this paper, we will be interested in the cases when R, S are either analytic equivalence relations or analytic quasiorders, and when the map f is either Borel or ∆ 
<ω is a (set-theoretic) tree; and for each s ∈ ω <ω , let
Then T is said to be normal if whenever s ≤ t, then T (s) ⊆ T (t). 
Here f : ω <ω → ω <ω is said to be Lipschitz if there exists a map f * :
Theorem 2.2 
is an analytic equivalence relation on X V P , and that the following result holds.
Theorem 2.4. If E, F are analytic equivalence relations on the Polish spaces X,
for all x ∈ X and y ∈ Y , where R is Σ Throughout this paper, countable will always mean countably innite unless we explicitly write countable (possibly nite). The set of natural numbers will be denoted by ω, and ω Louveau-Rosendal [16] , for each normal tree T ∈ N T , we will dene a corresponding combinatorial rooted tree G T ∈ T as follows. First, let { θ(n) | n ∈ ω } be the enumeration of 2 <ω induced by the lexicographical ordering. Next, let G 0 be the combinatorial rooted tree with vertex set Denition 3.2. Let G be a rooted combinatorial tree such that every vertex has degree 2, 3 or ω and let E be the edge relation on G. Let V be the vector space over Q with basis G. Let { p n | n ∈ ω } be the set of prime natural numbers. Then A(G)
is the additive subgroup of V generated by the elements of the following form:
The remainder of this section will be devoted to the proof of the following result.
Let T , U ∈ N T . First suppose that T ≤ max U . Then, by Lemma 2.3, there always exists an injective Lipschitz map f :
for all s ∈ ω <ω . Following the proof of Louveau-Rosendal [16, Theorem 3.1], we can extend f to a map ϕ :
a degree-preserving embedding of rooted combinatorial trees, and it follows that ϕ extends to an embedding ϕ :
is an additive subgroup of the vector space V =
Denition 3.4.
• For each vertex t ∈ G T , let S t = supp ϕ(t).
• For each edge e = { t, u } of G T , let E e = supp ϕ(t + u).
The next two lemmas are straightforward variants of the corresponding results In particular, it follows that S ∅ = { ∅ }. Lemma 3.6. Let e = { t, u } be an edge of
(ii) For all r ∈ S t , there exists s ∈ S u such that { r, s } is an edge of G U . Sketch proof. Lemma 3.5 implies that supp ϕ(t) ∩ supp ϕ(u) = ∅ and it follows that
Arguing exactly as in the proof of Downey-Montalban [3, Lemma 2.4], we see that for each r ∈ S t , there exists s ∈ S u such that { r, s } is an edge of G U . Lemma 3.7. There exists a function f : G T → G U such that:
Remark 3.8 . Note that we do not require that f should be an injection.
Proof of Lemma 3.7. We will dene f (t) by induction on |t|. First we set f (∅) = ∅.
Next suppose that f (t) has been dened and that f (t) ∈ S t . Let e = { t, u } be an edge of G T with t = u − . Then, by Lemma 3.6, there exists s ∈ S u such that (f (t), s) is an edge of G U , and so we can set f (u) = s.
Let f : G T → G U be the function given by Lemma 3.7. Then, applying Lemma 3.5, since f (t) ∈ S t for every t ∈ G T , it follows that f is height-preserving and degree-preserving. In particular, it follows that f [ω ω ] ⊆ ω ω . We claim that f ω ω is a Lipschitz map. To see this, suppose that r ∈ ω ω and that s = r n for some
is an immediate successor of f (r) and an immediate predecessor of f (s) ∈ ω ω . It follows easily that there exists m ∈ ω such that f (s) = f (r) m.
We claim that f witnesses that T ≤ max U . To see this, suppose that (u, s) ∈ T .
Then, in G T , the vertex s ∈ ω ω is below the vertex (u, s, 0 2θ(u)+2 ), which is of degree 3 and height |s| + 2θ(u) + 3. It follows that the vertex f (s) ∈ ω ω is below a vertex v ∈ G U of degree 3 and height |s| + 2θ(u) + 3 = |f (s)| + 2θ(u) + 3, and the only possibility is that v = (u, f (s), 0 2θ(u)+2 ). Thus (u, f (s)) ∈ U , as required. This completes the proof of Theorem 3.3.
Bi-embeddability of countable abelian p-groups
Let A p be the standard Borel space of countable abelian p-groups. Let ∼ =p be the isomorphism relation on A p and let ≡ p be the bi-embeddability relation on A p .
Then it is clear that ∼ =p and ≡ p are analytic equivalence relations. By FriedmanStanley [5] , the isomorphism relation ∼ =p is non-Borel but is not Borel complete.
In [1] , Barwise-Eklof found a complete set of invariants for the bi-embeddability relation ≡ p , which showed that there are exactly ω 1 countable abelian p-groups up to bi-embeddability. It follows that the bi-embeddability relation ≡ p is also nonBorel and not Borel complete. In this section, we will prove the analogs of Theorems • A 0 = A;
There exists an ordinal τ < |A| + such that A τ = A and that the Ulm factors A α , C α are isomorphic for all α < τ (A) = τ (C). 
, the Ulm factors A α and B α are isomorphic.
We will next consider the question of which sequences of Σ-cyclic p-groups can be realized as the Ulm factors of a countable abelian p-group. Recall that a Σ-cyclic p-group H is said to be bounded if there exists an integer n ≥ 0 such that Theorem 4.2 (Zippin [22] ). Suppose that 0 < τ < ω 1 is a nonzero countable ordinal and that ( C α | α < τ ) is a sequence of nontrivial countable (possibly nite)
Σ-cyclic p-groups. Then the following statements are equivalent:
(i) There exists a countable reduced abelian p-group A with τ (A) = τ such that A α ∼ = C α for all α < τ .
(ii) C α is unbounded for each α such that α + 1 < τ . 
where each s n ∈ ω ∪ { ω }; and clearly G is determined up to isomorphism by the sequence t G = ( s n | n ∈ ω + ). Thus, each countable abelian p-group A is determined up to isomorphism by the complete invariant
).
In particular, we obtain the same set of complete invariants (4.1), independently of our choice of the prime p. Unfortunately, the complete invariant (4.1) cannot be computed in a Borel manner. For example, applying the Boundedness Theorem 
where x ∈ L, d ∈ ω ∪ { ω }, and each t :
subset consisting of the sequences (4.2) such that:
• < x is a well-ordering of dom(x);
• for each ∈ dom(x), there exists n ∈ ω + such that t (n) = 0;
• if is not < x -maximal, then t (n) = 0 for innitely many n ∈ ω + .
Then each sequence c ∈ C naturally codes a corresponding complete invariant (4.1), which we will denote by [ c ].
While we do not know of any reference where detailed proofs can be found, the following denability results are well-known. (For example, see the comments in Friedman-Stanley [5] and Hjorth-Kechris [11] .) For a splendidly elephantine proof 1 , the reader might check that the binary relation I(c, A) ⊆ Z × A p , dened by 
Lemma 4.7. For each prime p, there exists a
Proof of Theorem 4.5. If p = q are distinct primes, then ϕ q • θ p is a ∆ 1 2 reduction from ∼ =p to ∼ =q.
We next recall a very useful tree presentation approach to countable abelian p-groups, which was rst introduced by Crawley-Hales [2] . Let T be the standard Borel space of innite trees T ⊆ ω <ω ; and for each T ∈ T , let G p (T ) be the abelian group generated by the elements { a t | t ∈ T } subject to the relations 
The following result is implicitly contained in Rogers [19] .
Theorem 4.9. For any countable trees S, T ∈ T and any two primes p, q,
Sketch proof. By the proof of Rogers [19, Proposition 2], if p is any prime and
T ∈ T , then the Ulm-Kaplansky invariants of the group G p (T ) can be computed from the tree T via a computation which does not depend on the prime p. 
Next we will consider the bi-embeddability relation ≡ p on the space A p of countable abelian p-groups. 
) < ω and the following conditions are satised: (ii) G and H are both innite bounded Σ-cyclic p-groups and
• s n = t n for all n ≥ m G = m H . we might as well choose every R p,m to be an element of the largest ∼ =p-class contained in its ≡ p -class, in the sense that if R p,m = n≥1 C (sn)
and H ≡ p R p,m , then t n ≤ s n for all n ≥ 1.)
Once again, it is natural to ask the following question. 
(In fact, Feferman [4] only proves the above equivalence for the case when p = 2.
However, his argument works for an arbitrary prime p.
the Borel function from T to A p which maps each tree T to the direct sum of ω copies of G p (T ). Then we have that 
we have that
be dened as follows.
• If ∈ dom(x) is not < x -maximal, then t (n) = ω for all n ∈ ω + .
• 
Furthermore, if B = p∈P B p is a second countable torsion abelian group, then it is clear that:
• A and B are isomorphic if and only if for every prime p, the (possibly nite) countable abelian p-groups A p and B p are isomorphic.
• A and B are bi-embeddable if and only if for every prime p, the (possibly nite) countable abelian p-groups A p and B p are bi-embeddable.
Applying Theorem 4.21, for each prime p, let ψ p :
function which selects an ∼ =T A -class within each ≡ T A -class.
The remainder of this section will be devoted to the proofs of Theorems 5.1 and 5.2. First it is necessary to recall some of the basic theory of pinned names.
The notion of a pinned name was rst abstracted by Kanovei-Reeken [13] from an argument in Hjorth [10, Section 5] . More recently, Zapletal [21] has developed an extensive theory which has uncovered completely unexpected connections between the theory of analytic equivalence relations and other areas of set theory (such as the Singular Cardinal Hypothesis).
Until further notice, we will x a notion of forcing P and an analytic equivalence relation E on a Polish space X. Suppose that σ is a P-name for an element of X;
i.e. that
Then σ left and σ right are the (P × P)-names such that if
Denition 5.4. If σ is a P-name for an element of X, then σ is E-pinned if P×P σ left E σ right Let X(P, E) be the proper class of all E-pinned P-names. Then we can regard X as a subset of X(P, E) by identifying each x ∈ X with the canonical P-namě x such thatx[G] = x for every generic lter G ⊆ P; and we can extend E to an equivalence relation on X(P, E) by dening σ E σ ⇐⇒ P×P σ left E σ right Denition 5.5. λ P (E) is the number of E-pinned P-names up to E-equivalence.
Theorem 5.6. If E, F are analytic equivalence relations and E is Borel reducible
Proof. Suppose that E, F are analytic equivalence relations on the Polish spaces X, Y and that θ : X → Y is a Borel reduction from E to F ; say, R is a Borel relation such that for all x ∈ X and y ∈ Y , θ(x) = y ⇐⇒ R(x, y).
Applying Theorem 2.4, if σ is a P-name such that P σ ∈ X, then P ( ∃y ∈ Y ) R(σ, y);
and hence there exists a P-name τ σ such that
Furthermore, Theorem 2.4 implies that if σ ∈ X(P, E) is an E-pinned P-name, then τ σ is an F -pinned P-name; and that if σ, σ ∈ X(P, E), then
The result follows.
Similarly, applying Theorem 2.5, we obtain the following result.
Theorem 5.7. Suppose that κ is a Ramsey cardinal and that |P| < κ. If E, F are analytic equivalence relations and E is ∆ 1 2 reducible to F , then λ P (E) ≤ λ P (F ).
For the remainder of this section, let P be the notion of forcing consisting of all nite injective partial functions p : ω → ω 1 . (Thus if G ⊆ P is a generic lter, then g = G ∈ V P is a bijection in V P between ω and ω V 
which contradicts Theorem 5.7.
In the proofs of Propositions 5.8 and 5.9, we will make use of the following special Proof of Proposition 5.8. By counting nice P-names, it follows that λ P ( ∼ =p) ≤ 2 ω1 .
To see that λ P ( ∼ =p) ≥ 2 ω1 , for each sequence ξ ∈ 2 ω1 , let A(ξ) be a reduced abelian p-group of cardinality ω 1 with τ (A) = ω 1 such that for all α < ω 1 ,
(The existence of such groups follows from Theorem 5.10.) Then we can suppose that each A(ξ) has the form ω 1 , + ξ for some group operation + ξ on the set ω 1 .
Let σ ξ be a P-name such that if G ⊆ P is a generic lter and g = G, then
Applying Theorem 4.1, we see that each σ ξ is ∼ =p-pinned; and also that if ξ = ξ , then σ ξ , σ ξ are ∼ =p-inequivalent.
Proposition 5.9 is an easy consequence of the following result.
Proposition 5.11. λ P (≡ p ) = ω 2 .
Proof. Let ( R p,m | m ∈ ω ) be our xed sequence of representatives of the countably many bi-embeddability classes of nontrivial countable (possibly nite) Σ-cyclic pgroups, chosen so that R p,0 = n≥1 C (ω) p n is the representative of the class of unbounded groups. Let I be the collection of all triples ( α, m, d ) with α < ω 2 and m, d ∈ ω such that:
• if α is a limit ordinal, then m = 0.
For each ( α, m, d ) ∈ I, let A( α, m, d ) be an abelian p-group satisfying the following properties.
•
is the divisible abelian p-group of rank ω.
• If α is a limit ordinal, then A( α, 0, 0 ) is a reduced abelian p-group of cardinality |α| such that for each γ < α, the Ulm factor A( α, 0, 0 ) γ is isomorphic to R p,0 .
• If α = β + 1 is a successor ordinal, then A( α, m, 0 ) is a reduced abelian p-group of cardinality |α| + ω such that for each γ < β, the Ulm factor A( α, n, 0 ) γ is isomorphic to R p,0 and such that the nal Ulm factor A( α, n, 0 ) β is isomorphic to R p,m .
(The existence of such groups follows from Theorems 4.2 and 5.10.) In addition, we choose A( α, m, d ) so that:
Applying Theorem 4.1, we see that each σ ( α,m,d ) is ∼ =p-pinned and hence is also ≡ p -pinned. Applying Theorem 4.11, we also see that if ( α, m, d ) = ( α , m , d ),
Finally, by a second application of Theorem 4.11, since ω 
Proof of Proposition 5.9. Suppose that σ is an ≡ T A -pinned P-name; and for each prime p, let σ p be a P-name such that whenever G ⊆ P is a generic lter, then
Furthermore, if σ is a second ≡ T A -pinned P-name and σ p is the corresponding Suppose that A is a (not necessarily countable) abelian group. Then a set X of non-zero elements of A is said to be independent if whenever x 1 , . . . , x k are distinct elements of X and n 1 , . . . , n k are integers such that n 1 x 1 + . . . + n k x k = 0, then then n i x i = 0 for all 1 ≤ i ≤ k. By Fuchs [7, Theorem 16.3] , if X, Y ⊆ A are maximal independent sets, then |X| = |Y |; and so we can dene the rank rk(A) of A to be the cardinality |X| of any maximal independent subset X ⊆ A. Of course, this notation is consistent with our earlier use of the notation rk(A τ (A) ).
Now suppose that A is a countable abelian p-group. Then for each countable ordinal α, we dene the subgroup p α A inductively by:
Since A is countable, there exists a countable ordinal α such that p α A = p α+1 A;
and we dene the length (A) to be the least such ordinal α. The relationship between the length (A) and the Ulm length τ (A) of a countable abelian p-group A is easily described. Let (A) = ωβ + n, where n ∈ ω. Then • rk(p α A) = rk(p α C) + d for all α < ω 1 ;
• the Ulm factors A β and C β are isomorphic for all β < τ (A) = τ (C);
and the corresponding statements also hold for B, D. Hence, in order to simplify notation, we can suppose that A τ (A) = B τ (B) = 0; i.e. that A and B are reduced abelian p-groups.
First suppose that rk(p α A) = rk(p α B) for all α < ω 1 . Then there exists an ordinal < ω 1 such that (A) = (B) = . Let = ωβ + n, where n ∈ ω.
Case 1: Suppose that n = 0 and that β is a limit ordinal. Then τ (A) = τ (B) = β and statement (4.11)(b) holds.
Case 2: Suppose that n = 0 and that β = α + 1 is a successor ordinal. Then it follows that:
• τ (A) = τ (B) = α + 1;
• p ωα A = A α ∼ = A α ;
• p ωα B = B α ∼ = B α . • p n A β = p n B β = 0;
• rk(p m A β ) = rk(p m B β ) > 0 for all 0 ≤ m < n.
It follows easily A β and B β are bi-embeddable. Thus statement (4.11)(b) holds.
Finally suppose that A and B are countable reduced abelian p-groups such that:
(i) τ (A) = τ (B);
(ii) if τ (A) = τ (B) is a successor ordinal β + 1, then the Ulm factors A β and B β are bi-embeddable.
In our analysis, we will make use of the following result of Barwise-Eklof [1, 2.6].
Lemma A.2. Let G be a countable abelian p-group and suppose that (G) = ωγ +n, where n ∈ ω. Then rk(p α G) = ω for all α < ωγ. for all α < ω 1 . This completes the proof of Theorem 4.11.
