Hydrogen bonding is a key contributor to the specificity of intramolecular and intermolecular interactions in biological systems. Here, we develop an orientation-dependent hydrogen bonding potential based on the geometric characteristics of hydrogen bonds in high-resolution protein crystal structures, and evaluate it using four tests related to the prediction and design of protein structures and protein-protein complexes. The new potential is superior to the widely used Coulomb model of hydrogen bonding in prediction of the sequences of proteins and protein -protein interfaces from their structures, and improves discrimination of correctly docked protein -protein complexes from large sets of alternative structures.
Introduction
Hydrogen bonding interactions are abundant in proteins and protein -protein complexes.
1,2 Despite their ubiquitous nature, the relative importance of hydrogen bonds for protein stability and protein -protein recognition has been somewhat controversial. 3, 4 Most hydrogen bond donors and acceptors are satisfied in non-surface-accessible parts of proteins. 1, 5 However, replacement of buried salt-bridge networks with hydrophobic residues can lead to protein stabilization. 6 There may be no net gain in free energy for hydrogen bond formation in folding and binding, as the formation of hydrogen bonds between protein atoms results in the loss of hydrogen bonds formed with water. 7, 8 Thus hydrogen bonds might primarily provide specificity rather than stability to proteins and protein -protein interfaces. 9, 10 An accurate energetic description of hydrogen bonding interactions is required for understanding the role of hydrogen bonds in both intramolecular and intermolecular interactions. However, the physical nature of hydrogen bonds is complex. Ab initio calculations decompose the total energy of a hydrogen bond into several components: electrostatics, polarization, exchange repulsion, charge-transfer and coupling contributions, 11, 12 and calculation of these terms from first principles is not straightforward for biological macromolecules. Phenomenologically, a hydrogen bond is formed when a positively polarized hydrogen atom (bound to an electronegative donor atom) penetrates the van der Waals sphere of an acceptor atom to interact with its lone pair electrons (or polarizable p-electrons in the case of aromatic rings). This partial covalent character implies a directionality of the hydrogen bond. The observed orientation dependence of hydrogen bonds in crystal structures of small molecules, 13 -18 and proteins 1,19 -21 generally supports an orientation of the hydrogen towards the lone electron pairs of the acceptor atom. However, the location of the lone pair cannot be simply assumed based on the hybridization of the acceptor, as the hybridization state of the acceptor atom itself is perturbed by hydrogen bond formation, leading to a distortion of the original hybridization by mixing with the 1s orbital of the hydrogen. 22, 23 This highlights the potential "environment dependency" of hydrogen bonding interactions. Additional problems are posed by polarization effects causing non-additivity in hydrogen bond energetics.
Whereas earlier molecular mechanics potentials included explicit hydrogen bonding terms, 24, 25 current force fields generally attempt to model the specifics of hydrogen bonds by a combination of Coulomb and Lennard-Jones interactions with refined atomic charges, 26 -29 although explicit hydrogen bonding has been used in potentials applied successfully to protein design. 30, 31 In the absence of feasible first principle methods, our approach to the improvement of current hydrogen bonding potentials relies on chemical intuition and the vast information available in the protein structure database. This approach is conceptually similar to previous studies of hydrogen bonds which use information available in databases of small molecule crystal structures, 15, 18 but determines the relevant parameters for proteins (while the physical principles governing interactions should be transferable between different classes of molecules, the details might not be).
We derive a hydrogen bond energy function based on geometrical parameters of hydrogen bonds observed in high-resolution protein crystal structures. Subsequently, we evaluate the new hydrogen bonding potential and compare it to a purely electrostatic representation of polar interactions using four different tests: the recovery of the native amino acid sequence based on the structure of proteins (test 1) and protein -protein complexes (test 2), the discrimination of misfolded from native or near-native protein structures (test 3) and the identification of correct relative orientations of protein partners in protein -protein complexes (test 4). The four tests are closely related to the protein design problem (test 1, for review see Pokala & Handel 32 ), the protein -protein interface design problem (test 2), the decoy discrimination problem (test 3) 33, 34 and the protein docking problem (test 4). 35 Our tests demonstrate the usefulness of the database-derived hydrogen bonding function, its superiority to simple effective distance-dependent Coulomb treatments of electrostatic interactions in our test cases, and highlight the importance of continued development of accurate descriptions of hydrogen bonding interactions in biological systems.
Results

Derivation of the hydrogen bonding function
Hydrogen bond geometries were derived from a set of 698 crystal structures with a resolution of better than 1.6 Å and R-factors of better than 0.25 (see Methods). Figure 1 illustrates the four geometrical parameters considered: (a) the distance d HA between the hydrogen and acceptor atoms, (b) the angle Q at the hydrogen atom, (c) the angle C at the acceptor atom and (d) the dihedral angle X corresponding to rotation around the acceptoracceptor base bond in the case of an sp 2 hybridized acceptor (the distribution in the sp 3 case is flat). This analysis requires the explicit placement of polar hydrogen atoms, which has been noted to be important for correct treatment of hydrogen bonding interactions. 36 As hydrogen atoms are generally not included in the coordinates derived from the crystal diffraction data, polar hydrogen atoms were added in cases where the position of the hydrogen atom was defined by the chemistry of the donor group (backbone amide protons, tryptophan indole, histidine imidazole, asparagine and glutamine amide groups and arginine guanido group). Standard bond lengths and angles were taken from the CHARMM19 force field parameters. 28 Polar hydrogen atoms associated with a rotatable bond (serine, threonine and tyrosine hydroxyl groups and lysine amino group) were not considered for the compilation of statistics as they could not be placed without making assumptions about the hydrogen bond geometry. Figure 2 shows the distributions of d HA , Q, C and X obtained from the analysis of a total of 11,680 side-chain -side-chain and 89,537 backbone -backbone hydrogen bonds. Backbone hydrogen bonds were treated separately as their geometry was found to differ significantly from that of sidechain -side-chain hydrogen bonds, presumably due to steric constraints imposed by regular secondary structure elements. For the angular distributions of backbone -backbone hydrogen bonds, only occurrences with a proton-acceptor distance between 1.4 Å and 2.6 Å were considered. For side-chain -side-chain hydrogen bonds, angle distributions were collected in two different distance ranges (1.4 -2.1 Å and 2.1 -3.0 Å ) to take into account a shift in hydrogen bond geometry at longer distances observed in high-resolution protein structures. 37 The distributions shown were corrected for the differences in volume elements of the bins (see Figure 2 ). For the dependence on the acceptor angle C, separate statistics were collected for sp 2 and sp 3 hybridized acceptor atoms to take into account different electronic distributions around the acceptor atom. The distance distributions for both side-chain -side-chain and backbone-backbone hydrogen bonds show a maximum at around 2.0 Å , with slightly shorter distances observed for side-chain -side-chain hydrogen bonds with an sp 2 hybridized acceptor Figure 1 . Schematic representation of the parameters used to describe hydrogen bond geometry. d HA , distance between the hydrogen and acceptor atoms; Q, angle at the hydrogen atom; C, angle at the acceptor atom; X, the dihedral angle given by rotation around the acceptor -acceptor base bond in the case of an sp 2 hybridized acceptor. A, acceptor; D, donor; H, hydrogen; AB, acceptor base; R 1 , R 2 , atoms bound to the acceptor base. and backbone -backbone hydrogen bonds in b-sheets, and hardly any hydrogen bonds shorter than 1.6 Å . The angle at the hydrogen atom shows a clear preference for linearity for short sidechain -side-chain hydrogen bonds, whereas for backbone-backbone hydrogen bonds the distribution is shifted to lower angles, presumably caused by steric constraints of hydrogen bonds in regular secondary structure elements. Differences between side-chain -side-chain and backbonebackbone hydrogen bonds are also observed for the angle at the acceptor, with maxima at around 1208 for side-chain -side-chain hydrogen bonds and shifted to higher angles for the backbonebackbone distributions. The differences between the different hybridization states at the acceptor for side-chain -side-chain hydrogen bonds are small, with a slightly sharper distribution (but not shifted to significantly lower angles) for the sp 3 case. A larger difference is seen comparing the geometries in short and long hydrogen bonds, with broader distributions found in the latter case. The dihedral angle shows fairly flat distributions except for a well-defined peak in the case of helical hydrogen bonds and other non-b backbone -backbone hydrogen bonds (mainly involving turns).
Our hydrogen bonding potential consists of a distance-dependent energy term ðEðd HA ÞÞ and three angular dependent energy components (EðQÞ dependent on the angle at the hydrogen, EðCÞ dependent on the angle at the acceptor atom, and EðXÞ dependent on the dihedral angle in hydrogen bonds involving an sp 2 hybridized acceptor) derived from the logarithm of the probability distributions found in the crystal structure analysis (see Methods). The total hydrogen bond energy (E HB ) was taken to be a linear combination of the four terms:
where W HB is the relative weight of the hydrogen bonding term with respect to the other terms of the energy function (see Methods). The addition of the different energy terms assumes an independence of the geometric parameters, which appears to be a reasonable approximation in our dataset. An exception is the distance dependence of the angular distributions for side-chain -side-chain hydrogen bonds, which we approximate using two different distance ranges for collecting angular statistics. The observed acceptor angle for sidechain -side-chain hydrogen bonds differs significantly from the cosine-dependence with a maximum at linear angles used in other geometrydependent hydrogen bonding potentials (see Figure 2(d) ). Other differences are the replacement of the often used 10-12 potential for the distancedependence by the more sharply peaked databasederived term (see Figure 2) , as well as the inclusion of explicit hydrogen atoms for determining the hydrogen bonding geometry.
Testing of the hydrogen bonding function
It is not trivial to demonstrate that a new description of a contribution to macromolecular energetics is an improvement over previous descriptions because the individual components of the free energy cannot readily be measured independently in experiments. Here, we use a number of different tests to compare our new treatment to previous representations. The first two tests are based on the assumption that the substitution of the sequences of monomeric proteins and interfaces of protein -protein complexes with nonnative amino acids on average produces an increase in free energy over the naturally occurring sequence. This assumption is consistent with extensive mutational data that show that amino acid replacements are far more often destabilizing rather than stabilizing. The third and fourth tests are based on the assumption that native protein structures and protein-protein interfaces are lower in free energy than the vast majority of nonnative conformations. 38 While it is not necessary that the individual contributions to the free energy (such as the electrostatic component) all favor the native structure, it is plausible that given several 2 hybridized acceptors show the comparison with the angular dependency of a dipole -dipole interaction assuming a 1808 angle at the hydrogen and planarity of the hydrogen bond); dihedral angle X. Side-chain -side-chain angular distributions were collected for two different distance ranges as explained in the text. The Q and C angular distributions for helical backbone -backbone hydrogen bonds show side peaks at angles lower than 1208 which most likely result from 3 10 conformations at helix termini or other i ¼ i; i þ 3 interactions. These conformations also cause the small peak in the distance distribution at distances larger than 2.4 Å . The C angular distribution for backbone -backbone hydrogen bonds classified as other has a shoulder around 1108 probably resulting from strained i; i þ 2 interactions that could be omitted in the potential.
An Orientation-dependent Hydrogen Bonding Potential alternative models of electrostatic interactions, the one which most favors the native sequence and structure is the most accurate.
Prediction of amino acid identity in monomeric proteins (test 1)
The first test is to compare the recovery of the naturally occurring amino acids in protein design calculations using the new hydrogen bonding potential or a Coulomb treatment of electrostatics. In these calculations, side-chains at each sequence position in a set of proteins were substituted oneby-one by all amino acids in all the rotamer conformations in the Dunbrack backbone-dependent library (see Methods). 39 For each of a total of 7308 sequence positions, the free energy of all rotamers of all amino acids is determined, and the lowest free energy amino acid is selected. For each amino acid type, Figure 3 shows a substitution profile, depicting how often the native amino acid was found to be energetically most favorable, and how often each of the other 18 amino acids (cysteine residues were excluded because potential disulfide bonds were not modeled) was chosen to be the most favorable replacement. Three different energy functions were used in creating these substitution profiles to pinpoint the influence of the representation of hydrogen bonds and electrostatic interactions to the total free energy: (1) inclusion of all energy terms (red bars) (see Methods for the complete free energy function and parameterization); (2) exclusion of the hydrogen bonding contribution (light blue bars); and (3) exclusion of the hydrogen bonding term and representation of electrostatic and hydrogen bonding interactions instead by a Coulomb potential with a linear distance-dependent dielectric constant and a weight adjusted to approximately match the magnitude of the hydrogen bonding term used in (1) . Clear differences between the three energy functions are observed for the charged (D, E, R, K) and polar (N, Q, T, S) amino acids (Figure 3 (a) and (b)). In all cases, the inclusion of the new hydrogen bonding term is useful in discriminating the native amino acid type from others. For all amino acids except glutamine the native amino acid is predicted with the highest frequency (for a sequence position with a native glutamine residue, glutamate is picked with a higher probability). Representing hydrogen bonding interactions with a Coulomb term using a linear dielectric constant gives worse results for all amino acids, in some cases selecting a non-native amino acid type with the highest frequency. Particularly dramatic examples are glutamate, lysine, and serine, where alanine is preferred frequently if hydrogen bonds and Coulomb terms are excluded, an effect that can only partially be rescued by representing hydrogen bonding with a strong Coulomb term alone.
For the polar aromatic amino acids (W, Y, H; Figure 3 (c)), the differences between the three energy functions are small. Presumably the selection is dominated by the packing interactions of the large aromatic ring in these cases, although using the hydrogen bonding potential improves the discrimination of tyrosine from phenylalanine, and histidine from tyrosine.
Although, as shown in Figure 3 , the hydrogen bonding potential provides a significant improvement of the recognition of native amino acids for polar and charged residues, the overall prediction accuracy for these residue classes is worse than for the hydrophobic amino acids A, I, L, V, and F as well as G and P (for substitution profiles of the hydrophobic amino acids see the distributions for interfaces in Figure 4 which were similar to those for monomeric proteins). This is partially due to a limitation inherent in our test, as one assumption in our optimization procedure is that the native amino acid type is lowest in free energy at each sequence position. This assumption does not necessarily hold true for all sequence positions (as the choice of a certain amino acid type at a certain position might also have been optimized for function and solubility), and will be more valid for amino acids in the protein core that are presumably selected for stability. The positions of polar and charged residues in native structures are likely to be determined not only by energetic considerations tested by our procedure but also by functional and solubility constraints (this might explain the particularly poor predictions for histidine residues, which are often found in active sites due to their pK a value in the experimental pH range; also, all histidine residues are modeled as neutral in our procedure). Moreover, in particular for the long polar amino acids, limited conformational sampling using the rotamer approach might make it difficult to reach optimal hydrogen bonding geometries required for selecting the native amino acid (hydrophobic packing might be less demanding). Also, since our free energy function does not contain explicit penalties for cavities (apart from the loss of favorable packing interactions) or unsatisfied hydrogen bonding donors or acceptors, replacement of a larger side-chain by a smaller residue may not be sufficiently penalized. 
Prediction of amino acid identities in proteinprotein complexes (test 2)
Electrostatic interactions are thought to be particularly relevant in molecular recognition. Experimental as well as theoretical studies have highlighted the role of electrostatic interactions in determining the rate of association of proteinprotein complexes, 40 as well as for recognition specificity. 41 While the role of hydrogen bonds and charge -charge interactions for specificity appears well established, their importance for the stability of protein-protein complexes is somewhat under debate. 42 The energy function described above was applied unchanged to a different dataset of 50 binary protein -protein complexes. The rationale was twofold. First, we wanted to see whether the energy function is also useful for prediction of specificity in protein recognition by testing whether it performs well in recognizing the native amino acid sequence in protein interfaces. Second, as the energy function was parameterized on the monomeric dataset, we used this second set as an independent test of performance. The substitution profiles for a total of 2986 sequence positions located in protein interfaces (Figure 4) show that, as in the case of the monomeric protein set, for most positions the most strongly predicted amino acid is the naturally occurring residue. This suggests that the potential function should be generally applicable to the prediction of specificity in protein -protein interactions for whole families of protein sequences where a structure is available for at least one homologous protein -protein complex. If, given the structure of a protein -protein interface and the sequence of one partner, the sequences of potentially interacting partner can be predicted, the method can be used to computationally subdivide the sequences into interacting and non-interacting pairs as a guide for further investigations.
Decoy discrimination for monomeric single domain proteins (test 3)
Next, we investigated the difference in the hydrogen bond energy of native or nativerepacked structures (native backbone coordinates with modeled side-chains from a rotamer library) and alternative conformations (decoys) generated using the ROSETTA ab initio structure prediction method. 43, 44 We use the normalized energy gap (Z-score: energy difference between the native or near-native structure and the mean of the decoy distribution, divided by the standard deviation) to quantify the signal-to-noise ratio for decoy discrimination.
33 Table 1 shows the Z-scores for Combined HB score, generalized linear model fit using the three hydrogen bond scores. Stdev, standard deviation from mean value. Successful discrimination is defined as a Z-score .1.
the hydrogen bonding term of monomeric singledomain proteins, split into side-chain -side-chain, side-chain -backbone (using side-chain -side-chain statistics, see Methods) and backbone -backbone contributions. The backbone -backbone contribution is found to be the best discriminator of the native structure versus the decoys (Zn column, Table 1 ). It alone is capable of successful discrimination for 21 out of the 25 structures (a failure is defined as a Z-score , 1). If all three hydrogen bonding terms are combined using a generalized linear model fit, 22 out of the 25 structures are successfully discriminated. Interestingly, one of the failures contains a heme cofactor (1cc5) not taken into account in either decoy creation or in the scoring of decoys and the native structures.
We also computed Z-scores for native structures with all side-chains repacked (native-repacked zscores) using the same potential as for the decoys. Similar values for side-chain -backbone contributions are obtained when the decoys are compared to either the native structures (Zn column) or the native-repacked structures (Znr column). 45, 46 However, there is a noticeable drop in the sidechain -side-chain Z-score for native versus native repacked structures, indicating that for some proteins the repacking procedure does not reproduce the precise side-chain -side-chain geometries observed in the native structure. This effect can be due to limitations in rotamer sampling in particular for long polar side-chains, or, alternatively, the energy function favors the exposure of surface side-chains to solvent over the formation of sidechain -side-chain hydrogen bonds.
A further, more challenging test is to be able to rank different decoy conformations by their closeness to the native structure, often represented as a correlation between the free energy score and the root-mean-square deviation (rmsd) of the backbone atoms to the experimentally determined native protein structure (the decoy discrimination problem).
10,47 -49 Table 2 shows the Z-scores for discriminating near-native decoys from all other decoy conformations (Zlrms). Near-native decoys are defined as the lowest 5% of the rmsd distribution in the decoys; the cutoff rmsd value varies between 1.10 Å and 2.84 Å for different proteins in the set. Discrimination is poor in the set, with successful discrimination for only four out of 23 proteins both using all hydrogen bonding terms in combination or just considering the backbonebackbone contribution alone (Table 2, Dec. columns). Combined HB score: generalized linear model fit using the three hydrogen bond scores only. Combined HB þ vdW score, generalized linear model fit using the three hydrogen bond scores and the van der Waals scores. Dec. and PN. denote Z-scores for the original ab initio decoy set and the perturbed-native set (see Methods). Stdev, standard deviation from mean value. Successful discrimination is defined as a Z-score .1.
Even the addition of a van der Waals term (see Methods) does not improve discrimination significantly (five out of 23 structures are successfully discriminated). As for the recovery of native amino acid types in monomeric proteins ( Figure  2 ), a representation of electrostatic interactions purely using a Coulomb term with a linear distance-dependent dielectric performs worse than the hydrogen bonding term, discriminating low rmsd decoys for only two out of 23 structures in the set (Table 2 ). It should, however, be noted that the overall Z-scores for discriminating nearnative from other decoys are low and do not justify unequivocal conclusions comparing the performance of the different energy terms.
The hydrogen bonding potential used for decoy discrimination is relatively short-ranged. Thus, if there are few structures close enough to the native structure to detect native-like hydrogen bonding interactions, discrimination is expected to be poor. To test this hypothesis, we repeated the discrimination test for near-native structures with a different decoy set created by perturbations starting from the native structure, containing many structures with rmsd values to the native structure in the 1-3 Å range (Table 2, PN columns). While there is still no significant signal using a Coulomb term, side-chain-backbone or side-chain-sidechain hydrogen bonds alone, 12 out of 23 structures can now be successfully discriminated using the backbone-backbone hydrogen bonding term, with slight improvements by combining all hydrogen bonding scores and adding in van-der-Waals interactions (Table 2 , PN columns).
In cases of successful discrimination of low rmsd decoys in the perturbed native set, scatter plots show a correlation between the hydrogen bonding term (alone and in combination with the van-derWaals scores) with the rmsd to the native structure. As suggested by the data in Table 2 , in most of these cases the hydrogen bonding term alone provides the main part of the signal; an example of this is the protein 1vif shown in Figure 5 (a) and (b). However, in a few cases the addition of the van-der-Waals term significantly improves discrimination ( Figure 5(c) and (d) ).
Decoy discrimination in protein docking (test 4)
As mentioned above, electrostatic interactions have been shown to be important in protein-protein recognition. Therefore, as the fourth and final test of our hydrogen bond function, we assessed its ability to discriminate native and near-native binary protein -protein complex structures from docked arrangements with a range of rmsd values (rmsd values are obtained by computing the overall C a rmsd in the complex) (the protein docking Figure 5 . Scatter plots of the combined hydrogen bonding score alone (a) and (c) and in combination with the van der Waals score (b) and (d) versus decoy C a rmsd from the native structure for selected monomeric proteins from the perturbed native data set. a) and b) Structure 1vif; c) and d) structure 1r69. Native structures are shown with red circles, native structures with the side-chains modeled using our rotamer repacking protocol are shown with green squares and decoys are shown with black triangles. problem). We used the backbone conformations of the protein partners as observed in the native complex structure. However, the side-chain conformations in the native complex structure were discarded, and modeled from our standard rotamer library during all docking steps. All decoys were created by rigid-body motions of the two proteins versus each other, incorporating extensive conformational rearrangement of the side-chains in the complex interface. 46, 50 Tables 3 and 4 show the results of a Z-score analysis for protein -protein complexes as described for the single-domain monomeric proteins above. The protein -protein complex decoy set was divided into antibodyantigen (18 structures) and other complexes (13 structures). The hydrogen bonding model alone successfully discriminates the native structure for 23 out of the 31 protein -protein complexes studied. All three hydrogen bonding terms contribute to decoy discrimination, with successful predictions in about two-thirds of all cases for each component separately (Table 3 ).
Lastly, we tested whether the hydrogen bonding function also helps in discriminating near-native from high rsmd decoys (Table 4) . In contrast to the results obtained for the single domain monomeric proteins (Table 2) , for protein -protein complexes good discrimination is achieved using a combination of the three hydrogen bonding terms in about two-thirds of all structures studied. Again all three hydrogen bond components are significant contributors (the combined HB score discriminates Combined HB score, generalized linear model fit using the three hydrogen bond scores. Stdev, standard deviation from mean value. Successful discrimination is defined as a Z-score .1.
An Orientation-dependent Hydrogen Bonding Potential 22 out of 31 structures, whereas backbone -backbone hydrogen bonds alone only discriminate 11 structures). As seen before, a Coulomb term alone is substantially less effective than the combined hydrogen bonding terms, only discriminating 13 structures.
The chemical character of protein-protein interfaces is a combination of that seen on protein surfaces and in protein cores. 2 Thus we wanted to test whether the inclusion of a van der Waals term into the free energy function, describing non-polar packing interactions in the interface, could further improve the discrimination of docking decoys. The encouraging results obtained just using the hydrogen bonding terms of our energy function can be slightly improved when including the van der Waals component, leading to successful discrimination in 24 out of the 31 complexes. The slight improvement is only seen for non-antibody complexes. This behavior might be due to the known poorer shape complementarity and larger solvation in antibody -antigen complexes, 51 which was our original justification for splitting the protein-protein complex set into the two different classes.
In 70% of the cases for non-antibody complexes and 50% for antibody/antigen complexes, a clear correlation between the combined hydrogen Combined HB score, generalized linear model fit using the three hydrogen bond scores only. Combined HB þ vdW score, generalized linear model fit using the three hydrogen bond scores and the van der Waals scores. Stdev, standard deviation from mean value. Successful discrimination is defined as a Z-score .1. Stdev, standard deviation of mean value. Successful discrimination is defined as a Z-score .1. The mean Z-score for the combined HB scores and combined HB þ vdW scores in (B) is lower than the score for the bb-bb hydrogen bonds alone, but maximizes the number of protein structures that can be successfully discriminated (lower standard deviation).
bonding score (alone or in combination with the van der Waals scores versus score) and rmsd is apparent when approaching the native structure, starting from about 3 Å away. Examples are given in Figures 6 and 7 for antibody/antigen and nonantibody complexes.
Discussion
We have developed a simple orientation-dependent hydrogen bonding function, derived from the geometries of hydrogen bonds observed in highresolution protein crystal structures (Figure 2 ). Several tests of this function have been performed: the prediction of amino acid sequences in monomeric proteins (1) and protein-protein interfaces (2); the discrimination of native and near-native structures from misfolded conformations for single domain monomeric proteins (3); and the application of the hydrogen bonding term to the protein-protein docking problem (using bound protein backbones, but repacked side-chains) (4). The hydrogen bonding term contributes significantly to the performance of the energy function in all four tests.
The prediction of amino acid sequences in monomeric structures for polar and charged amino acids is clearly improved by inclusion of the hydrogen bonding potential (Figure 3) . It is particularly notable that this effect cannot be reproduced using a Coulomb potential of similar magnitude with a linear distance-dependent dielectric constant. This suggests that the Coulomb model of electrostatic interactions ignores some of the essential physical chemistry. Although the hydrogen bonding potential developed here is simple, it appears to capture the specifics of hydrogen bonding interactions reasonably well. Its directionality and explicit placement of polar hydrogen atoms are likely to be the major advantage over the Coulomb description of electrostatic interactions. The inclusion of polar hydrogen atoms in traditional treatments of electrostatic interactions has been suggested to introduce significant noise due to the sensitivity of the electrostatic energy to the precise locations of the protons. 10 Interestingly, molecular mechanics potentials originally contained explicit hydrogen bonding terms, which were replaced by electrostatic representations in later versions. In contrast, our results suggest a clear advantage of the inclusion of the explicit hydrogen bonding, but not based on a simple model such as dipoledipole interactions (see Figure 2(d) ).
The hydrogen bonding potential also performs well in discriminating native structures from Figure 6 . Scatter plots of the combined hydrogen bonding score alone (a), c) and e) and in combination with the van der Waals score (b), d) and f) versus decoy C a rmsd from the native structure for selected antibody/antigen complexes. Native structures with the side-chains modeled using our rotamer repacking protocol are shown with green squares and decoys with black triangles.
An Orientation-dependent Hydrogen Bonding Potential misfolded decoys in both the monomeric and protein -protein complex decoy sets. However, it does not discriminate incorrect conformations from native-like structures in the case of the singledomain decoys generated by the ROSETTA ab initio method, and subjected to refinement and extensive side-chain repacking. The hydrogen bonding potential is clearly sensitive to distances of atoms between 1.5 Å and 2.5 Å , and there are very few decoys within the 1-3 Å rmsd range for most of the structures in the single domain decoy set. The manifestation of the specificity of hydrogen bonds suggests that the width of the "hydrogen bond funnel" around the native structure is narrow on the scale of these decoy sets. This is supported by the results on the perturbednative decoy set: in cases where there are many decoys in the 1 -3 Å range available, discrimination of native-like structures is possible for about half of the structures in the set (Table 2, Figure 5 ). Backbone hydrogen bonds are the best discriminator, while side-chainside-chain and side-chain -backbone hydrogen bonds are not contributing significantly. Perhaps in less well packed globally misfolded decoy structures sufficient alternative side-chain conformations are available that local side-chain hydrogen bonding patterns can be optimized to a similar extent as in the native structure.
In contrast, both backbone and side-chain mediated hydrogen bonds contribute significantly to the discrimination of docking decoys. In many cases, we observe a good correlation between the hydrogen bond score (alone or in combination with the van der Waals score) and the rmsd to the native structure (Figures 6 and 7) . This correlation starts to become apparent in the rmsd range of 2-3 Å , as suggested by the width of the hydrogen bonding funnel in the single-domain set. This result points to the applicability of this type of energy function to the minimization of docking decoys towards the native complex once decoys structurally close enough can be generated. 52 Our protein complex data set was generated using the backbones of the protein partners in their bound conformations (although the native side-chain conformations are eliminated in the creation of all docking decoys). A more stringent test for future work will be to create protein complex decoys starting from the conformations of separately crystallized (unbound) components.
It should be emphasized that the success in the hydrogen bonding potential in reproducing native sequences and discriminating misfolded from native and near-native conformations does not bear on the question of whether hydrogen bonds are contributing to the stability of proteins and protein interfaces. Our approach is based on the Figure 7 . Scatter plots of the combined hydrogen bonding score alone (a), c) and e) and in combination with the van der Waals score (b), d) and f) versus decoy C a rmsd from the native structure for selected non-antibody complexes. Native structures with the side-chains modeled using our rotamer repacking protocol are shown with green squares and decoys with black triangles.
assumption that the sequences and structures of native single domain structures and protein interfaces are on average electrostatically optimized 42 when compared to non-native sequences and alternative compact conformations. This does not require that hydrogen bonding interactions in native proteins and protein -protein complexes are more favorable than the hydrogen bonds the same groups make with water in the solvated unfolded or unbound ensembles.
The encouraging results predicting the identity of amino acid residues in protein interfaces ( Figure  4 ), taken together with a previous study predicting binding energy hotspots in 19 protein -protein complexes with reasonable accuracy, 46 suggest that our energy function including the new hydrogen bonding term recapitulates determinants of both specificity and affinity in protein -protein interfaces. This suggests that a combination of the energy function and our side-chain repacking protocol will enhance the prediction of specificity in protein interactions and aid the design of protein -protein complexes. Given the available structure of a specific complex of one or more members of a large family of known protein interaction domains, the method should allow the generation of specificity profiles for all family members with significant overall sequence and assumed structural similarity (T.K. & D.B., unpublished results). With regard to the design aspect, we have applied this method to the redesign of specificity in a complex between a bacterial DNase and its inhibitor protein as well as to the design of a proteinprotein interface to create a chimeric artificial endonuclease. 53 
Methods
Native protein structure datasets
Three different collections of protein structures solved by X-ray crystallography were used in this study. (1) The dataset used for compiling hydrogen bonding statistics contained 698 proteins with a resolution of 1.6 Å or better and a crystallographic R factor of 0.25 or better, taken from the Dunbrack culled pdb collection †. The list was additionally filtered to only include single-chain proteins. (2) The high-resolution dataset used for parameterizing the energy function was taken from Word et al. 54 and contained non-redundant structures (less than 30% sequence homology) with a resolution of 1.7 Å or better, a crystallographic R factor of 0.2 or better, and a Pro-Check overall G-factor of 20.6 or better. 55 An additional filter excluded structures with missing sidechain atoms and backbone sections and yielded a final set of 52 structures. (3) The protein interface dataset was generated from the non-redundant set of protein-protein interfaces compiled by Tsai et al. 56 Only heterodimeric protein -protein complexes were selected, and structures were additionally filtered to not contain significant portions of missing density, yielding a total of 50 structures. Ligands and ions contained in the structures were ignored in the analysis.
Atomic coordinates and preparation of native structures
Atomic coordinates were taken from structures solved by X-ray crystallography. Polar hydrogen atoms were added to all structures, using CHARMM 19 standard bond lengths and angles. For rotatable bonds in polar hydrogen containing side-chains, several rotamers reflecting different hydrogen positions were created (see below), including a 1808 flip of asparagine and glutamine amide groups and the two histidine imidazole tautomers (assumed to be uncharged). Global optimization of the hydrogen bonding network and replacement of missing atoms for amino acid side-chains was performed for each structure using a simple Metropolis Monte Carlo procedure as described previously 45 and the energy function described below. No other minimization of native structures was performed.
Definition of secondary structure for backbonebackbone hydrogen bonds Secondary structure was defined by backbone torsion angles (helix: 21808 , f , 2208; 2908 , c , 2108; sheet:
21808 , f , 2208; 1808 . c . 208 or 21808 , c , 21708). Classification of "helix" or "strand" required that at least two adjacent residues have the same secondary structure. For a hydrogen bond to be counted as occurring in a helix or strand, both residues were required to have the same secondary structure classification; all other backbone -backbone hydrogen bonds were summarized as "other".
The free energy function
The free energy function is a linear combination of van der Waals interactions (represented by the attractive part of a Lennard -Jones potential ðE LJattr Þ and a linear distance-dependent repulsive term ðE LJrep ÞÞ; orientationdependent terms for side-chain -side-chain, side-chainbackbone and backbone -backbone hydrogen bonds ðE HBðsc -bbÞ ; E HBðsc -scÞ and E HBðbb -bbÞ Þ (see Results and below), an implicit solvation model ðG sol Þ; 57 an energy derived from an amino acid and backbone-dependent rotamer probability ðE rot ðaa; f; cÞÞ; 39 an energy derived from amino-acid type (aa) dependent backbone f; c probabilities ðE f=c ðaaÞÞ; and amino acid type dependent reference energies to approximate the interactions made in the unfolded state ensemble (E ref aa ; n aa is the number of amino acids of a certain type):
The Lennard-Jones potential, solvation term, and backbone-dependent amino acid and rotamer probabilities were as previously described. 45, 57 The amino acid type dependent reference energies which approximate the free energy of the unfolded reference state 45 and the † http://www.fccc.edu/research/labs/dunbrack weights W for the relative contributions of the different energy terms were obtained by fitting all parts of the scoring function to reproduce native sequences of naturally occurring proteins as described below. Energies for the different geometric parameters describing backbone -backbone and side-chain-side-chain hydrogen bonds EðpÞ were obtained using:
where f protein ðpÞ is the frequency at which a geometric parameter p is observed in a certain bin in the highresolution crystal structure dataset, and f random ðpÞ is a reference frequency value assuming equal distribution in all bins (for the distance distributions, the long-range cutoff was 2.6 Å for backbone -backbone hydrogen bonds and 3.0 Å for side-chain -side-chain hydrogen bonds). The kT prefactor is left out in equation (3) as it is included in the weight given in equation (1) . The distributions were collected as described in Results.
Energies for backbone -side-chain hydrogen bonds were taken from the side-chain -side-chain statistics. Hydrogen bonding energies with largely unfavorable energies for one or more of the component energy terms (resulting in a positive total hydrogen bonding energy) were set to zero. Coulomb electrostatics (to replace the hydrogen bonding term in our tests) used a linear distancedependent dielectric constant. All parameters for the hydrogen bonding potential can be found in the Supplementary Material. Partial charges were taken from the CHARMM19 parameter set 28 with or without a correction for charged residues neutralizing charged groups but increasing their polarity; 57 no significant difference between the two charge sets was observed in our tests.
Parameterizing the energy function on monomeric proteins
The relative contributions of the different terms of the free energy function were parameterized on the highresolution structure dataset as described previously. 45 Briefly, rotamers for all amino acids at all sequence positions in the data set with 52 crystal structures with a resolution of 1.7 Å or better were created (a total of 7308 sequence positions with an average of 684 rotamers per sequence position). The components of the energy function (attractive and repulsive van der Waals interactions, solvation, hydrogen bonding, Coulomb electrostatics, backbone-dependent amino acid type and rotamer probabilities and reference energies) were computed for all rotamers at each sequence position assuming a constant environment of all other amino acids in their native conformation. The weights on all terms were optimized using a conjugate gradient method to maximize the probability of the native amino acid type at each position. Different initial values yielded similar fitted parameters, showing convergence of the fit. The relative weights were 1.06 (attractive LennardJones), 0.77 (repulsive Lennard -Jones), 0.72 (solvation), 0.42 (backbone -side-chain hydrogen bonding) 0.40 (side-chain -side-chain hydrogen bonding; the weight for backbone -backbone hydrogen bonding could not be determined using this procedure as the backbone stayed constant), 0.89 (backbone-dependent rotamer probability) and 0.86 (backbone-dependent amino acid type probability). These weights result in a free energy of about 3 kcal/mol for a hydrogen bond with ideal geometry. The rotamer library used was taken from Dunbrack 39 as described by Kuhlman & Baker. 45 Additional rotamers were included with small deviations (10 -208) of the x 1 and x 2 angles for buried residues, and extra angles for x 3 and x 4 angles as described by Mayo & co-workers. 58 For serine, threonine and tyrosine, hydrogen conformations were chosen according to those observed in neutron diffraction maps. 59 For threonine and serine hydroxyl groups, the three different staggered positions, for tyrosine hydroxyl groups hydrogen atoms were assumed to be in the plane of the aromatic ring. In all cases, small deviations (^208) were included additionally.
Decoy sets
The generation of the decoy sets is described in more detail elsewhere. 50, 60, 61 In brief, two sets of decoys were used: the first set contains decoys for 41 monomeric, single domain proteins with less than 90 amino acid residues, generated by the ROSETTA method for ab initio protein structure prediction. Approximately 2000 decoys were used for each structure. This set was further subdivided into (a) 25 proteins with an available high resolution crystal structure (used for discrimination of the native structure) and (b) 23 proteins where 10% of the decoys produced by ROSETTA had a C a rmsd from the native structure of 4 Å or better (note that some proteins belong to both subsets). In addition, for each of these 23 structures, 300 decoys were created by peptide fragment-insertion starting from the native structure ("perturbed-native decoy set") using the ROSETTA method, followed by refinement on the centroid and full-atom level. The latter two decoy sets were used for discriminating lowrmsd from high-rmsd decoys. Finally, polar hydrogen atoms were added to all decoys, followed by sidechain repacking, and simultaneous optimization of the hydrogen bonding network and scoring using the energy function described above.
The second set contained docking decoys for 31 protein -protein complexes, with 18 antibody -antigen and 13 enzyme -enzyme inhibitor and other interfaces. For each structure, 400 decoys were used (the results were unchanged when a larger set of 2000 decoys per structure was tested). Decoys were created by rigid-body perturbations of the relative orientation of the two partners in the protein -protein complex. 50 Note that the backbone coordinates of the bound conformations of both partners were used. However, the side-chain conformational information contained in the crystal structure coordinates was eliminated by repacking all side-chains using the rotamer repacking protocol described previously 45 prior to rigid-body docking. As a last step, the interface of all docked decoys was repacked using a Monte-Carlo simulated annealing protocol and the energy function described above, and final scores were collected. For the repacking and scoring of decoys, the side-chain-sidechain hydrogen bonds were divided into three environment classes, dependent on the extent of burial of both participating residues (class 1, exposed -exposed and exposed-intermediate; class 2, exposed-buried and intermediate -intermediate; class 3, intermediate -buried and buried -buried). The extent of burial was defined by the number of C b atoms within a sphere of 10 Å radius of the C b atom of the residue of interest: exposed 0 -14, intermediate 15 -20, buried .20) . The relative contributions of the environment-dependent hydrogen bonding terms were estimated from changes in protein stability upon point mutation, and were 0.18, 0.28 and 0.91. 46 Z-score analysis and logistic regression Three different Z-score measures were used, defined as follows:
where:
is an average energy of N decoys:
is the standard deviation of decoy energies, and E ref is the reference energy which is either E nat (energy of the native structure experimentally determined by X-ray diffraction or nuclear magnetic resonance spectroscopy) or E nat_rep (energy of the structure with the native polypeptide backbone but repacked side-chains using our rotamer repacking protocol). These Z-scores are referred to as Zn (native) and Znr (native-repacked) in the Tables. The low rmsd (root mean standard deviation in C a coordinates from the native structure) Z-scores (Z lrms , discriminating near-native from non-native conformations) are defined as:
where the sum of the averages and the standard deviation are computed over decoys with high (hi) and low (lo) rmsd separately. Low rmsd (near-native) decoys are defined as the lowest 5% of the rmsd distribution. Combined free energies (and their Z-scores) using different energy terms were obtained by logistic regression using a generalized linear model implemented in the R statistical software package.
