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1. INTRODUCTION
In 1965 S. Pohozaev published a paper [5] in which he proved the nonex-
istence of positive solutions to some semilinear scalar equations with super-
critical growth in a given starshaped domain. His proof is based on an
identity, which is nowadays well known as “Pohozaev’s identity.”
In this article we give an interpretation of this identity from the viewpoint
of the calculus of variations. We introduce the functional for which a critical
point is the solution to the semilinear equation. This functional is of the
type
Ju =
∫

1
2
∇u2 − Fudx for u ∈ ◦H1 2	
It is assumed that F is a real valued differentiable function. This makes J
a differentiable functional on
◦
H1 2. Necessary conditions for a critical
point of J are obtained by a ﬁrst variation in the dependent variable u. We
consider variations ux + 
ϕx where ϕ ∈ C∞0  and 
 is a small param-
eter. If u is a critical point it has to satisfy the Euler Lagrange equation
d
d

Ju+ 
ϕ
=0 = 0
for all ϕ ∈ C∞0 . ϕ∂ = 0 ensures that ∂ remains the zero level set of
u+ 
ϕ. Carrying out the calculation gives us the weak formulation for the
semilinear equation
u+ f u = 0 in 
for u ∈ ◦H1 2 and Fu =
∫ u
0 f sds.
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Besides a variation in the dependent variable, we can also perform a
variation in the independent variable x. We then consider variations of the
form ux+ 
ηx, where η is a smooth vector ﬁeld in n. Again we have
to formulate conditions on η that leave the zero level set of u unperturbed
(at least in ﬁrst order in 
).
In this article we consider a combination of these two variations. We will
consider variations of the form
u
x = ux+ 
ηx + 
ϕx+ 
ηx	
In one dimension this kind of variation was considered by P. Funk in [1].
The advantage is that we now allow a larger class of ϕ and η for variation.
Indeed, we will only require that u
x = O
2 for x ∈ ∂. This guar-
antees that the zero level set ∂ is unperturbed in ﬁrst order in 
. As a
consequence η and ϕ can be any functions in C∞n resp. C∞ as
long as they satisfy
η · ∇u+ ϕ = 0 in ∂	
See Section 3.
If we now apply this idea to the functional, which is associated to the
semilinear equation investigated by Pohozaev, we show that this functional
has no nontrivial critical point. Thus, the nonexistence of a solution for the
semilinear equation corresponds to the nonexistence of a critical point for
the functional.
In the last chapter we give an example of an overdetermined boundary
value problem.
2. POHOZAEV’S IDENTITY AND DOMAIN VARIATION
Throughout this chapter we assume that  is a bounded smooth domain
in n and u ∈ C2 ∩ C1 is a positive solution of
u+ f u = 0 in (2.1)
u = 0 in ∂	
We assume that f   →  is a C1 function. Let η  → n be a smooth
vector ﬁeld. Then, multiplying (2.1) with ηx · ∇ux and integrating over
 gives
0 =
∫

∇u ·Dη · ∇udx− 1
2
∫

∇ · η∇u2 dx+ 1
2
∫
∂
η · ν∇u2 dS
−
∫
∂
ν · ∇uη · ∇udS −
∫

η · ∇Fudx
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where Fu = ∫ s0 f sds and Dη denotes the matrix of partial derivatives
of η. ν denotes the outer normal vector to ∂, dS denotes the surface
measure associated to ∂ and, · denotes the scalar multiplication in n.
Using the fact that at points on ∂ where ∇u does not vanish we have
ν = − ∇u∇u u ≥ 0 we obtain the Pohozaev identity as an integral equality
0 =
∫

∇u ·Dη · ∇udx− 1
2
∫

∇ · η∇u2 dx(2.2)
+
∫

∇ · ηFudx− 1
2
∫
∂
η · ν∇u2 dS	
Equation (2.1) may be understood as the Euler Lagrange equation of the
functional
u =
∫

1
2
∇u2 − Fudx(2.3)
deﬁned on
◦
H1 2, where Fu =
∫ u
0 f sds. Variations of u are of
the form ux + 
ϕx. ϕ is chosen to be a smooth function on  which
vanishes on ∂ and 
 is a small real number. Critical points of u are
weak solutions of (2.1) and then (by regularity) smooth solutions.
Besides the variation in the dependent variable we may also perform a
variation in the independent variable. This is what we will call “domain
variation.” A ﬁrst systematic approach was given by J. Hadamard in [4].
Assuming smoothness of ∂ we consider a map η  → n of the
form ηX = x+ 
ηx for some smooth vector ﬁeld η  → n. Since
∂ is the zero level set of u we extend u outside  by 0 and thus obtain
a well deﬁned function in H1 2n. With this we perform the following
computations:
Let y = ηx. Then using the notation ∇x = ∂x1 	 	 	  ∂xn and ∇y =∂y1 	 	 	  ∂yn we have
∇xu2 = ∇yuG∇yu =
n∑
i j=1
gij∂yiu∂yju
where G = DDT denotes the metric tensor associated to the transfor-
mation  and gijij . Moreover D−1 = Id− 
Dη+ o
 where Id denotes
the identity matrix in n. Hence
dy=detD−1dx=detId−
Dη+o
dx=1−
∇·η+o
dx
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where we have used the fact that detId + 
A = 1+ 
traceA + o
 for
any n× n matrix A. The following computation uses these facts:
d
d

ux+ 
ηx
=0
= d
d

∫

(
1
2
δik + 
∂iηk∂kuδil + 
∂iηl∂lu− Fu
)
1− 
∇ · ηdx∣∣

=0
=
∫

∇u ·Dη · ∇udx− 1
2
∫

∇ · η∇u2 dx+
∫

∇ · ηFudx	
Comparing with (2.2) we see that
d
d

ux+ 
ηx
=0 =
1
2
∫
∂
η · ν∇u2 dS
is an equivalent way of formulating Pohozaev’s identity:
∫

∇u ·Dη · ∇udx− 1
2
∫

∇ · η∇u2 dx+
∫

∇ · ηFudx(2.4)
= 1
2
∫
∂
η · ν∇u2 dS	
Remark. If we ask for a pair u to be a critical point of  with
respect to variation in u and for the domain in the class of all domains
with equal volume (i.e., ∇ · η = 0) we obtain the optimality condition
1
2
∫
∂
η · ν∇u2 dS = 0(2.5)
for all η ∈ C∞n with ∇ · η = 0 in . The condition ∇ · η = 0 in 
implies
∫
∂ η · ν dS = 0 and thus (2.5) can only hold for nontrivial solutions,
if ∇u = const on ∂. Thus in this case—referred to as the optimal shape
case—u is the solution of the overdetermined boundary value problem:
u+ f u = 0 in (2.6)
u = 0 in ∂
∇u = const in ∂	
It is well known (see [7]) that only the ball is a domain for which (2.6) has
a solution.
Other examples can be found in the article of M. Schiffer [6]. We dis-
cuss one of them in our framework. In 2 we consider the ﬁrst Dirichlet
eigenvalue λ1 as a domain functional and perform its ﬁrst variation in
the class of volume preserving perturbations (i.e., ∇ · η = 0). For simplicity
assume smoothness of ∂. Performing the same computations as above we
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obtain for the ﬁrst eigenfunction associated to λ1 the necessary condition
∇u1 = const on ∂. Now assume ∇ · η = 0. If we denote the perturbed
domain by η its volume under the perturbation η is
η =  + 

∫
∂
η · ν dS	
In this case we do not expect to ﬁnd a critical point for the domain func-
tional λ1, since pertubations in direction ν will increase the volume,
making  a subset of η. Now observe that λ1 is monotone decreas-
ing under set inclusion. However, it is easy to check that domain variation
of λ1 leads again to the necessary condition ∇u1 = const. This is
what Schiffer proves in Chapter 3 in [6].
The method of domain variation is well deﬁned for Lipschitz domains.
This is a restriction on the class of domains we may consider.
As already mentioned above the ﬁrst variation of (2.3) in the dependent
variable gives ∫

∇u · ∇ϕ− f uϕdx = 0 ∀ϕ ∈ ◦H1 2(2.7)
which is the weak formulation of (2.1). Hence, setting η = x, (2.4) gives
2 − n
2
∫

∇u2 dx+ n
∫

Fudx = 1
2
∫
∂
x · ν∇u2 dS	(2.8)
On the other hand, setting ϕ = u in (2.7) gives
∫

2 − n
2
f uu+ nFudx = 1
2
∫
∂
x · ν∇u2 dS	(2.9)
For starshaped domains and a nonlinearity Fu = n−22n u2n/n−2 this is a
contradiction since the left side of (2.8) is zero, while the right side is
positive, unless u ≡ 0. This is the key observation in Pohozaev’s paper [5].
Pohozaev’s observation may now be understood in the context of the
calculus of variations: The ﬁrst variation of  in the dependent variable
gives (2.9) as a necessary condition for a critical point. This condition can
only hold for u ≡ 0. Thus domain variation gave us an extra necessary
condition for a critical point.
In the next Section we will consider variations of u which are variations
in the dependent and independent variable. By this we enlarge the class of
variations. Consequently a critical point has to satisfy more conditions.
3. THE COMPLETE FIRST VARIATION
In a ﬁrst step we put restrictions on the class of admissible variations.
η will be a smooth vector ﬁeld on  again, and we choose ϕ ∈ H1 2.
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Note that we do not require ϕ∂ = 0 any more. Set
u
x = ux+ 
ηx + 
ϕx+ 
ηx	(3.1)
Again we used the extension property of the Sobolev space H1 2, which
holds under very mild regularity assumptions on ∂ (see, e.g., [3]).
Expansion with respect to 
 (at least formally) gives
u
x = ux + 
ηx · ∇ux + ϕx + o
	
We now require that η and ϕ have to be chosen such that ∂
 remains the
zero level set of u in ﬁrst order in 
:
ηx · ∇ux + ϕx = 0 in ∂	(3.2)
This is the key for the upcoming deﬁnition of critical point. ∂ is perturbed
by a vector ﬁeld but in ﬁrst order in 
 this has to be reversed by the variation
in the dependent variable, thus leaving ∂ unperturbed. Clearly η and ϕ
satisfy this condition, if η is tangential to ∂ and ϕ∂ = 0.
It is important to see that in this setting 
 can be identiﬁed with x 
u
x > 0 = x  ux + 
ηx + 
ϕx + 
ηx > 0. This is different
from before, when we considered 
 as the set x  ux + 
ηx > 0.
Now the function ϕ appears in the domain, and hence it will contribute to
the ﬁrst variation.
Deﬁnition. u is a critical point of (2.3), iff for all smooth vector ﬁelds
η → n and all ϕ ∈ H1 2 with ηx · ∇ux + ϕx = 0 on ∂
d
d

u

=0 = 0(3.3)
where u
 is deﬁned in (3.1).
Remark. Using again that ν = ∇u∇u , condition (3.2) may also be written
as η · ν∇u = ϕ on ∂.
Before we continue we recall a consequence of the coarea formula. Let
v and φ be differentiable functions and let g be a continuous function in
n. Then the coarea formula (see, e.g., [8]) implies
∫
v>t
gxdx =
∫ ∞
t
∫
v=s
gx
∇v dS	
From this we deduce
d
d

∫
v+
φ>0
gxdx =
∫
v=0
gxφ
∇v dS	
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Let us compute (3.3) explicitly:
d
d

u

=0 =
d
d

∫
u+
ϕx+
ηx>0
1
2
∇u
2 − Fu
dx
=0
= d
d

∫
u+
ϕ>0
(
1
2
(
δik + ∂iηk
)
∂ku+ 
ϕ
(
δil + ∂iηl
)
× ∂lu+ 
ϕ − Fu+ 
ϕ
)
1− 
∇ · ηdy
=0
=
∫
u=0
(
1
2
∇u2 − Fu
)
ϕ
∇u dS +
∫
u>0
−1
2
∇u2∇ · ηdy
+
∫
u>0
∇u ·Dη · ∇u+ ∇u · ∇ϕ+ Fu∇ · η− F ′uϕdy
=
∫

∇u ·Dη · ∇u− 1
2
∇u2∇ · η+ ∇u · ∇ϕ+ Fu∇ · η
−F ′uϕdy + 1
2
∫
∂
∇uϕdS	
Integration by parts gives
d
d

u

=0 =
∫
∂
1
2
η · ν∇u − ϕ∇udS −
∫

(
u+ f u)η · ∇udx
−
∫

(
u+ f u)ϕdx	
Consequently the equations u + f u = 0 in  and u = 0 in ∂ are
necessary conditions for a critical point. Observe that the boundary integral
vanishes by the assumptions on η and ϕ.
Using this necessary condition in the ﬁrst variation and the fact that
ν = − ∇u∇u and ϕ = −η · ∇u on ∂, we get
∫

∇u ·Dη · ∇u− 1
2
∇u2∇ · η+ Fu∇ · ηdy(3.4)
+1
2
∫
∂
η · ∇u∇udS = 0	
Let us now apply this to the case when  is starshaped and Fu =
n−2
2n u
2n/n−2. Assume u is a critical point in the sense of the above deﬁ-
nition. Then (3.4) reads as
∫

∇u ·Dη · ∇u− 1
2
∇u2∇ · η+ n− 2
2n
u
2n
n−2∇ · ηdy
+ 1
2
∫
∂
η · ∇u∇udS = 0	
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Choosing η ≡ x we have
∫

2 − n
2
∇u2 + n− 2
2
u
2n
n−2 dy + 1
2
∫
∂
x · ∇u∇udS = 0	
On the other hand, choosing ϕ = u and η = 0 we obtain ∫ ∇u2 −
u2n/n−2 dy = 0. Hence we must have
1
2
∫
∂
x · ν∇u2 dS = 0
which implies u ≡ 0.
Theorem 1. Suppose  is a smooth bounded domain in n, n ≥ 3, which
is strictly starshaped with respect to the origin in n. Then the functional
u =
∫

1
2
∇u2 − n− 2
2n
u
2n
n−2 dx
has no positive critical point.
4. AN OVERDETERMINED BOUNDARY VALUE PROBLEM
We consider the overdetermined boundary value problem
u+ 1 = 0 in (4.1)
u = 0 in ∂(4.2)
∇u = const in ∂	(4.3)
As before  is a bounded smooth domain in n. In [8] Weinberger proved
that the ball is the only domain for which we can ﬁnd a solution. We will
reprove this fact, using necessary conditions (which we derive from the ﬁrst
variation) and the following lemma.
Lemma 1. Let u ∈ C2 solve 4	1–4	3. Then the P-function
Pu = ∇u2 + 2
n
u− 
2
∂2
vanishes identically in .
Proof. We ﬁrst observe that the constant in (4.3) satisﬁes
const∂ =
∫
∂
∇udS = −
∫
∂
ν · ∇udS = −
∫

udx =
∫

1dx = 	
Consequently Pu vanishes on ∂.
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A second observation is that Pu subharmonic:
P ≥ 0	
Indeed using (4.1) we compute
Pu = 2D2u2 − 2
n
≥ 2
n
u2 − 2
n
≥ 0	
From these two observations we deduce Pu ≤ 0 in . On the other hand
we can show that
∫
 Pudx = 0. Hence Pu = 0 in . To show the mean
value property we multiply (4.1) with x · ∇u and integrate. Comparing with
(2.8) gives
∫

udx = n− 2
2n
∫

∇u2 dx+ 1
2n
∫
∂
x · ν∇u2 dS
= n− 2
2n
∫

udx+ 1
2
3
∂2 	
Hence
n+ 2
n
∫

udx = 
3
∂2 	
This inequality is used to determine the mean value of Pu:
∫

Pudx =
∫

∇u2 dx+ 2
n
∫

udx+ 
3
∂2
= n+ 2
n
∫

udx− 
3
∂2
= 0	
Observe that Pu ≡ 0 in  implies ∇u · ∇Pu∂ = 0. This is equiva-
lent to
∇u2 + 2
n
u− 
2
∂2 = 0 in ∂(4.4)
and
2∇u ·D2u · ∇u+ 2
n
∇u2 = 0 in ∂	(4.5)
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We divide (4.5) by 2∇u3 and use (4.3). This gives
−∇u ·D
2u · ∇u
∇u3 −
1
n
∂
 = 0 in ∂	(4.6)
Next we observe that due to the smoothness of ∂ the equation u+ 1 = 0
has to hold on ∂ in the following sense: For any sequence xn in  which
converges to x ∈ ∂ we have limn→∞ uxn + 1 = 0. Taking into account
that u = 0 in ∂ we write (4.6) in the form
−
(
− u∇u +
∇u ·D2u · ∇u
∇u3
)
+ n− 1
n
∂
 = 0 in ∂	
The term in the bracket is n − 1 times the mean curvature of ∂ in x.
This can be proved by using the deﬁnition for the mean curvature—being
the tangential divergence of the normal vector on ∂—and the fact that
ν = − ∇u∇u . In this setting the unit ball has mean curvature 1.
Hence we obtain a necessary condition for the mean curvature of ∂:
H∂ =
1
n
∂
 in ∂	(4.7)
However, this implies that  is a ball of radius
R = n ∂ 	
Theorem 2. Let  be a bounded domain in n whose boundary is of
class C2. Suppose there exists a function u ∈ C2 satisfying
u+ 1 = 0 in 
u = 0 in ∂
∇u = const in ∂	
Then  is a ball.
Remark. We can consider Eqs. (4.1)–(4.3) as the Euler Lagrange equa-
tions of the functional
 u =
∫

∇u2 − udx
deﬁned on C1 1 with the constraints u = 0 and ∇u2 = 2/∂2 on
∂. Following the idea of the previous section we consider again variations
of the type
u
x = ux+ 
ηx + 
ϕx+ 
ηx
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where η and ϕ have now to be chosen such that ∂ remains the zero level
set of u in ﬁrst order and ∇u2 = 3/∂2 is also preserved in ﬁrst order
(in 
). While the ﬁrst condition leads to
ηx · ∇ux + ϕx = 0 in ∂
the latter gives
2∇u ·Dη · ∇u+ 2η ·D2u · ∇u+ 2∇u∇ϕ = 0 in ∂	
Comparing with (4.4) and (4.5) the choice η = ∇u and ϕ = 2
n
u − 2/
∂2 in  gives an admissible pair of variations with respect to the ﬁrst
and second condition. Thus the P-function gives us additional information
on how to choose admissible variations.
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