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SUMMARY
In 1950, A. D. Aleksandrov established a theorem about the linearity of maps.
preserving partial orders (obtained from causal relations) on space-time. In 1964 it
was partly reproved by E. C. Zeeman. For one of the cases, considered by Alekaan-
drov, the theorem was generalized by the first-named author to arbitrary commutative
fields (1974). In the present paper, a generalization of this theorem is proved for
fields with characteristic =I=- 2 ; a counterexample of the generalization is constructed
for F 2 Moreover some counterexamples of the 1974 theorem are given for Hermitean
forms.
The main part of the present paper consists of an extension of the other cases of
Aleksandrov's theorem to a class of partially ordered fields. Finally some theorems
are proved about the transitivity of the group G of causal automorphisms on some
subsets of V.
INTRODUCTION
In order to formulate Aleksandrov's theorem let us introduce some
notation. Let V='6n+1 (n>2) and define for a=(ao,al, ... ,an),
"Q(a)=a~ - ~ a~.
i-1
Consider the following relations between points x, y E V.
(a) Q(x-y);;.. 0,
(b) Q(x-y)=O,
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(c) the relations one obtains by adding in both cases the condition
xo>yo (respectively, xo<yo),
(d) Q(x-y»O and the relations obtained by adding xo>Yo resp. xo<Yo.
Aleksandrov's theorem [1], [2] states that every autobijection of V that
preserves one of these relations is the composition of a Lorentz transfor-
mation a dilatation and a translation.
In the last few years many papers have appeared on analogous problems
and generalizations of the theorem. Compare the references in [2]. The
main part of the present paper (section 2), consists of an extension of
Aleksandrov's theorem to a class of partially ordered fields. Apart from
a purely mathematical interest, one might ask what is the use of such a
generalization. We offer the following reasons.
Firstly, physical quantities (corresponding to results of measurements)
are related more to rational numbers than to real numbers. Also the
question naturally arises whether Aleksandrov's theorem remains valid
for fields containing the field of rational numbers Q and different from B.
Secondly, the determination of results of measurements on space-time
generally requires comparison of instruments. This might lead to the
consideration of special relativity over partially ordered fields (containing
Q), other than 13. *.
A generalization of the theorem to arbitrary commutative fields was
proved in 1974 in [4]. This generalization was restricted to the case
Q(x-y)=O, being the only one that can be formulated without any order.
It turned out that in this case one only obtains semilinearity instead of
linearity. In the present paper (section 2) we deal with the remaining
cases of the theorem for some partially ordered fields.
1. AN EXTENSION OF A PREVIOUS THEOREM
In [4] the following theorem was proved:
Let K be a commutative field and V=Kn+1 (n>2). Q is a quadratic
form that has Witt index 1. For a E V we define the cone C(a) with vertex
a as the set {XE VIQ(x-a)=O}.
THEOREM 1.1. Every autobijection of V that transforms cones onto
cones is a product of a translation and a semi-aimilarity j ; the latter
satisfying Q(!(x))=c'/l(Q(x)) for some C=;60, where /l is an automorphism
of the field K.
In the proof of this theorem we assumed tacitly that ! maps vertices
onto vertices. We now prove:
• In a. subsequent paper we shall deal more thoroughly with physical arguments
for the use of partially ordered fields in physics.
364
THEOREM 1.2. If char (K)#2, then in theorem 1.1, we can omit the
requirement that the vertex of the cone transforms onto the vertex of
the cone.
In fact the assumption that f maps vertices onto vertices is automati-
cally fulfilled if char (X) # 2 as follows from the following lemma. Compare
subsection 5.1.1 of [2].
LEMMA 1.1. Let char (X)#2 and let a, bE V. (a#b) O(a) is the cone with
vertex in a. Then O(a) ('\ O(b) is an isotropic line of O(a) if and only
if there is an element CEV(c#a, c#b) such that O(a) ('\ O(b)=O(a) ('\ O(c).
PROOF. Suppose that l=O(a) ('\ O(b) is an isotropic line of O(a) and
let x E 1. This gives us (compare lemma 1 in [4]), that O(a) ('\ O(x) = 1.
Therefore for every b, c E 1 we have O(a) ('\ O(b)=O(a) ('\ O(c) =1.
Suppose conversely that O(a) ('\ O(b)= O(a) ('\ O(c) is valid for b #c.
The set O(a) ('\ O(b) is invariant with respect to the transformation
x 1-+ a+b-x and similarly O(a) ('\ O(c) is invariant with respect to
x 1-+ a+c-x. In our case the set is therefore invariant with respect to
their product x 1-+ b-c+x (being a translation). If x E O(a) ('\ O(b) then
x+b-c E O(a) ('\ O(b) and x+ 2(b-c) E O(a) ('\ O(b). (Here we use char
(K)#2). So we find
Q(x-a)=O, Q(x+b-c-a)=O and Q(x+2(b-c)-a)=O,
or
Q(x-a)+Q(b-c)+(x-a, b-c)=O
and
Q(x-a)+4Q(b-c) +2(x-a, b-c)=O.
Using Q(x-a)=O we find that Q(b-c)=O and (x-a, b-c)=O. Since the
Witt-index of Q is 1, we have that x-a and b-c are parallel and likewise
x - band b- c are parallel.
Hence b - a and b - c are parallel, but b - c is isotropic and so we find
that Q(b-a)=O i.e, O(a) ('\ O(b) is an isotropic line and the lemma is
proved. D
From this lemma it is clear that if t maps cones onto cones, it maps
isotropic lines onto isotropic lines without the assumption that it maps
vertices onto vertices.
REMARK. That the condition Char (X) # 2 is crucial is clear from the
following counterexample:
Consider n=2, X =F2 and Q(X)=XIX2+XIX3+X2X3. It is easy to check
that Q(x)=O if and only if XE{(O,O,O);(O, 1,0);(1,0,0);(0,0, I)},
therefore Q has Witt-index 1. Define f in the following way:
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af(a)
(0, 0, 0) (0, 0, 1) (1, 0, 0)
(0, 0, 0) (0, 0, 1) (0, 1, 1)
(0,1,0)
(1,0,1)
(1, 1,0) I (I, 0, 1)
(1, 1,0) I (0, 1, 0)
(0, I, 1) (1, 1, 1)
(1, 0, 0) (1, 1, 1)
then for every a we have that I(O(a» is a cone O(g(a» but 1(0(0» #0(/(0».
In section 3.3 of [4] we asked whether it is possible to extend theorem 1.1
to skew fields and sesquilinear forms. The following two examples make
clear that in general this extension is not possible.
EXAMPLE 1. (Char (K) = 2).
Consider Ka for K =1116 and the map x -+ x= x4. This is an involution of K.
The associated Hermitean form is (x, x) = XlXl +X2X2 +xaxa = x~+x~+xg.
Consider the bijective map Ka -+ Ka, defined by (Xl, X2, xa) 1-+ (xl, X2, xa).
Clearly this map leaves invariant the Hermitean form (x, x) but is not
semilinear because (1 + lX)7 # 1+ lX7 if lX is any primitive element of 1116.
EXAMPLE 2. (Char (K) =1= 2).
Consider K3 for K =119. Now K has only one involution, defined by
x -+ x=x3, X E K. Here the associated Hermitean form is
(x, x) = XlXl +X2X2 +xaxa = xt +x~+xt
The bijective map (Xl, X2, xa) 1-+ (xi, X2, xa) leaves (x, x) invariant and is
not semilinear because (1+ lX)5 # 1+ lX5, where o: is any primitive element
of 119.
2. ALEKSANDROV'S THEOREM FOR A CLASS OF PARTIALLY ORDERED FIELDS
We start this section with a number of notions and properties we need
in the sequel. Let K be a commutative field, endowed with a (non-trivial)
partial order <; and let P C K be the set of elements :>o. As known
(cf. [3]) P has the following properties
a) P+PCP,
b) p.PCP,
c) P ('\ ( -P) = {O}.
Conversely given a set P with the properties a), b), c) there is unique
order <; on the field K such that P is its set of positive elements. We
call the partially ordered field K directed if for all a, b E K there is c E K
such that c>a and ez-b; furthermore we put P*=P-{O}. Consider the
properties:
d) K2CP,
e) K=P-P
f) (P*)-l=P*,
g) K is directed.
366
LEMMA 2.1. If a), b) c) hold, then e) and g) are equivalent.
PROOF. Suppose x=y-z with y;;.O, z>O. Then for all x E K there is
an element p (p = y +1) such that p > x and p > 0. Hence, using invariance
under addition we find that K is directed.
Conversely, suppose that K is directed, i.e. for all x there is an element
y such that y>O and y>x. Write x=y-(y-x), then y and y-x are as
desired. 0
LEMMA 2.2. If the pair (K, <:) satisfies a), b), c), d), then e) and f)
hold.
PROOF. Because char (K) # 2, we may write
(x+1)2 (X-l)Zx = -2- - -2- for all x E K.
In other words K =P-P.
Let x E P*, then we have x-l = (x-l)z.x E P*, i.e. (P*)-l=P*. 0
Before introducing vector spaces over partially ordered fields, we give
an example of such a field.
EXAMPLE. Consider the field Q(x) of quotients of rational functions
over Q. Let P be the set of sums of squares in Q(x). Then a), b), c) (and
moreover d)) hold. The corresponding order of Q(x) is not a total one.
Let V=Kn+l (n;;'2) and let us introduce
"Q(x)=~- I xl
• -1
x= (xo, Xl, ... , x,,).
We also write X8=(Xl,XZ, ... ,x,,), (X8,Y8)= ~_1X,.y, and (x8,x8)=lIx8I1z
((e,) standard basis).
Then we have
Q(x)=~-lIx8112.
Introduce the relations -< and -< on V by
y -< x if and only if Q(x-y»O and xo>yo
and
y -< x if and only if Q(x-y»O and xo>yo
(Notice that x -< y does not mean x -< y or x=y).
We shall frequently make use of the following notations: (x >- y means
y -< x)
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PI: the set of elements >- °
P 2 : the set of elements >- °
Pa: PI\P2 *.
We also consider sets like a+PI (elements >- a), -r Ps,PI U (-PI) (or
shortly ± PI) and so on.
We shall say that a relation -< on V is a preorder if it satisfies
i) a -< a a E V
ii) a -< band b -< c imply a -< c
(if moreover a -< band b -< a imply a=b we have that -< is a partial
order on V).
THEOREM 2.1. ** If the pair (K, ,) satisfies a), b), c), d), then the
relation -< is a partial order on V =Kn+l (n> 1).
PROOF. Clearly a -< a for all a E V. We now prove transitivity. To
that end we start with the inequality (which follows from (a) and (d»
n! (b~-aobt)2>0 or b~llasI12+a~llba1I2>2 aobo(as, bs).
i-I
Now suppose a >- °and b >- 0, i.e, ao>O, bo>O, lIasI12,~ and IIbsIl2..;;;b~.
The inequality implies that(as, bs)";;; aobo.
Therefore
Trivially ao:>°and bo:>°imply ao + bo:>°and hence a+b >- 0, which
implies transitivity. Finally, if a >- °and a -< °we find ao=°and lIasl12..;;; 0,
hence (by d) at= °(i = 1 ... n). Therefore a = °and the proof is complete.
D
THEOREM 2.2. *** If -< isapreorder on V and K =P-P, then K 2 CP .
PROOF. Suppose that -< is a preorder and choose IIasl12 = IIbsll2= 1.
Hence lias +bs112..;;; 1 i.e, (as, bs)";;; 1. Let x, y E K with x2+ y2 ¥o 0. Choose
x2_y2 2xy
aI= X2+y2' a2= X2+y2'
at=o, 2<i<n, bI=l and b,=O l<i'n.
So we conclude that y2/(X2+y2»0 for all x and y with X2+y2¥oO.
* Notice that contrary to the situation in Rn+1, besides the sets, usually indicated
as past, present and future, we now also meet sets of incomparable elements. We call
them "agnostic" sets. We return to this matter in section 3.
** Due to T. A. Springer.
***Due to T. A. Springer.
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Because E is directed it is possible to choose x such that x> 1 and x> - y2;
this implies that x2>x> _y2 i.e. X2+y2>0.
So finally, we find that for all y E E we have y2;;;.°i.e, E2 C P. 0
THEOREM 2.3. Suppose that (E, <) is a partially ordered field then
the pair (E, <) is directed if and only if the pair (V, -<) is directed.
PROOF. Suppose that for all a E E there is an element bEE such that
b> a and b» 0. We prove that for all x E V there is an element y E V
such that y >- x and y >- 0. Let X= (xo, Xl, ... , xn) and y= (yo, 0, ... , 0)
- -
with yo> 1, yo> 1+xo and yo>xo+ IIx,112. It follows that y >- °and y >- x.
For the proof of the converse choose x = (a, 0, 0, ... 0); lety= (b, bl, .~bn)
satisfy y >- x and y >- 0. Clearly this implies that b;»a and b ;» 0. Hence
for all a E E there is an element c (c=b+ 1) such that c>« and c>O. 0
Now we are going to prove the main theorem of this paper.
THEOREM 2.4. Suppose that the pair (E, -c) satisfies a), b), c), d) then
every autobijection of V, preserving cones of one of the types Pi, P2, Pa,
± Pi, ± P 2 , ± P a (vertex =F°included) is a product of a translation
and a. semilinear map.
REMARK. If conversely every autobijection of V, preserving these
cones is semilinear (apart from translations) then the pair (E, -c) is
directed, as one proves as follows:
If x is an element of one of the six sets under consideration, then the
first coordinate Xo lies in P-P. Let ao E E\(P-P) and a= (ao, 0, ... ,0).
Define an equivalence relation ,...., on V by x ,...., Y if and only if Xo - yo E
E P-P. Consider the map I: V -+ V defined by
I(x) =x for all x""'"' a
I(x) =x+p for all x r-« a
where P=(Po, 0, ... ,0) with Po>O (Notice that 1(0)=0). Obviously, 1 is
an autobijection of V, preserving the six cones under consideration and
hence semilinear.
So we derive 2a=/(2a)=/(a)+/(a)=2a+2p; i.e, p=O and that contra-
dicts our assumption. Also we find that E\(P-P)=0 and hence that E
is directed. 0
PROOF OF THEOREM 2.4. This (long) proof appeals to theorem 1.1 We
start the proof with a number of lemmas.
LEMMA 2.3. If a+A>O for all A>O, then a;;;.O.
369
PROOF. It suffices to assume that a#O. Choose A such that A-I> _a-l
(this is possible since K is directed). Then it follows that a-I>°and
hence that a> 0. 0
LEMMA. 2.4.
P I = n (y+P2).
VE-Pz
PROOF. Suppose that x E Pl. We shall prove that x E Y+P2 for all
Y E -P2 . Obviously xo;;;'O and Yo<O imply xo-yo>O. We have
..
L (xoYt-YoXt)2;;;.O, i.e. x~IIYsI12+ymlxsIl2;;;.2xoYo(xs, Ys).
i~l
Using xo;;;'O, Yo<O, x~;;;.llxsI12 and Y~>IIYsIl2 we find
2xoYo(xs, Ys) < x~IIYsI12+ ?lollxsl12< 2x~?lo
and therefore (xs, Ys);;;,xoYo. Also
Ilxs- Ysl12= IIxsl12- 2(xs, Ys) + IIYsl12< x~ - 2xoYo + Y~'
Together with Xo - yo> 0 this means that x E Y+P2•
Conversely, let
x E n (y+P2).
'UE- Pz
Starting from Yo<O and y5> IIYsl[2 imply xo-Yo>O and (xo-YO)2> IIxs-YsI12,
we are going to prove that xo;;;'O and x~;;;'lIxsI12. We find xo;;;.O from
lemma 2.3. Assume y~> IIYsl12 and hence (xo-YO)2> Ilxs-YsI12. In the last
inequality we may replace Ys by Ays (A>O) and so we find:
A2(y~ -IIYsI12) + 2A[(Xs, Ys) - xoYo] +x~ -llxsW > 0
or
A[A(Y5 -llysW)+ 2((xs, Ys) -xoYo)]+x~ -lIxsI12> 0
for all A> O. On the one hand we know that y~ -IIYsI12 > 0 and on the other
hand we find as above that (xs, Ys)-xo, yo;;;' 0. Recalling again lemma 2.3
we find that x~ -lIxsIl2;;;. 0 and so lemma 2.4 is proved. 0
As an immediate consequence of lemma 2.4 we find:
(tX) II !nva~iance of P2 implies invariance of PI (and hence
invanance of Pa).
It also follows that not only the relation -< but also the relation -< is
transitive on V (a >- band b >- c imply a >- band b >- c and hence
lemma 2.4 gives us that a >- c).
We denote the line through a and b by la,b' We call a+Ab an isotropic
line if Q(b)=O.
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DEFI:NITION. Let b e a ± Ps. We define the almost-line through a and
b as the subset of la.,b whose elements x have a first coordinate Xc satisfying
Xo ;;;. ao or Xo <; ao and xo;;;' bo or Xo < boo We call la.,b the support of the
almost-line.
LEMl\1A 2.5. If b E ± P a, then (± P a) () (b ± Pa) is the almost-line
through a and b.
PROOF. Let x E (± P a) () (b ± Pa), we may assume that bs> 0, Xo > 0
or xo< O. Furthermore we have b~=lIb,1I2, ~=lIx,1I2 and (xo-bo)2=lIx,-b,1I2
and hence (b" x,)=boXo. Appealing to the identity
..
IIx,I1211b,I12 - (b" X,)2 = l :2 (Xtbj - xjbl)2
i.i-l
we find (xtbj-xjbt)2=O for all i,j= 1, ... , n.
Therefore there is A. E K with x. = A.bt , i= 1, '" n. Again, using that
(b" x,)=boxo we find that xo=A.bo and hence x=A.b. This means that x
belongs to the line through 0 and b and hence x lies on the almost-line
through 0 and b. Conversely if bE ± P a and x belongs to the almost-line
through 0 and b then it is easy to see that x E (± P a) () (b ± Pal. 0
LEMMA 2.6. If I and m are almost-lines then II () ml ;;;. 2 if and only if
1 and m have the same support.
PROOF. Suppose a and b belong both to 1 and to m, i.e. a and b belong
to the supports of I and m, then these lines coincide.
Conversely let 1 and m be two almost-lines with the same support 1.
Since K is directed, there exists po E K with po;;;' ao, bo, Co, do. The points
on 1 with first coordinate po and po+1 are as required. 0
From lemma 2.6 it follows that every isotropic line is the union of almost-
lines. Furthermore we conclude:
((J) II !f f l~aves ± r, invariant, then it leaves the cone Q(x) = 0
invariant,
For invariance of ± P a implies invarianoe of almost-lines (lemma 2.6)
and hence invariance of isotropic lines. Therefore Q(x) = 0 is invariant.
LEMMA 2.7. Q has Witt-index 1.
PROOF. Assume that there are linearly independent a and b such that
Q(O'a +fJb)=O for all 0' and fJ. Since O'ao +fJbo=O would imply that
xa + fJb = 0, we have O'ao +Pbo'i= 0 for all 0' and fJ.
If in particular ao'i= 0 or bo'i= 0, then by choosing ex = b» and fJ = - ao we
contradict our assumption. Therefore a and b are linearly dependent. 0
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LEMMA 2.8. If a EPa, then Pl n (a-Pl) C lo,a.
PROOF. Let x EPl n (a-Pl). Suppose x EP2, then x EP2 and a-x EPl
imply (lemma 2.4) the contradiction a E P2. Therefore x EPa. Likewise
one proves that x E a - Pa and then x E le,« by lemma 2.5. 0
LEMMA 2.9. x EPa if and only if (i) x E Pl, (ii) for all a, b E Pl n (x-Pl)
with a and b =F 0 and =F x there is 0=F 0 with
PROOF. Suppose x E P a and a, b E P: n (x-Pl), then, according to
lemma 2.8 x, 0, a and b belong to the same isotropic line.
Moreover, ao>O and bo>O. Choose 0 on this line such that
aobo
00= ao+bo'
then 0 is as required.
Conversely, assume that there is O=FO with
c E P, n (x-Pl) n (a-Pl) n (b-Pl)
and that x ¢ Pa i.e. that x E P2• Let a= (11.,11., 0, ... , 0), b= (II., 0,11., 0, ... , 0).
Choose II. such that 1/11.> 0, 1/11.> l/xo and
2(XO-Xl)
1/11.> 2 II 112'Xo - x,
For this II. we have that a E X-Pl. Similarly it is possible to choose II.
such that bE X-Pl (as above with X2 in stead of Xl). According to our
assumption there is a vector 0 such that
OEPl n (a-Pl) and OEPl n (b-Pl).
Hence (lemma 2.8) 0 E le;« and 0 E 10.b and that would imply 0=0. Also
XEPa. 0
As a consequence of lemma 2.9, we find:
(,,) II If jleaves r, invariant, then it leaves r, invariant.
LEMMA 2.10. Suppose that a, b E ± Pl. Then we have aobo<O if and
only if (± Pl) C (a ± Pl) U (b ± Pl)'
PROOF. Assume that aobo<O. We may suppose that ao<O and bo>O.
Because the relation -< is an order, we find:
r, C (a+Pl) C (a ± Pl)
-Pl C (b-Pl) C (b ± Pl)
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Hence
To prove the converse we may suppose a E Pl and b EPl. Then we have
to prove that there is an x such that x E ± P l and x ¢ (a ± Pl) u (b ± Pl) .
If a-b ¢ ± Pl; then x=l(a-b) is as required.
If a - b E ± Pi, then without loss of generality we may suppose tha.t
bo>ao. Now choose x=a/2+(J.., A, 0, '" 0) where A>O,
o
We obtain
(15) II If I leaves ± P l invariant, then I or - I leave P1 invariant.
LEMMA 2.11. Supposea,bE ± P 2• Then we have aobo<O if and only if
± P 2 C (a ± P 2 ) u (b ± P 2 ) .
PROOF. This proof is similar to the proof of lemma 2.10. 0
Similarly we find
(e) II If I leaves ± P 2 invariant, then I or -I leave P 2 invariant.
Finally, collecting (e), (15), (~), (1'), lemma 2.7 and (f3) (in this order) we
may appeal to theorem 1.1 and the proof of Theorem 2.4 is complete. 0
As stated in Theorem 1.1, every autobijection I of V that transforms
cones onto cones is (apart from translations) a semi-similarity satisfying
Q(f(x» =cp.(Q(x» for some c~ 0 (p. being an automorphism of K). This
extends to
THEOREM 2.5. If I leaves one of the sets P1, P 2 , Ps, ± P l or ± P 2
invariant, then c>O and p. preserves the order of K.
REMARK. Notice that the set (± Ps) is omitted.
PROOF. First consider the case that P1 or P2 are left invariant. Let
~>O and a=(1+~/2, 1-~/2, 0, ... ,0). Clearly aEP1 and Q(a)=2~>0.
Hence I(a) EP1 and Q(/(a»=cp.(Q(a»>O. Choosing ~=t, we find that
ce-O and p.(~»O.
j-1 preserves the same relation, hence p.(~»0 also implies that ~>o.
In other words: p. preserves the order of K.
If I leaves ± P1 or ± P 2 invariant, then it leaves P1 or P 2 invariant
or changes them into -P1 and -P2 «15) and (e».
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In both cases we find that c>o and p, is order preserving. Finally, if f
leaves P a invariant, the proof is as follows. Let IX>°then
(I+lXj2, I-lXj2, 0, ... ,0) E (1,1,0, ... O)+Pa
and obviously (1, 1,0, ... 0) EPa.
The same is true for the images and so we find
f(I+lXj2, I-lXj2, 0, ... , 0) E f(0)+P1•
As above, we find that c>°and p, preserves the order of K. 0
3. REMARKS ABOUT THE TRANSITIVITY OF THE GROUP G OF CAUSAL
AUTOMORPHISMS ON SOME SUBSETS OF V
In this section we deal with total orders on the field K and therefore
we start by mentioning the following corollary of theorem 2.1.
COROLLARY 3.1. If the order of the field K is total, then the relation
-< is a partial order on V.
-(This is an immediate consequence of theorem 2.1. Obviously totally
ordered fields satisfy a), b), c), d).)
From classical relativity we borrow the following notions: future (x such
that Q(x»O and xo>O), past (Q(x»O and xo<O), light cone (Q(x)=O
and Xo ~ 0), and present (Q(x) < 0 and Xo ~ 0). In the case that the partial
order of the field K is not a total one, we also have sets of incomparable
elements. We call them agnostic sets. Apart from translational invariance,
they consist of elements such that Q(x) and °are incomparable (we write
Q(x)1I0) or x with xollO. G denotes the group of causal automorphisms i.e.
the group of all automorphisms leaving the set ± PI invariant.
THEOREM 3.1. If the group G is transitive on the complement of the
set ± PI (i.e, the set of causally incomparable elements) then the order
of K is total.
PROOF. According to theorem 2.5, vectors x with Q(x)<O transform
into f(x) with Q(f(x)) < 0. Suppose IXIIO, then no causal automorphism
could transform (1+IX, I-IX, 0, ... ,0) into (0, 1,0, ... ,0). Hence the order
of K is total. 0
REMARK. Theorem 3.1 means that in general G cannot mix the present
of a and the agnostic set of a.
THEOREM 3.2. The group G is transitive on agnostic sets if and only
if the order of K is total and if and only if every automorphism that leaves
the set Q(x»O or the set Q(x)<O invariant, belongs to G.
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PROOF. First suppose that G is transitive on the agnostic set. Let aiiO
andp=(I+a, I-a, 0, ... ,0), q=(a, a, 0, ... ,0). Clearly Q(p)IIO and qo=aIIO.
Therefore there is lEG such that I(p) =q and Q(q) =Cfl(Q(P))' Hence we
find that aiiO and flea) = 0, which is impossible. Therefore K is totally
ordered.
Conversely, if K is totally ordered, the agnostic set is empty and every
group is transitive on 0.
If K is totally ordered, we have as an immediate consequence of
theorem 2.4 that every automorphism that leaves ± P2 or the complement
of ± PI invariant, belongs to G.
Finally suppose the latter and prove that K is totally ordered in the
following way: for every b*°we consider the map I: V -+ V, defined by
where
Obviously I leaves Q(x) invariant, so lEG and a E PI implies I(a) E Pl.
Choose in particular a=(I, 0, ... 0) then ~=t(b+b-l) and °are com-
parable. After replacing bby)'b ().> 0). We findb +).-2b-1 > °orb +).-2b-1 < 0.
In the first case, for every <X>O, choose). such that ).> I and ).><X-Ib-l.
So we find that b+<X>O for all <X>o. Recalling lemma 2.3 of section 2.3
of section 2 we find that b ;» 0. In the second case we obtain similarly
that b<°and hence that K is totally ordered. Now the proof of the
theorem is complete. D
REMARKS. a) Theorem 3.2 e.g. means that in general G cannot mix
agnostic elements x with Q(x)IIO and agnostic elements y with yollO.
b) From the proof of Theorem 3.2 we may conclude that if every
automorphism that leaves the set Q(x) = °invariant belongs to G, then
K is totally ordered too.
THEOREM 3.3. If the group G is transitive on the set of elements x
with Q(x)\I0, then the order of K cannot be extended to an order such
that an element of G remains an element of G.
For the proof of this theorem we use the following lemma.
LEMMA 3.1. If the group G is transitive on the set {yIQ(y)IIO} then
i) x ~°if and only if fl(X)' X-I> 0 for all automorphisms fl of K.
ii) xiiO if and only if there is an automorphism fl such that fl(X)' X-I< 0.
PROOF OF LEMMA 3.1. Let x\lO,
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x x
b=(I- 2' 1+ 2,0, ... ,0).
Then, because of transivity of G we can find c> 0 and p, such that
Q(a)=cp(Q(b)). i.e, x=cp(-x), also x/(p(x)) <0. H x>O or x<O, then
evidently p(x)·:r1>O.
PROOF OF THEOREM 3.3. Let a::> 0 (i.e. a> 0 in the new sense) and aiIO.
Then p(a)/a<O for some p. So p is not an automorphism of (K,::».
Therefore we conclude that (ao, ... , an) 1- (P(ao), p(al), ... p(an)) is a
causal automorphism in the old sense but not in the new sense. 0
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