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Introduction
In stratified sampling the population of N units is first divided into L non-overlapping and exhaustive subpopulation called strata, of sizes 
where L h c h , . . . , 2 , 1 ;  denote the per unit cost of measurement in the h-th stratum and 0 c denotes the overhead cost. Other cost functions are also used for example Csenki (1997) Usually the allocations h n are worked out to minimize the variance   st y V for a fixed total cost C of the survey or to minimize the total cost of the survey for a fixed precision of the estimate. An allocation obtained as above is called an optimum allocation. Stuart (1954) , using Cauchy-Schwarz inequality, showed for the optimum allocation with a linear cost function of the form given in (1), we must have (Cochran, 1977) . The practical experience suggests that the linear cost function given in (1) may be used as a close approximation to the actual cost in most of the stratified sample surveys. It can also be noted that (1) is a special case of (2) with 1   . To collect the information from the units selected in the sample from a particular stratum the investigator has to travel from unit to unit. If the stratum consists of large geographical and difficult to travel area it may be costly to travel between the selected units. In this situation the linear cost function given in (1) will not be an adequate approximation to the actual cost incurred. The investigator will have to spend a significant amount on travel between the selected units. Beardwood et al. (1959) where h t is the travel cost per unit in the h-th stratum. This conjecture is based on the fact that the distance between k randomly scattered points is proportional to k .
Under the above situation the total cost of a stratified sample survey will be the sum of (i) the overhead cost, (ii) the measurement cost, and (iii) the travel cost. This gives the total cost C as:
which is quadratic in h n .
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The study presented in this paper shows that the problem of optimum allocation with quadratic cost cannot be solved using the classical Lagrange Multipliers Technique as solved in case of linear cost. The problem is formulated as a neat Nonlinear Programming Problem that can be handled by available optimization softwares. Furthermore, this study presents a multivariate version of this problem also that is of great practical importance because in actual practice usually in sample surveys a large number of characteristics are measured on each unit selected in the sample. When the travel cost is significant and varies from stratum to stratum, that is the cost function is as given in (4) the problem of finding the optimum allocation may be given as the following Nonlinear Programming Problem (NLPP):
, is the cost available to meet the travel and measurement expenses. For solving the NLPP (5) if Lagrange Multipliers Technique is used one has to take the cost constraint as an equation and to ignore the nonnegativity restrictions. The Lagrangian function is defined as
where  is the Lagrange Multiplier.
Differentiating (6) with respect to L h n h ., . . , 2 , 1 ;  and  partially and equating to zero, we get the following (L+1) equations as:
Equations (7) are implicit equations in h n , therefore, the exact solution of the system of equations (7) and (8) In sample surveys usually several characteristics are to be measured on each selected unit of the sample. Such surveys are called "Multivariate or Multiple Response Surveys". The problem of allocation for a multivariate stratified survey becomes complicated because an allocation that is optimal for one characteristic is usually far from optimal for other characteristics unless the characteristics are highly correlated. When the characteristics are highly correlated one may work out the characteristic-wise average of the individual optimum allocations for various strata and may use it for all characteristics. When the characteristics are uncorrelated there will be no obvious compromise.
In such situations the sampler may use an allocation based on some compromise criterion that is optimum for all characteristics in some sense. In sampling literature these allocations are called compromise allocations. Among the authors who gave new compromise criterion or explored further the already existing compromise criteria are Neyman (1934) , Peter and Bucher (undated) , Geary (1949) , Dalenius (1957) , Ghosh (1958) , Yates (1960) , Aoyama (1963) , Folk and Antle (1965) , Chatterjee (1967 Chatterjee ( , 1968 , Kokan and Khan (1967) , Ahsan (1975 Ahsan ( -76, 1978 , Ahsan and Khan (1977) , Schittkowski (1985 Schittkowski ( , 1986 , Bethel (1985 Bethel ( , 1989 , Chromy (1987) , Jahan et al. (1994 Jahan et al. ( , 2001 ), Jahan and Ahsan (1995) , Khan et al. (1997) , Bosch and Wildner (2003) , Singh (2003) , Khan et al. (2003 Khan et al. ( , 2008 , Khan et al. (2010) , Khowaja et al. (2011) .
With the advancement of Mathematical Programming Techniques, Multiobjective Programming emerged as a strong tool to deal with the simultaneous optimization of more than one objective functions. Authors like Kozak (2006) , Ulloa (2006, 2008) and some others discussed the problem of optimum allocation in multivariate stratified surveys as a multiobjective programming problem and suggested techniques to solve them.
Usually the travel cost within the strata to approach the selected units for measurement is ignored while constructing the cost function. There are practical situations where the travel cost is significant and thus cannot be ignored. In the present paper we assume that the characteristics are uncorrelated and the cost of traveling ( h t ) with in stratum to contact the selected units is significant. That is, the cost function is of the form as given in (4) that is quadratic in h n . The problem of allocation in multivariate stratified sample surveys with pindependent characteristics is formulated as a multiobjective NLPP. The ' p ' objectives are to minimize the individual variances of the estimates of the population means of p -characteristics simultaneously, subject to the cost constraint. The formulated multiobjective NLPP is solved by "Goal Programming Technique" using software package LINGO.
Formulation of the Problem
The Multiobjective Non-linear Programming Problem (MNLPP) discussed in the previous section may be expressed as: 
are introduced to obtain the estimates of the stratum variances and to avoid the problem of oversampling.
It is assumed that the true values of 2 jh S are known. In practice, if not known, some approximation of these parameters obtained in some recent or preliminary survey, may be substituted in their place.
The Goal Programming Approach
To solve the problem (9) using goal programming, we first solve the following p Non Linear Programming Problems (NLPPs) for all the 'p' characteristics separately
. ., . . as the optimal value of the objective function for j-th characteristics under this allocation. Obviously,
A reasonable criterion to workout a compromise allocation may be to "Minimize the sum of increases in the variances p j V j ., . . , 2 , 1 ;  due to the use of the compromise allocation". We may express the multiobjective NLPP (9) using (14) 
Some Other Compromise Allocations with Quadratic Cost
In this section three other compromise allocations are discussed for the sake of comparison with the proposed allocation.
The Proportional Allocation for Fixed Quadratic Cost
Because of its simplicity the proportional allocation is the most commonly used allocation in stratified sample surveys. In the proportional allocation the sample size from the h-th stratum is proportional to its stratum weights that is
where n is the total sample size. Thus (18) gives . .,
To work out the value of the total sample size n for fixed cost we proceed as follows. Substitution of the values of h n from (18) in the cost function (4) with
The RHS of (20) is quadratic in n . Putting 
The RHS of (22) give the total sample size n . Substitution of the value of n in (19) gives the proportional allocation. Cochran (1977) 
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Minimizing Weighted Sum of Variances with Quadratic Cost
To work out a compromise allocation Khan et al. (2003) used is the weights assigned to j V ".
The above compromise criterion was first used by Yates (1960) . Khan et al. (2003) 
The NLPP for finding the optimum compromise allocation according to Khan et al. (2003) compromise criterion may be given as 
A Numerical Illustration
In the table below the stratum sizes, stratum weights, stratum standard deviations, measurement costs, and the travel costs within stratum are given for four different characteristics under study in a population stratified in five strata. The data are mainly from Chatterjee (1968) . The values of strata sizes are added assuming the population size as 6000. The traveling cost h t is also assumed for the five strata by the authors. The total budget of the survey is assumed to be 1500 units with an overhead cost 300 0  c units. Thus 1200 300 1500
units are available for measurement and travel within strata for approaching the selected units for measurement.
The Proposed Compromise Allocation with Quadratic Cost
Using the values given in Table 1 and the compromise criterion conjectured in section 3, the Goal Programming Problem given in (17) may be expressed as: 
Proportional Allocation with Quadratic Cost
Using the values of h h t c , and h W as given in Table 1 
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