Semi-parametric frailty models are widely used to analyze clustered survival data. In this article, we propose the use of the hierarchical likelihood interval for individual frailties. We study the relationship between hierarchical likelihood, empirical Bayesian, and fully Bayesian intervals for frailties. We show that our proposed interval can be interpreted as a frequentist confidence interval and Bayesian credible interval under a uniform prior. We also propose an adjustment of the proposed interval to avoid null intervals. Simulation studies show that the proposed interval preserves the nominal confidence level. The procedure is illustrated using data from a multicenter lung cancer clinical trial.
Introduction
Frailty models (FMs), or proportional hazards models with random effects, are widely used to analyze clustered survival data. 1 It is important to investigate the potential heterogeneity in survival among clusters in order to understand and interpret the variability in the data. 2 Multivariate semi-parametric FMs offer a flexible framework for modeling this heterogeneity. Such heterogeneity can be accounted for by random cluster effects on the baseline hazard. Furthermore, the effects of a treatment can vary substantially across participating centers in a multicenter clinical trial, 3 suggesting the inclusion of random treatment effects.
In addition to the estimation of random effects, a measure of uncertainty for these point estimates is useful and necessary. In this article, we focus on the interval estimation of the individual random effects, not the parameters of the distribution of random effects. In multicenter clinical trials with a standardized protocol or meta-analysis with different protocols for each trial, the treatment effect or the baseline risk may be changed over centers. 4 For investigating and explaining the sources of such heterogeneities, the interval estimation for individual random effects of the centers has been used. 2, 3, 5 A standard method in use is empirical Bayes (EB) confidence interval (CI), based on the conditional posterior distribution of random effects given the observed data and the estimated parameter values. 2 However, EB interval estimators have been criticized for not maintaining the nominal level. 6 Gray, 3 Legrand et al. 4 and Komarek et al. 5 developed fully Bayesian methods. Lee and Ha 7 proposed hierarchical likelihood (HL) methods to estimate random effects and their CIs for hierarchical generalized linear models 8, 9 (HGLMs) . Recently, HL inferences of random effects are of special interest. 10, 11 In this article, we extend these methods to semi-parametric FMs.
One particular difficulty is that in random-effect models such as FMs, likelihood methods may lead to zero estimates for strictly positive variance components. 12 In turn, this leads to null CIs in the EB and HL approaches, clearly underestimating the variability of the random effects. These intervals will have a coverage probability below the nominal level, especially for small dispersion parameters or for small sample sizes. In the context of Fay-Herriot's 13 small-area linear mixed models, Morris 14 addressed this problem and proposed an adjustment to the restricted maximum likelihood (REML) estimation. Li and Lahiri 15 advocated the use of this approach for CIs of random effects. Here, we extend the adjustment proposed by Morris 14 to general random-effect models, including HGLMs and FMs. Li and Lahiri 15 used the bootstrap method 16 ; however, here we show that for FMs, the likelihood method is sufficient and bootstrapping is not required. The proposed HL interval can be interpreted as a frequentist CI and fully Bayesian credible interval under a uniform prior. 10 Through numerical studies, we show that the proposed interval improves the EB interval by maintaining the stated nominal level.
The remainder of this article is organized as follows. In section 2, we discuss three interval estimators based on HL, EB, and fully Bayesian approaches. In section 3, we review FMs. In section 4, we study how these intervals can be extended to frailty models, and investigate the relationships among them. In addition, we propose an adjustment to avoid null intervals for FMs. Simulation studies are presented in section 5. In section 6, using a multicenter lung cancer trial 2,3 conducted by the Eastern Cooperative Oncology Group (ECOG), we conduct a case study and also illustrate how to avoid the null interval of random effects. Finally, the discussion is presented in section 7.
Interval estimators for random effects
In this section, we review the HL interval and study its relationship with EB and fully Bayesian credible intervals. 
HL confidence intervals
In this article, we omit the star in v* unless it is necessary to highlight the fact that v* is a fixed unknown.
The maximization of the HL (1) yields the EB-mode estimator for v, without computing f (vW y o ) in (2) . Given , letvðÞ be a random-effect estimator solving @h/@v ¼ 0. In HGLMs, (v, ) and dispersion parameters are asymptotically orthogonal; 8 therefore, in estimating (v, ), we need not consider the information loss caused by estimating the dispersion parameters. The negative Hessian matrix of and v based on h is given by
For linear mixed models, Henderson 17 showed that the lower right-hand corner of H(h; , v) À1 gives an estimate of the unconditional mean squared error (UMSE):
wherevðÞ vðÞj ¼ and is either the maximum likelihood (ML) or REML estimator of . The second term in the above equation is the inflation caused in the UMSE because of the estimation of by. Lee and Nelder 8, 9 showed that this holds generally in HGLMs. The UMSE above could be used to construct HL CIs for v (¼v*) using an asymptotic normal approximation. For example, let A be the lower right-hand corner of Hðh;,vÞ À1 corresponding to v, with the kth diagonal element a kk . Then, a (1 À ) HL interval for v k isv k AE z =2 Á ffiffiffiffiffiffi ffi a kk p , where z /2 is the normal quantile with probability /2 in the right tail. Lee and Nelder 10 argue that this HL interval can be interpreted as a frequentist CI for v*. Asymptotically, the HL interval will include the true realized value v k ¼ v Ã k , in the long run, in (1 À ) proportion of cases. Booth and Hobert 18 showed that in generalized linear mixed models (GLMMs), H(h; , v) À1 in (3) also gives an estimate of the conditional MSE (CMSE), defined by CMSE E ½fvðÞÀ vgfvðÞ À vg T j y o . UMSE is an integral of CMSE over the distribution of the data. Thus, the UMSE estimates the MSE of prediction over all possible data sets to be realized, while CMSE pertains to the observed data at hand. That is, in the CMSE, the probability statement of the interval is based on the conditional distribution of fvðÞ À vgj y 0 , whereas, in UMSE, it depends upon the repeated sampling of y. Thus, the HL interval can be interpreted either as CI based on UMSE or as Bayesian credible interval based upon CMSE.
EB intervals
In the Bayesian framework, fixed parameters are treated as random variables with a prior distribution p(). The Bayesian statistical model is
The ML estimator for fixed unknown parameter can be interpreted as the maximum posterior estimator under a uniform prior p() ¼ 1. Similarly, the HL, i.e. h ¼ log B can be interpreted as the Bayesian posterior under the uniform prior.
The EB interval for v is based on the (conditional) posterior distribution fðvj y o Þ ¼ f ðvj y o ,Þ, where is the ML estimator. 19 The asymptotic variance of v given y 0 can be estimated by fÀd 2 log fðvj y o Þ=dv 2 g À1 . This can also be obtained via h in (2) without computing f (vW y o ) because dlog f (vW y o )/dv ¼ dh/dv and {Àd 2 log f (vW y o )/dv 2 } À1 ¼ (Àd 2 h/dv 2 ) À1 . An uni-dimensional EB interval can be derived as follows: for v k , a scalar component of v, the EB (1 À )-level interval corresponds to the (1 À ) credible region of fðv k j y o Þ ¼ f ðv k j y o ,Þ. A normal approximation of the typê v k AE z =2 Á k is often used, where 2 k ¼ varðv k j y o , Þj ¼ and z /2 is the /2 normal quantile. Note that, since UMSE ¼ E(CMSEW y o ), UMSE in (4) can be expressed as
where var ðvj y o Þ ¼ E ½fvðÞ À vgfvðÞ À vg T j y o and CðÞ ¼ E ½fvðÞ ÀvðÞgfvðÞ ÀvðÞg T . However, the downside of the EB interval is that it ignores the uncertainty in. That is, the EB variance estimator, the inverse of the negative Hessian matrix from log f (vW y o ), gives an estimator for the first term E{var (vW y o )} in (5) . Thus, it could lead to a severe underestimation if the second term C() is large. This implies that the EB method is not satisfactory because it does not reflect the uncertainty caused by estimating . Bjørnstad 20 also showed that the EB intervals underestimate the uncertainty in v, occasionally quite severely, see also the discussion in section 3.5 of Carlin and Louis. 6 To contrast the EB and HL estimators, note that the HL estimator takes into account the covariance between andv À v, corresponding to the off-diagonal term in the Hessian H in (3), whereas this term is ignored in the EB. This covariance term carries information about the uncertainty in estimating and its effect onv À v. 7,10
Bayesian credible intervals
The Bayesian credible interval for v is based on the marginal posterior
Carlin and Gelfand 21 noted that the EB variance estimate only approximates the first term in equation above, and ignores the second term. Laird and Louis 22 and Carlin and Gelfand 21 proposed the use of a bootstrap method to estimate the second term. In general, Kass and Steffey 23 used a Laplace approximation to show that under the improper prior p() ¼ 1, the estimator for var (vW y o ) can be obtained from H(h;, v) À1 ¼ {À@h 2 /@(, v) 2 } À1 . This implies that the marginal posterior distribution of vW y o is approximately multivariate normal with meanvfð y o Þg and the variance obtained from H(h;, v) À1 ; the resulting HL interval can be viewed as an approximate fully Bayesian credible interval under p() ¼ 1.
In summary, credible intervals and CIs for the random effects are defined via different considerations. Empirical and credible intervals are based on the observed data y 0 , whereas the CI from UMSE is based on the statistical model of y. The HL interval allows both interpretations.
Formulation for FMs
Suppose that the data consist of censored time-to-event observations collected from q clusters. Let T ij be the survival time for the jth observation in the ith cluster, i ¼ 1, . . . , q, j ¼ 1, . . . , n i , n ¼ P i n i . Denote by v i an s-dimensional vector of unobserved log-frailties (random effects) associated with the ith cluster. Given v i , the conditional hazard function of T ij is of the form
. . , z ijs ) T are p Â 1 and s Â 1 covariate vectors corresponding to fixed effects ¼ ( 1 , . . . , p ) T and log-frailties v i , respectively. We assume that the log-frailties v i are independent and follow a multivariate normal distribution, v i $ N s (0, AE). Here, the covariance matrix AE ¼ AE() depends on a vector of unknown parameters . The normal distribution has been used for modeling multicomponent 24 and correlated frailties. 25 Model (6) includes some well-known models as particular cases. In a multicenter medical study, let v i0 be a random intercept or random center effect that modifies the baseline risk for center i, and let v i1 be associated with the treatment effect, i.e. a random treatment effect or random treatment-bycenter interaction. In (6), if we consider z ij ¼ 1 and v i ¼ v i0 for all i, j, this is the random center or shared FM 1 with
where v i0 $ Nð0, 2 0 Þ for all i. Model (7) can be extended as follows. Let 1 be the main treatment effect associated with the treatment indicator x ij1 and let m (m ¼ 2, . . . , p) be the fixed effects corresponding to the covariates x ijm . By taking
where
In this model, by taking x ij0 ¼ 1 for all i, j and 0 ¼ 0, we obtain the random coefficient model 3 
To maintain the invariance of model to parameterization of the treatment effect, we allow a general covariance matrix 9, 25 in (8) and (9):
where ¼ 01 /( 0 1 ) is the correlation between v i0 and v i1 within a cluster.
Interval estimators for random effects in FMs
We now show how the HL CIs for random effects can be extended to FMs. A particular problem occurs when one or more frailty variance parameters are estimated to be zero, leading to null HL intervals. We propose a general modification to deal with this issue.
HL for FMs
For observations j of cluster i, let T ij and C ij be the event and censoring times, respectively, and response variable y ij ¼ min{T ij , C ij } with event indicator ij ¼ I(T ij C ij ). Ha et al. 26 made the following two assumptions:
. . , n i } are conditionally independent and both T ij and C ij are also conditionally independent for j ¼ 1, . . . , n i .
In the semi-parametric FM (6), the functional form of 0 (t) is unknown. The non-parametric estimator 27 of the baseline cumulative hazard function Ã 0 ðtÞ ¼ R t 0 0 ðkÞdk is a step function with jumps at the observed event times. Restricting ourselves to hazard functions of the above form, we have Ã 0 ðtÞ ¼ P k:y ðkÞ t 0k , where y (1) < . . . < y (r) are the ordered distinct event times and 0k ¼ 0 (y (k) ). Let y* be the vector of response variables
Under assumptions 1 and 2, the HL for the semiparametric FM (6) is given by
is the logarithm of the density function for v i with parameters ,
is the number of events at y (k) , and 0 , v) and are asymptotically orthogonal as in HGLMs, 28 we only need to consider the Hessian matrix of v and 7 , it can be shown that the Hðh;^ ,vÞ À1 gives the firstorder approximation to the UMSE in (12) , leading to a standard error (SE) forv À v and an HL CI for v.
In semi-parametric FMs (6) , the number of 0k in increases with sample size n. Thus, Hðh;^ ,vÞ À1 requires inversion of a high-dimensional (p þ q þ r) matrix. Following Ha et al., 26 we propose the use of the profiled HL, h*, that eliminates 0 :
are solutions of the estimating equations @h/@ 0k ¼ 0 for k ¼ 1, . . . ,r. Note that h* is proportional to the penalized partial likelihood of Ripatti and Palmgren. 29 Again, the covariance estimates forv À v are obtained from the lower right-hand corner of H(h*; ,v) À1 , given by
where X and Z, respectively, denote the model matrices for and v, U ¼ À@ 2 ' 2 /@v 2 ¼ BD(AE À1 , . . . , AE À1 ) is a q* Â q* block diagonal matrix with q* ¼ q Â s, and the weight matrix W* ¼ W*(, v) is given in Appendix 2 of Ha and Lee. 30 With the use of h*, we need to invert the (p þ q) matrix H(h*;
, v), leading to an efficient computation of the CI for v. As in the previous section, the individual (1 À )-level HL and EB CIs for the uni-dimensional components v k of v are of the formv
wherev maximizes the profile HL h* in (13) . Let A* be the lower right-hand corner matrix of dimension s from Hðh Ã ;,vÞ À1 , corresponding to À@ 2 h*/@v@v > . Then, for HL CIs, SEðv k À v k Þ is ffiffiffiffiffiffi ffi a Ã kk p , where a Ã kk is the kth diagonal element of A* corresponding to v k . Note that var ðvj y Ã o Þ ¼ ðÀ@ 2 h=@v@v > Þ À1 asymptotically as N ¼ min 1 i q n i ! 1. 18, 31 For EB CIs, SEðv k À v k Þ is simply ffiffiffiffiffiffi ffi h kk p . 31 Here h kk is the kth diagonal element of the matrix ðÀ@ 2 h=@v@v > Þ À1 j ¼^ , v¼v which ignores the uncertainty caused by estimating ¼ ð T , T 0 Þ T . Therefore, SEðv k À v k Þ using HL is always greater than that using EB method, so that HL interval is larger than the EB interval. In other words, as compared to the EB interval, the HL CI takes into account the correlation betweenv À v and reflected in the off-diagonal block of the Hessian matrix H(h*; , v). For the FM (6), Vaida and Xu 2 used the EB interval based on the conditional distribution fðvj y Ã o Þ, wherê ¼ ð T , T 0 , T Þ T are the ML estimators. As in the case of GLMM, this HL interval enjoys a CI interpretation, based on the UMSE, and is also an approximate Bayesian credible interval under the uniform prior.
Lee and Nelder 10 , Lee and Ha 7 , Ha et al. 31 and Lee et al. 32 have used the HL intervals in (15) for various random-effect models. However, it gives null intervals when variance-component estimates are zero. This can lead to liberal intervals when variance components or sample sizes are small. In this article, we propose a general modification in order to overcome this shortcoming.
Non-negative variance-component estimation
As discussed above, for the FM (6), the maximum HL estimators of ¼ ( T , v T ) T are obtained by solving, for given , the equation
The estimation of can be carried out by extending Lee et al.'s 9 restricted likelihood:
T and, as before, H(h*; ) ¼ À@ 2 h*/@@ > . The REML estimators for are obtained by maximizing p (h*). The restricted likelihood p (h*) is the first-order Laplace approximation to a modified marginal likelihood, which becomes exact as N ¼ min 1 i q n i ! 1. We found that the increase of N rather than q reduces bias more effectively: 28 see Lee et al. 9 and Ha et al. 33 for further justification of asymptotic properties.
This REML method based on (17) can give zero estimates for variance components 2 s 4 0 (s ¼ 0, 1, 2, . . . , c). 15 This leads to the null CI for v in (15) . This issue was recognized by Morris 14 in the context of linear mixed models. To extend the Morris method 14 , we propose the use of the adjusted likelihood p adj , defined as
Note that the last term in (18) is asymptotically negligible (i.e. asymptotic property of the maximum p adj estimator is asymptotically the same as that of the maximum p (h*) estimator). Furthermore, expð p adj Þ ¼ expfp ðh Ã ÞgdetðAEÞ ! 0 and exp(p adj ) ¼ 0 only if det(AE) ¼ 0: see also Appendix of Li and Lahiri. 15 Thus, by adding the last term we can effectively avoid zero estimates in dispersion parameters. Morris 14 proposed this adjustment to avoid the zero REML estimators in linear mixed models. Morris and Christiansen 34 proposed a similar formula to (18) for one random-component Weibull FM. The adjusted likelihood p adj is always defined, even when the original restricted likelihood based upon the marginal likelihood is hardly available. As shown in the subsequent sections, this correction generally works well. For CIs to maintain the stated level, we should use non-negative variance-component estimators. However, in practice if we obtain a zero estimate for a certain variance component we often use the model without the corresponding random effects. This corresponds to the use of null interval. In this case, as we shall see it is impossible to maintain the stated level of the CIs. For such cases Benjamini and Yekutieli 35 proposed to consider false coverage rate, which is proportion of non-covering CIs among all non-null CIs. Further research studies are of interest to know how to form CIs controlling false coverage rate.
Simulation study
We conducted a numerical study, based upon 500 replications of simulated data, in order to compare the operating characteristics of the EB and HL intervals. Following the setup of the Vaida and Xu 2 data analysis of a multicenter lung cancer clinical trial, we consider the following two FMs, described in (7) and (9):
In simulation studies allowing a covariance AE in (10), we assume 0 (t) ¼ 1, 1 ¼ À0.5, 2 ¼ 0.5, 2 0 ¼ 2 1 ¼ 0:2 for smaller variances and 2 0 ¼ 2 1 ¼ 1:0 for larger variances and ¼ À 0.5 in M2. Even though unreported, we found similar results for ¼ 0.5. The binary covariates x ij1 and x ij2 are each generated from a Bernoulli distribution with success probability 0.5. In the case study described in section 6, there are 31 institutions (q ¼ 31) and the average number of patients per institution (i.e. average n i ) is 18.7. Thus, we consider the following sample sizes: n ¼ P q i¼ n i with n ¼ 150, 300, 600, and 1200, and (q, n i ) ¼ (30, 5), (60, 5), (30, 20) , and (60, 20). The censoring times were generated Table 1 . Simulation results for percentages of zero HL estimates of variance components ð 2 0 , 2 1 Þ over 500 replications under random center (M1) and correlated (M2) frailty models. from an exponential distribution with empirically determined parameter values to approximately achieve two right-censoring rates, low (around 15%) and high (around 50%). All of the computations were done using SAS/IML. The standard HL estimates for fixed parameters and ¼ ð 2 0 , 2 1 , 01 Þ T in M1 and M2 using (16) and (17) work well (not shown) as in the simulation results by Ha et al. 31 However, the variance components ð 2 0 , 2 1 Þ are sometimes estimated to be zero, leading to null intervals. Table 1 shows the percentages of zero estimates of ð 2 0 , 2 1 Þ. They increase with censoring rate, which confirms the simulation results of Vu and Knuiman. 12 When 2 0 ¼ 0:2 in M1, the percentage of zero estimates of 2 0 is 4.4% under 15% censoring with small samples (n ¼ 150), but it is as high as 13.4% under 50% censoring. The trends of results in M2 are similar to those evident in M1.
HL(S) and EB(S) denote the HL and EB methods using standard REML estimators for variance components using (17) , whereas HL(A) and EB(A) denote those using adjusted REML estimators based on (18) . In each simulation we generate v ¼ v* firstly using f (v). Then, we generate y Ã o using . Based on y Ã o , we form the EB and HL intervals for v*. Then, we compute coverage probabilities of CIs for individual v Ã i for i ¼ 1, . . . , q based upon the 500 replications. Using q coverage probabilities we form boxplots. Figure 1 shows the boxplots of coverage probabilities of the nominal 95% intervals for individual random effects (v i0 's) in M1 under 15% censoring. For a small variance ( 2 0 ¼ 0:2) and small sample (n i ¼ 5), both HL(S) and EB(S) intervals are liberal because they often give null intervals. Figure 1 shows that the adjustments HL(A) and EB(A) adequately correct this issue. For a large variance 2 0 ¼ 1:0, however, the EB(A) does not maintain the nominal level, even when n i is large. In contrast, the HL(A) intervals maintain the nominal 95% level in all cases studied, indicating that it is necessary to correct for the uncertainty in the estimation of . The coverage probabilities (see Figure 2 ) of intervals for all v i0 in M2 are consistent with simulation for M1. Although not shown here, for M2, the results for v i1 's are similar to those for v i0 's.
In Table 2 , we summarizes the means for coverage probabilities of the nominal 95% intervals of individual random effects v i0 in M1 and M2, with 500 replications. Overall, the HL(A) intervals boxplots for v i0 's under 2 0 ¼ 2 1 ¼ 0:2 with ¼ À0.5 ((a), (b), (c),(d)) and 2 0 ¼ 2 1 ¼ 1 with ¼ À0.5 ((e), (f), (g), (h)). (30, 5) , (60, 5), (30, 20) , and (60, 20) in x-label indicate the sample size (q, n i ), respectively, corresponding to the total sample size n ¼ 150, 300, 600, and 1200. q is the number of clusters and n i is the cluster size. EB: empirical Bayes; HL: hierarchical likelihood.
work well as judging from that the mean coverage probabilities are close to the nominal 95% level. Even though there are slight biases in 50% censoring, the trends of results are similar to those evident in 15% censoring; in particular, the results become better as N ¼ min 1 i q n i increases. Furthermore, we also conducted the simulations under an extreme case that the cluster size n i 2.
Here we considered the three sample sizes, (q, n i ) ¼ (50, 2), (100, 2), and (200, 2). For such case Table 2 shows that the proposed HL(A) intervals are improved as q increases.
In summary, we recommend the use of HL(A) for CIs of realized values v* of random effects. For a correlated model (M2) with a simulated data set, SAS/IML program of the standard Table 2 . Simulation results for means of coverage probabilities of the nominal 95% EB and HL intervals of individual random effects (v i0 's) in random center (M1) and correlated (M2) FMs, with 500 replications.
M1
15% censoring 50% censoring HL procedure using (16) and (17) is available from the web site (http://stat.snu.ac.kr//hglmlab) in Ha et al. 31 and that of the adjusted HL procedure using (16) and (18) is also available from the same site.
6 Case study: a multicenter lung cancer clinical trial
We examine the data from the EST 1582 multicenter lung cancer trial. 36 This trial enrolled 579 patients from 31 distinct institutions (centers). The number of patients per institution varied from 1 to 56, with a mean of 18.7 and median of 17. The subjects were randomized to one of two treatment arms, standard chemotherapy (CAV) or an alternating regimen (CAV-HEM). The primary endpoint was the time (in years) from randomization to death. The study had a high mortality rate: of the 579 patients, 569 died (censoring rate ¼ 1.7%) with a median survival time of 0.86 years and maximum follow-up of 8.45 years. The five dichotomous covariates considered are: treatment (x ij1 is 0 for CAV and 1 for CAV-HEM), presence (1) or absence(0) of bone metastases (x ij2 ), presence (1) or absence(0) of liver metastases (x ij3 ), whether the subject was ambulatory (x ij4 ¼ 1) or confined to bed or chair (x ij4 ¼ 0), and whether there was weight loss prior to entry (x ij5 ). These data were previously analyzed using a fully Bayesian approach via Gibbs sampling by Gray 3 and by marginal likelihood via Monte Carlo EM by Vaida and Xu. 2 Vaida and Xu 2 used EB interval estimation for random effects. Gray 3 used a restricted data set (570 patients from 26 institutions) with cluster size n i ! 5 and a single covariate x ij1 . Such a restriction is often applied with fixed effects because random-effect estimates for centers with fewer patients are imprecise. But with random-effect model, the uncertainty is automatically accounted for. Thus, our approach can include all centers, indeed even those with only a single patient. However, all authors above assumed ¼ 0 for two random effects.
Let v i0 and v i1 be random center effects and random treatment effects, and let v i2 be random effects for presence of bone metastases. Following Vaida and Xu, 2 we consider the following four models, which include Cox model without random effects and three FMs:
In two random-component models (FM2 and FM3) we always assume correlation. The HL results are listed in Table 3 . The HL estimates are similar to the marginal likelihood estimates by Vaida and Xu. 2 Ha et al. 24 and Plummer 37 pointed out that the use of the Akaike information criterion (AIC) for model selection can be problematic when there are random effects. To avoid such problem in model comparison with the common fixed effects as above, Ha et al. 24 proposed the use of the AIC (hAIC), based on the restricted likelihood (17) :
where the restricted likelihood p (h*) is a function only of and d is the number of frailty parameters in . With the hAIC, FM3 is chosen. Under FM3, 2 2 ¼var(v i2 ) is much larger than 2 1 ¼var(v i1 ), which is also confirmed in Figure 3 .
We firstly compare the behavior of different EB and HL intervals for random effects (v 1 , v 2 ) under a final model FM3. The random-effect estimates and their 95% intervals for each institution are plotted in Figure 3 . The estimates of 2 1 and 2 2 in Table 3 give somewhat small values (i.e. 2 1 ¼ 0:053 and 2 2 ¼ 0:135). Thus, from Figure 3 we find that the EB and HL intervals overall show similar trends for v 1 (or v 2 ). That is, the standard EB(S) and HL(S) intervals are similar and the adjusted EB(A) and HL(A) intervals are also. However, the standard intervals are smaller than the adjusted intervals. These observations confirm the simulation results under smaller variances in Figure 2 and Table 2 . Figure 3 shows substantial institutional variation among the bone effects (v 2 ), as compared to the treatment effects (v 1 ); Figure 3 (f) and (h) indicates the EB(A) and HL(A) intervals for the two institutions (22, 29) do not include zero. Table 3 shows that in FM1 and FM2, the HL estimates for the variance, 2 0 ¼ varðv i0 Þ, of the random center effect are very close to zero. Here we present only the HL intervals because they were similar to the corresponding EB intervals as shown in Figure 3 . Now we investigate the behavior of the proposed adjustment method HL(A) as compared to the standard HL(S) in the case of zero frailty variance. For this we consider the correlated model (FM2), a general model of FM1. The HL random effects and their 95% intervals for each institution under FM2 are plotted in Figure 4 . For the random center effects, the HL(S) and HL(A) intervals are shown in Figure 4 Figure 4(d) , as compared to the HL(S) plot in Figure 4 (c), shows that there are more substantial variations in the treatment effect over institutions. 2, 3 For example, six institutions (13, 16, 18, 19, 28, 29) noticeably stand out. Gray 3 noted that exp (v i1 ) ¼ exp( 1 þ v i1 )/exp( 1 ) is the frailty model with one random-center effect; FM2: correlated frailty model with random center and random treatment-by-center interaction (Center-Trt); FM3: correlated frailty model with random treatment-by-center (Center-Trt) and random bone-by-center interaction (Center-Bone); Trt: treatment; PS: ambulatory performance status; WL: weight loss; p (h * ): the restricted likelihood given in (17) ; hAIC: AIC differences in (19) where the smallest AIC is adjusted to be zero.
ratio of treatment hazard rate in the ith institution to overall treatment hazard rate, so that a decreasing value of v i1 corresponds to an increase of treatment effect. 25 
Discussion
Several methods for generating CIs have been proposed for mixed effects models. 15 In FMs, HL leads to CIs for random effects, improving upon the EB intervals by appropriately accounting for the variability in the estimation of the fixed effects. Numerical studies show that this improvement is substantial in terms of obtaining close to nominal coverage for these intervals, whereas the EB intervals suffer from under-coverage, especially for large variance components. However, these intervals can be null due to zero estimation of the variance components, especially for small sample sizes and/or small variance components. A correction proposed by Morris 14 can be extended to avoid null intervals. These methods are straightforward to implement, and integrate seamlessly with the estimation of the general FM using HL. In the literature, the word prediction is often used in reference to random effects to distinguish this from the estimation of the fixed effects. However, in this article, following Lee et al., 9 we use the term estimation, and we view the random effects as already realized unknowns. Accordingly, for simplicity, we use the term Confident Interval for the interval that summarizes the uncertainty of estimation of random effects.
