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a b s t r a c t
In the study of regularity criteria for the weak solutions of the 3D Navier–Stokes equations,
an improved regularity criterion is obtained.More precisely, it is proved that if the pressure
satisfies the critical growth condition
π(x, t) ∈ L 22+r (0, T ; B˙r∞,∞(R3)) for − 1 ≤ r ≤ 1,
then the weak solution u(x, t) is regular on (0, T ]. The finding is mainly based on the
innovative function decomposition methods together with Besov space techniques.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction and main results
In this paper, we address the regularity criterion of the Cauchy problem to the Navier–Stokes equations in R3 × (0, T )
with unit viscosity
∂tu+ (u · ∇)u+∇π = 1u,
∇ · u = 0 (1.1)
associated with the initial condition
u(x, 0) = u0(x). (1.2)
Here u(x, t) and π(x, t) present the unknown velocity vector field and the unknown pressure scalar field. u0(x) is a given
initial velocity.
In the pioneer work [1], Leray constructed a global weak solution
u ∈ L∞(0, T ; L2(R3)) ∩ L2(0, T ;H1(R3))
with u0 ∈ L2(R3). However, the global regularity for weak solutions of the three-dimensional Navier–Stokes equations is
still a big open problem although huge contributions have beenmade in an effort to understand the regularity problem [2,3].
On one hand, Scheffer [4] introduced a different kind of weak solution known as the suitable weak solution and estimated
the fractional dimension of all possible singularity points of the suitable weak solution. A critical upper bound fractional
dimension estimate was further obtained by Caffarelli et al. [5] and Lin [6].
On the other hand, the regularity of weak solutions can been derivedwhen certain growth conditions are satisfied. This is
known as a regularity criterion problem for theweak solutions to the 3DNavier–Stokes equations, whichwas first discussed
by Serrin [7]. A weak solution u is regular on (0, T ] if the velocity field u satisfies
u ∈ Lp(0, T ; Lq(R3)), for 2
p
+ 3
q
= 1, 3 < q ≤ ∞. (1.3)
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Now lots of other growth conditions on velocity have been examined to ensure the regularity of the weak solutions of the
Navier–Stokes equations [8–13].
The condition described above is scaling invariant. That is, if a pair(u, p) solves (1.1) then so does {uλ, pλ}λ>0 defined by
uλ(x, t) = λu(λx, λ2t), πλ(x, t) = λ2π(λx, λ2t),
especially, the scaling invariance for the pressure requires that
∥πλ∥Lp(0,T ;Lq(R3)) = ∥π∥Lp(0,λ2T ;Lq(R3)), for
2
p
+ 3
q
= 2, 3
2
< q ≤ ∞. (1.4)
Formally taking div and ∇div of (1.1) respectively, and then solving the resulting equation for the pressure π , the well-
known pressure–velocity relation of the Navier–Stokes equations can be derived as
π = (−∆)−1
3
i,j=1
∂2
∂xi∂xj
(uiuj) and ∇π = (−∆)−1
3
i,j=1
∂2
∂xi∂xj
(∇(uiuj)). (1.5)
And then the Calderon–Zygmund inequality implies
∥π∥Lq ≤ c∥u∥2L2q and ∥∇π∥Lq ≤ c∥u · ∇u∥Lq , 1 < q <∞. (1.6)
Due to the velocity growth condition (1.3) and the estimates (1.4) and (1.6), it is reasonable to expect the regularity of the
weak solutions by imposing some suitable growth conditions on the pressure. Some interesting results have been treated
by Chae and Lee [14], Berselli and Galdi [15] and Zhou [16] with the pressure conditions
π ∈ Lp(0, T ; Lq(R3)), for 2
p
+ 3
q
= 2, 3
2
< q ≤ ∞ (1.7)
or
∇π ∈ Lp(0, T ; Lq(R3)), for 2
p
+ 3
q
= 3, 1 < q ≤ ∞. (1.8)
Since the margin case q = ∞ appears to be more challenging, Fan et al. [17] (see also [18,19]) have recently refined the
above results in critical Lebesgue spaces to the homogeneous Besov spaces in the following sense
π ∈ L1(0, T ; B˙0∞,∞(R3)). (1.9)
This result is further extended by Fan and Ozawa [20] with (1.9) replaced by the pressure gradient growth condition:
∇π ∈ L 23 (0, T ; BMO) (1.10)
where BMO is the space of the bounded mean oscillations. One may also refer to Seregin and Sverak [21] for the explicit
description on the lower bounds of the pressure.
The aim of the present paper is to improve and extend the above pressure regularity criteria of the 3D Naiver–Stokes
equations in the homogeneous Besov spaces, more precisely, we will prove the following results.
Theorem 1.1. Suppose T > 0, u0 ∈ L2(R3) ∩ L4(R3) and∇ · u0 = 0 in the sense of distributions. Assume that u(x, t) is a weak
solution of (1.1)–(1.2) in (0, T ). If the pressure π(x, t) satisfies
π(x, t) ∈ L 22+r (0, T ; B˙r∞,∞(R3)) for − 1 ≤ r ≤ 1. (1.11)
Then u is regular on (0, T ].
Remark 1.1. Theorem 1.1 obviously extends the previous results (1.7)–(1.10) and it is not difficult to verify the space-time
space (1.11) is scaling invariant and therefore it is critical. Thanks to L∞(R3) ↩→ BMO(R3) ↩→ B˙0∞,∞(R3), the space-time
space (1.11) is the most weakest growth condition among the pressure criteria of Navier–Stokes equations. The proof of
Theorem 1.1 is mainly based on the innovative function decomposition methods (see Lemma 2.1).
The principle focus of the present paper is on pressure estimates based on the innovative function decomposition. In
Section 2, we will introduce some basic function spaces and then we give a key lemma on the function decomposition. In
Section 3, we will prove Theorem 1.1 after examining a priori estimates of smooth solutions.
2. Preliminary
Throughout this paper, C stands for a generic positive constant. Lp(R3), W k,p(R3) with k ∈ Z, 1 ≤ p ≤ ∞ denote the
usual Lebesgue space and Sobolev space. H˙k(R3) is the homogeneous Sobolev space {u ∈ L2(R3); ∥∇ku∥L2 <∞}.
X. Zhang et al. / J. Math. Anal. Appl. 393 (2012) 413–420 415
In order to define Besov spaces, let us first recall the Littlewood–Paley decomposition theory (see Chemin [22]). Let S(R3)
be the Schwartz class of rapidly decreasing function, given f ∈ S(R3), its Fourier transformation F or fˆ is defined by
F f (ξ) = fˆ (ξ) =

R3
e−ix·ξ f (x) dx.
Choose two nonnegative radial functions χ, ϕ ∈ S(R3) supported inB = {ξ ∈ R3 : |ξ | ≤ 4/3} and C = {ξ ∈ R3 : 3/4 ≤
|ξ | ≤ 8/3}, respectively, such that
j∈Z
ϕ(2−jξ) = 1, ξ ∈ R3 \ {0}.
Let h = F −1ϕ and h˜ = F −1χ , and then we define the dyadic blocks as follows:
∆jf = ϕ(2−jD)f = 23j

R3
h(2jy)f (x− y)dy,
and
Sjf = χ(2−jD)f =

k≤j−1
∆kf = 23j

R3
h˜(2jy)f (x− y)dy.
Formally ∆j is a frequency projection to the annulus |ξ | ∼ 2j and one can easily verify that ∆j∆kf = 0 if |j − k| ≥ 2.
Especially for any f ∈ L2(R3)we have the Littlewood–Paley decomposition:
f =
∞
j=−∞
∆jf . (2.1)
The following Bernstein inequalities will be frequently used in the next section.
Lemma 2.1 (Lemarié-Rieusset [23, Chapter 3]). Let 1 ≤ p ≤ q ≤ ∞, s ∈ R. There hold
(i) ∥ |D|s∆jf ∥Lq ≤ C 2js+3j(1/p−1/q) ∥∆jf ∥Lp , (2.2)
(ii) C−12js∥∆jf ∥Lq ≤ ∥ |D|s∆jf ∥Lq ≤ C2sj∥∆jf ∥Lq . (2.3)
Here the constant C is independent of f and j.
We now give the definitions of Besov spaces. Let s ∈ R, p, q ∈ [1,∞], the homogeneous Besov space B˙sp,q(R3) is defined
by the full-dyadic decomposition such as
B˙sp,q(R
3) =

f ∈ S′(R3)/P (R3) : ∥f ∥B˙sp,q <∞

where
∥f ∥B˙sp,q =

 ∞
j=−∞
2jsq∥∆jf ∥qLp
 1
q
, 1 ≤ q <∞,
sup
j∈Z
2js∥∆jf ∥Lp , q = ∞,
and S′(R3),P (R3) are the spaces of all tempered distributions on R3 and the set of all scalar polynomials defined on R3,
respectively. It is of interest to note that the homogeneous Besov space B˙s2,2(R
3) is equivalent to the homogeneous Sobolev
space H˙s(R3).
Motivated by the idea of Chen et al. [24], we give the following somewhat more large decomposition which plays an
important role in the proof of Theorem 1.1 in the next section.
Lemma 2.2. Let a measurable function
f ∈ L 22+r (0, T ; B˙r∞,∞(R3))
for −1 < r ≤ 1, then there exists a decomposition f = f1 + f2 such that
∇2f1 ∈ L 12 (0, T ; L∞(R3)) and f2 ∈ L2(0, T ;W−1,∞(R3)). (2.4)
Proof of Lemma 2.2. Employing the Littlewood–Paley decomposition gives
f =
∞
j=−∞
∆jf =
K
j=−∞
∆jf +
∞
j=K+1
∆jf =: f1 + f2,
where K is a positive integer which will be chosen later.
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Since−1 < r ≤ 1, the application of the Bernstein inequality (2.2) shows the estimate of the function f1:
∥∇2f1∥L∞ ≤
K
j=−∞
∥∇2∆jf ∥L∞ ≤ C
K
j=−∞
22j∥∆jf ∥L∞
≤ C

K
j=−∞
2(2−r)j

sup
j∈Z
2rj∥∆jf ∥L∞

≤ C2(2−r)K∥f ∥B˙r∞,∞ , (2.5)
whereas the employment of the Bernstein inequalities (2.2) and (2.3) produces the estimate of the function f2:
∥f2∥W−1,∞ ≤ C
∞
j=K+1
∥∆jf ∥W−1,∞ ≤ C
∞
j=K+1
2−j∥∆jf ∥L∞
≤ C
 ∞
j=K+1
2−(1+r)j

sup
j∈Z
2rj∥∆jf ∥L∞

≤ C2−(1+r)K∥f ∥B˙r∞,∞ . (2.6)
Now we choose
K = 1
2+ r log(e+ ∥f ∥B˙r∞,∞),
then  T
0
∥∇2f1(t)∥
1
2
L∞dt ≤ C
 T
0
(e+ ∥f (t)∥B˙r∞,∞)
2
2+r dt, (2.7)
and  T
0
∥f2(t)∥2W−1,∞dt ≤ C
 T
0
(e+ ∥f (t)∥B˙r∞,∞)
2
2+r dt. (2.8)
Hence the proof of this lemma is complete. 
3. Proof of Theorem 1.1
Let us recall the results on the local smooth solution and a blow-up criterion of the three-dimensional Navier–Stokes
equations due to Giga [25].
Proposition 3.1 (Giga [25]). Suppose the initial velocity u0 ∈ Lq(R3), q ≥ 3, then there exist T > 0 and a unique smooth
solution u(x, t) of 3D Navier–Stokes equations such that u ∈ BC([0, T ); Lq(R3)). Moreover, let (0, T ∗) be the maximal interval
such that u solves the 3D Navier–Stokes equations in C([0, T ∗); Lq(R3)), q > 3. Then for any t ∈ (0, T ∗)
∥u(t)∥q ≥ C
(T ∗ − t) q−32q
(3.1)
with the constant C independent of T ∗ and q.
With the use of this result, it remains to establish a priori estimates for the smooth solutions of the 3D Navier–Stokes
equations.
Theorem 3.1. Let T > 0, u0 ∈ L2(R3)∩ L4(R3) and∇ · u0 = 0. Assume that (u, π) is a smooth solution of (1.1)–(1.2)with the
pressure field satisfying (1.11), then we have
sup
0<t<T
∥u(t)∥L4 ≤ eCT∥u0∥L4 exp

C
 T
0
∥π(t)∥
2
2+r
B˙r∞,∞
dt

. (3.2)
Proof of Theorem 3.1. Multiplying themomentum equations of (1.1) with |u|2u and then integrating inR3, one shows that
1
4
d
dt

R3
|u|4dx+

R3
|u|2|∇u|2dx+ 1
2

R3
|∇|u |2 |2dx = −

R3
u · ∇π |u|2 dx. (3.3)
In order to estimate the right hand side of (3.3), we divide the proof into two cases: r = −1 and−1 < r ≤ 1.
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Case I r = −1, i.e. T
0
∥π(t)∥2
B˙−1∞,∞
dt <∞.
We first recall the elegant interpolation inequality due to Meyer [26].
Lemma 3.1 (Meyer [26, Chapter 1 pp. 13]). For any function f belonging to the homogeneous Sobolev space H˙1(R3), we have
∥f ∥2L4 ≤ C ∥f ∥B ∥∇f ∥L2 (3.4)
where B is the homogeneous Besov space B˙−1∞,∞(R3).
After integrating by parts and employing the Hölder inequality and the Young inequality, the right hand side of (3.3) can
be estimated as− 
R3
u · ∇π |u|2 dx
 = 2 
R3
π u · (u · ∇u)dx

≤ C∥π∥2L4∥u∥2L4 +
1
2

R3
|u|2|∇u|2dx. (3.5)
Applying Lemma 3.1 to ∥π∥L4 gives
∥π∥L4 ≤ c ∥π∥1/2B˙−1∞,∞ ∥∇π∥
1/2
L2
.
Plugging the above inequality into (3.5) and then into (3.4), it follows that
d
dt

R3
|u|4dx+ 2

R3
|u|2|∇u|2dx ≤ C∥π∥B˙−1∞,∞ ∥∇π∥L2∥u∥2L4
≤ C∥π∥B˙−1∞,∞ ∥ |u|∇u∥L2∥u∥2L4 (by (1.6))
≤ C∥π∥2
B˙−1∞,∞
∥u∥4L4 +

R3
|u|2|∇u|2dx. (3.6)
Taking the Gronwall inequality into consideration, one shows that
sup
0<t<T
∥u(t)∥4L4 +
 T
0
∥ |u|∇u∥2L2 dt ≤ ∥u0∥4L4 exp

C
 T
0
∥π(t)∥2
B˙−1∞,∞
dt

. (3.7)
Case II−1 < r ≤ 1, i.e. T
0
∥π(t)∥
2
2+r
B˙r∞,∞
dt <∞, −1 < r ≤ 1.
According to Lemma 2.2, we decompose π into π1 and π2 such that
π =
K
j=−∞
∆jπ +
∞
j=K+1
∆jπ =: π1 + π2, (3.8)
with
∇2π1 ∈ L 12 (0, T ; L∞(R3)) and π2 ∈ L2(0, T ;W−1,∞(R3))
and the following estimates T
0
∥∇2π1(t)∥
1
2
L∞dt ≤ C
 T
0
(e+ ∥π(t)∥B˙r∞,∞)
2
2+r dt (3.9)
and  T
0
∥π2(t)∥2W−1,∞dt ≤ C
 T
0
(e+ ∥π(t)∥B˙r∞,∞)
2
2+r dt (3.10)
hold true.
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Thus for the right hand side of (3.3) we have− 
R3
u · ∇π |u|2 dx
 = 
R3
u · ∇(π1 + π2)|u|2 dx

≤

R3
u · ∇π1|u|2 dx
+ 
R3
u · ∇π2|u|2 dx

= I1 + I2. (3.11)
By using the Hölder inequality and the Gagliardo–Nirenberg inequality, it follows that for I1
I1 =

R3
u · ∇π1 |u|2 dx
 ≤ C∥∇π1∥L4∥ |u|2u∥L 43
≤ C∥π1∥
1
2
L2
∥∇2π1∥
1
2
L∞∥u∥3L4 . (3.12)
Due to the bounds of the Calderon–Zygmund operator Tij:
π = (−∆)−1
3
i,j=1
∂2
∂xi∂xj
(uiuj) , Tij(uiuj), ∇π = Tij(∇(uiuj))
in Besov space B˙02,2(R
3) and the equivalent relation L2(R3) ∼= B˙02,2(R3), we have, for π1
∥π1∥2L2 =

R3
 K
j=−∞
∆jπ

2
dx
≤ 2

R3
K
j=−∞
|∆jπ |2dx (note that∆j∆kπ = 0 if |j− k| ≥ 2)
≤ C
K
j=−∞
∥∆jπ ∥2L2 (by Fubini Theorem)
≤ C
∞
j=−∞
∥∆jπ ∥2L2 = ∥π ∥2B˙02,2 ≤ C∥ |u|
2 ∥2
B˙02,2
≤ C0 ∥u∥4L4 . (3.13)
Inserting (3.13) into (3.12) to produce
I1 ≤ C ∥∇2π1∥
1
2
L∞∥u∥4L4 . (3.14)
We now estimate I2, thanks to
∥∇π2∥2L2 ≤ 2

R3
∞
j=K+1
|∆j∇π |2dx
≤ C
∞
j=K+1
∥∆j∇π ∥2L2 ≤ ∥∇π∥2B˙02,2
≤ C∥ |u|∇u ∥2
B˙02,2
≤ C∥ |u|∇u ∥2L2 . (3.15)
I2 =

R3
u · ∇π2|u|2 dx

≤ C

R3
|π2u|2dx+ 14∥ |u|∇u∥
2
L2
≤ C ∥π2∥2L4∥u∥2L4 +
1
4
∥ |u|∇u∥22
≤ C ∥π2∥W−1,∞∥∇π2∥L2∥u∥2L4 +
1
4
∥ |u|∇u∥22r
≤ C ∥π2∥2W−1,∞∥u∥44 +
3
8
∥ |u|∇u∥2L2 . (3.16)
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Thus inserting the estimates of I1, I2 into (3.11) and then (3.3), we derive that
d
dt

R3
|u|4dx+

R3
|u|2|∇u|2dx ≤ C

∥∇2π1∥
1
2
L∞ + ∥π2∥2W−1,∞

∥u∥4L4 , (3.17)
employing the Gronwall inequality and then (3.9)–(3.10) to deduce
sup
0<t<T
∥u(t)∥4L4 +
 T
0
∥ |u|∇u∥2L2 dt ≤ ∥u0∥4L4 exp

C
 T
0

∥∇2π1∥
1
2
L∞ + ∥π2∥2W−1,∞

dt

≤ ∥u0∥4L4 exp

C
 T
0
∥π(t)∥
2
2+r
B˙r∞,∞
dt

. (3.18)
Hence the proof of Theorem 3.1 is complete. 
Now we may complete the proof of Theorem 1.1, which is an immediate consequence of Theorem 3.1.
Since u0 ∈ L2(R3) ∩ L4(R3) with ∇ · u0 = 0, according to Proposition 3.1, there exists a unique local smooth solution
u¯(x, t) such that u¯ ∈ BC([0, T ∗); L4(R3)) and u¯(0) = u0. Then from Serrin’s uniqueness criterion (see also Giga [25]), the
weak solution u(x, t)with finite energy equals to u¯ in (0, T ∗). Thus it is sufficient to show that T ∗ = T . Suppose that T ∗ < T .
Without loss of generality, we may assume that T ∗ is the maximal existence time for u¯. By Proposition 3.1, on one hand,
we have
∥u(t)∥4 ≥ C
(T ∗ − t) 18
, ∀ t ∈ (0, T ∗), (3.19)
on the other hand, however, Theorem 3.1 shows that
sup
0<t<T∗
∥u(t)∥L4 ≤ CeCT∥u0∥2L4 , (3.20)
which leads to a contradiction. Therefore T = T ∗.
Thus the proof of Theorem 1.1 is complete.
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