The Internet of Things enables human beings to better interact with and understand their surrounding environments by extending computational capabilities to the physical world. A critical driving force behind this is the rapid development and wide deployment of wireless sensor networks, which continuously produce a large amount of real-world data for many application domains.
Introduction
The Internet of Things (IoT) is seen as the most promising multidisciplinary efforts that will help human beings live better lives by enabling many intelligent applications, e.g., smart office/home/city, remote healthcare, autonomous traffic control, emergency response, sustainable urban planning, and effective 5 environmental monitoring and protection, to name a few. One of the driving forces behind this is that embedded devices (e.g., wireless sensors) with everincreasing computation power and communication capabilities can be manufactured and deployed in large-scale while at low cost. The explosive development of the IoT in recent years has the potential to add millions or even billions of 10 sensors to the future Internet. According to Cisco IBSG, there will be 25 billion devices connected to the Internet by 2015 and 50 billion by 2020 (Evans, D., 2011) . Similar to large-scale deployment of many other distributed technologies, interoperability and scalability are the persistent challenges for wireless sensor networks, which inevitably make efficient sensor discovery and sensor 15 data access difficult.
To enable interoperability, the IoT community proposes to use semantic technologies for describing and annotating sensors and entities of interest. This has the potential to enable representing, storing, interconnecting, searching and organising information related to or generated by heterogeneous things 20 (Atzori et al., 2010) and to facilitate the creation of "Semantic Sensor Web" (Sheth et al., 2008) . Some of the notable works in this line include the Semantic Sensor Network (SSN) ontology for sensor knowledge representation (Compton et al., 2012) developed by the W3C Semantic Sensor Networks Incubator Group; the ontology framework developed in (Roda & Musulin, 2014) 25 for supporting intelligent analysis of sensor measurement data; and the semantic service modelling for real world IoT resources . To enable scalability, researchers propose to apply service-oriented principles to the design of IoT infrastructure, which can facilitate the development of large-scale, loosely-coupled IoT based applications and services. The concept of sensor-as-30 a-service (Perera et al., 2014a ) is important for creation of a service-oriented sensor Web (Gibbons et al., 2003) , or more generally, a service-oriented IoT . The idea is to abstract sensor functionalities and capabilities in terms of standard service interfaces and to support uniform service operations.
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Following the sensor-as-a-service paradigm, if all sensors expose their functionalities as services, there will be numerous real-world services generating a large amount of streaming data continuously. This highlights the significance of efficient sensor service discovery, which aims to locating relevant and quality sensor services according to users' requirements. It should be noted that in 40 the discovery process, the users (e.g., human users or applications) usually do not have exact knowledge on the actual sensor services (e.g., where they are located, what functionalities they provide or how they work). To this end, we share similar perspectives with Delicato et al 's view on a flexible architecture with which sensor network data can be accessed by users spread all over the 45 world (Delicato et al., 2005) . The discovered services can be accessed in realtime and used for many purposes, for example, reading and aggregating sensor data (Wu et al., 2014; Stavropoulos et al., 2013) , sensor data abstraction and analysis (Roda & Musulin, 2014) , service composition and runtime adaptation (Coria et al., 2014) .
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Sensor services are significantly different from standard Web services, e.g., extremely large in number, location dependent, dynamic and unreliable. Finding a particular sensor service(s) from billions according to the search criteria can be a challenging task. Most of the existing techniques developed for standard Web service discovery are not directly applicable to sensor services, for 55 instance, it is not possible to build a centralised index or portal for all sensor services due to their large number and highly distributed nature; the location dependency implies that sensor services need to be organised in a way to allow efficient search based on spatial properties, e.g., region containment or overlap; the dynamic and unreliable nature of the sensor services implies that update op-60 erations may need to be performed frequently, which may introduce substantial overhead to the discovery platform.
Our work aims to overcome the identified difficulties and to design an efficient method for large-scale sensor service discovery based on geospatial indexing, semantic and service-oriented techniques. The design demonstrates the 65 following features: (1) geospatial indexing to efficiently and effectively reduce search space; (2) resilience to dynamicity and reducing the number of expensive update operations; (3) more precise computation of the spatial properties of sensor service gateways using computational geometric techniques; and (4) distributed semantic repositories and semantic service matchmaking to provide 70 more accurate results. The rest of the paper is organised as follows. In Section 2 we provide a review on some of the representative works for sensor service discovery. In Section 3 we first briefly present the background information relevant to sensor modelling and geospatial indexing, then we elaborate the design and implementation of the discovery platform, and how the identified problems 75 are addressed. Section 4 presents the experiment and evaluation results, which are also compared to the ones generated by the benchmark methods. Section 5 concludes the paper and discusses the future work.
Related Work
Service discovery has been extensively studied in the literature, especially 80 for services on the Web (including semantic Web) (Garofalakis et al., 2006; Coria et al., 2014; McIlraith et al., 2001 ) and in pervasive and mobile environments (Chakraborty et al., 2006; Nidd, 2001) . The study in (Perera et al., 2013) identifies the similarities and differences between sensor search and Web service search, and argues that the scale of the IoT makes sensor discovery (as 85 the precursor to sensor selection and ranking) much more challenging. Recent research on extending the service-oriented principles to the IoT domain also shows that existing methods cannot be directly applied to the vast number of distributed services exposed by the networked, real-world resources on the IoT Wang et al., 2013; Wei & Jin, 2012; Perera et al., 90 2014b). Generally speaking, IoT services can be seen as a special class of Web services that have a number of distinctive characteristics, e.g., large-scale, highly distributed and dynamic, location-dependent and capability constrained.
Already there have been considerable research efforts from the IoT and service computing communities to address the identified issues. For exam-95 ple, the work in (Evdokimov et al., 2010; Guinard et al., 2010; Abangar et al., 2010) provides sensor based services using the Device Profile for Web Services (DPWS) (OASIS, 2009), a lightweight subset of Web service technologies that enables plug-and-play features for resource constrained devices. The work in (Guinard et al., 2010) develops a platform to facilitate discovery, selection and 100 on-demand provisioning of real-world services for business applications. In addition to the DPWS based discovery method, the SOCRADES middleware in (Guinard et al., 2010 ) also implements a RESTful network discovery mechanism for devices. The work in the aWESoME middleware (Stavropoulos et al., 2013) also uses services to expose IoT devices and employs a service broker to im-105 plement the service discovery functionalities. The main limitation of the above discussed research is that with each service corresponding to a device type, the discovery methods require unique device IDs (typically MAC addresses) as input to distinguish between different devices of the same type. The authors in (Wei & Jin, 2012) highlight the resource-constrained and dynamic nature of 110 the IoT and propose a context-aware framework for service discovery based on formal context modelling (Gu et al., 2004) and uncertain context modelling (Gu et al., 2005) , in particular, their work considers the temporal dimension and applies probabilistic reasoning in dynamic Bayesian networks. However, the methods are mostly designed for environments with limited scopes (e.g.,
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home or enterprise) and do not apply to the pervasive computing domains.
To support interoperability, recent research proposes the use of semantic Web technologies for discovery of sensor services and data in IoT environments De et al., 2014) . The sensor data analysis framework in (Roda & Musulin, 2014) applies the Semantic Query Web Rule Language, an 120 extension of the Semantic Web Rule Language, as the query engine language for knowledge extraction from sensor data. However, the work requires all sensor metadata to be available in a centralised registry and does not consider the location dependency characteristics of sensor deployment. The CASSARAM sensor search model (Perera et al., 2014b ) utilises a weighted Euclidean distance based 125 indexing technique to measure the similarity between the sensor description and the user requirements. A heuristic filtering and a relational expression based filtering methods are then applied to reduce the amount of metadata needed to be processed during the discovery. In contrast, our proposed method partitions the discovery space into much smaller ones based on geospatial index prior to 130 query processing. This offline step allows the discovery to be performed in a more efficient way.
As sensor services are location dependent, geographical information plays a substantial role in discovery, especially in pervasive environments, e.g., wireless sensor networks or vehicular networks (Niforatos et al., 2012; Abrougui et al., 135 2012). The work in (Fredj et al., 2013 ) uses a hierarchy of nodes to represent indoor locations (e.g., room, building or floor). The nodes encapsulate semantic service descriptions of objects located within their geographic scope. However, the work does not consider the cost of maintaining the discovery platform which might be computationally expensive in a dynamic environment. The discovery 140 approach in (Mayer et al., 2012) also structures nodes in a hierarchical fashion, with interactions restricted to direct communications between neighbouring nodes to support scalability. The search process can be either in the local node or by routing queries to neighbour ones. The IoT-A project proposes a resolution framework for the IoT, encompassing a number of location-based discovery 145 mechanisms. One of these uses the R-Tree based spatial indexing technique to index sensor services . The infrastructure consists of a number of indexing servers that index the observation areas of individual IoT services and catalogue servers that store the scope of the indexing servers. During discovery, the top-level catalogue server is first contacted, which then uses 150 the stored scope to identify the set of indexing servers. Another location-based approach proposes a federated architecture of geographically distributed and cooperating nodes with local reasoning and search capabilities to manage the large number of IoT devices (De et al., 2014) . This approach, however, only applies to indoor environments with the support of semantic models describing logical 155 locations. The OSIRIS sensor Web discovery framework (Jirka et al., 2009 ) annotates sensor instances according to the OGC Sensor Web Enablement (SWE) standards (Botts et al., 2007) and provides three different indexing mechanisms to improve the discovery performance: a spatial index, a temporal index (for temporal criteria in queries) and a full-text index (for sensor keyword search).
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However, how to efficiently maintain and update the services and the geospatial index in dynamic environments such as the sensor Web or the IoT, has not been adequately studied according to our investigation. Another interesting method is to use geohash 1 to describe the geospatial features of objects and conventional information retrieval indexing technique to enable efficient search, for example,
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in the Apache Solr project, any types of objects can be indexed based on their geohashes (Grainger & Potter, 2014) . In this work, we perform a number of experiments to evaluate the performance of our method to the ones introduced in Grainger & Potter, 2014) .
Our review shows that the existing works have recognised the importance 170 of semantic modelling and geographical information for sensor or IoT service discovery (Stavropoulos et al., 2013; Roda & Musulin, 2014; De & et al, 2012; Liang & Huang, 2013; Fredj et al., 2013) . However, they have not sufficiently addressed the challenges related to the extremely large number of services, and their distributed and dynamic nature. Furthermore, a more precise geometric 175 descriptor for the geographical features of the objects is needed to construct the spatial index. In the following sections, we elaborate the design and implementation of an efficient method which aims to address the identified problems.
Large Scale Sensor Service Discovery
Sensor services have a number of features that can be used for discovery,
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such as the sensor type (e.g., temperature or light), input, output and geographical location. The geographical feature can be used to effectively reduce the search space, while others can be exploited to perform accurate semantic search within the reduced search space. With this consideration, we build the discovery architecture using geospatial indexing techniques and distributed se-185 mantic repositories. In Section 3.1, we first give an overview on the proposed sensor service discovery architecture. In Section 3.2 we present the semantic modelling for sensor services and the distributed semantic repository implementation. Then in Section 3.3 we show how to construct a geospatial index by using a precise descriptor for the geographical features of the service gateways
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to enable accurate discovery. In particular, we discuss how the approach can address the dynamicity problem, ease the index maintenance and reduce computational complexity. In Section 3.4, we highlight the advantages of the proposed discovery method.
Overview
195 Figure 1 provides a functional view of the service discovery architecture. This work focuses on two functional components: distributed gateway and discovery server.
In the distributed gateway component, functionalities of the sensors are abstracted as services and annotated according to the semantic model (see Section 200 3.2 for more details). Besides managing a wireless sensor network and its communications with the backbone network, a gateway provides resources to host the sensor services. In addition, a semantic repository which stores service descriptions and a semantic search interface are also implemented. It should be
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Service Discovery and Ranking Figure 1 : The proposed architecture for large-scale sensor service discovery noted that the gateways and wireless sensor networks are distributed in differ-205 ent geographical locations. In the discovery server, the geospatial index helps the discovery engine reduce the search space and locate the gateway(s) that are likely to contain the services with respect to the queries. The current work only focuses on the service discovery, ranking of the sensor services is discussed in Section 5. ties are exposed by the corresponding services, e.g., resource with resourceID "TempSensor" (see Figure 2 ). These resources also have location properties as a resource's location might be different from the area being observed by its service (e.g., a camera resource). An important property in the service description is the feature being exposed. The modelled features have associated operations
Semantic Modelling and Search
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(e.g., getTS500TemperatureData) linked to the grounding part of the model (e.g., the endpoint URLs through which the features are accessible). Queries for sensor services are represented using the SPARQL semantic query language 7 , which specifies the user search criteria as a graph pattern. Figure   3 shows an example of a SPARQL query which searches for humidity sensor 245 services. During discovery, the location information provided in the query is first used to search the geospatial index to locate the gateways that potentially contain the required services. Then the queries are forwarded to the semantic repositories on those gateways, which subsequently perform semantic search using SPARQL. The services that provide all the required functionalities and 250 semantic types (e.g., temperature or humidity) are then retrieved and returned to the requester. The semantic types used in the experiments are taken from the QU-ontology 8 .
Geospatial Indexing
Geospatial indexing techniques have been used in many application areas 255 to accelerate and optimise query processing, such as computer vision, computational geometry and geographical information systems (Lu & Ooi, 1993) . A number of effective indexing structures have been proposed to search information consisting of geographical features based on object bounding (Lu & Ooi, 1993) , for instance, the R-Tree (Guttman, 1984) , R*-Tree (Beckmann et al., 260 1990), packed R-Tree (Roussopoulos & Leifker, 1985) , and buddy Tree . In this paper, we utilise the R-Tree to construct a spatial index of gateways for sensor service discovery due to its effectiveness and relatively low complexity. • All leaves of the R-Tree much be at the same level (height balanced tree);
The R-Tree
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• The minimum allowed number of entries for the root is 2.
Update operations (e.g., node insertion and deletion) need to preserve these properties and they tend to be computationally expensive. For example, inserting a new geometric object into the R-Tree might result in node overflow; in the worst case, the overflow might propagate to the root node, which causes the 285 tree height to increase. Deletion operations might cause node underflow which also may propagate to other levels of the tree and a condense algorithm needs to be used to reinsert a number of objects.
R-tree of Gateways
Every sensor service is associated with a minimal bounding rectangle, which 290 represents the observation area of the underlying sensor. Every gateway is also associated with a minimal bounding rectangle, which encloses the observation areas of all the sensor services registered to that gateway (see Figure 4 ).
With the bounding rectangles, both sensor services and gateways become spatial objects and therefore can be indexed using the R-Tree. If we choose 
Geographical Descriptor for Gateway
Calculating a gateway's minimal bounding rectangle which aligns to the axes of the geographical coordinate system is straightforward (It should be noted that only this rectangle can be directly indexed by the R-Tree.). We only need to find 315 the minimum and maximum values for the latitude and longitude, respectively, and then construct the bounding rectangle. However, using this rectangle as the geographical descriptor for the gateway might introduce high false positive rate, which means that large areas outside of the gateway's range are included in the axis-aligned minimal bounding rectangle. To alleviate this problem and thus 320 improve the accuracy, we propose a more precise descriptor for the gateway's geographical features. We first use the Graham scan algorithm (Graham, 1972) to compute a convex polygon using the geographical locations of all sensor services inside a gateway. The pseudocode 9 for the Graham's scan algorithm is given in Algorithm 1. It starts with a point that is guaranteed to be on the 325 convex hull and then iteratively adds other points to the convex hull.
The convex polygon is the most precise descriptor for the geospatial features of the gateway; however, it is computationally expensive to test if a point falls into the polygon as there might be a large number of vertices on the polygon (usually a gateway manages a few hundreds of wireless sensors). A descriptor 330 which can enclose the convex polygon with less vertices is preferred. We further use the rotating calliper algorithm (Toussaint, 1983) to compute a minimal bounding rectangle with orientation not necessarily aligned to the geographical coordinate system (pseudocode 10 is shown in Algorithm 2). As the minimal bounding rectangle is the one that coincides with one of the edges on the convex (Toussaint, 1983) , the algorithm keeps rotating the lines and finds the rectangle with the minimum area.
We propose to use the overlap of the minimal bounding rectangle computed through the rotating calliper algorithm and the minimal bounding rectangle aligned to the geographical coordinate system as the descriptor for the geo- compute the area of the rectangle determined by the four lines.
5: else
6:
set minimum area as infinite. rotate the lines clockwise until one of them coincides with an edge of the convex polygon.
10:
compute the area of the new rectangle.
11:
update the minimum if smaller.
12: until The lines have been rotated an angle greater than 90 degrees 13: Output the minimum area enclosing rectangle.
cost on the gateway; however, it can be skipped if a lower discovery accuracy or longer response time can be tolerated.
Geospatial Index of Gateways and Distributed Semantic Repository Search
The core idea behind the design is to integrate the two different while com- level, such as a new gateway deployed or an existing gateway removed. As these changes are rare in practice, the system is able to keep the computation cost of index maintenance significantly low.
Experiments and Evaluation
With the distributed implementation of the semantic repositories and the geospatial indexing structure, the proposed approach has great potential to improve discovery efficiency and scalability. In this section, we perform a series of experiments and compare the results to those obtained using the conventional geospatial indexing methods.
Experimental Settings
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A dataset that consists of 100 gateways distributed over 22 different locations around the University of Surrey is created for the experiments. 100 sensor services of different types (e.g., temperature, light, and windspeed) are generated for each gateway, which results in a total number of 10,000 services. A semantic repository is constructed on each of the gateways to store the semantic 400 descriptions of the services. The Jena API 11 is used to handle SPARQL queries and to perform the semantic matchmaking.
Each gateway is associated with a minimal bounding rectangle aligned with the axes (used for constructing the spatial index) and an ACP (used as a filter before semantic matchmaking). We use the JTS Topology Suite 12 and Open-
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Carto libraries 13 to compute the rectangle and ACP, and the Java Spatial Index 14 to create the spatial index. The maximum and minimum number of entries per node, M and m, need to be set properly to create a tree structure that can adapt easily to distributed spatial objects, while not branching out too widely at the same time (Guttman, 1984) . In our experiments, we set M = 8 and 410 m = 4, respectively.
To evaluate the performance of our method, we compare it to two alternative methods using conventional geospatial indexing methods proposed in and (Grainger & Potter, 2014) . The first one is called Geospatial Indexing of Sensor Services (GISS) which creates an R-Tree index with 415 individual sensor services as the leaf nodes. The minimal bounding rectangle defining the observation area of the sensor service is directly used for indexing.
For the convenience of implementation, GISS also makes use of semantic repositories to retrieve service descriptions. When the location or observation area of a sensor service changes, both the semantic service description and the spatial 420 index need to be updated. As can be expected, a considerable number of update requests need to be sent to the spatial index in a dynamic environment. Based on the R-Tree, GISS attempts to find up to five services nearest to the location of interest specified in the user's query. If the result is not empty, it forwards the query to all the gateways to which the services are registered. A semantic 425 search is then initiated to find out whether the services provide the required functionalities. As GISS has some undesirable characteristics, it is anticipated that it is much more computationally expensive than GIGW+SR.
The second method we implement for the comparison study is called Aggregated Geohash Indexing (AGHI). Geohash encodes geographical coordinates
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into arbitrary strings such that the closer two geographical locations are, the longer their common geohash prefix string is. As such, geospatial searching can be enabled by leveraging the power of indexing techniques from the field of information retrieval. For example, the Apache Solr search server 15 allows indexing and searching information objects with geohash values. An attractive 435 property of this technique for sensor service discovery is that geohashes of different services within the same gateway can be aggregated and indexed (therefore, the size of the index can be reduced significantly). In our implementation, we first calculate and aggregate the geohash values for all the sensor services and then create an index of geohashes using Apache Lucene 16 . The discovery pro- 
Evaluation Results
The two most important metrics for evaluating performance of the discovery Figure 5 shows the time taken for both GIGW+SR and GISS to create the indices as a number of services is added (from 100 to 10,000). It should be noted that the index creation time corresponds to the time for a specified number of 460 insertion operations. In GIGW+SR, only one minimal bounding rectangle for the gateway needs to be indexed for every 100 sensor services added into the system. While in GISS, the minimal bounding rectangles for all sensor services need to be indexed. The results shown in the figure indicate that constructing an index in GIGW+SR takes much less time than constructing one in GISS. 
Index Creation Time
Index Size
In a highly dynamic environment where changes are frequent, size of the geospatial index might have substantial impact on the update operations. Generally, the update operations (e.g., performing splitting and condense algorithms) tend to be more expensive if the size of the index becomes larger. The GIGW+SR method keeps the index size reasonably small and constrains many update operations within the gateway by updating the semantic repositories.
In many situations, the spatial index remains unchanged despite the frequent changes of the sensor services. Figure 6 shows the maximum possible R-Tree height for GIGW+SR and GISS as the size of the dataset is increased (from 100 475 to 10,000 services). Sizes of the R-Trees in both methods increase steadily as the number of services is increased. However, the height of the R-Tree in GISS increases more rapidly than the one in GIGW+SR, indicating that GIGW+SR has the potential to be more scalable than GISS.
Query Response Time
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We compare the response time of the two methods by gradually increasing the dataset size. For GIGW+SR, the query response time is split into the time to find the gateways that contain or overlap with the location of interest and the time to find relevant services from the semantic repositories. For GISS, the query response time is split into the time to find the services nearest to the 485 location of interest and the time to search the semantic repositories (to verify whether a service provides the functionalities required by the queries). Figure   7 shows the results by superimposing the index search time over the semantic search time.
The results show that GIGW+SR responds to a query much more quickly than GISS. GISS attempts to find the sensor services nearest to the location of interest, however, the services may not fulfil the requirements of the query, which results in the invocation of SPARQL queries on multiple gateways. This explains why semantic search for GISS takes much longer time than GIGW+SR.
On the contrary, GIGW+SR first narrows the search space significantly to a 495 much smaller one near the location of interest and then uses just one or very few SPARQL queries to find the required sensor services, which results in much shorter response time. Another disadvantage of GISS is that it is likely to generate much more network traffic than GIGW+SR.
Throughput
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To assess the scalability of the GIGW+SR method in a more realistic environment where there are a large number of concurrent queries, it is essential to measure the throughput. The proposed method is compared to AGHI, which exploits the power of geohashing and indexing technique from the field of information retrieval. We perform the experiments using the Apache JMeter 17 , a (from 10 to 100) sent from JMeter. We believe that the experimental setting is 515 close to the realistic situation, for example, the number of the sensor services within a gateway, and the number of possible concurrent queries. The average throughput values for all settings are shown in Table 1 . From the figures, we can see that both methods are in fact scalable since the throughput does not degrade as the number of concurrent queries increases (for up to 100 concurrently 520 queries). The figures also indicate that GIGW+SR produces larger throughput than AGHI in all settings.
In AGHI, one has to decide the length of the geohash prefix during the index search; for convenience, we define the prefix length as 7. We index all the geohashes of seven-characters long and only take the first 7 characters from the 525 query for matching. This often causes multiple gateways to be selected during the index search, and semantic search has to be performed on all those gateways.
This explains the performance difference between AGHI and GIGW+SR in terms of throughput. If we increase the length of the geohash prefix, then services that potentially fulfil the discovery criteria might be excluded from 530 the discovery results because of the discrepancy between the geohash computed from query and the ones stored in the index. Generally, geohash index performs better with exact matching, however, this is difficult in sensor service discovery as requesters do not have any knowledge on the exact geographical locations of the sensor services beforehand. On the contrary, spatial indexing is effective 535 and efficient in proximity based search, such as nearby, contain or overlap.
Conclusion
The distinctive characteristics of the emergent sensor services necessitate new discovery methods to be developed. We have identified and addressed some of the most prominent issues related to this need. The major contributions of the The presented work is useful for many practical sensor Web applications in which efficient service discovery based on spatial properties is needed. For example, the discovered real world services can participate in automated business pro-560 cess composition (Coria et al., 2014) to create more intelligent, context-aware applications. In the context of smart university and smart city, energy saving, building control and asset health monitoring applications (Stavropoulos et al., 2013; Nati et al., 2013) can benefit from the semantic service descriptions and spatial search which enable exploration of resources in both indoor and outdoor 565 environments. Methods for querying the semantic sensor Web data have been proposed (Calbimonte et al., 2012) , augmented with data aggregation (Wu et al., 2014) and analysis with temporal abstractions (Roda & Musulin, 2014) . Our approach can complement and extend these works to support service and sensor data access and analysis at the Internet scale.
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In real discovery applications, the number of sensor services would be several magnitude larger than the one in our current work. We may need to extend the proposed discovery infrastructure to a hierarchy of geospatial indices to address the scalability challenge. There are also limitations related to the implementation of the experiments, for example, changes related to the sensor services 575 and the physical environment are not simulated with the synthesised dataset; the distributed semantic repositories are not implemented on different physical gateways; and the communications between the gateways and the discovery server are not considered. As a result, the real-time quality of information for sensor networks, which is useful in real service discovery systems, cannot be 580 used in the current work.
The outcome of the discovery is usually a list of semantically equivalent sensor services that all fulfil the query criteria. One future research direction is to design ranking methods for the discovered sensor services according to appropriate qualitative and quantitative measures. Such ranking methods are important 585 for a number of real world applications, for example, to select the best services for data integration, or to help a service composition engine perform automatic service adaptation in case of service failure. The current work only focuses on gateways installed at fixed locations. In the future work, we aim to extend the existing platform to support mobility of gateways. We envisage a method 590 based on the distributed hash table, in which spatially indexed static gateways can volunteer to form an overlay peer-to-peer network and provide distributed discovery for mobile gateways, e.g., mobile phones. Another research direction is concerned with the creation of more intelligent, value-added services based on the proposed distributed framework, e.g., abstraction, pattern analysis and 595 event extraction from sensor data. This is in line with the idea of distributing intelligent computation at the edge of the Internet, which would bring substantial benefits to many IoT and big data based applications.
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