Due to their flexibility, frames of Hilbert spaces are attractive alternatives to bases in approximation schemes for problems where identifying a basis is not straightforward or even feasible. Computing a best approximation using frames, however, can be challenging since it requires solving an ill-conditioned linear system. One consequence of this illconditioning is that the coefficients of a frame approximation can grow large. In this paper we resolve this issue by introducing two methods for frame approximation that possess bounded coefficients. As we show, these methods typically lead to little or no deterioration in the approximation accuracy, but successfully avoid the large coefficients inherent to previous approaches, thus making them attractive where large coefficients are undesirable. We also present theoretical analysis to support these conclusions.
Introduction
In scientific computing, it is often convenient to employ systems of functions that are nonorthogonal and near-redundant as part of an approximation scheme. Orthogonal or wellconditioned bases can be difficult to construct in certain problems, hence moving towards near-redundant systems can offer substantial flexibility. In a series of recent works [1, 2, 3] , a framework for approximation in certain redundant systems of functions arising as so-called frames of Hilbert spaces has been developed. Frames can provide viable alternatives in approximation problems where it can be challenging or possibly infeasible to devise good orthonormal bases. Examples include spectral approximations on irregular domains in one or more dimensions, approximation of structured functions using orthonormal bases augmented with a finite collection of feature functions, and concatenation of orthonormal bases to approximate function decomposable as sums of functions well approximated in different systems.
A challenge when computing an approximation in near-redundant systems is dealing with the ill-conditioning of the linear algebra problem to be solved to obtain the coefficients of the approximation. Frames in particular always lead to ill-conditioned linear systems (for large enough values of the truncation parameter), and this ill-conditioning can be arbitrarily bad [3] . Fortunately, as proposed in [1, 2, 3] , this ill-conditioning can be addressed through regularization, for instance, Truncated Singular Value Decompositions (TSVD). The result is a well-conditioned approximation with provable error guarantees.
While this approach leads to well-conditioned approximations, as noted therein, the approximations can possess large coefficients. For instance, in the problem considered in [3] the coefficients can be as large as O (1/ √ ǫ), where ǫ is the SVD truncation parameter if a TSVD is used. If one uses a black-box solver such as backslash in Matlab, then the same applies with ǫ = ǫ mach (see also Fig. 2 ). Worse still, in the method of [2] (which delivers better limiting accuracy) the coefficients can grow as large as O (1/ǫ). Notably, this occurs in the pre-asymptotic regime in N (the number of terms in the approximation), when the approximation error is still moderate. As N → ∞, the coefficients become O (1) in magnitude. With this issue in mind, in this paper we revisit the topic of frame approximations, and introduce two new schemes which compute frame approximations while maintaining bounded, or at worst slowly growing coefficients. As we show, these schemes lead to small-norm coefficients with typically little deterioration in the accuracy of the approximation over the TSVD approach of [2, 3] , or black-box approaches such as backslash.
Background
In order to describe our main contribution, we first recap the setup of [3] . A frame of a Hilbert space H is a countable system Φ = {φ n } ∞ n=1 ⊂ H satisfying the so-called frame condition
for constants 0 < A ≤ B < ∞, referred to as the frame coefficients. While the span of Φ, span(Φ) (the set of all finite linear combinations of elements of Φ), is dense in H, a frame is generally not a basis. In particular, frames are generally redundant: any f ∈ H has infinitelymany representations of the form f = ∞ n=1 x n φ n with coefficients x = (x n ) ∞ n=1 ∈ ℓ 2 (N). The concern of [3] and this paper is computations using the first N frame elements Φ N = {φ n } N n=1 . Computing the best approximation P N f = N n=1 x n φ n to f ∈ H from the subspace H N = span(Φ N ) equates to solving the linear system
for the coefficients x = {x n } N n=1 , where y = { f, φ n } N n=1 and G N = { φ n , φ m } N m,n=1 is the Gram matrix of Φ N . This system is generally ill-conditioned for large N . In [2, 3] the authors regularize this system using the TSVD of G N with a truncation parameter ǫ > 0. This leads to a regularized solution x ǫ of (1.1) and an approximation P ǫ N f = N n=1 x ǫ n φ n to f . A main contribution of [3] shows that this regularized approximation satisfies
Notice that when ǫ = 0, this bound simply expresses the fact that P 0 N f ≡ P N f is the best approximation to f from H N . For ǫ > 0, this bound determines the effect of discarding the small singular values. Informally, it states that the accuracy of the approximation P ǫ N f depends on how well f can be approximated by an element N n=1 z n φ n of H N with coefficients z = {z n } N n=1 that are not too large in magnitude. Note that this result implies that 1+75t 2 on the domain [−1/2, 1/2] using the Legendre polynomial frame (as described in §2.4, this is the frame constructed by restricting the orthonormal Legendre polynomials on [−1, 1] to [−1/2, 1/2]). 'TSVD' is the truncated SVD approximation P ǫ N f . The other approximations are the ASVD1 approximation A ǫ,c N f introduced in this paper with different values of c. The threshold ǫ is set to be 10 −15 in all cases.
Contributions
In [3] it was also shown that the coefficients x ǫ = (x ǫ n ) N n=1 of the TSVD approximation satisfy
In other words, the norm of the coefficients behaves roughly like the approximation error divided by √ ǫ. Hence, although the coefficients are O (1) in the limit as N → ∞, specifically, lim sup N →∞ x ǫ ≤ f / √ A, they may behave at worst like 1/ √ ǫ before the onset of this asymptotic behaviour. Fig. 1 gives a typical example of this phenomenon. For the frame in question, the coefficient norm first increases exponentially fast, before decaying to O (1) in the limit. Notice that the approximation errors and coefficient norm obey the rough relationship described in (1.3): namely their ratio is approximately √ ǫ for all N . This phenomenon is not specific to the TSVD approximation. The same behaviour (in fact, sometimes somewhat worse) is seen for Tikhonov regularization, as well as QR factorization and Matlab's backslash. See Fig. 2 . It is interesting to note that in the limit N → ∞ the TSVD and Tikhonov approximations (which are quite closely related) obtain both smaller errors and smaller coefficient values than QR or backslash.
This situation is bizarre. When f is poorly approximated, i.e. E N,ǫ (f ) ≫ √ ǫ, the computed approximation has large coefficients. Yet when f is well approximated, i.e. the error is close to √ ǫ, the approximation has small coefficients. Surely the approximation can be modified so that the coefficients remain small in the former regime? Indeed, given the redundancy of frames, it seems plausible that there exist many ways to achieve such a relatively poor approximation without having to endure large coefficients.
In this paper, we solve this problem by modifying the TSVD approach. Rather than simply thresholding all singular values below the cutoff ǫ, the idea is to adaptively choose the singular values based on the function being approximated. Specifically, we identify those singular values that are of insignificant importance in approximating f , but are responsible for growth of norm of the solution x. In our first method, Adaptive SVD 1 (ASVD1 ), we discard a singular value σ n of the truncated Gram matrix
where v n is the corresponding n th singular vector of G N and c > 0 is a parameter. Imposing constraints of the type (1.4) leads to regularized approximations for which coefficients are at worst of magnitude of O( √ N ). While this bound is independent of the choice of the parameter ǫ, it still depends on the degree of the approximation. Our second method, Adaptive SVD 2 (ASVD2 ), tackles this issue by imposing further regularization and leads to solutions whose norms are always bounded above by c y . See §3 for further details of this method.
We analyze both schemes, ASVD1 and ASVD2, from the point of view of the approximation error and coefficient norm. For ASVD1 we show that
We also prove similar results for the ASVD2 scheme. At first glance, the conditions on z required in (1.5) may seem somewhat restrictive. Our analysis and numerical results show that this is not the case, provided c is sufficiently large. Indeed, since lim inf N →∞ y ≥ √ A f , the bound (1.5) effectively states that the accuracy of the ASVD1 approximation is determined by how well f can be approximated using coefficients z whose norm is at most c √ A times bigger than f . For our main example, the Legendre polynomial frame (used in Figs. 1 and 2) we discuss how such coefficients arise in practice. We also examine the asymptotic behaviour of the schemes, and show that the ASVD1 and ASVD2 approximations behave like the TSVD approximation as N → ∞. Our numerical examples show that ASVD1 and ASVD2 can often provide nearly as good approximations as TSVD without undergoing a regime of large coefficients. An example of this is shown in Fig. 1 .
Remarks
The work of [3] on numerical frame approximation originated with the study of Fourier extensions [5] , which are motivated by embedding methods for PDEs [4, 7, 9, 13, 14] . More recently, fast algorithms have been developed [10, 11, 12] , as well as approaches suitable for higherdimensional problems [1] . Frames are well-known tools in modern signal and image processing, coding theory and sampling theory. While they are less well-known in numerical analysis, there are numerous methods that rely on approximation systems that are nearly redundant. See [3] and references therein. Imposing the structure of a frame bestows problem with several pleasant properties. In particular, as discussed in §2, it guarantees the existence of at least one set of coefficients with small norm (the so-called frame coefficients). However, it is worth noting that the results in [2, 3] pertaining to the error and coefficient norm of the TSVD approximation do not require a frame structure.
Much the same can be said in this paper. Yet, by seeking approximations with small-norm coefficients, we are implicity assuming that the system admits such representations. This will not be the case in general redundant systems. For instance, the monomial basis φ n (t) = t n−1 , is nearly redundant for large N , but in general most functions cannot be approximated in this system with coefficients of small norm. On the other hand, if the system admits small-norm coefficient approximations, then ASVD1 and ASVD2 are viable approaches.
Finally, we remark that one could consider alternatives to hard singular value thresholding as we do in this paper (TSVD, ASVD1 and ASVD2 all threshold certain singular values to zero), for example, Tikhonov regularization (see Fig. 2 ) and the closely-related constrained least squares. However, thresholded SVDs are rather simpler to interpret and analyze, and it is not clear what benefits Tikhonov regularization convey.
Outline
The outline of the remainder of this paper is as follows. In §2 we introduce some preliminary material on frames. The main methods ASVD1 and ASVD2 are introduced in §3 along with numerical examples. Finally, in §4 we give our main theoretical results and in §5 we present their proofs.
Preliminaries
We commence with some background material on frames. For more in-depth overviews, see [6] .
In what follows, we assume that Φ = {φ n } n∈I is an indexed family in a separable Hilbert space H over C, where I is a countable index set. We write ·, · and · for the inner product and the induced norm on H respectively. We write ℓ 2 (I) for the space of square-summable complex sequences indexed by I, and denote its norm by · , i.e. x = n∈I |x n | 2 for x = {x n } n∈I .
Frames
The indexed family Φ is called a frame for H if there exist constants 0
where the largest possible value for the constant A and the smallest possible value for the constant B are called the frame bounds. Throughout, we assume A and B are the best possible constants in (2.1). If A = B, then Φ is a tight frame. The frame condition (2.1) implies that span(Φ), the set of all finite linear combination of elements of Φ, is a dense subspace of H. However, Φ need not to be a basis for H. Indeed, there generally exist nonzero coefficients x = {x n } n∈I ∈ ℓ 2 (I) for which the sum n∈I x n φ n converges in H and satisfies n∈I x n φ n = 0. This is often referred to as overcompleteness or redundancy of the frame.
Associated with any frame Φ is the synthesis operator
Its adjoint, the analysis operator, is given by
and the composition S = T T * , known as the frame operator, is
The frame operator is self-adjoint and invertible. Moreover, it is bounded and positive with
This is equivalent to the frame condition (2.1). Note that the frame operator of a tight frame with frame bound A is multiple of the identity operator, specifically, S = AI.
Let Φ be a frame. A dual frame Ψ = {ψ n } n∈I ⊂ H of Φ is an indexed family that forms a frame for H and for which
Any frame that is not a Riesz basis has more than one dual frame. Of all the possible dual frames, perhaps the most important is the canonical dual frame. This is the dual frame
where the last equality holds since S is a self-adjoint operator. The canonical dual frame satisfies the frame condition (2.1) with frame bounds 1/B and 1/A, namely
Notice that (2.3) gives the representation f = n∈I a n φ n , where a = f, S −1 φ n n∈I . These are called the frame coefficients of f . These coefficients have minimal ℓ 2 -norm amongst all coefficients which represent f in the frame Φ. In other words, if f = n∈I a n φ n = n∈I c n φ n for some c = {c n } n∈I ∈ ℓ 2 (I), then c ≥ a . Finally, a frame {φ n } n∈I is said to be linearly independent if every finite subset {φ n } n∈J , with J ⊂ I and |J| < ∞, is linearly independent. Throughout the remainder of this paper, all frames are assumed to be linearly independent. Let Φ N = {φ n } n∈I N be the finite set of frame elements with indices in I N and define the finite-dimensional subspace H N = span(Φ N ). Notice that Φ N is a frame for H N , that is,
Truncation of frames and best approximations
We also let T N : C N → H N , T * N : H N → C N , and S N : H N → H N denote the truncated synthesis, analysis and frame operators respectively.
It is tempting to think that the frame bounds A N and B N of Φ N relate in some way to the frame bounds A and B for H. While B N → B motonotically as N → ∞, the same cannot be said of A N and A. In fact, A N → 0 monotonically as N → ∞ for any frame that is not a Riesz basis. Furthermore, the rate of decay of A N can be arbitrarily fast. See [3] .
In this paper, we consider approximations in the subspace H N using the truncated system Φ N . Naturally, the goal is to compute the best approximation in H N of an element f ∈ H. Since H is a Hilbert space, this is equal to the orthogonal projection of f . We write P N : H → H N for the orthogonal projection operator onto H N .
Let f ∈ H and write P N f = n∈I N x n φ n = T N x as a finite expansion in Φ N . The coefficients x of this approximation are the solution of the linear system
Since Φ is assumed to be linearly independent, the matrix G N is nonsingular, and (2.6) has a unique solution. On the face of it, computing P N f looks like a simple affair, provided G N and y are known: one simply solves this nonsingular linear system. Unfortunately, G N is ill-conditioned, with its condition number being equal to the ratio of the truncated frame bounds B N /A N . It is easy to find examples of frames where this grows exponentially fast with N , for instance [3] .
Truncated SVD frame approximation
Ill-conditioning of G N means it is generally not possible in floating-point arithmetic to obtain the coefficients of the best approximation P N f . This necessitates a form of regularization. In [2, 3] , the approach is to use Truncated Singular Value Decompositions (TSVD). Since G N is positive definite its singular values σ 1 , · · · , σ N are its eigenvalues and it SVD is of the form
Given ǫ > 0, the approach of [3] involves replacing G N by its thresholded version
then computing the SVD regularized coefficients
where † denotes the pseudoinverse. This gives rise to a regularized approximation
As we discuss later, P ǫ N also tuns out to be a projection. The main results of [3] analyze this approximation, and establish the following. First, the error satisfies
Second, the coefficients satisfy
And finally, if a ǫ N ∈ ℓ 2 (I) is the extension of x ǫ by zero, then
where a are the frame coefficients of f . As mentioned, (2.7) states that the error is determined by how well f can be approximated in Φ with coefficients whose norm does not grow too large. In particular, substituting z = (a n ) n∈I N in (2.7), it readily follows that lim sup
Hence, a final accuracy of O ( √ ǫ) is obtained in the limit. Immediately, we also see that
However, as discussed, the coefficients may be as large as O (1/ √ ǫ) in the pre-asymptotic regime. See Fig. 1 . This is unsurprising given (2.8), which indicates the frame coefficients can be on the order of 1/ √ ǫ whenever the approximation error E N,ǫ (f ) is large. In this paper, for our analysis we consider the simpler setup outlined above. However, we expect our theoretical results can be extended to setting of [2] with additional effort.
Example: the Legendre polynomial frame
Let Ω ⊂ R d be a bounded domain in d dimensions, and without loss of generality, suppose that Ω ⊆ (−1, 1) d . A frame for L 2 (Ω), the space of square-integrable functions over Ω, is readily constructed by restricting an orthonormal basis on L 2 ((−1, 1) d ) to Ω. Indeed, let Ψ = {ψ n } n∈I be an orthonormal basis on L 2 ((−1, 1) d ) and define Φ = {φ n } n∈I by φ n = ψ n | Ω . Then this is a tight, linearly independent frame with frame bounds A = B = 1 (such a frame is known as a Parseval frame). This frame is particularly useful for approximating smooth functions over Ω, when constructing an orthonormal basis over Ω is difficult (e.g. Ω is an irregular domain) [1] .
In this paper, we focus on the case d = 1 and consider the one-dimensional Legendre polynomial basis on (−1, 1), defined by ψ n (t) = n + 1/2P n (t),
where P n is the classical Legendre polynomial with normalization P n (1) = 1. However, much of what follows extends to the d ≥ 2 case; see [1] . Define I N = {0, . . . , N − 1} and let H k (Ω) be the Sobolev space of order k ≥ 1 over Ω, where Ω = (−ω, ω) for some 0 < ω < 1. Then, simplifying and slightly modifying the proof of [1, Thm. 5.2] , one can show that if f ∈ H k (Ω) then for each N there exists a z ∈ C N such that
where · H k denotes the H k (Ω) norm and C k > 0 is a constant depending on Ω and k only (we do not make the dependence on Ω explicit). Hence
Therefore, for smooth functions f we expect the error of the TSVD approximation to decrease rapidly to level O ( √ ǫ). An example of this behaviour is shown in Fig. 1 .
Adaptive SVD frame approximations
As noted, the reason for the coefficients initially growing large can be traced to certain small singular values being included in the truncated SVD. To avoid this behaviour, we now introduce two adaptive SVD methods which exclude those singular values.
A general thresholded SVD approximation
Before introducing these methods, it is useful to define a general thresholded SVD approximation. Let Λ ⊆ I N be a subset of I N corresponding to the singular values to be used in the approximation. Let Σ Λ be the diagonal matrix with n th entry σ n if n ∈ Λ and zero otherwise, and set
Then we define
and consider the approximation
Notice that the orthogonal projection P N f onto H N corresponds to the case with Λ = I N . Moreover, the TSVD approximation P ǫ N f corresponds to
Projections
To each singular vector v n we associate an element ξ n ∈ H N defined by
Notice that the ξ n are orthogonal in H with
and hence form an orthogonal basis for H N . Returning to the singular vectors v n , notice that we may write
where ·, · denotes the Euclidean inner product on C N . Moreover, since
Immediately, we deduce that for any fixed Λ, the operator P Λ : H → H is precisely the orthogonal projection onto the subspace H Λ = span{ξ n : n ∈ Λ}. Notice that ξ n = √ σ n . This gives another rationale for TSVD. Excluding those singular values with σ n ≤ ǫ is expected to have a negligible effect of the approximation, since the corresponding functions ξ n satisfy ξ n ≤ ǫ, i.e. either they have little effect on the approximation, or they are associated with large coefficients, thus causing numerical issues.
Methods
For any fixed Λ, the expression (3.3) gives
Since our objective is to maintain small-norm coefficients, this immediately leads to a possible strategy for choosing Λ: namely, we simply exclude any singular values for which the term | y, v n |/σ n exceeds some tolerance. To determine a suitable tolerance, we recall (2.11) . If x ǫ are the coefficients of the TSVD approximation, then lim sup N →∞
This suggests taking the tolerance to be some multiple of f . Of course, f is not available to us generally. However, notice that
where y is the right-hand side of the linear system (2.6). Hence, we take the tolerance to be some multiple of y . This leads to the following: Notice that this definition of Λ still retains the truncation of all small singular values below a threshold ǫ > 0. We will discuss the rationale for this in §3.4.
Due to the definition of Λ, ASVD1 leads to coefficients satisfying
where the second inequality follows from the frame condition (2.1). Thus, the coefficients may not be truly bounded independently of N , although, as we show in Theorem 4.6, they will be O (1) in the limit N → ∞. In our second method we avoid this behaviour: By definition, in ASVD2 we have x Λ ≤ c y . Hence the coefficients are uniformly bounded in N . Notice that in these definitions, we do not allow ǫ = 0. We discuss this in the next subsection.
Numerical examples: Legendre polynomial frame
We now present several numerical results demonstrating these methods. Throughout this subsection, we consider the Legendre polynomial frame defined in §2.4 with Ω = (−1/2, 1/2).
First, in Fig. 3 we compare the behaviour of ASVD1 and ASVD2 with TSVD for various choices of c and several different functions. As is evident, both ASVD methods successfully maintain small-norm coefficients, while yielding similar approximation errors to the TSVD approximation. Typically, the approximation error is worse when c is smaller, with the decline in performance depending on the function. The first fact is unsurprising: smaller c means that coefficient vectors z with large norms but for which f − T N z is small are not attainable by the ASVD methods, whereas they may be obtained by TSVD. Moreover, the dependence on the function is intuitive once we recall (2.12) . The function f 2 has large derivatives, and therefore the coefficient vectors described in (2.12) have norms growing rapidly with the Sobolev order k. When c is small, they may not be realizable by the ASVD approximation. Conversely, the derivatives of f 1 grow more slowly, meaning such coefficient vectors are potentially realizable.
In Fig. 4 we examine the influence of c. Notice that when c is too small -specifically, less than one for ASVD1 and less than two for ASVD2 -the error behaves badly, either converging very slowly, or jumping from small to large. In §4, we will support these conclusions with theory: specifically, we show that c > 1/A and c > 2/A respectively are sufficient for convergence, where A is the lower frame bound (recall that A = 1 for the Legendre polynomial frame). See Theorem 4.6.
Finally, in Fig. 5 we examine why a truncation parameter ǫ > 0 is generally a good idea in ASVD1 and ASVD2. This figure shows the behaviour of each method when no truncation occurs, i.e. ǫ = 0. Notice that for ASVD1 the method still produces an acceptable error. Yet the coefficients are no longer O (1) in the limit N → ∞, unlike those of the TSVD approximation. Indeed, the limiting accuracy and coefficient norm both appear to scale with c. This is undesirable; we would certainly prefer the ASVD methods to retain the desirable limiting behaviour of the TSVD approximation. For ASVD2 the behaviour is even worse. For smaller c, the approximation error jumps to O (1), indicating lack of (or at best very slow) convergence of the method. Here, incorporating a threshold appears vital for convergence. Our theory developed in §4 supports this conclusion.
Numerical examples: approximating weakly singular functions
For further illustration, we now consider a different frame, used to approximate functions of the form
5)
where g and h are smooth functions, and w ∈ L 2 (0, 1) is a known function that may be singular. We shall consider the case w(t) = log(t), i.e. f (t) has a logarithmic singularity at t = 0. This problem was considered in [2] , and the idea proposed therein is to use the frame
where ϕ n is the orthonormal Legendre polynomial basis on (0, 1), ψ j (t) = log(t)ϕ j (t) and K is a constant. As shown in [2] , this forms a frame for any finite K. It is an example of a general construction of a frame, in which an orthonormal basis is augmented with a finite number of additional elements.
The rationale for using this frame is that the functions ψ j capture the logarithmic singularity up to some finite order depending on K. If
then one expects the best approximation P N f in this frame to converge algebraically fast in N , at a rate depending on K, and likewise for the TSVD approximation P ǫ N . Indeed, we can construct an approximation to f from Φ N with bounded coefficients as follows. Let p = K−1 k=0 z k ϕ k be the K th order Taylor polynomial of g around t = 0, so that p (j) (0) = g (j) (0), j = 0, . . . , K − 1.
Then let
z K+n ϕ n , z K+n = h + w(g − p), ϕ n , be the orthogonal projection of h + w(g − p) onto span{ϕ n } N −K−1
n=0
. Clearly,
for some constant C K > 0 depending on K, where · H K is the H K -Sobolev norm on (0, 1).
We then have
Therefore, assuming h is smooth, the function w(g − p) has roughly K orders of smoothness. Hence this error decays at an algebraic rate in N depending on K. The coefficients z = (z n ) N −1 n=0 are also bounded. Indeed, we have
where C K is a possibly different constant. Hence, the coefficients are uniformly bounded in N and satisfy z ≤ h + C K g H K .
In this example, rather than seeking to solve (2.6), we instead consider the setup of [2] (see Remark 2.1) and compute an approximation in H N using the data
Note that the points t m are Chebyshev nodes in (0, 1). To do this, we simply modify the TSVD, ASVD1 and ASVD2 methods to approximately solve the least-squares problem
In Fig. 6 we compare these methods for this problem. This experiment reveals several interesting phenomena. First, when c is small, the convergence of ASVD1 and ASVD2 suffers, in particular when α ≫ 1 is larger. This is as expected. For the function considered, the K th derivative of g(t) = log(t) cos(αt) scales like α K . Hence, when α is large, the coefficients constructed above might not be attainable by ASVD1 or ASVD2. The slower rates of convergence shown in the figure seemingly confirm this argument. Second, for small N , ASVD1 and ASVD2 actually achieve slightly smaller errors than TSVD. Informally, might be explained as follows: by constraining the singular values, we prohibit larger-norm solutions, which asymptotically might give the optimal rate of convergence, but are associated with larger constants in the error bounds.
Theoretical analysis
We now present our main theoretical analysis for ASVD1 and ASVD2. As with TSVD, we aim to establish error bounds of the form (1.2) and coefficient norm bounds of the form (1.3). We also discuss the limiting behaviour of the coefficients in relation to the frame coefficients. Proofs of the results in this section are found in §5. 
Main results
We commence with the error bounds:
Theorem 4.1. Let f ∈ H and P Λ f be its frame approximation corresponding to TSVD, ASVD1 or ASVD2. Then, for TSVD,
for ASVD1,
and for ASVD2,
This result explains the effect of constraining x Λ to not grow too large. While the bound (4.1) allows arbitrary coefficients, for (4.2) and (4.3) the error is controlled only by those coefficients z which satisfy a specific bound. It is notable that the bound on z for ASVD2 is much stricter than it is for ASVD1.
We discuss the consequences of these bounds further in a moment. First, however, we consider the coefficient norms:
Let f ∈ H and x Λ be the coefficients of the frame approximation corresponding to TSVD, ASVD1 or ASVD2. Then, for TSVD,
4)
5)
This agrees with the numerical results. The coefficients x Λ of ASVD1 or ASVD2 remain bounded (or nearly bounded) in the pre-asymptotic regime, and then match the coefficient bound for TSVD asymptotically as N → ∞.
Error behaviour
We now seek to gain some insight into the bounds in Theorem 4.1. To do so, it is useful to first define the following: Proof. Recall that f = n∈I a n φ n , where a n are the frame coefficients of f , and this series converges in H. Hence, there exists an N 0 such that if N ≥ N 0 and a N = (a n ) n∈I N then
Also, observe that a N 2 ≤ a 2 ≤ 1/A f 2 by (2.4). This completes the proof.
We now have the following: 
and for ASVD1,
Further, suppose that δ = b √ ǫ. Then, for ASVD2,
This theorem demonstrates the following. If there exists a sequence of coefficients z that approximate f to a relative error of δ, and which do not grow too large (depending on c), then up to constants TSVD and ASVD1 are guaranteed the same error bound. Furthermore, larger c allows for larger coefficients, thus making it 'easier' to achieve an error of size δ. Notice that for ASVD2 this result only applies when δ = O ( √ ǫ). This is due to the condition on z in Theorem 4.1, and suggests that ensuring fast error decay with ASVD2 may be more challenging, especially for smaller c.
It is useful to examine this result for the Legendre polynomial frame of §2.4 and §3.4. Recall that (2.12) asserts the existence of bounded coefficients yielding algebraic rates of convergence.
which, upon replacing the maximum by a sum, simplifies to
for ASVD1. Again, this result points towards the phenomenon shown in the numerical results. For sufficiently large c, we expect little or no deterioration in the rate of error decay. But for small c, in particular, when f H k grows rapidly with k, we may see slower decay due to unattainability in ASVD1 of the coefficient vectors giving the faster algebraic rates.
Limiting behaviour
To conclude our main results, we consider the limiting behaviour of each method:
Theorem 4.6. For either TSVD, ASVD1 with c > 1/A or ASVD2 with c > 2/A the approximation satisfies
where a = { f, S −1 φ n } n∈I are the frame coefficients of f and a Λ ∈ ℓ 2 (I) is the extension of x Λ by zero.
Recall that a ≤ f /A by (2.4) . This result agrees with our numerical examples. For all three methods, the approximation eventually reaches within O ( √ ǫ) of f , and in the case of ASVD1 and ASVD2 this occurs only when c is larger than a constant depending on the frame bound. Recall that A = 1 for the Legendre polynomial frame. The frame introduced in §3.5 also has lower frame bound A = 1, since it contains an orthonormal basis.
Proofs of the main results
We conclude with the proofs of the main results stated in the previous section. To commence, we require the following two lemmas:
Note that T N z = P N T N z since T N z ∈ H N . Hence (3.4) and the orthogonality of the ξ n 's gives
Observe that T N z, ξ n = T N z, T N v n = z, G N v n = σ n z, v n and therefore
where in the last step we use the fact that the vectors {v n } n∈I N are orthonormal.
The coefficients x Λ of the orthogonal projection P Λ satisfy
Moreover, if a Λ ∈ ℓ 2 (I) is the extension of x Λ by zero, then
where a = f, S −1 φ n n∈I are the frame coefficients of f .
Proof. For the first part, we use (3.3) to write
Consider the first term on the right-hand side. By For the second term, we notice that T N z, ξ n = σ n z, v n , and therefore n∈Λ T N z, ξ n σ n v n 2 = n∈Λ | z, v n | 2 ≤ z 2 .
Combining these two bounds now gives the first result. For the second result, we first let a N ∈ C N be the vector with n th entry a n = f, S −1 φ n for n ∈ I N . Then a − a Λ ≤ n∈I\I N |a n | 2 + a N − x Λ .
Hence it suffices to estimate a N − x Λ . For this, we note that Substituting this and (5.7) into (5.6) gives the result.
We now progress to the proofs of the main results:
Proof of Theorem 4.1. Utilizing Lemma 5.1, it suffices to estimate the largest singular value being discarded by each method. For the TSVD, note that one simply keeps every singular value greater than ǫ. Consequently, the largest singular value being discarded is strictly smaller than or equal to ǫ and the result directly follows by substituting ǫ into (5.1).
For ASVD1, observe that if m ∈ I N \ Λ and σ m > ǫ, then it must be the case that and therefore
It directly follows from Lemma 5.2 that
Combining this with (5.12) gives
Simplifying and rearranging yields
