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Abstract
In this thesis a concept for differentiability especially of Loeb measures will be
developed. A theory of differentiability of standard measures had been already
introduced by S.V. Fomin in 1966 and has been further developed by a number
of mostly Russian mathematicians. Some basic results of this extensive theory
that are essential for the understanding of our concept and its applications will be
stated at the beginning of this work, mostly modified in a way that makes them
suitable for the application of the principles of nonstandard analysis.
Internal measures of a nonstandard model of mathematics build the basis for
Loeb measures which are defined on specially rich σ-fields. We introduce different
forms of differentiability for internal measures and discuss the resulting questions.
The achieved insights about internal measures will be used later to prove a number
of results concerning Loeb measures. The main result of this thesis is theorem
11.3, which shows the very general assumptions that lead to one of the strongest
forms of differentiability - the so-called Fomin-differentiability - for Loeb measures.
Studies of the differentiability properties of the Loeb measure produced by an
internal Gaussian measure on an internal Euclidian space lead to a number of new
results in context with the corresponding measure space. Thereby the operators
resulting from the differentiability of this measure - a kind of Malliavin derivative
as well as a form of the Skorokhod integral - will be discussed.
Hereby the consequences for an image measure of ΓL defined on a standard
σ-field enable - among other things - a new and obvious proof for the fact that
the classical Wiener space is in particular an abstract Wiener space.
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Zusammenfassung
In der vorliegenden Arbeit wird ein Konzept der Differenzierbarkeit speziell von
Loeb Maßen entwickelt. Eine Theorie der Differenzierbarkeit von standard Maßen
wurde bereits 1966 von S.V. Fomin eingefu¨hrt und seither von einer großen Anzahl
vorwiegend russischer Mathematiker weiterentwickelt. Einige grundlegende In-
halte dieser sehr umfangreichen Theorie, die fu¨r das Versta¨ndnis unseres Konzepts
und seiner Anwendungen unerla¨sslich sind, werden zu Beginn der Arbeit aufgezeigt,
gro¨ßtenteils so modifiziert, dass sie sich fu¨r die Anwendung der Grundprinzipien
der Nonstandard Analysis eignen.
Interne Maße eines Nonstandard Modells der Mathematik sind die Grundlage
fu¨r die auf besonders reichhaltigen σ-Algebren definierten Loeb Maße. Wir fu¨hren
verschiedene Formen der Differenzierbarkeit fu¨r interne Maße ein und diskutieren
die sich daran anknu¨pfenden Fragestellungen. Die dabei gewonnenen Erkennt-
nisse u¨ber interne Maße werden im folgenden genutzt, um eine Reihe von Ergeb-
nissen u¨ber Loeb Maße zu beweisen. Das entscheidende Resultat dieser Arbeit
ist Theorem 11.3, in dem gezeigt wird, unter welchen sehr allgemeinen Vorausset-
zungen eine der sta¨rksten Formen der Differenzierbarkeit, die sogenannte Fomin-
Differenzierbarkeit, fu¨r Loeb Maße folgt.
Untersuchungen u¨ber die Differenzierbarkeitseigenschaften des Loeb Maßes ΓL,
das durch ein internes Gauß Maß Γ auf einem internen euklidischen Raum erzeugt
wird, fu¨hren zu einer Reihe von neuen Ergebnissen im Zusammenhang mit dem
entsprechenden Maßraum. Dabei werden auch die sich aus der Differenzierbarkeit
dieses Maßes ergebenden Operatoren - eine Form der Malliavin Ableitung sowie
eine Form des Skorokhod Integrals - diskutiert.
Die sich daraus ergebenden Folgerungen fu¨r ein Bildmaß von ΓL, das auf einer
standard σ-Algebra definiert ist, fu¨hren unter anderem zu einem neuen eleganten
Beweis fu¨r die Tatsache, dass der klassische Wiener Raum die Bedingungen fu¨r
einen abstrakten Wiener Raum erfu¨llt.
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Introduction
The theory of differentiable measures on infinite dimensional spaces, introduced by
Fomin [15] in 1966 (see Bogachev [9] for more details), has become the foundation
for many applications in different fields such as quantum field theory (see e.g.
Kirillov [22] or Smolyanov and Weizsa¨cker [34]) or stochastic analysis (see e.g.
Bogachev [9], [7], [8] and Smolyanov and Weizsa¨cker [35]).
Differentiability (in the sense mentioned above) for Loeb measures has not been
studied previously as far as we are aware. In this thesis we present its foundation
and some basic results. As application we investigate differentiability properties
of a special Loeb measure ΓL induced by an internal Gaussian measure Γ on FH ,
where F is an internal Euclidian space and H an infinite natural number. This
Loeb measure is introduced by H. Osswald in his approach to Malliavin calculus
in abstract Wiener spaces [30], generalizing Cutland’s and Ng’s construction of
Brownian motion [12].
The thesis is organized as follows: In the first sections we try to give an
impression of the richness of the (standard) theory of differentiable measures by
presenting some of the basic ideas, referring mainly to the works of Weizsa¨cker,
Smolyanov and Bogachev. We pay particular attention to Gaussian measures
as they are differentiable and the space of differentiability coincides with the
characteristic Cameron-Martin space.
Since we want to obtain results for Loeb measures, in Chapter 7 to 10 we pro-
vide and discuss natural and very general assumptions for the underlying internal
measures, starting up from the questions dealt with by the standard literature.
The arising results for the Loeb measures - in particular a powerful theorem for
the case of Fomin-differentiability - are presented and discussed in Chapter 11.
Most of the ideas of these sections have already been published in [1].
Chapter 12 contains several lifting results we need for our studies of the Loeb
measure ΓL introduced in Chapter 13. This section also presents an image measure
W of ΓL defined on the Borel subsets of the space CB of continuous functions
f : [0; 1] → B, f(0) = 0, where B denotes a separable Banach space. The
construction of both measure spaces is derived from Osswald’s approach. In the
following sections we present nonstandard and standard representations of the
dual C ′B and of a subspace CH of CB that later turns out to be the Cameron-
Martin subspace H (W ). We show that the measure W is a Gaussian measure
and generalize Cutland’s nonstandard representation of Wiener integrals in [11].
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Chapter 21 takes up again our main theme of measure differentiability. We
show the Fomin-differentiability of the Loeb measure ΓL. This yields the Fomin-
differentiability of the image measure W along the elements of CH. At the end
of our thesis we present the well known - but not trivial - standard result that
the pair (CB;CH), and therefore in particular the classical Wiener space, is an
abstract Wiener space. This follows from our previous sections.
Describing the standard theory of differentiable measures and sketching Oss-
wald’s approach many nice results of excelent works will be cited. Although we
tried to present a well comprehensible text in these sections we occasionally omit-
ted proofs, especially if one can find them in important books like those of Ash
[5], Bogachev [10], Diestel and Uhl [13], Heuser [19], Kuo [24] or Osswald [30].
2
1 Some Definitions, Notations and Basics
We indicate here some definitions, notations and basic facts that will frequently
be used throughout this work. For sets A and B we write A ⊂ B if A is a
subset of B, where the inclusion needs not to be strict. A ∪B denotes the union
of A and B, A ∩ B the intersection. A \ B denotes the set of all elements of
A, that do not belong to B. Let N := {1, 2, . . .}. The set of real numbers is
denoted by R, Rn denotes n-dimensional Euclidian space and R∞ the set of all
sequences (an)n∈N with an ∈ R. For s, t ∈ R, s < t, we define the intervals
[s; t] := {x ∈ R : s ≤ x ≤ t} and ]s; t[ := {x ∈ R : s < x < t}.
Let Ω be any set and F a σ-field on Ω, then (Ω,F) is called a measurable
space. If Ω is a topological space we denote by bΩ the Borel σ-field on Ω. Given
any measurable space (Ω,F), a measure ν on Ω denotes in this work always
a real-valued, countably additive function on F . The triple (Ω,F , ν) is called
measure space. Note that a measure may take on negative values. For B ∈ F
set
ν+ (B) := sup {ν (A) : A ∈ F , A ⊂ B} ,
ν− (B) := − inf {ν (A) : A ∈ F , A ⊂ B} .
By the Jordan-Hahn decomposition theorem (see Ash [5]) ν+ and ν− are measures
on F and ν = ν+ − ν−. We define the norm of total variation of the measure
ν as
‖ν‖ := ν+ (Ω) + ν− (Ω) .
Let (Ω,F) be a measurable space, µ and ν two measures on F such that ν is
nonnegative. We say that µ is absolutely continuous with respect to ν if
ν (B) = 0 implies µ (B) = 0 for all B ∈ F . In this case we write µ ν. If µ ν,
by the Radon-Nikodym theorem (see Ash [5]) there exists the Radon-Nikodym
derivative, i.e. a ν-integrable function ξ : Ω→ R so that for all B ∈ F
µ (B) =
ˆ
B
ξ (ω) dν (ω) .
We will often use the term dµ
dν
instead of ξ.
Let (Ω,F , ν) and (Ω′,F ′, ν ′) be two measure spaces. We denote by F ⊗F ′ the
product σ-field of F and F ′ and by ν ⊗ ν ′ the product measure of ν and ν ′.
Let (Ω,F , ν) be a measure space such that ν is nonnegative. If a condition
holds outside of a set B ∈ F with ν (B) = 0 we say that the condition holds
3
ν-almost surely or for ν-almost all ω ∈ Ω. Instead of ν-almost surely and
ν-almost all we simply write ν-a.s. and ν-a.a.
We will use the following theorem due to Nikodym (see Dunford and Schwartz
[14], Section III.7.4, Corollary 4) :
1.1 Proposition
Let (νn)n∈N be a sequence of measures on a σ-field F . If the limit
ν (B) := lim
n→∞
νn (B)
exists for each B ∈ F , then ν is a measure and the σ-additivity of the νn is uni-
form in n.
Given any locally convex space E, let E ′ denote the topological dual of E,
i.e. the space of all real-valued, linear and continuous functions on E. Sometimes
we say dual space instead of topological dual. Let E? denote the algebraic
dual of E, i.e. the space of all real-valued, linear functions on E. If B is a Banach
space, we denote the norm by |·| or |·|B or |·| additionally provided with another
characteristic index. The topological dual B′ equipped with the norm
|ϕ|B′ := sup {ϕ (x) : x ∈ B, |x|B ≤ 1}
is itself a Banach space. Given any Hilbert space H we denote the inner product
by <;>H and the corresponding norm by ‖·‖H. If H is understood, we simply
write <;> and ‖·‖. By the Riesz representation theorem (see Heuser [18]), we
can identify the dual space H′ with H. Let x, y ∈ H. Then x is called orthogonal
to y if 〈x; y〉 = 0. In this case we write x⊥y. Fix F,G ⊂ H. We define
x⊥F :⇔ if x⊥z for all z ∈ F,
G⊥F :⇔ if x⊥F for all x ∈ G,
F⊥ := {x ∈ H : x⊥F} .
We further denote by span F the linear subspace of H generated by F . Let F be
a finite dimensional subspace of H. By the projection theorem (see Heuser [18],
22.1), each x ∈ H can be uniquely composed into a sum x = yx+zx, where yx ∈ F
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and zx ∈ F⊥. The mapping
prHF : H→ F, x 7→ yx
is called orthogonal projection from H onto F . For a subset B ⊂ F we define
B + F⊥ :=
{
x ∈ H : x = yx + zx where yx ∈ B and zx ∈ F⊥
}
.
Let (Ω,F , ν) be a measure space. For B ∈ F we denote by 1B the indica-
tor function. Finite linear combinations of indicator functions are called simple
functions. Let p ∈ N. Then Lp (Ω, ν) denotes the Hilbert space of all Borel
measurable functions f : Ω→ R such that
ˆ
Ω
|f (ω)|p dν (ω) <∞,
where we identify two Borel measurable functions f and g with f = g ν−a.s. A
family F ⊂ L1 (Ω, ν) is said to be uniformly integrable if
lim
k→∞
sup
{f∈F}
ˆ
{|f |≥k}
|f | dν = 0.
We will use the following applications of uniform integrability which are modifi-
cations of Theorem 7.5.2 and Theorem 7.5.3 in Ash [5], but they can be proved
similarly.
1.2 Proposition
Let ε > 0, (ft)−ε<t<ε be a uniformly integrable family of Borel measurable functions
on Ω, such that for all ω ∈ Ω the limit
lim
t→0
ft (ω) =: f (ω)
exists. Then f is integrable and
lim
t→0
ˆ
Ω
ft (ω) dν (ω) =
ˆ
Ω
f (ω) dν (ω) .
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1.3 Proposition
A family (ft)−ε<t<ε of Borel measurable functions on Ω is uniformly integrable if
and only if the integrals
´
Ω
ftdν are uniformly bounded and
sup
t∈]−ε;ε[
ˆ
B
ft (ω) dν (ω)→ 0,
as ν (B)→ 0.
Given any vector space Ω, a function g : Ω → R is called Gateaux differ-
entiable in the direction of a vector h ∈ Ω, if for each ω ∈ Ω the limit
lim
t→0
g (ω + t · h)− g (ω)
t
=: g′ (ω) (h)
exists.
Fix any Banach space (B, |·|B). For a function f : [0, 1] → B and a partition
P : 0 = t0 < t1 < . . . < tn = 1 of [0; 1] we define
V (P ) :=
n∑
i=1
|f(ti)− f(ti−1)|B .
Let V (f) denote the supremum of V (P ) over all partitions of [0; 1]. V (f) is
called the variation of f . If V (f) <∞, we say that f is of bounded variation.
Let (Ω,F , ν) be a measure space. The Banach space B shall be equipped with
its Borel σ-field. Functions of the form
k∑
i=1
αi · 1Bi ,
with Bi ∈ F and αi ∈ B, are also called simple functions. For a simple function
the Bochner integral is defined by
ˆ
B
(
k∑
i=1
αi · 1Bi
)
dν :=
k∑
i=1
αi · ν (Bi ∩B) .
In general, a measurable function g : Ω → B is called Bochner integrable if
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there exists a sequence (gn)n∈N of simple functions gn : Ω→ B such that
lim
n→∞
ˆ
Ω
|gn − g|B dν = 0.
In this case the Bochner integral
´
B
gdν is defined for each B ∈ F by
ˆ
B
gdν := lim
n→∞
ˆ
B
gndν,
where the convergence is in (B, |·|B).
We will need the following important propositions about Bochner integrable
functions.
1.4 Proposition
(Diestel [13], II.2. Theorem 2.) A measurable function g : Ω → B is Bochner
integrable if and only if |g|B is element of L1 (Ω, ν).
1.5 Proposition
(Diestel [13], II.2. Theorem 9.) Let a, b ∈ R, a < b, g : [a; b] → B be Bochner
integrable with respect to Lebesgue measure λ. Then
g(t) = lim
r→0
1
r
t+rˆ
t
g(s)ds for λ− a.a. t ∈ [a; b] ,
where the convergence is in (B, |·|B).
A Bochner integrable function g : Ω→ B is called square Bochner integrable
if ˆ
Ω
|g|2B dν <∞.
The set of all square Bochner integrable functions g : Ω → B is denoted by
L2 (ν,B). Let J be a sub-σ-field of F . The functions f, g : Ω → B shall be
Bochner integrable. g is said to be the conditional expectation of f relative to
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J if g is J -measurable and ˆ
B
gdν =
ˆ
B
fdν
for all B ∈ J . The next proposition is an application of Jensen’s inequality.
1.6 Proposition
(Diestel [13], V.1.Theorem 4.) Let f : Ω→ B be square Bochner integrable, g the
conditional expectation of f relative to a sub-σ-field J of F . Then
ˆ
Ω
|g|2B dν
 12 ≤
ˆ
Ω
|f |2B dν
 12 .
The reader should be familiar with the concept of nonstandard analysis, in
particular the Loeb measure construction, presented e.g. by Albeverio et al. [2],
Osswald [30] or Loeb [27]. We will denote by ∗ an elementary embedding from
the standard model of mathematics into an extended polysaturated model. Let
Ω be an internal set. An internal function F : Ω → ∗R is called S-bounded if
there exists a number k ∈ N such that |F (x)| ≤ k for all x ∈ Ω. For a, b ∈ ∗R we
write a ≈ b if for all standard n ∈ N
|b− a| < 1
n
.
An element a ∈ ∗R is called limited if there exists an n ∈ N such that |a| < n,
otherwise a is called unlimited. An element a ∈ ∗R is called nearstandard if
there is a real number b ∈ R with a ≈ b.
1.7 Proposition
(Osswald [30], Proposition 8.7.1.) An element a ∈ ∗R is limited if and only if
there is a uniquely determined b ∈ R with a ≈ b.
We denote by Lim the set of all limited or - equivalently - all nearstandard num-
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bers. For any a ∈ ∗R we define the standard part ◦a of a by
◦a :=

b if a is limited and b ∈ R with a ≈ b,
∞ if a is unlimited and a > 0,
−∞ if a is unlimited and a < 0.
The standard part map st is given by
st : Lim→ R, a 7→ ◦a.
Now we generalize these notations. Fix an infinite integer H ∈ ∗N and define
T := {1, . . . , H}. In this context st denotes the surjective mapping
st : T → [0; 1] , n 7→ ◦
( n
H
)
.
Let ν be the internal counting measure on the internal set ∗P (T ) of all inter-
nal subsets of T , i.e. ν (A) = |A|
H
for all A ∈ ∗P (T ), where |A| denotes the
∗finite number of elements of A. We denote the Loeb-space over (T, ∗P (T ) , ν) by
(T, Lν (
∗P (T )) , νL).
1.8 Proposition
(Albeverio et al. [2] or Osswald [30], Lemma 10.5.1.) A subset B ⊂ [0; 1] is
Lebesgue measurable if and only if st−1 [B] ∈ Lν (∗P (T )). In this case
λ (B) = νL
(
st−1 [B]
)
.
Let (M ; d) be a metric space. For x, y ∈ ∗M we write x ≈M y if ∗d(x; y) ≈ 0.
If M is a normed space, we write also x ≈|·|M y or simply x ≈|·| y. A vector
x ∈ ∗M is called nearstandard if there exists an element y ∈ M such that
∗d(x; y) ≈ 0. Note, that in this case the vector y is uniquely determined. We call
y the standard part of x and write y = ◦x. An internal function F : ∗M → ∗R
is called S-continuous if F (x) ∈ Lim for all x ∈ ∗M and F (x) ≈ F (y) whenever
x ≈M y.
Given any internal measure space (Ω,A, µ) we denote by (Ω, Lµ(A), µL) the
associated Loeb space. Let (B, |·|B) be a Banach space.
An internal, A-measurable function F : Ω→ ∗B is called Sµ-integrable if for
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all unlimited K ∈ ∗N ˆ
{|F |∗B≥K}
|F |∗B dµ ≈ 0.
This property is equivalent to the condition, that
´
Ω
|F |∗B dµ ∈ Lim and for each
ε ∈ R+ there exists a δ ∈ R+ such that
ˆ
A
|F |∗B dµ < ε,
for all A ∈ A with µ (A) < δ.
1.9 Proposition
(Osswald [30], Corollary 10.8.2.) Let F : Ω → ∗R+0 be an internal, A-measurable
function. F is Sµ-integrable if and only if
◦
ˆ
Ω
Fdµ =
ˆ
Ω
◦FdµL <∞.
We will very often use the following application of the so called “witness criterion”
(see Osswald [30], Section 10.11).
1.10 Proposition
Let F : Ω→ ∗R be an internal, A-measurable function. If
ˆ
Ω
F 2dµ ∈ Lim,
then F is Sµ-integrable.
For p ∈ N set
SLp (µ) := {F : Ω→ ∗B : |F |p∗B is Sµ-integrable} .
The next proposition is a slight modification of a lifting theorem of Anderson [4]
and Loeb [27].
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1.11 Proposition
Let F : Ω→ ∗B be an internal, A-measurable function.
(a) If
´
Ω
|F |p∗B dµ is limited, then |F | is limited µL-a.s.
(b) F belongs to SLp (µ) if and only if there exists a sequence (Gn)n∈N in SL
p (µ)
such that ˆ
Ω
|F −Gn|∗B dµ <
1
n
for each n ∈ N.
11
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2 Definitions of Measure Differentiability
There are many different notions of measure differentiability. The following two
are most common (see e.g. Bogachev [9], Fomin [15] or Skorohod [33]). Let E be
a locally convex space equipped with its Borel σ-field bE and y an element of E.
1) The measure ν on bE is called Fomin-differentiable along y if for all B ∈ bE
the limit
lim
t→0
ν(B + t · y)− ν(B)
t
exists. By Proposition 1.1 the limit is a measure on bE.
2) The measure ν on bE is called Skorokhod-differentiable along y, if there ex-
ists another measure ν ′ on bE, such that for all continuous real-valued bounded
functions g on E
lim
t→0
´
E
g(x− t · y)dν(x)− ´
E
g(x)dν(x)
t
=
ˆ
E
g(x)dν ′(x).
The relationships between these two approaches were studied amongst others by
Averbukh, Smolyanov and Fomin [6] and Bogachev [9]. A very general definition
of differentiability of a curve of measures is given by Smolyanov and Weizsa¨cker
in [35].
In this work we use the following modification of Smolyanov’s and Weizsa¨cker’s
definition that is more suitable to serve as a basis for the definition of differen-
tiability of internal measures and Loeb measures. Let (Ω,F) be a measurable
space, (νt)−ε<t<ε, ε ∈ R+, a curve of measures on F and C a set of F -measurable
real-valued bounded functions on Ω. We say that the measure ν := ν0 is differ-
entiable in ]−ε; ε[ with respect to the set C if there exists a measure ν ′ on
F , such that for all functions g of C
lim
t→0
´
Ω
gdνt −
´
Ω
gdν
t
=
ˆ
Ω
gdν ′.
The measure ν ′ is called a derivative measure or simply a derivative of ν.
Generally, derivative measures are not uniquely determined.
Note that this definition covers the cases mentioned above, since for a locally
convex space Ω and a fixed vector y ∈ Ω a curve (νt)−ε<t<ε can be defined by
νt(B) = ν(B + t · y) for all B ∈ bΩ. When choosing C as the set of all continu-
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ous, real-valued, bounded functions we obtain Skorohod-differentiability along y.
When choosing C = {1B : B ∈ F}, we obtain Fomin-differentiability along y.
We will use the term Fomin-differentiable if the differentiability is with respect
to C = {1B : B ∈ F} and the term Skorokhod-differentiable if the differen-
tiability is with respect to the set of all continuous, real-valued, bounded functions.
Let (Ω,F , ν) be a measure space. If Ω is a vector space, the idea of differen-
tiating along a vector can be extended as follows. Let h be a vector field, i.e. a
measurable mapping h : Ω→ Ω. Define transformations Tt for −ε < t < ε by
Tt : Ω→ Ω, x 7→ Tt (x) := x− t · h(x).
Then a curve (νt)−ε<t<ε is given by the image measures νt := ν ◦ T−1t . If ν is
differentiable in ]−ε; ε[ with respect to a set C, then ν is also called differentiable
along the vector field h or simply along h.
The following integration by parts formula is a modification of a part of Proposi-
tion 3 in the article [35] of Smolyanov and Weizsa¨cker. We adapted the assump-
tions there to our terminology. Furthermore, we don’t need boundedness of the
vector field, instead we have different demands on the set C.
2.1 Proposition
Let Ω be a locally convex space, ν a measure on bΩ and h a vector field on Ω.
Suppose C to be a set of measurable, real-valued, bounded functions on Ω that are
Gateaux differentiable in all directions h(x) with x ∈ Ω. If g ∈ C the functions gs,
s ∈ R \ {0}, defined by
gs (x) :=
g(x+ s · h(x))− g(x)
s
,
shall be uniformly integrable and g′(x)(h(x)):= lims→0 gs (x). Let g′(x)(h(x)):=
lims→0 gs (x). Then the measure ν is differentiable along the vector field h if and
only if there is a measure ν ′ such that for all g ∈ C
ˆ
Ω
g′(x)(h(x))dν (x) = −
ˆ
Ω
g(x)dν ′ (x) .
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In this case ν ′ is a derivative of ν.
Proof: Let g ∈ C. At first, note that for any t, s ∈ R \ {0}, s = −t, we
have ´
Ω
gdνt −
´
Ω
gdν
t
=
´
Ω
g ◦ Ttdν −
´
Ω
gdν
t
=
ˆ
Ω
g(x− t · h(x))− g(x)
t
dν (x) = −
ˆ
Ω
g(x+ s · h(x))− g(x)
s
dν (x) = −
ˆ
Ω
gsdν.
Since the functions gs are uniformly integrable and lims→0 gs (x) = g′(x)(h(x))
for each x ∈ Ω, we can apply Proposition 1.2 to obtain that x 7→ g′(x)(h(x)) is
integrable and
lim
s→0
ˆ
Ω
gsdν =
ˆ
Ω
g′(x)(h(x))dν (x) .
Hence
lim
t→0
´
Ω
gdνt −
´
Ω
gdν
t
= −
ˆ
Ω
g′(x)(h(x))dν (x) .
Now if ν is differentiable with derivative ν ′, then
ˆ
Ω
gdν ′ = lim
t→0
´
Ω
gdνt −
´
Ω
gdν
t
= −
ˆ
Ω
g′(x)(h(x))dν (x) .
On the other side, if the integration by parts formula is fulfilled, then there is a
measure ν ′ with
ˆ
Ω
gdν ′ = −
ˆ
Ω
g′(x)(h(x))dν (x) = lim
t→0
´
Ω
gdνt −
´
Ω
gdν
t
. 
If a measure ν is differentiable and a derivative ν ′ is absolutely continuous with
respect to ν, then the Radon-Nikodym derivative dν
′
dν
is also called logarithmic
derivative. The next proposition and its proof stem from Section 2 in the article
[35] of Smolyanov and Weizsa¨cker.
2.2 Proposition
Let (Ω,F) be a measurable space, (νt)−ε<t<ε a curve of nonnegative measures on
F . If ν = ν0 is Fomin-differentiable in ]−ε; ε[, then the derivative ν ′ is absolutely
continuous with respect to ν.
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Proof: Let ν(N) = 0. Consider the function
f : ]−ε; ε[ −→ R+0 , t 7→ νt (N)
Then f is differentiable at t = 0 and f ′(0) = ν ′ (N). Since f is nonnegative and
f(0) = 0, the first derivative of f in 0 must be 0. Hence ν ′ (N) = 0. 
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3 Relationships between Different Forms of Dif-
ferentiability
The relationships between different forms of differentiability are described in great
detail in the standard literature. In this section we give a very short account,
confining ourselves on results we either need in the following or which gave the
inspiration for our contributions to the theory of differentiable Loeb measures.
Later in this thesis we will introduce several forms of S-differentiability of internal
measures and deal with their relationships. In this section, our aim is to scetch a
clear, tightly structured outline as basis for our following explanations.
Throughout this chapter, E is a locally convex space, equipped with its Borel
σ-field bE, and the differentiability is always along a vector y ∈ E. Hence, for any
measure ν, the measure νt is given by the shift
νt(A) = ν(A+ t · y).
The following helpful lemma is a special case of Proposition 2. of Smolyanov and
Weizsa¨cker [35].
3.1 Lemma
Let ν be a measure in bE. Suppose ν to be differentiable in ]−ε; ε[ along a vector
y ∈ E with respect to a set C. Let ν ′ be a derivative of ν. If for all t ∈ ]−ε; ε[ the
set C coincides with
{g : E → R : there is a function f ∈ C with g(x) = f(x+ t · y) for all x ∈ E} ,
then all measures νt are differentiable along y with respect to C and the measures
(ν ′)t are derivatives.
Proof: Fix t ∈ ]−ε; ε[ . Choose g, f ∈ C with g(x) = f(x+ t · y). Then
lim
s→0
´
E
g(x)d (νt)s (x)−
´
E
g(x)dνt(x)
s
=
lim
s→0
´
E
g(x− s · y)dνt(x)−
´
E
g(x)dνt(x)
s
=
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lim
s→0
´
E
g(x− s · y − t · y)dν(x)− ´
E
g(x− t · y)dν(x)
s
=
lim
s→0
´
E
f(x− s · y)dν(x)− ´
E
f(x)dν(x)
s
=
ˆ
E
f(x)dν ′(x) =
ˆ
E
g(x− t · y)dν ′(x) =
ˆ
E
g(x)d (ν ′)t (x). 
Note that the assumptions of Lemma 3.1 are in particular fulfilled, if ν is Skorokhod-
differentiable or Fomin-differentiable along y. The following proposition shows the
strength of Fomin-differentiability. It is a special case of a part of Proposition 3 in
Smolyanov and Weizsa¨cker [35]. In Section 8 we state a related result for internal
measures.
3.2 Proposition
Let ν be a Borel measure on E. If ν is Fomin-differentiable in ]−ε; ε[ along a vec-
tor y ∈ E, then ν is differentiable along y with respect to the set C of all bounded
Borel functions on E.
Proof: (See [35].) We have to show that
lim
t→0
´
E
gdνt −
´
E
gdν
t
=
ˆ
E
gdν ′
for all g ∈ C. Obviously this is true for any simple function g. Now for arbitrary
g ∈ C, there exists a sequence (gn)n∈N of simple functions gn, which converges
uniformly to g (see e.g. Ash [5], Section 1.5). Note that for t ∈ ]−ε; ε[ also the
sequence (gn (x− ty))n∈N converges uniformly in x to g (x− ty). Moreover, since
the transformations Tt : x 7→ x − ty are bijective, for every δ > 0, there is an
n0 ∈ N, such that for all n ≥ n0, for all x ∈ E and all t ∈ ]−ε; ε[ the following
inequality (+) holds:
(+) |gn (x− ty)− g (x− ty)| < δ.
Now define for all n ∈ N
fn : ]−ε; ε[→ R, t 7→
ˆ
E
gndνt.
18
By Lemma 3.1, fn is differentiable on ]−ε; ε[ with
f ′n(t) =
ˆ
E
gnd (νt)
′ =
ˆ
E
gn(x− ty)dν ′(x).
By the inequality (+), the sequence (f ′n)n∈N converges uniformly on ]−ε; ε[ to a
function defined by ]−ε; ε[ −→ R, t 7→ ´
E
g(x− ty)dν ′(x). Since
lim
n→∞
fn(0) = lim
n→∞
ˆ
E
gn(x)dν(x) =
ˆ
E
g(x)dν(x),
by elementary analysis, we can exchange the limits as follows
lim
t→0
´
E
gdνt −
´
E
gdν
t
= lim
t→0
lim
n→∞
´
E
gndνt −
´
E
gndν
t
=
lim
n→∞
lim
t→0
´
E
gndνt −
´
E
gndν
t
= lim
n→∞
ˆ
E
gndν
′ =
ˆ
E
gdν ′. 
We will now show under which assumptions differentiability with respect to a
set C implies Fomin-differentiability. For this purpose we need the following two
lemmas, where the first one is obvious. Recall that ‖ν‖ = ν+(E) + ν−(E) is the
norm of total variation of a measure ν.
3.3 Lemma
For any measure ν on bE and any t ∈ R we have ‖νt‖ = ‖ν‖.
We call a space C of bounded Borel functions norm-defining if for each measure
ν on bE
‖ν‖ = sup
{ˆ
fdν : f ∈ C and ‖f‖sup ≤ 1
}
.
Note that for any measure ν being differentiable with respect to a norm-defining
set C the derivative ν ′ is uniquely determined. Furthermore, we have the following
application of Lemma 1.5 in Weizsa¨cker [37].
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3.4 Lemma
Let ν be differentiable in ]−ε; ε[ along a vector y ∈ E with respect to a norm-
defining space C that coincides with
{g : E → R : there is a function f ∈ C with g(x) = f(x+ t · y) for all x ∈ E}
for all t ∈ ]−ε; ε[. Then ]−ε; ε[ 3 t 7→ νt is continuous with respect to ‖·‖.
Proof: (In the proof we follow the argumentation in [37].) Choose g ∈ C and
define fg(t) :=
´
gdνt. By the assumptions and Lemma 3.1 the function fg is
differentiable on ]−ε; ε[ with
∣∣f ′g(t)∣∣ =
∣∣∣∣∣∣
ˆ
E
gd (νt)
′
∣∣∣∣∣∣ ≤ ‖g‖sup · ∥∥(νt)′∥∥ = ‖g‖sup · ‖ν ′‖ .
For t, s ∈ ]−ε; ε[ the mean value theorem yields
|fg(t)− fg(s)| ≤ ‖g‖sup · ‖ν ′‖ · |t− s| .
Since the choice of g was arbitrary and C is norm-defining we obtain
‖νt − νs‖ ≤ ‖ν ′‖ · |t− s| ,
and therefore the desired continuity. 
The next proposition can be seen as application either of Section 4 in Norin
[28] or of Proposition 1.6 in Weizsa¨cker [37].
3.5 Proposition
Let ν be a measure in bE, ε > 0, C be a norm-defining space that coincides with
{g : E → R : there is a function f ∈ C with g(x) = f(x+ t · y) for all x ∈ E}
for all t ∈ ]−ε; ε[. Let ν be differentiable in ]−ε; ε[ with respect to C along a vector
y ∈ E with derivative ν ′. If for each B ∈ bE the mapping ]−ε; ε[ 3 t 7→ (ν ′)t (B)
is Lebesgue measurable and if ν ′ is absolutely continuous with respect to ν then ν
is Fomin-differentiable in ]−ε; ε[ along y.
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Proof: (The proof is very close to Weizsa¨cker.) By Lemma 3.1 with ν all measures
νt, t ∈ ]−ε; ε[, are differentiable with respect to C with derivatives (νt)′ = (ν ′)t
and with the assumption each measure (νt)
′ is absolutely continuous with respect
to νt. In the first part of the proof we establish a further measure µ on bE and
two product measurable functions f and f ′ on ]−ε; ε[×E such that νt  µ with
Radon-Nikodym derivative f(t, ·) and ν ′t  µ with Radon-Nikodym derivative
f ′(t, ·). Furthermore, there shall be the following relationship (++) between f
and f ′:
(++) f(b, x)− f(a, x) =
bˆ
a
f ′(t, x)dt for all a, b ∈ ]−ε; ε[ and all x ∈ E.
In the second part of the proof we will work with these functions to show Fomin-
differentiability.
To define µ, choose an enumeration (tn)n∈N of Q, and set
µ :=
∑
n∈N
1
2n
· |νtn|‖νtn‖
=
∑
n∈N
1
2n
· |νtn|‖ν‖ .
Then µ is a measure and νtn  µ for all n. With Lemma 3.4 it is not hard to see
that even νt  µ for all t. Now we define a measure n ′ on the product σ−field on
]−ε; ε[× E by
n ′ (A,B) :=
ˆ
A
ν ′t(B)dt.
We show that n ′  λ⊗µ, where λ denotes Lebesgue measure. Let λ⊗µ(N) = 0,
then, by Fubini, µ(Nt) = 0 for λ−a.a. t ∈ ]−ε; ε[, hence also ν ′(Nt) = 0 for λ−a.a.
t ∈ ]−ε; ε[ and therefore n′(N) = 0. Let f˜ ′ be a Radon-Nikodym derivative dn ′
d(λ⊗µ)
of n ′ with respect to λ⊗µ. Since µ ≥ 0, we have ‖ν ′t‖ =
´
E
∣∣∣f˜ ′(t, x)∣∣∣ dµ λ-a.s. By
Lemma 3.3, ‖ν ′t‖ = ‖ν ′‖ for all t ∈ ]−ε; ε[. Therefore,
´ b
a
(´
E
∣∣∣f˜ ′(t, ω)∣∣∣ dµ) dt <∞
for all a, b ∈ ]−ε; ε[. Hence we can define the functions f and f ′ as follows:
f ′(t, x) :=
0 if x ∈
⋃
n∈N∩]−ε;ε[
{
x˜ :
´ n
−n
∣∣∣f˜ ′(t, x˜)∣∣∣ dt =∞} ,
f˜ ′(x, t) otherwise.
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Of course, also f ′ is a Radon-Nikodym derivative dn
′
d(λ⊗µ) and for each t ∈ ]−ε; ε[
the function f ′(t, ·) is a Radon-Nikodym derivative dν′t
dµ
. Set
f(0, x) :=
dν0
dµ
(x) and f(t, x) := f(0, x) +
tˆ
0
f ′(s, x)ds.
To see that f(t, ·) = dνt
dµ
choose an arbitrary function g ∈ C. Then
ˆ
E
g(ω) tˆ
0
f ′(s, ω)ds
 dµ (ω) = ˆ
[0,t]×E
g(ω) · f ′(s, ω)dλ⊗ µ (s, ω) =
tˆ
0
ˆ
E
g(ω)dn ′ (s, ω) =
tˆ
0
ˆ
E
g(ω)d (ν ′)s (ω)
 ds.
The differentiability of νt and the boundedness of (‖(ν ′)s‖)s∈]−ε;ε[ imply that s 7→´
E
g(ω)d (ν ′)s is integrable on ]−ε; ε[. Hence
tˆ
0
ˆ
E
gd (ν ′)s
 ds = ˆ
E
gd(νt − ν0).
Since the choice of g was arbitrary and since C is norm-defining, we obtain that´ t
0
f ′(s, x)ds = d(νt−ν0)
dµ
(x), and therefore dνt
dµ
(x) =
´ t
0
f ′(s, x)ds + dν0
dµ
(x) = f(t, x).
Hence the relationship (++) is proved.
Now let us regard the functions fand f ′ as mappings from ]−ε; ε[ to L1 (E, µ).
Then f ′ is Bochner integrable and
t+rˆ
t
f ′(s)ds = f(t+ r)− f(t).
By Proposition 1.5,
lim
r→0
∥∥∥∥f(t+ r)− f(t)r − f ′(t)
∥∥∥∥
L1(E,µ)
= 0 λ-a.s.
Hence
lim
r→0
∥∥∥∥νt+r − νtr − ν ′t
∥∥∥∥ = 0 λ-a.s.
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Since for each B ∈ bE∣∣∣∣νt+r(B)− νt(B)r − ν ′t(B)
∣∣∣∣ ≤ ∥∥∥∥νt+r − νtr − ν ′t
∥∥∥∥
we obtain Fomin-differentiabilty of νt for λ-a.a. t ∈ ]−ε; ε[. By Lemma 3.1 each
νt is Fomin-differentiable, in particular the measure ν. 
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4 Gaussian Measures and their Subspaces of Dif-
ferentiability
Gaussian measures have a nice differentiability property we will need later. Hence
we will describe it in this section. To this end we have to give a short insight into
the theory of Gaussian measures on locally convex spaces and their corresponding
Cameron-Martin spaces. It is based on the works of Bogachev [10] and Norin [28].
We regard only centered measures, but the results are also true for the general
case.
For n ∈ N and σ ∈ R+ we define a Borel measure γn,σ on Rn by
γn,σ(B) :=
(
1
σ
√
2pi
)n ˆ
B
exp
(
− 1
2σ2
(
x21 + . . .+ x
2
n
))
dx1 . . . dxn.
γn,σ is called centered Gaussian measure with variance σ2 on Rn. The
following lemma can be easily proved by induction and integration by parts.
4.1 Lemma
Let m ∈ N and σ ∈ R+. Then
ˆ
R
xmdγ1,σ(x) =
1
σ
√
2pi
ˆ
R
xme−
x2
2σ2 dx =
0 if m is odd1 · 3 · 5 · . . . · (m− 1) · σm if m is even.
The next lemma is a special case of Lemma 2.4.4. in Bogachev [10]. For t ∈ R we
define the shifted measure γ1,σt by γ
1,σ
t (B) := γ
1,σ(B + t).
4.2 Lemma
Let γ1,σ be a centered Gaussian measure on R. Then, for any real number t ∈ R,
we have ∥∥γ1,σ − γ1,σt ∥∥ ≥ 2− 2 exp(−18σ2t2
)
.
Throughout this chapter, let E be a locally convex space and bE the σ-field of
Borel subsets. A probability measure ν in bE is called a centered Gaussian
measure if for each ϕ ∈ E ′ the measure ν ◦ ϕ−1 is a centered Gaussian measure
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on R. Obviously, each measure γn,σ on Rn is a centered Gaussian measure. The
following example shows that this also holds on R∞.
4.3 Example
(Bogachev [10], 2.3.5.) Regard R∞ together with the family (pn)n∈N of seminorms
where
pn(x) = pn ((x1, x2, x3, . . . , xn, . . .)) := |xn| .
Let γ∞ be the countable product of γ1,1. Choose ϕ ∈ (R∞)′. By Proposition
64.10 in Heuser [18] there exists a real r ∈ R+ and finitely many pn1 , . . . , pnk such
that for all x ∈ R∞
|ϕ(x)| ≤ r · max
i∈{1,...,k}
pni (x) = r · max
i∈{1,...,k}
|xni | .
Hence ϕ(x) = 0 if xni = 0 for all i ∈ {1. . . . , k}. This and the linearity of
ϕ yield that ϕ is a linear combination
∑k
i=1 αi · ϕni of the coordinate functions
ϕni : x 7→ xni . To see that γ∞ ◦ ϕ−1 is a centered Gaussian measure on R choose
B ∈ bR. Then
γ∞ ◦ ϕ−1 [B] = γ∞
({
x ∈ R∞ :
k∑
i=1
αi · xni ∈ B
})
=
γk,1
({
(x1, . . . , xk) ∈ Rk :
k∑
i=1
αi · xi ∈ B
})
= γk,1 ◦ ϕ˜−1 [B, ]
where ϕ˜ ∈ (Rk)′.
To describe the subspaces of differentiability of Gaussian measures we need some
properties of these measures, which we present in the following.
4.4 Lemma
If ν is a centered Gaussian measure in bE, then E
′ ⊂ L2(E, ν).
Proof: For l ∈ E ′ the measure ν ◦ l−1 is a centered Gaussian measure γ1,σ
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on R. Hence
ˆ
E
l2dν =
ˆ
R
x2dν ◦ l−1(x) =
ˆ
R
x2dγ1,σ(x) = σ2,
where we have used Lemma 4.1. 
4.5 Proposition
If ν is a centered Gaussian measure in bE and l ∈ E ′ then exp (|l|) is an element
of Lp(E, ν) for all p ∈ N.
Proof : Firstly, we show that exp (l) is ν−integrable. Let again γ1,σ = ν ◦ l−1.
ˆ
E
exp (l) dν =
ˆ
R
exp (x) dγ1,σ(x) =
1
σ
√
2pi
ˆ
R
exp (x) exp
(
− x
2
2σ2
)
dx =
1
σ
√
2pi
ˆ
R
exp
(
− 1
2σ2
(x2 − 2σ2x)
)
dx =
1
σ
√
2pi
ˆ
R
exp
(
− 1
2σ2
(x− σ2)2
)
exp
(
σ2
2
)
dx = exp
(
σ2
2
)
.
Therefore, exp (l) is ν-integrable. Obviously, also exp (−l) is ν-integrable. Define
A := {x ∈ E : l(x) > 0} .
Then
´
A
exp (l(x)) dν (x) <∞ and ´
E\A exp (−l(x)) dν (x) <∞. Thus
ˆ
E
exp (|l(x)|) dν(x) =
ˆ
A
exp (l (x)) dν (x) +
ˆ
E\A
exp (−l(x) dν (x) <∞.
Let p ∈ N. Then (exp (|l|))p = exp (p · |l|) = exp (|p · l|). Since p · l is also an
element of E ′, exp (|p · l|) ∈ L1(E, ν). 
The following two lemmas are due to Bogachev [10]. Let ν be a centered Gaussian
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measure on E. For h ∈ E we define the shifted measure νh by νh(A) := ν(A+ h).
4.6 Lemma
If ϕ ∈ E ′, then
‖νh − ν‖ ≥
∥∥∥(ν ◦ ϕ−1)
ϕ(h)
− ν ◦ ϕ−1
∥∥∥
for all h ∈ E.
Proof: Choose ϕ ∈ E ′ and h ∈ E. For any A ∈ bR set BA = ϕ−1 (A). It’s
easily verified that ϕ−1 (A+ ϕ (h)) = BA + h. Hence,
(νh − ν) (BA) =
((
ν ◦ ϕ−1)
ϕ(h)
− ν ◦ ϕ−1
)
(A) .
Since the choice of A was arbitrary we obtain that
sup {(νh − ν) (B) : B ∈ bE} ≥ sup
{((
ν ◦ ϕ−1)
ϕ(h)
− ν ◦ ϕ−1
)
(A) : A ∈ bR
}
and
inf {(νh − ν) (B) : B ∈ bE} ≤ inf
{((
ν ◦ ϕ−1)
ϕ(h)
− ν ◦ ϕ−1
)
(A) : A ∈ bR
}
.
Thus the result follows. 
Two measures ν and µ in bE are called singular if there exists a set B ∈ bE such
that ν (B) = 0 and µ (E \B) = 0.
4.7 Lemma
Let h ∈ E. If ‖νh − ν‖ = 2, then the measures ν and νh are singular.
Proof: The proof uses only elementary measure theory (see for example Ash
[5], Section 2). 
Note that for any arbitrary measure ν on E one has the Fourier transform
ν˜ defined by
ν˜(l) =
ˆ
E
exp (i · l(x)) dν (x) for all l ∈ E ′.
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The following proposition is well known. It is a special case of Theorem 2.2.4. in
Bogachev [10].
4.8 Proposition
A measure ν on E is a centered Gaussian measure if and only if its Fourier
transform has the form
ν˜(l) = exp
−1
2
ˆ
E
l2dν
 for all l ∈ E ′.
In the following we assume ν to be a centered Gaussian measure in E. Let us
denote by E ′ν the closure of E
′ in L2(E, ν). The next lemma and the idea of its
proof are due to Norin [28].
4.9 Lemma
For all l ∈ E ′ and g ∈ E ′ν we have
ˆ
E
i · g(x) exp (i · l(x)) dν = −
ˆ
E
l(x)g(x)dν · exp
−1
2
ˆ
E
l2(x)dν
 .
Proof: Choose arbitrary elements l, g ∈ E ′ and t ∈ R. Then also l + t · g ∈ E ′.
By Proposition 4.8 the following equation (+) holds:
(+)
ˆ
E
exp (i · (l(x) + tg(x))) dν (x) = exp
−1
2
ˆ
E
(l(x) + tg(x))2dν (x)
 .
We will differentiate both sides of equation (+) with respect to t at t = 0. To
differentiate the left-hand side we use the following estimation, induced from the
Taylor development:∣∣∣∣exp (i · (l(x) + tg(x)))− exp (i · l(x))t
∣∣∣∣ = ∣∣∣∣exp (i · l(x)) · exp (i · t · g(x))− 1t
∣∣∣∣ ≤
exp (|l(x)|) ·
∣∣∣∣exp (i · t · g(x))− 1t
∣∣∣∣ ≤ exp (|l(x)|) · |g(x)| · exp (|t · g(x)|) .
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By Proposition 4.5 and the Ho¨lder inequality (see Ash [5])
x 7→ exp (|l(x)|) · |g(x)| · exp (|t · g(x)|)
is integrable. Hence, as application of the theorem of dominated convergence (see
Ash [5] and Heuser [19], 44.7) we obtain
d
dt
ˆ
E
exp (i · (l + tg)) dν

t=0
= lim
t→0
ˆ
E
exp (i · (l + t · g))− exp (i · l)
t
dν =
ˆ
E
lim
t→0
exp (i · (l + tg))− exp (i · l)
t
dν =
ˆ
E
i · g · exp (i · l) dν.
Now differentiating also the right-hand side of (+) yields:
ˆ
E
i · g(x) exp (i · l(x)) dν (x) = −
ˆ
E
l(x)g(x)dν (x) · exp
−1
2
ˆ
E
l2(x)dν (x)
 .
For fixed l this relation is true for all g ∈ E ′, hence also for all g ∈ E ′ν . 
We will now introduce a Hilbert subspace of E, depending on the measure ν.
We will do this according to Bogachev [10]. Recall that E ′ν denotes the closure of
E ′ in L2(E, ν). Together with the inner product of L2(E, ν), E ′ν becomes a Hilbert
space, usually called reproducing kernel Hilbert space of the measure ν. Now
for h ∈ E define
‖h‖ := sup
{
l(h) : l ∈ E ′ and ‖l‖L2(E,ν) ≤ 1
}
and set
H(ν) := {h ∈ E : ‖h‖ <∞} .
H (ν) is called Cameron-Martin space of ν on E or Cameron-Martin sub-
space of E.
4.10 Proposition
(Bogachev [10], Lemma 2.4.1.) Any given h ∈ E lies in H(ν) if and only if there
exists a function g ∈ E ′ν such that l(h) =
´
E
g · ldν for all l ∈ E ′. In this case we
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obtain ‖h‖ = ‖g‖L2(E,ν).
Proof: Take h ∈ E and regard the mapping h˜ : E ′ → R, l 7→ l(h). If h ∈ H(ν)
this mapping is linear and bounded, hence continuous. By the theorem of Hahn-
Banach (see e.g. Heuser [18]) it can be extended to a linear and continuous
functional on E ′ν . Since E
′
ν is a Hilbert space, we can apply the theorem of Riesz
(see e.g. Heuser [18]) to obtain an element g ∈ E ′ν such that for all l ∈ E ′
l(h) = h˜ (l) = 〈g; l〉L2(E,ν) =
ˆ
E
g · ldν.
On the other side, if there exists a function g ∈ E ′ν with l(h) =
´
E
g · ldν for all
l ∈ E ′, the mapping h˜ : E ′ → R, l 7→ l(h) is continuous on E ′, hence bounded.
This implies ‖h‖ <∞.
With elementary analysis it is easily shown that
sup
{
l(h) : l ∈ E ′ and ‖l‖L2(E,ν) ≤ 1
}
= ‖g‖L2(E,ν) . 
4.11 Example
Let γ∞ be the Gaussian measure on R∞, defined in Example 4.3. Let ϕ, ψ ∈ (R∞)′.
In Example 4.3 we have shown that ϕ and ψ are finite linear combinations of
coordinate functions. Hence,
ˆ
ϕ(x)ψ(x)dγ∞=
´
E
(∑k
i=1 αi · xni
)
·
(∑l
i=1 βi · xmi
)
dγ∞ =
min(k,l)∑
i=1
αiβi.
So, it is easy to verify that the Cameron-Martin space H (γ∞) coincides with the
Hilbert space
l2 =
{
(xn)n∈N ∈ R∞ :
∑
n∈N
x2n <∞
}
where the norm is given by
‖x‖l2 =
√∑
n∈N
x2n.
A measure µ in bE is called Radon measure if for every B ∈ bE and every
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ε ∈ R+ there is a compact set Kε ⊂ B with µ (B \Kε) < ε. The following three
propositions supply important information about Radon Gaussian measures, we
will need also in the next section. The first one follows from Section 2.4 and
Section 3.2. in Bogachev [10].
4.12 Proposition
Let ν be a Radon Gaussian measure on E. Then there exists an isomorphism
Fν : H (ν)→ E ′ν, such that for any h ∈ H (ν),
l(h) =
ˆ
E
Fν (h) · ldν
for all l ∈ E ′. H (ν) together with its norm
‖h‖ =
√√√√ˆ
E
F 2ν (h) dν
turns out to be a separable Hilbert space.
The other two propositions are parts of Theorem 3.3.6 and Theorem 3.5.1, re-
spectively, in Bogachev [10].
4.13 Proposition
Let µ and ν be two Radon Gaussian measures on E. Then the following conditions
are equivalent:
(1)
´
E
ϕ2dµ ≤ ´
E
ϕ2dν for all ϕ ∈ E ′.
(2) µ (A) ≥ ν (A) for all convex Borel sets A with {−x : x ∈ A} = A.
4.14 Proposition
Let ν be a Radon Gaussian measure on E, (hn)n∈N an orthonormal base of the
Cameron Martin subspace H (ν). Then
x =
∞∑
n=1
Fν (hn) (x) · hn ν-a.s.,
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where the convergence is with respect to the topology of E and Fν is the isomor-
phism, introduced in Proposition 4.12.
With the following main result of this section we return to measure differen-
tiability.
4.15 Theorem
(Norin [28], Theorem 4.15 (i).) Let ν be a centered Gaussian measure on a sepa-
rable Banach space E. A vector h ∈ E lies in the Cameron-Martin space H(ν) if
and only if ν is Fomin-differentiable along h.
Proof: The first part of the proof is due to Norin [28], Chapter 4. Let h ∈ H(ν).
By Proposition 4.10 there exists a function g ∈ E ′ν such that l(h) =
´
E
g · ldν for
all l ∈ E ′. Let l ∈ E ′. By Lemma 4.9 we have
ˆ
E
i · g(x) exp (i · l(x)) dν (x) =
−
ˆ
E
l(x)g(x)dν (x)·exp
−1
2
ˆ
E
l2(x)dν (x)
 = −l(h)·exp
−1
2
ˆ
E
l2(x)dν (x)
 .
Define a measure ν ′ by ν ′(A) := − ´
A
gdν for each A ∈ bE . Then we obtain the
following relationship for the Fourier transforms ν˜ and ν˜ ′:
ν˜ ′(l) = −i · l(h) · ν˜(l).
We will show that ν is Skorokhod-differentiable along h with derivative ν ′.
Choose l ∈ E ′ and t ∈ R. According to Section 3 we define νt (B) := ν (B + t · h).
Then ˆ
E
exp (i · l(x)) d(νt − ν) (x) =
exp (−i · t · l(h)) ·
ˆ
E
exp (i · l(x)) dν (x)−
ˆ
E
exp (i · l(x)) dν (x) =
tˆ
0
ˆ
E
exp (i · l(x)− i · s · l(h)) dν ′ (x)
 ds = ˆ
E
exp (i · l(x)) d(ν ′ ? µλ,t)(x),
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where µλ,t is the image measure of Lebesgue measure λ on [0, t] under the mapping
[0; t] 3 s 7→ −s · h,
and ν ′ ? µλ,t denotes the convolution. Since the choice of l ∈ E ′ was arbitrary,
the Fourier transforms of νt − ν and ν ′ ? µλ,t coincide on E ′. Since E is a Banach
space, the measures νt − ν and ν ′ ? µλ,t coincide on bE. Therefore, we obtain for
all bounded, Borel measurable functions f :
ˆ
E
(f(x− t · h)− f(x)) dν (x) =
ˆ
E
f(x)d(νt − ν) (x) =
ˆ
E
f(x)d(ν ′ ? µλ,t) =
tˆ
0
ˆ
E
f(x− sh)dν ′ (x)
 ds.
If we suppose f to be continuous, we can apply Fubini’s theorem (see Ash [5]) to
obtain
tˆ
0
ˆ
E
f(x− sh)dν ′ (x)
 ds = ˆ
E
 tˆ
0
f(x− sh)ds
 dν ′ (x) .
Since f is bounded there is a k ∈ N such that f (x) ≤ k for all x ∈ E, hence
´ t
0
f (x− sh) ds
t
≤ t · k
t
= k.
By the theorem of dominated convergence (see Ash [5]) and the fundamental
theorem of calculus we have
lim
t7→0
´
E
(f(x− t · h)− f(x)) dν (x)
t
=
ˆ
E
f(x)dν ′ (x) .
Hence, for any ε ∈ R+, ν is Skorokhod-differentiable in ]−ε; ε[ along h. It is easily
verified that the space C of all real-valued, bounded and continuous functions on
E is norm-defining and that the mappings t 7→ (νt)′ (B) are Lebesgue measurable
for each B ∈ bE. Since ν ′ := −g · ν we have ν ′  ν. Hence we can apply
Proposition 3.5 to obtain that ν is Fomin-differentiable along h.
Now let h ∈ E \H (ν). We show that then the measures ν and νh are singular.
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This part of the proof is due to Bogachev [10], Section 2.4. By definition,
sup
{
l(h) | l ∈ E ′ and ‖l‖L2(E,ν) ≤ 1
}
=∞.
Hence, for any n ∈ N there exists a functional l ∈ E ′, with ‖l‖L2(E,ν) = 1 and
l(h) > n. Let us regard the Gaussian measure ν ◦ l−1. Since ´R x2d (ν ◦ l−1) (x) =´
E
l2dν = 1, the measure ν ◦ l−1 has variance σ2 = 1. Applying Lemma 4.2 and
Lemma 4.6 we get
‖νh − ν‖ ≥ 2− 2 exp
(
−1
8
n2
)
for all n ∈ N. Hence, ‖νh − ν‖ = 2 and therefore, by Lemma 4.7, the measures νh
and ν are singular. Note that h ∈ E \H (ν) implies 1
n
·h ∈ E \H (ν) for all n ∈ N.
Let An ∈ bE such that ν (An) = 0 and ν 1
n
·h (E \ An) = ν
(
E \ An + 1n · h
)
= 0.
Since ν is a probability measure, ν 1
n
·h (An) = 1 for all n ∈ N. Define A :=⋃
n∈NAn. Then
ν
(
A+ 1
n
· h)− ν (A)
1
n
= n.
Thus ν is not Fomin-differentiable along h. 
In Section 21 we will prove a related result for Loeb measures, which yields the
differentiability of a special Gaussian measure, the Wiener measure.
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5 Abstract Wiener Spaces
We will now apply Theorem 4.15 to abstract Wiener spaces. The concept of
abstract Wiener spaces was developed by L. Gross in [16] to obtain Gaussian
measures in infinite dimensional spaces. Since we need some facts about abstract
Wiener spaces also later, the essential ideas and results of Gross’s theory are
sketched in this section. For the proofs of most of the presented facts and more
details consult Osswald [30], Kuo [24] or Gross [17]. Our starting point is an
arbitrary infinite dimensional and separable Hilbert space (H; ‖·‖). At first we
establish a finitely additive set function in H. To this end we start from Borel
subsets of finite dimensional subspaces of H. Let
E (H) = {E ⊂ H : E is a finite dimensional subspace of H} .
Fix σ ∈ R+. For any given subspace E ∈ E (H) with orthonormal basis (e1, ...,
en) a centered Gaussian measure γ
E,σ on E can be defined by
γE,σ(B) := γn,σ
({
(α1, ..., αn) ∈ Rn :
n∑
i=1
αiei ∈ B
})
=
(
1√
2piσ2
)n ˆ
{(α1,...,αn)∈Rn |Pni=1 αiei∈B} exp
(
− 1
2σ2
(
x21 + . . .+ x
2
n
))
dx1 . . . dxn,
where B ∈ bE .
5.1 Lemma
(Osswald [30], Lemma 4.2.1.) The measure γE,σ on E does not depend on the
choice of the orthonormal basis of E.
A subset Z ⊂ H is called a cylinder set in H if there are elements E ∈ E (H)
and B ∈ bE such that Z = B + E⊥. In this case we define γH,σ(Z ) := γE,σ(B).
By Lemma 4.1.3 in Osswald [30], γH,σ(Z ) is well defined. We will also need the
following characterisation of cylinder sets.
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5.2 Lemma
(Osswald [30], Proposion 4.1.4.) A set Z ∈ bH is a cylinder set if and only if there
exist ϕi ∈ H′, n ∈ N and A ∈ bRn such that
Z = (ϕ1, . . . , ϕn)
−1(A).
with n ∈ N, ϕi ∈ H′ and A ∈ bRn.
Let ZH denote the set of all cylinder sets in H.
5.3 Proposition
(Osswald [30], Proposition 4.1.5, Proposition 4.2.4 and Kuo [24], Chapter I. Propo-
sition 4.1.)
(1) ZH is a field.
(2) γH,σ is a finitely additive mapping on ZH.
(3) γH,σ is not countably additive on ZH.
To obtain σ-additivity, it was L. Gross’s idea to find a suitable extension of H.
If (B; |·|) is a Banach space such that H ⊂ B we can define cylinder sets in B
according to Lemma 5.2 by
Z = (ϕ1, . . . , ϕn)
−1(A)
where ϕi ∈ B′, n ∈ N and A ∈ bRn . Denote by ZB the collection of all cylinder
sets in B. The following Lemma is obvious.
5.4 Lemma
If for all functionals of B′ the restrictions on H are elements of H′, we obtain for
each Z ∈ ZB that Z ∩H ∈ ZH.
If the assumption of Lemma 5.4 holds we may define a mapping γB,σ on ZB
by
γB,σ(Z) := γH,σ(Z ∩H).
L. Gross introduced the concept of measurable norms. A norm | · | on H is called
measurable (with respect to σ) if for each ε > 0 there is an Eε ∈ E (H) such
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that for all E ∈ E (H) with E ⊥ Eε
γE,σ ({x ∈ E :| x |> ε}) ≤ ε.
5.5 Lemma
(Kuo [24], Chapter I. Lemma 4.2) If | · | is a measurable norm on H then there
exists a constant c ∈ R+ such that | h |≤ c · ‖h‖ for all h ∈ H.
Now let H and γH,σ be as above. Assume |·| to be a measurable norm (with
respect to σ) on H and (B, |·|) the Banach space completion of (H, |·|). Then
(H, |·|) is a dense subspace of (B, |·|). Therefore and by Lemma 5.5, B′ can be
regarded as a subset of H′ and therefore - since we can identify H′ with H - as a
subset of H. Furthermore we have
5.6 Lemma
The space B′ is dense in (H; ‖·‖).
Proof: Let h ∈ H such that 〈ϕ;h〉H = 0 for all ϕ ∈ B′. Therefore, ϕ (h) = 0 for
all ϕ ∈ B′. Hence, h = 0. 
By Lemma 5.4 we can establish the mapping γB,σ on ZB. The measurability
of the norm is essential for the proof of the following important proposition, that
is sometimes called theorem of Gross.
5.7 Proposition
(Kuo [24], Chapter I. Theorem 4.1 und Theorem 4.2.) γB,σ can be extended
uniquely to a countably additive measure in the σ-field generated by ZB. This
σ-field is the Borel field bB of B.
Let us denote the countably additive extension by γσ. Then γσ is called Wiener
measure and the pair (H,B) is called an abstract Wiener space.
39
5.8 Lemma
The Wiener measure γσ is a centered Gaussian measure on B.
Proof: The idea of the proof is due to Osswald [30]. Let ϕ ∈ B′ and A ∈ bR.
Since ϕ is also an element of H′ = H, the space E = {λ · ϕ : λ ∈ R} is a subspace
of H and we get
γσ ◦ ϕ−1 (A) = γH,σ ({x ∈ H : ϕ (x) ∈ A}) =
γH,σ
({x ∈ E : ϕ (x) ∈ A}+ E⊥) =
1
σ · ‖ϕ‖H
√
2pi
·
ˆ
A
exp
(
− x
2
2 (σ · ‖ϕ‖H)2
)
dx. 
In Section 13, we will construct an internal probability space with the aid of
an abstract Wiener space.
To describe the differentiability of a Wiener measure we will show a rela-
tionship between the underlying Hilbert space H and the Cameron-Martin space
H(γσ). For this purpose we need the following lemma.
5.9 Lemma
If ν is a centered Gaussian measure on a separable Banach space (B; |·|), such that
the Cameron-Martin space H(ν) is dense in B, then for all functionals ϕ of B′ the
restrictions on H(ν) are elements of H(ν)′. If we identify the restriction ϕ  H(ν)
with an element of H(ν), then B′ is a dense subset of H (ν). Furthermore,
‖ϕ  H(ν)‖2H(ν) =
ˆ
B
ϕ2 (x) dν (x) .
Proof: Let ϕ ∈ B′ and ε ∈ R+. Set
δ :=
ε√´
B ϕ
2 (x) dν (x)
.
Now choose h ∈ H (ν), satisfying ‖h‖H(ν) < δ. Let Fν be the isomorphism between
the Cameron-Martin subspace H (ν) and the Hilbert space B′ν , introduced in
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Proposition 4.12. Then
|ϕ (h)| =
∣∣∣∣∣∣
ˆ
B
ϕ (x)Fν (h) (x) dν (x)
∣∣∣∣∣∣ ≤
ˆ
B
ϕ2 (x) dν (x) ·
ˆ
B
(Fν (h))
2 (x) dν (x)
 12 =
ˆ
B
ϕ2 (x) dν (x)
 12 · ‖h‖H(ν) < ε.
Hence, ϕ  H(ν) ∈ H(ν)′. Since ϕ  H(ν) can be identified with an element of
H(ν), B′ can be regarded as subset of H(ν). With the same arguments as in the
proof of Lemma 5.6 follows that B′ is a dense subset of H(ν). The last part of
the Lemma follows from the definition of ‖·‖H(ν). 
5.10 Proposition
(Bogachev [10], Theorems 3.9.5. and 3.9.6.) Let (H,B) be an abstract Wiener
space with Wiener measure γ1. Then H coincides with the Cameron Martin space
H(γ1) of γ1 of B. Conversely, if ν is a centered Gaussian measure on a separable
Banach space B with norm |·| such that the Cameron Martin space H(ν) is dense
in B, then the norm |·| restricted to H(ν) is measurable with respect to σ = 1 and
(H(ν),B) is an abstract Wiener space with ν = γ1 as Wiener measure.
Proof: The proof is very close to the proofs in [10]. Let (H,B) be an abstract
Wiener space with Wiener measure γ1. Choose ϕ, ψ ∈ B′. By Lemma 5.5 ϕ and
ψ can also be regarded as elements of H. To avoid confusion, we denote these
elements of H by hϕ and hψ. First note that
´
B ϕ · ψdγ1 = 〈hϕ;hψ〉, since by
Lemma 5.8, ˆ
B
ϕ2dγ1 =
ˆ
R
x2d
(
γ1 ◦ ϕ−1) (x) = ‖hϕ‖2 .
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Let Fγ1 be the isomorphism between the Cameron Martin subspace H (γ
1) and
the Hilbert space B′γ1 introduced in Proposition 4.12. Set h = F
−1
γ1 (ϕ). Then
ψ (h) =
ˆ
B
Fγ1 (h) (x) ·ψ (x) dγ1 (x) =
ˆ
B
ϕ (x) ·ψ (x) dγ1 (x) = 〈hϕ;hψ〉 = ψ (hϕ) .
Hence F−1γ1 (ϕ) = hϕ. Since ‖hϕ‖2 =
´
B ϕ
2 (x) dγ1 (x) = ‖h‖H(γ1) and since B′ is
dense in H (γ1) as well as in H, H (γ1) coincides with H.
To prove the converse, note that - again by Lemma 5.9 - each element of B′
can be regarded as an element of H (ν)′. Hence, we can define the measure γB,1
on ZB. Let ϕ ∈ B′. By Lemma 5.9,
‖ϕ  H(ν)‖H(ν) =
ˆ
B
ϕ2 (x) dν (x) .
This implies that ν coincides with γB,1 on ZB. It remains to prove the measura-
bility with respect to σ = 1 of the norm |·| on H (ν). Fix ε > 0. Let (ϕn)n∈N be
an orthonormal base of B′ν satisfying (ϕn)n∈N ⊂ B′. Define
Pn : B→ H (ν) , x 7→
n∑
i=1
ϕi (x) · F−1ν (ϕi) .
By Proposition 4.14, we have
lim
n→∞
|x− Pn (x)| = 0 ν-a.s.
By Egoroff’s theorem (see Ash [5]) the convergence is in measure, hence there
exists a number N ∈ N such that for all n,m ≥ N
ν ({x ∈ B : |Pn (x)− Pm (x)| > ε}) < ε.
To verify that {x ∈ B : |Pn (x)− Pm (x)| > ε} ∈ ZB, note that
{x ∈ B : |Pn (x)− Pm (x)| > ε} =
{
x ∈ B : ∣∣∑ni=m+1 ϕi (x) · F−1γ (ϕi)∣∣ > ε} =
{x ∈ B : (ϕm+1(x), . . . , ϕn(x)) ∈ A} ,
where A =
{
(am+1, . . . , an) ∈ Rm−n :
∣∣∑n
i=m+1 ai · F−1ν (ϕi)
∣∣ > ε} ∈ bRm-n . Since
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also {
x ∈ H (ν) : ∣∣∑ni=m+1 ϕi (x) · F−1ν (ϕi)∣∣ > ε} =
{x ∈ H (ν) : (ϕm+1(x), . . . , ϕn(x)) ∈ A} ,
we obtain
ν ({x ∈ B : |Pn (x)− Pm (x)| > ε}) = γH(ν),1 ({x ∈ H (ν) : |Pn (x)− Pm (x)| > ε}) .
Let Eε = span {F−1ν (ϕ1) , . . . , F−1ν (ϕN)}. Choose any E ∈ E (H (ν)) with E ⊥ Eε.
By the projection theorem (see Section 1), each x ∈ H can be composed uniquely
into a sum x = a + y where a ∈ E and y ∈ E⊥. Let prH (ν)E : H (ν) → E, x 7→ a
be the orthogonal projection. Then PN
(
pr
H (ν)
E (x)
)
= 0 and
lim
k→∞
PN+k
(
pr
H (ν)
E (x)
)
= pr
H (ν)
E (x) .
Again by the theorem of Egoroff (see Ash [5]) and by the definition of γH(ν),1 it
is easily proved that
γE,1 ({x ∈ E : |x| > ε}) = lim
k→∞
γE,1 ({x ∈ E : |PN+k (x)| > ε}) =
lim
k→∞
γH(ν),1
({
x ∈ H (ν) :
∣∣∣PN+k (prH (ν)E (x))∣∣∣ > ε}) =
lim
k→∞
γH(ν),1
({
x ∈ H (ν) :
∣∣∣(PN+k − PN)(prH (ν)E (x))∣∣∣ > ε}) .
For the last step of the proof we use Proposition 4.13. Set
D := {x ∈ H (ν) : |PN+k (x)− PN (x)| ≤ ε} .
Obviously D ∈ ZH (ν), hence D = B˜ + E˜⊥ where E˜ ∈ E (H (ν)) and B˜ ⊂ E˜ . We
regard the smallest finite dimensional space E¯ ∈ E (H (ν)) containing E˜ and E
and the measures γE¯,1 and γE¯,1 ◦(prE¯E)−1. For y ∈ E¯ define ϕ (x) := 〈y;x〉E. Note
that
ϕ
(
prE¯E(x)
)
=
〈
y; prE¯E(x)
〉
E¯
=
〈
prE¯E(y);x
〉
E¯
.
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By Lemma 5.9,
ˆ
E¯
ϕ2 (x) d
(
γE¯,1 ◦
(
prE¯E
)−1)
(x) =
ˆ
E¯
(
ϕ
(
prE¯E(x)
))2
E¯
dγE¯,1 (x) =
∥∥∥prE¯E(y)∥∥∥2
E¯
≤ ‖y‖2E¯ =
ˆ
E¯
ϕ2 (x) dγE¯,1 (x) .
Hence Proposition 4.13 implies
γH(ν),1
((
pr
H (ν)
E
)−1
(D)
)
= γE¯,1 ◦
(
prE¯E
)−1 (
B˜ +
{
x ∈ E¯ : x⊥E˜
})
≥
γE¯,1
(
B˜ +
{
x ∈ E¯ : x⊥E˜
})
= γH(ν),1 (D) .
Therefore,
γH(ν),1
({
x ∈ H (ν) :
∣∣∣(PN+k − PN) prH (ν)E (x)∣∣∣ > ε}) ≤
γH(ν),1 ({x ∈ H (ν) : |PN+k (x)− PN (x)| > ε}) .
Finally we obtain γE,1 ({x ∈ E : |x| > ε}) ≤ ε. 
We close this section with the announced application of Theorem 4.15 to abstract
Wiener spaces.
5.11 Corollary
The Wiener measure γH,1 of an abstract Wiener space (H,B) is Fomin-differentiable
along a vector h ∈ B if and only if h ∈ H .
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6 An Application of Measure Differentiability
One of the applications of measure differentiabilty is the construction of operators
comparable to those of Malliavin and Skorokhod in the Gaussian case. We will
describe this now, following closely the presentation of Weizsa¨cker in [37]. Let ν
be a nonnegative measure on a locally convex space E and (H; ‖·‖H) a Hilbert
subspace of E, continuously embedded in E. Recall that in this case each element
ϕ ∈ E ′ can be regarded as an element of H. Let C∞c (Rn) be the set of all
infinitely continuously differentiable functions g : Rn → R with compact support
and denote by ∂ig the partial derivatives. Define
C := {f : E → R, f = g (ϕ1, . . . , ϕn) : ϕi ∈ E ′, g ∈ C∞c (Rn)} .
Then C is dense in L2 (E, ν) (see e.g. Smolyanov and Weizsa¨cker [35]). Let f ∈ C
and y ∈ E. Then f is Gateaux differentiable in the direction of y and for x ∈ E
we obtain f ′(x)(y) =
∑n
i=1 ∂
ig (ϕ1 (x) , . . . , ϕn (x)) · ϕi (y). If y ∈ H, then the
following inequality (+) holds:
(+) |f ′(x)(y)| ≤ n·supx˜∈Rn
(
n∑
i=1
∂ig (x˜) · x˜i
)
·max1≤i≤n ‖ϕi‖H·‖y‖H =: cf ·‖y‖H .
Hence, the linear mapping f ′(x) : H→ R, y 7→ f ′(x)(y) is bounded, and therefore
an element of H′. Note that H′ can be identified with H. Since the constant cf
depends only on f , the function
f ′ : E → H, x 7→ f ′ (x)
is a bounded vector field from E to H. Denote by L2H (ν) the set of all vector fields
h : E →H, such that
‖h‖L2H(ν) =
(ˆ
E
‖h(x)‖2H dν
) 1
2
<∞.
Now we are ready to define a derivative operator D0 : C → L2H (ν) by D0(f) := f ′.
Up to now we have not claimed nor used measure differentiability in this chapter.
But for the following, the measure ν shall be Fomin-differentiable along all vectors
h ∈ H. By Proposition 3.2, the derivatives are absolutely continuous with respect
to ν. We denote by ξy the logarithmic derivatives. Moreover, we assume that
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ξy ∈ L2 (E, ν) for all y ∈ H.
6.1 Proposition
(Smolyanov and Weizsa¨cker [35], Proposition 6.) The operator D0 is closable in
L2 (E, ν), i.e. if C 3 fn →
L2(E,ν)
f and Dfn →
L2H(ν)
g then Df = g.
Proof: Let (fn)n∈N ⊂ C, fn →
L2(E,ν)
0 and D0fn →
L2H(ν)
g. We will show that
g = 0. To this end choose arbitrary elements u ∈ C and y ∈ H. Then
ˆ
E
u(x) · 〈g(x); y〉H dν (x) = limn→∞
ˆ
E
u(x) · 〈D0fn(x); y〉H dν (x) =
lim
n→∞
ˆ
E
u(x) · f ′n(x)(y)dν (x) .
Since the functions u and fn are Gateaux differentiable in the direction of y, the
product rule yields that also each u · fn is Gateaux differentiable in the direction
of y and
(u · fn)′(x)(y) = u′(x)(y) · fn(x) + u(x) · f ′n(x)(y).
Hence,
lim
n→∞
ˆ
E
u(x) · f ′n(x)(y)dν (x) = lim
n→∞
ˆ
E
((u · fn)′(x)(y)− u′(x)(hy) · fn(x)) dν (x) ,
and by (+),
|(u · fn)′(x)(y)| ≤ cu · ‖y‖H · ‖fn‖sup + cf · ‖y‖H · ‖u‖sup =: a.
We like to apply Proposition 2.1 with respect to the functions u · fn and the
constant vector field y. Let t ∈ R \ {0}. By the mean value theorem there exists
a tx ∈ R such that
(u · fn) (x+ ty)− (u · fn) (x)
t
= (u · fn)′(x+ txy)(y).
Hence we obtain for all t ∈ R \ {0},
ˆ
E
(u · fn) (x+ ty)− (u · fn) (x)
t
dν (x) ≤
ˆ
E
adν (x) .
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By Proposition 1.3, the functions
t 7→ (u · fn) (x+ ty)− (u · fn) (x)
t
are uniformly integrable. Thus we can apply Proposition 2.1 to obtain
ˆ
E
(u · fn)′(x)(y)dν (x) =
ˆ
E
(u · fn)(x)dν ′ (x) .
Now
lim
n→∞
ˆ
E
u(x) · f ′n(x)(y)dν (x) = lim
n→∞
ˆ
E
((u · fn)′(x)(y)− u′(x)(hy) · fn(x)) dν (x) ,
= lim
n→∞
ˆ
E
(u · fn)(x)dν ′ (x)− lim
n→∞
ˆ
E
u′(x)(y) · fn(x)dν (x) =
lim
n→∞
ˆ
E
((u · fn)(x) · ξy (x)− u′(x)(h) · fn(x)) dν (x) = 0,
since u, u′ are bounded and ξy ∈ L2 (E, ν). Hence, g = 0. 
Let us denote by D the closure of D0. Then D is a closed operator defined
on a dense subset of L2 (E, ν). The definition of D is analogical with the com-
mon definition of the Malliavin derivative presented for example in Nualart [29].
Just like there we introduce also the adjoint operator. Since D is densely defined,
by Reed and Simon [31], Section VIII, there exists the adjoint operator δν (from
L2H (ν) to L
2(E, ν)), and the domain of δν can be characterised as follows. A
vector field h ∈ L2H (ν) is in the domain of δν if and only if there exists a constant
K, such that for all g ∈ C∣∣∣∣∣∣
ˆ
E
g′(x)(h (x))dν (x)
∣∣∣∣∣∣ ≤ K ·
√√√√ˆ
E
g2 (x) dν (x).
In this case there exists a uniquely determined element δν(h) ∈ L2 (E, ν), such
that for all g ∈ C
ˆ
E
g′(x)(h (x))dν (x) =
ˆ
E
g(x) · δν(h) (x) dν (x) .
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The definition of δν is in accordance with the introduction of the Skorokhod
operator by Nualart [29]. The next proposition summarizes several comments of
Weizsa¨cker’s [37] Section 4.
6.2 Proposition
Let E, H, C and ν defined as above. Fix a vector field h ∈ L2H (ν). Then h lies
in the domain of δν if and only if ν is differentiable along h with respect to C,
the derivative ν ′ is absolutely continuous with respect to ν and the logarithmic
derivative dν
′
dν
is an element of L2 (E, ν). In this case we have dν
′
dν
= −δν(h).
Proof: Firstly, we show that the assumptions of Proposition 2.1 are fulfilled.
Let g ∈ C. Then g is Gateaux differentiable along all elements of H, in particular
along all vectors h (x). By the same arguments as in the proof of Proposition 6.1,
we obtain for all t ∈ R \ {0}
ˆ
E
g(x+ th (x))− g (x)
t
dν (x) =
ˆ
E
g′(x+ tx · h (x)) (h (x)) dν (x) ≤
cg ·
ˆ
E
‖h (x)‖H dν (x) ,
and therefore uniform integrability.
Now let h be an element of the domain of δν . Since for all g ∈ C
ˆ
E
g′(x)(h (x))dν (x) =
ˆ
E
g(x) · δν(h) (x) dν (x) ,
by Proposition 2.1, ν is differentiable along h with derivative
ν ′(A) =
ˆ
A
(−δν(h) (x)) dν (x)
and the logarithmic derivative −δν(h) lies in L2 (E, ν).
For the other direction we apply again Proposition 2.1. Then for all g ∈ C
ˆ
E
g′(x)(h(x))dν (x) = −
ˆ
E
g(x)dν ′ (x) = −
ˆ
E
g(x) · ξh (x) dν (x) ,
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with ξh ∈ L2 (E, ν). Hence, by the Ho¨lder inequality (see e.g. Ash [5]),∣∣∣∣∣∣
ˆ
E
g′(x)(h(x))dν (x)
∣∣∣∣∣∣ ≤
ˆ
E
|g(x) · ξh (x)| dν (x) ≤
√√√√ˆ
E
g2 (x) dν (x) ·
√√√√ˆ
E
ξ2h (x) dν (x).
Hence, h is in the domain of δν and δν (h) = −ξν . 
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7 S-Differentiability of Internal Measures1
In this chapter we start dealing with internal measures. Throughout Section 7 to
Section 11 we have the following standing assumption. Let Ω be an internal set, A
an internal ∗σ-field on Ω and µ ≥ 0 an internal S-bounded (∗σ-additive) measure
on A. Let (µt)t∈J be an internal curve of nonnegative S-bounded measures on A.
Since we want to obtain an external curve of Loeb measures, we assume that for
some ε ∈ R+ the internal parameter set J is either an interval of ∗R containing
the standard interval I =]− ε, ε[ or J is a discrete interval {−k
H
, −k+1
H
, . . . , k−1
H
, k
H
}
with H ∈ ∗N \ N, k ∈ {1, . . . , H} and ε ≤ k
H
. Finally we assume that µ = µ0.
The internal curve (µt)t∈J is called S-continuous if µt(A) ≈ µs(A) for each
A ∈ A whenever t ≈ s. We now introduce S-differentiability for internal mea-
sures. The choice of the examples and the questions dealt with are based on the
standard literature especially those written by Smolyanov, Weizsa¨cker and Bo-
gachev. Suppose we have a (not necessarily internal) set C of internal ∗R-valued
functions on Ω, each being A-measurable and S-bounded. We say that the inter-
nal measure µ is S-differentiable with respect to the set C if there exists an
internal S-bounded measure µ′ on A so that for all f ∈ C and for all infinitesimals
t ∈ J , t 6= 0
´
Ω
f(ω)dµt(ω)−
´
Ω
f(ω)dµ(ω)
t
≈
ˆ
Ω
f(ω)dµ′(ω).
We call µ′ an (internal) derivative (measure) of µ. If there exists an internal
µ-integrable function β so that for all A ∈ A
µ′ (A) ≈
ˆ
A
β (ω) dµ (ω) ,
then also β is called (internal) logarithmic derivative.
Note that a derivative measure is not uniquely determined by the above defi-
nition. If µ is S-differentiable with respect to a set C and if for some infinitesimal
t ∈ J the internal measure µt−µ
t
has limited values, then µt−µ
t
is a derivative of µ.
In the next section we will regard and compare S-differentiability for different
1The main results and ideas of Section 7 to Section 11 have already been published in [1].
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sets C of functions.
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8 Different Forms of S-Differentiability and their
Relationships
Following the standard literature we define S-Fomin-differentiability. The internal
measure µ is called S-Fomin-differentiable if the differentiability is with respect
to C = {1A : A ∈ A}. This definition yields the first lemma.
8.1 Lemma
If µ is S-Fomin-differentiable each measure µt−µ
t
with t ≈ 0, t ∈ J \ {0}, is a
derivative of µ.
The next proposition shows the power of S-Fomin-differentiability.
8.2 Proposition
If µ is S-Fomin-differentiable and µ′ is a derivative of µ, then µ is S-differentiable
with repect to the set C of all (internal) S-bounded ∗R-valued A-measurable func-
tions. The Fomin-derivative µ′ is also a derivative with respect to C.
Proof: Let µ be S-Fomin-differentiable and let µ′ be a derivative of µ. Let
t 6= 0 be an infinitesimal of J and set µ˜ := µt−µ
t
. Since µ′ ≈ µ˜ on A we ob-
tain
´
Ω
f(ω)dµ′(ω) ≈ ´
Ω
f(ω)dµ˜(ω) for all S-bounded A-measurable functions
f : Ω→ ∗R. 
Now let Ω be a subset of ∗M where M is a metric space and let A be an in-
ternal ∗σ-field on Ω. The measure µ is called S-Skorokhod-differentiable if it
is S-differentiable with respect to the set of all S-bounded, A-measurable func-
tions f : Ω→ ∗R that are S-continuous.
As a consequence of Proposition 8.2, S-Fomin-differentiability implies S-Skorokhod-
differentiability. The following example shows that the converse is not true.
8.3 Example
Fix a natural number H ∈ ∗N \ N and let Ω ⊂ ∗R, Ω = { 1
H
· z : z ∈ ∗Z }. The
measure µ is the counting measure defined on the field of internal subsets of Ω,
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i.e.
µ(A) =
| A ∩ [0, H−1
H
] |
H
.
Here [0, H−1
H
] = {0, 1
H
, . . . , H−1
H
} and | A | is the internal number of elements.
Now let J ⊂ Ω, J = [− l
H
, l
H
] with l ∈ ∗N, l
H
≈ 1
2
and let (µt)t∈J be defined by
µt(A) = µ(A+ t). Note that for any k ∈ ∗N with kH ∈ J we obtain:
(+)
µ k
H
− µ
k
H
(A) =
1
k
(
| A ∩
[−k
H
,
−1
H
]
| − | A ∩
[
H − k
H
,
H − 1
H
]
|
)
and
(++)
µ−k
H
− µ
−k
H
(A) =
1
k
(
| A ∩
[
0,
k − 1
H
]
| − | A ∩
[
H
H
,
H + k − 1
H
]
|
)
.
Now choose k ∈ ∗N with k
H
∈ J and k
H
≈ 0 and set A = [0, k−1
H
]. Then
µ k
H
− µ
k
H
(A) = 0 and
µ−k
H
− µ
−k
H
(A) = 1.
Hence µ is not S-Fomin-differentiable. Now we show that µ is S-Skorokhod-
differentiable with internal derivatives µt−µ
t
for all infinitesimals t ∈ J \ {0}.
Assume f : Ω → ∗R is an internal S-bounded, A-measurable and S-continuous
function and k ∈ ∗N with k
H
∈ J and k
H
≈ 0 . Then, using (+) and the S-
continuity of f
´
Ω
f(ω)dµ k
H
(ω)− ´
Ω
f(ω)dµ(ω)
k
H
=
1
k
−1∑
i=−k
f
(
i
H
)
−1
k
H−1∑
i=H−k
f
(
i
H
)
≈ f(0)−f(1).
Of course, (++) yields the same result for −k, which completes the proof. We
will give a - well known - standard application of this example in Example 11.2.
Finally we consider S-differentiability with respect to ∗continuous functions. We
will see that this is equivalent to S-Fomin-differentiability. Let Ω be an inter-
nal ∗normal space, A the internal field of Borel subsets. Note that an internal
nonnegative measure µ is ∗regular if for all A ∈ A we have
µ (A) = sup {µ (C) : C ⊆ A andC is ∗closed}
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and
µ (A) = inf {µ (O) : A ⊆ O andO is ∗open} .
A measure µ with Jordan-Hahn-decomposition µ = µ+ + µ− is called ∗regular if
µ+ and µ− are both ∗regular.
8.4 Proposition
Let Ω be an internal ∗normal space, A the internal field of Borel subsets. If (µt)t∈J
is a curve of ∗regular measures, then µ is S-differentiable with respect to the set
C of all internal ∗continuous S-bounded functions if and only if µ is S-Fomin-
differentiable.
Proof: By Proposition 8.2 we only have to prove ” ⇒ ”. Let A ∈ A. We
have to show that for all infinitesimals t, s ∈ J,
µt − µ
t
(A) ≈ µs − µ
s
∈ Lim.
Fix t, s ≈ 0. It is easy to verify that with µ also µt−µ
t
and µs−µ
s
are ∗regular
measures. By the definition of ∗regular there exists an open set O and a closed
set C with C ⊂ A ⊂ O and so that we get both:
(
µt − µ
t
)+(O \ C) ≈ 0 and (µt − µ
t
)−(O \ C) ≈ 0
and
(
µs − µ
s
)+(O \ C) ≈ 0 and (µs − µ
s
)−(O \ C) ≈ 0.
By transfer of Urysohn’s Lemma (see Ash [5]) there exists a ∗continuous function
f : Ω→ ∗[0, 1] so that f ≡ 1 on C and f ≡ 0 on Ω \O. Hence
ˆ
Ω
f (ω) d
µt − µ
t
(ω) =
ˆ
Ω
f (ω) d
(
µt − µ
t
)+
(ω)−
ˆ
Ω
f (ω) d
(
µt − µ
t
)−
(ω) ≈
(
µt − µ
t
)+
(A)−
(
µt − µ
t
)−
(A) =
µt − µ
t
(A).
Similarly we have ˆ
f (ω) d
µs − µ
s
(ω) ≈ µs − µ
s
(A).
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Now the Skorokhod-differentiability yields
µt − µ
t
(A) ≈ µs − µ
s
(A) ∈ Lim,
as required. 
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9 S-Differentiability on Interal Vector Spaces
Throughout this section let Ω be an internal vector space. We change the standing
assumption of Section 7 in so far as we do not start with a given family of measures,
but only with one measure µ.
Due to the standard definitions, presented in Chapter 2, we use an internal vector
field h : Ω→ Ω to define a transformation Tt for each t ∈ J by
Tt : Ω→ Ω, t 7→ Tt (ω) := ω − t · h(ω).
Then the curve (µt)t∈J is given by the internal image measures µt := µ◦T−1t . If µ
is S-differentiable with respect to a set C, then µ is called S-differentiable along
the vector field h. For a constant vector field h, with h(ω) = y for all ω, we say
that µ is S-differentiable along the vector y.
9.1 Proposition
Let (µt)t∈J be defined as above, h an internal vector field. Let C be a set of internal
∗R-valued, A-measurable and S-bounded functions on Ω that have the following
property: for all ω ∈ Ω the functions
J \ {0} → ∗R, t 7→ f (ω + t · h(ω))− f(ω)
t
are S-continuous. Then µ is S-differentiable with respect to C along h if and only
if there exists an internal S-bounded measure µ′ such that for all f ∈ C and
t ∈ J \ {0} with t ≈ 0
ˆ
Ω
f (ω + t · h(ω))− f(ω)
t
dµ(ω) ≈ −
ˆ
Ω
f(ω)dµ′(ω).
In this case the measure µ′ is a derivative of µ.
Proof: ”⇒ ” Let µ be S-differentiable with respect to C along h with derivative
µ′. Choose f ∈ C and t ∈ J \ {0} with t ≈ 0. Set s := −t. Then
ˆ
Ω
f(ω)dµ′(ω) ≈
´
Ω
f(ω)dµs(ω)−
´
Ω
f(ω)dµ(ω)
s
=
´
Ω
f(Ts(ω))dµ(ω)−
´
Ω
f(ω)dµ(ω)
s
=
´
Ω
f(ω − s · h(ω))dµ(ω)− ´
Ω
f(ω)dµ(ω)
s
=
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= −
´
Ω
f(ω + t · h(ω))dµ(ω)− ´
Ω
f(ω)dµ(ω)
t
.
”⇐ ” This direction follows the same argumentation. 
The following lemma is an internal version of Lemma 3.1. It is easily verified.
9.2 Lemma
Let µ be S-differentiable along a vector y ∈ Ω with respect to a set C. Let ν ′ be a
derivative of ν. If for all t ∈ J the set C coincides with
{g : Ω→ ∗R : there is an element f ∈ C with g(x) = f(x+ t · y) for all x ∈ Ω} ,
then all measures νt are S-differentiable along y with respect to C and the measures
(ν ′)t are derivatives.
9.3 Lemma
Let µ be S-Fomin-differentiable along a vector y, then the curve (µt)t∈J is S-
continuous.
Proof: Choose s, t ∈ J with s ≈ t and A ∈ A. Set B := {ω ∈ Ω : ω − t · y ∈ A}.
Since s− t ≈ 0, the S-Fomin-differentiability and Lemma 9.2 yield
µs(B)− µt(B)
s− t ∈ Lim,
and therefore µs(B)− µt(B) ≈ 0. 
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10 S-Differentiability on the Euclidian
Space ∗RM
In this section we regard measures with nonnegative Lebesgue densities on ∗RM
with M ∈ ∗N.
10.1 Theorem
Let Ω = ∗RM with M ∈ ∗N, A the internal field of Borel subsets, µ an internal S-
bounded measure on A and h : ∗RM → ∗RM an internal vector field. Take J = ∗R
and define Tt :
∗RM → ∗RM , t 7→ Tt (x) := x − t · h(x) for all t ∈ J . Finally set
µt := µ ◦ T−1t . Assume that µ has an internal Lebesgue density f satisfying the
following three conditions:
(1) f ≥ 0, f = 0 only on a set of internal Lebesgue measure zero.
(2) f is ∗(Gateaux-)differentiable in the direction of h(x) for all x ∈ ∗RM (with
derivative f ′h(x)(x)(h(x)) := 〈f ′(x);h(x)〉∗RM ).
(3) If t ≈ 0, then there is a µ-integrable internal function g : ∗RM → ∗R with´
∗RM g(x)dµ(x) ≈ 0 and for all x ∈ ∗RM with f(x) 6= 0∣∣∣∣∣1t(f(x+ t · h(x))f(x) − 1) − f
′
h(x)(x)
f(x)
∣∣∣∣∣ ≤ g(x).
Now if the internal function βhµ :
∗RM → ∗R, defined by
βhµ(x) =
{
f ′
h(x)
(x)
f(x)
if f(x) 6= 0
0 if f(x) = 0,
is Sµ-integrable, then µ is S-Fomin-differentiable along the vector field h and if µ
′
is a derivative then βhµ is a logarithmic derivative, hence for all A ∈ A
µ′(A) ≈
ˆ
A
βhµ(x)dµ(x).
Proof: Since βhµ is Sµ-integrable, A 7→
´
A
βhµ(x)dµ(x) defines an S-bounded
measure. Now let N = {x ∈ ∗RM : f(x) = 0}. Then λM(N) = 0, where λ is the
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internal Lebesgue measure. If t ≈ 0, t 6= 0, then∣∣∣∣µt(A)− µ(A)t −
ˆ
A
βhµ(x)dµ(x)
∣∣∣∣ ≤
ˆ
A
∣∣∣∣f(x+ t · h(x))− f(x)t − βhµ(x) · f(x)
∣∣∣∣ dλM(x) =
ˆ
A\N
∣∣∣∣∣1t(f(x+ t · h(x))f(x) − 1)− f
′
h(x)(x)
f(x)
∣∣∣∣∣ dµ(x) ≤
ˆ
∗RM
g(x)dµ(x) ≈ 0.
Here we have used condition (3). 
The following example is the nonstandard version of a typical standard measure.
10.2 Example
Let Ω = ∗R, A be the internal field of Borel subsets and µ defined by µ(A) =´
A
1
1+x2
dλ(x). Fix an element y ∈ ∗R and define h(x) ≡ y. This yields
µt(A) =
ˆ
A+ty
1
1 + x2
dλ(x), t ∈ ∗R.
If y is limited, then it is easy to see that the assumptions of Theorem 10.1 are
satisfied. Hence the measure µ is S-Fomin-differentiable and if µ′ is a derivative,
then
µ′(A) ≈
ˆ
A
−2xy
1 + x2
dµ(x)
for each A ∈ A. If y is an unlimited element of ∗R, then µ is not S-Fomin-
differentiable, because for t = 1
y
and for the internal interval A = ∗[0, 1] ⊂ ∗R the
value µt(A)−µ(A)
t
is unlimited.
In Section 21 we will use Theorem 10.1 to show S-Fomin-differentiability of a
nonstandard representation of the Wiener measure.
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11 Differentiability of Loeb Measures
In this section we show how S-differentiability of an internal measure yields differ-
entiability of the corresponding Loeb measure. Recall the standing assumption of
Section 7. In addition we claim that the curve (µt)t∈J is S-continuous. Then we
can define a curve of Loeb measures in a unique way. Let ε ∈ R+ as described in
the standing assumption, I =]− ε, ε[. For each r ∈ I choose t ∈ J such that t ≈ r
and set µr := µt. Let us denote the associated Loeb spaces by (Ω, Lµr(A), µL).
Since the Loeb σ-fields Lµr(A) are not necessarily identical we choose a joint σ-
field F ⊂ ⋂r∈I Lµr(A). We now define the curve ((µL)r)r∈I of measures on F by
(µL)r := (µr)L restricted to F . First let us mention some obvious connections
between S-differentiability and differentiability.
11.1 Lemma
Let µ be S-differentiable with respect to a set C of internal ∗R-valued, A-measurable
and S-bounded functions on Ω and let µ′ be an internal derivative of µ.
(1) Then for all f ∈ C
lim
r→0
◦
(´
Ω
f(ω)dµr(ω)
)
− ◦
(´
Ω
f(ω)dµ(ω)
)
r
= ◦
(ˆ
Ω
f(ω)dµ′(ω)
)
.
The convergence is uniform, if C is internal.
(2) Suppose
CL := { g : Ω→ R : there is a function f ∈ C with
◦(f(ω)) = g(ω) for all ω ∈ Ω }
and
Fµ′ := (
⋂
r∈I
Lµr(A)) ∩ Lµ′(A).
Then the Loeb measure µL, restricted to Fµ′, is differentiable with respect to the
set CL and the Loeb extension (µ′)L of ◦(µ′), restricted to Fµ′, is a derivative (µL)′
of µL. This means that for all g ∈ CL:
lim
r→0
´
Ω
g(ω)d (µL)r (ω)−
´
Ω
g(ω)dµL(ω)
r
=
ˆ
Ω
g(ω)d (µ′)L (ω).
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Note that if µ′ and γ′ are two internal derivatives of µ then
´
Ω
g(ω)d (µ′)L (ω) =´
Ω
g(ω)d (γ′)L for all g ∈ CL, but the Loeb measures (µ′)L and (γ′)L on A and
hence also the σ-fields Lµ′(A) and Lγ′(A) may be different.
11.2 Example
In Example 8.3 we defined an internal counting measure µ. It is easily verified
that the curve (µt)t∈J is S-continuous. Since µ is S-Skorokhod-differentiable with
internal derivatives µt−µ
t
, t ∈ J \ {0}, t ≈ 0, we can apply Lemma 11.1. But as
we have seen in Example 8.3, for k ∈ ∗N with k
H
∈ J and k
H
≈ 0 and A = [0, k−1
H
](
µ k
H
− µ
k
H
)
L
(A) = 0 and
(
µ− k
H
− µ
− k
H
)
L
(A) = 1.
Nevertheless, there exists a σ-field, on which the Loeb measures
(
µt−µ
t
)
L
coincide
for all infinitesimals t ∈ J \ {0}. Let bR be the (standard) σ-field of all Borel
subsets of R. For B ∈bR let st−1[B] = {ω ∈ Ω : ◦ω ∈ B}. By Proposition 1.8,
the set st−1[B] is an element of Lµr(A) for all r ∈ I and (µr)L(st−1[B]) = νr(B),
where νr(B) =
´
B+r
1[0,1](x)dλ(x) with standard Lebesgue measure λ. But st
−1[B]
is also an element of Lµt−µ
t
(A) for all infinitesimals t ∈ J \ {0} and
(µt − µ
t
)
L
(st−1[B]) = 1B(0)− 1B(1).
Hence the Loeb measures
(
µt−µ
t
)
L
, restricted to the σ-field {st−1[B] : B ∈ bR)},
coincide for all infinitesimals t ∈ J \ {0}.
If we define a measure ν ′ on bR by ν ′(B) = 1B(0)−1B(1), then the S-differentiability
of the internal counting measure µ yields the Skorohod-differentiability (along the
vector 1 ∈ R) of the standard measure ν with derivative ν ′, a well known standard
result.
We will now see that in the case of S-Fomin-differentiability the σ-field F doesn’t
depend on the chosen internal derivative and the derivative (µL)
′ of µL is uniquely
determined. Moreover, the differentiability of µL is true not only with respect to
standard parts of internal functions, but also with respect to all F -measurable
bounded real-valued functions on Ω.
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We gather these facts together into the following theorem, which is the main
result of this thesis.
11.3 Theorem
Let µ be S-Fomin-differentiable and F = ⋂r∈I Lµr(A). Then µL is differentiable
on F with respect to the set CL = {1B : B ∈ F} and the differentiability is uniform
on CL. The derivative (µL)′ is uniquely determined and is absolutely continuous
with respect to µL. If µ
′ is an internal derivative of µ, then the Loeb extension
(µ′)L is defined on F and coincides with (µL)′. In particular this is true for all
internal measures µt−µ
t
, where t ∈ J \ {0} is infinitesimal.
Proof: Let µ′ be a derivative of µ. We will show the following statements:
(A) For all internal sets A ∈ A the limit
lim
r→0
(µL)r(A)− µL(A)
r
exists and is equal to (µ′)L(A). The convergence is uniform on the internal field
A.
(B) If N ∈ F is a µL-nullset, then
lim
r→0
(µL)r(N)− µL(N)
r
= 0.
The convergence is uniform for all µL-nullsets of F . Any µL-nullset of F is also a
(µ′)L-nullset of F .
(C) If B ∈ F and if A ∈ A is µL-equivalent to B, then
lim
r→0
(µL)r(B)− µL(B)
r
= lim
r→0
(µL)r(A)− µL(A)
r
,
in particular the left limit exists. The convergence is uniform on F .
(D) The Loeb extension (µ′)L is defined on F and for all B ∈ F
(µ′)L(B) = lim
r→0
(µL)r(B)− µL(B)
r
.
(A) follows from Lemma 11.1.
To prove (B) let N be a µL-nullset of F , i.e. there exists a sequence (N 1
n
)n∈N ⊂
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A so that for all n ∈ N we have N ⊆ N 1
n
, N 1
n+1
⊆ N 1
n
and µ(N 1
n
) ≤ 1
n
. Let
N˜ :=
⋂∞
n=1 N 1n
. Then N˜ ∈ F , µL(N˜) = 0 and we obtain for all r ∈ I
(µL)r(N) ≤ (µL)r(N˜).
Since µL(N) = 0 we get
| (µL)r(N)− µL(N)
r
| = | (µL)r(N)
r
| ≤ | (µL)r(N˜)
r
| .
Therefore it is sufficient to show that limr→0
(µL)r(N˜)
r
= 0.
Now since µL(N˜) = 0,
(µL)r(N˜)
r
=
(µL)r(N˜)− µL(N˜)
r
=
limn→∞(µL)r(N 1
n
)− limn→∞ µL(N 1
n
)
r
=
lim
n→∞
(µL)r(N 1
n
)− µL(N 1
n
)
r
.
It follows from (A), that for each n ∈ N the limit limr→0
(µL)r(N 1
n
)−µL(N 1
n
)
r
exists
and is equal to (µ′)L(N 1
n
). Since (µ′)L is defined on the smallest σ-field containing
A, the limit limn→∞(µ′)L(N 1
n
) = (µ′)L(N˜) also exists. Because of the uniform
convergence stated in (A) and since (N 1
n
)n∈N ⊂ A we can exchange the limits as
follows:
lim
r→0
(µL)r(N˜)
r
= lim
r→0
lim
n→∞
(µL)r(N 1
n
)− µL(N 1
n
)
r
=
lim
n→∞
lim
r→0
(µL)r(N 1
n
)− µL(N 1
n
)
r
= lim
n→∞
(µ′)L(N 1
n
) = (µ′)L(N˜).
So the measure µL is differentiable at N˜ and the value of the derivative is (µ
′)L(N˜).
By Proposition 2.2 (µ′)L is absolutely continuous with respect to µL.
The uniformity of the convergence can be seen by using again the uniform con-
vergence on A.
Of course (µ′)L(N) = 0 since N ⊂ N˜ . Hence the µL-nullsets of F are also (µ′)L-
nullsets of F .
(C) Here we show the differentiability for an arbitrary element of F . So let
B ∈ F , A ∈ A µL-equivalent to B and r ∈ I. Since µL(B) = µL(A), it is sufficient
to show that
lim
r→0
(µL)r(B)− (µL)r(A)
r
= 0.
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Since µL is nonnegative the following estimate is easily verified.
| (µL)r(B)− (µL)r(A) | ≤ (µL)r(A4B),
where A4B denotes the symmetric difference (A \B)∪ (B \A). Now (B) yields
lim
r→0
| (µL)r(B)− (µL)r(A)
r
| ≤ lim
r→0
(µL)r(A4B)
| r | = 0.
The uniform convergence follows from (A) and (B). Hence (C) is proved.
(D) follows from (A), (B) and (C). 
11.4 Lemma
Let µ be a measure with internal Lebesgue density satisfying the assumptions of
Theorem 10.1 for a fixed y ∈ ∗RH . Recall that the internal curve is given by
µt(A) = µ(A+ ty) for all Borel subsets A ⊂ ∗RH . Let ε ∈ R+, I =]− ε, ε[. Since
µ is S-Fomin-differentiable along y, we can apply Lemma 9.3 and Theorem 11.3.
Hence µL is differentiable on F =
⋂
r∈I Lµr(A) with respect to CL = {1B : B ∈
F}. Moreover, for the uniquely determined derivative (µL)′ we obtain:
(µL)
′(B) =
ˆ
B
◦βyµ(x)dµL(x)
for all B ∈ F , where βyµ is defined in Lemma 10.1.
The power of Fomin-differentiability is also shown in the last result. It can be
proved directly using routine integration theory or it can be derived from a more
general version of Proposition 3.2 in Smolyanov and Weizsa¨cker [36].
11.5 Corollary
If µ is S-Fomin-differentiable with an internal derivative µ′ and F is defined as
in Theorem 11.3, then the Loeb measure µL, restricted to F , is differentiable with
respect to the set CL of all F-measurable real-valued bounded functions on Ω. The
Loeb measure (µ′)L, restricted to F , is the derivative of (µ)L.
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12 Lifting and Integrability Results
Now we provide several lifting results we will need for the nonstandard approach
to abstract Wiener spaces in the following sections.
We fix an infinite integer H ∈ ∗N. Recall that T = {1, . . . , H} and st denotes the
standard part map
st : T → [0; 1] , n 7→ ◦
( n
H
)
.
Let ν be the internal counting measure on the internal set ∗P (T ) of all internal
subsets of T . Let (B, |·|) be a normed space. An internal function F : T → ∗B is
called a lifting of f : [0, 1]→ B if for νL-a.a. n ∈ T
F (n) ≈|·| (f( ◦(
n
H
))).
We say that a function F : T → ∗B is S-continuous if
(1) F (n) is nearstandard in B for all n ∈ T and
(2) for all n,m ∈ T with n
H
≈ m
H
we have F (n) ≈|·| F (m).
12.1 Proposition
(Osswald [30], Proposition 9.7.1.) If F : T → ∗B is S-continuous, then
f : [0, 1]→ B, t 7→ ◦F (n) with n
H
≈ t,
is well defined and continuous.
Let H be a separable Hilbert space. Recall that E (H) is the set of all finite
dimensional subspaces of H. The next lemma is a direct application of satura-
tion.
12.2 Lemma
There exists a set F ∈ ∗E (H) such that each orthonormal basis (ei)i∈N of H can
be extended to an internal orthonormal basis (fi)i≤ω of F , i.e. (fi)i≤ω is an or-
thonormal basis of F and fi = ∗ei for all i ∈ N.
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Fix any F with the property of Lemma 12.2. If h ∈ H we define
‖∗h‖F :=
∥∥pr ∗HF (∗h)∥∥F .
Then it is easy to see that
‖∗h‖F ≈ ‖h‖H .
We call an element x ∈ F nearstandard in H, if there exists an h ∈ H such
that
∥∥pr ∗HF (∗h)− x∥∥F ≈ 0. Then we write ∗h ≈F x and call ◦x := h the standard
part of x. Note that we use the symbol ◦x also for the standard part of x ∈ ∗H
in H.
12.3 Corollary
(1) Assume that x ∈ F is nearstandard in H. Then ‖x‖F ≈ ‖◦x‖H.
(2) Assume that x ∈ ∗H is nearstandard in H with standardpart h ∈ H. Then
also pr
∗H
F (x) is nearstandard in H with standardpart h.
Now we can introduce F-valued liftings. An internal function F : T → F is
called a lifting of f : [0, 1]→ H if for νL-a.a. n ∈ T
F (n) ≈F ∗(f( ◦(
n
H
))).
We call a function f : [0, 1]→ H continuous λ-a.e., if the set
{t ∈ [0; 1] : f is continuous in t}
is a Lebesgue set of measure 1.
12.4 Proposition
Let f : [0, 1]→ H be Lebesgue measurable and continuous λ-a.e. Then
F : T → F, n 7→ pr ∗HF
(
∗f(
n
H
)
)
is a lifting of f .
Proof: Define Tf := st
−1 [{t ∈ [0; 1] : f is continuous in t}] . By Proposition 1.8,
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νL(Tf ) = 1. Now let n ∈ Tf . Since f is continuous in ◦
(
n
H
)
we obtain
∗f(s) ≈∗H f
(
◦(
n
H
)
)
for all s ∈ ∗ [0; 1] with s ≈ n
H
. Hence ∗f
(
n
H
)
≈∗H f
( ◦( n
H
)
)
. By Corollary 12.3
(2) follows
F (n) = pr
∗H
F
(
∗f(
n
H
)
)
≈F ∗(f( ◦(
n
H
)). 
The next proposition is a slight modification of the Loeb-Anderson lifting theorem
(see Loeb and Osswald [26]).
12.5 Proposition
(a) A function f : [0; 1]→ H is Lebesgue measurable if and only if f has a lifting
F : T → F.
(b) A function f : [0; 1] → H is Bochner integrable with respect to Lebesgue
measure and
(´ 1
0
‖f‖pH dλ
) 1
p
< ∞ if and only if f has a lifting F : T → F with
F ∈ SLp(ν). In this case
1ˆ
0
f(t)dλ (t) ≈F
ˆ
T
F (n)dν (n)
and
1ˆ
0
‖f(t)‖pH dλ (t) ≈
ˆ
T
‖F (n)‖pF dν (n) .
Let f : [0; 1]→ H be a mapping. We define pr ∗HF (∗f) : ∗ [0; 1]→ F by
pr
∗H
F (
∗f) (t) := pr
∗H
F (
∗f (t))
for all t ∈ ∗ [0; 1].
12.6 Lemma
(a) Let f : [0; 1]→ H be Bochner integrable with respect to the Lebesgue measure.
Then pr
∗H
F (
∗f) is S∗λ-integrable.
(b) Let f : [0; 1]→ H be Bochner integrable with respect to the Lebesgue measure
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where
(´ 1
0
‖g‖H dλ
) 1
p
<∞ . Then ∥∥pr ∗HF (∗f)∥∥pF is S∗λ-integrable.
Proof: (a) First note that by transfer
´ 1
0
‖∗f(s)‖∗H d∗λ(s) is limited. Hence
also
´ 1
0
∥∥pr ∗HF ( ∗f) (s)∥∥F d ∗λ(s) is limited. It remains to show that for each ε > 0
there is a δ > 0 such that for all internal Lebesgue measurable sets B
∗λ(B) < δ ⇒
ˆ
B
∥∥pr ∗HF ( ∗f) (s)∥∥F d ∗λ(s) < ε.
Fix ε > 0. By Proposition 12.5(b) f has an Sν-integrable lifting F. Hence there
exists δ > 0 so that for all internal A˜ ⊂ T
ν(A˜) < δ ⇒
ˆ
A˜
‖F (n)‖F dν(n) < ε.
Now let A be a Lebesgue set with λ (A) < δ. Then λ(A) = νL (st
−1(A)) =
◦ (ν(B)) where B is a νL-approximation of st−1(A). Hence
ˆ
A
‖f(s)‖H dλ(s) =
ˆ
st−1(A)
◦ ‖F (n)‖F dνL(n) =
ˆ
B
◦ ‖F (n)‖F dνL(n) ≈
ˆ
B
‖F (n)‖F dν(n) < ε.
By transfer, we obtain for all internal Lebesgue sets B with ∗λ(B) < δ
ˆ
B
∥∥pr ∗HF (∗f) (s)∥∥F d ∗λ(s) ≤ ˆ
B
‖∗f(s)‖∗H d ∗λ(s) < ε.
(b) can be proved similarly. 
The next useful lifting result is a special case of Anderson’s Luzin theorem [4]:
12.7 Proposition
Let f : [0; 1]→ H be measurable. Then for ∗λ-a.a. t ∈ ∗ [0; 1]
∗f(t) ≈ ∗H f ( ◦t) .
In [32] Rodenhausen gives a lifting construction for elements of L1(R, λ). Cut-
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land presents in [11] a new proof for the same statement. We extend now this
construction to H-valued functions. Our proof is due to Cutland.
12.8 Lemma
Let f : [0, 1]→ H be Bochner integrable and define F : T → F by
F (n) := H · pr∗HF

n+1
Hˆ
n
H
∗f(s)d ∗λ(s)
 ,
then F is an Sν-integrable lifting of f. If in addition,
(´ 1
0
‖f‖H dλ
) 1
p
< ∞, for
p ∈ N, then F ∈ SLp (ν).
Proof: Let us regard ∗f : ∗ [0; 1]→ F. By Proposition 12.7 and Corollary 12.3 we
have
∗f(s) ≈F f(◦s)
for ∗λ- a.a. s ∈ ∗ [0; 1]. By Lemma 12.6(a) pr ∗HF (∗f) is S∗λ-integrable. The crucial
idea is to regard the bijective, measurable mapping
l : T × ∗[0; 1
H
[→ ∗[0; 1[, (n; τ) 7→ n− 1
H
+ τ.
On T we have again the counting measure ν, on [0; 1
H
[ we take the internal measure
µ = H · ∗λ. Then we have ∗λ (A) = ν ⊗ µ (l−1 (A)). Hence we can apply Keisler’s
Fubini theorem in the version for Bochner integrals (see Osswald [30], 10.12.4).
Thus for νL-a.a n ∈ T the function
∗f n
H
: [0;
1
H
[→ F, s 7→ pr ∗HF (∗f)
( n
H
+ s
)
is Sµ-integrable and the function n 7→
´ 1
H
0
pr
∗H
F (
∗f)
(
n
H
+ s
)
dµ(s) is Sν-integrable.
Since
ˆ 1
H
0
pr
∗H
F (
∗f)
( n
H
+ s
)
dµ(s) = H ·
ˆ 1
H
0
pr
∗H
F (
∗f)
( n
H
+ s
)
d ∗λ(s) =
H ·
ˆ n+1
H
n
H
pr
∗H
F (
∗f) (s) d ∗λ(s) = F (n),
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F is Sν-integrable and for νL-a.a. n ∈ T
f
(
◦
( n
H
))
=
ˆ 1
H
0
f
(
◦
( n
H
))
dµL(s) =
◦
ˆ 1
H
0
pr
∗H
F (
∗f)
( n
H
+ s
)
dµ(s) = ◦ (F (n)) .
Hence F is an Sν-integrable lifting of f.
Now assume that
(´ 1
0
‖f‖H dλ
) 1
p
< ∞ for some p ∈ N. By Lemma 12.6(b),∥∥pr ∗HF (∗f)∥∥pF is S ∗λ-integrable. Let A be an internal subset of T and A˜ =⋃
n∈A[
n
H
; n+1
H
[. Note that ∗λ
(
A˜
)
= ν (A) . Thus
1
H
∑
n∈A
‖F (n)‖pF =
1
H
∑
n∈A
∥∥∥∥∥H ·
ˆ n+1
H
n
H
pr
∗H
F (
∗f) (s) d ∗λ(s)
∥∥∥∥∥
p
F
≤
∑
n∈A
ˆ n+1
H
n
H
∥∥pr ∗HF (∗f) (s)∥∥pF d ∗λ(s) =
ˆ
A˜
‖∗f (s)‖pF d ∗λ(s)
∈ Lim for all internal A ⊆ T,≈ 0 if ν(A) ≈ 0. 
In the remain of this section we regard lifting conditions for functions of bounded
variation. Note that any function of bounded variation is in particular bounded.
12.9 Proposition
Let f : [0, 1] → H be of bounded variation. Then f is measurable, Bochner inte-
grable and
(´ 1
0
‖f‖H dλ
) 1
p
<∞ for all p ∈ N. Furthermore, f is continuous a.e.
Proof : f is measurable if and only if for each a ∈ H the function fa(t) = 〈a; f(t)〉
is measurable. Let a ∈ H and 0 = t0 < t1 < . . . < tn = 1 be a partition of [0, 1].
Then
n∑
i=1
|fa(ti)− fa(ti−1)| =
n∑
i=1
|〈f(ti)− f(ti−1); a〉H| ≤
n∑
i=1
‖f(ti)− f(ti−1)‖H · ‖a‖H ,
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hence fa is also of bounded variation. With elementary analysis it is easy to prove
that fa is then Riemann integrable and therefore Lebesgue measurable. So also
f is measurable. This and the boundedness of f yield the Bochner integrability
and that
(´ 1
0
‖f‖H dλ
) 1
p
<∞ for all p ∈ N.
Now we show that the set of all t ∈ [0; 1] so that f is not continuous in t is
countable. We denote the variation V (f) by k. For each n ∈ N define
A 1
n
:= {t ∈ [0; 1] : for all δ > 0 there is a tδ ∈ [0; 1] with |t− tδ| < δ
and ‖f(t)− f(tδ)‖H >
1
n
}.
Assume A 1
n
to be infinite. Then we can choose n · k elements t1, . . . , tn·k of A 1
n
.
Let δ > 0 so that
δ < min {|ti − tj| : i, j ∈ {1, . . . , n · k} , i 6= j} ,
and choose for each i ∈ {1, . . . , n · k} a tiδ ∈ [0; 1] with |ti − tiδ | < δ and
‖f(ti)− f(tiδ)‖H >
1
n
.
The set {ti, tiδ : i ∈ {1, . . . , n · k}} can be reordered to an increasing sequence and
extended to a partition 0 = t0 < t1 < . . . < tl = 1 of [0, 1]. Then
l∑
j=1
‖ f(tj)− f(tj−1) ‖H > k · n · 1
n
= k,
in contrary to our preliminary. Hence A 1
n
is finite and the set A =
⋃
n∈NA 1n is
countable. Thus f is continuous a.e. 
12.10 Lemma
If f : [0, 1]→ H is of bounded variation then F : T → F, n 7→ pr ∗HF
(∗f( n
H
)
)
is a
lifting of f and
H∑
i=2
‖ F (i)− F (i− 1) ‖F ∈ Lim.
Furthermore, ‖F (n)‖F is limited for all n ∈ T and therefore, F ∈ SL1 (ν).
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Proof : The lifting result follows immediately from Proposition 12.9 and Propo-
sition 12.4.
Since f is of bounded variation we obtain for all n ∈ N
n∑
i=2
∥∥∥∥f ( in
)
− f
(
i− 1
n
)∥∥∥∥
H
≤ V (f).
By transfer, we get
H∑
i=2
∥∥∥∥ ∗f ( iH
)
− ∗f
(
i− 1
H
)∥∥∥∥
∗H
≤ V (f).
Since
‖F (i)− F (i− 1)‖ F =
∥∥∥∥pr ∗HF (∗f)( iH
)
− pr ∗HF (∗f)
(
i− 1
H
)∥∥∥∥
F
=
∥∥∥∥pr∗HF (∗f ( iH
)
− ∗f
(
i− 1
n
))∥∥∥∥
F
≤
∥∥∥∥∗f ( in
)
− ∗f
(
i− 1
n
)∥∥∥∥
∗H
the first part of the Lemma is proved. Since F is a lifting, there is of course one
n ∈ T so that ‖F (n)‖F is limited. Now take any other m ∈ T . Without loss of
generality assume m < n. Then
|‖F (n)‖F − ‖F (m)‖F| ≤ ‖F (n)− F (m)‖F ≤
n∑
i=m+1
‖F (i)− F (i− 1)‖F ≤ V (f).
Hence also ‖F (m)‖F is limited. Thus this is true for all n ∈ T . Obviously F is
then an element of SL1 (ν).
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13 The Internal Probability Space
From now on we work with abstract Wiener spaces and with a nonstandard model
of these, developed by Osswald (see for example [30]). In this section we will
sketch Osswald’s construction by presenting the essential steps and those parts of
the proofs we will need. For the detailed proofs see [30], Section11. We use the
notation in Section 4 and 5. Let us start from an arbitrary separable Hilbert space
(H; ‖·‖). Choose any F ∈ ∗E(H) with the property of Lemma 12.2 and denote
its dimension by ω. Fix an infinite integer H ∈ ∗N to define the space FH . Let
γω·H,
√
1
H be the internal Gaussian measure on ∗Rω·H , i.e.
γω·H,
√
1
H (B) =
(√
H
2pi
)ω·H ˆ
B
exp
(
−H
2
∑
i≤ω,j≤H
x2i (j)
)
dxi (j)i≤ω,j≤H .
Fix an orthonormal basis (ei)i≤ω of F. According to the definition of γE,σ in
Section 5 we define an internal Gaussian measure Γ on FH by
Γ(A) := γω·H,
√
1
H
(xi (j))i≤ω,j≤H :
(
ω∑
i=1
xi (j) · ei
)
j≤H
∈ A

 .
for each internal A ∈ bFH . By Lemma 5.1 the measure Γ does not depend on the
choice of the ONB of F.
Choose a norm |·| on H, which is measurable with respect to σ = 1 and let
(B; |·|) be the Banach completion. By Lemma 5.5, for each ϕ ∈ B′ the restric-
tion ϕ  H is continuous with respect to ‖·‖. Therefore we can consider B′ as
a subspace of H. By Lemma 5.6 B′ is dense in (H; ‖·‖). Denote by (CB;|·|sup)
the Banach space of all continuous functions f : [0; 1] → B, f(0) = 0, together
with the supremums norm |f |sup = sup {|f(t)| : t ∈ [0; 1]} . Now we describe the
relationship between FH and the Banach space CB, given by
the internal mapping2:
B : FH × T → F, (X,n) 7→
n∑
i=1
Xi.
2Note that B is an internal Brownian motion (see [30], Chapter 11 for the definition and
details). Since - apart from Lemma 13.1 - we don’t use the typical properties of Brownian
motions we go on without this term.
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We use the following abbreviations:
Bn : FH → F, X 7→
n∑
i=1
Xi
B(X) : T → F, n 7→
n∑
i=1
Xi.
13.1 Lemma
(a) Let a ∈ F with ‖a‖F = 1. Then 〈a;Bn〉 is normally distributed with variance
n
H
.
(b) Let a ∈ F with ‖a‖F = 1, n,m ∈ T with m > n. Then 〈a;Bn −Bm〉 is
normally distributed with variance n−m
H
.
The aim is to establish a relationship between the internal functions B(X) and
the elements of CB. Since |·| is measurable with respect to σ = 1, there exists a
function g : N→ E(H) with g(n) ⊆ g(n + 1) for each n ∈ N and such that for
each m ∈ N and for each E ∈ E(H) with E ⊥ g(m)
γE,1
({
x ∈ E : |x| ≥ 1
2m
})
<
1
2m+1
.
By transfer, the inequality is also true for each m ∈ ∗N and for each E ∈ ∗E(H)
with E ⊥ ∗g(m).
13.2 Lemma
Let m ∈ ∗N and E ∈ ∗E(H) with E ⊥ ∗g(m) and E ⊂ F. Then
1. γE,1
({
x ∈ E : |x| ≥ 1
2m
})
= Γ
({
X ∈ FH : ∣∣prFE (BH(X))∣∣ ≥ 12m}) and
2. Γ
({
X ∈ FH : max
n∈T
∣∣prFE (Bn(X)) ≥ 12m ∣∣}) ≤
2Γ
({
X ∈ FH : ∣∣prFE (BH(X))∣∣ ≥ 12m}) .3
Hence we obtain for each m ∈ ∗N and each E ∈ ∗E(H) with E ⊥ ∗g(m) and E ⊂ F
Γ
({
X ∈ FH : max
n∈T
∣∣∣∣PrFE (Bn(X)) ≥ 12m
∣∣∣∣}) ≤ 2 · 12m+1 = 12m .
3Note that 2. is a version of Levy’s inequality [25].
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The next step is the construction of an ONB (hi)i∈N of H by recursion. Fix any
ONB (ei)i∈N of H and start with the space span {g(1) ∪ {e1}}. Let (hi)i≤l1 be
an ONB of this space. Assume that (hi)i≤ln is already defined and is an ONB
of span {g(n) ∪ {e1, . . . , en}}. Then let (hi)i≤ln+1 be an extension of (hi)i≤ln to
an ONB of span {g(n+ 1) ∪ {e1, . . . , en+1}}. Then (hi)i∈N is an ONB of H and,
by Lemma 12.2, it can be extended to an internal ONB (hi)i≤ω of F. The next
Lemma follows from the inequality above.
13.3 Lemma
For all m ∈ N and all k ∈ ∗N with lm ≤ k < ω
Γ
({
X ∈ FH : max
n∈T
∣∣∣∣∣
ω∑
i=k+1
〈Bn(X); hi〉 · hi
∣∣∣∣∣ ≥ 12m
})
<
1
2m
.
Now set for each m ∈ N
Um :=
{
X ∈ FH : max
n∈T
∣∣∣∣∣
ω∑
i=lm
〈Bn(X); hi〉 · hi
∣∣∣∣∣ ≥ 12m
}
and define
U0 :=
⋃
p∈N
⋂
m≥p
Um.
It is easy to see that ΓL(U0) = 1. Finally let U :=
U0 ∩
⋂
i∈N
{X ∈ FH : the function 〈B(X); hi〉 : T → ∗R, n 7→
n∑
j=1
〈Xj; hi〉
is S − continuous}.
13.4 Lemma
(1) ΓL(U) = 1.
(2) Let X ∈ U . For all n, k ∈ T with n
H
≈ k
H
and all m ∈ N we have
Bn(X) ≈|·| Bk(X).
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In addition, there exists a function hX : N→ N, such that for each k ∈ N the
sequence
(∑hX(m)
i=1
◦ 〈Bk(X); hi〉 · hi
)
m∈N
is a Cauchy sequence in B and
Bk(X) ≈|·| lim
m→∞
hX(m)∑
i=1
◦ 〈Bk(X); hi〉 · hi ∈ B.
Hence Bk(X) is nearstandard in B.
The next result follows from the previous lemma and Proposition 12.1.
13.5 Proposition
For ΓL-a.a. X ∈ FH the internal function B(X) is S-continuous. Therefore the
function
bX : [0; 1]→ R, t 7→ ◦Bn(X)
with n
H
≈ t, is well defined and an element of CB.
According to the construction of H. Osswald in [30] we define b : FH × [0; 1]→ B,
b
(
X, ◦
( n
H
))
:=
bX
( ◦ ( n
H
))
= ◦Bn(X) if B(X) is S-continuous
0 otherwise.
Before we define a measure on CB using b, we state a kind of reverse of Proposition
13.5.
13.6 Proposition
For each f ∈ CB there exists an X ∈ FH such that B(X) is S-continuous and
bX = f .
The last step in the construction of Osswald is the definition of a probability
measure W on bCB . To this end set
κ : FH → CB, X 7→ bX .
Then κ is surjective and Borel measurable. Note that κ−1 [A] =
{
X ∈ FH : bX ∈ A
}
for all A ∈bCB . Set F0 = {κ−1 [A] : A ∈ bCB} and denote by F the σ-field generated
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by F0 and all ΓL-nullsets. Now let us define the probability measure W for each
A ∈ bCB by
W (A) = ΓL
(
κ−1 [A]
)
.
In the following sections we will see that W is a Gaussian measure and we will
specify the corresponding Cameron Martin subspace of CB. In contrast to Osswald
in [30] we will do this on the basis of measure differentiability.
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14 A Nonstandard Representation of CH
We work again with the abstract Wiener space (H,B) and the Banach space(
CB; |·|sup
)
introduced in Chapter 13. In this section we present a nonstandard
characterisation of a subspace CH of CB that in Section 22 turns out to be the
Cameron Martin subspace H (W ). Define
CH := {f : [0; 1]→ H : there exists a square Bochner integrable function
f˙ ∈ L2 (λ,H) so that f(t) =
ˆ t
0
f˙(s)ds for all t ∈ [0; 1]}.
SinceH ⊂ B, CH is a subspace of CB containing all absolutely continuous, H-valued
functions with square Bochner integrable derivative.
14.1 Lemma
CH is dense in
(
CB; |·|sup
)
.
Proof: Denote by An the set of all functions f ∈ CB that take values of H
on
{
1
n
, 2
n
, . . . , n
n
}
and that are linear between these points. Set A =
⋃
n∈NAn.
Clearly, A ⊂ CH. Since H is dense in B, and since all functions of CB are abso-
lutely continuous, A is dense in
(
CB; |·|sup
)
. Hence, this is also true for CH. 
An inner product on CH is given by
〈f ; g〉CH :=
1ˆ
0
f˙(s) · g˙(s)ds
for f, g ∈ CH. It is easy to check that
(
CH; ‖·‖CH
)
is a separable Hilbert space.
As shown in Section 13, there is a relationship between CB and FH given by the
mapping B : FH × T → F, (X,n) 7→∑ni=1Xi. We will show now which elements
of FH are mapped by B onto functions of CH. Define
HF := {Y ∈ FH : H ·
H∑
i=1
‖Yi‖2F ∈ Lim and
n∑
i=1
Yi
is nearstandard in H for all n ∈ T}.
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14.2 Remark
Note the following obvious relationship between elements of CH and HF: For
Y ∈ HF define the derivative ∆B(Y )4t of B(Y ) by
∆B(Y )
4t : n 7→
∑n
i=1 Yi −
∑n−1
i=1 Yi
1
H
= H · Yn.
Therefore, H ·∑Hi=1 ‖Yi‖2F is the integral ´T ∥∥∥4B(Y )(i)4t ∥∥∥2F dν (i) = 1H ·∑Hi=1 ‖H · Yi‖2F .
14.3 Proposition
(1) For Y ∈ HF the internal function B(Y ) is S-continuous and bY ∈ CH.
(2) For f ∈ CH the vector Yf=
(
pr
∗H
F
(∗f ( n
H
)− ∗f (n−1
H
)))
n∈T lies in HF and
bY = f.
Proof: (1) Let Y ∈ HF. Define the internal function G : T → ∗R, i 7→ H · Yi.
Since
ˆ
T
‖G(i)‖2F dν(i) =
1
H
H∑
i=1
(
H2 · ‖Yi‖2F
)
= H ·
H∑
i=1
‖Yi‖2F ∈ Lim,
by Proposition 1.10, G is Sν-integrable. Hence, for n,m ∈ T with nH ≈ mH and
m < n
0 ≈
ˆ n
m
‖G(i)‖F dν(i) =
1
H
n∑
i=m
H · ‖Yi‖F =
n∑
i=m
‖Yi‖F .
Therefore,
‖Bm(Y )−Bn(Y )‖F =
∥∥∥∥∥
n∑
i=m+1
Yi
∥∥∥∥∥
F
≤
n∑
i=m+1
‖Yi‖F ≈ 0.
Since, by the definition of HF, Bn(Y ) is nearstandard in H for all n ∈ T , B(Y )
is S-continuous. Hence bY is well defined and an element of CB. Obviously bY is
H-valued.
We prove now that f := bY is absolutely continuous. Let ε > 0. Since G is
Sν-integrable there is a δ˜ > 0 such that
´
A
‖G(i)‖F dν(i) < ε if A ∈ C and
ν(A) < δ˜. Set δ :=
eδ
2
and let {]a1; b1[ , . . . ]ak; bk[} be a family of pairwise disjunct
open subintervals of [0; 1] with total length at most δ. Choose nai , nbi ∈ T such
that ai ≈ naiH , bi ≈
nbi
H
for all i ∈ {1, . . . , k} and such that nbi 6= nai+1 for all
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i ∈ {1, . . . , k − 1}. Set A := ⋃ki=1]nai ;nbi ] where ]nai ;nbi ] is an interval in T.
Then
ν(A) =
k∑
i=1
nbi − nai
H
=
k∑
i=1
(nbi
H
− nai
H
)
≤ δ˜ < δ.
Hence
k∑
i=1
‖f(bi)− f(ai)‖H ≈
k∑
i=1
∥∥∥∥∥∥
nbi∑
j=nai+1
Yj
∥∥∥∥∥∥
F
≤
∑
j∈A
‖Yj‖F =
ˆ
A
‖G(j)‖F dν(j) < ε.
So f is absolutely continuous. It remains to prove that f˙ is square Bochner
integrable. We will do this due to N. Cutland’s ideas to the real valued case (see
Theorem 5.1 with proof in [11]). Since G is Sν-integrable, ‖G(n)‖F is nearstandard
for the elements n of a Loeb-set Tν with νL(Tν) = 1. Choose a sequence (Am)m∈N of
increasing internal subsets of Tν such that ν(Am) ≥ 1− 1m . Define A =
⋃
m∈NAm.
Then A ⊂ Tν and νL(A) = 1. Define g : T → H by
g(n) :=
◦G(n) if n ∈ A0 if n /∈ A.
G is an Sν-integrable lifting of g, hence g is Lν(C)-measurable and Bochner νL-
integrable. Now we use the fact that H ·∑Hi=1 ‖Yi‖2F ∈ Lim to show first that g and
as a result of this that f˙ is square Bochner-integrable. Set M := H ·∑Hi=1 ‖Yi‖2F.
Since
´
T
‖G2(j)‖F dν(j) = M it is easy to check that ‖G · 1Am‖2F is Sν-integrable
for all m ∈ N. Since G · 1Am is a lifting of g · 1Am , Proposition 12.5(b) implies
ˆ
T
‖g(j)‖2H · 1Am(j)dνL(j) = ◦
(ˆ
T
‖G(j)‖2F · 1Am(j)dν(j)
)
≤ ◦M.
By the theorem of monotone convergence (see Ash [5], 1.6.2) we obtain
ˆ
T
‖g(j)‖2H dνL(j) ≤ ◦M.
For a, b ∈ [0; 1], na, nb ∈ T with naH ≈ a, nbH ≈ b we have
ˆ b
a
f˙(t)dt = f(b)− f(a) = ◦
(ˆ nb
na
G(j)dν(j)
)
=
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ˆ nb
na
g(j)dνL(j) =
ˆ
st−1([a;b])
g(j)dνL(j).
Since f˙ ◦ st : T → H, n 7→ f˙( ◦ ( n
H
)
is measurable with respect to the σ-field
J = st−1 (b[0;1]) and since the Lebesgue measure is the image measure of νL with
respect to st we obtain for all B ∈ J
ˆ
B
f˙
(
◦
( n
H
))
dνL(n) =
ˆ
B
g(n)dνL(n).
So f˙ ◦ st is the conditional expectation of g relative to J . Since g is square
integrable Proposition 1.6 says
(ˆ
T
∥∥∥(f˙ ◦ st) (n)∥∥∥2
H
dνL(n)
)0,5
≤
(ˆ
T
‖g(n)‖2H dνL(n)
)0,5
and thus
ˆ 1
0
∥∥∥f˙(t)∥∥∥2
H
dt =
ˆ
T
∥∥∥(f˙ ◦ st) (n)∥∥∥2
H
dνL(n) ≤
ˆ
T
‖g(n)‖2H dνL(n) ≤ ◦M.
This proves (1).
(2) (See also Cutland [11], Theorem 3.5.) For f ∈ CH let
Y f =
(
Ppr
∗H
F
(
∗f
( n
H
)
− ∗f
(
n− 1
H
)))
n∈T
.
So Y fn =pr
∗H
F
(´ n
H
n−1
H
∗f˙(s)ds
)
, and therefore, by Lemma 12.8, n 7→ H · Y fn is an
element of SL2(ν) and it is a lifting of f˙ . Hence
H ·
H∑
n=1
‖Yi‖2F ≈
ˆ 1
0
∥∥∥f˙(s)∥∥∥2
H
ds.
Since
∑n
i=1 Y
f
i = pr
∗H
F
(∗f ( n
H
))
, Lemma 12.5 implies that
∑n
i=1 Y
f
i is nearstan-
dard for all n ∈ T. Hence Y f ∈ H∗R and obviously bY f = f. 
In the next section the special case B = H = R is required. Then
CH = {f : [0; 1]→ R : there exists a square integrable function f˙ ∈ L2 ([0; 1] , λ)
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so that f(t) =
ˆ t
0
f˙(s)ds for all t ∈ [0; 1]}
and
HF = H∗R = {Y ∈ ∗RH | H ·
H∑
i=1
Y 2i ∈ Lim }.
The nearstandard condition follows here directly from the fact that H ·∑Hi=1 Y 2 ∈
Lim.
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15 A Standard Characterisation of CH
For the sake of completeness we will also state a natural standard characterisation
of CH. It has been already mentioned by Kuelbs and Lepage [23], but we give
here our own proof.
15.1 Proposition
Let f : [0; 1]→ H be measurable. The following statements are equivalent.
(1) f ∈ CH.
(2) For each ONB (ei)i∈N of H there exists a sequence
(
f˙i
)
i∈N
⊂ L2 ([0; 1] , λ) with∑
i∈N
´ 1
0
f˙ 2i (s)ds <∞ and such that
f(t) =
∑
i∈N
(ˆ t
0
f˙i(s)ds · ei
)
for all t ∈ [0; 1].
If (1) and (2) hold, we have ‖f‖2CH =
∑
i∈N
´ 1
0
f 2i (s)ds, where fi(t) :=
´ t
0
f˙i(s)ds.
Proof: ”(1) ⇒ (2)” Assume f ∈ CH. Let Y ∈ HF with bY = f. Choose an
arbitrary ONB (ei)i∈N of H and let (ei)i≤ω be the extension to F. We denote by
Yij the scalar 〈Yi; ej〉F. Since
H ·
H∑
i=1
ω∑
j=1
Y 2ij = H ·
H∑
i=1
‖Yi‖2F ∈ Lim,
we have in particular that H ·∑Hi=1 Y 2ij is limited for all j ∈ {1, . . . , ω} . Hence,
(Yij)1≤i≤H ∈ H∗R. By Proposition 14.3, for each j ∈ {1, . . . , ω} there exists a
function f˙j ∈ L2 ([0; 1] , λ) with
´ t
0
f˙j(s)ds =
◦ (
∑n
i=1 Yij), where
n
H
≈ t, and - as
shown in the proof of Proposition 14.3 - such that
´ 1
0
f˙ 2j (s)ds ≤ ◦
(∑H
i=1 Y
2
ij
)
.
Hence, for all m ∈ N
m∑
j=1
ˆ 1
0
f˙ 2j (s)ds ≤
m∑
j=1
◦
(
H ·
H∑
i=1
Y 2ij
)
=
◦
(
H ·
m∑
j=1
H∑
i=1
Y 2ij
)
≤ ◦
(
H ·
ω∑
j=1
H∑
i=1
Y 2ij
)
.
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Thus
∑∞
j=1
´ 1
0
f˙ 2j (s)ds <∞.
Now fix any t ∈ [0; 1] . Choose n ∈ T with n
H
≈ t. Then
f(t) = ◦
(
n∑
i=1
Yi
)
= ◦
(
ω∑
j=1
(
n∑
i=1
Yij
)
· ej
)
and
∞∑
j=1
ˆ t
0
f˙j(s)ds · ej =
∞∑
j=1
◦
(
n∑
i=1
Yij
)
· ej.
Let ε > 0. Since
∑n
i=1 Yi is nearstandard in H it is easily checked that there is an
m0 ∈ N such that for all m ∈ {m0, . . . , ω}
ω∑
j=m+1
(
n∑
i=1
Yij
)2
< ε2.
Now for each m ∈ N,m ≥ m0∥∥∥∥∥f(t)−
m∑
j=1
ˆ t
0
f˙j(s)ds · ej
∥∥∥∥∥
H
=
∥∥∥∥∥ ◦
(
ω∑
j=1
(
n∑
i=1
Yij
)
· ej
)
−
m∑
j=1
◦
(
n∑
i=1
Yij
)
· ej
∥∥∥∥∥
H
=
∥∥∥∥∥ ◦
(
m∑
j=1
(
n∑
i=1
Yij
)
· ej
)
+ ◦
(
ω∑
j=m+1
(
n∑
i=1
Yij
)
· ej
)
−
m∑
j=1
◦
(
n∑
i=1
Yij
)
· ej
∥∥∥∥∥
H
=
∥∥∥∥∥ ◦
(
ω∑
j=m+1
(
n∑
i=1
Yij
)
· ej
)∥∥∥∥∥
H
≈
∥∥∥∥∥
ω∑
j=m+1
(
n∑
i=1
Yij
)
· ej
∥∥∥∥∥
F
=
√√√√ ω∑
j=m+1
(
n∑
i=1
Yij
)2
< ε.
Hence ∞∑
j=1
ˆ
f˙j(s)ds · ej = lim
m→∞
m∑
j=1
ˆ
f˙j(s)ds · ej = f(t)
as required.
“(2)⇒ (1)” Assume (2) holds for f . Fix any ONB (ei)i∈N ofH and a corresponding
sequence
(
f˙i
)
i∈N
⊂ L2 ([0; 1] , λ). For each i ∈ N the product f˙i ·ei lies in L2(λ,H),
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because
´ 1
0
∥∥∥f˙i(s) · ei∥∥∥
H
ds =
´ 1
0
f˙ 2i (s)ds. Hence
∑n
i=1 f˙i · ei ∈ L2(λ,H) for each
n ∈ N. We show now that
(∑n
i=1 f˙i · ei
)
n∈N
is a Cauchy sequence in L2(λ,H).
Let ε ∈ R+. Choose n0 ∈ N such that
∑m
i=n
´ 1
0
f˙ 2i (s)ds < ε
2 for all n,m > n0.
Hence ∥∥∥∥∥
m∑
i=n
f˙ · ei
∥∥∥∥∥
L2(λ,H)
=
√√√√√ 1ˆ
0
∥∥∥∥∥
m∑
i=n
f˙i(s) · ei
∥∥∥∥∥
2
H
ds =
√√√√√ 1ˆ
0
(
m∑
i=n
f˙i(s)2
)
ds =
√√√√ m∑
i=n
(ˆ 1
0
f˙i(s)2
)
ds < ε.
Since L2(λ,H) is complete (see e.g. Diestel [13]) there exists a limit function
f˜ ∈ L2(λ,H). To see that f(t) = ´ t
0
f˜(s)ds for any t ∈ [0, 1] we show that the
sequence
n∑
i=1
(ˆ t
0
f˙i (s) ds
)
· ei
converges to
´ t
0
f˜(s)ds for n → ∞. Let ε ∈ R+ and n0 ∈ N such that for all
n ≥ n0 ∥∥∥∥∥
n∑
i=1
f˙i · ei − f˜
∥∥∥∥∥
L2(λ,H)
< ε.
Then∥∥∥∥∥
n∑
i=1
(ˆ t
0
f˙(s)ds
)
· ei −
ˆ t
0
f˜(s)ds
∥∥∥∥∥
H
=
∥∥∥∥∥
n∑
i=1
(ˆ t
0
f˙(s) · eids
)
−
ˆ t
0
f˜(s)ds
∥∥∥∥∥
H
=
∥∥∥∥∥∥
tˆ
0
(
n∑
i=1
f˙(s) · ei − f˜(s)
)
ds
∥∥∥∥∥∥
H
≤
tˆ
0
∥∥∥∥∥
n∑
i=1
f˙i(s) · ei − f˜(s)
∥∥∥∥∥
H
ds ≤
√√√√√ tˆ
0
∥∥∥∥∥
n∑
i=1
f˙i(s) · ei − f˜(s)
∥∥∥∥∥
2
H
ds ≤
√√√√√ 1ˆ
0
∥∥∥∥∥
n∑
i=1
f˙i(s) · ei − f˜(s)
∥∥∥∥∥
2
H
ds < ε.
The first inequality follows from Diestel [13], II. Theorem 4. Hence f˜ is a derivative
of f and therefore f ∈ CH.
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Now (2) yields
‖f‖2CH =
1ˆ
0
‖f(s)‖2H ds =
1ˆ
0
∥∥∥∥∥∑
i∈N
(ˆ t
0
f˙i(s)ds · ei
)∥∥∥∥∥
2
H
ds =
1ˆ
0
∑
i∈N
(ˆ t
0
f˙i(s)ds
)2
ds =
∑
i∈N
ˆ 1
0
f 2i (s)ds. 
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16 From B′ to C ′B
Recall that C ′B is the Banach space of all continuous and linear real-valued func-
tions on CB. We will represent the elements of C
′
B by integrals following the way
of proceeding in the real valued case (see e.g. Heuser [18], Section 56). To this
end we use B′-valued functions. Let f ∈ CB and
ϕ : [0; 1]→ B′, t 7→ ϕt.
Define for each partition Pn : 0 = t0 < t1 < . . . < tn = 1 of [0; 1]
ˆ
f(Pn)dϕ(Pn) :=
n∑
i=1
(
ϕti − ϕti−1
)
(f(ti−1)) .
We say that the integral of f with respect to ϕ exists if for each sequence
(Pn)n∈N of partitions with maxi∈{0,1,...,n} |ti − ti−1| → 0 for n → ∞ the limit
limn→∞
´
f(Pn)dϕ(Pn) exists and it does not depend on the choice of the sequence.
We denote this limit then by
´
f(t)dϕ(t). The following proposition is easily
verified.
16.1 Proposition
Let ϕ : [0; 1] → B′ be of bounded variation with variation V (ϕ) =: k. Then for
each f ∈ CB the integral of f with respect to ϕ exists. Furthermore,
ˆ 1
0
f(t)dϕ(t) ≤ k · |f |sup .
In the following example we construct a special class of functions of bounded
variation we need later.
16.2 Example
Let Φ ∈ C ′B. According to the theorem of Hahn-Banach (see e.g. Heuser [18],
36.2) there exists a linear and continuous extension Φ˜ of Φ to the space BB of all
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bounded B-valued functions on [0; 1] such that
sup
{∣∣∣Φ˜ (x)∣∣∣ : x ∈ BB and sup
t∈[0;1]
|x(t)|B ≤ 1
}
= |Φ|C′B .
Now set for each t ∈ [0; 1] and b ∈ B
ϕt(b) := Φ˜
(
1[0;t[ · b
)
.
Then ϕt ∈ B′. We will prove now that the function
ϕ : [0; 1]→ B′, t 7→ ϕt
is of bounded variation. To this end define k := |Φ|C′B and let ε > 0. Take a
partition Pn : 0 = t0 < t1 < . . . < tn = 1 of [0; 1]. We will show that
n∑
i=1
∣∣ϕti − ϕti−1∣∣B′ < k + ε.
Let us choose bi ∈ B for each i ∈ {1, . . . , n} such that |bi|B ≤ 1 and∣∣ | ϕ− ϕti−1 |B′ − | ϕ(bi)− ϕti−1(bi−1) | ∣∣ < εn.
For α ∈ R we use the abbreviation
sgn {α} :=
 0 if α = 0,α
|α| if α 6= 0.
Then
n∑
i=1
∣∣ϕti − ϕti−1∣∣B′ < n∑
i=1
∣∣ϕti(bi)− ϕti−1(bi)∣∣+ ε =
n∑
i=1
∣∣∣Φ˜ (bi · 1[ti−1;ti[)∣∣∣+ ε = n∑
i=1
sgn
{
Φ˜
(
bi · 1[ti−1;ti[
)} · Φ˜ (bi · 1[ti−1;ti[)+ ε =
Φ˜
(
n∑
i=1
sgn
{
Φ
(
bi · 1[ti−1;ti[
)} · bi · 1[ti−1;ti[
)
+ ε.
Since
sup
t∈[0;1]
∣∣∣∣∣
n∑
i=1
sgn
{
Φ
(
bi · 1[ti−1;ti[
)} · bi · 1[ti−1;ti[(t)
∣∣∣∣∣
B
≤ 1
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we have
Φ˜
(
n∑
i=1
sgn
{
Φ
(
bi · 1[ti−1;ti[
)} · bi · 1[ti−1;ti[
)
≤ k
and hence Φ˜
(∑n
i=1 sgn
{
Φ
(
bi · 1[ti−1;ti[
)} · bi · 1[ti−1;ti[)+ ε ≤ k + ε, as required.
Now we state an integral representation of the elements of C ′B.
16.3 Proposition
(1) Let ϕ : [0; 1]→ B′ be of bounded variation. Then the function
Φ : CB → R, f 7→
ˆ 1
0
f(t)dϕ(t)
is well defined and an element of C ′B.
(2) Let Φ ∈ C ′B. Then there exists a function ϕ : [0; 1]→ B′ of bounded variation
such that for all f ∈ CB
Φ(f) =
ˆ 1
0
f(t)dϕ(t).
Proof: (1) Let ϕ : [0; 1] → B′ be of bounded variation. By Proposition 16.1 the
integral is well defined. The linearity of ϕt yields the linearity of the integral. The
continuity of the integral is also a consequence of Proposition 16.1.
(2) Let Φ ∈ C ′B and ϕ as in Example 16.2. For f ∈ CB define
fn :=
n∑
i=1
f(ti−1) · 1]ti−1;ti].
Then fn ∈ BB and limn→∞ supt∈[0;1] |f(t)− fn(t)| = 0. Thus
lim
n→∞
Φ˜(fn) = Φ˜(f) = Φ(f).
But
Φ˜ (fn) =
n∑
i=1
Φ˜
(
f(ti−1) ·
(
1[0;ti] − 1[0;ti−1
))
=
n∑
i=1
(
ϕti − ϕti−1
)
(f(ti−1)) = f(Pn)dϕ(Pn).
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Therefore
Φ(f) = lim
n→∞
f(Pn)dϕ(Pn) =
ˆ 1
0
f(t)dϕ(t). 
In the next section we use Proposition 16.3 for a nonstandard characterisation of
C ′B.
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17 A Nonstandard Characterisation of C ′B
Remember that
HF := {Y ∈ FH : H·
H∑
i=1
‖Yi‖2F ∈ Lim and
n∑
i=1
Yi is nearstandard in H for all n ∈ T}
is a nonstandard characterisation of the space
CH := {f : [0; 1]→ H : there exists a square Bochner integrable function
f˙ ∈ L2 (λ,H) so that f(t) =
ˆ t
0
f˙(s)ds for all t ∈ [0; 1]}.
To give a nonstandard characterisation of C ′B we need the following operator norm
on F
| y |B′= sup{|< y, x >F| : x ∈ F and | x |B≤ 1}.
Recall that there is a constant c > 0 such that |x|B ≤ c · ‖x‖F for all x ∈ F. So
for y ∈ F we have ‖y‖F ≤ c · |y|B′ . Now let us define
HA,F :=
{
Y ∈ FH : YH = 0, H ·
H∑
i=2
| Yi − Yi−1 |B′∈ Lim
and
n∑
i=1
Yi is nearstandard in H for all n ∈ T
}
.
At first we list some properties of HA,F.
17.1 Lemma
HA,F ⊂ HF.
Proof: It is enough to show that H ·∑Hi=1 ‖Yi‖2F ∈ Lim for all Y ∈ HA,F. Let
Y ∈ HA,F. Then
H ·
H∑
i=2
| Yi − Yi−1 |B′ ∈ Lim
and therefore
H ·
H∑
i=2
‖ Yi − Yi−1 ‖F ∈ Lim.
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Since YH = 0 we obtain for all n ∈ T that H· ‖ Yn ‖F∈ Lim. Choose m ∈ T such
that ‖ Ym ‖F = maxi∈T ‖ Yi ‖F. Let r := H· ‖ Ym ‖F. Since r ∈ Lim we get
H ·
H∑
i=1
‖ Yi ‖2≤ H ·H· ‖ Ym ‖2 = r2 ∈ Lim. 
In particular b(Y ) is well defined and an element of HF for all Y ∈ HA,F. The
following lemma is very useful. It can be easily proved by induction.
17.2 Lemma
For all vectors X and Y in FH there is the following partition of the scalar product
H−1∑
i=1
< Yi, Xi >F =
H−1∑
i=1
< YH , Xi >F +
H∑
i=2
< Yi−1 − Yi,
i−1∑
j=1
Xj >F .
Note that for arbitrary Y, Y˜ ∈ HF with bY = bY˜ we cannot generally conclude
that
H ·
H∑
i=1
‖ Yi ‖2F≈ H ·
H∑
i=1
‖ Y˜i ‖2F .
But this is true if Y, Y˜ ∈ HA,F.
17.3 Lemma
Let Y ∈ HA,F. Then for all X, X˜ ∈ U such that bX = bX˜ we have
H ·
H∑
i=1
< Yi, Xi >F ≈ H ·
H∑
i=2
< Yi, X˜i >F ∈ Lim.
In particular if Y, Y˜ ∈ HA,F such that bY = bY˜ then
H ·
H∑
i=1
‖ Yi ‖2 ≈ H ·
H∑
i=1
‖ Y˜i ‖2 .
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Proof: If YH = 0 we obtain by Lemma 17.2 that
H∑
i=1
< Yi, Xi > =
H∑
i=1
< Yi−1 − Yi,
i−1∑
j=1
Xj > .
Now let Y ∈ HA,F, X, X˜ ∈ U such that bX = bX˜ . Then∣∣∣∣∣H ·
H∑
i=1
〈Yi;Xi〉F −H ·
H∑
i=1
〈
Yi; X˜i
〉
F
∣∣∣∣∣ =
∣∣∣∣∣H ·
H∑
i=1
〈
Yi;Xi − X˜i
〉
F
∣∣∣∣∣ =
∣∣∣∣∣∣H ·
H∑
i=2
〈
Yi−1 − Yi;
i−1∑
j=1
(
Xj − X˜j
)〉
F
∣∣∣∣∣∣ =∣∣∣∣∣∣∣∣∣∣∣∣∣∣
H ·
∑
i ∈ {2, . . . , H} and∑i−1
j=1
(
Xj − X˜j
)
6= 0
∣∣∣∣∣
i−1∑
j=1
(
Xj − X˜j
)∣∣∣∣∣
B
·
〈
Yi − Yi−1;
∑i−1
j=1
(
Xj − X˜j
)
∣∣∣∑i−1j=1 (Xj − X˜j)∣∣∣B
〉
F
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
≤
max
i∈{2,...,H}
∣∣∣∣∣
i−1∑
j=1
(
Xj − X˜j
)∣∣∣∣∣
B
·H ·
(
H∑
i=1
|Yi − Yi−1|B′
)
≈ 0,
by the definition of HA,F and since maxi∈{2,...,H}
∣∣∣∑i−1j=1 (Xj − X˜j)∣∣∣B ≈ 0. It re-
mains to show that the sums are limited.∣∣∣∣∣H ·
H∑
i=1
〈Yi;Xi〉F
∣∣∣∣∣ =
∣∣∣∣∣∣H ·
H∑
i=2
〈
Yi − Yi−1;
i−1∑
j=1
Xj
〉
F
∣∣∣∣∣∣ ≤
max
i∈{2,...,H}
∣∣∣∣∣
i−1∑
j=1
Xj
∣∣∣∣∣
B
·
(
H
H∑
i=1
|Yi − Yi−1|B′
)
∈ Lim,
since both factors are limited. 
Now we state the main theorem of this section.
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17.4 Theorem
(1) Let Y ∈ HA,F. Then the function
ΦY : CB → R, f 7→ ◦
(
H ·
H∑
i=1
〈Xi;Yi〉F
)
,
where X is any element of U with bX = f , is well defined and an element of C
′
B.
(2) Conversely, let Φ ∈ C ′B. Then there exists a vector Y Φ ∈ HA,F such that for
all f ∈ CB and X ∈ U with bX = f
Φ(f) ≈ H ·
H∑
i=1
〈
Xi;Y
Φ
i
〉
F .
Proof: (1) Let Y ∈ HA,F, ΦY as in (1) and rY := H ·
∑H
i=2 | Yi − Yi−1 |B′ . By
Lemma 17.3 ΦY is well defined. The linearity of ΦY follows immediately from the
definition. To see that ΦY is continuous let ε > 0 and δ :=
ε
◦rY
. Since ΦY ≡ 0
if rY ≈ 0 and therefore an element of C ′B, we may assume that ◦rY > 0. Now let
f ∈ CB with |f |CB < δ and X ∈ U so that bX = f . Then
∣∣∣∑ij=1Xj∣∣∣ ≤ δ for all
i ∈ T . By Lemma 17.2
|ΦY (f)| ≈
∣∣∣∣∣H ·
H∑
i=1
〈Yi;Xi〉F
∣∣∣∣∣ =
∣∣∣∣∣∣H ·
H∑
i=2
〈
Yi − Yi−1;
i−1∑
j=1
Xj
〉
F
∣∣∣∣∣∣ ≤ δ · rY .
Thus |ΦY (f)| ≤ ε, as required.
(2) Let Φ ∈ C ′B. Define Φ˜ and ϕ as in Example 16.2. Since we can identify B′ with
a subspace of H, ϕ can be regarded as H-valued, and for all h ∈ H
Φ˜
(
h · 1[0;t[
)
= ϕt(h) = 〈ϕ(t);h〉H .
By Lemma 5.5 ϕ is of bounded variation also with respect to ‖·‖H . Hence, by
Lemma 12.10,
A : T → F, n 7→ An = pr ∗HF
(
∗ϕ
( n
H
))
is an Sν-integrable lifting of ϕ and
H∑
n=2
‖ F (n)− F (n− 1) ‖F ∈ Lim.
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Thus A = (An)n∈T ∈ FH and for all x ∈ F and n ∈ T we have ∗ϕ nH (x) = 〈An;x〉F .
Now let us define Y Φ ∈ FH by
Y Φn :=
AH − An
H
for all n ∈ T.
First, we show that for all f ∈ CB and X ∈ U with bX = f
Φ(f) ≈ H ·
H∑
i=1
〈
Xi;Y
Φ
i
〉
F .
Let f ∈ CB and X ∈ U with bX = f . Define
f˜ : ∗ [0; 1]→ ∗B, t 7→
H∑
i=2
(
i−1∑
j=1
Xj
)
· 1[ i−1
H
; i
H
[(t).
Then f ∈ ∗BB and f ≈|·|BB f˜ and therefore
∗Φ˜
(
f˜
)
≈ Φ˜ (f) = Φ (f) . Thus
Φ (f) ≈ ∗Φ˜
(
H∑
i=2
(
i−1∑
j=1
Xj
)
· 1[ i−1
H
; i
H
[
)
=
H∑
i=2
∗Φ˜
((
i−1∑
j=1
Xj
)
· 1[ i−1
H
; i
H
[
)
=
H∑
i=2
(
∗ϕ i
H
(
i−1∑
j=1
Xj
)
− ∗ϕ i−1
H
(
i−1∑
j=1
Xj
))
=
H∑
i=2
〈Ai; i−1∑
j=1
Xj
〉
F
−
〈
Ai−1;
i−1∑
j=1
Xj
〉
F
 =
H−1∑
i=1
〈AH ;Xi〉F −
H−1∑
i=1
〈Ai;Xi〉F =
H∑
i=1
〈AH − Ai;Xi〉F = H ·
H∑
i=1
〈
Y Φi ;Xi
〉
,
where we again have used Lemma 17.2.
It remains to show that Y Φ ∈ HA,F. Since A is an Sν-integrable lifting of ϕ we
have for all n ∈ T
1
H
·
n∑
i=1
Ai ≈F
ˆ ◦( nH )
0
ϕ(t)dt,
hence 1
H
·∑ni=1Ai is nearstandard in H. Now
∑n
i=1 Y
Φ
i =
n∑
i=1
AH − Ai
H
= AH − 1
H
·
n∑
i=1
Ai.
99
Thus
∑n
i=1 Y
Φ
i is also nearstandard in H.
To prove that
H ·
H∑
i=2
| Y Φi − Y Φi−1 |B′∈ Lim,
we regard ϕ again as function with values in B′. Since ϕ is of bounded variation,
we can define M := V (ϕ) ∈ R+ such that for all n ∈ N
n∑
i=1
∣∣∣∣ϕ( in
)
− ϕ
(
i− 1
n
)∣∣∣∣
B′
≤M.
By transfer we have for all n ∈ ∗N
n∑
i=1
∣∣∣∣ ∗ϕ( in
)
− ∗ϕ
(
i− 1
n
)∣∣∣∣∗(B′) ≤M.
Fix i ∈ {2, . . . , H} . Then
H· | Y Φi − Y Φi−1 |B′=| Ai − Ai−1 |B′=
sup{|< Ai − Ai−1, x >F| : x ∈ F and | x |B≤ 1} =
sup{
∣∣∣∣< ∗ϕ( iH
)
− ∗ϕ
(
i− 1
H
)
, x >F
∣∣∣∣ : x ∈ F and | x |B≤ 1} ≤
sup{
∣∣∣∣ ∗ϕ( iH
)
(b)− ∗ϕ
(
i− 1
H
)
(b)
∣∣∣∣ : b ∈ ∗B and | b |B≤ 1} =∣∣∣∣ ∗ϕ( iH
)
− ∗ϕ
(
i− 1
H
)∣∣∣∣
∗(B′)
.
Thus
H ·
H∑
i=2
| Y Φi − Y Φi−1 |B′ ≤
H∑
i=1
∣∣∣∣ ∗ϕ( in
)
− ∗ϕ
(
i− 1
n
)∣∣∣∣∗(B′) ≤ M,
as required. 
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18 The Dual Space C ′B as Subspace of CH
The theorem of Riesz (see e.g. Heuser [18]) presents analytic representations of
linear functionals. So for each element Ψ of C ′H there exists a vector h ∈ CH so that〈
h; h˜
〉
CH
= Ψ
(
h˜
)
for all h˜ ∈ CH. Conversely, each vector h ∈ CH determines an
element Ψ of C ′H by this equality. It is also well known that an arbitrary element of
C ′H needs not to have a continuous extension to an element of C
′
B. Functionals of
C ′H, that have this property, will be characterised in this section. At first, we show
that C ′B can be regarded as subset of C
′
H, in the sense that for each ϕ ∈ C ′B the
restriction ϕ  H belongs to C ′H. This follows immediately from the first Lemma:
18.1 Lemma
There exists a constant c ∈ R+ such that |h|sup ≤ c · ‖h‖CH for all h ∈ CH.
Proof: By Lemma 5.5, there is a constant c ∈ R+ such that | x |B≤ c · ‖x‖H
for all x ∈ H. Let h ∈ CH and t ∈ [0; 1]. Then by Diestel [13], II.2. Theorem 4,
and the Ho¨lder inequality∣∣∣∣∣∣
tˆ
0
h˙ (s) ds
∣∣∣∣∣∣
B
≤ c ·
∥∥∥∥∥∥
tˆ
0
h˙ (s) ds
∥∥∥∥∥∥
H
≤ c ·
tˆ
0
∥∥∥h˙ (s)∥∥∥
H
ds ≤
c ·
√√√√√ tˆ
0
∥∥∥h˙ (s)∥∥∥2
H
ds ≤ c · ‖h‖CH .
Since t was arbitrary, |h|sup ≤ c · ‖h‖CH . 
18.2 Proposition
Let h ∈ CH so that the corresponding functional can be extended to an element Φ
of C ′B. Define ϕ as in Example 16.2. Then for all t ∈ [0; 1]
h(t) =
ˆ t
0
(ϕ(1)− ϕ(s)) ds.
Proof: Let u := ϕ(1) − ϕ. Then u is of bounded variation and therefore, by
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Lemma 12.9, square Bochner integrable. Thus
hu : [0; 1]→ H, t 7→
ˆ t
0
u(s)ds
is an element of CH. It remains to prove that hu = h. This can be done by showing
Φ
(
h˜
)
=
ˆ 1
0
〈
u(s); ˙˜h(s)
〉
H
ds
for all h˜ ∈ CH. Let Y Φ be defined as in the proof of Theorem 17.4. Then the
internal function
U : T → F, n 7→ H · Y Φn
is an element of SL2 (ν) and a lifting of u. To obtain a suitable lifting of h˜, let
us define G(n) := H · pr∗HF
(´ n
H
n−1
H
∗ ˙˜h(s)ds
)
. By Lemma 12.8, G ∈ SL2 (ν) and
it is a lifting of ˙˜h. Furthermore, as in the proof of Theorem 14.3(2) shown, G(·)
H
is S-continuous and b(G(n)H )n∈T
= h˜. It is easily checked that 〈U(·);G(·)〉F is an
Sν-integrable lifting of
〈
u(·); ˙˜h(·)
〉
H
. Hence
ˆ 1
0
〈
u(s); ˙˜h(s)
〉
H
ds ≈ 1
H
·
H∑
i=1
〈U(i);G(i)〉F = H ·
H∑
i=1
〈
Y Φi ;
G(i)
H
〉
F
≈ Φ
(
h˜
)
. 
Now we can characterise C ′B as subset of CH.
18.3 Theorem
The corresponding functional of an element h ∈ CH can be extended to an element
of C ′B if and only if h has a derivative h˙ : [0; 1]→ B′, that is of bounded variation.
Proof: By Proposition 18.2 it is enough to prove ” ⇐ ”. Assume h ∈ CH
has a derivative h˙ : [0; 1] → B′, that is of bounded variation. Then it is easily
seen that (Yn)n∈T with Yn :=
1
H
· pr∗HF
(
∗h˙
(
n
H
))
, for n ∈ {1, 2, . . . , H − 1} and
YH = 0, where we again identify elements of B′ with elements of H, lies in HA,F.
It remains to show that ΦY
(
h˜
)
=
〈
h; h˜
〉
CH
. Choose again the lifting G with
G(n) := H · pr∗HF
(´ n
H
n−1
H
∗ ˙˜h(s)ds
)
of ˙˜h. Then, with the same arguments as in the
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proof of Proposition 18.2
ΦY
(
h˜
)
= H ·
H∑
i=1
〈
Yi;
G(i)
H
〉
F
=
1
H
·
H∑
i=1
〈
pr
∗H
F
(
∗h˙
(
i
H
))
;G(i)
〉
F
≈
ˆ 1
0
〈
h˙(s); ˙˜h(s)
〉
H
ds. 
It has to be mentioned that the results presented in Proposition 18.2 and Theorem
18.3 are already well known.
18.4 Corollary(
C ′B; ‖·‖CH
)
is a dense subspace of
(
CH; ‖·‖CH
)
.
Proof: Note that each simple function is of bounded variation. By Diestel [13],
Section IV.1, the simple functions ψ : [0; 1]→ H are dense in L2 (λ,H). Since also
B′ is dense in (H; ‖·‖) the result follows from Theorem 18.3. 
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19 W is a Gaussian Measure
The fact that the measure W on (CB,F0), introduced in Section 13 is a Gaussian
measure can be derived from the literature (see e.g. Osswald [30]) but we will
present here our own proof. We will use the following lemma, that we also need
in the next sections.
19.1 Lemma
Let X, Y ∈ FH . Then
ˆ
FH
(
H∑
i=1
〈Xi;Yi〉F
)2
dΓ (X) =
1
H
H∑
i=1
‖Yi‖2F
and ˆ
FH
(
H∑
i=1
〈Xi;Yi〉F
)4
dΓ (X) = 3 ·
(
1
H
H∑
i=1
‖Yi‖2F
)2
.
Proof: We prove only the second equality. The proof of the first one is then
straightforward. Choose any ONB (en)n≤ω of F. We again denote the scalar
〈Yi; en〉F by Yin. Applying Lemma 4.1 it is easily verified that
ˆ
FH
(
H∑
i=1
〈Xi;Yi〉F
)4
dΓ (X) =
3
H2
·
∑
(i;n)∈T×{1,...,ω}
Y 4in + 3 ·
1
H2
·
∑
(i;n) ∈ T × {1, . . . , ω}
(j;m) ∈ T × {1, . . . , ω}
(i;n) 6= (j;m)
Y 2inY
2
jm =
3 ·
(( 1
H
·
H∑
i=1
‖Yi‖2F
)
·
( 1
H
·
H∑
i=1
‖Yi‖2F
))
. 
19.2 Proposition
The probability measure W on bCB is a centered Gaussian measure.
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Proof : By Proposition 4.8 it is enough to show that the Fourier transform W˜ of
W has the representation
W˜ (Φ) = exp
−1
2
ˆ
CB
Φ2 (f) dW (f)

for all Φ ∈ C ′B. Fix Φ ∈ C ′B . We have to show that
ˆ
CB
exp (i · Φ (f)) dW (f) = exp
−1
2
ˆ
CB
Φ2 (f) dW (f)
 .
We will do this with our nonstandard representations. Let Y Φ ∈ HA,F be the
corresponding vector, introduced in Theorem 17.4. First we use Proposition 1.10
to see that X 7→ ∑Hi=1 〈Xi;Y Φi 〉F ∈ SL2 (Γ). By the lemma above and since
Y Φ ∈ HA,F
ˆ
FH
(
H ·
H∑
i=1
〈
Xi;Y
Φ
i
〉
F
)4
dΓ (X) = 3 ·
(
H ·
H∑
i=1
∥∥Y Φi ∥∥2F
)2
∈ Lim.
By Proposition 1.9
◦
ˆ
FH
(
H ·
H∑
i=1
〈
Xi;Y
Φ
i
〉
F
)2
dΓ (X) =
ˆ
FH
◦
(
H ·
H∑
i=1
〈
Xi;Y
Φ
i
〉
F
)2
dΓL (X) =
ˆ
FH
Φ2 (κ (X)) dΓL (X) =
ˆ
CB
Φ2 (f) dW (f) .
With similar arguments one can prove that
◦
ˆ
FH
exp
(
i ·
(
H ·
H∑
i=1
〈
Xi;Y
Φ
i
〉
F
))
dΓ =
ˆ
CB
exp (i · Φ (f)) dW (f) .
Now we apply transfer of Proposition 4.8 to the internal Gaussian measure Γ and
obtain for the internal Fourier transform Γ˜ and for all elements Y of
(
FH
)′
= FH
ˆ
FH
exp
(
i ·
(
H∑
i=1
〈Xi;Yi〉F
))
dΓ (X) = exp
−1
2
ˆ
FH
(
H∑
i=1
〈Xi;Yi〉F
)2
dΓ (X)
 .
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Since H · Y Φ ∈ FH , we get
ˆ
CB
exp (i · Φ (f)) dW (f) = ◦
ˆ
FH
exp
(
i ·
(
H∑
i=1
〈
Xi;H · Y Φi
〉
F
))
dΓ (X) =
◦
exp
−1
2
ˆ
FH
(
H∑
i=1
〈
Xi;H · Y Φi
〉
F
)2
dΓ (X)
 =
exp
−1
2
ˆ
CB
Φ2 (f) dW (f)
 . 
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20 The Wiener Integral
A further class of functionals on CB is given by the Wiener integrals. We will
introduce these integrals now by generalizing the usual definition for the classical
Wiener space represented for example by Kuo [24] or Norin [28]. Let g ∈ L2(λ,H)
and choose simple functions gn =
∑kn−1
i=1 αi · 1[ti;ti+1[ with gn −→
L2(λ,H)
g. By Lemma
5.6 (B′, ‖·‖) is dense in (H, ‖·‖), hence all αi can be chosen in B′. Define the
Wiener integral Ign on CB by
Ign(f) =
ˆ 1
0
gn(t)dft :=
kn−1∑
i=1
αi(f(ti+1)− f(ti))
for each f ∈ CB. Since W is a Gaussian measure, by Proposition 4.5 Ign ∈
L2(CB,W ). We show, that the sequence (Ign)n∈N is Cauchy in L
2(CB,W ). Choose
n,m ∈ N. Let gn − gm = ∑kj=1 βj · 1[tj ;tj+1[ with βj ∈ B′. Then (Ign − Igm) (f) =∑k
j=1 βj (f(tj+1)− f(tj)) . Choose n1, . . . , nk ∈ T, such that njH ≈ tj. If X ∈ FH
with b(X) = f , then
k∑
j=1
< ∗βj;Xnj+1 +Xnj+2 . . .+Xnj+1 >F≈
k∑
j=1
βj (f(tj+1)− f(tj)) .
By Lemma 19.1,
ˆ
FH
(
k∑
j=1
< ∗βj;Xnj+1 +Xnj+2 . . .+Xnj+1 >
)4
dΓ (X) =
3 ·
(
1
H
k∑
j=1
‖∗βj‖2F · (nj+1 − nj)
)2
=
3 ·
(
k∑
j=1
‖∗βj‖2F ·
(nj+1
H
− nj
H
))2
≈ 3 ·
(
k∑
j=1
‖βj‖2H · (tj+1 − tj)
)2
.
By Proposition 1.10 the internal function
X →
k∑
j=1
< ∗βj;Xnj+1 +Xnj+2 . . .+Xnj+1 >F
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is an element of SL2 (Γ). The definition of the measure W , Proposition 1.9 and
Lemma 19.1 yield
ˆ
CB
(
k∑
j=1
βj (f(tj+1)− f(tj))
)2
dW (f) =
ˆ
FH
(
k∑
j=1
βj (κ (X) (tj+1)− κ (X) (tj))
)2
dΓL (X) =
ˆ
FH
◦
(
k∑
j=1
< ∗βj;Xnj+1 +Xnj+2 . . .+Xnj+1 >
)2
dΓL (X) =
◦
ˆ
FH
(
k∑
j=1
< ∗βj;Xnj+1 +Xnj+2 . . .+Xnj+1 >
)2
dΓ (X)
 =
k∑
j=1
‖βj‖2H · (tj+1 − tj) .
Since
‖gn − gm‖2L2(λ,H) =
ˆ 1
0
∥∥∥∥∥
k∑
j=1
βj · 1[tj ;tj+1[(t)
∥∥∥∥∥
2
H
dλ(t) =
k∑
j=1
‖βj‖2H · (tj+1 − tj) ,
we obtain that ‖Ign − Igm‖L2(CB,W ) = ‖gn − gm‖L2(λ,H). Since (gn)n∈N is Cauchy
in L2 (λ,H) the sequence of Wiener integrals (Ign)n∈N is Cauchy in L
2(CB,W ).
Hence the Wiener integral Ig of g can be defined as L
2(CB,W )-limit of (Ign)n∈N.
Obviously Ig is independent from the choice of the step functions. Now we give a
nonstandard characterisation of the Wiener integrals. This is again inspired from
Cutland [11], who described the classical Wiener space, and from the introductions
to the Ito-integral by Osswald in [30].
20.1 Theorem
Let g ∈ L2(λ,H) and G : T → F be a lifting of g with G ∈ SL2 (ν). Then for
ΓL-a.a. X ∈ FH
◦
(
H∑
i=1
〈G(i);Xi〉 F
)
= Ig (f) , where b(X) = f.
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Proof: First we show that the representation is independent from the choice of
the lifting. Let G,G′ ∈ SL2 (ν) be liftings of g. Then by Lemma 19.1
ˆ
FH
(
H∑
i=1
〈G(i);Xi〉 F −
H∑
i=1
〈G′(i);Xi〉 F
)2
dΓ =
H∑
i=1
‖G(i)−G′(i)‖2F
H
=
ˆ
T
‖G(i)−G′(i)‖2F dν(i) ≈ 0.
Thus
∑H
i=1 〈G(i);Xi〉 F ≈
∑H
i=1 〈G′(i);Xi〉 F for ΓL-a.a. X ∈ FH . Hence it is
enough to prove the result for one particular lifting. As above, suppose (gm)m∈N to
be a sequence of B′-valued step-functions gm =
∑km−1
j=1 αj ·1[tj ;tj+1[ with gm −→
L2(λ,H)
g.
Choose n1, . . . , nkm ∈ T, such that njH ≈ tj and define
Gm : T → F, i 7→
km−1∑
j=1
∗αj · 1[nj ;nj+1[.
Notice that each Gm is an element of SL2 (ν) and a lifting of gm, and
‖Gm −Gn‖L2(ν,F) ≈ ‖gm − gn‖L2(λ,H) .
Furthermore, for f ∈ CB and X ∈ FH with b(X) = f we obtain
H∑
i=1
〈Gm(i);Xi〉 F =
km−1∑
j=1
〈
∗αj;
nj+1∑
i=nj
Xi
〉
F ≈
km−1∑
j=1
αj (f(tj+1)− f(tj)) = Igm(f)
We will obtain a suitable lifting by using the ideas of Osswald in his proof of
Theorem 10.8.1 in [30]. Let again G′ ∈ SL2 (ν) be a lifting of g. Since gm −→
L2(λ,H)
g,
the convergence is also in measure. Hence for all ε > 0
lim
n→∞
◦ν ({i ∈ T : ‖Gm (i)−G′ (i)‖F > ε}) ≤
lim
n→∞
λ
({
t ∈ [0; 1] : ‖gm (t)− g (t)‖H >
ε
2
})
= 0.
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By saturation, (Gm)m∈N can be extended to an internal sequence (G
m)m∈ ∗N of
measurable functions and there exists a K ∈ ∗N \ N such that
ν
({
i ∈ T : ∥∥GM (i)−G′ (i)∥∥F > ε}) ≈ 0
for all M ∈ ∗N \ N with M ≤ K and for all ε > 0. Hence GM is a lifting of
g. Again by saturation, there is a strictly increasing function k : N → N and an
unlimited M ≤ K, such that
ˆ
T
∥∥GM (i)−Gk(n)∥∥2F dν < 1n
for all n ∈ N. By Proposition 1.11(b) it follows that GM ∈ SL2 (ν). Let m ∈ N
or m = M . Since Gm ∈ SL2 (ν) we obtain by Lemma 19.1
ˆ
FH
(
H∑
i=1
〈Gm(i);X〉 F
)4
dΓ (X) =
3 ·
(( 1
H
·
H∑
i=1
‖Gm(i)‖2F
)
·
( 1
H
·
H∑
i=1
‖Gm(i)‖2F
))
∈ Lim.
By Proposition 1.7, X → ∑Hi=1 〈Gm(i);X〉 F is an element of SL2 (Γ). Lemma
19.1 implies for all n ∈ N
ˆ
FH
(
H∑
i=1
〈
GM(i);X
〉
F −
H∑
i=1
〈
Gk(n)(i);X
〉
F
)2
dΓ (X) =
1
H
·
H∑
i=1
∥∥GM(i)−Gk(n)(i)∥∥2F < 1n.
Note that by Proposition 1.9
ˆ
FH
(
H∑
i=1
〈
GM(i);X
〉
F −
H∑
i=1
〈
Gk(n)(i);X
〉
F
)2
dΓ (X) =
ˆ
FH
◦
(
H∑
i=1
〈
GM(i);X
〉
F −
H∑
i=1
〈
Gk(n)(i);X
〉
F
)2
dΓL (X) .
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By Proposition 1.11(a) there exists a set A ∈ LΓ(FH) with ΓL (A) = 1 und such
that for all X ∈ A∣∣∣∣∣
H∑
i=1
〈
GM(i);X
〉
F
∣∣∣∣∣ ∈ Lim and
∣∣∣∣∣
H∑
i=1
〈
Gk(n)(i);X
〉
F
∣∣∣∣∣ ∈ Lim.
We apply again Proposition 1.9 to obtain that
ˆ
A
(
◦
(
H∑
i=1
〈
GM(i);X
〉
F
)
− ◦
(
H∑
i=1
〈
Gk(n)(i);X
〉
F
))2
dΓL (X) =
ˆ
A
◦
(
H∑
i=1
〈
GM(i);X
〉
F −
H∑
i=1
〈
Gk(n)(i);X
〉
F
)2
dΓL (X) .
Therefore
ˆ
A
(
◦
(
H∑
i=1
〈
GM(i);X
〉
F
)
− ◦
(
H∑
i=1
〈
Gk(n)(i);X
〉
F
))2
dΓL (X) ≤ 1
n
.
According to Ash [5], Section 2.5, there is a subsequence k˜ (n) such that for
ΓL − a.a. X ∈ FH
lim
n→∞
◦
(
H∑
i=1
〈
Gk˜(n)(i);Xi
〉
F
)
= ◦
(
H∑
i=1
〈
GM(i);X
〉
F
)
.
Hence we obtain for ΓL-a.a. X with b(X) = f that
◦
(
H∑
i=1
〈
GM(i);X
〉
F
)
= Ig(f). 
Now we want to introduce an internal Wiener integral. We will see in the next
section that in the context with differentiability of Γ, the internal Wiener integral
is the negative logarithmic derivative. For Y ∈ FH let IY be the mapping
IY : FH → ∗R, X 7→ H ·
H∑
i=1
〈Xi;Yi〉F .
We call IY the internal Wiener integral.
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20.2 Proposition
For Y ∈ FH the Wiener integral IY is an element of SL2 (Γ) if and only if
H ·∑Hi=1 ‖Yi‖2F ∈ Lim.
Proof : ”⇒ ” If the Wiener integral IY is an element of SL2 (Γ), then
ˆ
FH
(
IY (X)
)2
dΓ (X) ∈ Lim.
Since by Lemma 19.1
ˆ
FH
(
IY (X)
)2
dΓ (X) =
ˆ
FH
(
H ·
H∑
i=1
〈Xi;Yi〉F
)2
dΓ (X) =
H
H∑
i=1
‖Yi‖2F ·
1
H
= H ·
H∑
i=1
‖Yi‖2F ,
this direction is proved.
”⇐ ” To see the converse let Y ∈ FH such that H ·∑Hi=1 ‖Yi‖2F ∈ Lim. We will
show that then
´
FH
[(
IY (X)
)2]2
dΓ (X) ∈ Lim. Then, by Proposition 1.10, the
Wiener integral IY is an element of SL
2 (Γ). Now by Lemma 19.1
ˆ
FH
[(
IY (X)
)2]2
dΓ (X) =
H4 ·
ˆ
FH
(
H∑
i=1
〈Xi;Yi〉F
)4
dΓ (X) = H4 · 3 ·
(
1
H
H∑
i=1
‖Yi‖2F
)2
=
3 ·
((
H ·
H∑
i=1
‖Yi‖2F
)
·
(
H ·
H∑
i=1
‖Yi‖2F
))
∈ Lim. 
20.3 Corollary
If Y ∈ HF, then the Wiener integral IY is an element of SL2 (Γ). In the special
case B = H = R, Y ∈ HR if and only if IY is an element of SL2 (Γ).
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20.4 Remark
Let g ∈ CH, with derivative g˙. Let Y be defined as in the proof of Proposition
14.3B, i.e. Yn =pr
∗H
F
(´ n
H
n−1
H
∗g˙(s)ds
)
. We have seen that Y ∈ HF and bY = g. In
addition, we have proved that
G : T→ F, i 7→ H · Yi
is an element of SL2 (Γ) and a lifting of g˙. By the above, we obtain that the
Wiener integral Ig˙ of the derivative g˙ of g is the standard part of the internal
Wiener integral IY . So for ΓL-a.a. X ∈ FH
Ig˙(f) =
ˆ 1
0
g˙(t)dft =
◦
(
H∑
i=1
〈G(i);Xi〉 F
)
= ◦
(
H
H∑
i=1
〈Yi;Xi〉 F
)
= ◦ (IY (X)) ,
where b(X) = f . Since two derivatives g˙1 and g˙2 of g differ only on a set of
Lebesgue measure 0, the Wiener integral Ig˙ is uniquely determined.
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21 Fomin-Differentiabilitiy of ΓL
This section takes up again our main theme of measure differentiability. Now we
will show the Fomin-differentiability of the Loeb measure ΓL. Recall that γ
ω·H,
√
1
H
is the internal Gaussian measure on ∗Rω·H , i.e.
γω·H,
√
1
H (B) =
(√
H
2pi
)ω·H ˆ
B
exp
(
−H
2
∑
i≤ω,j≤H
x2i (j)
)
dxi (j)i≤ω,j≤H
for all internal Borel subsets B ⊂ ∗Rω·H and Γ is the internal Gaussian measure
on FH defined by
Γ(A) = γω·H,
√
1
H
(xi (j))i≤ω,j≤H :
(
ω∑
i=1
xi (j) · ei
)
j≤H
∈ A

 .
for each internal A ∈ bFH , where (ei)i≤ω is an arbitrary orthonormal basis of F.
At first we prove the following standard lemma we will need below.
21.1 Lemma
For all t ∈ [−1; 1] \ {0}, r ∈ R+0 and z ∈ R the following inequality holds:∣∣∣∣exp (−tz − t2r)− 1t + z
∣∣∣∣ ≤ |t| · exp (r) · (exp (−z) + exp (+z)) .
Proof: We will use the Taylor series exp(x) =
∑∞
k=0
xk
k!
. So,
∣∣∣∣exp (−tz − t2r)− 1t + z
∣∣∣∣ =
∣∣∣∣∣∣1 +
∑∞
k=1
(−tz−t2r)k
k!
− 1
t
+ z
∣∣∣∣∣∣ =
∣∣∣∣∣
∞∑
k=1
tk−1 · (−z − t · r)k
k!
+ z
∣∣∣∣∣ =
∣∣∣∣∣−z − t · r +
∞∑
k=2
tk−1 (−z − t · r)k
k!
+ z
∣∣∣∣∣ ≤
|t| · r +
∞∑
k=2
|t|k−1 (|z|+ |t| · r)k
k!
= (+) .
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Since |t| ≤ 1, we have
(+) ≤ |t| · r +
∞∑
k=2
|t| (|z|+ r)k
k!
≤ |t| · (r + 1) + |t| · |z|+
∞∑
k=2
|t| (|z|+ r)k
k!
≤
|t| ·
(
1 + |z|+ r +
∞∑
k=2
(|z|+ r)k
k!
)
= |t| · exp (|z|+ r) = |t| · exp (|z|) · exp (r) ≤
|t| · exp (r) · (exp (−z) + exp (+z)) . 
Now we show that γω·H,
√
1
H is S-Fomin-differentiable along all measurable vector
fields h˜ : ∗Rω·H → ∗Rω·H , which fulfill the following conditions:
(A) There is a fixed k ∈ N, such that H ·∑ω·Hi=1 (h˜(x))2
i
≤ k for all X ∈ ∗Rω·H .
(B)
´
∗Rω·H exp
(
−H ·∑ω·Hi=1 xi · h˜(x)i) dγω·H,√ 1H (x) is limited.
(C)
´
∗Rω·H exp
(
+H ·∑ω·Hi=1 xi · h˜(x)i) dγω·H,√ 1H (x) is limited.
(D)x→ −H ·∑ω·Hi=1 xi · h˜(x)i is S
γ
ω·H,
√
1
H
-integrable.
21.2 Theorem
Let h˜ : ∗Rω·H → ∗Rω·H be a measurable vector field, such that the conditions
(A), (B), (C) and (D) hold. Define Tt(x) = x − t · h˜(x) and
(
γω·H,
√
1
H
)
t
(A) :=
γω·H,
√
1
H (T−1t [A]) for all internal Borel subsets A ⊆ ∗Rω·H and all t ∈ J := ∗R.
Then γω·H,
√
1
H is S-Fomin-differentiable along h˜ and if
(
γω·H,
√
1
H
)′
is a derivative
of γω·H,
√
1
H , then for all internal Borel subsets A ⊂ ∗Rω·H(
γω·H,
√
1
H
)′
(A) ≈
ˆ
A
βh
γ
ω·H,
√
1
H
(x) dγω·H,
√
1
H (x).
where βh
γ
ω·H,
√
1
H
(X) := −H ·∑ω·Hi=1 xi · h˜(x)i.
Proof: We show that γω·H,
√
1
H fulfills the conditions of Theorem 10.1. Since
γω·H,
√
1
H is nonnegative and γω·H,
√
1
H
(∗Rω·H) = 1, γω·H,√ 1H is S-bounded. γω·H,√ 1H
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has the positive Lebesgue density
f : ∗Rω·H → ∗R, x 7→
(√
H
2pi
)ω·H
exp
(
−H
2
ω·H∑
i=1
x2i
)
that is ∗differentiable in the direction of all x ∈ ∗Rω·H . To prove condition 3) let
t ≈ 0, t 6= 0. Then ∣∣∣∣∣∣1t
(
f(x+ t · h˜(x))
f(x)
− 1
)
−
f ′(x)
(
h˜(x)
)
f(x)
∣∣∣∣∣∣ =
∣∣∣∣∣1t
exp
(
−H
2
∑ω·H
i=1
(
xi + t · h˜(x)i
)2)
exp
(
−H
2
∑ω·H
i=1 x
2
i
) − 1
−
−H ·
(∑ω·H
i=1 xi · h˜(x)i
)
·
(√
H
2pi
)ω·H
· exp
(
−H
2
∑ω·H
i=1 x
2
i
)
(√
H
2pi
)ω·H
· exp
(
−H
2
∑ω·H
i=1 x
2
i
)
∣∣∣∣∣=
∣∣∣∣∣1t
(
exp
(
ω·H∑
i=1
(
−Htxih˜(x)i − H
2
t2
(
h˜(x)i
)2))
− 1
)
+
H ·
(
ω·H∑
i=1
xi · h˜(x)i
)∣∣∣∣∣≤
|t| · exp
(
ω·H∑
i=1
H
2
(
h˜(x)
)2
i
)
·
(
exp
(
−
ω·H∑
i=1
Hxih˜(x)i
)
+ exp
(
+
ω·H∑
i=1
Hxih˜(x)i
))
.
For the last inequality we used transfer of Lemma 21.1. Now let us define
g : ∗Rω·H → ∗R, by g(x) :=
|t| · exp
(
ω·H∑
i=1
H
2
(
h˜(x)
)2
i
)
·
(
exp
(
−
ω·H∑
i=1
Hxih˜(x)i
)
+ exp
(
+
ω·H∑
i=1
Hxih˜(x)i
))
.
Of course, g is ∗Borel-measurable, and by the conditions (A), (B) and (C) we get
ˆ
?Rω·H
g(x)dγω·H,
√
1
H (x) =
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ˆ
∗Rω·H
|t| · exp
(
ω·H∑
i=1
H
2
(
h˜(x)
)2
i
)
· exp
(
−
ω·H∑
i=1
Hxih˜(x)i
)
dγω·H,
√
1
H (x)+
ˆ
∗Rω·H
|t| · exp
(
ω·H∑
i=1
H
2
(
h˜(x)
)2
i
)
· exp
(
+
ω·H∑
i=1
Hxih˜(x)i
)
dγω·H,
√
1
H (x) ≤
ek · |t|
ˆ
∗Rω·H
exp
(
−
ω·H∑
i=1
Hxih˜(x)i
)
dγω·H,
√
1
H (x)+
ek · |t|
ˆ
∗Rω·H
exp
(
+
ω·H∑
i=1
Hxih˜(x)i
)
dγω·H,
√
1
H (x) ≈ 0
since |t| ≈ 0. Hence condition (3) is verified. Now for all x ∈ ∗Rω·H
f ′(x)
(
h˜ (x)
)
f(x)
= −H ·
(
ω·H∑
i=1
xi · h˜(x)i
)
.
By condition the internal function βh˜
γ
ω·H,
√
1
H
: ∗Rω·H → ∗R with
βh˜
γ
ω·H,
√
1
H
(x) =
f ′(x)
(
h˜ (x)
)
f(x)
= −H ·
ω·H∑
i=1
xi · h˜(x)i
is S
γ
ω·H,
√
1
H
-integrable. Thus all preliminaries of Theorem 10.1 are given, and
therefore the theorem is proved. 
We will see now that Theorem 21.2 holds in particular for all constant vector
fields h˜ (x) ≡ y ∈ ∗Rω·H , where H ·∑ω·Hi=1 y2i ∈ Lim .
Note that, as a consequence of the translation invariance of λω·H , for all y ∈ ∗Rω·H(√
H
2pi
)ω·H ˆ
∗Rω·H
exp
(
−H
2
ω·H∑
i=1
(xi − yi)2
)
dλω·H(x) = γω·H,
√
1
H
(∗Rω·H) = 1.
We need also the next lemma.
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21.3 Lemma
For y ∈ ∗Rω·H define the internal functions f and g on ∗Rω·H by f(x) :=
exp
(
2 ·H ·∑ω·Hi=1 xiyi) and g(x) := exp(−2 ·H ·∑ω·Hi=1 xiyi) . Then
ˆ
∗Rω·H
f(x)dγω·H,
√
1
H (x) =
ˆ
∗Rω·H
g(x)dγω·H,
√
1
H (x) = exp
(
2H ·
ω·H∑
i=1
y2i
)
.
Proof: ˆ
∗Rω·H
f(x)dγω·H,
√
1
H (x) =
(√
H
2pi
)ω·H
·
ˆ
∗Rω·H
exp
(
2 ·H ·
ω·H∑
i=1
xiyi
)
· exp
(
−H
2
·
ω·H∑
i=1
x2i
)
dλω·H(x) =
(√
H
2pi
)ω·H
·
ˆ
∗Rω·H
exp
(
−H
2
·
ω·H∑
i=1
(xi − 2yi)2
)
· exp
(
2H ·
ω·H∑
i=1
y2i
)
dλω·H(x) =
exp
(
2H ·
ω·H∑
i=1
y2i
)
·
(√
H
2pi
)ω·H
·
ˆ
∗Rω·H
exp
(
−H
2
·
ω·H∑
i=1
(xi − 2yi)2
)
dλω·H(x) =
exp
(
2H ·
ω·H∑
i=1
y2i
)
.
The proof for g is similar. 
21.4 Proposition
Fix y ∈ ∗Rω·H and define
(
γω·H,
√
1
H
)
(A) := γω·H,
√
1
H (A + ty) for all internal
Borel subsets A ⊂ ∗Rω·H and all t ∈ J := ∗R . If H ·∑ω·Hi=1 y2i is limited, then
γω·H,
√
1
H is S-Fomin differentiable along y. The function βy
γ
ω·H,
√
1
H
: ∗Rω·H → ∗R,
defined by βy
γ
ω·H,
√
1
H
(x) := −H ·∑ω·Hi=1 xiyi is an element of SL2 (γω·H,√ 1H ) and
if
(
γω·H,
√
1
H
)′
is a derivative of γω·H,
√
1
H , then for all internal Borel subsets A ⊂
∗Rω·H (
γω·H,
√
1
H
)′
(A) ≈
ˆ
A
βy
γ
ω·H,
√
1
H
(x) dγω·H,
√
1
H (x).
Proof: By Corollary 20.3 βy
γ
ω·H,
√
1
H
is an element of SL2
(
γω·H,
√
1
H
)
. We only
have to check the conditions (B) and (C) of Theorem 21.2. But they follow imme-
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diately from Lemma 21.3. Hence, all preliminaries of Theorem 21.2 are given. 
With Theorem 21.2 and Proposition 21.4 the following main theorem is obvious.
21.5 Theorem
Let h : FH → FH be a measurable vector field which fulfills the following condi-
tions:
(A) There is a fixed k ∈ N, such that H ·∑Hi=1 ‖h(X)i‖2F ≤ k for all X ∈ FH .
(B)
´
FH exp
(
−H ·∑Hi=1 〈Xi;h(X)i〉F) dΓ (X) is limited.
(C)
´
FH exp
(
+H ·∑Hi=1 〈Xi;h(X)i〉F) dΓ (X) is limited.
(D)X 7→ −H ·∑Hi=1 〈Xi;h(X)i〉F is SΓ-integrable.
Then Γ is S-Fomin-differentiable along the vector field h and if Γ′ is a derivative
of Γ then for all internal Borel subsets A ∈ bFH
Γ′(A) ≈
ˆ
A
βhΓ (X) dΓ(X).
where βhΓ (X) = −H ·
∑H
i=1 〈Xi;h(X)i〉F. This holds in particular for constant
vector fields h ≡ Y ∈ FH , when H ·∑Hi=1 ‖Yi‖2F ∈ Lim, in which case we obtain
that the logarithmic derivative dΓ
′
dΓ
is the negative internal Wiener integral IY .
Now we apply Theorem 11.3 and Lemma 11.4 to obtain Fomin-differentiability
of the Loeb measure ΓL. Recall Lemma 9.3, that for S- Fomin-differentiable
measures the curve of measures is S-continuous.
21.6 Proposition
We take the assumptions of Theorem 21.5. For some ε ∈ R+ let J be an interval
of ∗R containing the standard interval I =] − ε, ε[. For r ∈ I choose t ∈ J such
that t ≈ r and set µr := µt and F :=
⋂
r∈R LΓr (bFH ). Then we can define
the curve ((µL)r)r∈I of Loeb measures on F by (µL)r := (µr)L restricted to F .
Since Γ is S-Fomin-differentiable along the vector field h, the Loeb measure ΓL is
Fomin-differentiable along h with derivative measure Γ′L : F → R,
B 7→ Γ′L(B) =
ˆ
B
◦βhΓ (X) dΓL (X) ,
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where βhΓ (X) := −H ·
∑H
i=1 〈Xi;h(X)i〉F. If Y ∈ FH with H ·
∑H
i=1 ‖Yi‖2F ∈ Lim,
ΓL is Fomin-differentiable along Y with
dΓ′
dΓ
(X) = ◦IY (X). This holds in partic-
ular when Y ∈ HF.
At the end of this chapter we apply Proposition 9.1 to get an integration by part
formula. Note that by Corollary 11.5 S-Fomin-differentiability of Γ implies the
differentiability of ΓL with respect to the set CL of all F-measurable real-valued
bounded functions on FH . This yields the next proposition.
21.7 Proposition
We take the assumptions of Proposition 21.6. Let C be a set of internal ∗R-valued,
bFH -measurable and S-bounded functions on FH that have the following property:
for each X ∈ FH the function
J \ {0} → ∗R, t 7→ f (X + t · h(X))− f(X)
t
is S-continuous. Let
CL := { g : FH → R : g is Gateaux differentiable in all directions h(X)
and there is an element f ∈ C with ◦(f(X)) = g(X) for all X ∈ FH}.
Then ΓL is differentiable with respect to CL along h and for all g ∈ CL
ˆ
FH
g′(X)(h(X))dΓL (X) = −
ˆ
FH
g(X)dΓ′L (X) = −
ˆ
FH
g(X) · ◦βhΓ (X) dΓL (X) .
In Section 6 we introduced generalizations of Malliavin derivative and Skorokhod
operator. In the situation of Proposition 21.7 g′ is a kind of Malliavin derivative
and −βhΓ is a kind of internal Skorokhod integral of the vector field h. If h (X) ≡
Y ∈ FH , with H ·∑Hi=1 ‖Yi‖2F ∈ Lim, this Skorokhod integral is the internal
Wiener integral.
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22 Fomin-Differentiability of the Wiener Mea-
sure
Recall the construction of the Wiener measure W on bCB in Section 13. There
κ is the surjective and Borel measurable mapping κ : FH → CB, X 7→ bX ,
F0 = {κ−1 [A] | A ∈ bCB} and
W (A) := ΓL
(
κ−1 [A]
)
.
for each A ∈ bCB . Denote by F¯ the σ-field generated by F0. We shall see in this
section that W is Fomin-differentiable along all elements of CH. Note that for
f ∈ CH and A ∈ bCB also A+ r · f ∈ bCB for all r ∈ R.
22.1 Theorem
Let f ∈ CH. Then there is a measure W ′ on bCB such that for A ∈ bCB
lim
r→0
W (A+ r · f)−W (A)
r
= W ′(A).
Furthermore, W ′(A) =
´
A
ξ (ω) dW (ω), and the logarithmic derivative ξ is the
Wiener integral If .
Proof: Let f ∈ CH. By Proposition 14.3(2) the vector
Yf=
(
Pr
∗H
F
(
∗f
( n
H
)
− ∗f
(
n− 1
H
)))
n∈T
lies in HF and bY = f. Hence for all r ∈ R and A ∈ bCB
κ−1 [A+ r · f ] = κ−1 [A] + r · Yf .
Of course, F0 ⊂F =
⋂
r∈R LΓr(A). Now
lim
r→0
W (A+ r · f)−W (A)
r
=
lim
r→0
ΓL (κ
−1 [A] + rY )− ΓL (κ−1 [A])
r
= Γ′L(κ
−1 [A]) =
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ˆ
κ−1[A]
◦βYΓ (X) dΓL =
ˆ
B
ξ (ω) dW (ω) ,
where we have used Proposition 21.6. 
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23 (CB, CH) as Abstract Wiener Space
In the last chapter we list some well established standard results that follow from
the previous sections.
23.1 Theorem
The space
(
CH; ‖·‖CH
)
is the Cameron-Martin subspace H(W ) of
(
CB; |·|sup
)
.
Proof: According to Theorem 22.1 the measure W is Fomin-differentiable along
all elements of CH. Theorem 4.15 shows that CH ⊂ H (W ). By Lemma 14.1 CH is
dense in
(
CB; |·|sup
)
. Hence, also H (W ) is dense in
(
CB; |·|sup
)
. Therefore, we can
apply Lemma 5.9 to obtain that C ′B is a dense subspace of
(
H (W ) ; ‖·‖H(W )
)
. Fi-
nally, as proved in Section 18, C ′B is a dense subspace of
(
CH; ‖·‖CH
)
. By Theorem
18.3 it is enough to show that
‖f‖H(W ) = ‖f‖CH
for all f ∈ CH which have a derivative f˙ of bounded variation.
Let f ∈ CH with a derivative f˙ : [0; 1]→ B′, that is of bounded variation. By
Theorem 18.3 the corresponding functional on CH can be extended to an element
Φf ∈ C ′B. At first we show that Φf = RW (f). As in the proof of 18.3 we define(
Y fn
)
n∈T by Y
f
n :=
1
H
· pr∗HF
(
∗f˙
(
n
H
))
for n ∈ {1, 2, . . . , H − 1} and Y fH = 0, and
use that
(
Y fn
)
n∈T lies in HA,F, bY f = f and n 7→ H · Y fn is an element of SL2 (ν)
and a lifting of f˙ . Choose an arbitrary functional Φ ∈ C ′B and let Y ∈ HA,F
the nonstandard representation, introduced in Section 17. By Lemma 19.1 the
functions X → H ·∑Hi=1 〈Yi;Xi〉F and X → H ·∑Hi=1 〈Y fi ;Xi〉F are both elements
of SL2 (Γ). Hence we obtain, again using that W is the image measure of ΓL and
using the properties of Gaussian measures:
ˆ
CB
Φf (ω) · Φ(ω)dW (ω) =
ˆ
FH
◦
(
H ·
H∑
i=1
〈
Y fi ;Xi
〉
F
)
· ◦
(
H ·
H∑
i=1
〈Yi;Xi〉F
)
dΓL (X) =
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◦ H∑
i=1
ˆ
FH
H2 ·
〈
Y fi ;Xi
〉
· 〈Yi;Xi〉F dΓ (X)
 = ◦( H∑
i=1
H ·
〈
Y fi ;Yi
〉)
= Φ (f) .
The fact that n → H · Y fn is an element of SL2 (ν) and a lifting of f˙ yields that
n→ 〈H · Y fn ;H · Y fn 〉F is an Sν-integrable lifting of f˙ 2. Hence,
‖f‖2H(W ) =
ˆ
CB
Φ2f (ω)dW (ω) =
ˆ
FH
◦
(
H ·
H∑
i=1
〈
Y fi ;Xi
〉
F
)2
dΓL (X) =
◦
(
H ·
H∑
i=1
〈
Y fi ;Y
f
i
〉)
= ◦
(
1
H
·
H∑
i=1
〈
H · Y fi ;H · Y fi
〉)
=
◦
ˆ
T
〈
H · Y fn ;H · Y fn
〉
dν =
1ˆ
0
f˙ 2 (s) ds = ‖f‖2CH . 
Now we show that the set of Wiener integrals coincides with the reproducing
kernel Hilbert space.
23.2 Proposition
Let l ∈ L2 (CB,W ). Then there exists a g ∈ L2 (λ,H) such that
l (f) = Ig (f)
for W -a.a. f ∈ CB if and only if l ∈ C ′B,W .
Proof:”⇒ ” is obvious. ”⇐ ” Let l ∈ C ′B,W . Then there exists an element h ∈ CH
with Φ(h) =
´
CB
l(ω) · Φ(ω)dW (ω) for all Φ ∈ C ′B. With the same arguments as
in the proof of Theorem 23.1 one can show that Φ (h) =
´
CB
Ih˙(ω) · Φ(ω)dW (ω).
Proposition 4.12 yields that l (f) = Ih˙ (f) W -a.s. 
23.3 Theorem
(Osswald [30]) (CB, CH) together with the measure W is an abstract Wiener space.
Proof: By Lemma 14.1 the space CH is dense in CB. Therefore, the result follows
from Proposition 5.10. 
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We close the thesis with a view at the classical Wiener space. It arises from
the special case B = H = R. Recall that then
B : ∗RH × T → ∗R, (X,n) 7→
n∑
i=1
Xi,
CH = {f : [0; 1]→ R : there exists a square integrable function f˙ ∈ L2 [0; 1]
so that f(t) =
ˆ t
0
f˙(s)ds for all t ∈ [0; 1]}
and
HF = H∗R = {Y ∈ ∗RH : H ·
H∑
i=1
Y 2 ∈ Lim }.
The next lemma follows from Proposition 13.1. The independence is easily veri-
fied.
23.4 Lemma
Let 1 ≤ n < m ≤ k < l ∈ T . Then Bm − Bn and Bl − Bk are independent,
normally distributed random variables with variances m−n
H
and l−k
H
.
Note that the classical Wiener measure P is a probability Borel measure on CR
such that for any partition 0 = t0 < t1 < . . . < tn ≤ 1 and (α1, . . . , αn) ∈ Rn
P ({f ∈ CR : f(ti) ≤ αi for all 1 ≤ i ≤ n}) =
α1ˆ
−∞
. . .
αnˆ
−∞
n−1∏
i=0
1√
2pi (ti+1 − ti)
· exp
(
− (yi+1−yi)
2
2 (ti+1 − ti)
)
dy1 . . . dyn,
where y0 = 0. (See e.g. Cutland [11] or Kuo [24].)
23.5 Proposition
(Cutland [11], Theorem 2.2.) The Wiener measure W on CR is the classical
Wiener measure.
Proof: (Cutland [11]) Let 0 = t0 < t1 < . . . < tn ≤ 1 and (α1, . . . , αn) ∈ Rn.
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Pick ni ∈ T , niH ≈ ti for each i. Then, by Lemma 23.4
ΓL
(
st−1 {f ∈ CR : f(ti) ≤ αi for all 1 ≤ i ≤ n}
)
=
ΓL
({
X ∈ ∗RH : ◦ (Bni (X)) ≤ αi for all 1 ≤ i ≤ n
})
=
lim
m→∞
ΓL
({
X ∈ ∗RH : Bni (X) ≤ αi +
1
m
for all 1 ≤ i ≤ n
})
=
lim
m→∞
ΓL({X ∈ ∗RH : Bn1 (X) ≤ α1 +
1
m
,
Bni (X)−Bni−1 (X) ≤ αi +
1
m
−Bni−1 (X) for all 2 ≤ i ≤ n}) =
lim
m→∞
α1ˆ
−∞
α2−x1ˆ
−∞
α3−x2−x1ˆ
−∞
. . .
αn−xn−1−xn−2−...−x1ˆ
−∞
n−1∏
i=0
exp
(
− x2i+1
2(ti+1−ti)
)
√
2pi (ti+1 − ti)
dx1 . . . dxn =
α1ˆ
−∞
. . .
αnˆ
−∞
n−1∏
i=0
1√
2pi (ti+1 − ti)
· exp
(
− (yi+1−yi)
2
2 (ti+1 − ti)
)
dy1 . . . dyn,
where y0 = 0, y1 = x1, yi =
∑i
j=1 xj. Hence the image measure W of ΓL coincides
with the classical Wiener measure P. 
By proving this last proposition we completed a new proof for the old - but
not trivial - result that the classical Wiener space is an abstract Wiener space.
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