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The second derivative image (SDI) method is widely applied to sharpen dispersive data features
in multi-dimensional spectroscopies such as angle resolved photoemission spectroscopy (ARPES).
Here, the SDI function is represented in Fourier space, where it has the form of a multi-band pass
filter. The interplay of the SDI procedure with undesirable noise and background features in ARPES
data sets is reviewed, and it is shown that final image quality can be improved by eliminating higher
Fourier harmonics of the SDI filter. We then discuss extensions of SDI-like band pass filters to
higher dimensional data sets, and how one can create even more effective filters with some a priori
knowledge of the spectral features.
I. INTRODUCTION
The past few decades have seen rapid improvement of
throughput, resolution, and other fundamental capabili-
ties for momentum-resolving spectroscopies such as angle
resolved photoemission (ARPES) and resonant inelastic
X-ray scattering (RIXS) [1–5]. The features observed
with these techniques disperse in a multi-dimensional
space with axes of momentum and energy, and can re-
veal the kinetics of quasiparticles that define the low en-
ergy properties of many-body systems. Moreover, the
ongoing advancement of light source technologies has has
driven technological developments that further increase
the dimensionality of these spectroscopies by enabling
space-, time-, spin-, and/or polarization- resolution [6–
13]. The second derivative image (SDI) analysis method
is often applied to suppress undesirable backgrounds and
sharpen the appearance of spectral features, and it has
recently been noted that alternative analysis methods
that take greater advantage of the full dimensionality of
a data set can produce superior results in many cases
[14, 15]. Here, we discuss the SDI method by represent-
ing it as Fourier space filter, and show that closely related
one- and higher-dimensional band-pass filters can provide
greater benefits for spectral analysis.
The need for SDI (and related) filters arrises when
band features are difficult to observe on top of the inco-
herent background from multiple-scattering events [16–
18], or from other measurement limitations such as when
studying a sample domain smaller than the incident pho-
ton beam. They are also used to sharpen features and
make it easier to trace dispersions by eye. This paper
focuses on two ARPES images as examples of these use-
cases. The high-background case is an ARPES spectro-
microscopy measurement performed with a <∼ 20 µm di-
ameter beam spot on single-layer graphene transferred to
hexagonal boronitride (hBN). This sample incorporates
a suite of challenges that are increasingly common for
ARPES investigations, including small ‘device-scale’ di-
mensions, in-plane structural distortions from the layer
transfer procedure, and a thickness that is smaller than
the ∼ 1 nm [19] ARPES penetration depth (weakening
signal-to-background).
Furthermore, disorder was added to the graphene sam-
ple via low energy Ar ion bombardment, and the ARPES
measurement was performed with a high photon energy
(120 eV) that is relatively common to employ at spec-
tromicroscopy beamlines, but not ideal for the study
of graphene. Details of the sample preparation are de-
scribed in Ref. [20]. The measurement was performed
at room temperature at the Brookhaven National Labo-
ratory ESM beamline. The measurement resolution was
relaxed to δE <∼ 30 meV to enhance count rate, as the ob-
served features were quite broad (>∼ 500 meV peak width
at half maximum).
The other example is a measurement of multiple bands
approaching the Fermi surface of IrTe2. In this case, the
measurement was performed on a large single crystal, and
is signal-dominated. However the bands are not very well
separated, and the SDI is used to obtain a cleaner image
of their dispersions. Measurements on IrTe2 were per-
formed at the Advanced Light Source MERLIN beamline
(BL 4.0.3), with 100 eV photons and energy resolution
better than δE <∼ 20 meV.
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2FIG. 1: Data, noise and background in 1D Fourier
space: (a) A semi-log graph showing (dots) the undesired
background signal in an ARPES spectromicroscopy measure-
ment on graphene (see raw data in Fig. 2(a)). The incoherent
background is fitted as a blue dashed line, and the character-
istic intensity profile of a real band feature is shown as a
red solid line. A black arrow on the horizontal axis indicates
the point at which the band feature falls beneath the noise
floor. (b) The pass amplitude is shown for several Fourier
space filters, including (green) an analytic second derivative,
(magenta) a discrete numerical second derivative, and (red)
a Gaussian filter. The second derivative and Gaussian filters
are chosen to give a peak in the high signal-to-noise window
from 5-40 A˚, while favoring higher frequencies that will yield
a sharper image.
II. ARPES DATA AND FILTERS IN 1D FOURIER
SPACE
II.A Signal, background and noise in Fourier space
Figure 1(a) shows the Fourier decomposition of signal
and background in a constant-energy slice (termed a mo-
mentum distribution curve, MDC) of ARPES data near
the Fermi level of graphene, intersecting one of the Dirac
cones. From this spectrum, we can see that the back-
ground dominates the low frequency and high frequency
sectors of Fourier space, while the Dirac band (red curve)
has greater intensity in an intermediate window, from
roughly 5-40 A˚. These trends are rather universal, and
merely represent the fact that background features tend
to be broader than real spectral features, giving them
greater relative intensity at small frequencies, and statis-
tical noise creates a flat ‘noise floor’ in Fourier space that
will dominate the spectrum at high frequencies. The uni-
versal nature of these features makes it easy to see that
a band pass filter suppressing high and low frequencies
is likely to give a cleaner representation of data features
seen by ARPES. We will show below that second deriva-
tive analysis already behaves as a form of band pass filter,
and can be refined to function even better in this respect.
The decomposition of ARPES data into signal, back-
ground, and noise as presented in Fig. 1(a) is not obtain-
able from a direct measurement, and has been pieced to-
gether via several approximations. The background dis-
tribution is measured from above the Fermi level, and
has been interpreted as containing a broad Lorentzian
part (dashed blue curve) and noise. The choice of a
Lorentzian function here is arbitrary - almost any func-
tion will provide a similar picture, provided that the
background has little curvature relative to band features,
and is therefore restricted to small inverse momentum in
Fourier space. The intensity of this background com-
ponent has been scaled up by a factor of A to match
the background intensity seen beneath the Fermi level,
however the portion attributed to noise has subsequently
been scaled down by A−1/2 as expected for statistical
noise. The graphene Dirac band is shown as a line with
constant slope in the log-linear plot, representing the
Fourier transform of a Lorentzian with the experimen-
tally observed momentum-axis contour (width and am-
plitude). A similar linear trend is expected for any band
with non-zero slope, though non-Lorentzian line shape
factors such as resolution broadening will create devia-
tions from a perfect linear trend.
II.B The SDI filter in Fourier space
Applying a negative second derivative to the data is
equivalent to weighting the Fourier components by a fac-
tor of T (ξ) = ξ2. That is to say, given the Fourier de-
composition:
f(x) =
∑
ξ
fˆ(ξ)eiξx, (1)
the SDI function is simply
− f(x)′′ =
∑
ξ
T (ξ)fˆ(ξ)eiξx. (2)
This weighting factor T (ξ) is illustrated by the dashed
green curve in Fig. 1(b). It is easy to see why filtering
with T (ξ) = ξ2 is appealing: it has the obvious advan-
tages of suppressing the low frequency background, and
sharpening spectral features by giving extra weight to
their high frequency components. However, weighting
the high frequency noise-dominated region in this way
tends to result in completely unusable spectra, as will be
shown below in Fig. 2(b,f).
In practice, it is therefore more common to perform
a discrete SDI. If the ‘dx’ infinitesimals in the deriva-
tive operator are discretized on a lattice with charac-
3FIG. 2: One-dimensional filters: (a) Raw ARPES spectromicroscopy data from a disordered graphene sample on hBN, with
a very strong incoherent background. Momentum is zeroed on the K-point. (b-d) The data from panel (a) is filtered with (b)
an analytic second derivative (T (ξ) = ξ2), (c) the discrete numerical SDI method, and (d) a similar Gaussian filter (see Eq. 7
that eliminates higher Fourier harmonics of the discrete SDI. For convenience, the Gaussian uses the same centroid (c=27.9
A˚) as the first harmonic of the discrete SDI and a roughly identical width full width at half maximum (27 A˚). (e-h) The same
analysis is presented for multiple band features seen near the Γ-point of IrTe2.
teristic spacing h, the negative second derivative can be
described as:
− f(x)′′ = 2f(x)− f(x+ h)− f(x− h)
h2
(3)
Considering this in Fourier space, we have:
−f(x)′′ = 1
h2
∑
ξ
fˆ(ξ)[2eiξx − eiξ(x+h) − eiξ(x−h)] (4)
=
1
h2
∑
ξ
2(1− cos(hξ))fˆ(k)eiξx, (5)
which has the same form as Eq. 2, but with a new
weighting factor T (ξ) = 1 − cos(hξ). This filter does
not explode at high frequencies, and allows high quality
images to be achieved by choosing an appropriate value
of h, such that the first peak of the function overlaps
with the good statistical region of the data (see magenta
curve in Fig. 1(b)). However, the periodic nature of the
1−cos(hξ) function results in peaks at higher frequencies,
which can be expected to contribute noise to the SDI
spectrum.
II.C Trivial refinements to the SDI filter
In short, the discrete SDI has the advantage of giving
a straightforward mechanism to selectively amplify the
‘good’ frequency band by tuning the discrete spacing pa-
rameter h, but retains more high frequency noise than is
strictly necessary. Two natural extensions suggest them-
selves:
1. Cutting off high frequency data elements. We
recommend achieving this by setting T (ξ) = 0 for hξ >
2pi. Alternatively, it is common to apply a secondary low
pass filter (smoothing) to the data, however this has the
potential drawback of adding a layer of complexity to the
Fourier-space picture.
2. Choosing a new underlying function. The
T (ξ) = 1 − cos(hξ) function has the disadvantage that
the peak width and maximum are defined by the same
variable h. We recommend defining a Gaussian-like filter
instead, so that the peak position and width are associ-
ated with independent variables. In this case, one must
symmetrize the function about zero, such as by writing:
T (ξ) = G(ξ − c, σ) +G(ξ + c, σ) (6)
Here G(ξ−c, σ) is the band pass function (a Gaussian,
here) with centroid c and width parameter σ. For this
4method, regardless of the function selected, we recom-
mend massaging Eq. 6 to set the slope and amplitude to
zero at ξ → 0. For Fig. 1(d), this is achieved as follows:
T (ξ) = −2G(c, σ) +
∞∑
n=−∞
G(ξ − (1 + 2n)c, σ), |ξ| < c
T (ξ) = 0 |ξ| > c (7)
The resulting function contains only two peaks and
tails parabolically to zero at ξ = 0,±2c.
II.D Applying 1D band pass filters to experimental
data
The SDI-related filters presented above are applied to
real ARPES data sets in Fig. 2. The two data sets in-
cluded here are a background-dominated measurement
of the graphene Dirac cone on hBN (Fig. 2(a)), and a
multi-band system without obvious background (IrTe2,
Fig. 2(e)). The data set in Fig. 2(a) in particular rep-
resents an extremely challenging measurement scenario,
in which the sample is heavily disordered (as described
in Section I) and can only be measured via spectromi-
croscopy with a <∼20um beam spot, which is achieved at
the cost of some photon flux. Moreover, the single-layer
graphene sample is significantly thinner than the photo-
electron escape depth, yielding worse signal to noise than
one might have with a thicker sample.
The strong background renders the graphene Dirac
cone nearly invisible in raw ARPES data (Fig. 2(a)),
and the situation is not improved by applying an analytic
SDI (T (ξ) = ξ2, see Fig. 2(b)), which shows only noise
and vertical stripe artifacts associated with detector im-
perfections. By contrast, the discrete second derivative
approach (Fig. 2(c)) shows the Dirac band quite clearly.
This image retains some graininess and vertical stripe ar-
tifacts, but is perfectly adequate if one’s goal is to trace
the band slope. Using a Gaussian filter instead (Fig.
2(d)) improves on this by reducing grain and eliminating
some of the narrower stripes, such as show up around
k ∼ 1A˚ in Fig. 2(c).
In the IrTe2 spectrum, the bands are easy to see, but
they overlap in intensity, creating a visually complex pic-
ture. The discrete SDI filter provides a simpler image
(Fig. 2(g)), in which it is easy to see that there are 3
bands at the Fermi level. Eliminating the higher fre-
quency periodic replicas of the discrete SDI results in a
less grainy image that is otherwise qualitatively identical
(Fig. 2(h)).
In spite of successfully sharpening data and dramat-
ically improving signal-to-background by removing low-
frequency Fourier components, all of these 1D filters have
a significant downside in that the optimal frequency pass
window for some band features will not work as well for
FIG. 3: 2D Fourier space of graphene: (a) The graphene
ARPES data are reproduced from Fig. 2(a). (b) The pro-
cessed image obtained with a symmetrized 2D Gaussian fil-
ter, termed T in the text. (c) The amplitude distribution
of a 2D Fourier transform of the data. (d) The amplitude
distribution after application of the filter. The amplitude of
the filter T (ξk, ξE) in 2D Fourier space is shown as an inset.
The parameters of this filter for graphene are described in the
text.
others. This is particularly clear in the graphene spec-
trum, where it becomes challenging to see the bands after
they flatten out at momenta more than |k| >∼ 0.3A˚ from
the Dirac point. When the band slope becomes shallower,
the high-quality region of Fourier space shifts to smaller
frequencies that are not passed by the filter. As we will
show in the next section, a higher dimensional filter can
be used to remove this sensitivity to band slope.
III. DATA AND BAND PASS FILTERS IN
HIGHER-DIMENSIONAL FOURIER SPACE
III.A Directly extending the 1D approach
Modern ARPES data sets are almost always multidi-
mensional, and sometimes incorporate four or more or-
thogonal dimensions. In this paper we will focus on 2D
images with just a single momentum axis and a single
energy axis, both for the sake of simplicity, and because
this is the most common representation of ARPES mea-
surements. The intuition from the previous section car-
ries over directly to a Fourier transform of 2D (or higher
dimensional) data: amplitude in the center of Fourier
space tends to be dominated by broad background fea-
5tures, and one can expect amplitude outside of a certain
radius to come mostly from statistical noise.
However, there are also ways in which the 2D case
is not a trivial extension from 1D. A 2D Fourier trans-
form of the background-dominated graphene image (re-
produced in Fig. 3(a)) reveals a striking cross-like fea-
ture with strong intensity running along the principal
axes of 2D Fourier space (Fig 3(c)). This intensity along
the axis comes from step functions that effectively oc-
cur at the boundaries of the image, because the Fourier
transform implicitly (and incorrectly) assumes repeated
boundary conditions. Filters that partially crop this
cross-like Fourier-space feature will tend to introduce
artifacts at the image boundary. Boundary-associated
discontinuities have a 1/ξ-like 1D Fourier decomposition
that gives high intensity along the principal axes in a
higher-dimensional Fourier space. ( 1ξEξk -like in 2D)
The natural extension of the 1D band pass filters dis-
cussed in Section II is a circular band pass filter centered
on the origin of the 2D Fourier space (see Fig. 3(d) inset).
Distinct parameters are defined for the Gaussian function
along the inverse energy (ξE-axis) and inverse momentum
(ξk-axis) axes. There are many ways to symmetrize the
function, and a simple interpolation approach is adopted
in this paper: the momentum axes were rescaled into di-
mensionless units by dividing out the Gaussian centroids,
and intensity between the principal axes was then linearly
interpolated along a circular contour. The resulting ma-
trix is termed T (ξk, ξE), and is represented in the original
axis units for convenience.
As identified in Fig. 1, the high signal-to-noise Fourier
region is centered around pk ∼ 30 A˚ on the inverse mo-
mentum axis. A similar region on the inverse energy
axis is found near pE = 15 eV
−1. These values can be
expected to resemble the mean free path and scattering
lifetime of the imaged band, respectively. The Gaussians
were correspondingly centered on 26 A˚ and 15 eV−1.
The resulting 2D-filtered plot for graphene is signifi-
cantly less grainy than 1D filtered images. Unlike the 1D
filter, the 2D filter does not strongly link band slope with
SDI intensity. This results in smoother intensity within
the Dirac band, which can be more easily followed by
eye out to a large momentum of k ∼ 0.8A˚−1. However,
strong artifacts are visible along the borders of the image
and obscure a much greater fraction of the image than
would be the case with a 1D filter.
A similar filter is applied to the IrTe2 data set in Fig.
4. In this case the background is weak, and the cross-like
Fourier space feature largely vanishes (see Fig. 4(c)).
The high intensity border artifacts seen in the graphene
data set (Fig. 3(b)) derive from the interplay of the filter
with this cross-like Fourier background feature, and are
therefore not present along the SDI panel boundary in
Fig. 4(b). Overall, the 2D-filtered image in Fig. 4(b)
appears to merely be a less grainy version of the 1D-
filtered image in Fig. 2(h).
FIG. 4: 2D Fourier space of IrTe2: (a) The IrTe2 ARPES
data are reproduced from Fig. 2(e). (b) The processed image
obtained with a symmetrized 2D Gaussian filter, termed T
in the text. (c) The amplitude distribution of a 2D Fourier
transform of the data. (d) The amplitude distribution after
application of the filter. The amplitude distribution of the
filter T in 2D Fourier space is shown as an inset. The param-
eters of this filter for IrTe2 are described in the text.
III.B Improving on 2D Fourier filters
While the above approach has the advantage of be-
ing an intuitive extension of the 1D SDI, it does little
to make use of the new degree(s) of freedom introduced
in higher dimensional data. Several extensions to the
2D filter are explored in Fig. 5, and convey advantages
as far as weakening the border artifacts and selectively
enhancing features of interest.
The high-symmetry filter (T ) described in the previous
section is shown at the far left in Fig. 5(e), and the fil-
tered Dirac cone data are reproduced in Fig. 5(a). Given
that the boundary artifacts are associated with the crop-
ping of intensity along the principal axes of Fourier-space
a natural extension is to remove this intensity entirely. A
new filter T1 is defined as follows to remove intensity on
the inverse momentum axis:
T1 = 1− exp
(
− ξ
2
E
2σ2E
)
(8)
Applying this filter on top of the original filter T (as
T ◦T1 - see Fig. 5(b)) dramatically improves the represen-
tation of the data, as it cleanly removes both the artifact
on the left-hand border of the image, and many of the ver-
tical stripe artifacts. The filter is applied with σE = 2.52
6FIG. 5: Background suppressing and feature-selecting improvements: (a-d) The positive real part of processed images
of graphene with 2D filters T , T ◦ T1, T ◦ T1 ◦ T2 and T ◦ T1 ◦ T2 ◦ T3, respectively. Here, the overlay of filters is obtained via
an entrywise Hademard product [(A ◦ B)i,j = (A)i,j(B)i,j ]. (e) The Fourier space profile of these filters. The rightmost filter
is labeled T ′3, and is applied to enhance InTe2 data in panel (f).
eV −1 (3 pixels), which was sufficiently large to cleanly
remove the border artifacts. It is important to note that
the T1 filter will remove any completely vertical element
of data. While vertical dispersions are usually considered
non-physical, they can be a feature of dispersion kinks
and ‘waterfall’ spectral features [21–31] associated with
coupling to bosonic modes (magnons, phonons, etc.) and
the crossover from a quasiparticle regime near the Fermi
level to broader valence bands at higher binding energy.
A complementary filter removing Fourier components
along the inverse energy axis is defined as T2, and ap-
plied in Fig. 5(c) (using σk = 10.7 A˚, corresponding to 4
pixels). This filter successfully removes most of the un-
desired intensity at the upper and lower borders of the
image, but has the detrimental effect of suppressing dis-
persionless (flat) spectral features. As a consequence, the
flat dispersion around E ∼ 2.5 eV binding energy largely
vanishes. A final filter T3 selects specifically for the Dirac
band, and results in a spectrum in which all other fea-
tures (artifact or otherwise) have been mostly removed.
This filter is defined as:
T
(θ0)
3 = exp
{
− [θ − θ0 − piH(θ − pi)]
2
2σ2θ
}
(0 ≤ θ ≤ 2pi)
(9)
Here, θ0 is a polar angle in unitless Fourier space. Each
Fourier axis is rescaled to neutral units by multiplying in
the size of the relevant real-space dimension (ξ′ = Lξ/2pi,
yielding a discrete spacing of ∆ξ′ = 1). The Heaviside
step function is represented as H(x). Features with con-
stant slope can be highlighted by selecting an angle θ0
such that Fourier components with this polar angle de-
scribe phase and amplitude modulations normal to the
band dispersion. In Fig. 5, the T3 filter is further sym-
metrized across the inverse energy axis, to allow both the
left and right branches of the Dirac cone to be observed.
The filter parameters were θ0 = 0.18pi and σ = 0.13pi for
graphene in Fig. 5(d). A similar T3 filter highlighting
Fourier components close to the inverse momentum axis
(θ0 = 0.05pi, σ = 0.15pi) can be used to observe all of
the steeply dispersing bands in the InTe2 data set (Fig.
5(f)), and in fact provides a cleaner image than the earlier
filters applied to this data set.
It is important to bear in mind that the T3 filter high-
lights features with a specific slope, and runs an en-
hanced risk of eliminating or biasing subtle structures
in the ARPES spectrum. When using T3 to improve im-
age quality, one should refrain from performing detailed
band structure analysis on the filtered image.
IV. SUMMARY
We have shown that by visualizing the widely applied
SDI analysis approach as the application of a band pass
filter in Fourier space, one gains a very intuitive picture
of factors contributing to image quality. Background fea-
7tures tend to lie in the low frequency Fourier region, and
in on-axis ‘cross’ features of higher dimensional Fourier
transforms. Statistical noise contributes a high frequency
floor to the Fourier decomposition. High quality images
are obtained by centering the filter on intermediate fre-
quencies. In particular, good results tend to be achieved
with a band pass near the mean free path (inverse mo-
mentum axis) or scattering lifetime (inverse energy axis)
of a band one wishes to trace.
We find that improved results can be obtained by crop-
ping higher harmonics of the SDI filter, or by using a
different form for the band pass. A Gaussian function is
suggested, as a way to decouple the centroid and width
parameters of the filter. Natural extensions of the SDI
approach to 2D (and higher) data sets are discussed, and
found to lead to benefits both for image clarity, and
for the visibility of band structures with variable band
slopes.
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