Ontologies describe complex world knowledge in that they consist of hierarchical relations, such as is-a, which can be expressed by quantifiers or sets, and various binary relations, which can be expressed by links or networks. Should hierarchical relations be distinguished from other binary relations as essentially different ones in building cognitively accessible systems of ontologies? In this study, two kinds of ontology visualizations, a network-based visualization (SOVA) and a set-based visualization (concept diagrams), are empirically compared in the case of consistency checking. Participants were presented with one diagram and then asked to answer the question of whether the meaning of the diagram was contradictory. Our results showed that SOVA is more effective than concept diagrams, suggesting that to represent hierarchical and binary relations of ontologies in a way based on networks suits human cognition when checking ontologies' consistencies.
INTRODUCTION
The qualities of our thinking, reasoning and judgement depend on whether we can efficiently use world knowledge, which is often described by an ontology. In general, ontologies are not limited to simple ones such as taxonomies, containing hierarchical verbs of is-a or part-of relations, which are expressed by unary predicates; e.g., Each dog is a mammal. Rather, ontologies contain other various verb relations besides the above hierarchical verbs, which are expressed by binary predicates; e.g., All dogs bark at only strangers. In order for non-experts to access the complex knowledge captured in ontologies efficiently, how could the ontologies be represented in a mental or external way? Behind this question there is a more general one: should hierarchical relations be distinguished from binary relations as essentially different ones in building ontology?
If all relations, expressed by unary and binary predicates, are represented uniformly, they can be represented, for example, by linking concepts or objects in a network system (as we explain later, different kinds of links are needed). Figure 1 (i) shows a network-based visualization of Each dog is a mammal and All dogs bark at only strangers. By contrast, if hierarchical relations are intended to be represented differently, it is natural to consider that they are expressed by set-theoretical relations such as inclusion and exclusion between sets (or individuals). We can, thus, consider a set-based visualization, as in Figure 1 (ii). The two visualizations are equivalent in semantic information but differ in form.
Ontologies are typically built by using a language (e.g., OWL) in a certain environment (e.g., Protégé) (cf. [7, 21] ). However, languages are used for constructing a machine readable form, and not because they are suitable or easy-to-understand for humans. In fact, various visualizations for ontology building have been developed 1 . Given this, it is expected that visual forms other than sentential or symbolic forms can play an essential role in exploring effective representations of ontologies.
Almost all visualizations for ontologies are based on networks (node-link diagrams) (cf. [23] ). Among them, SOVA network [16] , as in Figure 1(i) , is used in this study. In order to challenge the dominant view that the network-based representation is the most effective method, we pay attention to the recent development of diagrammatic logic. In addition to a well-known set visualization, namely, Euler diagrams, its extended system, called concept diagrams (Figure 1 (ii) [14, 22, 26] ) is analyzed. This study conducts the theoretical and empirical comparison between network-based visualizations (SOVA networks) and set-based visualizations (concept diagrams) in consistency checking.
TASK ANALYSIS 2.1 Network-based visualization: SOVA
Network representations for semantic information are often called semantic networks [10] . Their components are nodes and links. Typically, nodes are labelled boxes, representing concepts and individuals. Links are labelled arrows, representing relations (binary predicates) between concepts or individuals. The arrows' directions show the directionality from subjects to objects: the concepts in the source are subjects and ones in the target are objects.
Some extensions and formulations of semantic networks have been provided (e.g., KL-ONE [2] , which encouraged the development of OWL). In the literature of ontology visualization, however, such extended systems of semantic networks have been rarely used. The expressive power is still limited. For example, VOWL in [19] is not expressive enough to deal with notable OWL restrictions. In contrast to the existing systems, [16] developed a kind of semantic network named "SOVA" (Simple Ontology Visualization API) in a way to overcome the expressive limitation.
One of the distinctive points of SOVA is that it has two kinds of arrows: white-headed and black-headed ones. Consider them in Figure 1 (i). (1) White-headed arrows are used to express hierarchical relations. Dog is linked by a white-headed arrow to Mammal. This means that if there are dogs, all of them are mammals. Also Mammal is linked by a white-headed arrow to T (Things). This means that if there are mammals, all of them are things in the world. (2) Black-headed arrows are used to express binary relations. Here the arrows through the boxes ∀:-express that the source is related to only the target. Dog is linked by a white-headed arrow to A (Anonymous sets). A is linked by a black-headed arrow to Stranger through ∀:barksAt. This means all dogs are related to only strangers, under the relationship "barks at". However, it is questionable whether use of different kinds of arrow in one system can be cognitively effective. Here the meanings of white-headed arrows and black-headed arrows are defined in an artificial or stipulative way. As arrows are distinguished purely in a syntactic way, there is no necessity for white-headed arrows to express subsumptions. In other words, there is no particular constraint on ways of corresponding syntactic objects and their 1 http://protegewiki.stanford.edu/wiki/Visualization semantics. So users of the network-based visualization SOVA are required to be conscious of these semantic "rules". The relevant cognitive load could be detrimental to users' performances on interpreting and reasoning.
Set-based visualization: concept diagram
To avoid the potentials of effortful thinking, we can choose (or design) a representation which is matched with what it is required to express. Such line of approach has been discussed in so-called "distributed cognition" research in the literature of cognitive science. As emphasized in a seminal study of Zhang and Norman [27] , well-matched representations are effective in that the internal processing of rules in interpreting and reasoning can be (partially) distributed to the physical constraints of external representations. As a representation which can contribute to the distributed cognition, we focus on a set visualization, namely, Euler diagrams.
It is assumed that hierarchical relations are naturally paraphrased by set-theoretical relations. For example, is-a can be described by subsumption or set membership; the relation between sibling concepts, that is, a concept is independent of another concept, can be described by set disjointness. Such abstract relations of sets (or individuals) can be realized as the spatial relations of concrete forms such as circles, ellipses, or points. Such visualizations are called Euler diagrams and have been often used for interpreting and reasoning about categorical statements and set-theoretical relations [1] . Sato et al. [25] provide partial evidence that Euler diagrams are well-matched with set-theoretical information. They showed that the extraction of set-theoretical relations from the Euler diagrams is cognitively effortless, by comparing the time-speed for interpreting Euler diagrams and Venn diagrams.
In order to handle information contained in ontologies, we cannot continue to use such simple and natural system of Euler diagrams, as it expresses only a fragment of monadic first-order logic [9, 20] . As an extended system for ontologies, we adopt concept diagrams [14, 22, 26] . Like a semantic network, this system uses arrows to express binary predicates other than unary predicates of hierarchical (set-theoretical) verbs 2 . How does this extension affect users' comprehension of the visualization system? Consider Figure 1 (ii). First, the fundamentals of Euler diagrams are that (1) the set of individuals sharing common properties are enclosed by circles, and (2) spatial-relationships between circles or points represent set relationships. The circle Dog is inside the circle Mammal. This naturally delivers the meaning that if there are dogs, all of them are mammals. Second, the solid arrow labelled barksAt connects from Dog to the unlabelled circle inside Stranger. This means that all dogs bark at only strangers. The translation that the subject term has the quantifier all is intuitive since the source of the verb arrow is touched with the whole set of dog. The diagram imposes a constraint on the possible ways in which we can interpret it. By contrast, the translation that the object term has the quantifier only is not the case. The translation of the arrow uses an artificial or stipulative rule in that the way in which we interpret is less constrained. So concept diagrams cannot be free from artificial rules of semantics. Rather, they can reduce the number of such rules, compared to a network-based visualization SOVA. As a result, it would be expected that concept diagrams partially realize distributed cognition, unlike SOVA networks.
Checking ontology consistency
We focus on a logical task of consistency checking in ontology visualizations using SOVA and concept diagrams. If there can be at least one situation in which all assertions are true at the same time, the assertions are consistent (not contradictory). On the other hand, if there cannot be a situation in which all assertions are true at the same time, the assertions are contradictory (not consistent). Consistency (and contradiction) is a crucial notion in logical reasoning. Especially in the literature on ontology engineering, to identify (and then repair) an inconsistent ontology is really needed in ontology management and maintenance (e.g., [8, 12, 15] ). Currently, however, the cognitive underpinning of such logical ability has been seldom investigated experimentally. Thus, little is known about people's actual capability of consistency checking in ontologies, although there are some implementation works including user evaluation tests [3, 18] .
The following example is one of the basic forms of inconsistencies (contradictions) in quantified assertions. Assertions The assertions say nothing about whether there are some individuals which are dwarf and/or human. So it is possible that no dwarf and/or human exists; that is, the sets can be empty. Thus, there is at least one situation in which the incoherent assertions hold at the same time.
In ontology building, people can write each axiom by using a language in an environment such as Protégé and then check the correctness by viewing automatically-generated visualizations in which information of each axiom is expressed in a merged way (i.e., as a single diagram). In this study, we focus on the above setting (i.e., using single 'merged' diagrams).
In the context of ontologies, the comprehension of various binary relations other than hierarchical verbs is needed. Thus, we can consider case (1) relevant to hierarchy but not to binary relations and case (2) relevant to hierarchy and binary relations, which are either consistent or inconsistent, as shown in Figure 2 3 . In Case (1), processing binary relations is not needed in checking (in)consistency. On the other hand, in Case (2), processing binary relations is needed. In Case (2 2 ) of Figure 2 , there is a Dock individual "a" and there is a watercraft individual which is stored in "a". This contradicts the fact that no individual is both a vehicle and a watercraft. In Case (2 1 ) of Figure 2 , there is a Garage individual "a" and there is a vehicle individual which is stored in "a". Regarding the existence of the vehicle individual, there are two possibilities: (i) the individual is both vehicle and watercraft and (ii) the individual is vehicle but not watercraft. If the vehicle individual is the (1 1 ) ( 1 2 ) (2 1 former, this diagram is contradictory. However, this diagram does not mean that there is necessarily an individual "a" which is both vehicle and watercraft. Thus, (2 1 ) of Figure 2 can be judged to be consistent (not contradictory).
Predictions
Based on the analyses, we provide the following predictions: (i) regarding case (1) relevant to hierarchy but not to binary relations, the speed and accuracy performances of concept diagrams would be better than those of semantic networks; (ii) regarding case (2) relevant to hierarchy and binary relations, the speed and accuracy performances of concept diagrams would be better than those of semantic networks.
EXPERIMENT 3.1 Method

Participants.
Thirty-four students from the University of Brighton were recruited. The mean age was 22.53 (SD = 5.95) with a range of 18-49 years. All participants gave informed consent and were paid for their participation. The School Research Ethics Panel of University of Brighton approved our experiment method. None had any prior knowledge of ontology engineering. Two participants who misunderstood the instructions were excluded. Participants were randomly divided into two groups: the SOVA network group (N = 14) and the concept diagram group (N = 18).
Materials.
We presented 16 items: 8 consistent tasks and 8 inconsistent tasks (4 items in each type: see Appendix 1 for the list of tasks in OWL). The participants were presented with one diagram on a PC monitor and were asked to answer the question of whether the meaning of diagram was contradictory. The participants were asked to press the "c" button if the provided diagrams were contradictory and the "n" button if they were not. The tasks were presented in random order. There was no time limit. We used some fictional scenarios on superheroes and their villains, based on previous work [13] .
Procedure.
The experiment was conducted individually. First, the participants were provided with four pages of instructions on the meaning of diagrams used (see Appendix 2). Second, a pretest to check whether they understood the instructions correctly was conducted; they were presented with five diagrams of basic forms and asked to answer the questions on the existences of certain individuals in the diagrams (for the importance of pretest settings, see [24] ). After the pretest, the correct answers were provided for self-checking of their answers. Fourth, the participants were provided with two pages of instruction on the meaning of (non-)contradiction, with eight examples of diagrams and explanatory sentences. Finally, the participants were provided with one task example and the general instruction. The participants were asked to respond as quickly and as accurately as possible and were instructed that they could keep the instruction sheets with them during the experiment.
Results
The data of the participants who made mistakes in more than two items (out of five) of the pretest were removed. In the following analysis, 3 out of 14 in SOVA network group, and 7 out of 18 participants in concept diagram group were removed, leaving 11 participants in each group.
The left of Table 1 shows the average accuracy rates of consistency checking tasks. Regarding the total 16 items, accuracy rates in the SOVA group were significantly higher than those in the concept diagram group: 80.1% for SOVA and 64.8% for concept diagrams, t (20) = 3.130, p < 0.01. Regarding the items irrelevant to binary relations, i.e., case (1), accuracy rates in the SOVA group were significantly higher than those in the concept diagram group: 83.0% for SOVA and 64.8% for concept diagrams, t (20) = 2.469, p < 0.05. Regarding the items relevant to binary relations, i.e., case (2), there was no significant difference (t (20) = 1.577): 77.3% for SOVA and 64.8% for concept diagrams. The right of Table 1 shows the response times (for correctly answered items), which were logarithmically transformed and subjected to t-tests. Regarding the total 16 items, there was no significant difference (t (20) = 0.206): 25.7s for SOVA and 30.4s for concept diagrams. Regarding the items irrelevant to binary relations, there was no significant difference (t (20) = 1.003): 22.3s for SOVA and 32.2s for concept diagrams. Regarding the items relevant to binary relations, there was no significant difference (t (20) = 0.746): 28.3s for SOVA and 27.7s for concept diagrams.
GENERAL DISCUSSION
The results of accuracy performances were contrary to our expectations in that the network-based visualization SOVA was better than the set-based visualization, concept diagrams. In particular, we predicted that in the case relevant to hierarchy but irrelevant to binary relations, distributed cognition held in comprehension of concept diagrams and thus concept diagrams were expected to be more effective than SOVA networks. Even in this case, however, SOVA networks were better than concept diagrams. These findings suggest that certain ontologies should be represented in a network-based way, rather than set-based way, in order for nonexpert users to access ontologies efficiently. The contrast between network and hierarchical-tree like visualizations in ontologies has been experimentally studied in a restricted way. Fu et al. [5, 6] compared the subjects' performances between networks and indented lists in extracting information of hierarchical relations. Our study extends the findings to the general scope of ontologies, in which hierarchical relations and binary relations are dealt with at the same time.
Our consideration of two contrasting visualization techniques has shed light on their use specifically for consistency checking and more general theories about visualizations. Existing theories, such as well-matchedness and well-designed representations [27] strongly suggested that concept diagrams would be superior to SOVA diagrams. By contrast, the stipulative way in which the syntax of SOVA networks gives rise to semantics would indicate that they are cognitively inferior. In our study, we surprisingly found that SOVA networks, at least for consistency checking tasks that do not require binary relations, led to superior task performance. This brings into question the importance and role of the theories of well-matchedness and well-designed representations when the goal is to devise cognitively effective visualization techniques. Thus, our study highlights the need for further cognitive theories to be developed that explain when and why one visualization technique is more effective than another -this is a key take-away message from our research.
