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i
Resumen
En la actualidad, miles de personas sufren o mueren de ca´ncer cada d´ıa y la comunidad
me´dica todav´ıa no puede hacer predicciones exactas con respecto al tiempo de supervivencia de
un paciente afectado, sino que, se basan en sus observaciones y experiencias previas, llegando a
dar prono´sticos inexactos.
A partir de esta situacio´n, surge el intere´s de realizar un acercamiento descriptivo y evolutivo
para pacientes que sufren ca´ncer de mama, esperando que a partir de este estudio se puedan
determinar los factores prono´stico de esta enfermedad, y as´ı poder mejorar la calidad de la
atencio´n de dichos pacientes.
El objetivo de este trabajo consiste en desarrollar un ana´lisis de supervivencia sobre pacientes
diagnosticados de ca´ncer de mama, empleando ciertos me´todos estad´ısticos. La supervivencia
es evaluada mediante el estimador de Kaplan-Meier y la identificacio´n de los factores prono´stico
mediante el modelo de regresio´n de Cox.
A partir de los resultados obtenidos, se puede concluir que, la supervivencia a 5 an˜os en
ca´ncer de mama es del 70 %, a 10 an˜os del 62 % frente a un 53 % para 15 an˜os. Para la super-
vivencia a 5 an˜os se obtienen como factores prono´stico el taman˜o del tumor y la existencia de
ganglios linfa´ticos afectados, los cuales tambie´n aparecen para 10 y 15 an˜os. Adema´s, para la
supervivencia a 10 an˜os se obtiene el gen HER2 y, para 15 an˜os, la edad de diagno´stico, los
genes HER2 y STK15 y el receptor de estro´geno.
El ana´lisis de estos factores permite determinar que, en general, la edad de diagno´stico,
el taman˜o del tumor, el nu´mero de ganglios linfa´ticos afectados y la presencia de un nu´mero
elevado de copias del gen HER2 afectan negativamente a la supervivencia. Mientras que, por
el contrario, el receptor de estro´geno disminuye el riesgo de muerte.
Palabras Clave
Ana´lisis de supervivencia, estimador de Kaplan-Meier, modelo de regresio´n de Cox, funcio´n
de riesgo, censura, ca´ncer de mama.
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Abstract
Thousands of people are currently suffering or dying of breast cancer and medical community
is not yet able to calculate the exact survival time of an affected patient. The only knowledge
available is based on previous observation and experience, often resulting in inexact prognosis.
It is of huge interest to design a descriptive and evolutionary approach for patients affected
by breast cancer. In this paper we aim to determine the prognosis factors for cancer, to improve
the quality of attention provided to affected patients.
The purpose of this study is to develop a survival analysis of patients diagnosed with breast
cancer, using certain statistical methods. Survival rates have been calculated using the Kaplan-
Meier estimator, and the Cox regression model has been applied to the most significant variables
contributing to survival.
Based on the obtained results, this paper conclude that the 5-year survival rate for breast
cancer was 70 %, the 10-year survival rate was 62 % and the 15-year was 53 %. The obtained
prognostic and predictive factors for breast cancer in the 5-year survival were the tumour size
and the existence of involved lymph nodes, which also appear for 10 and 15 years. Furthermore,
an additional factor in the 10-year survival was HER2 gen, and in the 15-year survival, the
factors identified were the age of diagnosis, the HER2 and STK15 genes and the estrogen
receptor.
The study of these factors helps to determine that, overall, the age of diagnosis, the tumour
size, the number of involved lymph nodes and a high number of HER2 genes, are prognostic
factors which negatively affected the survival. However, the estrogen receptor reduces the risk
of death.
Key words
Survival analysis, Kaplan-Meier estimator, Cox regression model, hazard function, censoring,
breast cancer.
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1
Introduccio´n
1.1. Motivacio´n del proyecto
Hoy en d´ıa, en muchos campos de estudio es importante conocer el momento de ocurrencia
de algu´n evento que se puede considerar de intere´s. Con esto, lo que se pretende es medir el
tiempo que transcurre hasta que sucede un cierto evento. Por ejemplo, en ensayos cl´ınicos, la
ocurrencia del evento es el instante del fallecimiento. Esta medida no queda limitada solamente a
te´rminos de vida o muerte, sino a otras situaciones de diferente ı´ndole, dependiendo del contexto
que se considere, por ejemplo, puede medir el tiempo de recurrencia, tiempo que dura la eficacia
de una intervencio´n o tiempo de un aprendizaje determinado. Por tanto, la supervivencia es
una medida de tiempo a una respuesta, fallo, muerte, reca´ıda o desarrollo de una determinada
enfermedad o evento. Al periodo de tiempo que tarda en ocurrir el suceso de intere´s comu´nmente
se le llama tiempo de supervivencia o tiempo de falla.
El ana´lisis de supervivencia es una forma de modelar el tiempo de falla utilizando informa-
cio´n sobre eventos que han ocurrido con anterioridad en circunstancias similares. Para ello, se
necesitara´n ciertas nociones estad´ısticas que sera´n explicadas en el documento.
Actualmente, estas te´cnicas son una pieza fundamental y de intere´s en diversas aplicacio-
nes de Ingenier´ıa y Economı´a, as´ı como en Ciencias Biolo´gicas y de la Salud (investigaciones
me´dicas).
Debido a la gran cantidad de informacio´n a manejar en el ana´lisis de supervivencia, es
necesario la utilizacio´n de un software. Pero no so´lo esto, en algunos casos, la escasez de datos
es la que ha motivado el desarrollo de los modelos de supervivencia utilizando informacio´n
parcial de los tiempos de falla. En este caso, la utilizacio´n de un software permite obtener
informacio´n precisa y confiable del modelo de supervivencia, razones que han motivado al uso
del paquete estad´ıstico R, ya que adema´s facilita el manejo de datos.
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Adema´s, es cierto que muchos de los datos proporcionados por los estudios cl´ınicos se expre-
san en te´rminos de supervivencia, lo que motiva a la realizacio´n de un estudio de investigacio´n
sobre estos temas.
En la actualidad, miles de personas sufren o mueren de ca´ncer cada d´ıa y la comunidad
me´dica todav´ıa no puede hacer predicciones exactas con respecto al tiempo de supervivencia de
un paciente afectado, sino que, se basan en sus observaciones y experiencias previas, llegando a
dar prono´sticos inconsistentes.
A partir de esta situacio´n, surgio´ el intere´s de realizar un primer acercamiento descriptivo
y evolutivo para pacientes que sufren ca´ncer de mama, esperando que a partir de este estudio
se tenga mayor conocimiento de la poblacio´n con la que se esta´ trabajando y se puedan evaluar
mejor las estrategias terapeu´ticas empleadas, para as´ı poder mejorar la calidad de la atencio´n
de dichos pacientes.
1.2. Objetivos y enfoque
Una vez establecida la motivacio´n de este trabajo, el objetivo fundamental sera´ realizar un
estudio descriptivo sobre pacientes diagnosticados con ca´ncer de mama en el Hospital Universi-
tario de Yale, en EEUU [1].
Para abordar dicho objetivo, en primer lugar, se analizara´n los distintos me´todos existentes
detallados en el marco estad´ıstico teo´rico para el ana´lisis de supervivencia. Adema´s, se utilizara´ el
paquete estad´ıstico R, el cual proporcionara´ una serie de rutinas que facilitara´n el estudio.
Con el fin de obtener los mejores resultados en el trabajo, los datos disponibles sobre ca´ncer
de mama sera´n filtrados para obtener aquellos verdaderamente relevantes.
A partir de estos datos, se estimara´ la funcio´n de supervivencia y se disen˜ara´ un modelo
estad´ıstico basado en la regresio´n de Cox.
Finalmente, se evaluara´n los resultados obtenidos del estudio con algunos resultados reales
publicados.
1.3. Estructura del documento
La memoria de este trabajo consta de los siguientes apartados.
Cap´ıtulo 1: Introduccio´n y motivacio´n del proyecto.
Cap´ıtulo 2: Marco estad´ıstico teo´rico. Estudio de los principales me´todos de ana´lisis de
supervivencia.
Cap´ıtulo 3: Descripcio´n de herramientas, te´cnicas elegidas y algoritmos utilizados para
el ana´lisis estad´ıstico.
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Cap´ıtulo 4: Experimentos realizados para la evaluacio´n de los algoritmos implementados.
Diferentes estudios sobre los datos de ca´ncer de mama y exposicio´n de resultados.
Cap´ıtulo 5: Conclusiones obtenidas tras el ana´lisis de resultados y posibles l´ıneas futuras
de investigacio´n.
Referencias, glosario y anexos.
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Marco Estad´ıstico Teo´rico
2.1. Introduccio´n
Para poder llevar a cabo un correcto ana´lisis de supervivencia, ha sido necesario un previo
estudio de ciertos conceptos estad´ısticos, los cuales se describen en esta seccio´n del documento.
Se introducen algunas definiciones ba´sicas, que sera´n empleadas durante todo el trabajo y se
describen te´cnicas para la estimacio´n de la supervivencia y la verificacio´n de sus supuestos.
2.2. Conceptos ba´sicos de ana´lisis de supervivencia
2.2.1. Tiempo de supervivencia o tiempo de falla
El estudio del ana´lisis de supervivencia se centra en un grupo de individuos para los que
se define un evento puntual. El tiempo de estudio (ya sean an˜os, meses, semanas o d´ıas) de
la ocurrencia de dicho evento comienza en un punto inicial de observacio´n bien definido hasta
un punto final establecido, momento en el que ocurre el evento o, por el contrario, finaliza el
estudio. El evento puede ocurrir como mucho una vez en cualquier individuo.
Por tanto, el tiempo de supervivencia o tiempo de falla se define como el tiempo transcurrido
desde la entrada de un individuo al estudio hasta el punto final.
2.2.2. Censura y truncamiento
En el ana´lisis de supervivencia se pueden producir una serie de situaciones que complican
la caracterizacio´n de los individuos que esta´n dentro del estudio. La situacio´n ma´s favorable se
da cuando es posible observar de manera exacta el tiempo T de aparicio´n del suceso de intere´s.
En esta situacio´n se habla de datos no censurados.
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Por otra parte, es habitual que algunos de los pacientes se pierdan a lo largo del estudio o
tengan una entrada tard´ıa, por lo que, no es posible realizar una observacio´n completa de los
tiempos de seguimiento. Esto es lo que se denomina censura y truncamiento.
2.2.3. Censura
Si el suceso de intere´s no ocurre durante el tiempo de observacio´n del paciente, pero pasado
este tiempo no se sabe cua´ndo ocurrira´ el evento, es lo que se denomina censura. Por ejemplo, en
un estudio de supervivencia despue´s de un transplante, si el evento de intere´s es la muerte, puede
pasar que un paciente deje de acudir a la consulta por un cambio de domicilio, perdie´ndose su
rastro a efectos de observar la muerte.
Existen varias categor´ıas de censura, principalmente, censura por la derecha, censura por la
izquierda y censura por intervalos. Una informacio´n ma´s amplia de los diferentes mecanismos
de censura puede ser consultada en las referencias [2] y [3].
Censura por la derecha
Este mecanismo de censura es el caso ma´s comu´n de datos incompletos y se caracteriza
por el hecho de que, durante el tiempo de observacio´n del individuo, no se produce el
evento que se desea observar. La falta de datos puede darse por diversas razones, entre las
cuales, puede ser que, hasta el momento de la finalizacio´n del estudio no ha ocurrido el
evento (siempre y cuando el periodo de observacio´n sea finito), el individuo abandone el
estudio o se haya producido otro evento que imposibilite que el suceso a observar ocurra.
Censura por la izquierda
Este tipo de censura suele ser poco comu´n en el ana´lisis de supervivencia. Se produce
cuando en la primera observacio´n que se realiza sobre el individuo, el evento que se desea
observar ya ha ocurrido.
Censura por intervalos
E´ste es un tipo de censura que ocurre cuando so´lo se sabe que al individuo le ocurre el
evento de intere´s en un intervalo de tiempo, es decir, entre el instante ti y un tiempo tj .
En el presente trabajo, se trata con datos censurados por la derecha, y se asume que si el
dato esta´ censurado es porque no ocurre el evento de intere´s en el tiempo observado. Los datos
de supervivencia se presentan en la forma (ti, δi) donde ti es el tiempo de observacio´n y, δi = 0
si la observacio´n es censurada y δi = 1 cuando el evento de intere´s ocurre.
2.2.4. Truncamiento
El truncamiento es otra caracter´ıstica que puede presentarse en algunos estudios de super-
vivencia, el cual se define como una condicio´n que presentan ciertos sujetos en el estudio y el
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investigador no puede considerar su existencia. Al igual que en la censura, existen dos tipos de
truncamiento.
Truncamiento por la izquierda
Este tipo de truncamiento tambie´n es conocido como entrada tard´ıa al estudio. Como su
propio nombre indica, ocurre cuando los sujetos entran al estudio en un tiempo posterior
tras la ocurrencia del evento de intere´s. Cabe destacar que, esto es opuesto a la censura
por la izquierda, donde se tiene informacio´n parcial de individuos que presentan el evento
de intere´s antes de su entrada al estudio, por lo que, estos individuos no sera´n incluidos.
Truncamiento por la derecha
En este caso, el truncamiento se da cuando so´lo individuos que han presentado el evento
son incluidos en el estudio y ningu´n sujeto que no haya presentado au´n el evento sera´ con-
siderado. Un ejemplo de muestras que contienen este tipo de truncamiento son los estudios
de mortalidad basados en registros de muerte.
2.3. Modelo de supervivencia
Para poder establecer un modelo de supervivencia es necesario conocer el te´rmino de variable
aleatoria.
Una variable aleatoria puede concebirse como un valor nume´rico que esta´ afectado por el
azar. Dada una variable aleatoria, no es posible conocer con certeza el valor que e´sta tomara´ al
ser medida o determinada, aunque s´ı se conoce que existe una distribucio´n de probabilidad
asociada al conjunto de valores posibles.
A continuacio´n, se detallan dos conceptos relativos a la supervivencia:
2.3.1. Funcio´n de supervivencia
La funcio´n de supervivencia se define como la probabilidad de que una persona sobreviva
(no experimente el evento de intere´s) al menos hasta el tiempo t. Una definicio´n ma´s formal es
la siguiente.
Definicio´n 1 Sea T una variable aleatoria positiva (no negativa) con una funcio´n de distribu-
cio´n F(t) y funcio´n de densidad de probabilidad f(t). La funcio´n de supervivencia S(t) es
S(t) = 1− F (t) = P (T > t) =
∫ ∞
t
f(u) du. (2.1)
Cabe mencionar que, S(t) es una funcio´n no creciente, tal que
S(0) = 1 y S(t) = 0 cuando t→∞.
Esto es, la probabilidad de sobrevivir al tiempo cero es uno y la de sobrevivir un tiempo infinito
es nula.
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2.3.2. Funcio´n de riesgo (Hazard Function)
En el estudio de supervivencia, un concepto importante es la probabilidad de que a un
individuo le ocurra el evento de intere´s en el siguiente instante de tiempo ∆t, dado que ha
sobrevivido hasta el tiempo t. Esto es la funcio´n de riesgo, que se define como
h(t) = lim∆t→0
P (t < T ≤ t+ ∆t|T > t)
∆t
. (2.2)
Aplicando la ley de probabilidad condicional a la ecuacio´n (2.2), se obtiene
h(t) = lim∆t→0
P ((t < T ≤ t+ ∆t) ∩ (T > t))/P (T > t)
∆t
= lim∆t→0
P (t < T ≤ t+ ∆t)
P (T > t)∆t
. (2.3)
Dado que
P (t < T ≤ t+ ∆t) =
∫ t+∆t
t
f(u) du = F (t+ ∆t)− F (t). (2.4)
Al sustituir (2.4) en (2.3) y aplicando la definicio´n de derivada 1, se obtiene
h(t) = lim∆t→0
F (t+ ∆t)− F (t)
∆t
1
P (T > t)
=
F ′(t)
S(t)
=
f(t)
S(t)
.
De manera que, la funcio´n de riesgo se define como
h(t) =
f(t)
S(t)
. (2.5)
Esta funcio´n tambie´n puede ser llamada tasa de mortalidad, ya que en la mayor´ıa de los
estudios se considera como evento de intere´s la muerte.
Adema´s, existe otra funcio´n importante relacionada con la tasa de mortalidad que es la funcio´n
de riesgo acumulada, la cual se define como sigue
H(t) =
∫ t
0
h(u) du = − logS(t). (2.6)
As´ı, se puede obtener otra expresio´n para la funcio´n de supervivencia
S(t) = exp[−H(t)]. (2.7)
2.4. Estimacio´n de la funcio´n de supervivencia
La presencia de datos censurados o truncados hace que la funcio´n de supervivencia no se
pueda obtener directamente a trave´s de argumentos probabil´ısticos, siendo necesario utilizar
algunos estimadores. Existen diversas formas de estimar la funcio´n de supervivencia, pero el
estimador que se utiliza en el presente trabajo es el estimador de Kaplan-Meier, ya que no es
necesario trabajar con periodos de tiempo, sino que los mismos tiempos de observacio´n van
contribuyendo a la estimacio´n de la funcio´n de supervivencia.
1La derivada de f en x es el l´ımite del valor del cociente diferencial, es decir, f ′(x) = l´ımh→0
f(x+h)−f(x)
h
.
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El estimador de Kaplan-Meier [4], que considera datos que pueden presentar censura, se
define como
SˆKM (t) =
∏
ti≤t
n(ti)− d(ti)
n(ti)
(2.8)
donde n(ti) y d(ti) indican el nu´mero de individuos en riesgo y el nu´mero de eventos, respecti-
vamente, ocurridos en el instante ti.
La varianza del estimador de Kaplan-Meier es
V (SˆKM (t)) = Sˆ
2
KM (t)
∑
ti≤t
d(ti)
n(ti)[n(ti)− d(ti)] .
En el caso de muestras grandes, el estimador Kaplan-Meier, en un tiempo fijo t, se distribuye
aproximadamente normal. Entonces, un intervalo de confianza al (100(1 − α)) % de SˆKM (t)
esta´ dado por
SˆKM (t)± z1−α/2SE(SˆKM (t))
donde z1−α/2 denota el percentil de una distribucio´n normal esta´ndar de dos colas al nivel de
significancia 1− α/2, esto es, P (Z < z1−α/2) = 1− α/2, con Z ∼ N(0, 1). Y SE(SˆKM (t)) es el
error esta´ndar de la estimacio´n de Kaplan-Meier (la ra´ız cuadrada de la varianza).
En el estudio, se utilizan intervalos de confianza del 95 %, de modo que, α = 0,05, as´ı
SˆKM (t)± z0,975SE(SˆKM (t)) = SˆKM (t)± 1,96
√
V (SˆKM (t)).
2.5. Comparacio´n de funciones de supervivencia
Hay numerosas situaciones en las que es necesario comparar dos curvas de supervivencia.
Una de las formas ma´s sencillas de llevar a cabo esto, es mediante una visio´n gra´fica.
Sin embargo, existen diversas maneras anal´ıticas de realizar una comparacio´n, como puede
ser a trave´s de contrastes de hipo´tesis basados en tablas de contingencia (Tabla 2.1). Donde los
grupos 1 y 0 indican cada una de las funciones de supervivencia.
Tabla 2.1: Tabla de contingencia para el contraste de igualdad de funciones de supervivencia en
dos grupos en el instante ti, donde los grupos 1 y 0 indican cada una de las funciones.
Evento Grupo 1 Grupo 0 Total
Ocurre d1(ti) d0(ti) d(ti)
No ocurre n1(ti)− d1(ti) n0(ti)− d0(ti) n(ti)− d(ti)
En riesgo n1(ti) n0(ti) n(ti)
Para la comparacio´n de estas funciones se construye una prueba de hipo´tesis, es decir,
un procedimiento que permite evaluar hasta que´ punto un conjunto de datos observados es
consistente con una hipo´tesis particular, conocida como hipo´tesis nula H0.
En este caso, se toma como H0 la igualdad de las funciones. De manera que, para construir
el estad´ıstico de contraste basta con calcular:
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1. El nu´mero esperado de ocurrencias de eventos para cada grupo. Por ejemplo, para el grupo
1 es
eˆ1(ti) =
n1(ti)d(ti)
n(ti)
.
2. La varianza estimada del nu´mero de ocurrencias de eventos para cada grupo, la cual
esta´ basada en la distribucio´n hipergeome´trica y para el grupo 1 se define como
Vˆ (d1(ti)) =
n1(ti)n0(ti)[n(ti)− d(ti)]
n2(ti)[n(ti)− 1] .
Finalmente, el estad´ıstico de contraste para el grupo 1 se define de la siguiente manera
Q =
[
∑m
i=1wi(d1(ti)− eˆ1(ti))]2∑m
i=1w
2
i Vˆ (d1(ti))
. (2.9)
Siendo m el nu´mero de tiempos de ocurrencia de eventos en ambos grupos y wi son los pesos,
que var´ıan dependiendo del test utilizado. En el presente trabajo, se utiliza el test log-rank, en
el que se toma wi = 1. Existen otros test diferentes, los cuales pueden consultarse en [5].
Cuando el nu´mero de ocurrencias de eventos es demasiado grande, Q se puede aproximar
mediante una distribucio´n Chi-cuadrado χ2 de un grado de libertad, es decir, p = P (χ2(1) ≥ Q).
Si el valor del p-value p es menor que α (en este estudio, α = 0,05), se rechaza H0, pues significa
que ambas funciones de supervivencia son diferentes.
2.6. Modelo de Regresio´n de Cox
En muchos estudios me´dicos, se incluye informacio´n adicional sobre cada individuo, de la
cual se cree que puede depender el tiempo de supervivencia e, incluso, puede ayudar a determinar
el prono´stico de los pacientes. El modelo de regresio´n descrito en el presente cap´ıtulo, conocido
como modelo de regresio´n de Cox o modelo de riesgos proporcionales de Cox, permite estimar
la relacio´n que hay entre un conjunto de variables explicativas fijas X1, X2, . . . , Xn, tambie´n
conocidas como covariables, y la respuesta o tiempo de supervivencia; o ma´s bien, con la funcio´n
de riesgo h(t;X), que es la tasa instanta´nea del suceso de intere´s.
En el modelo de regresio´n de Cox (1972), la funcio´n de tasa de riesgo del tiempo de falla de
un modelo con vector de covariables dadas por X esta´ definida de la siguiente manera
h(t;X) = h0(t) exp(β
>X) (2.10)
donde h0(t) es la funcio´n de riesgo base; y β
> = (β1, β2, . . . , βn) es el vector de para´metros de
la regresio´n.
El modelo de Cox se dice que es un modelo semi-parame´trico, debido a que incluye una
parte parame´trica y otra parte no parame´trica.
1. La parte parame´trica, exp(β>X), llamada funcio´n de riesgo relativo, la cual esta´ clara-
mente especificada y describe los efectos relativos de los para´metros de regresio´n estimados
sobre el riesgo.
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2. La parte no parame´trica es h0(t), la funcio´n de riesgo base, que es una funcio´n arbitraria
y no especificada.
Adema´s, tal y como se ha mencionado anteriormente, el modelo de regresio´n de Cox tambie´n
es conocido como modelo de riesgos proporcionales, ya que el cociente entre el riesgo para dos
sujetos con el mismo vector de covariables es constante en el tiempo, es decir,
h(t;Xi)
h(t;Xj)
=
h0(t) exp(β
>Xi)
h0(t) exp(β>Xj)
=
exp(β>Xi)
exp(β>Xj)
= exp(β>(Xi −Xj)) = cte. (2.11)
El cociente expresado en la ecuacio´n (2.11) es conocido como razo´n de riesgos relativos.
2.6.1. Verosimilitud parcial
El objetivo del modelo de Cox consiste en estimar los para´metros β en la expresio´n (2.10).
Para ello, Cox introdujo un me´todo de estimacio´n sin ser necesario una especificacio´n previa de la
funcio´n de riesgo base h0(t). Dicho me´todo es la verosimilitud que, en 1975 [6], se llamo´ funcio´n
de verosimilitud parcial.
Equivalentemente, se puede considerar la funcio´n de riesgo acumulado baseH0(t) =
∫ t
0h0(u) du
o la funcio´n de supervivencia base S0(t) = exp[−H0(t)], en lugar de la funcio´n de riesgo base.
La funcio´n usual de verosimilitud para un conjunto de datos viene dada por la siguiente fo´rmula
L(β) =
n∏
i=1
[h0(ti) exp(β
>Xi)]δi exp[−H0(ti) exp(β>Xi)] (2.12)
siendo δi el indicador de censura, que tal y como se ha descrito anteriormente en el documento,
δi = 0 si la observacio´n es censurada o, por el contrario, δi = 1. Utilizando la expresio´n (2.7),
la funcio´n de verosimilitud se puede expresar como
L(β) =
n∏
i=1
[h0(ti) exp(β
>Xi)]δiS0(ti)exp(β
>Xi). (2.13)
En el modelo de Cox no se supone una forma espec´ıfica de h0(t), por lo que, no es posi-
ble emplear directamente el me´todo esta´ndar (2.13) para obtener un estimador del vector de
para´metros β. Pese a esto, Cox propuso la siguiente funcio´n de verosimilitud para estimar β
L(β) =
n∏
i=1
[
exp(β>Xi)∑
j∈R(ti) exp(β
>Xj)
]δi
(2.14)
donde R(ti) = {j : tj > ti} es el conjunto que contiene los sujetos en riesgo en el tiempo ti, es
decir, que esta´n en observacio´n y au´n no han presentado el evento.
Puesto que, δi es el indicador de censura y sera´ 0 cuando la observacio´n este´ censurada, la
funcio´n de verosimilitud parcial quedara´
L(β) =
m∏
i=1
exp(β>Xi)∑
j∈R(ti) exp(β
>Xj)
(2.15)
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siendo i ahora los ı´ndices de los m tiempos de los eventos observados, t1, t2, . . . , tm.
La correspondiente funcio´n de log-verosimilitud parcial es
log(L(β)) =
m∑
i=1
[β>Xi − log(
∑
j∈R(ti)
exp(β>Xj))]. (2.16)
De modo que, la estimacio´n de los para´metros β se obtiene maximizando la funcio´n de ve-
rosimilitud parcial (ecuacio´n (2.15)) o, de forma equivalente, maximizando la funcio´n de log-
verosimilitud parcial (ecuacio´n (2.16)) para β1, β2, . . . , βn, sin necesidad de estimar la funcio´n
de riesgo base h0(t).
Sin embargo, cuando los datos contienen tiempos observados empatados 2, la verosimilitud
parcial (2.15) puede llevar un tiempo de computacio´n considerable. Por esta razo´n, cuando se
tienen datos con empates, se utilizan aproximaciones para la funcio´n de verosimilitud parcial.
Una aproximacio´n de la verosimilitud parcial bastante utilizada fue sugerida por Breslow
(1974) [7]. Esta aproximacio´n considera que los di eventos al tiempo ti son distintos y ocurren
secuencialmente.
La aproximacio´n viene dada por la siguiente fo´rmula
L(β) =
m∏
i=1
exp(β>Si)
[
∑
j∈R(ti) exp(β
>Xj)]di
(2.17)
y el logaritmo de la verosimilitud
log(L(β)) =
m∑
i=1
[β>Si − di log(
∑
j∈R(ti)
exp(β>Xj))] (2.18)
donde Si =
∑
j∈D(ti)Xj , D(ti) = {i1, . . . , id} es el conjunto de etiquetas de los individuos que
experimentan el evento a tiempo ti y di es el nu´mero de eventos a tiempo ti.
Una aproximacio´n alternativa, sugerida por Efron (1977) [8], la cual se considera ma´s exacta
que la de Breslow, es
L(β) =
m∏
i=1
exp(β>Si)∏di
k=1[
∑
j∈R(ti) exp(β
>Xj)− k−1dk
∑
j∈D(ti) exp(β
>Xj)]
(2.19)
y el logaritmo de la verosimilitud
log(L(β)) =
m∑
i=1
[β>Si −
di∑
k=1
log(
∑
j∈R(ti)
exp(β>Xj)− k − 1
dk
∑
j∈D(ti)
exp(β>Xj))]. (2.20)
2El caso de datos de supervivencia sin tiempos empatados es ma´s realista que ocurra cuando la variable del
tiempo de supervivencia tiene una distribucio´n continua. En cambio, con distribuciones discretas del tiempo de
supervivencia, e´stas permiten la presencia de empates en los datos, dependiendo tambie´n de la escala de medicio´n
que se considere (semanas, meses, an˜os).
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2.7. Contrastes de hipo´tesis
Tras el ajuste del modelo de Cox, se ha de comprobar si las variables del modelo son signifi-
cativas. Para ello, existen pruebas que se encargan de validar la hipo´tesis de que los para´metros
del modelo de Cox son asinto´ticamente equivalentes [9]. En ellas, se considera el vector de
para´metros estimados βˆ = (βˆ1, βˆ2, . . . , βˆn)
> y la matriz de informacio´n evaluada en β, definida
como
I(β) = −∂
2 log(L(β))
∂β2k
, k = 1, . . . , n.
A continuacio´n, se describen tres pruebas principales, las cuales son asinto´ticamente equi-
valentes, aunque pueden diverger al considerar la muestra estad´ıstica.
2.7.1. Test de razo´n de verosimilitud
Esta prueba es la que presenta una mayor confiabilidad. Sea la hipo´tesis nula H0 : β = β0
para la cual la estad´ıstica de prueba es
X2LR = 2[log(L(β0))− log(L(βˆ))]
donde los β0 son los valores iniciales de los coeficientes y βˆ es el ajuste obtenido por el modelo
de Cox.
Esta prueba sigue la distribucio´n de Chi-cuadrado con n grados de libertad si H0 es cierta
para muestras grandes.
2.7.2. Test de Wald
Este test es, quiza´s, el ma´s natural debido a que se basa en la distribucio´n asinto´ticamente
normal. El estad´ıstico de contraste se define mediante
X2W = (βˆ − β0)>I−1(βˆ)(βˆ − β0)
donde I(β) es la matriz de varianzas y covarianzas estimada.
Esta prueba tiene como hipo´tesis nula H0 : β = β0 y sigue la distribucio´n de Chi-cuadrado
con n grados de libertad si H0 es cierta para muestras grandes.
2.7.3. Test de puntajes (score test)
Esta tercera prueba es la conocida como test de los puntajes.
Se define U(β) = (U1(β), U2(β), . . . , Un(β))
> como el vector de derivadas de la funcio´n de
log-verosimilitud parcial, log(L(β)). Para muestras grandes, cuando H0 es cierta, U(β) tiene
distribucio´n asinto´tica normal con vector cero por media y matriz de covarianzas dada por
I(β). Teniendo como hipo´tesis nula H0 : β = β0, la estad´ıstica de prueba esta´ dada por
X2SC = U(β0)
>I−1(β0)U(β0).
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La cual tiene una distribucio´n Chi-cuadrado con n grados de libertad.
2.8. Residuos
Una de las ventajas del enfoque del ana´lisis de supervivencia es la posibilidad de efectuar
un ana´lisis de residuos [10].
Un residuo es el valor calculado, para cada paciente, como la diferencia entre el valor de
supervivencia observado y el valor estimado por la ecuacio´n de regresio´n. Cuanto mayor es esa
diferencia mayor sera´ el valor del residuo, con su signo correspondiente.
El ana´lisis de residuos en cualquier modelo estad´ıstico sirve para verificar la adecuacio´n del
modelo ajustado por medio de inspeccio´n de gra´ficos. De manera que, los residuos en el modelo
de Cox pueden ser utilizados para:
- Descubrir la forma funcional correcta de un predictor continuo.
- Identificar los sujetos que esta´n pobremente predichos por el modelo.
- Identificar los puntos o individuos de influencia.
- Verificar el supuesto del modelo de regresio´n de Cox.
Dentro de este marco se estudian seis tipos de residuos: residuos de Cox-Snell, de martingala,
de desv´ıos (deviance), de puntajes (score) y de Schoenfeld. De estos residuos pueden derivarse
otros, como los dfbetas.
2.8.1. Residuos de Cox-Snell
Este tipo de residuos, desarrollados por Cox & Snell [11], sirven para evaluar el ajuste
global del modelo planteado. Si el modelo de regresio´n de Cox definido por (2.10) es adecuado,
entonces las estimaciones del tiempo de supervivencia del modelo planteado vienen dadas por un
estimador de la funcio´n de supervivencia Sˆi(t), el cual debe ser muy similar al valor verdadero
de Si(t).
Para evaluar esto, se calculan los residuos de Cox-Snell para los n individuos en estudio del
siguiente modo
rcsi = Hˆ0(ti) exp(βˆ
>Xi), i = 1, . . . , n.
Donde Hˆ0(ti) es el estimador de la funcio´n de riesgo acumulado base de Breslow definido
por
Hˆ0(s) =
∫ t
0
∑n
i=1 dNi(s)∑n
i=1 Yi(s) exp(βˆ
>Xi(s))
. (2.21)
El cual se basa en un proceso de conteo Ni ≡ {Ni(t), t ≥ 0}, que para el i-e´simo sujeto es el
nu´mero de eventos observados hasta el tiempo t y donde Yi(t) es un proceso 0− 1 que indica si
el i-e´simo sujeto esta´ en riesgo en el tiempo t.
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Un resultado importante demostrado por Moeschberger [9], Cox & Snell [11] y Collet [12],
es que, si el modelo apropiado se ajusta bien a los datos, entonces los residuos rcsi , tendra´n
para cada i un valor de distribucio´n exponencial con tasa de riesgo igual a la unidad.
Para probar si los residuos de Cox-Snell esta´n o no aproximadamente distribuidos de forma
exponencial, se construye su gra´fico de residuos (Figura 2.1). La lo´gica de este me´todo es sencilla.
Si dichos residuos esta´n distribuidos de forma exponencial, entonces una estimacio´n de la tasa
de riesgo basada en rcsi representada frente a los residuos rcsi deber´ıa tender a una l´ınea recta
que pasa por el origen con pendiente igual a la unidad. Es decir, el riesgo acumulado Hr(rcsi)
frente a los residuos rcsi , deber´ıa ser aproximadamente una l´ınea recta que pasa por el origen
con pendiente igual a 1.
Figura 2.1: Ejemplo de gra´fica de residuos de Cox-Snell, en la cual se representa el riesgo
acumulado Hr(rcsi) frente a los residuos rcsi .
2.8.2. Residuos de martingala
Estos residuos esta´n basados en la martingala de un proceso de conteo para el i-e´simo
individuo, Mi(t) = Ni(t) − Ei(t), esto es, la diferencia entre el proceso de conteo y la integral
de la funcio´n de intensidad, tal y como sigue
Mi(t) = Ni(t)−
∫ t
0
Yi(s) exp(β
>Xi(s))h0(s)ds, i = 1, . . . , n.
Si se tiene β estimada por el estimador de ma´xima de verosimilitud parcial βˆ y el estimador
de riesgo acumulado base de Breslow definido en (2.21), el residuo de martingala se puede
estimar de la siguiente forma
Mˆi(t) = Ni(t)− Eˆi(t) = Ni(t)−
∫ t
0
Yi(s) exp(βˆ
>Xi(s))dHˆ0(s).
Este residuo puede ser interpretado, para cada t, como la diferencia en el intervalo [0, t] del
nu´mero de eventos observados menos los esperados proporcionados por el modelo.
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Por definicio´n, el residuo martingala para un paciente censurado sera´ negativo. Sin embargo,
para pacientes en los que se produce el suceso de intere´s, el valor de los residuos puede ir desde
−∞ hasta 1. Si la muestra es grande, la suma de estos residuos es cero, no esta´n correlacionados
y el valor esperado es cero. Pero tienen el inconveniente de que no se distribuyen de forma
sime´trica en torno a cero, aunque el modelo sea correcto, lo que complica la interpretacio´n de
los gra´ficos. Por ello, se define otro tipo de residuos denominados residuos de desv´ıos (deviance).
2.8.3. Residuos de desv´ıos (deviance)
Los residuos de deviance se obtienen mediante una normalizacio´n de los residuos martingala
Mˆi y vienen dados por la expresio´n
di = signo(Mˆi) ∗
√√√√−Mˆi −Ni log((Ni − Mˆi)
Ni
)
.
La transformacio´n de los residuos martingala produce valores sime´tricos en torno a cero y,
en este caso, el rango de valores de los residuos esta´ comprendido entre −∞ y +∞.
Un residuo con un valor positivo grande correspondera´ a pacientes que tienen un tiempo de
supervivencia grande y los valores estimados por el modelo indican una supervivencia menor.
Este tipo de residuos se utiliza para la deteccio´n de valores at´ıpicos (outliers). Para ello, se
representan los residuos de deviance frente al ı´ndice de cada paciente, donde el ı´ndice corres-
ponde al nu´mero de orden en el que el paciente ha sido registrado en el estudio. Se obtiene una
gra´fica como la de la Figura 2.2.
Figura 2.2: Ejemplo de gra´fica de residuos de deviance, en la cual se representan los residuos
frente al ı´ndice de cada paciente (nu´mero de orden en que ha sido registrado en el estudio).
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Aunque en este ejemplo, Figura 2.2, no se aprecia ninguna anomal´ıa evidente, en la zona
superior aparecen algunas observaciones con residuos positivos grandes que convendr´ıa revisar.
Para detectar dichas anomal´ıas en el ajuste se representa, Figura 2.3, el valor de los residuos
frente al resultado de calcular la puntuacio´n de riesgo para el modelo estimado, es decir, el
te´rmino β>X donde cada β es el coeficiente estimado y cada X el valor de esa variable para
cada paciente.
Figura 2.3: Ejemplo de gra´fica de residuos de deviance frente a la puntuacio´n de riesgo β>X
para cada paciente.
En la Figura 2.3 se muestra un ejemplo extremo de un modelo en el que se observa un patro´n
extran˜o en los residuos que revela que algo no esta´ funcionando en el modelo estimado.
2.8.4. Residuos de puntajes (score)
Estos residuos se definen como
Uij = Uij(βˆ,∞)
donde Uij(β, t), j = 1, . . . , n son las componentes del vector fila de longitud n obtenido a trave´s
del proceso de puntaje para el i-e´simo individuo, dado por
Ui(β) =
∫ t
0
[Xi(t)− X¯(β, t)]dNi(t)
donde X¯(β, t) es la media ponderada de las covariables sobre el riesgo establecido en el tiempo
t.
Los residuos score se utilizan para verificar la influencia individual y para la estimacio´n
robusta de la varianza.
2.8.5. Residuos Schoenfeld
Los residuos de Schoenfeld se definen como la matriz
sij(β) = Xij(ti)− X¯j(β, ti)
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la cual contiene una fila por evento ocurrido y una columna por covariable, donde i y ti son los
individuos y el tiempo de ocurrencia del evento, respectivamente.
Los residuos de Schoenfeld son u´tiles para la verificacio´n del supuesto de riesgos propor-
cionales en el modelo de Cox. Estos residuos, representados frente al tiempo observado de
supervivencia deben repartirse aleatoriamente alrededor de cero, siempre que el modelo de Cox
sea correcto.
2.8.6. Residuos dfbeta
Los residuos dfbeta sirven para determinar la influencia de cada observacio´n en la estimacio´n
de los coeficientes de regresio´n.
Este residuo calcula el cambio aproximado en el j-e´simo coeficiente (es decir, la j-e´sima
covariable) si la observacio´n i-e´sima se elimina del conjunto de datos y se vuelve a estimar el
modelo sin esta observacio´n. As´ı para el paciente i el valor dfbeta correspondiente a la variable
j es el siguiente.
dfbetai(βj) = βj − βj(excluyendo i).
Los valores dfbeta pueden estandarizarse dividiendo por el error esta´ndar del coeficiente
correspondiente.
En su representacio´n gra´fica se suelen mostrar los valores de los residuos dfbeta estandari-
zados para cada covariable del modelo frente a los ı´ndices de paciente (nu´mero de orden). Si la
supresio´n de una observacio´n hace que el coeficiente incremente, el residuo dfbeta es negativo y
viceversa.
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3
Desarrollo
3.1. Introduccio´n
En este cap´ıtulo se describen brevemente las herramientas y te´cnicas elegidas para la rea-
lizacio´n del ana´lisis estad´ıstico que se llevara´ a cabo posteriormente con un conjunto de datos
reales.
Adema´s de especificar el lenguaje de programacio´n empleado, se realiza una descripcio´n
sobre el conjunto de los datos disponibles para el estudio y sobre los diferentes me´todos para la
seleccio´n de variables incluidas en el modelo.
3.2. Lenguaje de programacio´n
En el desarrollo del ana´lisis de supervivencia llevado a cabo en este trabajo, se hace uso del
lenguaje R, por la gran cantidad de funciones y me´todos estad´ısticos implementados en e´l y,
por el hecho, de ser utilizado por la gran mayor´ıa de la comunidad cient´ıfica.
R es un lenguaje de programacio´n de alto nivel disen˜ado, principalmente, para el estudio de
grandes datos y estad´ısticos, siendo esto otro punto a favor para su eleccio´n, puesto que, abarca
una amplia gama de te´cnicas estad´ısticas que van desde los modelos lineales a las ma´s modernas
te´cnicas de clasificacio´n, pasando por los test cla´sicos y el ana´lisis de series temporales.
El lenguaje R fue inicialmente escrito por Robert Gentleman y Ross Ihaka de la Universidad
de Auckland en Nueva Zelanda. Actualmente, este lenguaje es el resultado de colaboraciones de
a´mbito mundial. El co´digo de R1 esta´ disponible como software libre bajo las condiciones de la
licencia GNU-GPL.
1http://www.r-project.org
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3.3. Biblioteca utilizada
Existen diversas bibliotecas actualmente en R que permiten llevar a cabo un ana´lisis de
supervivencia, pero la ma´s utilizada y la empleada en este trabajo, es survival. Dicha biblioteca
es seleccionada por ser capaz de soportar datos que presentan censura.
Adema´s, contiene numerosas rutinas utilizadas para el desarrollo de este estudio. Algunas
de ellas son Surv, survfit, coxph o cox.zph. Sin embargo, para el ca´lculo de residuos se han
implementado algunos algoritmos.
En el Anexo A se pueden consultar ma´s detalles importantes sobre la biblioteca.
3.4. Conjunto de datos
Para la realizacio´n del estudio de supervivencia, se parte de datos cl´ınicos previamente
normalizados. De esta manera, se consigue que e´stos sigan una distribucio´n normal y no existan
valores demasiados dispersos entre ellos.
El conjunto de datos se divide en dos:
Conjunto de entrenamiento (training)
Corresponde al conjunto de datos utilizado para la estimacio´n de los para´metros del mo-
delo. Dicho grupo esta´ formado por un 70 % del conjunto inicial.
Conjunto de prueba (test)
En este conjunto no intervienen los datos de entrenamiento y, por tanto, se compone por
el 30 % restante del conjunto de datos de partida.
De modo que, una vez construido el modelo, se utiliza este conjunto para evaluarlo y
verificar que e´ste se cumple para datos que no jugaron ningu´n papel en la seleccio´n del
mismo.
3.5. Me´todo de seleccio´n de variables
El principal objetivo a la hora de establecer un modelo es buscar aquel que contenga sola-
mente los efectos principales, es decir, con las covariables que han resultado significativas de la
regresio´n de Cox.
Para determinar cua´les de estas variables aportan ma´s en el modelo y que, a su vez, no este´n
relacionadas, existen diferentes me´todos de seleccio´n de variables, los cuales son:
Forward (hacia adelante)
En este me´todo se inicia el proceso con un modelo vac´ıo, so´lo con el te´rmino independiente.
Se ajusta un modelo con el me´todo de ma´xima verosimilitud y se calcula el estad´ıstico
Chi-cuadrado con el p-value de incluir cada variable por separado.
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A continuacio´n, se selecciona el modelo con la variable ma´s significativa, es decir, que
tiene un p-value p < 0,05.
De nuevo, se ajusta el modelo con las variables seleccionadas y se calcula el p-value
resultante de an˜adir cada una de las variables que no han sido seleccionadas por separado.
Tras escoger el modelo con la variable ma´s significativa, se repiten estos pasos hasta que
no queden variables significativas por incluir.
Backward (hacia atra´s)
Consiste en empezar con un modelo que contiene todas las variables candidatas e ir elimi-
nando, una a una, cada covariable, a la vez que se calcula la pe´rdida de ajuste al eliminar.
Se omite del modelo la variable menos significativa, esto es, aquella que mayor p-value
tenga y se repiten estos pasos hasta que todas las variables incluidas sean significativas y
no pueda eliminarse ninguna sin que se pierda ajuste.
Stepwise
Este me´todo es una combinacio´n de los procesos forward y backward.
Se puede comenzar, o bien, con el modelo vac´ıo, o bien, con el modelo completo, pero en
cada paso se exploran las variables incluidas por si deben salir y las no seleccionadas por
si deben entrar en el modelo. Se repiten estos pasos hasta que todas las variables incluidas
sean significativas y no entre ni salga ninguna ma´s.
En este trabajo, se utiliza el me´todo backward, por su facilidad a la hora de escoger la
variable menos significativa y por permitir ir verificando que el proceso de eliminacio´n es el
adecuado.
Tal y como se ha mencionado anteriormente en el documento, se elige como nivel de signi-
ficacio´n de entrada para los estad´ısticos un p-value p menor que α = 0, 05.
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4
Desarrollo Experimental
4.1. Introduccio´n
En esta seccio´n del documento, se procede a analizar los datos obtenidos tras llevar a cabo
un estudio de supervivencia.
Para ello, en primer lugar, se realiza una serie de experimentos sobre un toy-example, de
manera que sirva para comprobar que los algoritmos implementados y las funciones seleccionadas
para llevar a cabo el estudio son las adecuadas y correctas, corrigiendo si fuese necesario algu´n
posible error. A la vez que, se consigue cierto manejo sobre este tipo de datos.
En segundo lugar, se realiza el estudio de supervivencia sobre un conjunto de datos reales
disponibles de ca´ncer de mama.
4.2. Toy-Example
4.2.1. Conjunto de datos
El ana´lisis llevado a cabo se basa en un estudio sobre la reincidencia de presos durante el
primer an˜o despue´s de ser liberados de las ca´rceles del estado de Maryland [2]. Se trata de un
estudio piloto que sirve para ilustrar y verificar varios me´todos de ana´lisis de supervivencia.
El conjunto de datos consta de 432 presos, informacio´n recogida semanalmente, la cual se
compone de las siguientes variables explicativas:
week Muestra la semana del primer arresto despue´s de la liberacio´n del preso. Si no ha
sido un detenido reincidente, esta variable es censurada y toma el valor de 52.
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arrest Es el indicador de censura, codificado como 1 si el preso fue arrestado durante el
periodo en que ha estado en estudio y 0 en otro caso.
fin Indica si el preso recibe ayuda econo´mica al salir de la ca´rcel. Toma el valor 1 si
recibe ayuda y 0 en otro caso. En este estudio, se dio de manera aleatoria ayuda
econo´mica a la mitad de los presos.
age Es la edad, en an˜os, que tiene el preso cuando es liberado.
race Indica el color de piel del preso. Toma el valor 1 si es negro o 0 en otro caso.
wexp Es la experiencia laboral, codificada como 1 si trabajaba a tiempo completo antes
de ir a la ca´rcel o como 0 en otro caso.
mar Indica el estado civil. Vale 1 si esta´ casado cuando el preso es liberado o 0 si no.
paro Variable que toma el valor 1 si el preso esta´ en libertad condicional o 0 en otro
caso.
prio Indica el nu´mero de encarcelaciones anteriores.
4.2.2. Estimacio´n de la funcio´n de supervivencia
En primer lugar, para realizar el estudio sobre dicho conjunto de datos, se estima la funcio´n
de supervivencia mediante el estimador de Kaplan-Meier, explicado en el apartado 2.4.
En la Figura 4.1, se muestra la funcio´n de supervivencia obtenida de la estimacio´n para
la reincidencia sobre el conjunto de datos de entrenamiento. Adema´s, las l´ıneas discontinuas
representan los intervalos de confianza del 95 % alrededor de la curva estimada.
Se puede observar que, y como era de esperar, la probabilidad de supervivencia, en este caso,
la no reincidencia, disminuye con el tiempo.
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Figura 4.1: Estimacio´n de Kaplan-Meier de la funcio´n de supervivencia para datos de reinci-
dencia. Las l´ıneas discontinuas representan los intervalos de confianza del 95 %.
4.2.3. Comparacio´n de funciones de supervivencia
En este apartado, se comparan las funciones de supervivencia de presos que han recibido
ayuda econo´mica y los que no han recibido ningu´n tipo de ayuda.
Para ello, se construye un gra´fico, Figura 4.2, donde se muestran las estimaciones de Kaplan-
Meier para ambos casos.
Aparentemente, se observa que ambas funciones de supervivencia son distintas y que la
probabilidad estimada de supervivencia, o lo que es lo mismo, de no reincidencia, es mayor en
el grupo que recibe ayuda econo´mica que en el grupo sin ayuda.
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Figura 4.2: Estimacio´n de Kaplan-Meier de la funcio´n de supervivencia para presos con y sin
ayuda econo´mica.
Adema´s, haciendo uso de R, se comprueba que, efectivamente, existe diferencia entre ambas
funciones. Obteniendo como resultado la informacio´n mostrada en la Tabla 4.1.
Tabla 4.1: Resultado de contraste de igualdad de funciones de supervivencia para la covariable
fin. Aparece el nu´mero de sujetos en cada grupo, nu´mero observado y esperado de aconteci-
mientos en cada grupo y el estad´ıstico Chi-cuadrado para una prueba de igualdad.
N Observados Esperados (O − E)2/E (O − E)2/V
fin=0 151 45 33,2 4,416 8,07
fin=1 151 24 35,8 3,87 8,07
Chi-cuadrado=8,1 con 1 grado de libertad, p=0,0045
En la Tabla 4.1, el estad´ıstico de contraste log-rank (ecuacio´n (2.9)) es Q = 8,07, lo cual
se asocia con un p-value inferior a 0,05. Luego, la hipo´tesis nula de igualdad de funciones de
supervivencia (para un nivel de significacio´n del 5 %) se rechaza, lo que indica que hay diferencia
entre las funciones de supervivencia del grupo de presos que reciben ayuda econo´mica y el que
no.
4.2.4. Ajuste del modelo de regresio´n de Cox
Puesto que se trata de un estudio piloto, se ajusta una sola vez el modelo de Cox en el que
se incluyen todas las covariables, sin llevar a cabo el me´todo de seleccio´n de las mismas. De
manera que, los resultados del ajuste se incluyen en la Tabla 4.2.
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Tabla 4.2: Para´metros del modelo de Cox para el estudio toy-example. Aparecen marcados los
coeficientes significativos al 5 %.
n=302, nu´mero de eventos=90
coef exp(coef) se(coef) z Pr(> |z|)
fin −0,172849 0,841264 0,213837 −0,808 0,418905
age −0,080602 0,922560 0,026454 −3,047 0,002312 *
race 0,255544 1,291164 0,360845 0,708 0,478832
wexp −0,153755 0,857482 0,230974 −0,666 0,505614
mar −0,415430 0,660056 0,409924 −1,013 0,310854
paro 0,003469 1,003475 0,222124 0,016 0,987539
prio 0,117484 1,124664 0,031105 3,777 0,000159 *
Interpretacio´n de los resultados
La Tabla 4.2 presenta informacio´n acerca de las pruebas locales para verificar que cada
coeficiente es significativamente distinto de cero. Las columnas proporcionan informacio´n para
cada covariable como sigue:
coef : Valor del coeficiente de regresio´n estimado.
exp(coef): Funcio´n exponencial evaluada en el coeficiente de regresio´n estimado. Indica el
cambio en la funcio´n de riesgo por cada unidad que se incremente la covariable asociada.
se(coef): Error esta´ndar del coeficiente de regresio´n estimado.
z : Corresponde al valor del estad´ıstico, obtenido dividiendo el valor del coeficiente de regresio´n
estimado entre el error esta´ndar estimado.
p: p-value proveniente de una distribucio´n normal con media cero y varianza uno.
Adema´s, se obtiene informacio´n correspondiente a probar la hipo´tesis nula de que el vector de
variables del modelo son cero, es decir, H0 : β = 0¯.
Test de razo´n de verosimilitud
La estad´ıstica de prueba, denotada anteriormente por X2LR, es 35,05 y con una distribucio´n
χ2 con 7 grados de libertad, tiene un p-value p = 1,093 · 10−05, lo que significa que se
rechaza la hipo´tesis nula.
Test de Wald
El test de Wald, denotado anteriormente por X2W , es 33,13 y con una distribucio´n χ
2 con
7 grados de libertad, tiene un p-value p = 2,504 · 10−05. De igual modo, se rechaza la
hipo´tesis nula.
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Test de puntajes
La prueba de puntajes, denotada anteriormente por X2SC , es 35,28 y con una distribucio´n
χ2 con 7 grados de libertad, se obtiene un p-value p = 9,922 · 10−06. Ocurre lo mismo que
en los casos anteriores.
Para las tres pruebas anteriores se aprecia un p-value significativamente pequen˜o (inferior
a 0,05), lo cual es evidencia de que, bajo las pruebas realizadas, los coeficientes del modelo son
significativamente distintos de cero, y por tanto, se podra´ considerar que el modelo tiene sentido
para las variables explicativas consideradas.
Mediante los valores obtenidos en la Tabla 4.2, se puede verificar la significacio´n de cada
uno de los coeficientes correspondientes a las covariables. De manera que, los coeficientes de age
y prio son significativos al 5 %, mientras que el resto de coeficientes no contribuyen significati-
vamente en el modelo planteado y, por tanto, son variables candidatas a ser eliminadas.
Si se llevase a cabo el correspondiente me´todo de seleccio´n de variables, en primer lugar,
ser´ıa suprimida del modelo la covariable paro, por poseer el coeficiente menos significativo de
entre las candidatas.
Adema´s, los signos de los coeficientes son interpretables, de modo que, un valor positivo
para un correspondiente β, significa que el riesgo aumenta con la presencia de la covariable,
y un valor negativo, por el contrario, disminuye el riesgo. As´ı, la presencia de la covariable
fin (β = −0,172849) disminuye el riesgo de ser arrestado, mientras que prio (β = 0,117484)
aumenta.
Sin embargo, es ma´s sencillo de interpretar la exponencial de los coeficientes β, exp(coef),
informacio´n obtenida directamente de la tabla anterior, en la cual se considera cada Xi como
1. As´ı, la funcio´n de riesgo base, h0(t), en la ecuacio´n (2.10) aparece multiplicada por cada
exp(βi), permitiendo deducir el efecto que tiene cada coeficiente β sobre el riesgo.
A partir de esto, se puede decir que la aportacio´n de ayuda econo´mica hace que la reinciden-
cia tenga un riesgo de 0,8413 veces el riesgo de reincidencia de los presos que no reciben ayuda
econo´mica, es decir, la ayuda econo´mica disminuye el riesgo. En cuanto al nu´mero de encarce-
laciones anteriores, covariable prio, aumenta el riesgo de una nueva detencio´n en un factor de
1,1247.
En la Figura 4.3 se representa la funcio´n de supervivencia obtenida mediante el estimador
de Kaplan-Meier y la obtenida por el modelo de Cox, donde se observa que la funcio´n de
supervivencia estimada mediante Kaplan-Meier es sistema´ticamente inferior al ajuste del modelo
de Cox, pero se encuentra dentro del rango de los intervalos de confianza estimados.
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Figura 4.3: Comparacio´n del ajuste del modelo de Cox, junto con los intervalos de confianza del
95 %, y el estimador de Kaplan-Meier para datos de reincidencia.
4.2.5. Verificacio´n del modelo de Cox
1. Contraste de hipo´tesis
Para verificar el modelo de regresio´n de Cox estimado se realiza un contraste de hipo´tesis,
obteniendo la Tabla 4.3. En el que se considera como hipo´tesis nula el cumplimiento del
supuesto de Cox, la cual se rechaza si el valor del p-value es inferior a 0,05.
Tabla 4.3: Resultado de contraste del modelo de Cox para datos de reincidencia, considerando
como hipo´tesis nula el cumplimiento del supuesto de Cox. Para cada covariable se incluye el
p-value resultante del contraste.
p
fin 0,2332
age 0,0738
race 0,7992
wexp 0,0157
mar 0,9999
paro 0,3660
prio 0,8402
GLOBAL 0,1429
Puesto que, en este caso, no se ha llevado a cabo el me´todo de seleccio´n de variables, la
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covariable wexp, experiencia y dedicacio´n laboral, viola el modelo de regresio´n de Cox, ya
que tiene un p-value p = 0,0157.
2. Residuos
Solamente se incluyen en este apartado los residuos dfbeta, puesto que, no se dispone de
un modelo de Cox previamente ajustado y los resultados obtenidos en el resto de residuos
son negativos para la aceptacio´n del modelo.
Comprobacio´n de la influencia sobre cada observacio´n en el modelo: Residuos
dfbeta
Con este tipo de residuo, se determina la influencia de cada observacio´n en el modelo. De
manera que, para cada covariable, se ha representado la observacio´n (en orden de tiempo
de falla registrado) por el cambio de escala aproximada del coeficiente, es decir, dividiendo
por el error esta´ndar, despue´s de la eliminacio´n de la observacio´n del modelo.
Figura 4.4: Residuos dfbeta para covariables de datos de reincidencia. Para cada covariable, se
representa la observacio´n por el cambio de escala aproximada (dividiendo por el error esta´ndar)
del coeficiente despue´s de la eliminacio´n de la observacio´n del modelo.
En la Figura 4.4 se observa que los residuos esta´n centrados con respecto al origen y no
presentan patrones definidos. Por lo que, no existe ningu´n punto influyente en cada una
de las covariables del modelo.
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4.3. Estudio con datos reales
4.3.1. Conjunto de datos
En este apartado del documento, se lleva a cabo un estudio de supervivencia sobre datos
reales de ca´ncer de mama proporcionados por la Universidad de Yale, en EEUU [1].
Situacio´n actual del ca´ncer de mama
El ca´ncer de mama es un tumor que se origina en las ce´lulas del seno, es decir, un grupo de
ce´lulas cancerosas que puede crecer e, incluso, invadir los tejidos circundantes o propagarse
hacia a´reas distintas del cuerpo.
Actualmente, esta enfermedad es la causa ma´s comu´n de muerte por ca´ncer en mujeres y,
a excepcio´n del ca´ncer de piel, la primera causa de mortalidad en mujeres de edad superior
a los 45 an˜os.
Segu´n los datos ma´s recientes del Grupo de Trabajo en Estad´ısticas de Ca´ncer de Estados
Unidos de Norteame´rica, en el an˜o 2005, se diagnosticaron 186.467 mujeres y, adema´s,
41.116 mujeres murieron durante ese an˜o por esta enfermedad [13].
La American Cancer Society (ACS) estima que en el an˜o 2008 se diagnosticaron un total
de 1,4 millones de casos nuevos de ca´ncer en Estados Unidos, de los cuales cerca de 250.230
fueron ca´ncer de mama, lo cual corresponder´ıa a un 26 % en las mujeres [14]. A la vez,
estima un total de 271.530 mujeres fallecidas por ca´ncer, de las cuales 40.480 (un 15 %)
habra´n fallecido por ca´ncer mamario.
Segu´n los informes del Ministerio de Sanidad y Consumo en Espan˜a, en el an˜o 2005,
se produjeron 371.934 defunciones. Los tumores se mantuvieron como la segunda causa
de muerte en Espan˜a como responsables del 27 % de las defunciones. En las mujeres, el
ca´ncer de mama fue el ma´s significativo con 5.833 defunciones, con lo cual esta enfermedad
tumoral es, hoy por hoy, la primera causa de muerte por ca´ncer en las mujeres espan˜olas
y la sexta causa de muerte global [15].
En este estudio, el conjunto de datos utilizado se compone de 636 pacientes que les ha
sido detectado un ca´ncer de mama. De estos datos se puede destacar que la edad media de los
pacientes es 58,1 an˜os y la edad media de muerte es 57,1 an˜os.
Tabla 4.4: Informacio´n sobre el conjunto de datos de ca´ncer de mama. Se incluye el valor mı´nimo,
ma´ximo, media, desviacio´n t´ıpica y mediana de la edad de los pacientes en estudio.
Datos Edad mı´nima Edad ma´xima Media Desv. t´ıpica Mediana
Conjunto completo 24 88 58,11 12,36 58
No supervivientes 24 88 57,12 11,47 57
A pesar de que, los datos recogidos proporcionan informacio´n de un periodo de 50 an˜os, el
estudio de supervivencia llevado a cabo se realiza a 5, 10 y 15 an˜os. Las variables consideradas
en el trabajo se detallan a continuacio´n:
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Age diagnosis Indica la edad de diagno´stico del paciente.
Followup Time Indica el tiempo, en meses, de seguimiento del paciente.
Censor Es el indicador de censura, codificado como 1 si ha ocurrido el evento (en este
caso, la muerte) durante el periodo en que el paciente ha estado en estudio y
0 en caso contrario.
Nuclear Grade Es el grado del tumor, que representa el “potencial agresivo”del mismo.
Esta variable se cuantifica mediante la siguiente puntuacio´n:
Grado I = 1; Grado II = 2; Grado III = 3.
Siendo el grado III el ma´s agresivo.
Tumor Size Es el taman˜o del tumor (o lesio´n) en cent´ımetros (cm).
Nodal Status Indica la existencia de ganglios linfa´ticos afectados por el tumor.
NPI Es el ı´ndice de prono´stico de Nottingham (Nottingham Prognostic Index ), el
cual se utiliza para predecir la supervivencia despue´s de la cirug´ıa para el
ca´ncer de mama.
Se calcula de la siguiente manera: NPI = [0,2× S] +N +G
donde S es el taman˜o del tumor, N es el nu´mero de ganglios linfa´ticos afecta-
dos, y G es el grado del tumor.
Si el valor obtenido esta´ entre 2,0 y 2,4, la probabilidad de supervivencia a
los 5 an˜os es del 93 %; si esta´ entre 2,4 y 3,4, la probabilidad es del 85 %; si
esta´ entre 3,4 y 5,4, la probabilidad es del 70 % y si el valor es superior a 5,4,
la probabilidad es del 50 % [16].
Her2 Norm Indica el nivel, previamente normalizado, del gen HER2 que posee el paciente
en estudio. Se trata de un gen que ayuda al crecimiento de las ce´lulas norma-
les del cuerpo por medio de la produccio´n de la prote´ına HER2.
Cuando se tiene un nu´mero elevado de copias de este gen, las ce´lulas (inclu-
yendo las cancerosas) se multiplican ma´s ra´pidamente. Los expertos piensan
que las mujeres con ca´ncer de mama positivo para HER2 tienen una enferme-
dad ma´s agresiva, una mayor resistencia a los tratamientos convencionales de
quimioterapia y un riesgo mayor de recurrencia que aquellas que no tienen este
tipo de ca´ncer. Adema´s, este gen esta´ altamente relacionado con el gen GRB7,
que es un proto-oncogen asociado con el ca´ncer de mama, tumores de ce´lulas
germinales de test´ıculo, ga´stricos y de eso´fago [17].
PR Norm Muestra el nivel del receptor hormonal de progesterona PR normalizado del
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paciente.
La unio´n de progesterona a una hormona induce un cambio estructural que
elimina la accio´n inhibidora, lo cual significa que PR estimula el crecimiento
del tumor [18].
ER Norm Contiene informacio´n sobre el nivel del receptor hormonal de estro´geno norma-
lizado de cada paciente.
La unio´n de estro´geno al ER estimula la proliferacio´n de ce´lulas mamarias, con
el incremento resultante en la divisio´n celular y la replicacio´n del ADN, dando
lugar a mutaciones. El metabolismo de los estro´genos produce la interrupcio´n
del ciclo celular y la reparacio´n del ADN y, por lo tanto, mitiga o reduce la
formacio´n de tumores [19].
auroraB Norm Indica el nivel normalizado que el paciente posee de la prote´ına AuroraB.
Niveles anormalmente elevados de AuroraB causan la separacio´n cromoso´mica
desigual durante la divisio´n celular, provocando la formacio´n de ce´lulas con
un nu´mero anormal de cromosomas, que son a la vez causa de ca´ncer [20].
stk15 Norm Representa el nivel normalizado de genes STK15 que posee el paciente.
STK15 se considera un potencial de genes de susceptibilidad al ca´ncer debido
a sus funciones en la mitosis celular normal [21].
grb7 Norm Indica el nivel normalizado de prote´ına GRB7 [22] en el paciente.
Es la prote´ına unida al receptor de factor de crecimiento 7. Impulsa una forma
agresiva de ca´ncer de mama, por ello, los niveles de prote´ına GRB7 son un
factor importante e independiente en la determinacio´n de un prono´stico para
el ca´ncer de mama [22].
Para poder realizar un estudio completo sobre la supervivencia al ca´ncer de mama y poder
observar la relacio´n que existe entre las distintas variables se elaboran varios experimentos.
En el primero de ellos, se incluyen todas las covariables descritas; en el segundo, se excluye la
covariable Age diagnosis y en el tercero, se excluye la covariable NPI.
4.3.2. Estudio 1: todas las covariables
Estudio de supervivencia a 5 an˜os
1. Estimacio´n de la funcio´n de supervivencia
En primer lugar, se estima la funcio´n de supervivencia mediante el estimador de Kaplan-
Meier, explicado en el apartado 2.4.
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La funcio´n de supervivencia obtenida de la estimacio´n sobre el conjunto de datos de entre-
namiento se incluye ma´s adelante, en la Figura 4.5, junto con la funcio´n de supervivencia
obtenida mediante el modelo de Cox.
Al igual que en el estudio piloto, la probabilidad de supervivencia al ca´ncer de mama
disminuye con el tiempo.
2. Seleccio´n de variables
Para realizar el me´todo de seleccio´n de variables, se utilizan las aproximaciones de Efron y
de Breslow, obteniendo en ambos casos los mismos resultados. Es por ello que, se incluyen
en este trabajo solamente los resultados obtenidos con la aproximacio´n de Efron, ya que
es considerada la ma´s exacta.
En la Tabla 4.5 se muestra el proceso seguido en la seleccio´n de variables, donde en cada
paso se marca la covariable eliminada del modelo y se indica su p-value correspondiente.
Tabla 4.5: Seleccio´n de variables para datos de ca´ncer de mama en el estudio de supervivencia
a 5 an˜os. En cada paso se marca la covariable eliminada del modelo junto con su p-value
correspondiente.
Paso 1 2 3 4 5 6 7 8 9 10
Age diagnosis X
Nuclear Grade X
Tumor Size X
Nodal Status X
NPI
Her2 Norm X
PR Norm X
ER Norm X
auroraB Norm X
stk15 Norm X
grb7 Norm X
p-value 0,864 0,793 0,693 0,551 0,469 0,395 0,587 0,151 0,137 0,058
Tras el proceso llevado a cabo se obtiene NPI como covariable significativa en el estudio
de supervivencia a 5 an˜os, en la que, de manera impl´ıcita, influye el taman˜o del tumor, el
nu´mero de ganglios linfa´ticos afectados y el grado del tumor.
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3. Ajuste del modelo de regresio´n de Cox
Para la estimacio´n de los para´metros del modelo se utiliza el conjunto de datos de entrena-
miento, el cual esta´ compuesto por el 70 % de los datos del conjunto inicial. Sin embargo,
se eliminan 82 observaciones por valores perdidos.
El ajuste del modelo de Cox obtenido, considerando u´nicamente como variable explicativa
NPI, se muestra en la Tabla 4.6.
Tabla 4.6: Para´metros del modelo de Cox para datos de ca´ncer de mama en el estudio de
supervivencia a 5 an˜os. Se eliminan 82 observaciones del conjunto de datos por valores perdidos.
n=364, nu´mero de eventos=343
(82 observaciones eliminadas por valores perdidos)
coef exp(coef) se(coef) z Pr(> |z|)
NPI 0,14839 1,15997 0,04155 3,572 0,000355
Test de razo´n de verosimilitud=12,57 con 1 grado de libertad, p=0,0003929
Test de Wald=12,76 con 1 grado de libertad, p=0,0003547
Test de puntajes=12,82 con 1 grado de libertad, p=0,0003431
En los test realizados se obtiene un p-value significativamente pequen˜o (inferior a 0,05),
lo cual es evidencia de que, los coeficientes del modelo son significativamente distintos
de cero, y por tanto, se puede considerar que el modelo tiene sentido para la variable
explicativa considerada.
Adema´s, la covariable NPI aparece con un valor positivo para su correspondiente β, lo
cual significa que el riesgo de muerte aumenta con la presencia de esta variable, en un
factor de 1,16.
La gra´fica de la funcio´n de supervivencia obtenida mediante el modelo de Cox para NPI
junto con la obtenida por el estimador de Kaplan-Meier se representan en la Figura 4.5.
En esta gra´fica se puede observar que la funcio´n de supervivencia de Kaplan-Meier es sis-
tema´ticamente superior al ajuste del modelo de Cox, pero ambas pra´cticamente similares.
CAPI´TULO 4. DESARROLLO EXPERIMENTAL 35
Estudio de Ana´lisis de Supervivencia
Figura 4.5: Comparacio´n del ajuste del modelo de Cox y el estimador de Kaplan-Meier para
datos de ca´ncer de mama en el estudio de supervivencia a 5 an˜os con la covariable NPI.
4. Verificacio´n del modelo de Cox
Para comprobar que el modelo ajustado de Cox es correcto se utiliza el conjunto de datos
de test.
Para ello, en primer lugar, se realiza el contraste de hipo´tesis del modelo de Cox, obte-
niendo como p-value p = 0,558, de manera que, no existe evidencia significativa al 5 % de
que se viole el supuesto del modelo de Cox para la covariable NPI.
En segundo lugar, se realiza el estudio de los residuos tal y como sigue.
Comprobacio´n de la hipo´tesis global del modelo: Residuos de Cox-Snell
Mediante los residuos de Cox-Snell se trata de evaluar el ajuste del modelo de Cox. Si el
modelo es correcto y la estimacio´n de los β son cercanas a los valores reales, entonces este
estimador deber´ıa describir aproximadamente una recta de pendiente igual a la unidad.
Las gra´ficas de la Figura 4.6 indican que, en general, este modelo se ajusta a los datos a
pesar de que en algunos casos la estimacio´n de los β se separe de los valores reales. Los
valores negativos de los residuos se corresponden con datos censurados.
En la primera gra´fica se puede observar que, un gran nu´mero de datos no se ajusta correc-
tamente a los esperados. Dichos valores se corresponden con pacientes cuya supervivencia
es superior a los 5 an˜os. Por este motivo, se representan en la gra´fica de la derecha los
residuos, calculados de nuevo, sin considerar estos pacientes. En este caso, los valores
estimados de β se aproximan a los reales, excepto en la cola de la derecha donde las
estimaciones son inestables debido a la censura que presentan los datos.
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Figura 4.6: Residuos de Cox-Snell para datos de ca´ncer de mama en el estudio de supervivencia
a 5 an˜os. Se representan los residuos de Cox-Snell junto con una recta de pendiente 1 para
evaluar el ajuste. En la gra´fica de la izquierda se representan los residuos del conjunto de test
completo. En la gra´fica de la derecha se excluyen los pacientes cuya supervivencia es superior a
5 an˜os.
Comprobacio´n de la influencia sobre cada observacio´n en el modelo: Residuos
dfbeta
Para determinar la influencia de cada observacio´n en el modelo ajustado, para la covariable
NPI, se representan en la Figura 4.7 los residuos dfbeta. Es decir, para la covariable NPI,
se representa la observacio´n por el cambio de escala aproximada (dividiendo por el error
esta´ndar) del coeficiente despue´s de la eliminacio´n de la observacio´n del modelo.
Figura 4.7: Residuos dfbeta para datos de ca´ncer de mama en el estudio de supervivencia a 5
an˜os. En la gra´fica de la izquierda se representan los residuos del conjunto de test completo. En
la gra´fica de la derecha se excluyen los pacientes cuya supervivencia es superior a 5 an˜os.
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Se observa en la Figura 4.7 que estos residuos se centran en torno al origen, sin dispersarse
demasiado.
En la gra´fica de la izquierda, en la que se considera el conjunto de test completo, se
observan valores constantes de los residuos para la variable NPI a partir de un cierto
ı´ndice. Estos valores se corresponden con datos de pacientes que tienen una supervivencia
mayor a 5 an˜os. En la gra´fica de la derecha, se eliminan dichos pacientes, observando en
este caso que los residuos no presentan ninguna irregularidad. Por lo que, no existe ningu´n
punto influyente en esta covariable.
Comprobacio´n de la existencia de valores at´ıpicos en el modelo: Residuos de
deviance
Los residuos de deviance obtenidos para este estudio se muestran en la Figura 4.8.
En la gra´fica de la izquierda se observa un patro´n definido que corresponde con pacientes
que tienen un tiempo de supervivencia superior a 5 an˜os.
Mientras que, en la gra´fica de la derecha, se excluyen estos valores de manera que se
obtienen residuos distribuidos en torno al origen. Adema´s, se observa que el nu´mero de
residuos que esta´ por encima de 1 es superior al que esta´ por debajo de -1, por lo que, hay
tendencia a sobrevivir ma´s de lo que predice el modelo.
Figura 4.8: Residuos de deviance para datos de ca´ncer de mama en el estudio de supervivencia
a 5 an˜os, para determinar la existencia de outliers en el modelo. En la gra´fica de la izquierda se
representan los residuos del conjunto de test completo. En la gra´fica de la derecha se excluyen
los pacientes cuya supervivencia es superior a 5 an˜os.
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Estudio de supervivencia a 10 an˜os
1. Estimacio´n de la funcio´n de supervivencia
Al igual que antes, se estima la funcio´n de supervivencia a 10 an˜os para los datos de ca´ncer
de mama mediante el estimador de Kaplan-Meier, la cual se representa en la Figura 4.9
junto con la funcio´n de supervivencia estimada mediante el modelo de Cox.
2. Seleccio´n de variables
Siguiendo la metodolog´ıa empleada para el estudio de supervivencia a 5 an˜os, en la Tabla
4.7, se incluye el me´todo de seleccio´n de variables, sen˜alando la covariable eliminada y su
p-value correspondiente.
Tabla 4.7: Seleccio´n de variables para datos de ca´ncer de mama en el estudio de supervivencia
a 10 an˜os. En cada paso se marca la covariable eliminada del modelo junto con su p-value
correspondiente.
Paso 1 2 3 4 5 6 7 8
Age diagnosis X
Nuclear Grade X
Tumor Size
Nodal Status
NPI X
Her2 Norm
PR Norm X
ER Norm X
auroraB Norm X
stk15 Norm X
grb7 Norm X
p-value 0,897 0,828 0,495 0,365 0,237 0,286 0,157 0,126
En la Tabla 4.8 se muestran las covariables significativas en cada paso del me´todo de
seleccio´n de variables.
Como resultado del proceso, se obtienen como covariables significativas en el estudio de
supervivencia a 10 an˜os Tumor Size, Nodal Status y Her2 Norm.
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Tabla 4.8: Covariables significativas en la seleccio´n de variables para datos de ca´ncer de mama
en el estudio de supervivencia a 10 an˜os. En cada paso se marcan las covariables que tienen un
p-value inferior a 0,05.
Paso 1 2 3 4 5 6 7 8
Age diagnosis X X X
Nuclear Grade
Tumor Size X X X X X X X X
Nodal Status X X X X X X X X
NPI
Her2 Norm X X X
PR Norm
ER Norm
auroraB Norm
stk15 Norm X X
grb7 Norm
3. Ajuste del modelo de regresio´n de Cox
En la estimacio´n de los para´metros del modelo se utilizan las covariables significativas de-
terminadas en el apartado anterior. De manera que, se obtiene el modelo de Cox mostrado
en la Tabla 4.9. En este caso, el conjunto de datos de entrenamiento se reduce a 358, ya
que se eliminan 88 observaciones del conjunto de datos por valores perdidos.
Tabla 4.9: Para´metros del modelo de Cox para datos de ca´ncer de mama en el estudio de
supervivencia a 10 an˜os. Se eliminan 88 observaciones del conjunto de datos por valores perdidos.
n=358, nu´mero de eventos=303
(88 observaciones eliminadas por valores perdidos)
coef exp(coef) se(coef) z Pr(> |z|)
Tumor Size 0,06933 1,07179 0,02484 2,791 0,00525
Nodal Status 0,50905 1,66371 0,11775 4,323 1,54 · 10−05
Her2 Norm 0,15549 1,16823 0,06198 2,509 0,01211
Test de razo´n de verosimilitud=33 con 3 grados de libertad, p=3,214 · 10−07
Test de Wald=35,58 con 3 grados de libertad, p=9,199 · 10−08
Test de puntajes=36,26 con 3 grados de libertad, p=6,6 · 10−08
Se obtiene evidencia de que, los coeficientes del modelo son significativamente distintos de
cero, y por tanto, se considera que el modelo tiene sentido para las covariables considera-
das.
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Todas las variables en el modelo ajustado aparecen con un valor positivo para su corres-
pondiente β, lo cual significa que el riesgo de muerte aumenta con la presencia de las
mismas.
En la Figura 4.9 se representa la funcio´n de supervivencia obtenida mediante el estimador
de Kaplan-Meier y la obtenida por el modelo de Cox teniendo en cuenta las tres covariables
seleccionadas. En dicha gra´fica se observa que el ajuste del modelo de Cox es pra´cticamente
similar a la funcio´n de supervivencia de Kaplan-Meier.
Figura 4.9: Comparacio´n del ajuste del modelo de Cox y el estimador de Kaplan-Meier para
datos de ca´ncer de mama en el estudio de supervivencia a 10 an˜os con las variables Tumor Size,
Nodal Status y Her2 Norm.
4. Verificacio´n del modelo de Cox
En primer lugar, se realiza el contraste de hipo´tesis del modelo de Cox, obteniendo la
informacio´n mostrada en la Tabla 4.10.
Tabla 4.10: Resultado de contraste del modelo de Cox para ca´ncer de mama en el estudio de
supervivencia a 10 an˜os, considerando como hipo´tesis nula el cumplimiento del supuesto de Cox.
Para cada covariable se incluye el p-value resultante.
p
Tumor Size 0,3262
Nodal Status 0,3482
Her2 Norm 0,0642
GLOBAL 0,1131
CAPI´TULO 4. DESARROLLO EXPERIMENTAL 41
Estudio de Ana´lisis de Supervivencia
Puesto que los valores obtenidos para cada p-value son superiores a 0,05, no existe evi-
dencia significativa al 5 % de que se viole el supuesto del modelo de Cox, ni desde el punto
de vista global, ni para cada covariable.
Comprobacio´n de la hipo´tesis global del modelo: Residuos de Cox-Snell
En las gra´ficas de la Figura 4.10 se observa que, en general, el modelo se aproxima a los
valores reales. Adema´s, este modelo se ajusta bastante mejor a los datos que el obtenido
para la supervivencia a 5 an˜os (Figura 4.6). Por tanto, el modelo planteado para supervi-
vencia a 10 an˜os es ma´s fiable. En la gra´fica de la derecha, se representan los residuos de
Cox-Snell para datos sin considerar tiempos de supervivencia superiores a 10 an˜os, donde
se obtiene un mejor ajuste.
Figura 4.10: Residuos de Cox-Snell para datos de ca´ncer de mama en el estudio de supervivencia
a 10 an˜os. Se representan los residuos de Cox-Snell con una recta de pendiente 1 para evaluar el
ajuste. En la gra´fica de la izquierda se representan los residuos del conjunto de test completo.
En la gra´fica de la derecha se excluyen los pacientes con supervivencia superior a 10 an˜os.
Comprobacio´n de la influencia sobre cada observacio´n en el modelo: Residuos
dfbeta
En la Figura 4.11 se representan los residuos dfbeta para las covariables Tumor Size,
Nodal Status y Her2 Norm, observando que, no existe ningu´n punto influyente, ya que
estos residuos se centran en torno al origen y no presentan ninguna irregularidad en sus
gra´ficas, salvo algu´n valor ano´malo en la covariable Her2 Norm.
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Figura 4.11: Residuos dfbeta para datos de ca´ncer de mama en el estudio de supervivencia a 10
an˜os. Para cada covariable, se representa la observacio´n por el cambio de escala aproximada del
coeficiente despue´s de la eliminacio´n de la observacio´n del modelo.
Comprobacio´n de la existencia de valores at´ıpicos en el modelo: Residuos de
deviance
En la Figura 4.12 se muestran los residuos de deviance obtenidos en este estudio. En la
gra´fica de la izquierda se observa un patro´n extran˜o en los residuos, que se corresponde
con datos de pacientes que tienen una supervivencia superior a los 10 an˜os. Por ello,
se representa en la gra´fica de la derecha el valor de este tipo de residuos sin considerar
datos con supervivencia superior a 10 an˜os. En este caso, los residuos no siguen ningu´n
patro´n definido ni tampoco se alejan demasiado del origen y, al igual que en el estudio
de supervivencia a 5 an˜os, se observa que, el modelo predice tiempos de supervivencia
inferiores a los reales.
Figura 4.12: Residuos de deviance para datos de ca´ncer de mama en el estudio de supervivencia
a 10 an˜os, para determinar la existencia de outliers en el modelo. En la gra´fica de la izquierda se
representan los residuos del conjunto de test completo. En la gra´fica de la derecha se excluyen
los pacientes cuya supervivencia es superior a 10 an˜os.
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Estudio de supervivencia a 15 an˜os
1. Estimacio´n de la funcio´n de supervivencia
Al igual que en los casos anteriores, se estima la funcio´n de supervivencia a 15 an˜os para
los datos de ca´ncer de mama, la cual se representa junto con la obtenida mediante el
modelo de Cox en la Figura 4.13.
2. Seleccio´n de variables
En la Tabla 4.11 se incluye el me´todo de seleccio´n de variables, sen˜alando la covariable
eliminada y su p-value correspondiente y, en la Tabla 4.12, se muestran las covariables
significativas en cada paso.
Tabla 4.11: Seleccio´n de variables para datos de ca´ncer de mama en el estudio de supervivencia
a 15 an˜os. En cada paso se marca la covariable eliminada del modelo junto con su p-value
correspondiente.
Paso 1 2 3 4 5 6
Age diagnosis
Nuclear Grade X
Tumor Size X
Nodal Status X
NPI
Her2 Norm
PR Norm X
ER Norm
auroraB Norm X
stk15 Norm
grb7 Norm X
p-value 0,824 0,760 0,298 0,206 0,183 0,056
Las covariables significativas obtenidas para el estudio de supervivencia a 15 an˜os son
Age diagnosis, NPI, Her2 Norm, ER Norm y stk15 Norm.
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Tabla 4.12: Covariables significativas en la seleccio´n de variables para datos de ca´ncer de mama
en el estudio de supervivencia a 15 an˜os. En cada paso se marcan las covariables que tienen un
p-value inferior a 0,05.
Paso 1 2 3 4 5 6
Age diagnosis X X X X X X
Nuclear Grade X
Tumor Size
Nodal Status
NPI X X X X X
Her2 Norm X X X X
PR Norm
ER Norm X X X X X X
auroraB Norm
stk15 Norm X X X X X X
grb7 Norm
3. Ajuste del modelo de regresio´n de Cox
El modelo de Cox ajustado para las covariables significativas se muestra en la Tabla
4.13, donde se obtiene evidencia de que los coeficientes del modelo son significativamente
distintos de cero, por tanto, se considera que el modelo tiene sentido para las covariables
consideradas. En este caso, se eliminan del conjunto de datos 145 observaciones por valores
perdidos.
Tabla 4.13: Para´metros del modelo de Cox para datos de ca´ncer de mama en el estudio de su-
pervivencia a 15 an˜os. Se eliminan 145 observaciones del conjunto de datos por valores perdidos.
n=301, nu´mero de eventos=246
(145 observaciones eliminadas por valores perdidos)
coef exp(coef) se(coef) z Pr(> |z|)
Age diagnosis 0,011881 1,011952 0,005688 2,089 0,0367
NPI 0,249293 1,283119 0,049150 5,072 3,93 · 10−07
Her2 Norm 0,147851 1,159340 0,060716 2,435 0,0149
ER Norm −0,155137 0,856298 0,071584 −2,167 0,0302
stk15 Norm 0,169612 1,184845 0,078281 2,167 0,0303
Test de razo´n de verosimilitud=45,06 con 5 grados de libertad, p=1,412 · 10−08
Test de Wald=46,86 con 5 grados de libertad, p=6,071 · 10−09
Test de puntajes=47,88 con 5 grados de libertad, p=3,756 · 10−09
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Todas las covariables en el modelo ajustado aparecen con un valor positivo para su corres-
pondiente β, excepto la covariable ER Norm que tiene valor negativo. Esto significa que,
cuanto mayor sea el valor de las covariables Age diagnosis, NPI, Her2 Norm y stk15 Norm
mayor riesgo de muerte existira´, mientras que ER Norm, por el contrario, disminuye el
riesgo de muerte, es decir, cuanto mayor sea el nivel de estro´geno menos riesgo de muerte
tendra´ el paciente.
En la Figura 4.13 se representa la funcio´n de supervivencia obtenida mediante el estimador
de Kaplan-Meier junto con la obtenida por el modelo de Cox teniendo en cuenta las
covariables seleccionadas como significativas. En esta gra´fica se observa que, el ajuste del
modelo de Cox es sistema´ticamente inferior a la funcio´n de supervivencia de Kaplan-Meier,
pero ambas bastante similares.
Figura 4.13: Comparacio´n del ajuste del modelo de Cox y el estimador de Kaplan-Meier para
datos de ca´ncer de mama en el estudio de supervivencia a 15 an˜os con las variables Age diagnosis,
NPI, Her2 Norm, ER Norm y stk15 Norm.
4. Verificacio´n del modelo de Cox
En primer lugar, se realiza el contraste de hipo´tesis del modelo de Cox, obteniendo la
informacio´n mostrada en la Tabla 4.14.
De manera que, no existe evidencia significativa al 5 % de que se viole el supuesto del
modelo de Cox, ni desde el punto de vista global, ni para cada covariable.
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Tabla 4.14: Resultado de contraste del modelo de Cox para ca´ncer de mama en el estudio de
supervivencia a 15 an˜os, considerando como hipo´tesis nula el cumplimiento del supuesto de Cox.
Para cada covariable se incluye el p-value resultante.
p
Age diagnosis 0,8841
NPI 0,0997
Her2 Norm 0,6455
ER Norm 0,7696
stk15 Norm 0,3070
GLOBAL 0,7273
Comprobacio´n de la hipo´tesis global del modelo: Residuos de Cox-Snell
La Figura 4.14 indica que, en general, este modelo se ajusta bien a los datos. En la
gra´fica de la izquierda, en la cual se considera todo el conjunto de test, se observa mayor
dispersio´n entre la estimacio´n y los valores reales de los β. Sin embargo, en la gra´fica de
la derecha, se excluyen los pacientes que tienen un tiempo de supervivencia superior a 15
an˜os, obteniendo un mejor ajuste a los datos.
Figura 4.14: Residuos de Cox-Snell para datos de ca´ncer de mama en el estudio de supervivencia
a 15 an˜os. Se representan los residuos de Cox-Snell junto con una recta de pendiente 1 para
evaluar el ajuste. En la gra´fica de la izquierda se representan los residuos del conjunto de test
completo. En la gra´fica de la derecha se excluyen los pacientes cuya supervivencia es superior a
15 an˜os.
Comprobacio´n de la influencia sobre cada observacio´n en el modelo: Residuos
dfbeta
En la Figura 4.15 se muestran los residuos dfbeta para cada covariable seleccionada, donde
se observa que e´stos se concentran en torno al origen y no presentan ninguna irregularidad.
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Figura 4.15: Residuos dfbeta para datos de ca´ncer de mama en el estudio de supervivencia a
15 an˜os. Para cada covariable, se representa la observacio´n por el cambio de escala aproximada
(dividiendo por el error esta´ndar) del coeficiente despue´s de la eliminacio´n de la observacio´n del
modelo.
Comprobacio´n de la existencia de valores at´ıpicos en el modelo: Residuos de
deviance
En la Figura 4.16 se muestran los residuos de deviance. En la gra´fica de la izquierda, se
observa un patro´n definido, que se corresponde con pacientes que tienen un tiempo de
supervivencia superior a los 15 an˜os. En la gra´fica de la derecha, se eliminan estos datos,
y en este caso, se obtienen residuos que no siguen ningu´n patro´n definido ni tampoco esta´n
alejados del origen. Se puede observar que hay una tendencia a sobrevivir ma´s de lo que
predice el modelo, ya que el nu´mero de residuos que esta´ por encima de 1 es claramente
superior al que esta´ por debajo de -1.
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Figura 4.16: Residuos de deviance para datos de ca´ncer de mama en el estudio de supervivencia
a 15 an˜os, para determinar la existencia de outliers en el modelo. En la gra´fica de la izquierda se
representan los residuos del conjunto de test completo. En la gra´fica de la derecha se excluyen
los pacientes cuya supervivencia es superior a 15 an˜os.
Conclusiones
En este primer estudio realizado en el que se consideran todas las covariables existentes en
los datos, se obtiene como factor prono´stico de supervivencia a 5 an˜os NPI, variable en la cual
influye el taman˜o del tumor, el nu´mero de ganglios linfa´ticos afectados y el grado del tumor.
Para la supervivencia a 10 an˜os, se obtienen Tumor Size, Nodal Status y Her2 Norm, lo cual
guarda relacio´n con la supervivencia a 5 an˜os. Para la supervivencia a 15 an˜os, dado que, son
bastantes an˜os para estudiar la supervivencia en este tipo de ca´ncer, influye Age diagnosis y
stk15 Norm aumentando el riesgo de muerte y ER Norm disminuyendo el riesgo [14]. Adema´s
de los factores que ya aparecen en los estudios de supervivencia a 5 y 10 an˜os, es decir, NPI y
Her2 Norm.
De esta manera, en el estudio de supervivencia a 5 an˜os ya se obtienen parte de las cova-
riables, de hecho las ma´s influyentes, que sera´n un factor prono´stico para la supervivencia a 10
an˜os y 15 an˜os.
En cuanto a la probabilidad de supervivencia, se obtiene una supervivencia global a 5 an˜os
del 70 % frente a un 62 % a 10 an˜os y un 53 % a 15 an˜os, es decir, disminuye la supervivencia a
medida que aumentan los an˜os que se padece la enfermedad.
En general, con respecto al estudio de residuos, se puede concluir que el modelo estimado
es adecuado y existe una tendencia a sobrevivir ma´s de lo que se predice.
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4.3.3. Estudio 2: sin Age diagnosis
En este experimento, se excluye la covariable Age diagnosis para poder determinar co´mo
influye la edad con respecto al resto de variables.
Puesto que, la funcio´n de supervivencia ya ha sido estimada en el experimento anterior y el
hecho de eliminar una sola covariable del estudio no afecta apenas nada a dicha funcio´n, no se
realiza la estimacio´n de la funcio´n de supervivencia mediante el estimador de Kaplan-Meier.
En los estudios a 5 y 10 an˜os, en el me´todo de seleccio´n de variables se obtienen las mismas
covariables significativas que en el estudio llevado a cabo en el apartado anterior, puesto que, la
covariable Age diagnosis suprimida, no influye en las mismas. De modo que, los pasos realizados
en el estudio son similiares y es por ello que no se incluyen en este apartado.
Estudio de supervivencia a 15 an˜os
1. Seleccio´n de variables
En el ana´lisis anterior, para la supervivencia a 15 an˜os se obtienen como covariables
significativas Age diagnosis, NPI, Her2 Norm, ER Norm y stk15 Norm. Puesto que, en
este caso se excluye Age diagnosis, tras el me´todo de seleccio´n de variables llevado a cabo,
las covariables significativas para el estudio de supervivencia a 15 an˜os se reducen, siendo
ahora NPI, Her2 Norm y stk15 Norm.
2. Ajuste del modelo de regresio´n de Cox
El modelo de Cox ajustado para las covariables significativas obtenidas se muestra en la
Tabla 4.15, donde se obtiene evidencia de que los coeficientes del modelo son significati-
vamente distintos de cero. Por tanto, se considera que este modelo es correcto para las
covariables consideradas. Se eliminan 139 observaciones del conjunto de datos por valores
perdidos.
Tabla 4.15: Para´metros del modelo de Cox para datos de ca´ncer de mama en el estudio de
supervivencia a 15 an˜os sin Age diagnosis. Se eliminan 139 observaciones por valores perdidos.
n=307, nu´mero de eventos=251
(139 observaciones eliminadas por valores perdidos)
coef exp(coef) se(coef) z Pr(> |z|)
NPI 0,22643 1,25411 0,04698 4,820 1,44 · 10−06
Her2 Norm 0,16023 1,17378 0,05953 2,692 0,00711
stk15 Norm 0,15453 1,16711 0,07560 2,044 0,04095
Test de razo´n de verosimilitud=38,2 con 3 grados de libertad, p=2,568 · 10−08
Test de Wald=40,08 con 3 grados de libertad, p=1,023 · 10−08
Test de puntajes=40,92 con 3 grados de libertad, p=6,801 · 10−09
50 CAPI´TULO 4. DESARROLLO EXPERIMENTAL
Estudio de Ana´lisis de Supervivencia
Todas las covariables en el modelo ajustado aparecen con un valor positivo para su co-
rrespondiente β, por lo que, cuanto mayor sea el valor de las covariables mayor riesgo de
muerte existira´.
En este caso, la funcio´n de supervivencia obtenida mediante el estimador de Kaplan-Meier
y la obtenida por el modelo de Cox es similar a la del estudio anterior. Por este motivo,
no se incluye la gra´fica en este apartado.
3. Verificacio´n del modelo de Cox
Siguiendo el mismo procedimiento que en el caso anterior, se realiza el contraste de hipo´te-
sis del modelo de Cox donde se obtiene para NPI un p-value p = 0,108, para Her2 Norm
p = 0,666 y para stk15 Norm p = 0,341. Los valores obtenidos son muy similares a los del
estudio anterior para las mismas covariables (Tabla 4.14) y, por tanto, no existe evidencia
significativa al 5 % de que se viole el supuesto del modelo de Cox.
Comprobacio´n de la hipo´tesis global del modelo: Residuos de Cox-Snell
En la Figura 4.17 se representan los residuos de Cox-Snell. Al igual que en los estudios
anteriores, este modelo se ajusta bien a los datos. Aunque se debe tener en cuenta que,
en el ca´lculo de residuos, se excluyen del conjunto de datos pacientes con tiempos de
supervivencia superiores a los 15 an˜os, mejorando as´ı el ajuste.
Figura 4.17: Residuos de Cox-Snell para datos de ca´ncer de mama en el estudio de supervivencia
a 15 an˜os sin Age diagnosis y sin pacientes con tiempos de supervivencia superiores a 15 an˜os.
Se representan los residuos de Cox-Snell junto con una recta de pendiente 1 para evaluar el
ajuste.
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Comprobacio´n de la influencia sobre cada observacio´n en el modelo: Residuos
dfbeta
La Figura 4.18 representa los residuos dfbeta para cada covariable del modelo. No pre-
sentan ningu´n punto influyente, ya que se concentran en un rango pequen˜o en torno al
origen.
Figura 4.18: Residuos dfbeta para datos de ca´ncer de mama en el estudio de supervivencia a
15 an˜os sin Age diagnosis. Para cada covariable, se representa la observacio´n por el cambio de
escala aproximada (dividiendo por el error esta´ndar) del coeficiente despue´s de la eliminacio´n
de la observacio´n del modelo.
Comprobacio´n de la existencia de valores at´ıpicos en el modelo: Residuos de
deviance
Los residuos de deviance obtenidos presentan un patro´n definido, el cual se corresponde,
tal y como se ha explicado en los casos anteriores, con pacientes que tienen un tiempo de
supervivencia superior a los 15 an˜os.
Por ello, en la Figura 4.19 se representan estos residuos sin considerar dichos pacientes,
donde se puede observar que no se alejan demasiado del origen.
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Figura 4.19: Residuos de deviance para datos de ca´ncer de mama en el estudio de supervivencia
a 15 an˜os sin Age diagnosis, para determinar la existencia de outliers en el modelo.
Conclusiones
En el ana´lisis realizado se observa que al eliminar del estudio la covariable Age diagnosis,
en la supervivencia a 15 an˜os, cambian las variables significativas.
Ahora, e´stas son NPI, Her2 Norm y stk15 Norm, entre las cuales desparece ER Norm. Lo
cual es evidencia de que, esta´ altamente relacionada con la edad, en concreto, el nu´mero de
estro´genos disminuye considerablemente con la edad en las mujeres [23].
4.3.4. Estudio 3: sin NPI
El objetivo de este estudio es determinar la relacio´n que tiene la covariable NPI con el resto.
En el caso del estudio de supervivencia a 10 an˜os, no se obtiene esta covariable como sig-
nificativa, de manera que, no cambiara´ nada con respecto al primer estudio realizado. Por esta
razo´n, no se incluye esta parte en este tercer experimento sin NPI.
Adema´s, la funcio´n de supervivencia estimada mediante Kaplan-Meier es la misma que en
los estudios anteriores y, por ello, tampoco se incluye en este apartado.
Estudio de supervivencia a 5 an˜os
1. Seleccio´n de variables
En el estudio de supervivencia a 5 an˜os realizado en el primer experimento, se obtiene como
covariable significativa NPI. En este caso, al suprimir esta variable, aparecen Tumor Size y
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Nodal Status como significativas, ya que e´stas forman parte impl´ıcitamente de la covariable
eliminada.
2. Ajuste del modelo de regresio´n de Cox
En la Tabla 4.16, se muestra el modelo de Cox ajustado para las covariables significativas
obtenidas y se tiene evidencia de que el modelo es correcto para estas variables. Adema´s,
se eliminan 62 observaciones del conjunto de datos por valores perdidos.
Tabla 4.16: Para´metros del modelo de Cox para datos de ca´ncer de mama en el estudio de
supervivencia a 5 an˜os sin NPI. Se eliminan 62 observaciones del conjunto por valores perdidos.
n=384, nu´mero de eventos=362
(62 observaciones eliminadas por valores perdidos)
coef exp(coef) se(coef) z Pr(> |z|)
Tumor Size 0,05494 1,05648 0,02296 2,393 0,0167
Nodal Status 0,25999 1,29692 0,10699 2,430 0,0151
Test de razo´n de verosimilitud=13,4 con 2 grados de libertad, p=0,001232
Test de Wald=14,17 con 2 grados de libertad, p=0,0008391
Test de puntajes=14,25 con 2 grados de libertad, p=0,0008053
Los coeficientes β de las variables seleccionadas aparacen con un valor positivo, lo que
significa que, aumentan el riesgo de muerte.
3. Verificacio´n del modelo de Cox
Siguiendo con la metodolog´ıa llevada a cabo en los estudios anteriores, se realiza el con-
traste de hipo´tesis del modelo de Cox con los datos de test, obteniendo un valor de p-value
superior a 0,05 para la covariable Tumor Size (p = 0,1368). Mientras que, por el contrario,
para la covariable Nodal Status se obtiene un p-value p = 0,0386. Por lo que, en este caso,
el modelo de regresio´n no es correcto para la segunda covariable.
Comprobacio´n de la hipo´tesis global del modelo: Residuos de Cox-Snell
Tras el ca´lculo de residuos Cox-Snell, se tiene un ajuste que falla en valores grandes de los
residuos debido a que, tal y como se ha comentado anteriormente, se incluyen datos de
pacientes con tiempos de supervivencia superiores a los 5 an˜os y, en este caso, el supuesto
del modelo de Cox se viola para una de las covariables.
Excluyendo del conjunto de datos los pacientes cuyo tiempo de supervivencia es superior
a los 5 an˜os, Figura 4.20, se muestra que, en general, este modelo se ajusta a los datos,
excepto en la cola de la derecha donde las estimaciones son inestables debido a la censura
de los datos.
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Figura 4.20: Residuos de Cox-Snell para datos de ca´ncer de mama en el estudio de supervivencia
a 5 an˜os sin NPI y sin pacientes con tiempos de supervivencia superiores a 5 an˜os. Se representan
los residuos de Cox-Snell junto con una recta de pendiente 1 para evaluar el ajuste.
Comprobacio´n de la influencia sobre cada observacio´n en el modelo: Residuos
dfbeta
En la Figura 4.21 se representan los residuos dfbeta para cada covariable significativa del
modelo y se observa que e´stos no presentan ninguna irregularidad para Tumor Size. Sin
embargo, para Nodal Status se observan ciertas irregularidades, debido a que e´sta viola el
supuesto del modelo de Cox.
Figura 4.21: Residuos dfbeta para datos de ca´ncer de mama en el estudio de supervivencia a
5 an˜os sin NPI y sin pacientes con tiempos de supervivencia superiores a 5 an˜os. Para cada
covariable, se representa la observacio´n por el cambio de escala aproximada (dividiendo por el
error esta´ndar) del coeficiente despue´s de la eliminacio´n de la observacio´n del modelo.
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Comprobacio´n de la existencia de valores at´ıpicos en el modelo: Residuos de
deviance
Los residuos de deviance obtenidos siguen un patro´n definido, el cual se corresponde con
tiempos de supervivencia superiores a los 5 an˜os. Mientras que el resto de valores indican
que no existen valores at´ıpicos en el modelo.
Por tanto, en la Figura 4.22, se representan estos residuos sin considerar pacientes con
tiempos de supervivencia superiores a 5 an˜os, donde se observa, al igual que en los estudios
anteriores, que hay tendencia a sobrevivir ma´s de lo que predice el modelo.
Figura 4.22: Residuos de deviance para datos de ca´ncer de mama en el estudio de supervivencia
a 5 an˜os sin NPI, para determinar la existencia de outliers en el modelo.
Estudio de supervivencia a 15 an˜os
1. Seleccio´n de variables
En el estudio de supervivencia a 15 an˜os realizado en el primer experimento, se obtienen
cinco covariables significativas entre las cuales se incluye NPI. Al suprimir esta variable
del estudio, tras el proceso de seleccio´n de variables, aparecen Tumor Size y Nodal Status
en lugar de NPI, al igual que ocurre en el experimento para supervivencia a 5 an˜os.
2. Ajuste del modelo de regresio´n de Cox
En la Tabla 4.17 se muestran los para´metros obtenidos del ajuste del modelo de Cox. Se
obtiene evidencia de que los coeficientes del modelo son significativamente distintos de ce-
ro, y por tanto, se considera que el modelo tiene sentido para las covariables consideradas.
Todas las variables en este modelo ajustado aparecen con un valor positivo para su corres-
pondiente β, excepto ER Norm. Por tanto, cuanto mayor sea el valor de las covariables
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Age diagnosis, Tumor Size, Nodal Status, Her2 Norm y stk15 Norm aumentara´ el riesgo
de muerte. Mientras que para la covariable ER Norm, por el contrario, disminuye el riesgo
de muerte, es decir, cuanto mayor sea el nivel de estro´geno menor sera´ el riesgo de muerte.
Tabla 4.17: Para´metros del modelo de Cox para datos de ca´ncer de mama en el estudio de
supervivencia a 15 an˜os sin NPI. Se eliminan 128 observaciones por valores perdidos.
n=318, nu´mero de eventos=260
(128 observaciones eliminadas por valores perdidos)
coef exp(coef) se(coef) z Pr(> |z|)
Age diagnosis 0,012302 1,012378 0,005656 2,175 0,02963
Tumor Size 0,090140 1,094328 0,027895 3,231 0,00123
Nodal Status 0,517715 1,678189 0,130334 3,972 7,12 · 10−05
Her2 Norm 0,171026 1,186522 0,062076 2,755 0,00587
ER Norm −0,144921 0,865090 0,072652 −1,995 0,04607
stk15 Norm 0,179098 1,196137 0,076706 2,335 0,01955
Test de razo´n de verosimilitud=50,9 con 6 grados de libertad, p=3,098 · 10−09
Test de Wald=53,49 con 6 grados de libertad, p=9,329 · 10−10
Test de puntajes=55,24 con 6 grados de libertad, p=4,136 · 10−10
3. Verificacio´n del modelo de Cox
Como resultado del contraste de hipo´tesis del modelo de Cox con los datos de test se
obtiene que, no existe evidencia significativa al 5 % de que se viole el supuesto del modelo de
Cox, ni desde el punto de vista global, ni para cada covariable. Ya que para Age diagnosis
se obtiene un p-value p = 0,784, para Tumor Size p = 0,590, para Nodal Status p = 0,341,
para Her2 Norm p = 0,871, para ER Norm p = 0,659 y para stk15 Norm p = 0,896; y
desde el punto de vista global se tiene un p-value p = 0,944.
El estudio de residuos llevado a cabo se muestra a continuacio´n.
Comprobacio´n de la hipo´tesis global del modelo: Residuos de Cox-Snell
En la Figura 4.23, se muestra que este modelo se ajusta bien a los datos, salvo en pacientes
que presentan un tiempo de supervivencia superior a 15 an˜os que, tal y como se ha
explicado anteriormente, estos valores no se ajustan correctamente y, por tanto, no se
incluyen en el ca´lculo de estos residuos.
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Figura 4.23: Residuos de Cox-Snell para datos de ca´ncer de mama en el estudio de superviven-
cia a 15 an˜os sin NPI y sin pacientes con tiempos de supervivencia superiores a 15 an˜os. Se
representan los residuos de Cox-Snell junto con una recta de pendiente 1 para evaluar el ajuste.
Comprobacio´n de la influencia sobre cada observacio´n en el modelo: Residuos
dfbeta
Figura 4.24: Residuos dfbeta para datos de ca´ncer de mama en el estudio de supervivencia a
15 an˜os sin NPI. Para cada covariable, se representa la observacio´n por el cambio de escala
aproximada (dividiendo por el error esta´ndar) del coeficiente despue´s de la eliminacio´n de la
observacio´n del modelo.
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Mediante los residuos dfbeta para cada covariable significativa del modelo, Figura 4.24, se
observa que no presentan ninguna irregularidad y ningu´n valor influyente.
Comprobacio´n de la existencia de valores at´ıpicos en el modelo: Residuos de
deviance
Los residuos de deviance obtenidos presentan un patro´n definido, esto se debe a que se
tienen datos con tiempos de supervivencia superiores a 15 an˜os.
En la Figura 4.25 se representan, sin considerar estos datos, los residuos de deviance para
este modelo y, se observa que, existe una clara tendencia a sobrevivir ma´s de lo que predice.
Figura 4.25: Residuos de deviance para datos de ca´ncer de mama en el estudio de supervivencia
a 15 an˜os sin NPI, para determinar la existencia de outliers en el modelo.
Conclusiones
En el estudio sin NPI se obtiene que, al eliminar dicha covariable, tanto en la supervivencia
a 5 an˜os como a 15 an˜os, cambian las covariables significativas, pues inicialmente entre ellas
aparec´ıa NPI.
Ahora, en su lugar aparecen Tumor Size y Nodal Status, puesto que NPI depende impl´ıcita-
mente del taman˜o del tumor, el nu´mero de ganglios linfa´ticos afectados y del grado del tumor.
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Conclusiones y trabajo futuro
5.1. Conclusiones
Este trabajo afrontaba el reto de desarrollar un ana´lisis de supervivencia para determinar
los factores prono´stico para datos reales de ca´ncer de mama.
Para este fin, se llevo´ a cabo un estudio de los me´todos del marco estad´ıstico teo´rico, ana-
lizando las mejores rutinas que el lenguaje R proporciona para ello y desarrollando algunos
algoritmos.
Tras este estudio, para comprobar que los algoritmos implementados y las funciones selec-
cionadas para el ana´lisis son las adecuadas y correctas, se llevo´ a cabo un toy-example.
Una vez verificado que los algoritmos empleados son correctos, se utilizaron datos reales de
ca´ncer de mama proporcionados por la Universidad de Yale, en EEUU [1], para desarrollar el
estudio deseado.
En primer lugar, se realizo´ una estimacio´n de la funcio´n de supervivencia mediante el es-
timador de Kaplan-Meier y, tras la seleccio´n de variables significativas, se ajusto´ el modelo de
regresio´n de Cox para el grupo designado de entrenamiento.
Para verificar el modelo de Cox planteado, se llevaron a cabo los contrastes de hipo´tesis y
el ana´lisis de residuos con el grupo de test.
A la vista de los resultados, se puede concluir que, el ca´ncer de mama es una enfermedad
que aparece fundamentalmente en mujeres con una media de edad de 58,1 an˜os.
La supervivencia a los 5 an˜os es del 70 %, siendo e´sta similar en el resto de estudios llevados
a cabo sin considerar todas las variables explicativas. La supervivencia a los 10 an˜os es del 62 %
frente a un 53 % para los 15 an˜os.
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En la seleccio´n de variables, para la supervivencia a 5 an˜os, se obtienen como factores de
riesgo principales de muerte Tumor Size y Nodal Status, los cuales tambie´n aparecen para 10
y 15 an˜os. Adema´s, para la supervivencia a 10 an˜os se obtiene tambie´n Her2 Norm y para 15
an˜os, Age diagnosis, Her2 Norm, stk15 Norm y ER Norm.
Tras el ana´lisis de los coeficientes β en el modelo de Cox, se puede concluir que:
La edad del diagno´stico influye negativamente, ya que aumenta el riesgo de muerte en el
estudio de supervivencia a 15 an˜os.
El taman˜o del tumor y el nu´mero de ganglios linfa´ticos afectados son los principales
factores de riesgo, ya que aparecen en todos los estudios realizados. El nu´mero de ganglios
afectados aumenta el riesgo de muerte, de manera considerable, en un factor superior a
1,6 en la mayor´ıa de los casos.
La presencia de un nu´mero elevado de copias del gen HER2 aumenta el riesgo de muerte
para la supervivencia a 10 y 15 an˜os [17].
El gen STK15 aumenta el riesgo de muerte solamente para la supervivencia a 15 an˜os
[22].
El receptor de estro´geno, por el contrario, disminuye el riesgo de muerte. Es decir, cuanto
mayor sea el nu´mero de estro´genos en un paciente, menor riesgo de muerte tendra´ [14]
[19].
Tambie´n, con respecto a los resultados obtenidos, se concluye que, el receptor de estro´geno
esta´ altamente relacionado con la edad del diagno´stico, ya que, en las mujeres, el nu´mero de
estro´genos disminuye considerablemente con la edad [23].
En general, el modelo de Cox planteado predice tiempos de supervivencia inferiores a los
reales, es decir, existe una tendencia a sobrevivir ma´s de lo que el modelo predice.
Finalmente, el presente trabajo se puede resumir como una introduccio´n al ana´lisis de super-
vivencia sobre datos de ca´ncer de mama. En su elaboracio´n, no so´lo se ha aprendido a aplicar
conceptos matema´ticos para la resolucio´n de problemas propios de la ingenier´ıa, sino que tam-
bie´n se han adquirido nuevos conocimientos para la extraccio´n automa´tica de informacio´n y el
manejo de grandes volu´menes de datos. Se han empleado nuevos programas y bibliotecas que
hasta ahora no se hab´ıan utilizado, se han adquirido conocimientos sobre el campo de la salud
y muchas otras competencias que, sin duda, sera´n u´tiles a lo largo de la carrera profesional.
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5.2. Trabajo futuro
Algunas de las opciones de trabajo futuro planteadas, pero no desarrolladas por la duracio´n
finita de este trabajo, son las siguientes:
1. Realizar un estudio ma´s extenso, incluyendo otros me´todos y te´cnicas que no han sido
desarrolladas en este trabajo, como puede ser la curva de ROC.
2. El modelo de regresio´n de Cox desarrollado en este estudio asume que la funcio´n de
riesgo es constante sobre un periodo de tiempo y el efecto de las covariables se relaciona
linealmente con el logaritmo de la razo´n de riesgos. Si los supuestos del modelo no se
cumplen, el modelo de Cox no es el ma´s adecuado.
Como trabajo futuro ser´ıa recomendable buscar alternativas en las que se tuviera en
cuenta la dependencia temporal de las covariables. Se sugiere el estudio de aproximaciones
mediante splines, modelos log-log´ısticos o el uso de redes neuronales. Cabe destacar que
la dificultad en la aplicacio´n de modelos no lineales reside en el tratamiento de datos
censurados.
3. La ampliacio´n del estudio a otros campos, como a la teor´ıa de la fiabilidad o experimentos
industriales, en los cuales, en lugar del modelo de regresio´n de Cox, se utiliza el modelo
de tiempo de vida acelerada o comu´nmente conocido como AFT, el cual supone que las
covariables actu´an directamente sobre el tiempo de supervivencia.
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Glosario de acro´nimos
AuroraB: Aurora kinase B
AFT: Accelerated Failure Time model
ER: Estrogen Receptors
GRB7: Growth factor Receptor-Bound protein 7
HER2: Human Epidermal growth factor Receptor 2
NPI: Nottingham Prognostic Index
PR: Progesterone Receptors
STK15: Serine/Threonine Kinase 15
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Detalle de la biblioteca utilizada
La biblioteca survival permite llevar a cabo un ana´lisis de supervivencia para datos que
presentan censura. En este anexo, se detallan algunas de las rutinas empleadas para el estudio
de supervivencia.
Las rutinas ya existentes en la biblioteca son:
Funcio´n Surv
La funcio´n Surv permite crear objetos de supervivencia, los cuales son una estructura de
datos que combinan informacio´n de tiempo y censura. La estructura de esta funcio´n es la
siguiente
Surv(time, event)
El argumento time corresponde al tiempo en que el sujeto entra en el estudio y event es
una variable binaria que indica el estado de censura, considerada 0 si el dato es censurado
y 1 si ocurre el evento.
Funcio´n survfit
La funcio´n survfit permite crear curvas de supervivencia utilizando el me´todo de Kaplan-
Meier. Tambie´n permite predecir la funcio´n de supervivencia para modelos de Cox. La
estructura de esta funcio´n es
survfit(formula)
Siendo el argumento formula un objeto de supervivencia.
La funcio´n retorna, en forma de tabla, informacio´n sobre el nu´mero de individuos y eventos
en el estudio o el tiempo medio antes de que se presente el evento con respecto a la curva
de la funcio´n de supervivencia estimada (esto es, el tiempo t tal que S(t) = 0,5).
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Funcio´n survdiff
Esta funcio´n permite efectuar contrastes de hipo´tesis para verificar la igualdad o diferencia
de dos o ma´s curvas de supervivencia. La estructura de la funcio´n survdiff es la siguiente
survdiff(formula)
Como antes, el argumento formula es un objeto de supervivencia.
Funcio´n coxph
La funcio´n coxph permite ajustar los modelos de regresio´n de Cox.
Esta funcio´n en su forma ma´s sencilla, requiere un objeto de supervivencia y la informacio´n
de las covariables de cada individuo. Dicha informacio´n es ordenada de forma espec´ıfica
y es denotada por formula en el argumento de la misma
coxph(formula)
El argumento opcional de esta funcio´n, utilizado para este trabajo, corresponde al me´todo
de estimacio´n de las funciones de supervivencia de l´ınea base, explicado en la seccio´n 2.6.1.
Por un lado, el me´todo de Breslow estima el riesgo acumulado base mediante una funcio´n
no decreciente, calculando as´ı la supervivencia base mediante la relacio´n supervivencia =
exp[−riesgo acumulado].
Por otro lado, el me´todo de Efron requiere un proceso de ca´lculo ma´s extenso y se reduce
al me´todo de Breslow cuando no hay ningu´n empate.
Esta funcio´n retorna, mediante una tabla, informacio´n acerca de las pruebas locales para
verificar que cada coeficiente es significativamente distinto de cero.
Las columnas de la tabla son informacio´n para cada covariable, de manera que, se tienen
valores como el coeficiente de regresio´n estimado, la funcio´n exponencial evaluada en
el coeficiente, el error esta´ndar del coeficiente de regresio´n estimado o el p-value que
corresponde a dos veces el a´rea acumulada a la derecha del cuantil en una distribucio´n
normal con media cero y varianza uno.
Adema´s, proporciona informacio´n de los coeficientes de regresio´n estimados as´ı como los
intervalos de confianza del 95 %.
Tambie´n, aparece informacio´n resultante tras probar la hipo´tesis nula de que el vector de
variables del modelo son cero, es decir, H0 : β = 0¯.
Funcio´n cox.zph
La funcio´n cox.zph permite llevar a cabo el contraste de hipo´tesis del modelo de regresio´n
de Cox, considerando como hipo´tesis nula el cumplimiento del supuesto del modelo de
Cox. La estructura de la funcio´n es
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cox.zph(fit)
Siendo fit el resultado de ajustar el modelo de Cox mediante la rutina coxph.
Funcio´n residuals
Esta funcio´n, o en su formato ma´s corto resid, es una rutina asociada a los objetos de tipo
coxph. Permite calcular los residuos de martingala, de puntajes (score), de tipo desv´ıo
(deviance) y de Schoenfeld. Tiene la siguiente estructura
residuals(object, type)
Donde object es un objeto coxph y type puede ser ((martingale)), ((deviance)), ((score)) o
((schoenfeld)).
Para la representacio´n de los residuos a partir de los datos se han implementado diferentes
algoritmos, los cuales se incluyen a continuacio´n.
############################################################
####################ANALISIS DE REDIDUOS####################
############################################################
### Residuos Cox-Snell ###
estado <- test$Censor_5y
mres <- residuals(testCox, type="martingale")
csresi <- estado-mres
hazard.csresi <- survfit(Surv(csresi, estado) ~ 1, type="fleming-harrington")
plot(hazard.csresi$time, -log(hazard.csresi$surv), xlab="residuos de
Cox-Snell", ylab="Riesgo acumulado", lty=1:4, main="Representacio´n de
los residuos Cox-Snell")
lines(c(0,5), c(0,5))
### Residuos dfbeta ###
dfbeta <- residuals(testCox, type="dfbetas")
par(mfrow=c(2,2))
for (j in 1:4){
plot(dfbeta[,j], ylab=names(coef(testCox))[j])
abline(h=0, lty=2, col=’black’)
lines(c(0,0), c(0,0))
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}
### Residuos de deviance ###
devresi <- resid(testCox, type="deviance")
plot(testCox$linear.predictor, devresi, ylab="Residuos de Deviance",
main="Residuos de deviance")
abline(h=0, lty=2, col=’black’)
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