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Abstrat
This paper deals with the problem of lassifying signals. The new method for building so
alled loal lassiers and loal features is presented. The method is a ombination of the
lifting sheme and the support vetor mahines. Its main aim is to produe eetive and
yet omprehensible lassiers that would help in understanding proesses hidden behind
lassied signals. To illustrate the method we present the results obtained on an artiial
and a real dataset.
Keywords: loal feature, loal 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1. Introdution
Many lassiation algorithms suh as artiial neural networks indue lassiers whih have
good auray but do not give an insight into the real proess whih is hidden behind the
problem. Although preditions are made with high preision suh lassiers do not answer
the question \Why?". Even algorithms suh as deision trees or rule induers very often
produe enormous lassiers. Their analysis is almost intratable by the human mind. It is
even worse when these algorithms are used for problems of signal lassiation. In pratie
good auray without an explanation of the lassiation proess is useless.
In this artile we desribe an approah whih an help in building lassiers whih
are not only very aurate but also omprehensible. The method is based on the idea of
the lifting sheme (Sweldens, 1998). The lifting sheme is used for alulating expansion
oeÆients of analysed signals using biorthogonal wavelet bases. The biggest advantage
of this method is that it uses only spatial domain in ontrast to the lassial approah
(Daubehies, 1992) in whih the frequeny domain is used. As originally lifting sheme did
not give us enough freedom in inorporating adaptation we used its modied version alled
update-rst (Claypoole et al., 1998).
Assume we at in spae R
N
spanned by a biorthogonal base {φi}
n
i=1 and {φ˜i}
n
i=1. Vetors
{φi}
n
i=1 and {φ˜i}
n
i=1 are biorthogonal in the sense that〈
φi, φ˜j
〉
= δij
where δij = 1 if i = j and 0 otherwise.
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Eah vetor x ∈ RN an be expressed in the following way
x =
n∑
i=1
αiφi (1)
where αi =
〈
φ˜i, x
〉
are expansion oeÆients. Very important feature of vetors {φ˜i}
n
i=1
is that they an be nonzero only for several indies. It implies that for alulating
〈
φ˜i, x
〉
only a part of the vetor x is needed. This feature is alled loality.
The aim of the method presented in this artile is to nd suh an expansion (1) by
impliitly onstruting biorthogonal base {(φi, φ˜i)}
n
i=1, that oeÆients αi =
〈
φ˜i, x
〉
are as
disriminative as possible for lassied signals.
More speially we assume that a training setX = {(xi, yi) : xi ∈ R
n, yi ∈ {−1,+1}}
l
i=1
is given. For eah base vetor φ˜j we get a vetor of expansion oeÆients α
j ∈ Rl
αj(i) =
〈
φ˜j, xi
〉
For eah suh vetor we an nd a number bj ∈ R alled bias for whih
sgn(αj(i) + bj) = yi
for as many indies i ∈ {1, 2, . . . , l} as possible.
For alulating expansion oeÆients we used the idea of support vetor mahines (SVM)
introdued by Vapnik (1998)
1
. SVM proved to be one of the best lassier induers. Com-
bining the power of SVM and the loality feature of the designed base we were able to build
lassiers with a very good lassiation auray and whih are also easily interpreted.
We present experiments obtained for an artiial datasets and a real dataset. The artiial
datasets allowed us to verify our method and to better understand its features. Experiments
onduted on the real dataset proofed usefulness of the method for real appliations.
2. Outline of the paper
The paper is divided into two main parts and the appendix. The rst part is devoted
to a desription of the method and onsists of three subparts. First we present a general
outline of the method next we introdue some notation that will be used in next part that
gives detailed desription of the method. The rst part of the paper we end with a short
summary of the presented method. In the seond part of the paper we present a results of
the experiments onduted both on the artiial and the real dataset. In the appendix we
show how to eÆiently solve optimisation problems that arise in the method.
3. Method desription
In this setion we will desribe the new method for designing disriminative biorthogonal
bases for signal lassiation. In fat we will be omputing only expansion oeÆients of
1. More preisely, we used PSVM a variant of SVM alled proximal support vetor mahines
(Fung and Mangasarian, 2001).
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some impliitly dened disriminative biorthogonal base. The method is a ombination
of update-rst version of the lifting sheme (Claypoole et al., 1998) and proximal support
vetor mahines (Fung and Mangasarian, 2001).
3.1 Outline of the method
The method is based on the Lifting Sheme that is very general and easily modied method
for omputing expansion oeÆients of analysed signal with respet to biorthogonal base.
The method is iterative and eah iteration is divided into three steps
• SPLIT - Signal is splitted into two subsignals ontaining even and odd indies.
• UPDATE - Coarse approximation of analysed signal is omputed from subsignals.
• PREDICT - Wavelet oeÆients are alulated using oarse approximation and
subsignal ontaining even indiies. Those oeÆients are simply inner produts be-
tween a weight vetor and small part of oarse approximation and even subsignal. We
used proximal support vetor Mahines (Fung and Mangasarian, 2001) to alulate
the weight vetor. As PSVM is the proedure for generating lassiers we deided to
all obtained expansion oeÆients disriminative wavelet oeÆients.
Coarse approximation is used as an input for next iteration. As the oarse approximation is
twie shorter than original signal the number of iterations is bounded from above by ln(N)
where N is the length of the analysed signal.
3.2 Notation
Assume we are given a training set X
X =
{
(xi, yi) ∈ R
N×{−1,+1} : i = 1, . . . , l
}
where N = 2n for some n ∈ N. Vetors xi are sampled versions of signals we want to
analyse and yi ∈ {−1,+1} are labels.
Having set X we reate two matries
A =


x
T
1
.
.
.
x
T
l

 ∈ Rl×N
and
Y =


y1
.
.
.
yl


Let I = {i1, . . . , ik} be a set of integer numbers (indies). We will use the following short-
hand notation for aessing indies I of a vetor x ∈ RN .
x(I) = (x(i1), . . . ,x(ik))
3
Wit Jakuzun
We will also use a speial notation for aessing odd and even indies of a vetor x ∈ RN
xo = (x(1),x(3), . . . ,x(N − 1)) for odd indies
xe = (x(2),x(4), . . . ,x(N)) for even indies
Finally we will use the following symbols for speial vetors
e =


1
.
.
.
1


and
e1 =


1
0
.
.
.
0


The dimensionality of the vetors e and e1 will be lear from the ontext.
3.3 Three main steps
As we have mentioned before the method we propose is iterative and eah iteration step
2
onsists of three substeps.
3.3.1 First substep - Split
Matrix A is splitted into matries Ao (odd olumns) and Ae (even olumns)
Ao =


xo
T
1
.
.
.
xo
T
l

 ∈ Rl×N/2
and
Ae =


xe
T
1
.
.
.
xe
T
l

 ∈ Rl×N/2
3.3.2 Seond substep - Update
Having matries Ao ∈ R
l×N/2
and Ae ∈ R
l×N/2
we reate matrix C ∈ Rl×N/2
C =
1
2
(Ao +Ae) =


c
T
1
.
.
.
c
T
l


This matrix will be alled oarse approximation of matrix A.
2. We also use a name deomposition level for iteration step.
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3.3.3 Third substep - Predit
In the last step we alulate disriminative wavelet oeÆients. For eah olumn k of matrix
Ae (k = 1, 2, . . . , N/2) we reate matrix A
k ∈ Rl×Lk+1 where Lk ∈ N is an even number
and a parameter of the method.
3
A
k =


xe1(k) −c
k
1
.
.
.
.
.
.
xel(k) −c
k
l


where c
k
i = ci(Ik) and Ik is a set of indies seleted in the following way
• If 1 ≤ k < Lk
2
then Ik = {1, 2, . . . , Lk}
• If Lk
2
≤ k < N
2
− Lk
2
then Ik = {k −
Lk
2
+ 1, . . . , k + Lk
2
}
• If N
2
− Lk
2
≤ k ≤ N
2
then Ik = {
N
2
− Lk + 1, . . . ,
N
2
}
At this point our method an be splitted into two variants: regularised and non-
regularised.
• regularised variant: This variant uses PSVM approah to nd the optimal weight
vetor w
k ∈ RLk+1. Aording to Fung and Mangasarian (2001) optimal wk is the
solution of the following optimisation problem
minwk,γk,ξk
1
2
‖wk‖22 +
1
2
γ2k +
νk
2
‖ξk‖
2
2 (2)
subjet to onstraints
Y(Akwk − γke) + ξ
k = e (3)
where ξk is the error vetor and νk ≥ 0.
• non-regularised variant: Similarly as in regularised variant the optimal weight
vetor w
k ∈ RLk is given by solving the following optimisation problem
minwk,γk,ξk
1
2
‖wk‖22 +
1
2
γ2k +
νk
2
‖ξk‖
2
2 (4)
subjet to onstraints
Y
(
A
k
(
1
wk
)
− γke
)
+ ξk = e (5)
where ξk is the error vetor and νk ≥ 0. The only dierene to the previous variant
is that dimensionality of w
k
is Lk instead of Lk + 1 and xei(k) is multiplied by one.
In this variant we an also add some extra onstraints suh that in ase of polynomial
signals (up to some degree pk) we will get wavelet oeÆients equal to zero. These
onstraints an be written in the following way
B
k
w
k = e1 (6)
3. In presented experiments we assumed that Lk = L for some onstant L ∈ N.
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where e1 ∈ R
pk
and B
k
onsists of the rst pk rows of the Vandermonde matrix for
some knots t1, t2, . . . , tLk . For more details on how to selet knots we refer reader to
(Claypoole et al., 1998) and (Fernandez et al., 1996).
The additional onstraints ould be useful if analysed signals are superposition of poly-
nomial and some other possibly interesting omponent. They imply that polynomial
part of the analysed signal is eliminated and thus interesting omponent will play a
bigger role in onstruting disriminative wavelets oeÆients. Also onstruted base
will have similar properties to the standard wavelet base. In the appendix the reader
an nd information on how to eÆiently solve this extended optimisation problem.
We have not used this variant in our experiments but present it for ompleteness
reasons.
Having optimal weight vetor w
k
we an alulate vetor d
k ∈ Rl of disriminative
wavelet oeÆients using the following equations
• regularised variant
d
k(i) =
〈
w
k,
(
xei(k)
−cki
)〉
i = 1, 2, . . . , l
• non-regularised variant
d
k(i) = xei(k) −
〈
w
k, cki
〉
i = 1, 2, . . . , l
where 〈·, ·〉 is a standard inner produt.
In a result we obtain a matrix D ∈ Rl×N/2
D =
(
d
1 · · · dN/2
)
3.4 Iteration step
The whole algorithm an be written in the following form
• Let M be the number of iterations (deomposition levels).
• Let A0=A
• For m = 1, . . . ,M do
{ Calulate Cm ∈ R
l× N
2m
and Dm ∈ R
l× N
2m
by applying three steps desribed in
the previous setion to the matrix Am−1.
{ Set Am = Cm.
The output of the algorithm will be a set of matries CM ,D1, . . . ,DM . On the basis of
these matries we reate the new training set
Xnew =
{
(xnewi , yi) ∈ R
N×{−1,+1} : i = 1, . . . , l
}
(7)
where new examples are reated by merging rows of matries CM ,D1, . . . ,DM .
6
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3.5 Method summary
We introdued the method that maps the set of signals X into a new set of signals Xnew.
In the presented setting this map is a linear and invertible funtion f : RN → RN
f(x) = (cTM ,d
T
1 , . . . ,d
T
M )
where
cM ∈ R
N
2M
dM ∈ R
N
2M
.
.
.
d2 ∈ R
N
4
d1 ∈ R
N
2
are alulated by the method. With inreasing m more and more samples from the original
signal is used to alulate expansion oeÆients. For example if we set Lk ≡ L for all k
then to alulate vetor d
k L2m samples of the original signal will be used.
Here we present two most important features of the method
• Motivation for the method is that only a small part of the signals is important in
lassiation proess. The method tries to identify this important part adaptively.
• Exploiting natural parallelism (alulating dk is ompletely independent for eah k)
and Sherman-Morrison-Woodbury formula (Gene H. Golub, 1996) the method an
be implemented very eÆiently. In the appendix A we show how to properly solve
optimisation problems that appears in our method.
4. Appliations
This setion ontains desription of possible appliations of the proposed method. It is
divided into two parts. In the rst part we present an illustrative example of analysing
artiial signals with the proposed method. In the seond part we present the results for
the real dataset.
4.1 Artiial datasets
Here we present results obtained on artiial datasets: Waveform and Shape.
4.1.1 Dataset desription
Waveform is a three lass artiial dataset (Breiman, 1998). For our experiments we used
a slightly modied version (Saito, 1994). Three lasses of signals were generated using the
7
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following formulas
x1(i) = uh1(i) + (1− u)h2(i) + ǫ(i) lass 1 (8)
x2(i) = uh1(i) + (1− u)h3(i) + ǫ(i) lass 2 (9)
x3(i) = uh2(i) + (1− u)h3(i) + ǫ(i) lass 3 (10)
(11)
where i = 1, 2, . . . , 32, u is a uniform random variable on the interval (0, 1), ǫ(i) is a standard
normal variable and
h1(i) = max(6− |i− 7|, 0)
h2(i) = h1(i− 8)
h3(i) = h1(i− 4)
4.1.2 Analysis
-4
-2
 0
 2
 4
 6
 8
 0  5  10  15  20  25  30  35
-4
-2
 0
 2
 4
 6
 8
 10
 0  5  10  15  20  25  30  35
Figure 1: Examples from lasses 1 and 2
For simpliity reasons we deided to onentrate only on lasses 1 and 2 presented in the
Figure 1. For the purpose of this presentation we set parameters of our method as follows
Lk = 4
νk = 1
M = 3
Figure 2 presents oarse approximations (the rst two rows) and the test error ratio
(the third row)
4
of alulated disriminative wavelet oeÆients (evaluated on a separate
test set). Eah olumn present distint deomposition level of our method. It is easily seen
4. Test error ratio obtained using all samples was equal 0.10.
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that oarse approximations are an averaged and a shortened versions of original signals.
We believe that in some ases suh averaging ould be very useful espeially when the
analysed signals ontains muh noise. From the last row of the Figure 2 we an dedue
that the lassiation ratio of some disriminative wavelet oeÆients is omparable to
the lassiation ratio obtained by applying PSVM method to the original dataset. We
an point out expliitly the period of time in whih two lasses of signals dier most.
This feature we alled loality. Let us take a loser look at the 6th disriminative wavelet
oeÆient from the rst deomposition level. To alulate this oeÆient we need 8 out of
32 samples of analysed signals (see rst row of the Figure 3).
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Figure 2: Coarse approximations (two upper rows) and test error of disriminative wavelet
oeÆients (third row) for examples from lasses 1 and 2.
In the Figure 3 one an see that base analysis vetors with the lowest error ratio have
the supports shorter than their length. This means that to disern lasses 1 and 2 we do not
need all 32 samples but only a small fration of them. Moreover when omparing Figures
1 and 3 it is lear that best analysis base vetors are nonzero where supports of funtions
h1 and h3 interset and this is the plae where analysed signals indeed dier.
The last Figure 4 shows supports of analysis and synthesis base vetors. It is easily seen
that support of a base vetor widens with deomposition level.
4.1.3 Extrating new features
The method we presented an also be used as a supervised feature extrator. Instead of
feeding lassier with original training set X we use Xnew dened in (7). Table 1 on-
tains results of replaing original data with new features for lassifying Waveform dataset
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Figure 3: Best synthesis (left) and analysis (right) base vetors for eah deomposition level
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Figure 4: Supports of analysis and synthesis disriminative base
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and Shape dataset (Saito, 1994) with C4.5 lassier (Ian H. Witten, 1999). From this ta-
ble we an derive that lassiation ratio inreased onsiderably. We have also notied a
substantial derease of deision tree omplexity. As our method is designed for two-lass
problems and the used datasets are three-lass problems we used one-against-one sheme
(jen Lin and wei Hsu, 2001).
Dataset Mislassiation ratio
Original New
Waveform 0.290 0.186
Shape 0.081 0.023
Table 1: Eet of feature extration for C4.5. Numbers are mislassiation ratios.
4.1.4 Ensemble of loal lassifiers
The oeÆients alulated by our method an also be used diretly for lassiation. Table 2
ontains the test error ratios for Waveform and Shape datasets obtained by voting few best
oeÆients. As in the previous experiment we used one-against-one sheme for deomposing
multi-lass problems into three two-lass problems.
Dataset Mislassiation ratio
3 oeÆients 15 oeÆients PSVM
Waveform 0.155 0.147 0.193
Shape 0.034 0.032 0.094
Table 2: Mislassiation ratios for voting sheme. We were ombining 3 and 15 oeÆients.
The last olumn shows the mislassiation ratio obtained using PSVM and all
samples.
4.1.5 Conlusions
The presented method give both aurate and omprehensible solution to lassiation
problems. It an be very useful not only as a lassier induer but also as soure of infor-
mation about lassied signals. In the next setion we support our laims with presenting
the results obtained on the real dataset.
4.2 Classifying evoked potentials
In this setion we present the results obtained on the dataset olleted in Nenki Institute
of Experimental Biology of Polish Aademy of Siene. The dataset onsists of sampled
evoked potentials of rat's brain reorded in two dierent onditions. As a result the dataset
onsists of two groups of reordings (CONTROL and COND) that represent two dierent
states of the rat's brain. The aim of the experiment was to explain the dierenes between
the two groups. We refer the reader to Kublik et al. (2001) and Wypyh et al. (2003) for
more details and previous approahes to the data.
11
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It should be mentioned that the problem is not a typial lassiation task. This is due
to the following reasons
• Eah example (evoked potential) is labelled with an unknown noise. It means that
there are examples that are possibly inorretly labelled.
• The problem is ill-onditioned due to a small number of examples (45-100) and a huge
dimension (1500 samples).
• The biologists that olleted the data were interested not only in a good lassiation
ratio but also in explanation of dierenes in the two groups.
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x 104
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−6000
−4000
−2000
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−2000
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−1000
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−2000
−1000
0
Figure 5: Averaged evoked potentials for ve rats. Red olour denotes COND and blue de-
notes CONTROL. Only rst most informative 45ms (450 samples) are presented.
Figure 5 presents averaged potentials from two lasses for group of ve rats. We show
only the rst 45ms beause dierenes in this period of time an be easily interpreted by
biologists.
After applying our method to evoked potentials for eah rat we have hosen those loal
lassiers whose lassiation auray was greater or equal 0.75 and it was statistially
signiant at the level 0.1 with respet to permutation tests (Wypyh et al., 2003). The
result of this seletion is depited in the Figure 6. It is lear that the most interesting parts
of the signals are 2.9-4ms and 11.7-12.8ms. Figure 7 shows how eah potential is lassied
by seleted loal lassiers. It should be read in the following manner
• Vertial line divides potentials into two groups CONTROL (on the left) and COND
(on the right).
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• Axis Y shows how seleted lassiers agreed on lassifying potential.
• The potentials were grouped (red and blue) depending on how they were lassied.
Those marked with green olour ould not be lassied.
• We laim that those groups shows two dierent states of the rat's brain.
The presented method gave very similar results to the previous approahes (Kublik et al.,
2001), (Wypyh et al., 2003) and (Smolinski et al., 2002). Thanks to loality feature of our
method we were able not only to lassify potentials but also to point out the most informa-
tive part of the signals. For detailed physiologial interpretation of the results we refer the
reader to Jakuzun et al. (2005).
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Figure 6: Histograms showing whih parts of analysed signals are ommonly indiated for
all rats. The piture shows rst four levels of deomposition of our method.
5. Conlusions
In this artile we presented a new method for lassifying signals. The method is iterative
and adapts to loal strutures of analysed signals. If arefully implemented it an be very
eÆient and when used by an experiened researher an be a very powerful tool for signals
disriminative analysis. There are many possible extensions to our method but the most
interesting seem to be the following
• Modiation of the method to handle two dimensional signals suh us images.
• Applying kernel trik in onstruting loal lassiers. That would lead to nonlinear
lassiers and possibly better auray.
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Figure 7: Charts presenting how partiular potential was lassied by seleted loal lassi-
ers. Vertial line divides potentials into two groups (CONTROL is on the left,
COND is on the right).
• Construting lassiers using Multi Kernel Learning approahes (Bah et al., 2004).
Appendix A. EÆiently solving optimisation problem for non-regularised
and regularised version
Here we explain how to eÆiently solve optimisation problem dened by (4), (5), (6). Let
us write Lagrangian for the optimisation problem
L(wk, γk, ξ
k,uk,vk) =
1
2
(‖wk‖22 + γ
2
k) +
νk
2
‖ξk‖22 +
− (uk)T
(
Y
(
A
k
(
1
wk
)
− γke
)
+ ξk − e
)
− (vk)T
(
B
k
w
k − e1
)
where u
k ∈ Rl is the Lagrange multiplier assoiate with the equality onstraint (5) and
v
k ∈ Rpk is the Lagrange multiplier assoiated with the equality onstraint (6).
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Settings the gradients of L to zero we get the following optimality onditions
w
k = ( ˜˜A
k
)TYuk − (Bk)Tvk (12)
γk = −e
T
Yu
k
(13)
ξk =
1
νk
u
k
(14)
Y
(
A˜
k + ˜˜A
k
w
k − γke
)
+ ξk = e (15)
B
k
w
k = e1 (16)
where A
k =
(
A˜
k ˜˜
A
k
)
Substituting (12) into (16) we get
v
k =
[
B
k
(
B
k
)T]−1(
B
k
(
˜˜
A
k
)T
Yu
k − e
)
(17)
Substituting (12), (13), (14) and (17) into (15) we get
Y
{
˜˜
A
k
(
˜˜
A
k
)T
Yu
k − ˜˜A
k (
B
k
)T [
B
k
(
B
k
)T]−1(
B
k
(
˜˜
A
k
)T
Yu
k − e
)}
+
1
νk
u
k = e−YA˜k
(18)
Simplifying (18) we get
Y
{
˜˜
A
k
(
˜˜
A
k
)T
− ˜˜A
k (
B
k
)T [
B
k
(
B
k
)T ]−1
B
k
(
˜˜
A
k
)T}
Yu
k + 1
νk
u
k =
= e−YA˜k − ˜˜A
k (
B
k
)T [
B
k
(
B
k
)T ]−1
e
(19)
Let matrix H
k
1 be dened as
H
k
1 = Y
[
˜˜
A
k
| − ˜˜A
k (
B
k
)T (
C
k
)T ]
(20)
and matrix H
k
2 be dened as
H
k
2 = Y
[
˜˜
A
k
| ˜˜A
k (
B
k
)T (
C
k
)T]
(21)
where [
B
k
(
B
k
)T]−1
=
(
C
k
)T
C
k
Rewriting equation (19) we obtain that
(
1
νk
I+H1 (H2)
T
)
u
k = e−YA˜k − ˜˜A
k (
B
k
)T [
B
k
(
B
k
)T]−1
e (22)
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Setting vetor b
k = e −YA˜k − ˜˜A
k (
B
k
)T [
B
k
(
B
k
)T ]−1
e we get that vetor u
k
is given
by the following set of equations(
1
νk
I+H1 (H2)
T
)
u
k = bk (23)
Solving above set of equations is very expensive as the number of equations is equal to
number of training examples l whih an be large. Using the Sherman-Morrison-Woodbury
formula (Gene H. Golub, 1996) we an alulate u
k
as follows
u
k = νk
(
I−H1
(
1
νk
I+ (H1)
T
H2
)−1
(H2)
T
)
b
k
(24)
It should be stressed that using equation (24) for omputing uk is muh less expensive than
using equation (23) beause the dimensions of matrix
1
νk
I+ (H1)
T
H2
are equal to Lk + pk ×Lk + pk whih is independent of the number of training of examples.
Similarly to nonregularised variant presented above we an use the same tehniques
to solve optimisation problem (2) and (3). For more details see (Fung and Mangasarian,
2001).
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