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The goal of this contribution is to describe the MNE software in detail useful when assembled to movies, such that the dynamics of the magnetic 183 field and potential patterns appearing, disappearing, and reappearing can 184 be better understood. While it is also possible to employ automatic 185 artifact rejection procedures right from the beginning, e.g., using signal 186 space separation (Taulu, 2006) , it is a good practice to inspect the data 187 visually at an early stage of processing.
188
After this initial inspection and removal of bad channels and data 189 segments, it is recommended to apply more formal noise suppression 
252
One popular source prior is exemplified in the minimum-norm 253 estimates (MNE, Hämäläinen and Ilmoniemi, 1994; Wang et al., 1992) .
254
In this approach, among all the current distributions that can explain 255 the data equally well, the one with the minimum ' 2 -norm is favored. Fig. 4 ).
553
The ICA sources can be exported as a raw data object and saved into a 
expected to achieve more accurate signal-artifact separation. 
to be processed indicates that "virtual gradiometers" have been created 649 using the reference sensors, the forward calculation applies an 650 automatic correction for this noise rejection scheme.
651
The source space ficial sources, the MNE software allows to apply a depth-weighting 
scheme based on scaling the source covariance matrix (Fuchs et orientations when a cortical surface source space is employed.
742
The first option is to fix the source orientations to be normal to the 
761
In addition to reconstructing the actual current density, the MNE 
774
In order to include a priori information on the source location 775 coming from other measurement modalities, the MNE software allows 776 computing fMRI-guided linear inverse estimates (Dale et al., 2000) .
777
The fMRI weighting involves two steps. First, the fMRI activation map 778 is thresholded at a user-defined value to identify significant fMRI 779 activations. Thereafter, the elements of the source-covariance matrix 780 corresponding to sources being located in regions falling below the 781 threshold are scaled down by a user-defined factor (Liu et al., 1998 
785
As an addition to the linear inverse methods, the MNE software also (Fig. 8) . Furthermore, Fig. 7 . Source localization of an auditory N100 component using dSPM. The regularization parameter was set to correspond to SNR = 3 in the whitened data, source orientation had a loose constraint (β = 0.2), and depth weighting was set to 0.8 (all three default values). 
857
The most fundamental non-parametric frequency-domain represen-
858
tation of the data is the power spectrum. It can be estimated using the 859 discrete Fourier transform (DFT), which can be computed efficiently 860 using fast Fourier transform (FFT) algorithms (Cooley and Tukey, 1965) .
861
The important parameters in frequency-domain transforms are the 862 sampling rate, the number of samples to use, and the resulting frequency 
879
A problem that is also related to the finite length of the data segment 880 is spectral leakage; a purely sinusoidal signal will yield a spectrum with 881 one main lobe at the frequency of the sinusoid and several side lobes.
882
This effect can be mitigated by multiplying the data segment with a more accurate spectra can be obtained using the multi-taper method for 895 spectral estimation (Thomson, 1982 
We provide functions to compute time-frequency representations in 922 both the sensor and source spaces. Fig. 11 subject fsaverage morphing Fig. 10 . Current estimates obtained in an individual subject can be remapped (morphed), i.e., normalized, to another cortical surface, such as that of the FreeSurfer average brain "fsaverage" shown here. The normalization is done separably for both hemispheres using a non-linear registration procedure defined on the sphere (Dale et al., 1999; Fischl et al., 1999). Here, the N100m auditory evoked response is localized using dSPM and then mapped to "fsaverage". Visualization of connectivity resulting from the presentations of a visual flash to the left visual hemifield. The connectivity was computed for −200-500 ms relative to the stimulus onset over 67 epochs. The inverse was computed using the dSPM method, with a source-space resolution of 8196 vertices (oct-6). The source estimates were summarized into 68 time series corresponding to the regions in the FreeSurfer "aparc" parcellation. All-to-all connectivity was computed in the alpha band (8-13Hz) using the de-biased squared WPLI method (Vinck et al., 2011) with multi-taper spectral estimation. Finally, the connectivity was visualized as a circular graph using a connectivity visualization routine provided in MNE-Python. correlation structure of spontaneous oscillatory activity. Nat. Neurosci. 15 (6),
