Rangeland and seeded forage in Canada's Prairie provinces represent productive landscapes that provide multiple ecosystem services. Past efforts to map these resources at regional scales have not achieved consistently high accuracies as they are spatially variable in both ecology and management. In particular, Agriculture and Agri-food Canada needs to distinguish these land use classes from each other and from cropland in its annual national agricultural land cover inventory. Given the potential to distinguish these classes based on seasonal phenological differences, this study used multi-season Landsat 8 top-of-atmosphere reflectance data and derived vegetation and phenological indices, as well as mid-summer RADARSAT-2 data in random forest classification of two ecoregions in Alberta and Manitoba. Classification accuracy was compared for single and multi-date Landsat 8 variables, the vegetation index and phenological variable groups, RADARSAT-2 VV and VH backscatter intensity, and combined datasets. Variable importance analysis showed that spring Landsat 8 reflectance generally contributed most to class discrimination, but accuracy improved with the addition of Landsat 8 data from the other seasons. Vegetation indices and phenological variables produced similar accuracies and were deemed to not warrant the additional processing effort to derive them. RADARSAT-2 VH backscatter was the most important variable for the Manitoba study area, which is wetter with more vegetation structure variability than the Alberta study area. Backscatter intensity significantly increased overall accuracy when it was combined with one or two-season Landsat 8 data. The best overall accuracy was achieved using the three seasons of Landsat 8 and mid-summer RADARSAT-2 data, but it was not significantly better than that for two season Landsat 8 + RADARSAT-2. The methods presented in this paper provide a process for accurate and efficient classification of seeded forage, rangeland and cropland that can be applied over large areas in operational agricultural land cover inventory.
Introduction
Range and seeded forage lands are important in many regions of the world to the grazing/meat production industry and in supporting multiple ecological functions and services. They provide soil conservation (Fox et al., 2012) , carbon and water storage , and important habitat for supporting plant and animal biodiversity (Fuhlendo Random Forest et al., 2012) , including many bee species critical for pollination services (Sheffield et al., 2014) . Vegetation dynamics on native prairie grasslands are a function of grazing, climate, fire, and soil type and condition (Bailey and Bailey, 1994) .
Rangeland is commonly not seeded and comprises mostly native species while seeded forage is dominated by plants that are seeded for livestock consumption. In Canada, seeded forage is generally more intensively managed than rangeland and includes land that is grazed (pasture) or harvested (hay). Some plant species are used in both pasture and hay, which renders spectral discrimination of these two land cover types difficult, particularly from space-based platforms. For the purposes of this study, these two types are considered together as a single seeded forage class defined as mechanically planted perennial grass and legume mixtures for grazing or harvesting for livestock fodder. Seeded forage and rangeland occur primarily in the Canadian Prairies ( Fig. 1) , which extend across the southern portions of three provinces: Alberta, Saskatchewan, and Manitoba. Ecologically, these areas are commonly classified on the basis of four main plant community associations: aspen parkland, fescue prairie, tallgrass, and mixed prairie (Ecological Stratification Working Group, 1995) .
Accurate estimates of the spatial distribution of native rangeland are necessary to monitor, manage, and conserve this resource from further landscape fragmentation due to expanded annual crop production, natural resource extraction, and settlement expansion, as well as to understand its role in provision of habitat for species at risk (Roch and Jaeger, 2014 ). An Earth observation-based agricultural inventory that is produced annually by Agriculture and Agri-food Canada (AAFC) achieves a target of 85% overall mapping accuracy for the agricultural (crop) classes in the Prairie provinces (Fisette et al., 2014; . However, to date, such high accuracies for the rangeland and seeded forage classes in this data product have not been attained due to confusion with each other and with cropland (Fisette et al., 2014) . The diversity of vegetation species in seeded forage and rangeland is high (Ali et al., 2016) , regionally variable (Hall-Beyer, 2012) , and often augmented by invasive species (DiTomaso, 2000) , resulting in overlap in their reflectance distributions and with cropland reflectance at optical satellite-image scales (Wu and Li, 2009 ). Alternatively, Synthetic Aperture Radar (SAR) backscatter has been used to distinguish cropland from pasture and forage, with greatest accuracy being achieved in late summer, when the structural differences between crops and pasture are greatest (McNairn et al., 2009) , while crop types have been classified using late summer to early fall imagery acquired after wheat harvest (Deschamps et al., 2012) . Discrimination of native grassland/rangeland from seeded forage or other types of modified grassland is more difficult, but Smith and Buckley (2011) had some success using midsummer July SAR imagery.
The use of vegetation indices and texture variables derived from optical data has improved grassland classification performance Yang et al., 2017) and biophysical modeling of rangeland characteristics (Yang et al., 2012; Jansen et al., 2016) . Multitemporal optical (McInnes et al., 2015; Yang et al., 2017) or SAR data generally improve classification accuracy (Waske and Braun, 2009; Hütt et al., 2016; Bargiel, 2017) . When combined together, SAR and optical data improve crop-type mapping (McNairn et al., 2009; Joshi et al., 2016) and grassland mapping (Hong et al., 2014) . However, combined optical-SAR regional rangeland and seeded forage land cover classification studies are lacking.
Recent developments in high (fine) spatial resolution sensors, hyperspectral sensors (e.g., EnMap-German Research Centre for Geosciences/DLR Space Agency), and advanced polarimetric SAR sensors (Sentinel 1-European Space Agency; RADARSAT Constellation Mission-Canadian Space Agency), along with methodological advancements in land cover mapping such as object-based classification (Dingle Robertson and King, 2011; Duro et al., 2012; Goodin et al., 2015) and time-series analysis (Bargiel, 2017) , can contribute to improving agricultural land cover classification. However, these data types and processing techniques are associated with large data volumes and/or intensive computational resources that are not readily available for a large-area, national-scale annual land inventory such as that of AAFC, the framework for this study. In this study, this constraint, combined with the potential for seasonal information to discriminate the classes of interest (rangeland, seeded forage, cropland), led to a regional mapping approach using Landsat data, which are generally available for multiple seasons in a given year. In addition, due to known vegetation structural differences among these classes, particularly in midsummer, RADARSAT-2 data were also investigated. The objectives of this study were to 1) determine the type of medium-resolution remotely sensed imagery (optical, SAR, or a combination of both) most useful for accurate mapping of range, forage, and crop land cover classes; 2) evaluate the importance of Landsat data acquisition date within the growing season and derived optical variables (phenology metrics and vegetation indices) for improving classification accuracy; and 3) determine the smallest subset of variables that produces statistically nonsignificant differences in accuracy from the best variable set. 
Materials and Methods

Study Area
Two geographically distinct areas in the Canadian Prairies were selected to represent the variability of soil, climate, and dominant ecological regions (Fig. 1) . The southwestern Alberta study area is 26 650 km 2 , the extent of which corresponded to a Landsat scene that included the Lethbridge, Alberta AAFC research station (WRS Path 041, Row 025). The southwestern Manitoba study area is 31,250 km 2 and corresponded to a Landsat scene that included the Brandon, Manitoba AAFC research station with the Saskatchewan portion removed as there were no field data collected across the provincial border (WRS Path 033, Row 025). The Manitoba study area receives significantly more precipitation than the Alberta study area (1981−2010 climate normal data for Brandon, Manitoba and Lethbridge, Alberta; Environment and Climate Change Canada 2017). It is within the Aspen Parkland Prairie ecoregion, and the corresponding dominant soil type is black chernozem, which is ideally suited to annual crop cultivation (Pennock et al., 2011) . In its native state, the Aspen Parkland landscape is characterized by open stands of Trembling Aspen (Populus tremuloides), and Bur Oak (Quercus macrocarpa) with intermittent grasslands on drier sites (Shorthouse, 2010) . The Alberta area is mostly dry and moist mixed grassland with larger tracts of undisturbed native rangeland composed of more drought-tolerant plant species adapted to brown and dark brown chernozemic soil types. A large portion of the cultivated cropland and seeded forage in the Alberta study area is irrigated.
Reference Information Collection
Reference information for supervised classification, including dominant species composition of rangeland and seeded forage land cover types, was collected using vehicle surveys (see Fig. 1 ) in July 2015 during peak grass and annual crop production. The sampling strategy was adjusted to reduce spatial autocorrelation; no more than one site was selected per field, and points were placed no closer than 1 km apart on large continuous tracts of rangeland. A total of 1 581 reference data locations were collected for Alberta, and 1 479 for Manitoba over 1600 kilometers of travel distance. Rangeland and seeded forage land cover types were recorded at the subclass level using class definitions adapted from the Society for Range Management (1998) Glossary of Rangeland definitions. Subclasses of seeded forage included perennial pasture and hay while subclasses of native rangeland included upland native rangeland, meadow, native shrubland, and modified non-native rangeland (i.e., invaded by non-native plants). These subclasses were aggregated to the rangeland and seeded forage classes due to species and spectral similarities within the subclasses, which were expected to hinder their discrimination. Figure 2 shows representative photographs of field conditions for rangeland, seeded forage, and cropland. Supplemental reference data were acquired from provincial crop insurance datasets containing the locations of agricultural land cover types for 2015. Because of the limited remaining rangeland in Manitoba, community pastures were included in this class and accessed to retrieve reference locations when granted permission from land managers and owners.
Remotely Sensed Data Acquisition and Processing
Three Level 1T (terrain corrected) Landsat 8 Operational Land Imager (OLI) scenes were acquired from the US Geologic Survey (USGS) Landsat data archive for the 2015 growing season for each study area ( Table 1 ). These were the only growing season scenes with b 10% estimated cloud cover (USGS). Midsummer dual polarization (VV and VH) RADARSAT-2 wide-beam mode (W2) imagery were the best available SAR complement to the Landsat 8 imagery. These data had an incidence angle range of 30.6°−39.5°and a pixel size of 25 × 25 m. A total of four scenes (two passes) were acquired to cover the spatial extent of each study area.
Landsat 8 Data Preprocessing and Variables
The Landsat imagery was atmospherically and radiometrically corrected to Top of Atmosphere (TOA) reflectance using the ATCOR-2 algorithm (Richter, 1997 ). The FMASK algorithm was then applied to remove cloud and cloud shadow (Zhu et al., 2015) . The reflectance data for each band were then used to derive several vegetation indices and temporal variables associated with vegetation phenology.
Vegetation indices chosen for this study (Table 2) respond to biophysical properties of grassland vegetation. The common normalized difference vegetation index (NDVI) is representative of photosynthetically active green vegetation (Tucker, 1979) . The normalized difference senescent vegetation index (NDSVI) is sensitive to water content and senescent components of vegetation such as litter, crop residue, and senescent grasses (Qi et al., 2002) . The soil-adjusted total vegetation index (SATVI) developed from the soiladjusted vegetation index (SAVI) accounts for the nonphotosynthetically active (yellow) vegetation present in rangeland landscapes and minimizes the influence of soil brightness (Marsett et al., 2006) . The wetness component of the Tasseled Cap transformation (Kauth and Thomas, 1976 ) was used as it correlates well to surface moisture (of soil and vegetation); it was calculated using the updated Landsat 8 coefficients (Baig et al., 2014) .
In addition to these four vegetation indices, NDVI phenological variables (Table 3) were derived from the three-date NDVI values for each study area. Rangeland and seeded forage were expected to be green in spring while most crops would not have germinated or would be very short with reflectance due mostly to soil. In addition, rangeland was expected to be green over the whole growing season while seeded forage was expected to show greater temporal variation in greenness due to hay harvesting or more intensive grazing. Table 2 Vegetation indices used in this study.
Vegetation index Reference Equation
NDVI (Tucker, 1979 )
TCW (Kauth and Thomas, 1976; Baig et al., 2014 )
Note: B, G, R, NIR, SWIR1 and SWIR2 are the spectral band reflectance values for Landsat 8. The L value (SATVI) is a constant relating to the slope of the soil line (R-NIR) in a feature-space plot. 
RADARSAT-2 Preprocessing and Variables
RADARSAT-2 single-look complex (SLC) VV and VH Wide2 data were ortho-rectified using a Shuttle Radar Topographic Mission (SRTM) DEM (USGS; https://Earthexplorer.usgs.gov), then calibrated to sigma naught (σ 0 ) backscatter values and filtered using a singlepass gamma MAP filter implemented in a 7 × 7 moving window (Lopes et al., 1990) . Images were mosaicked to cover the study areas and resampled from 25 m to 30 m pixel size to match the Landsat 8 images.
Random Forest Classification
Random forest is an ensemble machine learning algorithm for classification and regression (Breiman, 2001) . It was implemented here because it performs well on large nonparametric datasets, including multisource Earth observation datasets (Duro et al., 2012; Millard and Richardson, 2013; Dubeau et al., 2017) . It can also be used to assess variable importance by estimating the increase in prediction error when each variable is permuted from the rest of the variables (Liaw and Wiener, 2002; Belgiu and Drăguţ, 2016) . The random forest classifier generally outperforms traditional classifiers such as single decision trees and the maximum likelihood classifier and yields comparable levels of accuracy to parameter-intensive machine learning approaches such as Support Vector Machines and Artificial Neural Networks (Waske and Braun, 2009; Deschamps et al., 2012; Duro et al., 2012; Sonobe et al., 2014) .
Random forest classification was implemented in R statistics using a script adapted from Millard and Richardson (2015) . After assessing error convergence on test classifications, Ntree, the number of classification trees to create was set at 1000. Mtry, the number of variables to be randomly selected and used to determine the best split at each node (Breiman, 2001) , was set at the default value of √p where p is the number of variables used in the classification (Liaw and Wiener, 2002) . In addition, before conducting the classification tests, one-third of the reference data were removed and set aside for validation using stratified random sampling based on initial classification using all data and all variables. The number of samples removed for validation was 493 and 527 for the Manitoba and Alberta study areas, respectively. The remaining reference data were used for training, with one-third of those data used in bootstrapped internal (out-of-bag) accuracy assessment of each classification tree. Confusion matrices and associated statistics PA indicates producer's accuracy; UA is user's accuracy (both PA and UA are used in independent validation); OOB, random forest out-of-bag sample.
were generated, and pairwise overall model performance was assessed using McNemar's test (McNemar, 1947; Foody, 2004; Dingle Robertson and King, 2011 to determine if they were significantly different (P b 0.05). More detail on this test is given in the references. Classifications were performed on optical and SAR variables separately and together to assess the relative contributions of each image type. Classifications were also performed using 1) all possible singledate, two-date, and three-date Landsat 8 bands; 2) as for 1) using the vegetation indices; and 3) the derived phenological variables to assess the importance of multitemporal data across the growing season. From these tests, the variable set that produced the best overall accuracy was determined. PA indicates producer's accuracy; UA is user's accuracy (both PA and UA are used in independent validation); OOB, random forest out-of-bag sample. PA indicates producer's accuracy; UA is user's accuracy (both PA and UA are used in independent validation); OOB, random forest out-of-bag sample. ⁎ Significantly different (P ≤ 0.05) than the classification using all 40 variables.
Table 5
Accuracy statistics (%) for Landsat 8 multispectral, RADARSAT-2, and Landsat 8 multispectral + RADARSAT-2 models for the Alberta study area (n = 527). PA indicates producer's accuracy; UA is user's accuracy (both PA and UA are used in independent validation); OOB, random forest out-of-bag sample.
Random Forest Variable Importance Analysis and Determination of Optimal Variable Subset
Random forest classification was used to assess variable importance (objective 2), to determine the impact of strategic removal of less important variables on classification accuracy. From this, the optimal subset of variables that achieved overall classification accuracy not statistically lower than that of the best variable set (objective 3) was determined in order to improve computational efficiency. Fifty separate classifications were conducted for each study area using all 40 Landsat 8 variables (multispectral bands, vegetation indices, NDVI phenological variables) and RADARSAT-2 backscatter variables (Fig. 3) . All reference data were used in model training. The mean decrease in accuracy variable importance measure was used to rank the importance of each variable in the 50 classifications (Breiman, 2001) . It is evaluated by the difference in prediction accuracy before and after permuting the predictor variable (Strobl et al., 2008) . The top 20 variables were determined by ranking the 40 variables on the basis of this metric in each classification and adding the ranks over all 50 classifications. Between-variable Spearman rank correlation (ρ) within this top-20 set was then reduced by removing the variable of lesser importance from any highly correlated (ρ N 0.80) variable pair. This process helped increase model efficiency and reduce the chance of model overfitting (Millard and Richardson, 2015) . Random forest was then implemented on the set of most important uncorrelated variables. Additional classifications were performed using one less variable each time (i.e., the variable of lowest importance was dropped in a stepwise fashion until only two variables remained). The performance of each of these models was assessed using the one-third independent validation set. McNemar's test was used to determine the minimum number of variables that could achieve statistically similar results to the best classification.
Results
In general, when comparing pairs of classifications using the onethird reference data set aside for independent validation, McNemar's test was significant (P ≤ 0.05) for overall accuracy differences of approximately 1.8% or more. Therefore, in Tables 4-6, 9, and 10, any pair of classifications with overall accuracy differing by N1.8% were considered to be significantly different. Also, in Tables 4-6, out-of-bag accuracy was found to be b± 2.5% for all classifications. This small difference indicates that the models were not overfit; such overfitting typically would result in much higher out-of-bag accuracy than independent validation accuracy. PA indicates producer's accuracy; UA is user's accuracy (both PA and UA are used in independent validation); OOB, random forest out-of-bag sample. ⁎ Significantly different (P ≤ 0.05) than the classification using all 40 variables.
Table 9
Spearman rank correlation (ρ) for the eight most important and uncorrelated random forest input variables, Manitoba study area. Classification Accuracy for Single-, Two-, and Three-Date Landsat 8 Multispectral Data
There were no significant differences in overall classification accuracy when Landsat 8 multispectral reflectance data were used as input versus vegetation indices. Therefore, results presented in Tables 4 and  5 are for Landsat 8 multispectral data, which require less processing. Of the single-season results, overall accuracy was highest for spring (Alberta study area) or late summer (Manitoba study area), but in both cases accuracies for these two seasons were not significantly different from the results for the other seasons. Cropland was generally better classified using late summer data. However, rangeland and seeded forage were best classified using spring data (Alberta) and spring or late summer data (Manitoba).
Three-date Landsat 8 multispectral data performed the best and were significantly better than all two-date classifications for both study areas, with the exception of the Manitoba study area spring-fall data, which produced an overall accuracy only 0.6% less than that for the three-date data. It is evident from Tables 4 and 5 that if only twoseason data can be acquired, spring and fall or spring and late summer are best. Spring optical data are important to distinguish rangeland and seeded forage from cropland.
Classification Accuracy for Landsat 8 Multitemporal Variable Groups
Results presented in Table 6 are the random forest classifier performance for the three-date optical variable groups alone and in combination. The three variables groups in order of increasing preprocessing effort were the six Landsat 8 multispectral bands, the four vegetation index variables, and then the eight phenological NDVI variables derived from the three NDVI image dates. The Manitoba results in Table 6 indicate that the three-date vegetation index and phenological NDVI classifications each had significantly lower overall accuracy than the three-date multispectral variable classification (89.49%). However, the corresponding Alberta classifications for these three data types did not differ significantly in overall accuracy.
Classification Accuracy for Midsummer RADARSAT-2 and [RADARSAT-2 + Landsat 8] Data
Classification using only RADARSAT-2 VV and VH backscatter did not perform well for the Manitoba study area (68.48% overall accuracy) but was better for the Alberta study area (75.80% overall accuracy) (see Tables 4 and 5). Confusion was high between seeded forage and rangeland (Manitoba) and between cropland and seeded forage (Alberta). In the Alberta study area, rangeland was well classified using the RADARSAT-2 data relative to cropland and seeded forage classes (84.72% Producer's Accuracy, 87.77% User's Accuracy); this may be because native rangeland vegetation is generally shorter in height and drier than seeded forage and crops in midsummer, therefore producing a distinct backscatter response. In Alberta, the abundance of irrigated cropland and seeded forage creates a more distinctive difference in aboveground biomass, and thus a greater separability of backscatter values when compared with drier sites of native rangeland.
Combining RADARSAT-2 and Landsat 8 data produced overall accuracies that were mostly higher than for the Landsat 8 variables alone (see Tables 4 and 5) ; however, not all increases were significant (P b 0.05). Increases were most pronounced (1 − 4%) for the Manitoba study area (see Table 4 ) when RADARSAT-2 data were included with single-date spring or fall Landsat 8 data. RADARSAT-2 data added to two-date Landsat 8 late summer and fall data also produced significant improvements. However, adding RADARSAT-2 data to two-date Landsat 8 data where one date included spring, or to three-date Landsat 8 data, did not produce significant improvements. With respect to individual class accuracy, for the Manitoba area, adding RADARSAT to Landsat 8 data improved the accuracy of rangeland the most, particularly when it was added to fall Landsat (Producer's Accuracy increase = 11.6%; User's Accuracy increase = 5.4%). Adding it to two-date Landsat 8 data improved rangeland Producer's Accuracy and User's Accuracy in five of six cases but by smaller amounts, while adding it to three-date Landsat 8 data produced accuracy increases of b 1.2%. Seeded forage showed a similar pattern of accuracy increases when RADARSAT-2 data were added to single-and two-date Landsat 8 data but with slightly lower increases than for rangeland. Cropland did not show appreciable increases when the two data types were combined. These results show that for the Manitoba study area, if only one or two of the spring, late summer, and fall Landsat image dates are available, adding RADARSAT-2 backscatter is beneficial, whereas if Landsat 8 data can be acquired in all three seasons, there is no point in adding RADARSAT-2 data to the classification.
Overall accuracy did not increase significantly when RADARSAT-2 data were added to any combination of Landsat 8 data for the Alberta study area (see Table 5 ). Rangeland and seeded forage again increased in accuracy when RADARSAT-2 data were added to single-or twodate Landsat 8 data, but the increases were mostly in the 1−3% range and, in a few cases, there was no increase or a decrease in Producer's Accuracy or User's Accuracy.
Variable Importance Analysis and Determining of Optimal Variable Subset
A single iteration of the classification using all 40 Landsat 8 and midsummer RADARSAT-2 variables produced an overall classification accuracy of 88.48% for the Manitoba study area (Table 7 ) and 94.00% for the Alberta study area (Table 8) . For the latter, overall accuracy using all 40 variables was significantly (1.8%) better than using three-date Landsat 8 multispectral and midsummer RADARSAT-2 data (see Table 5 ). However, for the Manitoba study area overall accuracy using 40 variables was 1% lower than the three-date Landsat 8 multispectral + RADARSAT-2 classification (see Table 4 ), indicating that the 40 variable classification may have been overfit due to variable correlation.
In the variable importance analysis, the top 20 variables were selected and reduced further to a subset of eight that were not highly correlated (ρ b 0.80; Tables 9 and 10). Iterative classifications conducted with one less variable each time (i.e., by dropping the least important variable) showed that overall accuracies were not statistically different from the 40-variable classification up to a minimum of four (Manitoba, see Table 7 ) and five (Alberta, see Table 8 ) variables. In the Manitoba model, the most important variable was RADARSAT-2 VH backscatter (highly correlated [ρ = 0.86] with VV backscatter), followed by three optical variables: Spring SWIR2 reflectance, Fall NDVI, and Spring NIR reflectance. In the Alberta model the most important variable was minimum NDVI derived from the three available Landsat imaging dates. It was highly correlated with spring NDVI (ρ = 0.83) because only three dates of Landsat imagery were acquired. The other four variables by decreasing importance were the coefficient of variation of NDVI over the three seasons (NDVICV), Spring NIR reflectance, Spring SWIR2 reflectance, and Spring Tasseled Cap Wetness (TCW). Spring TCW was highly important in Alberta, while spring NIR and SWIR2, as well as the coefficient of variation of NDVI, were important variables for both study areas. Figure 4 provides a visual comparison of the maps produced using all 40 variables, and the maximally reduced variable set for Manitoba (4 variables) and Alberta (5 variables). The 40 variable and reduced variable maps appear to be similar, but the 40 variable maps have less noise and more connectivity between classes. Some visible differences are also evident. For example, at the upper arrow in (B), the area classified solidly as seeded forage (green) is classified as seeded forage and cropland in (C). The latter is an error as this area was seeded forage.
At the lower arrow, green lines are visible in (B) that are not present or faintly present in (C). These lines follow lowland riparian areas adjacent to agricultural land. They are not seeded forage as classified in the 40-variable map, and they are also not crop as classified in the 4-variable map. Given that only three classes were used, pixels such as these were wrongly classified in both models. In future work, hydrology data should be used to mask or create a buffer of such features.
Discussion
Interpretation of Main Findings
This study found that multiseason Landsat 8 imagery, acquired during key phenological stages in the growing season, provides significantly better classification accuracy of rangeland, seeded forage, and cropland than a single-date image. This concurs with other studies that have used the temporal differences in spring green-up between vegetation types for land cover classification (Li et al., 2015; Gómez et al., 2016) and grassland mapping (Wang, Hunt, et al., 2013; McInnes et al., 2015) . A primary reason for improved accuracy using temporal information is that the rate of spring green-up is known to be slower for native versus non-native grasses in mixed-grass environments (McInnes et al., 2015) . For sensors such as Landsat with relatively low temporal resolution, if only a single image can be acquired in a growing season (e.g., due to cloud cover), this study generally found no significant differences in overall accuracy between seasons. However, spring imagery better distinguished native rangeland from seeded forage, as well as cropland from perennial vegetation, due to added bare soil reflectance effects in spring-planted crop fields. Indeed, for such classifications the timeliness of optical imagery acquisition has been shown to be more important than the spectral resolution of the optical data (Ali et al., 2016) .
The vegetation index and phenological NDVI variable groups did not perform as well as simple multispectral band reflectance, although differences in overall accuracy were often not statistically significant. However, variable importance analysis to derive optimal variable subsets revealed that individual variables from these two groups contributed strongly to classifications. For example, the coefficient of variation of NDVI is sensitive to the phenological differences in native rangeland and seeded forage types, which are most pronounced early and later in the growing season (Tieszen et al., 1997) . Thus, these temporal variables can be useful when combined with, and not correlated with, multispectral band reflectance. Palchowdhuri et al. (2018) found similar results for crop type mapping in the United Kingdom using three vegetation indices derived from multitemporal Worldview-3 and Sentinel-2 imagery. Jia et al. (2014) found that temporal NDVI variables (minimum, maximum, mean, and standard deviation) derived from fused Landsat and MODIS data performed better than multispectral bands for regional classification of vegetation types in China. Additional exploration into functionally based vegetation indices may yield better results in grassland environments (Yang et al., 2017) .
Midsummer RADARSAT-2 backscatter did not perform well on its own but significantly increased overall accuracy when combined with single-and two-date Landsat 8 multispectral bands for the Manitoba study site. In the variable importance analysis, VH backscatter was ranked first in the Manitoba study area. SAR provides unique information on the structural and dielectric properties of vegetation and soil that contributed to improved discrimination of rangeland from seeded forage and cropland. The use of dual-polarized (VV and HV) C-Band SAR for agricultural land cover classification is well supported by the literature (McNairn and Shang, 2016; Guo et al., 2018) . SAR provides the best accuracy for distinguishing crop types at peak biomass (McNairn et al., 2009) , and the use of multitemporal and multipolarization SAR data improves crop classification accuracy (Salehi et al., 2017) . Consequently, such SAR data should be added to optical data in this ecoregion, particularly when three-season optical data cannot be acquired (e.g., due to cloud cover). In the Alberta study area, addition of SAR to singleor multi-date multispectral data did not result in significant overall accuracy improvements. This may be because the Alberta area is drier and rangeland is not as green as seeded forage throughout the growing season resulting in spectral reflectance differences between these two classes that can be well classified with optical data alone. In the Manitoba area, SAR backscatter values were probably sensitive to the greater variation in soil and vegetation water content (Wang, Ge, and Li, 2013) .
Recently, the temporal and spatial resolution of optical and SAR satellite platforms has been improved by constellation missions such as the European Space Agency's Sentinel 1A/B (6-day revisit) and 2 A/B (5-day revisit) and daily revisit from Planet Labs' RapidEye constellation, as well as Digital Globe's WorldView constellation. With the development of new SAR sensors providing increased temporal frequency and polarimetric capabilities, further research is needed on the importance of acquisition dates, incidence angles, beam modes, and polarimetric characteristics in regional rangeland mapping applications (Buckley and Smith, 2016) and on the use of multiple wavelengths including Xband (Metz et al., 2014) , L-band (Barrett et al., 2014) .
The use of random forest classification in this study was supported by past studies, which found it to be well suited to multisource Earth observation data with a limited possibility of overfitting (Millard and Richardson, 2013; Behnamian et al., 2017; Zhang et al., 2017; Dubeau et al., 2017) . In addition to being a popular algorithm for land cover classification, random forest is an improvement on the single Decision Tree classifier that had been in use for AAFC's annual crop inventory (Fisette et al., 2014; Davidson et al., 2017) . The method of variable importance analysis and variable reduction implemented using random forest was particularly valuable, showing that a subset of 4 − 5 variables can achieve statistically similar overall accuracy to a set of 40 variables. These results are consistent with White et al. (2017) , who used random forest variable importance measures to reduce the number of variables for classification of a peatland system.
The primary limitation of this study that needs continued attention is the availability and acquisition of appropriate reference and Earth observation data. In the Canadian Prairies, a single crop (seeded forage and annual crops) typically covers a maximum of~0.65 km 2 (or a quarter section) and areas of rangeland are often larger. Ground-based visual inventory of land cover has been the most common approach (Fisette et al., 2014) . In this study, to achieve adequate training and validation sample sizes for each class and to minimize spatial autocorrelation between observations, many days of continuous driving were required. Performance of ground-based visual identification of rangeland and forage land cover type is also limited by the expertise of the user (Ali et al., 2016) . In particular, distinguishing native rangeland and seeded forage types was difficult in some areas of Manitoba where greater seasonal precipitation results in similar height and greenness for these classes. This may be the cause of the lower producer's accuracy for rangeland in the Landsat classifications and for seeded forage in the SAR classification. In future work, other forms of reference data collection, including potentially the use of UAV (drone)-based photos, should be implemented.
Implications
Spatial and temporal information on Prairie vegetation cover types is critical for understanding the extent and dynamics of ecosystems managed for natural values or agricultural production. It can contribute significantly to development of policy for protection of areas of native rangeland or seminatural perennial land cover that may be threatened by land conversion and ecological degradation. This study demonstrated that rangeland, seeded forage, and cropland can be accurately mapped using three-season Landsat data or two-season Landsat data in combination with single-season SAR data. High accuracies for two areas in Manitoba and Alberta, each about 26 000−31 000 km 2 , were achieved using these data. However, throughout the Prairies there is significant regional variability in management and vegetation composition of rangeland and seeded forage. Further testing is needed in other areas to determine the capability for spatial extension of the method. In particular, for operational mapping over large areas such as the AAFC agriculture inventory, data volumes and processing are a primary concern. Higher frequency data will be required to capture phenological differences between these classes across the full extent of the Prairies. With the coming RADARSAT Constellation and other data sources, high temporal frequency polarimetric SAR data will play a more significant role. As a consequence, derivation of optimal variable subsets through techniques such as random forest-based variable importance analysis, as was conducted here, will be increasingly useful to manage data processing and computational efficiency.
