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We present a thorough investigation of problems that can be solved exactly with the level-1
Quantum Approximate Optimization Algorithm (QAOA). To this end we implicitly define a class
of problem Hamiltonians that employed as phase separator in a level-1 QAOA circuit provide unit
overlap with a target subspace spanned by a set of computational basis states. For one-dimensional
target subspaces we identify instances within the implicitly defined class of Hamiltonians for which
Quantum Annealing (QA) and Simulated Annealing (SA) have an exponentially small probability
to find the solution. Consequently, our results define a first demarcation line between QAOA, QA
and SA, and highlight the fundamental differences between an interference-based search heuristic
such as QAOA and heuristics that are based on thermal and quantum fluctuations like SA and QA
respectively. Moreover, for two-dimensional solution subspaces we are able to show that the depth
of the QAOA circuit grows linearly with the Hamming distance between the two target states. We
further show that there are no genuine solutions for target subspaces of dimension higher than 2
and smaller than 2n. We also transfer these results to Instantaneous Quantum Polynomial (IQP)
circuits.
I. INTRODUCTION
The seminal developments of Shor’s and Grover’s al-
gorithm, that showed a provable exponential and poly-
nomial speedup with respect to their classical counter-
parts respectively, sparked the decades-long run to build
a quantum computer. First quantum computing devices
with tens of noisy qubits, so called Noisy Intermediate-
Scale Quantum (NISQ) devices have already been built
[1–4]. However, to outperform todays most powerful clas-
sical computers, Shor’s and Grover’s algorithms require a
fully error-corrected device with of the order of 105 qubits
[5]. Finding algorithms for NISQ devices that are supe-
rior with respect to their fastest known classical coun-
terpart is therefore the next important step to bridge
the gap to fully error corrected quantum computing. To
achieve this, a deep understanding of the relations and
features of NISQ quantum algorithms is essential.
Hybrid quantum classical algorithms, such as parame-
terized quantum circuits that are optimized in a classical
learning loop, are generally believed to be the strongest
candidates in the NISQ era. Among these are algorithms
like the Variational Quantum Eigensolver (VQE) [6] for
quantum chemistry calculations, Quantum Neural Net-
works (QNN) [7, 8] for machine learning tasks and the
QAOA algorithm [9]. QAOA can be used to solve combi-
natorial optimization problems, e.g. MaxCut [10], Max
E3LIN2 [11] and for generative machine learning tasks
such as sampling from Gibbs states [12]. Interestingly
there also exist QAOA versions of Shor’s number fac-
toring algorithm [13], and Grover’s problem of searching
an unstructured database [14] that substantially reduce
the number of gates with respect to their counterparts
for fully error-corrected quantum computers. Moreover
it has been shown that there is no efficient classical al-
gorithm that can simulate sampling from the output of
a QAOA circuit [15].
The performance and general characteristics of a
heuristic like QAOA with a classical optimization loop
are a nascent, vibrant however scattered research field
[16–20]. We add a piece to this puzzle by investigating
the class of problems that can be solved exactly, i.e. a
single run of the QAOA circuit would suffice to measure
one of the possible answers to the problem which we will
call target states henceforth. We coined the term ”deter-
ministic QAOA” to describe this specific setting.
There are alternative classical- and quantum algo-
rithms for combinatorial optimization: Quantum An-
nealing (QA) and its classical counterpart Simulated An-
nealing (SA). For these algorithms, there already exists
an extensive body of research separating the strengths
and weaknesses of QA and SA. Classes of problems have
been identified that are either tailored [21, 22] or ran-
domly generated and post-selected [23] to show a quan-
tum speedup of QA, on existing hardware. In the present
work we add QAOA to this framework of comparisons.
If there is only a single target state, we are able to iden-
tify a set of problems based on their spectral features
which can be solved exactly with QAOA with at most
polynomially growing number of gates as a function of
the problem size. Among these, there are problems that
cannot be solved with neither QA nor SA, which we cor-
roborate with their overlap distribution. We further show
that for these problem instances there exists an efficient
classical algorithm that can find the solution. Therefore,
our results provide us with a rich understanding of the
nature of the algorithm and show how interference effects
separate QAOA from SA and QA.
In a recent work Aram Harrow introduces an upper
bound on the ability of shallow circuits to have support
on outcomes which are separated in Hamming distance
[24]. To add to this finding, we show, for the case of two
target states, that the depth of a level-1 QAOA circuit
has to grow linearly with the Hamming distance of the
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2target states. We further show that it is impossible to
have a level-1 deterministic QAOA circuit with a number
of target states bigger than 2 and smaller than 2n where
n is the number of qubits.
IQP circuits are a non-universal quantum computa-
tional paradigm for which it is known that there is no
efficient classical algorithm that can simulate sampling
from its output [25, 26]. As such, IQP circuits are one
of the examples of recent proposals to show quantum
supremacy together with boson sampling [27] and ran-
dom quantum circuits [28]. Because of the similarity of
level-1 QAOA and IQP circuits we are able to transfer all
insights we provide in this work to IQP circuits as well.
The present article is organized as follows: First we
shortly recapitulate the QAOA algorithm in section II.
Then we identify a set of equations that implicitly defines
instances that can be solved exactly with level-1 QAOA,
cf. section III. We start by considering problems with
a single target state, cf. section IV. Subsequently we
consider the case of two target states in section V. In
section VI we show that there can be no genuine solution
if the number of target states is in between 2 and 2n.
In section VII we introduce IQP circuits and transfer all
findings for level-1 QAOA circuits. We conclude with
discussion and outlook in section IX.
II. THE QUANTUM APPROXIMATE
OPTIMIZATION ALGORITHM (QAOA)
The QAOA algorithm by Farhi et al. [9] is a variational
wavefunction ansatz with the goal to sample from low-
energy states of a Hamiltonian HP which is diagonal in
the computational basis. Computational states are the
simultaneous eigenstates of the Pauli-z operators σ
(i)
z for
all qubits, i ∈ {1, . . . , n}. The algorithm consists of two
steps: First the expectation value Eg of the Hamiltonian
HP for the variational state,
Eg = min
~β,~γ
〈Ψ(~β,~γ)|HP|Ψ(~β,~γ)〉 , (1)
is repeatedly evaluated with the help of the Quantum
Processing Unit (QPU) while the variational parameters
~β and ~γ are adjusted in an outer learning loop to min-
imize Eg. When Eg is sufficiently low, the variational
state is repeatedly prepared and measured to produce
candidates for low-energy states of the Hamiltonian HP.
The energy of all candidates is calculated and the lowest
energy state is the outcome of the QAOA algorithm.
The ansatz for the variational wavefunction |Ψ(~β,~γ)〉
is inspired by the quantum annealing protocol where a
system is initialized in an easy to prepare ground state
of a local mixing Hamiltonian HX =
∑
i σ
(i)
x , with the
Pauli-x operators acting on qubit i, σ
(i)
x , which is then
slowly transformed to the problem Hamiltonian HP [29].
The QAOA variational wavefunction resembles a trotter-
ized version of this procedure,
|Ψ(~β,~γ)〉 = e−iβpHXe−iγpHP . . . e−iβ1HXe−iγ1HP |+〉 ,
(2)
where the starting state |+〉 is the product state of eigen-
states of σ
(i)
x with eigenvalue 1, |+〉 = ∏i(|0〉i+ |1〉i)/√2,
which is simultaneously the superposition of all compu-
tational basis states. The number of repetitions p of
the fundamental block of QAOA is called its level. This
means a level-1 QAOA circuit consists of a single applica-
tion of a unitary generated by the problem Hamiltonian
followed by the mixing operation generated by the mixing
Hamiltonian.
To solve an arbitrary combinatorial optimization prob-
lem the first step is to reformulate its cost in terms of
the energy of a Ising Hamiltonian. This diagonal Hamil-
tonian Hp should be chosen such that it is possible to
infer solutions of the combinatorial optimization prob-
lem from low-energy eigenstates. This is always possible
with polynomial classical computing overhead for NP-
complete combinatorial optimization problems since the
spin-glass itself is a NP-complete problem. There exist
various known embeddings of combinatorial optimization
problems onto problem Hamiltonians Hp [30]. Low en-
ergy eigenstates from Hp can be sampled with QAOA
which can be recomputed to solutions of the combinato-
rial optimization problem.
It can be shown that the QAOA algorithm is strictly
superior to QA since the step-like application of the mix-
ing and problem Hamiltonian is the optimal solution for
the optimal transport problem of transforming the initial
state |+〉 to any other target state [31]. Various types
of outer learning loops have been used thus far ranging
from brute force grid search [9] to gradient based meth-
ods [32] and recently methods inspired by supervised ma-
chine learning where the parameters ~β and ~γ were trained
on random samples of combinatorial optimization prob-
lems and afterwards kept fixed to solve instances not seen
during training of the same combinatorial optimization
problem [16, 17, 33, 34].
III. SPECTRAL CONDITIONS FOR
DETERMINISTIC QAOA
In the following we derive conditions for the spectrum
of the problem Hamiltonian HP such that a level-1 ver-
sion of QAOA (p = 1) succeeds exactly, i.e. we consider a
deterministic version of QAOA where we not only strive
to minimize the expectation value Eg, cf. Eq. (1), but
search for optimal values of β and γ such that we find
perfect overlap,
1
!
= tr
[
T∑
t=1
|t〉 〈t| |Ψ(β, γ)〉 〈Ψ(β, γ)|
]
, (3)
with T target states {|t〉}Tt=1 that can be ground states
of a generic N -qubit Hamiltonian that is diagonal in the
3computational basis, HP = diag ({El| l ∈ {0, 1}n}). To
find a parametrized version of the class of spectra that
fulfill the above requirement we slightly reformulate the
above equality to the question if there exist complex val-
ues αt for t = 1, . . . , T that are normalized
∑
t |αt|2 = 1
such that,
1
!
= |
(
T∑
t=1
αt 〈t|
)
|Ψ(β, γ)〉 |2 , (4)
holds. Since HP is diagonal, the overlap of the variational
QAOA wavefunction with the subspace spanned by the
target states can be reformulated to,(
T∑
t=1
αt 〈t|
)
e−iβHXe−iγHP |+〉 =
=
∑
l∈{0,1}n
e−iγEl√
2n︸ ︷︷ ︸
x∗l
T∑
t=1
αt 〈t|e−iβHX |l〉︸ ︷︷ ︸
zl
. (5)
With the definition of the complex vectors ~x and ~z, cf.
Eq. (5), the equality cf. Eq. (4) can be seen as the scalar
product of two 2n-dimensional vectors, 1 = |~x∗ · ~z|. It is
easy to see that |~x|2 = 1 and a small calculation,
|~z|2 =
∑
l∈{0,1}n
T∑
t,t′=1
αtα
∗
t′ 〈t|e−iβHX |l〉 〈l|eiβHX |t′〉 =
=
T∑
t,t′=1
αtα
∗
t′ 〈t|t′〉 = 1
reveals |~z|2 = 1 as well. From the Cauchy-Schwarz in-
equality we therefore know that 1 = |~x ·~z| only holds for,
~x = ~z, ignoring an overall phase factor. With this we can
conclude for the phases of the complex numbers zl,
(γEl + arg(zl)) mod 2pi = C ∀ l ∈ {0, 1}n , (6)
and for their magnitudes
|zl| = 1√
2n
∀ l ∈ {0, 1}n . (7)
The first conditions, cf. Eq. (6), are the desired condi-
tions on the spectrum while the second conditions, cf.
Eq. (7) are necessary conditions for the spectrum to ex-
ist. Since in our setting γ is a mere rescaling of the energy
spectrum we will henceforth absorb γ into the definition
of the spectrum, γEl = l.
IV. SINGLE TARGET STATE
If there is only a single target state t1 the condi-
tions on the magnitudes of |zl|, Eq. (7) are fulfilled if
β = 14pi,
3
4pi,
5
4pi,
7
4pi and the energy eigenvalues El have
to fulfill either the condition,(
l − 1
2
pi∆(t1, l)
)
mod 2pi = C (8)
for β = 14pi and β =
5
4pi or(
l − 3
2
pi∆(t1, l)
)
mod 2pi = C (9)
for β = 34pi and β =
7
4pi. Here, ∆(t, l) is the Hamming
distance between the computational states l and the tar-
get state t, i.e. the number of spin flips required to change
the state l to the state t. C is an arbitrary constant that
reflects the fact that energy eigenvalues are defined up
to an additive constant. In the following we will concen-
trate on the first case, Eq. (8), since the generalization
to cases for β = 34pi and β =
7
4pi is straight forward.
a. Construction of the Hamiltonian To convert the
energy eigenvalues El to a quantum circuit, we reformu-
late them into a Ising Hamiltonian,
HP =
n∑
i1
hi1σ
(i1)
z +
n∑
i1,i2
Ji1i2σ
(i1)
z σ
(i2)
z
+
n∑
i1,i2,i3
Ji1i2i3σ
(i1)
z σ
(i2)
z σ
(i3)
z + . . . (10)
given in terms of their on-site fields (hi) and up to k-local
interactions (Ji1i2 , Ji1i2i3 , . . . , Ji1i2i3...ik), that fulfill the
requirements of the instances found above. Here σ
(i)
z are
Pauli-z matrices acting on qubit i. To implement the
evolution generated by this Hamiltonian, we transform
every term to a k-qubit gate. To fulfill the above defined
conditions on the spectrum, it is necessary to group the
states according to their Hamming distance with respect
to the target state |t〉 we would like to find with QAOA.
We construct the Ising Hamiltonian with the help of the
term
n∑
i
(
1− 2t(i)
)
σ(i)z = n− 2∆˜(t) , (11)
where ∆˜t is the Hamming distance operator defined by
the eigenstates given by the computational basis states
and the eigenvalues given by the Hamming distance of the
respective computational basis state and target state |t〉,
∆˜t |l〉 = ∆(t, l) |l〉 and t(i) is the i-th entry in bitstring t.
We decompose the Ising Hamiltonians for our instances
into two parts,
H1-targetp =
pi
4
n∑
i
(
1− 2t(i)1
)
σ(i)z +H2pi . (12)
The first term fixes the conditions given in Eq. (6) and
the second term H2pi is an arbitrary Ising Hamiltonian
with the sole condition that all eigenvalues are multiples
4of 2pi, which can be adjusted for any Ising Hamiltonian
by rescaling of the energies. This means that we can add
a ”watermark”-state |t〉 to every arbitrary Ising Hamilto-
nian such that QAOA deterministically creates this state
which can be any state computational basis state, not
necessarily the ground state.
A. SA/QA-hard instances
Among the above defined instances there are problems
that are hard to solve for both QA as well as SA. Both
of these methods are heuristics designed to find a state
that minimizes the energy of a given Ising Hamiltonian.
For SA one starts in a random computational basis
state and performs a random walk in the configuration
space with Metropolis–Hasting updates with the goal to
relax to low lying minima of the potential landscape. On
the way to the solution, the found energy barriers can
be overcome if their height is of the order of the thermal
fluctuations or smaller. When cooling down the tempera-
ture slowly, in the best case scenario, SA finds the global
minimum of the energy landscape.
For QA in comparison a system is initialized in the
superposition of all computational basis states and the
magnitude of the quantum fluctuations are decreased un-
til the system settles in a minimum of the potential land-
scape. Tunneling has been proven to be beneficial in this
process [22]. It is however known that tunneling through
a barrier is exponentially suppressed as a function of the
barrier width while it is proportional to the inverse of the
barrier height.
QA therefore shows advantages compared with SA for
potential landscapes where minima are separated by thin
and tall barriers while both heuristics fail for minima
separated by tall and wide barriers [23]. We therefore
identify the two requirements for instances that are hard
to solve for QA and SA: First, the potential landscape
should feature a large number of minima separated by
wide barriers, where the relevant metric in this case is
Hamming distance. Second, only one minimum should
be the global minimum with all other minima separated
by an amount of energy which is considered to be large
enough such that the specific non-optimal minimum can-
not be considered to be an acceptable solution to the
encoded problem.
In general, we can generate Ising Hamiltonians with
arbitrary eigenenergies. However, this could lead to k-
local interactions up to the maximal N -locality. This in
turn leads to a decomposition of the problem Hamilto-
nian block in the QAOA algorithm with an exponentially
growing number of elementary gates. We therefore add
an additional requirement of finite k-locality of the Ising
Hamiltonian, where k is independent of the size of the
problem. The instances we found that fulfill the above
requirements with maximal 4-local terms are the follow-
ing,
H2pi = 2pi∆˜(t1)
2(∆˜(t1)− (n/2))2 +H ′2pi , (13)
where H ′2pi is another arbitrary Ising Hamiltonian with
the sole requirement that its eigenenergies are multiples
of 2pi and that the interactions may not be greater than 4-
local. The quartic polynomial in the Hamming distance
operator ensures that the target state is also a ground
state of the Ising Hamiltonian while at the same time it
generates an exponential number
(
n
n/2
)
of minima with
Hamming distance n/2. These minima are suboptimal
because of the first part of Eq. (12). In Fig. 1 (a), we
show the energy distribution as function of the Ham-
ming distance and the density of states w.r.t. the Ham-
ming distance. The density of states visualizes that an
exponentially large fraction of random starting points in
classical methods will be close to sub optimal minima.
To provide numerical evidence that these constructed
instances are hard for both SA and QA and to make
contact with the notions introduced in [23], we calculate
their overlap distributions. The overlap distribution is
defined as the probability distribution of
q =
1
n
n∑
i
s(i)α s
(i)
β . (14)
defined over two replicas, α and β, of the system in a
thermodynamic state. It is shown that the overlap dis-
tribution allows to draw conclusions about the hardness
of combinatorial problems for both Simulated Annealing
and Quantum Annealing. Instances with peaks in the
overlap distribution for small values of q have been iden-
tified as hard to solve for both QA and SA [23]. We cal-
culated the overlap distributions exactly, cf. the Supple-
mentary Material, for the 4-local instances found above
where H ′2pi = 0. We find perfect alignment of our in-
stances with heuristics found in [23] for hard instances
for QA and SA, cf. Fig. 1 (b).
B. Classical algorithm
The fully trained version of the QAOA circuit for in-
stances with deterministic outcome as defined above, cf.
Eq. (6), does not build up any entanglement, as can be
seen from the following observation,
e
−i
(
pi
4
∑
i
(
1−2t(i)1
)
σ(i)z +H2pi
)
=
∏
i
e
−ipi4
(
1−2t(i)1
)
σ(i)z , (15)
i.e. every gate in the fully optimized QAOA circuit is
local. This suggests that there is an efficient classical
algorithm to find solutions for these instances. In the
following we present an efficient classical algorithm that
can find the target state given oracle access to the en-
ergies of computational basis states of the Hamiltonian
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FIG. 1. (a) The dashed line shows an artificially constructed energy distribution, which fulfills the spectral conditions given in
Eq. (6) and employs maximal 4-local interactions. The solid line shows the normalized density of states w.r.t. the Hamming
distance to highlight that the energy landscape is dominated by many sub optimal minima. (b) Overlap distribution for the
given spectrum. The peak at q = 1 denotes the overlap of every minimum with itself. The peak at in the red/dark area,
however, is the overlap of all suboptimal minima with the global minimum. The position at q=0 means that they are mainly
located at a Hamming distance of n/2. Following [23], the peaks around q < |0.75| indicate that both SA and QA will struggle
to find the global minimum. Both plots show numerical data for n = 100.
given in Eq. (12): First, one queries the energy of a ran-
dom computational basis state. Second, the first spin of
the initial state is flipped. The Hamming distance of the
resulting state w.r.t. the target state then is either in-
creased or decreased by one. If the Hamming distance is
increased by one, then we know the initial state of the
spin was the correct one. If the Hamming distance is
decreased by one, then we can leave the spin as is. To
see if the Hamming distance was increased or decreased
we query the energy for the state with flipped spin and
examine the difference to the energy of the initial state
modulo 2pi. Since the Hamming distance can only de-
crease or increase by one the energy difference is either
equal to pi/2 if the Hamming distances increased or −pi/2
if the Hamming distance decreased. We repeat the above
described method for every spin and are able to find the
target state with n+1 queries of the oracle. For a detailed
description of the algorithm cf. Fig. 2.
V. TWO TARGET STATES
We start the two target state case by showing under
what circumstances a solution can exist. To this end we
reformulate Eq. (7) to,
|~vl · ~α| = 1√
2n
∀ l ∈ {0, 1}n , (16)
with the definition of the vector [~vl]t = 〈t| e−iβHx |l〉. The
above equation has to hold for all computational basis
states l. Yet, it also has to hold for only 2 computational
Algorithm 1 Classical algorithm
1: function ClassicalAlgorithm(HP )
2:
3: Input: Oracle access to the energies of a n-spin
4: Hamiltonian HP, cf. Eq. (12)
5: Output: ground state of HP
6:
7: Draw random bitstring b = (b1, b2, . . . , bn)
8: Calculate energy Eb = HP (b)
9: for k ← 1 to n do
10: Flip spin k → b˜ = (b1, b2, . . . ,−bk, . . . , bn)
11: Calculate energy Eb˜ = HP (b˜)
12: if (Eb˜ − Eb) mod 2pi = −pi/2 then
13: b = b˜
14: end if
15: end for
16: return b
17: end function
FIG. 2. Pseudo code to find the exact solution of Eq. (12)
classically in n+ 1 queries.
basis states. We start with the case where the Hamming
distance between the two target states is odd, the case
with even Hamming distance is a trivial adaption of the
following. We take the two equations corresponding to
the two target states, i.e. l1 = t1 and l2 = t2, and set up
6a linear system of equations for the unknown ~α,(
~vt1
~vt2
)(
α1
α2
)
=
cos(β)n
(
1 (−iτ)∆(t1,t2)
(−iτ)∆(t1,t2) 1
)(
α1
α2
)
=
(
eiϕ1√
2n
eiϕ2√
2n
)
,
(17)
for some ϕ1 and ϕ2 where τ = tan(β). Since the Ham-
ming distance ∆(1, 2) is odd the coefficient matrix of the
above linear system of equations is non-singular and can
be inverted to solve for ~α. The norm of ~α resulting from
this procedure is,
|α1|2 + |α2|2 = 1
2n cos(β)2n
2
1 + tan(β)2∆(t1,t2)
, (18)
which is equal to 1 for same values of β as for the case
with a single target state, β = 14pi,
3
4pi,
5
4pi,
7
4pi. If the
Hamming distance between the target states is even then
we take a other computational basis states such that the
coefficient matrix is invertible which is always possible.
Once we have found the computational basis states we
can proceed through the above steps in complete analogy
with the same feasible β-values as found above. We have
thereby proven that only for the above cited values of β
there can be a solution and proceed in showing that there
actually exists a solution by explicitly calculating it.
To calculate the actual ~α and consequently the
parametrized spectrum we take the square of Eq. (7) and
use the fact that the vector ~α is normalized,
~α†Ml~α = 0 (19)
where,
[Ml]t,t′ =
1− δ(t, t′)
2n
(−i)∆(t,l)−∆(t′,l) . (20)
The above equation has to be fulfilled for all computa-
tional basis states l. To find out the requirements for
that to happen we need to make a couple of observations
first. First consider the sum and difference of Hamming
distances ∆(t, l)±∆(t′, l). Lets assume we approach the
state l with a sequence of bit flips starting with state t,
t → l0 → l1 → · · · → l. Every bit flip changes the sum
and difference of Hamming distances by either −2, 0 or
2 starting from the Hamming distance ∆(t, t′) of the two
target states. Therefore an even (odd) Hamming distance
between target states t and t′ implies an even(odd) sum
and difference in Hamming distances ∆(t, l) ± ∆(t′, l).
To reformulate this in a symmetric rule: Only two or no
Hamming distance between three states can be odd the
others are even. Second, the equality above has to hold
for all l therefore all contributions from off-diagonal terms
have to vanish. The matrix Ml is hermitian and due to
the special relationship of the sum and difference in Ham-
ming distances the entries are either [Ml]t,t′ = [Ml]t′,t or
[Ml]t,t′ = − [Ml]t′,t. This implies restrictions on the pos-
sible choices of αt,
Re[α1α
∗
2] = 0 if ∆(t1, t2) is even (21)
Im[α1α
∗
2] = 0 if ∆(t1, t2) is odd . (22)
This means if the Hamming distance between the two
target states is even (odd) then the complex numbers
α1 α2 are perpendicular (parallel) in the Gaussian plane.
We proceed for even Hamming distance and parametrize
the complex amplitudes according to α1 = cos(ϕ)e
iσ and
α2 = ±i sin(ϕ)eiσ, which is the most generic parameteri-
zation that already fulfills Eq. (21) and the normalization
of α. The zl are,
zl = e
iσ
(
cos(ϕ) (−i)∆(t1,l) ± i sin(ϕ) (−i)∆(t2,l)
)
(23)
= exp(i(σ − pi
2
∆(t1, l)± (−1)
∆(t2,l)−∆(t1,l)
2 ϕ)) . (24)
The spectrum is therefore defined by,
l =
pi
2
∆(t1, l)± (−1)
∆(t2,l)−∆(t1,l)
2 ϕ , (25)
for arbitrary ϕ and we have chosen to gauge the spectrum
according to σ = C. With the definition of the energy
eigenvalues we can deduce the gate sequence that needs
to be executed on an all-to-all connected QPU to im-
plement the propagation with the problem Hamiltonian.
The first term on the right hand side of the conditions on
the spectrum, Eq. (25) can be implemented as explained
above, cf. Eq. (11) with local σz rotations. The gate
sequence for the second term can be deduced with the
technique of Walsh functions [35],
aj =
∑
l∈{0,1}n
(−1) ∆(t2,l)−∆(t1,l)2 (−1)
n∑
i=1
j(i)l(i)
. (26)
All non-zero aj for j ∈ {0, 1}n correspond to Walsh oper-
ators
n⊗
i=1
(σ
(i)
z )j
(i)
that need to be implemented in order to
get the problem Hamiltonian with the defined spectrum.
Eq. (26) can be reformulated to,
aj = (−1)
n∑
i=1
t
(i)
1 −t
(i)
2
2
∑
l∈{0,1}n
(−1)
n∑
i=1
(t
(i)
2 −t(i)1 +j(i))l(i)
.
(27)
From this we can deduce that there is only a single non-
vanishing Walsh coefficient represented by a binary string
j that is one at every digit where the target states differ
and zero elsewhere. This means that the second term in
Eq. (25) can be generated by a ∆(t2, t1)-local term that
is the tensor product of local σz operators on all qubits
where target state t1 and target state t2 differ. If we
assume the generic decomposition of a k-local σz-rotation
into two ladders of CNOTs and a local rotation Rz, cf.
Fig. 3, this would mean that the depth of the QAOA
circuit that generates a superposition of two target states
scales linearly with the Hamming distance between both
states.
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iα
(
σ
(1)
z σ
(2)
z σ
(3)
z ···σ(k)z
)
=
1 • •
2 • . . . •
3
...
k . . . RZ(α) . . .
FIG. 3. Circuit realizing a k-local parametrized σz rotation.
VI. MORE THAN TWO TARGET STATES
Based on the assumption that the only solution can be
found for β = 14pi,
3
4pi,
5
4pi,
7
4pi we show in the following
that level-1 QAOA can not map to a genuine superposi-
tion of more than 2 but less than 2n target states. We
consider a genuine superposition of target states a super-
position where no amplitude vanishes. Eq. (7) can be
reformulated to
cos(β)n|((−iτ)∆(t1,l), . . . , (−iτ)∆(tT ,l))~α| = 1√
2n
. (28)
If there is a combination of computational basis states l
and l′ with ∆(t, l) = m+∆(t, l′) for all t and some integer
m, it is easy to see that | tan(β)| = 1 which is only true for
β = 14pi,
3
4pi,
5
4pi,
7
4pi. Based on this observation as well as
the calculation for the 2 target state case and numerical
investigations we conducted we conjecture that the only
possible solutions are β = 14pi,
3
4pi,
5
4pi,
7
4pi.
Based on this conjecture what is left to show is that
Eq. (19) can only be fulfilled for all entries of ~α but two
vanishing. We start by rewriting the equation based on
the above findings on Hamming distances,∑
t>t′
(−1)
⌊
∆(t,l)−∆(t′,l)
2
⌋
Re/Im[α∗tαt′ ] = 0 (29)
where the real and imaginary part of the product of ~α
entries is chosen according to the parity of the Ham-
ming distance according to Eq. (30). If we assume for
the moment that all products of ~α entries are indepen-
dent, then Eq. (29) can be seen as homogeneous lin-
ear system of equations where the coefficient matrix is
[(−1)
⌊
∆(t,l)−∆(t′,l)
2
⌋
]{t,t′},l. The Hamming state differ-
ence is bounded from below and above by −∆(t, t′) ≤
∆(t, l) − ∆(t′, l) ≤ ∆(t, t′), i.e. the rows in the coeffi-
cient matrix are all possible combinations of −1 and 1.
Therefore the coefficient matrix has full rank and the
only possible solution to the linear system of equations
is the trivial one,
Re[αtα
′∗
t ] = 0 if ∆(t, t
′) is even (30)
Im[αtα
′∗
t ] = 0 if ∆(t, t
′) is odd . (31)
Assume a situation where there are more than two target
states. Then it is always possible to choose three of them.
Further assume that all three complex amplitudes αi for
the three target states are non-vanishing. As we already
know there are two cases: either all Hamming distances
between them are even or two Hamming distances are
odd and the remaining one is even. If all Hamming dis-
tances are even then the real part has to vanish for all
products of complex amplitudes α∗tαt′ . This means that
the complex vectors α1, α2 and α3 in the Gaussian plane
must all be mutually perpendicular, which is not possi-
ble in the two-dimensional Gaussian plane. A straight
forward adaption of the above reasoning also precludes
the possibility of a solution in the case where two of the
Hamming distances are odd.
VII. IQP CIRCUITS
IQP circuits are a non-universal quantum computa-
tional paradigm. They serve as a tool in complexity the-
oretic proofs to discern quantum- from classical computa-
tional power. Efficient classical sampling from the output
distribution of IQP circuits has been shown to be #P-
hard even for approximate sampling or sampling from
IQP circuits with noise [26, 36]. IQP circuits are very
similar to level-1 QAOA circuits: an arbitrary diagonal
unitary transform e−iH
(IQP)
p , generated by the diagonal
HamiltonianH
(IQP)
p , is applied to the equal superposition
of all possible computational basis states |+〉 followed by
Hadamard gates on all qubits and a measurement in the
computational basis, i.e. the IQP output state is,
|IQP〉 = 1√
2
(
1 1
1 −1
)⊗n
e−iH
(IQP)
p |+〉 . (32)
We can transfer all findings of the preceding section, c.f.
Sec. III to IQP circuits, because of their similarity to
level-1 QAOA circuits. Therefore the questions that we
answer in the following is, if there are complex amplitudes
αt for t = 1, . . . , T , that are normalized
∑
t |αt|2 = 1 such
that,
1
!
= |
(
T∑
t=1
αt 〈t|
)
|IQP〉 |2 . (33)
Similar to the findings for QAOA we can derive from that
two sets of equations that define the spectrum,(
l + arg
(
T∑
t=1
αt(−1)
n∑
i=1
t(i)l(i)
))
mod 2pi = C . (34)
and ensure the existence of a solution,
|
T∑
t=1
αt(−1)
n∑
i=1
t(i)l(i) | = 1 (35)
For the single target state case the condition for the ex-
istence of a solution, cf. Eq. (35), is trivially fulfilled and
the spectrum is defined by, l = pi
∑
i t
(i)l(i), which can
be implemented by the 1-local IQP Hamiltonian,
H(IQP)p =
pi
2
∑
i=1
tiσ
(i)
z , (36)
8that has the same spectrum up to an overall phase fac-
tor. In the 2-target state case the solution exists if,
Re[α∗1α2] = 0 holds. The parametrizations, α1 = i sin(ϕ)
and α2 = cos(ϕ), automatically ensure the existence and
normalization of the solution. With this parametrization
we can deduce the spectrum to be,
l = pi
n∑
i=1
t
(i)
1 l
(i) + (−1)
n∑
i=1
t
(i)
1 l
(i)−
n∑
i=1
t
(i)
2 l
(i)
ϕ (37)
The first summand in the definition of the spectrum can
be implemented with the Hamiltonian found in the 1-
target state case we again resort to the technique of walsh
functions to deduce the Hamiltonian for the second sum-
mand to get the full Hamiltonian,
H(IQP)p = pi
∑
i=1
(1− t(1)i )σ(i)z + ϕ
n⊗
i=1
(
σ(i)z
) 1−t(1)i t(2)i
2
.
(38)
In complete analogy to level-1 QAOA we find that the
depth of the circuit implementing the phase seperator
grows linearly with the Hamming distance between the
two target states t(1) and t(2). Assuming the stan-
dard decomposition of a ladder of CNOTs and a local
parametrized Rz-gate on an all-to-all connected QPU.
If there are more than 2 target states we have to find
solutions to the quadratic equation,
~α†Ml~α = 0 , (39)
where, [Ml]t,t′ = (−1)f(t,l)(−1)f(t′,l). If we assume for
a moment that all Re[α∗tα] are independent, we may
think of Eq. (39) as a linear equation for independent
Re[α∗tα]. The coefficient matrix for this system of linear
equations has full rank and consequently the only solu-
tion is, Re[α∗tα] = 0 for all possible combinations t and
t′ where t 6= t′. This however as argued above is only
possible if all αt = 0 but two.
VIII. DECAY UNDER DISORDER
In the final section we investigate the effects of disor-
der in the implementation of the Ising Hamiltonian HP
on the unit overlap of the above introduced determin-
istic QAOA and IQP settings. To this end we assume
a fixed but random shift acting on every eigenenergy,
˜l → l + δl. As a generic assumption on QPU con-
trol errors we assume all δl to be i.i.d. with Gaussian
probability distribution with mean 0 and variance σ, i.e.
δl ∼ 1√2piσ2 e
− δ
2
l
2σ2 . To be able to treat QAOA and IQP
circuits on common footing, we introduce the unitaries
UQAOA and UIQP such that, |Ψ(β, γ)〉 = UQAOA |+〉 and
|IQP 〉 = UIQP |+〉. With these definitions we can derive
a relation between the unitaries defined with respect to
the perturbed eigenenergies U˜QAOA and U˜IQP and the
respective versions with the unperturbed eigenenergies,
U˜QAOA/IQP |+〉 = 1√
2n
∑
l∈{0,1}n
e−iδlUQAOA/IQP |l〉 .
(40)
With this we can reformulate the expectation value with
respect to all possible deviations from the exact eigenen-
ergies of the overlap of the output state of the perturbed
QAOA or IQP circuit with a projector on the target sub-
space,
E
[
tr
[
T∑
t=1
|t〉 〈t| U˜QAOA/IQP |+〉 〈+| U˜†QAOA/IQP
]]
=
T
2n
+ e−σ
2
(
1− T
2n
)
. (41)
As expected we recover the unit overlap if the disorder
variance σ vanishes. The overlap decreases exponentially
with the variance of disorder making the unit overlap a
volatile property. For completely random eigenenergies,
σ → ∞, the probability to end up in one of the target
states is the ratio of the dimensions of the target subspace
spanned by one T = 1 or two T = 2 computational basis
states and the dimension of the entire Hilbert space 2n.
IX. CONCLUSION
Based on the premise of deterministic QAOA, i.e. a
setting in which the level-1 QAOA circuit is able to
map to a genuine superposition of a set of target states,
we were able to derive a number of fundamental in-
sights. If there is a single target state the set of spe-
cially constructed optimization problems contains cases
where both Quantum Annealing and Simulated Anneal-
ing fail. Consequently, our results define a first demarca-
tion line between QAOA on one side and SA and QA on
the other side. These results highlight the fundamental
differences between heuristics designed to find the min-
imum of potential landscapes such as QA and SA and
an interference-based algorithm such as QAOA where all
states that are not the target state interfere destructively
while only the the amplitudes of the target state add up
constructively. This points to a new research direction
of new encodings of combinatorial optimization problems
into problem Hamiltonians Hp where the desired solution
is not necessarily the ground state but rather exceptional
in its interference.
In the two target state case we were able to derive a
parametrized family of problem Hamiltonians that gener-
ate level-1 QAOA circuits that can prepare an arbitrary
superposition of two target states. With the technique of
Walsh functions we were further able to show that level-1
QAOA circuit depth has to grow linearly with the Ham-
ming distance of the target states, which contributes to
ongoing research on the relation between the depth of a
circuit and its computational power [24, 37].
9Finally we argued that there is no possibility of a level-
1 QAOA circuit to map to a genuine superposition of
more than 2 but less than 2n target states and we trans-
ferred all of our findings to the quantum computational
paradigm of IQP circuits.
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Appendix A: Overlap distribution
Here we calculate an exact expression for the overlap distribution in the case where the problem Hamiltonian is
defined via the Hamming distance to the target state |t〉. The overlap is defined by
q =
1
N
N∑
i
s
(α)
i s
(β)
i , (A1)
where α and β define two replicas of the system. The probability distribution for each combination of states of the
two replicas is given by the product of two Gibbs distributions at the same temperature. We calculate the probability
distribution of q by summing over combinations of states of the two replicas that amount to the same value of q,
P (q) =
N∑
i,j
e−βH(si)e−βH(sj)δs(i)s(j),qN . (A2)
We note that the value q is directly related to the Hamming distance, ∆H, between two computational states,
q = (N−2∆H)/N . For an arbitrary Hamiltonian, evaluating this sum requires exponential many classical resources as
there are, in general, exponential many products of different energy pairs. However we consider a problem Hamiltonian
that depends solely on the Hamming distance to the target state. Therefore we only have N +1 different energies and
consequently only N(N + 1)/2 different Gibbs weight pairs. In the following, we show how to calculate the overlap
distribution with polynomial resources in this case.
To find all possibilities to create a certain value of q, we have to sum over all possibilities to create a certain distance
∆H from all possible computational states si. Let us have a look at an example, where our target state is |t〉 = |0〉⊗N .
If the system is in a computational state l, ∆t(l) qubits are in the |1〉 state and consequently N −∆t(l) qubits are in
the |0〉 state. Note that we here used ∆t(l) as the Hamming distance from the target state w.r.t. to the state si. We
now have to sum over all possible combinations, leaving us with the
P (q) =
N∑
∆t=0
∆H∑
K=0
(
N
∆t
)(
N −∆t
∆H −K
)(
∆t
K
)
e−βE(∆t)e−βE(∆t+∆H−2K). (A3)
This expression has only polynomial many terms and can be computed efficiently. Usually, the overlap distribution is
found by doing many simulated annealing runs with different temperatures. In our case, we can set the temperature
arbitrarily. We therefore have to make sure to set the temperature such that we do not hit both thermodynamic
limits, where i) the ground state is occupied with certainty or ii) all states are equally likely. Therefore we shift the
temperature in the regime where both cases i) and ii) do not occur. In this case, the overlap distribution gives insight
into the energy landscape of the problem and the capability of QA and SA to solve the problem.
