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Recientemente la preocupación por la estabilidad cam-
biaria ha experimentado un renovado interés debido a nu-
merosos factores entre los que cabe destacar a nivel inter-
nacional la progresiva depreciación del dólar a partir de
marzo de 1985 y la estabilización posterior y a nivel espa-
ñol, la incorporación de la peseta al Sistema Monetario Eu-
ropeo (S.M.E.). Sin embargo, para llegar a esta situación se
han tenido que superar numerosos obstáculos a lo largo del
siglo XX por lo que parece interesante comenzar este trabajo
repasando los diversos sistemas cambiarlos que han estado
vigentes durante el presente siglo.
La constante preocupación de las autoridades económicas
internacionales por la estabilidad de las monedas encuentra
su fundamento en la ventaja de obviar o disminuir la incer-
tidumbre de los agentes económicos en el momento de realizar
las transacciones, buscándose, además, favorecer tanto el
desarrollo de los países como multiplicar los intercambios
internacionales. Sin embargo, y a pesar de todos los inten-
tos realizados para conseguir la estabilidad cambiaria, ésta
no se ha logrado en todo momento durante el siglo XX.
Durante todo el siglo XIX, las fluctuaciones del valor
del oro y de la plata presentaron serias dificultades que
los grandes paises intentaron resolver, adoptando poco a
poco el monometalismo oro instaurándose de esta forma el
sistema cambiario patrón-oro, manifestado mediante tres mo-
dalidades de régimen cambiario: patrón-oro clásico, patrón
lingote-oro y patrón de cambios oro. El tipo de cambio, en
cada uno de estos sistemas se definía como la paridad fija
de cada moneda con respecto al oro. La fuerte dependencia
respecto a este metal se considera como el principal defecto
del sistema: el crecimiento de la liquidez internacional de-
bido al desarrollo del comercio y de la producción, requería
un aumento similar de la producción de oro que, sin embargo,
no crecía al ritmo deseado. El hecho de que las monedas de
reserva, principalmente la libra esterlina, dejasen de ser
convertibles en oro unido a la inestabilidad internacional
que provoca la crisis económica de 1929 originan un clima de
desconfianza generalizado que desemboca en la retirada por
parte de los bancos centrales extranjeros de su oro y sus
depósitos del banco central inglés. Todos los intentos rea-
lizados para salvar el sistema resultaron insuficientes: la
declaración de no convertibilidad de la libra esterlina en
oro en septiembre de 1931 determina el final del sistema y
la apertura de un período de desorden económico internacio-
nal que se extendió hasta después de la segunda guerra mun-
dial. Sólo al final de ésta, se empezó a considerar la re-
construcción de los paises y el restablecimiento del orden
económico internacional. Con estas intenciones se reunieron
representantes de 44 paises en Bretton Woods en julio de
1944 donde se gestó y aprobó, después de un período de nego-
ciaciones entre británicos y norteamericanos el acuerdo de
Bretton Woods que estaría vigente hasta 1973.
El sistema resultante estableció un patrón de cambios-
oro con tipos de cambio fijos pero ajustables en determina-
das circunstancias (desequilibrio fundamental de Juan
(1989)), apoyado por un organismo, el Fondo Monetario Inter-
nacional. Cada país perteneciente al sistema se comprometía
a fijar la paridad de su moneda en términos del oro o del
dólar y a mantener el tipo de cambio dentro de unas bandas
máximas de fluctuación del 1% en torno a la paridad (estas
bandas fueron posteriormente aumentadas al 2%).
Várela y Várela (1974) destacan tres principales defec-
tos del sistema. El primero concierne a la corrección de los
desequilibrios fundamentales que se realizaba mediante la
imposición por parte del F.M.I. de una serie de medidas ten-
dentes a deprimir el nivel de demanda interna, alterar el
tipo de cambio, restringir las importaciones y estimular las
exportaciones, medidas todas ellas de muy difícil cumpli-
miento por lo que la corrección de los desequilibrios some-
tía al pais afectado a profundas crisis de las cuales era
difícil salir.
El lento crecimiento de la liquidez en oro se plantea
como el segundo gran defecto de este sistema. La evolución
del comercio y de las inversiones internacionales requería
una liquidez muy superior a la que proporcionaba la liquidez
en oro. Por este motivo y debido al aumento del protagonismo
del dólar estadounidense, se pasó, de facto, a un patrón fi-
duciario dólar, moneda que no gozaba ya de la convertibili-
dad automática en oro.
Finalmente, el último defecto que destacan Várela y Vá-
rela (1974) es la desconfianza respecto a la posibilidad de
conversión automática en oro de las monedas de reserva,
principalmente del dólar, al tipo de cambio fijado.
La creciente desconfianza en la superación de las difi-
cultades de la balanza de pagos estadounidense generó pre-
siones financieras en contra del dólar, poniendo de mani-
fiesto la sobrevaloración de esta moneda. Esto desembocó en
la declaración de no convertibilidad en oro del dólar y la
primera devaluación de esta moneda en agosto de 1971, noti-
cia que provocó el cierre de los mercados cambiarios de los
principales países industrializados, reabriéndose una semana
después con el panorama de flotación oficial de las princi-
pales monedas.
En este clima de desorden económico internacional, las
partes más directamente afectadas llegaron a un compromiso
en forma del Acuerdo Smithsoniano (Washington, diciembre de
1971) por el que se procedía a un realineamiento de las pa-
ridades de las principales monedas y a una ampliación de las
bandas de fluctuación de las monedas alrededor de la pari-
dad.
Pronto se percibió en el mercado como fueron insufi-
cientes los reajustes de las paridades: el dólar siguió mos-
trándose débil y continuaron las presiones en contra de esta
moneda. Todo esto unido, por un lado, al temor de un rebrote
inflacionario en los Estados Unidos por la finalización de
la II fase del Programa de Control de Precios y Salarios y.
por otro, a las noticias del deterioro en 1972 de la balanza
por cuenta corriente norteamericana, determinaron la segunda
devaluación del dólar con respecto al oro en un 10% en fe-
brero de 1973.
Sin embargo, la presión internacional sobre el dólar
continuó y la avalancha de fondos especulativos provocó nue-
vamente el cierre de los mercados cambiarios en los princi-
pales paises europeos y en Japón. La reapertura se produce
el 19 de marzo con el panorama de flotación generalizada y
controlada de sus monedas, acuerdo alcanzado el 16 de marzo
en Paris por el Grupo de los Diez y los paises miembros de
la C.E.E. que determinaba la liquidación del sistema.
El camino para el restablecimiento del orden económico
internacional fue largo, tenso y con numerosas negociacio-
nes. En la quinta reunión del Comité Provisional celebrada
en Jamaica en 1976 se registraron importantes progresos que
dieron paso a la Segunda Enmienda al Convenio Constitutivo
del Fondo, en la cual se consagró la libertad de regímenes
cambiarios, supervisados por el F.M.I., organismo al que se
le atribuye un mayor protagonismo al asignarle el objetivo
fundamental de supervisar la evolución del sistema monetario
internacional y el cumplimiento de las obligaciones de los
paises miembros. Asimismo, se adoptaron una serie de medidas
para fomentar el uso de los Derechos Especiales de Giro al
tiempo que se eliminaba la dependencia del sistema con res-
pecto al oro (véase Muns (1978)).
El efecto principal de la Segunda Enmienda fue la adop-
ción y aprobación de los tipos de cambio flotantes así como
el mayor protagonismo del Fondo Monetario Internacional en-
cargado de velar por el buen funcionamiento del sistema.
Hoy en dia aún continua vigente el sistema de la Se-
gunda Enmienda. Su funcionamiento parece que ha sido algo
irregular y ha seguido dominado por los avatares del dólar
cuyas apreciaciones y depreciaciones han regido el desarro-
llo del S.M.I. El 'crash' de octubre de 1987 puso de mani-
fiesto además de la internacionalización de los mercados fi-
nancieros, la sensibilidad internacional a los déficits
tanto fiscal como comercial de los EE.UU. Las periódicas
reuniones del Grupo de los Siete (Italia, Francia, Canadá,
EE.UU, Japón, Alemania y Gran Bretaña) muestran su preocupa-
ción por conseguir un dólar estable y el reparto de las car-
gas con el fin de lograr un orden económico internacional
equilibrado. Después de los llamados acuerdos del Plaza
(septiembre de 1985) y del Louvre (Febrero de 1987) parece
evidente que la estabilidad cambiaria sólo se puede lograr
mediante un esfuerzo conjunto de los principales paises im-
plicados, por lo que Kenen (1988) llega incluso a sugerir o
recomendar la utilización de tipos de cambio dirigidos de
forma conjunta.
La crisis desatada en el sistema monetario internacio-
nal a partir de 1971 llevó a los países miembros de la
C.E.E. a plantear un sistema para evitar que la inestabili-
dad monetaria afectase al buen funcionamiento del Mercado
Común. Esta iniciativa se plasmó en tres proyectos que tu-
vieron diversa suerte. El primer sistema adoptado por los
paises comunitarios fue la 'Serpiente Monetaria en el Túnel'
(1972-1973) el cual se gestó y aprobó en Basilea (acuerdo de
Basilea, Marzo de 1972) y cuyas principales características,
siguiendo a Ruiz de Cabra y Carbajo Vasco (1988), son que la
fluctuación máxima entre dos monedas no podía ser superior
a ± 2.25% (la serpiente) y que el dólar no podía fluctuar
más del 2.25% con respecto a las divisas comunitarias (el
túnel) .
Para mantener las monedas dentro de la serpiente, se
requería la intervención de los bancos centrales, en el mer-
cado monetario, en monedas comunitarias, mientras que la in-
tervención se realizaba en dólares para mantener el túnel.
La dependencia de la serpiente con respecto al dólar, en un
período de fuerte desconfianza en la divisa norteamericana
determinó el fracaso del sistema que fue abandonado sucesi-
vamente por los distintos paises que formaban parte de él,
instaurándose de nuevo la flotación libre de las monedas co-
munitarias.
El segundo intento por parte de los paises comunitarios
para lograr la estabilidad cambiaría en el seno de la C.E.E.
fue la 'Serpiente fuera del Túnel' (1973-1977) en el cual se
estableció un encasillado de tipos de cambio cruzados ofi-
ciales que se toman como paridades bilaterales. Se determi-
nan los límites de fluctuación alrededor de las paridades
oficiales de ± 2.25%, eliminándose el túnel, lo que permitió
una mayor posibilidad de movilidad de la serpiente y se es-
tableció la obligatoriedad de intervención de los bancos
centrales para mantener las paridades anteriores. Sin em-
bargo, la ausencia de una auténtica política única a nivel
de la C.E.E., la imposibilidad de crear un 'espacio moneta-
rio europeo' y la falta de una política unitaria a nivel de
la C.E.E frente a la reforma del Sistema Monetario Interna-
cional llevaron a mantener las intervenciones de los bancos
centrales en dólares lo que ponía de manifiesto la debilidad
del sistema que fue abandonado paulatinamente a partir de
1977 por los principales países que los formaban.
A finales de 1977, tras la experiencia contradictoria
de la serpiente monetaria europea, pareció llegado el mo-
mento de plantearse políticamente un nuevo impulso en el
proceso de integración monetaria europea, buscando afrontar
el retroceso de las concepciones teóricas partidarias de los
tipos de cambio flexibles y retornar hacia los modelos de
cambios fijos pero ajustables. También se tuvo en cuenta la
iniciativa de lograr un área comercial unida frente al papel
predominante del dólar que presentaba una gran inestabili-
dad. Todos estos argumentos llevaron a la creación del Sis-
tema Monetario Europeo en marzo de 1979.
Siguiendo a Viñals (1986), el S.M.E. se puede definir
como una zona de tipos de cambio nominales fijos, pero ajus-
tables, siendo sus principales objetivos, según Briz de Ca-
bra y Carvajo Vasco (1988), la creación de una "zona de es-
tabilidad monetaria en Europa" por medio de una estrecha
cooperación monetaria y el establecimiento de una base diri-
gida a la coordinación del manejo de los tipos de cambio con
respecto al resto del mundo.
Las principales características de este sistema cambia-
rio pueden resumirse en los siguientes puntos:
1) Creación de una unidad de cuenta: el E.C.U.
(European Currency Unity) definido como un promedio
ponderado del valor de las diferentes monedas comunita-
rias. El E.C.U. además de cumplir con las funciones del
dinero (unidad de cuenta, medio de pago y depósito de
valor), tiene la función adicional de servir tanto como
indicador de divergencia como para fijar los tipos de
cambio bilaterales entre las monedas de los diferentes
paises.
2) Los tipos de cambio efectivos entre dos monedas cua-
lesquiera no podrán fluctuar respecto a la paridad más
que un 2.25% a cada lado. Estos limites de fluctuación
son válidos para todas las monedas excepto para la Lira
Italiana que debido a su debilidad, tiene una banda de
fluctuación del 12%. (La moneda española también se ha
incorporado al S.M.E. con esta banda de fluctuación más
amplia).
3) El sistema prevé que cuando una moneda se desvie de
su paridad frente al E.C.U. en más de un porcentaje de-
terminado ('indicador de divergencia'), la autoridades
del pais emisor deberán intervenir. Se ha señalado un
'umbral de divergencia' que es del 75% del indicador de
divergencia. Cuando una moneda llega al margen extremo
de fluctuación, las autoridades monetarias correspon-
dientes deberán intervenir para frenar la apreciación o
depreciación. (Para un análisis más detallado del meca-
nismo de ajuste, véase Viñals (1986), Ruiz de Cabra y
Carvajo Vasco (1988) y de Juan (1989)).
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4) Se creó un sistema de facilidades de crédito para
instaurar adecuadamente el sistema de intervenciones de
los paises miembros, con el objeto de limitar las fluc-
tuaciones cambiarías (véase Maycas Tarascón (1987)).
El funcionamiento del Sistema Monetario Europeo ha sido
bastante irregular. Viñals (1986) considera que se pueden
distinguir tres etapas diferenciadas. La primera, que abarca
hasta 1982, no se caracterizó por un buen funcionamiento del
sistema debido a que los tres objetivos básicos del mismo
(reducción de la variabilidad de los tipos de cambio, dismi-
nución de la tasa de inflación y reducción de los tipos de
interés) no se consiguieron. Bien es verdad que el entorno
internacional fue poco favorable: la segunda subida fuerte
de los precios del petróleo sumió a las economías de casi
todos los paises en una profunda crisis de la que no fue fá-
cil salir.
La segunda etapa, que comienza en 1983 y termina a fi-
nales de 1986, presentó un signo totalmente distinto. Se
produjeron bastantes avances en la consecución de los obje-
tivos básicos además de una cierta convergencia de las polí-
ticas económicas de los paises miembros del sistema, políti-
cas dirigidas a frenar la inflación.
Finalmemte, la tercera etapa comienza en enero de 1987,
mes en el que se produjo un realineamiento de las paridades,
motivado por las tensiones cambiarías en el seno del Sistema
Monetario Europeo. La debilidad del dólar norteamericano en
todos los mercados produjo un trasvase de fondos hacia las
monedas 'fuertes' del S.M.E. (el marco alemán y el florín
holandés) poniéndose de manifiesto la debilidad del franco
francés lo que llevó al reajuste anteriormente citado. Esta
tercera etapa también se caracteriza por las tensiones po-
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liticas que han ido sucediéndose con motivo de la renovada
voluntad política de otorgar mayor ímpetu al proceso de in-
tegración. Finalmente, la última característica de esta
etapa es la relajación en el control de la inflación por
parte de los países miembros debido a los buenos resultados
obtenidos anteriormente en este campo.
En resumen, puede considerarse que el S.M.E. está fun-
cionando adecuadamente a pesar de las diversas tensiones a
las que se ha visto sometido. El reforzamiento del proceso
integrador suscitado recientemente contribuirá sin duda al
éxito de su funcionamiento en los próximos años.
De todo lo expuesto puede deducirse claramente que la
evolución del Sistema Monetario Internacional ha sido com-
plicada . Se ha visto sometido en numerosas ocasiones a fuer-
tes presiones que han provocado una elevada inestabilidad
destacando, en los últimos años, la generada por la progre-
siva depreciación del dólar iniciada en 1985, teniendo como
principal consecuencia el elevado flujo de capitales que se
trasladó desde Estados Unidos a Alemania y Japón como res-
puesta a la desconfianza en el dólar. Esto se tradujo en
nuevas tensiones que afectaron incluso al S.M.E. Desde que
se produjo el llamado Acuerdo del Louvre se ha frenado la
depreciación del dólar y los mercados de divisas están vol-
viendo progresivamente a la tranquilidad, gracias en buena
medida a las intervenciones de los bancos centrales en apoyo
del dólar. Se vuelve a poner de manifiesto que la estabili-
dad del orden económico internacional depende de los avata-
res del dólar estrechamente vinculado a las reuniones perió-
dicas del 'Grupo de los Siete'.
En el seno del S.M.E., la estabilidad ha sido superior,
habiéndose conseguido gran parte de los objetivos establecí-
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dos en el momento de su creación. Sin embargo, el sistema
también se ha visto afectado en su funcionamiento por la
inestabilidad externa persistente, provocando reajustes de
paridades que de otro modo no se hibieran producido. En este
contexto es en el que se ha incorporado la moneda española.
Los mercados internacionales de divisas han sufrido
fuertemente la inestabilidad del sistema monetario interna-
cional, con fuertes oscilaciones de las cotizaciones de las
diversas monedas, lo que ha contribuido al calificativo de
impredecibles otorgado a los tipos de cambio. Se han desa-
rrollado diversos modelos de determinación de los mismos con
el objetivo fundamental de predecir la evolución futura de
la cotización de las monedas, objetivo no conseguido en la
mayor parte de las ocasiones. Los trabajos de Mussa (1984) y
Méese y Rogoff (1983) apuntaron, en su momento, la causa del
fracaso a nivel predictivo de los modelos de determinación
de los tipos de cambio al considerar que la cotización de
las divisas se establece en mercados eficientes, por lo que
el modelo que mejor refleja la evolución pasada, presente y
futura de los tipos de cambio es el paseo aleatorio, modelo
estrechamente vinculado a la hipótesis de eficiencia, en su
versión débil, del mercado. La verificación del cumplimiento
de esta hipótesis en el mercado español de divisas será el
primer objetivo de esta investigación, para lo cual se uti-
lizará la definición de eficiencia propuesta por Jensen
(1978), utilizándose los tipos de cambio de la peseta frente
a tres de las principales monedas que cotizan en el mercado
español y dos frecuencias temporales en la medición de los
datos, mensual y diaria. Como se demostrará, la considera-
ción de diferentes frecuencias resulta fundamental a la hora
de verificar la eficiencia débil del mercado.
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Los intentos por obtener buenas o aceptables prediccio-
nes sobre la evolución futura de los tipos de cambio se han
centrado principalmente en las relaciones entre éstos y
ciertas variables de tipo monetario que han recibido el ca-
lificativo de 'determinantes fundamentales'. De nuevo, en
este aspecto, el trabajo de Méese y Rogoff (1983) resulta
determinante al comparar las predicciones de estos modelos
con las obtenidas con el modelo de paseo aleatorio, siendo
estas últimas las que mejor reflejan el comportamiento fu-
turo de los tipos de cambio del dólar que consideran, po-
niendo de manifiesto que el pasado inmediato de las cotiza-
ciones de las divisas es fundamental a la hora de explicar
el comportamiento futuro de éstas. Siguiendo, pues, esta li-
nea, buscaremos mejorar las predicciones del modelo de paseo
aleatorio utilizando la bien conocida metología de series
temporales (Box y Jenkins (1970)). Para los tipos de cambio,
tanto mensuales como diarios, se realizará el análisis uni-
variante junto con el análisis de intervención (Box y Tiao
(1976)) de los numerosos valores atípicos, análisis que,
como veremos, resulta determinante en la mayor parte de las
ocasiones. Asimismo, se establecerán relaciones dinámicas
entre los tipos de cambio a nivel mensual y los
'determinantes fundamentales' y entre los tipos de cambio
diarios y los diferenciales de tipos de interés a diversos
plazos. A partir de este análisis, la principal conclusión
que se puede extraer es que las relaciones dinámicas entre
los tipos de cambio y cada uno de los 'determinantes funda-
mentales' ayudan a explicar el comportamiento futuro de las
cotizaciones de las divisas.
Finalmente, el desarrollo reciente en el campo economé-
trico de los modelos lineales de series temporales, aplica-
dos principalmente a los datos diarios y semanales, ha pro-
vocado la aparición de numerosos trabajos con aplicaciones
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sobre los tipos de cambio. Por ello, se considerará la posi-
bilidad de que los tipos de cambio de la peseta considerados
en este trabajo presenten algún efecto no lineal no recogido
por los modelos univariantes y bivariantes desarrollados. De
nuevo, la intervención de los numerosos valores atípicos cu-
yas causas son conocidas resulta determinante en esta parte
del análisis.
CAPITULO 2
Eficiencia del Mercado de Divisas Español
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2.1 MODELOS MONETARIOS DE DETERMINACIÓN DEL TIPO DE CAMBIO
Los análisis realizados sobre el tipo de cambio se han
centrado fundamentalmente en la búsqueda de relaciones con
otro tipo de variables, principalmente de tipo monetario,
que determinen el comportamiento del primero.
En un principio dominaba la idea de que el tipo de
cambio venía determinado por el equilibrio entre la demanda
y la oferta de moneda. Se trataba pues de un modelo de equi-
librio de flujos puesto que el tipo de cambio, al ser el
precio relativo de una moneda extranjera en términos de la
moneda interna, alcanzaba su nivel de equilibrio cuando
coincidían los flujos de demanda y de oferta.
Posteriormente, se impuso la corriente que consi-
dera que el tipo de cambio se determina como el precio de
cualquier otro activo financiero, dando paso al Modelo del
Mercado de Valores. En este caso los agentes económicos man-
tienen un stock de monedas buscando obtener rentabilidad y
sus decisiones de comprar o vender dependen de las expecta-
tivas del mercado sobre su precio futuro, por lo que el tipo
de cambio puede modificarse sin que se produzca ninguna
alteración en el comercio, simplemente porque el mercado se
ha vuelto optimista o pesimista sobre los precios futuros de
algunas monedas.
Entre los modelos desarrollados dentro de esta úl-
tima tendencia destaca el Modelo Monetario de Determinación
de Tipo de Cambio propuesto por Mundell (1968) y Johnson
(1976) que posteriormente dio origen a dos modelos amplia-
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mente utilizados para explicar y predecir el comportamiento
del tipo de cambio. Destaca, en primer lugar el modelo mone-
tario con precios flexibles, debido a Frenkel (1976) y Bil-
son (1978) quienes derivan una expresión para el tipo de
cambio a partir de las siguientes hipótesis:
1 - Los bienes nacionales y extranjeros se consideran
sustitutos perfectos, los precios son totalmemnte
flexibles y la Paridad de Poder Adquisitivo (P.P.A),
que relaciona al tipo de cambio (S¿ = logaritmo natural
del tipo de cambio) con el diferencial entre el nivel
de precios interno (P¿ = logaritmo natural del índice
de precios) y el nivel de precios externo (P*t = loga-
ritmo natural del índice de precios externo), se cumple
en todo momento. Esta relación se expresa:
St = Pt - P*t
2 - El mercado de dinero en cada pais se encuentra en
equilibrio.
3 - Se supone la igualdad de las elasticidades de la
demanda monetaria con respecto a la renta interna y ex-
terna y la igualdad de las semielasticidades de la de-
manda monetaria con respecto al tipo de interés interno
y externo.
Teniendo en cuenta estas hipótesis, el tipo de
cambio de equilibrio vendría determinado por la expresión:
18
St = (mt - m*t) - o(yt - y*t) + P(it - i*t)
donde el tipo de cambio spot se determinaría por el di-
ferencial de ofertas monetarias siendo m^- y m*t los logarit-
mos naturales de algún agregado monetario interno y externo
respectivamente; por el diferencial de rentas donde
 vt e y*t
representan el logaritmo natural de la renta interna y ex-
terna respectivamente y por el diferencial de tipos de inte-
rés nominales, internos (it) y externos (i*t)-
Una expresión alternativa a (1.1) se deriva al in-
troducir el cumplimiento de la Paridad Descubierta de los
tipos de interés, representada por la relación:
i - i* = S t / t + 1 - St = De (1.2)
en la que se expresa la tasa esperada de depreciación
de la moneda nacional (De = S¿ t+i ~ St) en función del dife-
rencial de tipos de interés nominales. Al considerar la
relación (1.2) junto con la expresión para la tasa esperada
de depreciación en función de la diferencia de tasas espera-
das de inflación:
= í Pt,t+1 - pt ] - [ p t,t+l - p*t ]
= Pt - P*t (1-3
se obtiene una representación alternativa para el tipo
de cambio de equilibrio del modelo de Frenkel-Bilson, dada
por la expresión:
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S = (m - m ) - a{y - y ) + P(p - p )
t t t t t t t
(1-4)
El segundo modelo utilizado para explicar y prede-
cir el comportamiento del tipo de cambio es el modelo mone-
tario con precios fijos debido a Dornbush (1976) y Frankel
(1979), quienes consideran que la P.P.A. no se cumple conti-
nuamente debido a que los precios son rígidos. Por ello,
formulan de nuevo la P.P.A. estimando que sólo se verificará
a largo plazo, obteniendo para esta hipótesis una nueva ex-
presión:
S = p - P w 1-5
donde (-) indica valores de equilibrio a largo plazo.
De esta forma, la ecuación para el tipo de cambio (1.4) se
transforma en:
S = (m - m
t t t
- a(y - y ) + 3(p - p )
t t t t
(1.4')
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siendo únicamente válida a largo plazo.
Ambas versiones han sido utilizadas para explicar
tanto el comportamiento pasado como futuro del tipo de cam-
bio y los resultados no han sido demasiado satisfactorios.
Se han apuntado diversas causas del fracaso del modelo mone-
tario en su intento de determinar el tipo de cambio. Todas
las causas reseñadas se refieren a las hipótesis sobre las
que se fundamenta el modelo al considerarse demasiado res-
trictivas y poco realistas
La hipótesis del cumplimiento de la Paridad del
Poder Adquisitivo ha recibido numerosas críticas centradas
en varios puntos:
1) El cumplimiento de esta hipótesis se ha puesto
en tela de juicio al argumentarse que carece del meca-
nismo explícito por el cual se encuentran relacionados
los tipos de cambio y los niveles de precios. También
se le reprocha que no se especifican las condiciones
que se deben cumplir para que esta relación se mantenga
(Smith y Wickens (1986) y Frenkel (1981a)).
2) Por otro lado, la elección del índice de pre-
cios que se debe considerar presenta problemas cuando
las estructuras de precios relativos de la economía va-
rían. De hecho, la omisión de algún componente del ni-
vel de precios introducirá sesgos de especificación al
no incluir variables relevantes, obteniéndose por tanto
estimaciones sesgadas e ineficientes.
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3) Por último, se ha apuntado que los tipos de
cambio, al determinarse en mercados eficientes, depen-
derán fuertemente de las expectativas que varían debido
a las 'novedades' ('news' (Frenkel (1981b)), por lo que
los tipos de cambio presentarán fuertes fluctuaciones
que no estarán originadas por variaciones en los nive-
les de precios como apunta la P.P.A. Todo esto, ha lle-
vado a la consideración de que esta hipótesis/ de cum-
plirse, lo hará a largo plazo, mientras que, a corto
plazo, los tipos de cambio vendrán determinados por
otros factores no anticipados
La paridad del interés descubierto también se ha
visto afectada por las críticas, centradas fundamentalmente
en la hipótesis de la perfecta movilidad del capital
(Mundell (1968)).
La consideración de funciones de demanda de dinero
idénticas y estáticas que implican la igualdad de las elas-
ticidades de la demanda de dinero con respecto a la renta y
de las semielasticidades de la demanda de dinero con res-
pecto al tipo de interés, aparece como una de las principa-
les críticas al modelo monetario al implicar estructuras mo-
netarias idénticas para los distintos países siendo de difí-
cil verificación, por ejemplo, para España y EE.UU. {de Juan
(1988)). Méese y Rogoff (1983) centraron sus críticas sobre
la hipótesis de estabilidad de estas demandas de dinero, de-
mostrando que se obtienen diferentes valores para la elasti-
cidad de la demanda de dinero con respecto a la renta y para
la semielasticidad de la demanda de dinero con respecto al
tipo de interés según sea la definición de dinero que se
considere (M1,M2 ó M3).
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Todas estas críticas se presentan como las posi-
bles causas del fracaso del modelo monetario en la explica-
ción del comportamiento pasado y futuro del tipo de cambio.
2.2 MERCADOS EFICIENTES
Hemos apuntado con anterioridad que el modelo mo-
netario se basa en la idea de que el tipo de cambio puede
considerarse como el precio de un valor por lo que su com-
portamiento y determinación se lleva a cabo de forma análoga
al del precio de los valores comercializados en el mercado
de valores, considerado éste como uno de los ejemplos de
mercado eficiente. Pero, ¿ qué se entiende por mercado efi-
ciente ?
Jensen (1978) señala que "un mercado es eficiente
con respecto al conjunto de información disponible en el mo-
mento t (0t) si resulta imposible obtener beneficios econó-
micos al realizar alguna operación sobre la base del con-
junto de información ©t"/ entendiendo por beneficios econó-
micos "el riesgo de las ganancias ajustado a todos los cos-
tes". La aplicación de la condición de beneficio cero a los
mercados especulativos bajo la hipótesis de que los costes
de mantenimiento y los costes de las transacciones son nulos
proporciona el resultado de que los precios de los valores
se comportan como una martingala con respecto al conjunto de
información 6*-. Esto es, se cumple que:
23
E [ p t + 1 | e t ] = p t (i +
donde xt es la ganancia del valor para el período t y
E
 í pt+l I ©t í es el precio esperado al final del período
basado en el conjunto de información 6^.
A partir de esta definición se han desarrollado
diversas versiones de la hipótesis de eficiencia atendiendo
primordialmente a la definición del conjunto de información
que se tenga en cuenta. De esta forma Jensen considera que
las tres categorías de eficiencia más ampliamente utilizadas
son:
a) Versión débil de la hipótesis de mercado eficiente
que únicamente incluye en el conjunto de información 8^
aquella información contenida en la historia pasada de
los precios del mercado hasta el momento t.
b) Versión semifuerte de la hipótesis de mercado
eficiente en la que el conjunto de información 6-^
incluye toda la información públicamente disponible en
el momento t y
c) Versión fuerte de la hipótesis de mercado eficiente
en la que el conjunto de información ©^ incluye toda
la información conocida por cualquier persona en el mo-
mento t.
Las dos últimas versiones se consideran demasiado
restrictivas puesto que 8^ contiene información de muy difí-
cil cuantificación. Por ello, la verificación de la eficien-
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cia de un mercado se ha llevado a cabo primordialmente con-
siderando la versión débil. Esta suele realizarse mediante
la contrastación de la hipótesis de paseo aleatorio:
x = x + a a ^ iid(O,a' ) (2.1)
t t-1 t t a
en la cual se manifiesta que el valor de la variable en
el momento t únicamente viene determinado por su valor en el
período anterior junto con un término de error aleatorio.
Esta hipótesis fue corroborada por Méese y Rogoff (1983)
quienes, tras realizar un análisis de los tipos de cambio
intentando predecir su comportamiento futuro mediante dis-
tintos modelos y métodos de estimación, concluyen que la me-
jor predicción será la obtenida con el modelo de paseo alea-
torio.
Estas conclusiones, obtenidas para diversas mone-
das extranjeras, nos inducen a pensar que este
comportamiento también se cumplirá para nuestra moneda. Por
ello, se intentará verificar para tres tipos de cambio de la
peseta: frente al dólar americano, el marco alemán y el
franco francés, para los cuales se utilizan los datos del
último día del mes para el período comprendido entre Enero
de 1979 y Enero de 1989.
Los motivos de la elección de estos tres tipos de
cambio se debe, por un lado, a las relaciones comerciales
españolas con estos países. El comercio español se encuentra
concentrado principalmente en os países de la Comunidad
Económica Europea y en los Estados Unidos, siendo Francia y
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la República Federal Alemana los países con los que se man-
tienen mayores relaciones comerciales dentro de la C.E.E..
Como se puede apreciar en la Tabla 2-1, el comercio con es-
tos dos paises representa cerca del 30% del realizado por
España, por lo que el análisis de los tipos de cambio Pe-
seta/Franco y Peseta/Marco parece adecuado atendiendo a las
relaciones comerciales españolas.
La otra razón por la que se analizan estos tres
tipos de cambio es la intención de considerar monedas suje-
tas al sistema de flotación aprobado en la Segunda Enmienda
al Convenio Constitutivo del F.M.I., junto con otras some-
tidas a un régimen de tipos de cambio fijos como es el Sis-
tema Monetario Europeo. Entre las primeras, la elección no
planteó dificultades al ser el dólar la moneda que rige el
orden económico internacional. Entre las segundas, su elec-
ción se fundamenta en las relaciones comerciales españolas
con estos paises.
El objetivo es doble: por un lado se busca verifi-
car la hipótesis de eficiencia del mercado español de divi-
sas (para los tres tipos de cambio considerados) (a) si-
guiendo el proceso de contrastacion de la hipótesis de paseo
aleatorio llevado a cabo por Mañas (1986) y (b) utilizando
el concepto de cointegración recientemente desarrollado por
26
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Granger y Engle (1987) y en segundo lugar se intentan esta-
blecer las relaciones dinámicas entre el tipo de cambio y
los "determinantes fundamentales" de éstos (principalmente
las variables incluidas en el modelo monetario).
2.2.1 CONTRASTE DE LA HIPÓTESIS DE PASEO ALEATORIO
Siguiendo a Jensen (1978), la verificación de la
hipótesis de eficiencia del mercado de divisas español se
puede realizar utilizando la versión débil, que se reduce a
contrastar la hipótesis nula de paseo aleatorio para el tipo
de cambio debido a que esta variable presenta
características típicas de los precios de los activos de las
cuales Mussa (1984) destaca, entre otras :
a) Los cambios mensuales en el valor del tipo son im-
predecibles.
b) Existe una fuerte correlación entre los movimientos
contemporáneos de los precios al contado y a futuro,
indicando de esta forma que las variaciones en los ti-
pos de cambio al contado vienen motivadas por
alteraciones en las expectativas del mercado con
respecto a su precio futuro.
c) La teoría de la PPA sugiere que las variaciones en
el tipo de cambio deberían estar altamente
correlacionadas con los índices de precios. Sin
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embargo, los movimientos en los tipos de cambio al
contado no presentan correlación con los cambios
contemporáneos de los índices de precios.
d) Finalmente, la facilidad y celeridad en el comercio
de divisas son análogas a las de los mercados de acti-
vos. Esto implica que las series de tipos de cambio
cumplen ciertas condiciones de arbitraje (paridad cu-
bierta de intereses) y especulación (paridad desc -
bierta) propias de los mercados eficientes.
Todas estas consideraciones llevaron a finales de
los setenta al modelo del mercado de valores, interpretando
que el tipo de cambio se comporta como el precio de cual-
quier otro valor en ese tipo de mercado por lo que el mer-
cado de divisas se caracterizará por ser eficiente.
2.2.1.a FUNDAMENTACION TEÓRICA DEL COMPORTAMIENTO DE PASEO
ALEATORIO
Mañas (1986), a partir del modelo simple de econo-
mía abierta de Mussa (1984), deriva una fundamentación
teórica del comportamiento de paseo aleatorio en los tipos
de cambio. Partiendo de una función de demanda de dinero, la
Paridad del Poder Adquisitivo y la Paridad de Intereses
Descubierta que vienen expresados por:
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mt = at + Pt - kit (2.2)
Pt = p*t + St + vt (2.3)
±t = i*t + °etst + wt (2.4)
donde m^, Pj- son los logaritmos naturales de la oferta
monetaria y del Índice de precios respectivamente; a^ recoge
la existencia de otras variables con influencia potencial en
la demanda de dinero; i^ es el tipo de interés; k es la se-
mielasticidad de la demanda de dinero con respecto al tipo
de interés, siendo k > 0; v^ representa las variaciones en
el tipo de cambio real, es decir desviaciones de la PPA; w¿
es la prima de riesgo y S^ es el logaritmo natural del tipo
de cambio spot y
= E t [ set+j+1 ] - E t
donde E^[•3 representa la predicción de . que realiza
el mercado en el momento t de forma que De-f- S^ +j se puede in-
terpretar como la variación entre t+j y t+j+1 para el tipo
de cambio esperado por el mercado en el momento t.
El mecanismo de expectativas racionales implica que:
Det St= E [ St+i - St/ 6t ] (2.5)
es decir, la variación del tipo de cambio esperada por
el mercado tiene su fundamentacion en el conjunto de infor-
mación que posee el mercado en el momento t (@^) en el cual
se incluyen los parámetros del modelo y de los procesos es-
tocásticos que generan las variables exógenas y los valores
pasados y presentes de las variables.
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Despejando S^ del sistema de ecuaciones obtenemos
St = (1/1+k) ( k Et(St+1) + Zt ) (2.6)
donde
Zt = mt - ( at + P*t + vt ) + k( i*t + wt )
ecuación considerada como la forma reducida para el
tipo de cambio en una clase muy general de modelos (Mussa
(1984)) .
Resolviendo la ecuación (2.6) en términos de Zt se
obtiene {bajo el supuesto de estabilidad):
St = (1/1+k) Zj=0 [k/l+k]í Et[ zttj ] (2.7)
ecuación en la que se expresa el tipo de cambio como
una media ponderada de los valores esperados de sus determi-
nantes básicos (Zt+j, j=0,l,...) tanto presentes como futu-
ros. Gracias a esta ecuación, podemos descomponer la va-
riación en el tipo de cambio, S^+i - S^ , en un componente es-
perado, DetSt/ y otro no esperado, DutSt:
St+1 = S t + D e t St + DU t S t ( 2 - 8 )
= S t + ( E t(S t + 1) - S t ) + ( St+1 - E t ( S t H ) )
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s t = E t ( S t + 1 ) - S t
= ( 1 / l + k ) s j = 1 ( k / l + k ) i E t ( Z t + j )
= ( l / l + k ) [ E t ( S t + 1 ) - Z t ]
S t = S t+i - E t ( S t + i )
Z]=o ( k / l + k ) 3
E t t l ( Z t + j + 1 ) - E
La variación esperada en el tipo de cambio es propor-
cional a la diferencia entre el valor presente descontado de
los determinantes futuros esperados [Et(St+i)] y los deter-
minantes en el momento t.
El componente no esperado se puede interpretar como la
media ponderada de las variaciones que se producen en los
valores esperados de los determinantes, Zt+j- a partir de la
nueva información recibida entre t y t+1.
La descomposición del tipo de cambio en el momento
t+1 en un componente esperado y otro no esperado en cierto
modo viene a justificar los fracasos de los intentos de pre-
dicción del tipo de cambio. La variabilidad observada en los
tipos de cambio tiene su principal fuente en el componente
no esperado, Dut St, el cual no se puede predecir. Este com-
ponente es ortogonal con respecto a todas las variables in-
cluidas en el conjunto de información 0^. Si llamamos 6^ a
Det St y £t+l a °ut st podemos reescribir (2.8) como :
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St+i - St = 6t {2.8')
Suponiendo que el tamaño del cambio esperado en
los datos mensuales es aproximadamente constante {debido a
que las variaciones de los valores de St entre dos periodos
consecutivos son muy reducidas) podemos expresar (2.8')
como:
St+1 - St = 6
t+1
(2.9)
que representa aproximadamente un paseo aleatorio con deriva
(drift), 6, donde e^j es un proceso de ruido blanco.
En nuestro caso, la hipótesis nula para contrastar el
supuesto de eficiencia será que los tipos de cambio
considerados {peseta/dólar, peseta/marco, peseta/franco) se
comportan como un paseo aleatorio :
Ho : St = 6
Ut rj N{0,
ut {2.10)
siendo nuestra hipótesis alternativa que S^  sigue cualquier
proceso ARIMA distinto del simple paseo aleatorio. La con-
trastación de la hipótesis nula se realizará siguiendo el
análisis realizado por Mañas (1986) que verifica esta hipó-
tesis para el tipo de cambio peseta/dólar.
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2.2.l.b CONTRASTACIQN DE LA HIPÓTESIS DE PASEO ALEATORIO:
En esta sección se llevará a cabo la contrastación
de la hipótesis de paseo aleatorio utilizando diversos tests
desarrollados en el campo econoraétrico. Todos ellos se en-
globan dentro de la categoría de los métodos de contrasta-
ción parámetricos aunque no todos los tests se derivan rea-
lizando las mismas especificaciones {Aznar (1989)). Por un
lado, se consideran contrastes en los que no se dispone de
una información a priori sobre los parámetros y cuyo punto
relevante estriba en verificar si un modelo es menos incon-
sistente con algunos aspectos específicos de los datos que
otros modelos. Se favorece así a priori un determinado mo-
delo frente a otros (hipótesis nula), rechazándose éste si
resulta poco probable dentro de una región crítica determi-
nada. Dentro de este tipo de contrastes (que a menudo se en-
globan dentro de la categoría de tests clásicos) se encuen-
tran los tests de Box-Ljung, Whittle, Harvey, Dickey-Fuller,
Nankervis-Evans y Evans-Savin. Por otro lado, se utilizan
dos criterios de información (AIC y Schwarz) cuya derivación
precisa la especificación de una función de pérdida no
siendo necesaria una función de distribución a priori sobre
los parámetros. Destaca el hecho de que el criterio de
Akaike es inconsistente frente a la consistencia del crite-
rio de Schwarz. Por último, se incluyen contrastes enmarca-
dos dentro del esquema bayesiano donde el problema de selec-
ción de modelos se engloba dentro de un esquema de decisión
en el cual se debe especificar, de forma explícita, una fun-
ción de distribución a priori sobre los parámetros y una
función de pérdida. De esta forma, al comparar dos modelos,
se elige aquel que minimiza la pérdida esperada definida
respecto a la distribución a posteriori de los parámetros
desconocidos.
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Conviene destacar que, en los contrastes dentro
del esquema bayesiano, el tamaño muestral no resulta crucial
a la hora de realizar la contrastación de un modelo. Sin em-
bargo, los contrastes dentro del enfoque clásico son aproxi-
maciones asíntoticas por lo que el tamaño muestral puede re-
sultar determinante a la hora de rechazar modelos.
Uno de los temas de mayor actualidad dentro del
desarrollo econométrico reciente es la contrastación de la
hipótesis de raiz unitaria. Continuamente aparecen nuevos
articulos invalidando total o parcialmente los contrates de
raiz unitaria recientemente desarrollados {véase, por ejem-
plo, Perron (1989)). Por ello, y debido al desasosiego exis-
tente dentro de la profesión sobre este tema, se utilizarán
diversos tests, no todos ellos especificamente derivados
para contrastar la hipótesis de raiz unitaria. Se está supo-
niendo así que no todos los tests se equivocan en la misma
dirección de forma que el posible rechazo de la hipótesis de
paseo aleatorio para los tipos de cambio analizados será, de
este modo, más riguroso.
2.2.1.b.l CONTRASTACION DE LA HIPÓTESIS NULA BAJO EL ENFOQUE
CLASICO
a) Test de Box-Liunq (1978)
La utilización del test de Box-Ljung,(cuyos funda-
mentos teóricos se encuentran en el apéndice A), para
verificar si nuestros tipos de cambio se comportan como
procesos de paseo aleatorio se fundamenta en el hecho
de que, si realmente las variables se comportan como
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tales procesos, las autocorrelaciones teóricas para fi-
fi) S^  = Sf - St-i serán prácticamente nulas para todos los
retardos, no siguiendo por tanto ningún proceso ARMA.
Los valores de dichos estadísticos para los tres tipos
de cambio aparecen recogidos en la tabla 2-2. Los va-
lores de las funciones de autocorrelación para cada uno
de los tipos de cambio se encuentran en el apéndice B.
(Los valores teóricos de la X¿ para a=0.05 con 12 y 24




























A la vista de la tabla 2-2, el tipo de cambio
peseta/dólar no pasa el test de Box-Lung, llevándonos a
concluir que el tipo de cambio peseta/dólar, sobre la
base de este test, no puede considerarse como un paseo
aleatorio. Con respecto al tipo de cambio peseta/marco
y al tipo de cambio peseta/franco no se rechaza, sobre
la base de este contraste, que ambos siguen un proceso
de paseo aleatorio.
La utilización de este estadístico para contrastar
este tipo de hipótesis nula presenta problemas. Por un
lado, los estudios realizados por Davies y Newbold
(1979), sobre la base de métodos de Monte Cario para
verificar la potencia del test, señalan que ésta de-
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pende del tamaño de la muestra: con 200 observaciones,
la potencia del test es muy elevada, mientras que con
50 observaciones el test puede no detectar errores en
la especificación. En nuestro caso, al tener 120 obser-
vaciones, la potencia del test se encontrará en un ni-
vel medio sin que se puedan realizar conclusiones muy
rigurosas.
Por otro lado, casi todas las variables económicas
presentan la necesidad de modelizar comportamientos
atípicos que pueden aparecer como autocorrelaciones
significativas provocando así elevaciones de los esta-
dísticos de Box-Ljung. Esto puede llevar en ocasiones a
rechazar la hipótesis nula que se está contrastando. En
nuestro caso, los tres tipos de cambio presentan la ne-
cesidad de modelizar valores atípicos (Capítulo 3) aun-
que los resultados de los estadísticos no se ven muy
afectados como se puede apreciar en la tabla B-2 en el
apéndice B.
b) Test de Whittle (1952)
Whittle propone un contraste (definido en el apén-
dice A) de modelos anidados en el cual se compara la
bondad del ajuste de cada uno de los modelos estimados
bajo la hipótesis nula y la hipótesis alternativa. Es
un test de sobreparametrización puesto que supone esti-
mar, bajo la hipótesis alternativa, modelos sobrepara-
metrizados con respecto al modelo bajo la hipótesis
nula.
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Este test presenta el problema de la elección del
número de parámetros a incluir en los modelo bajo la
hipótesis alternativa. Si el número de parámetros, K,
es reducido, la diferencia entre el modelo estimado
bajo la hipótesis nula y el modelo bajo la hipótesis
alternativa puede ser tan reducida que no se podría re-
chazar fácilmente un modelo y aceptar el otro. Por otro
lado, cuánto mayor es K con respecto al tamaño mues-
tral, mayor es la desviación de la distribución de con
respecto a su verdadera distribución. Finalmente,
Whittle sugiere que K debe elegirse de forma que la in-
clusión de términos adicionales no produzca disminucio-
nes significativas en la varianza residual para un ta-
maño muestral significativamente grande (al menos 200
observaciones).
Para el caso que nos ocupa, los modelos que se es-
timaron bajo la hipótesis alternativa fueron modelos
ARMA de distintos órdenes cuyas estimaciones se en-
cuentran el apéndice B. Los valores del estadístico de
Whittle, así como los valores de la X2 correspondientes
para el 95% de significación se encuentran en la tabla
2-3.
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Se puede apreciar claramente en la tabla 2-3 que
tanto para el tipo de cambio peseta/marco como para el
tipo de cambio peseta/franco no se rechaza la hipótesis
nula frente a todos los modelos excepto para los auto-
rregresivos de órdenes 3 y 4, destacando el valor redu-
cido que se obtiene de este estadístico para los proce-
sos AR(1) y MA(1J, que son los modelos más próximos al
paseo aleatorio. Este hecho también se produce en la
contrastación de la hipótesis nula para el tipo de cam-
bio peseta/dólar, aunque en este caso se rechaza el mo-
delo de paseo aleatorio frente a los modelos AR(2),
AR(3), AR(4), ARMA(1,1), ARMA<2,1) y ARMA(1,2). Como se
puede apreciar, en todos los casos en los que el modelo
alternativo presenta únicamente parte de media móvil se
acepta la hipótesis de paseo aleatorio, lo que puede
inducir a pensar que este último recogerá mejor el com-
portamiento del tipo de cambio peseta/dólar que los mo-
delos de media móvil como único componente.
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Clarke y Godolphin (1982) analizaron la potencia
de algunas variantes del test de Whittle utilizando mé-
todos de Monte Cario, demostrando que la potencia del
test de Whittle es mayor que la del test de Box-Ljung,
pero concluyendo que es conveniente realizar ambos
tests para contrastar hipótesis nulas puesto que ambos
tests se complementan: uno funciona bien cuando el otro
no lo hace.
Si utilizamos ambos contrastes siguiendo a Clarke
y Godolphin, podemos concluir que, tanto el tipo de
cambio peseta/marco como el tipo de cambio pe-
seta/franco, siguen un proceso de paseo aleatorio
puesto que ambos tests asi lo certifican. Con respeto
al tipo de cambio peseta/dólar, no se puede establecer
de forma definitiva esta conclusión puesto que mientras
el test de Whittle no nos permite rechazar el paseo
aleatorio, el test de B-L nos lleva a rechazarlo, por
lo que aparece como necesaria la contrastacion de la
hipótesis nula por medio de otro tipo de tests.
c) Test de Harvey (1981) o test de predicciones
extramuestrales:
En Econometría, uno de los principales objetivos
es la obtención de predicciones que se ajusten lo más
posible a los valores observados. En numerosas ocasio-
nes, la elección de un modelo con respecto a otros mo-
delos posibles se realiza sobre la base de las predic-
ciones que se obtienen con cada uno de ellos, eligiendo
el modelo que predice más precisamente los valores rea-
les de la variable. Esta es la idea básica del test de-
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sarrollado por Harvey (1981) cuyos fundamentos teóricos
se encuentran en el apéndice A.
La idea básica de este test es que si el modelo
ajustado a los datos muéstrales no produce buenas pre-
dicciones, esto nos podría indicar que los datos mués-
trales y los post-muestrales no están generados por los
mismos procesos, o en general, nos llevaría a concluir
que el modelo es, en alguna medida, inadecuado.
En la tabla 2-4 se presentan los valores de este
estadístico para cada uno de los modelos estimados (los
mismos que para el test de Whittle) así como los
valores obtenidos para el porcentaje de la Raiz del




%RMSE = { 100 Z
h=1
 hA(t+h)
donde F{.) es la predicción
A(.) es el valor observado
h es el número de predicciones, en nuestro caso,
h=12.
Este estadístico puede interpretarse como una
media del error cometido en las predicciones por lo que





































































































Como se puede apreciar en la tabla 2-4/ arabos tests de
predicciones extramuestrales coinciden en señalar que
los valores del período de predicción se comportan, por
un lado, como un proceso de media móvil de primer orden
para el tipo de cambio peseta/marco y, por otro lado,
como un modelo de paseo aleatorio para el tipo de cam-
bio peseta/franco. En el caso del tipo de cambio pe-
seta/dólar, se presentan dos modelos como óptimos el
proceso autorregresivo de primer orden y el paseo alea-
torio. Aunque el estadístico de Harvey para el AR(1) es
algo menor que el del paseo aleatorio, debido a la es-
casa diferencia entre los valores de ambos estadísti-
cos, no podemos rechazar este último como mejor modelo
que explique el comportamiento post-muestral del tipo
de cambio peseta/dólar. Este hecho también se pone
de manifiesto al apreciar la igualdad de los valores
del %RMSE para ambos modelos. Sin embargo, al no exis-
tir un contraste de significación de las diferencias
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entre valores de ambos estadísticos, estos valores se
utilizan únicamente para eliminar algunos modelos,
aquellos para los cuales estos estadísticos presentan
valores elevados. Por tanto, para los tres tipos de
cambio, el modelo de paseo aleatorio se presenta como
uno de los mejores sobre la base de estos tests de pre-
dicción.
d) Selección de modelos basada en los criterios de
información
Los tests basados en los criterios de información
buscan incorporar en la selección del modelo
consideraciones sobre la precisión de la estimación y
sobre la mejor aproximación a la realidad, incluyendo
así en los estadísticos desarrollados una medida de la
parsimonia en la parametrizacion del modelo.
Este tipo de tests se ha revelado como útil a la
hora de seleccionar los órdenes de los procesos ARMA
que pueden seguir las variables por lo que su
incorporación a este análisis puede indicarnos si el
paseo aleatorio es realmente el modelo adecuado. Una
buena discusión sobre estos criterios de información
puede encontrarse en Aznar (1989).
Vamos a considerar dos criterios de información,
ambos definidos en el apéndice A. Primero, el criterio
de información de Akaike (1974) (AIC) que se ha mos-
trado muy útil en la determinación de los órdenes de
los procesos; sin embargo Shibata (1981) demostró que
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el AIC no es un estimador consistente del orden del
proceso AR, sino que tiende a sobreestimarlo.
Por otro lado, el criterio de probabilidades a
posterior! de Schwarz (1978) que trata el problema de
la selección de un modelo a partir de modelos de
diferentes dimensiones, encontrando su solución
bayesiana y evaluando el término principal de su
expansión asintótica. Frente al criterio de Akaike este
criterio presenta la ventaja de su consistencia.
Judge et al (1985), al exponer ambos criterios de
selección de modelos, señalan que el test propuesto por
Schwarz favorece más la elección de modelos de menor
dimensión que el criterio de Akaike, por lo que es de
esperar que el criterio de Schwarz tienda a no rechazar
la hipótesis nula, mientras que el AIC se incline por
modelos sobreparametrizados.
Los resultados para nuestro caso con ambos
criterios aparecen reflejados en la tabla 2-5, a partir
de los cuales no se puede mantener nuestra hipótesis
nula para el tipo de cambio peseta/dólar, puesto que el
valor mínimo para ambos criterios se alcanza para el
ARMA(1,2). Por otro lado, atendiendo al criterio de
Schwarz, se podría mantener la hipótesis de paseo alea-
torio, tanto para el tipo de cambio peseta/marco como
para el peseta/franco. Sin embargo, esta conclusión no
se ve ratificada por el criterio de Akaike que señala
como mejores modelos un MA(3) para el tipo de cambio
peseta/marco y un AR(4) para el tipo de cambio pe-
seta/franco. El AIC, en este caso, favorece la elección
de modelos con mayor número de parámetros tal y como






































































































e)Test de Dickey-Fuller (1981):
Dickey y Fuller (1981) construyen un test para
contrastar la hipótesis nula de que la variable sigue
un proceso de paseo aleatorio con tendencia ('drift').
Se trata de un test de razón de verosimilitudes cuyos
fundamentos teóricos se encuentran en el apéndice A.
En nuestro caso, la hipótesis nula vendrá expre-
sada por:
H : S = 6 + 0 S + u
0 t t-1 t
que se contrastará frente a la hipótesis alternativa:
H : S = 6 + a(t - 1 - T/2) + pS + u
1 t t-1 t
t = 2, 3 T
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El cálculo del estadístico *3 de Dickey y Fuller pro-
porcionó los siguientes resultados para cada uno de los
tipo de cambio analizados:
- Tipo de cambio peseta/dólar: $3 = 4.65
- Tipo de cambio peseta/marco: $3 = 0.27
- Tipo de cambio peseta/franco: *3 = 1.77
El valor correspondiente para S>3 para un nivel de
significación del 95% y un tamaño muestral de 100 es
6.49 con lo que se mantendría o no se podría rechazar
la hipótesis de paseo aleatorio para los tres tipos de
cambio, confirmándose así los resultados obtenidos en
los contrastes anteriormente efectuados.
Como se desprende de la tabla 2-6 que recoge la
función de potencia del contraste de Dickey-Fuller, en
la contrastacion de la hipótesis nula (3 = 1.0) para
cualquier valor de a, la potencia del test es bastante
elevada, mientras que en la contrastacion para otros





























f) Test de Evans , Savin y Nankervis :
Evans y Savin (1984) derivan las regiones de con-
fianza para tres tests para contrastar la hipótesis
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nula de paseo aleatorio. Debido al hecho de que cuando
en el modelo:
St = \i + PSt_! + ut t = l,2 T
ut -o N(0,a2u)
el parámetro \i es distinto de 0, el estimador mínimo
cuadrático de (i y el estadístico t no producen tests
similares (1) de la hipótesis de paseo aleatorio, Evans
y Savin consideran tests exactos, pero no similares,
basados en el estimador mínimo cuadrático de 3. La ra-
zón fundamental para utilizar este tipo de tests reside
en el hecho de que cuando se procede a la contrastacion
de la hipótesis de paseo aleatorio no se suelen utili-
zar tests que tengan una potencia elevada.
De esta forma, demuestran que los tests no simila-
res que utilizan tienen una potencia de contraste sig-
nificativamente superior a los tests similares consi-
derados por Dickey y Fuller.
Al tratarse de tests no similares, las regiones
críticas de aceptación de la hipótesis nula derivadas
por Evans y Savin dependen de los valores de los pará-
metros no restringidos, resumidos en un único
parámetro:
|i + S0(p - 1)
'u
1) Un test es similar si su distribución no depende de
los parámetros del modelo (en este caso \i y a2u)
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Así mismo, demuestran que la distribución del estimador
mínimo cuadrático de 3 en el modelo transformado:
Z = x + pz + w
t t-1 t
donde Z = ( S - S ) /o
t t 0 u
w = u /a
t t D
se encuentra fuertemente influida por el valor del pa-
rámetro x, siendo muy distinta a la distribución normal
estándar para valores muy reducidos de x, pareciéndose
cada vez más a la N(0,l) a medida que x aumenta. En
nuestro caso, para cada uno de los tipos de cambio ana-
lizados, x se sitúa cercano a 0.5, por lo que, al tener
119 observaciones, la distribución del estimador 3 nor-
malizado no será muy parecida a la N(0,l).
Savin y Evans (1984) construyen por tanto las re-
giones de aceptación de la hipótesis nula: 0 = 1 te-
niendo en cuenta el valor del parámetro x proporcio-
nando tres tipos de contrastes: a) test de dos colas
cuya región de aceptación de la hipótesis nula se cons-
truye eliminando áreas de igual tamaño en las dos colas
de la distribución del estimador mínimo cuadrático para
x = 0; b) para el test maximal insesgado, basándose en
la definición de región maximal insesgada, construyen
la región de aceptación disminuyendo la potencia del
test para las hipótesis alternativas inestables (3 >
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1.0) y c) derivan la región de aceptación del test de
una sola cola de tamaño 0.05 cuya potencia es algo ma-
yor que la del test maximal insesgado en las hipótesis
alternativas estables para T=100.
Para los tres tipos de cambio que nos ocupan las
ecuaciones estimadas son:
Tipo de cambio peseta/dólar:




o = 8.554957.10 T=119
u
Tipo de cambio peseta/marco:




o = 4.203418.10 T=119
u
Tipo de cambio peseta/franco:




a = 3.596239.10 T=119
u
Los valores estimados de (3 para cada caso pertene-
cen a la región de aceptación de cada test (Evans y Sa-
vin (1984) tabla V,pag. 1259) manteniéndose por tanto
la hipótesis nula, por lo que este test no rechaza la
hipótesis de paseo aleatorio para los tres tipos de
cambios analizados.
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Nankervis y Evans (1985) derivaron otro tipo de test no
similar para realizar el contraste de la hipótesis de
paseo aleatorio. Este test se basa en el estadístico de
la t de Student que aparece en cualquier regresión nor-
mal. Consideran un test de dos colas en el que la re-
gión de aceptación se construye eliminando áreas del
mismo tamaño para la cola superior de la distribución
para T =00, p = 1.0 y la cola inferior de la distribu-
ción para x = 0, 3 = 1.0, proporcionando así los valo-
res críticos para el test de tamaño 0.05 y 0.10 que se
encuentran en Nankervis y Savin (1985).
Los valores de los estadísticos t para contrastar
la H : 3 =1.0 fueron para cada uno de los tipos de
0
cambio que nos ocupan:
- Peseta/Dólar : t = -1.7704
- Peseta/Marco : t = -1.1596
- Peseta/Franco : t = -1.4794
valores todos ellos que se encuentran dentro de la
región de aceptación de la hipótesis nula con lo que,
sobre la base de estos resultados, no podemos rechazar
la hipótesis de que los tipos de cambio analizados se
comporten como un proceso de paseo aleatorio.
Conviene señalar que tanto en Evans y Savin (1984)
como en Nankervis y Evans (1985) se demuestra que este
tipo de contrastes tienen una potencia superior a la de
los tests derivados por Dickey y Fuller. Sin embargo,
Evans y Savin (1984) destacan que "tanto los tests no
similares como los similares tienen una reducida poten-
cia en las alternativas estables (H : 0 = 0.9) muy
1
50
cercanas a la unidad" aún con muestras de T = 100.
"Debido a la presencia de estas reducidas potencias, la
aceptación de la hipótesis de paseo aleatorio debe
tratarse con precaución". Por ello, Evans y Savin
recomiendan el uso de métodos bayesianos para realizar
inferencias sobre las raices.
























































de paseo aleatorio para 5 de los modelos mien-
se rechaza para
de indecisión.
el resto, planteándose asi un
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2.2.1.b.2 CONTRASTACION DE LA HIPÓTESIS NULA MEDIANTE METO-
DOS BATESIANOS
Siguiendo las sugerencias de Nankervis y Evans (1985) y
el esquema de contrastación de Mañas (1986) llevamos a cabo
el análisis de la hipótesis nula mediante el enfoque Baye-
siano que presenta claras diferencias con respecto a la
aproximación clásica.
En la aproximación Bayesiana a la inferencia esta-
dística, el investigador incluye sus conocimientos iniciales
mediante probabilidades a priori y será la información
muestral, incorporada a través de la función de
verosimilitud y combinada, mediante el Teorema de Bayes, con
esta información inicial, la que modifique las creencias
iniciales del investigador generando probabilidades a poste-
riori. En este sentido, la aproximación Bayesiana para modi-
ficar los conocimientos iniciales se puede considerar como
un modelo que lleva al investigador, como señala Jeffreys
(1967), a aprender de la experiencia. Las probabilidades a
posteriori incluirán de esta forma tanto la información
inicial como la información muestral. En este caso, no
depende nuestra inferencia de la magnitud de la muestra, por
lo que esta aproximación produce fundamentalmente buenos re-
sultados en muestras de tamaño reducido al no depender la
potencia del test del tamaño muestral. Sin embargo, el aná-
lisis clásico, además de no poseer las técnicas formales y
operacionales para incorporar esa información inicial y mo-
dificarla con la proporcionada por nuevos datos, debe utili-
zarse con grandes muestras, siendo casi siempre
aproximaciones asintóticas. Esto presenta el grave problema
de que, en economía, las series de datos normalmente anali-
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zadas no son de la longitud necesaria como para tomar las
aproximaciones asintóticas como válidas.
Por lo que respecta al análisis de hipótesis y
modelos alternativos, la aproximación Bayesiana asigna
probabilidades asociadas a hipótesis o modelos alternativos
que reflejan, tanto la información a priori como la informa-
ción muestral, que pueden considerarse como una medida del
grado de creencia en las hipótesis alternativas. Los cocien-
tes de probabilidades a posteriori (Posterior Odds Ratio
(POR)), que relacionan dos hipótesis o modelos mutuamente
excluyentes vienen dados, en general, por el producto de las
probabilidades a priori y el cociente de las funciones de
verosimilitud. La aproximación no Bayesiana no incluye tales
probabilidades a priori; se limita al cálculo de tests esta-
dísticos y a la aceptación o rechazo de la hipótesis nula,
generalmente con un nivel de significación del 5% (Zellner
(1984)), siempre con relación a los valores críticos de dis-
tribuciones obtenidas de forma asintótica. Una vez aceptada
o rechazada una hipótesis, se usa la información a priori
informalmente para extraer conclusiones sobre estos resulta-
dos (Zellner (1984)). De todo lo anterior se desprende que
cada investigador, en una aproximacióm Bayesiana, incluirá
la información a priori que posea, es decir, su grado de co-
nocimiento, por lo que el análisis de dos investigadores
distintos sobre una misma hipótesis no tiene por qué coinci-
dir si cada uno incorpora diferente información a priori. En
el caso que nos ocupa, la verificación de la hipótesis de
paseo aleatorio para cada uno de los tipos de cambio se
fundamenta en la abundante evidencia empírica del
cumplimiento de esta hipótesis para otras monedas.
Por otro lado, el enfoque no Bayesiano de
contrastacion de hipótesis busca rechazar o aceptar
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hipótesis por medio de tests mientras que, sin embargo, la
aproximación Bayesiana modifica los grados de creencia y de
conocimiento del investigador y compara el modo en que éstos
cambian estos con respecto al conocimiento inicial, por lo
que dicha comparación dependerá de la información a priori
(Zellner (1971)), del propósito de nuestro análisis y "de si
tenemos una función de pérdida explícitamente formulada"
(Zellner (1971) ) .
Como señala Mañas, en nuestro caso el propósito de
la comparación es justamente analizar nuestro conocimiento a
priori (la hipótesis nula de paseo aleatorio) basada en la
evidencia empírica para otras monedas frente a otro tipo de
comportamiento para el tipo de cambio (la hipótesis alterna-
tiva) . Para realizar este análisis se usarán los siguientes
tests:
a) Mayores intervalos de confianza a posteriori (HPD):
Este método de contrastacion Bayesiano fue
propuesto por Lindley (1965) para situaciones en las
que la información a priori es difusa y la hipótesis
nula es puntual. La derivación analítica de estos in-
tervalos se encuentra en el apéndice A.
Al suponer que la información a priori sobre los
parámetros del modelo es una distribución a priori no
informativa (tipo Jeffreys), el análisis nos va a con-
ducir siempre a verificar los resultados dentro de la
aproximación clásica a la inferencia estadística. Este
hecho se debe a que una distribución a priori difusa
del tipo:
P[ot, 3, o] a 1/a
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asume que los parámetros se mantienen constantes sobre
la región del espacio parámetrico en el cual la función
de verosimilitud es apreciable mientras que fuera de
esa región van disminuyendo. Es decir, la distribución
a priori difusa es una función de densidad uniforme y
de esta forma, no sugiere que algunos valores de los
parámetros sean más probables que otros.
Por otro lado, debido a la distribución a priori
difusa utilizada, los intervalos de confianza que se
encuentran coinciden con los que se derivarían utili-
zando la teoría clásica aunque tienen una interpreta-
ción diferente. Mientras que en la aproximación clá-
sica, P[a < 3i < el] = 1 - a significa que, para una
muestra dada, hay un (1 - a) de probabilidad de obtener
a y d de forma que a < 3¿ < d, en la aproximación baye-
siana esta afirmación implica que hay una probabilidad
(subjetiva) de (1 - a) de que el parámetro 3¿ se en-
cuentre entre a y d. Esto se debe a la forma de derivar
el intervalo HPD puesto que se obtienen los puntos a y
d de manera que el valor de la función de densidad a
posteriori, evaluada en cada punto dentro del inter-
valo, sea mayor que la a posteriori evaluada en cual-
quier otro punto fuera del intervalo.
Los intervalos HPD para un nivel de significación
del 0.05 para los tres casos que nos ocupan fueron :
- Tipo de Cambio Peseta/Dólar:
P[3 - t(.OO25)S((3) < 0 < 3 + t(.OO25)S(0)
= P[.981 < 3 < 1.016]
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Claramente podemos decir que p = 1 se encuentra en
la región de mayor densidad por lo que aceptaríamos la
hipótesis nula H : p = l.
- Tipo de Cambio Peseta/Marco:
P[P - t{.0025)S(P) < P < P + t(.0025)S(P) ]
= P[.974 < P < 1.007]
aceptándose de nuevo la hipótesis nula para el caso del
marco puesto que p = 1 se encuentra claramente en el
intervalo.
- Tipo de Cambio Peseta/Franco:
P[P - t(.0025)S(P) < P < P + t(.0025)S(p
= P[ .932 < p < 1.01]
Aceptamos por tanto la hipótesis nula de que el
tipo de cambio peseta/franco sigue un proceso de paseo
aleatorio puesto que nuestra hipótesis nula se encuen-
tra en la región de mayor densidad de probabilidad.
b) Ratios de Probabilidades a Posteriori (Posterior
Odds Ratios (POR))
Este es el método usual para contrastar hipótesis
dentro de la aproximación Bayesiana. Este ratio se
construye, dada una información a priori (I ) y nuevos
0
datos (Y), mediante la expresión :
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Pr( H0 / Y, I0 )
K01 =
Pr< Hj / Y, I0 )
donde Pr( Hj / Y, Io) representa la probabilidad a pos-
terior! asociada a Hj (j=0,l) siendo, H0 la hipótesis
nula y H^  la hipótesis alternativa. La información a
priori viene recogida en las probabilidades a priori
tanto para la hipótesis Hj, Pr(Hj / IQ ), como para los
parámetros 6, condicionados a la hipótesis P(B / Hj).
Estas probabilidades a priori, recogiendo la
información inicial, pueden venir representadas de
distintas formas. Siguiendo a Mañas (1986), se
calcularán los POR para dos representaciones diferentes
de la información a priori sobre los parámetros:
1 Probabilidad a priori difusa recomendada por
Jeffreys en situaciones en que la información
inicial es escasa o vaga y
2 - Función de densidad de probabilidad (Pdf) a
priori natural conjugada para todos los parámetros
incorporando de esta forma mayor información
inicial que en el caso precedente.
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- POR utilizando Probabilidades a Priori Difusas:
Empezamos la comparación de dos hipótesis (HQ y
Hj) dentro de la aproximación bayesiana del POR utili-
zando distribuciones a priori difusas como sugiere Jef-
freys, debido a que, en la etapa preliminar del análi-
sis bayesiano, la información inicial sobre los paráme-
tros en cada uno de los modelos supuestos bajo las hi-
pótesis nula y alternativa puede ser muy reducida.
Al utilizar distribuciones a priori difusas sobre
los parámetros, los POR vendrán prácticamente determi-
nados por la función de verosimilitud que recoge la in-
formación muestral. Para los tres tipos de cambio ana-
lizados, se calculó el Kgi {cuya derivación aparece de-
sarrollada en el apéndice A) asignando diversas proba-
bilidades a priori para cada una de las hipótesis. Los












































































A partir de estos resultados se pueden extraer las si-
guientes observaciones:
- Para todas las probabilidades a priori asignadas
a la hipótesis nula y a la hipótesis alternativa
el KQJ favorece siempre la hipótesis nula en el
caso del tipo de cambio peseta/marco. Para los
otros dos tipos de cambio, únicamente el POR favo-
recería la hipótesis alternativa cuando TTQ = 0.1 y
TTJ = 0.9, es decir cuando se asigna la mayor pro-
babilidad a priori para la hipótesis alternativa.
En el resto de los casos, aún cuando TTQ/TTI favo-
rece la hipótesis alternativa, el POR cambia en
favor de la hipótesis nula.
- Sorprende el hecho de que utilizando unas dis-
tribuciones a priori no informativas se obtengan
unos resultados tan favorables a la hipótesis
nula. Esto nos podría estar indicando que única-
mente utilizando la información muestral recogida
mediante la función de verosimilitud, la hipótesis
de paseo aleatorio se vería favorecida para los
tres tipos de cambio.
Veamos como se verán afectados los resultados al intro-
ducir mayor información sobre los parámetros.
- POR utilizando a Priori Natural Conjugada :
La utilización de una distribución a priori infor-
mativa busca escoger aquella función de densidad que
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mejor refleje nuestra información a priori. Resulta de-
seable escoger una distribución a priori cuya función
de densidad combine convenientemente con la función de
verosimilitud (en el sentido de que no produzca proble-
mas de derivación) y que represente a una amplia varie-
dad de opiniones a priori. En este sentido las distri-
buciones a priori conjugadas naturales combinan alge-
braicamente de forma conveniente puesto que una a
priori conjugada natural conduce a una función de den-
sidad a posteriori con la misma forma funcional y ade-
más son lo suficientemente flexibles como para repre-
sentar una diversidad de opiniones a priori.
La expresión para el POR (recogida en el apéndice
A, junto a las expresiones analíticas de las a priori
conjugadas naturales para cada una de las hipótesis),
que recoge las funciones de densidad a posteriori para
cada una de las hipótesis, incluye los valores de los
parámetros de las distribuciones a priori, por lo que
para realizar el cálculo de KQJ necesitamos realizar
ciertas hipótesis acerca de éstos. Siguiendo a Mañas
(1986), podemos establecer las siguientes hipótesis:
1- Las distribuciones a priori de la desviación
estándar bajo ambas hipótesis (nula y alternativa)
son las mismas por lo que VQ = vj, sj = SQ de modo
que KQ=KJ .
2- La información sobre a es difusa por lo que :
v0 = V! ; v os o = V!S! = 0
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3- Medias a priori: Para el caso de y = 3-1, la
evidencia empírica desarrollada para otras monedas
sugiere que consideremos como valor de la media a
priori para el parámetro de la pendiente: y = p-1
= 0, hecho también fundamentado por la
consideración de que el mercado de divisas se
comporta de la misma forma que el mercado de
valores.
El valor de la media a priori para el
parámetro a se determinará sobre la base de la
teoría de la Paridad del Poder Adquisitivo en su
versión débil, expresada por :
St = a + (3(Pt - pt*
donde S^  = In (tipo de cambio)
P^  = ln (precios) y
* se refiere al nivel de precios extranjero.
Si consideramos 0 = 1 , a representará la
depreciación media de la moneda, que puede estar
ligada a los diferenciales de precios, por lo que
podemos igualar a a la media del diferencial de
precios entre España y cada uno de los paises
considerados. En nuestro caso, consideraremos la
media del diferencial de índices de precios al
consumo en el período comprendido entre Enero de
1979 y Septiembre de 1988 obteniendo para cada uno
de los casos considerados :
a
 Pta/$ = -2024
a pta/DM = - 2 5 6 9
a pta/FF = -0086
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4- En la expresión obtenida para K01, se tienen
que valorar las medidas de precisión de la
información a priori sobre los parámetros, A y B.
En el esquema Bayesiano se han propuesto diversos
procedimientos {Zellner (1972,1980); Winkler
(1977); Kedane et al (1980)). En nuestro caso, se
utilizará el procedimiento sugerido por Zellner
(1980): la aproximación g-prior, basado en la
hipótesis de expectativas racionales de Muth
(1961).
Así las matrices de precisión g-prior serán:
A = gx X'X
h = g0 i'i
en donde además se supone que gi=go=g/ siendo g un
parámetro a priori, por lo que estas matrices se
determinarán únicamente al elegir el valor para g-
Se utilizarán como valores de g: (.1, .5, 1.0,
5.0, 10.0). Este método desarrollado por Zellner
(1980) supone la ventaja de que únicamente se
tiene que determinar un parámetro (g) y no una ma-
triz de precisión completa (A y B). Zellner su-
giere que el parámetro g se puede también determi-
nar incluyendo una distribución a priori que re-
coja la información inicial sobre g.
Los resultados del cálculo de KOi para cada uno de
los tipos de cambio considerados se presentan en la
tabla 2-9 .
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Se puede apreciar claramente que en los casos pe-
seta/dólar y peseta/marco, se acepta la hipótesis de
paseo aleatorio para todos los valores de g utilizados.
En el caso peseta/franco, el POR cambia en favor de la
hipótesis alternativa. Al aceptarse la hipótesis de pa-
seo aleatorio para los dos valores más reducidos de g,
con los que se contrasta la hipótesis con mayor preci-
sión, se puede concluir que el tipo de cambio pe-
seta/franco, de acuerdo con este test, se comporta como
un proceso de paseo aleatorio, confirmándose asi los
resultados obtenidos con los otros tests.
Resulta sorprendente el hecho de que, en el caso
peseta/franco, en el resto de los contrastes realizados
no se presenta ningún problema y no se rechaza la hipó-
tesis nula en la mayor parte de los casos, mientras que
al incluir la información a priori mediante la distri-
bución natural conjugada, el POR no resulta tan conclu-
yente. Este hecho nos podria estar indicando que la in-
formación a priori incluida en nuestro análisis para el
tipo de cambio peseta/franco puede no ser del todo con-
veniente .
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Como se puede apreciar en las tablas 2.1 y 2-10,
en las que se recoge un resumen de los resultados de los
tests llevados a cabo, la conclusión que se puede extraer de
este análisis no es inmediata. Los rechazos de la hipótesis
nula se producen siempre en los tests bajo la aproximación
no Bayesiana donde el tamaño muestral juega un papel funda-
mental. El aumento o la disminución de la muestra puede pro-
vocar cambios importantes en las conclusiones. Esto es lo
que ocurre si comparamos los resultados de Mañas (1986) y
los aquí presentados para el caso del tipo de cambio pe-
seta/dólar. Mientras que en el trabajo anteriormente citado,
todos estos tests aceptan la hipótesis de paseo aleatorio
sin ningún problema para un nivel de significación del 5% e
incluso para el 1%, en nuestro caso, alguno de los tests no
Bayesianos no nos permiten aceptar plenamente la hipótesis
nula. Esta disparidad de conclusiones se debe principalmente
al diferente período muestral utilizado en cada estudio: Ma-
ñas (1986) utiliza el período comprendido entre 1979.06 y
1984.12 mientras que nuestra muestra abarca desde 1979.01
hasta 1989.01. Conviene también destacar que nuestra muestra
incluye la apreciación del dólar iniciada en 1982 y la
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posterior depreciación a partir de Abril de 1985, hecho que
puede motivar la disparidad de resultados por lo que para
cada uno de los tests del enfoque clásico, deben tomarse con
precaución. Por esta razón, daremos mayor importancia a los
resultados obtenidos en los tests de la aproximación Baye-
siana, que no dependen del tamaño muestral. En los tres
tests calculados dentro de este enfoque, se acepta la hipó-
tesis nula por lo que los tres tipos de cambio analizados
puede considerarse que se comportan como un paseo aleatorio
y por lo tanto el mercado español de divisas, sobre la base
de estos tipos de cambio de periodicidad mensual, puede con-
siderarse como eficiente según la definición de mercado efi-
ciente dada por Jensen (1978). Para el caso del dólar, este
resultado coincide con el obtenido por Mañas (1986) a pesar
de utilizar períodos muéstrales distintos. En este tipo de
aproximación, las conclusiones pueden variar según sea la
información a priori que se utilice, aunque la comparación
con los resultados de Mañas, al haberse utilizado las mismas
distribuciones a priori para los parámetros, es inmediata.
2.2.2 CONTRASTE DE LA EFICIENCIA UTILIZANDO COINTEGRACION
El desarrollo de la teoría de la cointegración
(Granger y Engle (1987)), cuyos fundamentos teóricos se
encuentran en el Apéndice C, ha llevado a una reciente
utilización de esta metodología a la hora de contrastar la
hipótesis de mercados eficientes. MacDonald y Taylor (1989)
contrastan esta hipótesis para los mercados de divisas ba-
sándose en una implicación del concepto de cointegración:
"si los mercados de cambios son eficientes, entonces dos ti-
pos de cambio 'al contado '(spot) no pueden estar cointegra-
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dos". Si estuviesen cointegrados, implicaría que existiría
una relación de causalidad en el sentido de Granger al menos
en una dirección, entre ambos tipos de cambio de forma que
uno de estos tipos se podría utilizar para predecir el
comportamiento del otro. Así, el tipo de cambio no
contendría toda la información disponible y existiría
evidencia de ineficiencia en el mercado de divisas.
Si dos tipos de cambio spot, Sa^ y S^t están
cointegrados, entonces existe una representación de
corrección del error {Granger y Engle (1987) y MacDonald y
Kearney (1987)) dada por la expresión:
+ 2i=1 Bi (1 - B)Sbt-i
sat-l " PSbt-1 ) + Ei=l *i (1 - B)Sat-i
+ Eit
(2.11)
Sbt = H2( sat-l " esbt-l ) + si=l *i i1 - B>sat-i
+ S1=1 Pi (1 - B)Sbt_i + €2t
donde \i± + \L2 - 0.
De (2.11) se desprende que como Z^-i = (sat-l ~
sbt-l) d e b e estar en al menos una de las dos ecuaciones de
corrección del error, el conocimiento de Z^-i puede mejorar
la predicción de Sat o de S^t* pero de al menos uno de los
tipos de cambio. Es decir, si dos tipos de cambio están
cointegrados, uno de ellos debe ayudar a predecir el otro.
Sin embargo, si los tipos de cambio vienen determinados en
mercados eficientes, cada tipo contendrá, en cada momento
del tiempo, toda la información disponible, de forma que no
podría utilizarse ningún otro tipo de información para pre-
decir los valores futuros de esta variable y en particular:
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E [ S a t / Ht-il = E [ S a t / It-i ] (2.12)
donde Ht.i = { Sat-i, Sat_2, S a t_ 3 , ..}
It-1 = { Sat-i# Sat-2, Sat_3/ ...
sbt-l' sbt-2' sbt-3' ••}
donde E[./.] representa la esperanza matemática
condicionada. Esto se contradice claramente con (2.11), a
menos que los parámetros p. y p¿' s sean idénticamente 0. De
esta forma, (2.12) representa la hipótesis nula que se veri-
fica mediante los tests de cointegración.
El primer requisito que se debe cumplir para que
dos series estén cointegradas es que tengan el mismo orden
de integración. En nuestro caso, los tres tipos de cambio
considerados son 1(1) (ver Apéndice C) por lo que se puede
contrastar la cointegración entre las variables de tipo de
cambio para lo cual se utilizan los tres tests más amplia-
mente utilizados de los siete propuestos por Granger y Engle
(1987) como son el Durbin-Watson (CRDW), el Dickey-Fuller
(DF) y el Dickey-Fuller Extendido (ADF) cuyos resultados se
encuentran en la tabla 2-12. Las regresiones de cointegra-
ción se recogen en la tabla 2-11. En todos los casos se re-
chaza la cointegración al nivel del 1%, (los valores críti-
cos para cada uno de los tests se encuentran en el Apéndice
C) por lo que ninguno de los tipos de cambio analizados es-
tán cointegrados con los deroás, aunque estos resultados se
deben tomar con precaución por los problemas comentados en
el Apéndice C. Este resultado implica que el mercado de di-
visas español no hay evidencia de no eficiencia, corrobo-
rando así los resultados obtenidos en los tests del enfoque
Bayesiano.
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(1) Parámetro estimado por mínimos cuadrados en ü^
+ af, donde ü^  son los residuos de la regresión de
—gración.


























































En la tabla 2.11 aparece, además de los resultados
de la regresión de cointegración, la estimación de 6 obte-
nida mediante la aplicación de mínimos cuadrados a:
üt
donde üt son los residuos de la regresión de
cointegración. Como se puede apreciar, el valor de 6 para
cada caso se encuentra muy próximo a la unidad indicando que
los residuos son 1(1) y en consecuencia los tipos de cambio
no están cointegrados puesto que si lo estuvieran los resi-
duos serían necesariamente 1(0).
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2.3 CONCLUSIONES
El contraste de la eficiencia del mercado de divisas
español llevado a cabo en esta primera parte puede llevarnos
a concluir que dicho mercado parece eficiente, a pesar de
los resultados dispares entre alguno de los tests clásicos y
los basados en la aproximación bayesiana y en la cointegra-
ción. Esta conclusión ayuda a esclarecer los pésimos resul-
tados predictivos con el modelo monetario utilizando datos
mensuales. La evidencia empírica para los tres tipos de
cambio considerados permite concluir que es prácticamente
imposible predecir el comportamiento a nivel mensual del
tipo de cambio utilizando relaciones entre variables en el
mismo período de tiempo. El modelo monetario se ha estimado
generalmente sin tener en cuenta cómo los llamados
determinantes fundamentales del tipo de cambio pueden
influir sobre éste en diferentes períodos de tiempo. Por
ello, debemos centrarnos en el análisis de las relaciones
dinámicas entre los tipos de cambio y sus determinantes
fundamentales. Este análisis puede ayudarnos a esclarecer,
en cierto modo, los resultados contradictorios de los tests
realizados en esta sección puesto que, si la modelización
univariante y bivariante de los tipos de cambio no apunta
hacia la elección del modelo de paseo aleatorio, podremos
concluir que los tipos de cambio analizados se pueden prede-
cir aún cuando su comportamiento a corto plazo venga deter-
minado de forma eficiente en el mercado de divisas español.
CAPITULO 3
Análisis Mensual de las Relaciones
Dinámicas entre el Tipo de Cambio
y sus Determinantes Fundamentales
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El objetivo de esta sección es analizar las posibles
relaciones dinámicas entre los tipos de cambio y cada una de
las variables incluidas en el modelo monetario consideradas
como los 'determinantes fundamentales' de éste. Teniendo en
cuenta diferentes conjuntos de información (la contenida en
el propio pasado de cada serie y la que se incorpora a ésta
al considerar información sobre los valores contemporáneos y
pasados de otras variables), se intenta obtener mejores pre-
dicciones que las proporcionadas por el modelo del paseo
aleatorio que, en principio, se presentan como las óptimas
debido al carácter eficiente del mercado.
3.1 ANÁLISIS ESTADÍSTICO DE LOS DATOS
El análisis previo de cada una de las variables
{definidas en la tabla 3.1) mediante sus gráficos y sus
principales características estadísticas (tablas 3.2 a 3.4)
se considera fundamental antes de pasar al análisis de los
modelos.
a) Tipo de cambio peseta/dólar
El análisis gráfico del tipo de cambio pe-
seta/dólar y de sus determinantes fundamentales
{gráficos 1 a 6) pone de manifiesto la no estacionarie-
dad en media del tipo de cambio, del diferencial de
precios y del diferencial de ofertas monetarias, al
presentar todas ellas una tendencia creciente a lo
largo de todo el período muestral, por lo que se tienen
que realizar primeras diferencias en cada una de ellas.
73










nominal a 3 meses
en el mercado inter-
bancario español
r
 t:tipo de interés






















<n - Diferencial de rentas
Yt : índice de producción
industrial español
Base: 1980=100




* B.E.: Boletines estadísticos del Banco de España
* F.M.I.: Boletines estadísticos del Fondo Monetario
Internacional





























ESTADÍSTICAS DEL TIPO DE CAMBIO PESETA/DOLAR

































































Grafito 3.1: Tipo dr. Cambio Peseta Dolar
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Ora/ico 3-2: Diferencial de Tipos de ínteres Nominales de
la Peseta y el Dolor- Periodo: 1979.01 - 1955.12
79 80 81 B2 B3 &4 65 BB B7 85
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Gráfico 3-3: Diferencial de Precios entre España y EE-UU-
Periodo: 197P-01 - 198B-09




Gráfico 34: Diferencial de Ofertas Monetarias entre
España y EEUU- Periodo: 1979-01 - 1986-10
1 65-
79 80 81 82 83 84 85 86 87
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Gráfico 3-5: Diferencial de IPI's entre España y EEUU
Periodo: 1978-01 - 1983-09
79 60 81 53 63 64 65
Gráfico 35: Diferencial de Tipos de ínteres Reales entre
la Peseta y el Dolar-Periodo: 157901 - 1985-09
79 80 61 83 83 54 65 89 87 88
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así como la clara no estacionariedad en media de la
parte estacional del diferencial de rentas, siendo
necesaria la diferenciación de orden 12 de esta
variable. Este es uno de los métodos de eliminación de
tendencia que se presentan en los desarrollos
econométricos destacando, entre otros, los propuestos
por Young (1984), Harvey y Todd (1983) y Harvey y Dur-
bin (1986), métodos estos que se reducen a la descompo-
sición de las series en diversos componentes entre los
cuales se encuentra uno tendencial que se estima por
diferentes métodos econométricos. La diferenciación de
las variables con fuerte componente tendencial se pre-
senta como uno de los métodos más sencillos y fáciles
de aplicar aunque el abuso de esta técnica puede llevar
a resultados equívocos. Sin embargo, ninguno de los mé-
todos de eliminación de la tendencia está exento de
problemas (García Ferrer y del Hoyo (1989)), eligién-
dose, por tanto, la diferenciación de las series como
la técnica para eliminar la tendencia de nuestras va-
riables, como proponen Box y Jenkins (1970) para los
modelos ARIMA.
Por otro lado, destaca la elevada variabilidad de
los diferenciales de tipos de interés, tanto nominales
como reales, hecho que también se puede apreciar a par-
tir de los resultados presentados en la tabla 3-2. Si
consideramos la varianza como una medida aproximada de
la variabilidad de las series, se presentan diferencias
sustanciales entre los diferenciales de tipos de
interés {nominales y reales) y el tipo de cambio que,
aunque es más volátil que el resto de las variables,
tiene una variabilidad claramente inferior a la que
presentan los diferenciales de intereses, debido a que
estos últimos constituyen uno de los principales ins-
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trunientos utilizados por las autoridades económicas
para desarrollar la política monetaria. La variabilidad
del resto de los determinantes es claramente inferior a
la presentada por el dólar, probablemente debido al
comportamiento de la moneda americana durante los últi-
mos años. Se pueden distinguir dos pautas claramente
diferenciadas en el perfil del tipo de cambio pe-
seta/dólar. Una primera, caracterizada por la continua
apreciación del dólar frente a nuestra moneda hasta
Marzo de 1985 y una segunda en la que el comportamiento
cambia de signo, produciéndose una prolongada deprecia-
ción de la moneda norteamericana, motivada por las au-
toridades económicas americanas y acordada posterior-
mente por el Grupo de los Cinco paises más industriali-
zados (Estados Unidos, Japón, la República Federal Ale-
mana, Francia y el Reino Unido), con el objeto de
corregir los desequilibrios exteriores estadounidenses.
Este diferente comportamiento del dólar en los últimos
diez años unido al aumento de la especulación en divi-
sas pueden ser, probablemente, las fuentes de la mayor
volatilidad del tipo de cambio frente al resto de las
variables.
Un análisis de los valores máximo y mínimo de las
variables también proporciona una visión de la variabi-
lidad de las series. El valor del rango ayuda a certi-
ficar, en cierto modo, el grado de variación de una va-
riable . Destaca el valor del rango para los
diferenciales de tipos de interés siendo éste de 16
puntos, implicando una diferencia sustancial entre los
valores máximo y mínimo del resto de las variables y
sobre todo el correspondiente al del tipo de cambio que
presenta únicamente una diferencia de un punto. Este
hecho viene a poner de manifiesto la excesiva
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diferencia de variabilidad entre ambas variables, por
lo que la teoria de la Paridad de Intereses Descubierta
puede no cumplirse en este caso.
Por otro lado y gracias al coeficiente de curtosis
queda claro que ninguna de las variables presentadas en
la tabla 3-2 sigue una distribución normal, siendo sus
distribuciones asimétricas hacia la izquierda para to-
dos los casos excepto para el diferencial de rentas que
presenta asimetría hacia la derecha. Esta falta de si-
metría viene también corroborada por los valores no nu-
los del coeficiente de asimetría. Taylor (1986) señala
que, en numerosas ocasiones este hecho viene motivado
por la presencia de valores atípicos, puesto que una o
dos observaciones elevadas provoca fuertes distorsiones
en este coeficiente llevando a concluir que las series
no presentan distribuciones simétricas. En nuestro
caso, como veremos, las variables presentan atípicos
pero el coeficiente de curtosis, aunque también puede
verse afectado por estos elevados valores, nos lleva a
concluir que las variables no siguen distribuciones si-
métricas.
b)Tipo de cambio Peseta/marco
Por lo que respecta al tipo de cambio pe-
seta/marco, (gráficos 7 a 12) presenta un crecimiento
continuo durante todo el período muestral, frenándose
en 1987. momento en el que empieza una leve pero conti-
nuada depreciación; esta no estacionariedad en media se
corrige al tomar primeras diferencias pasando a compor-
tarse de forma estacionaria con único valor atípico co-
rrespondiente a Diciembre de 1982, fecha en la que se
produjo una devaluación de nuestra moneda en un 8%.
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Gráfico 37: Tipo de Cambio Peseta/Marco.
Periodo: 1979-01 - 195813
79 80 Bl 82 B3 B4 85 89 87
35-
Orafico 35: Diferencial de Tipos de ínteres Nominales
entre la Peseta y el Marco- Periodo: 1979-01-19SB-13
79 80 81 BS 83 84 85 89 67
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Gráfico 3-B: Diferencial de Precios entre España y
Alemania- Periodo: 1979-01 - 1988-09
79 BD 91 BS 83 84 85
-0-3-1
Gráfico 3.10: Diferencial de Ofertas Monetarias entre
España y Alemania Periodo: 1979-01 - 1986-10
79 BO 81 83 83 B4 85 88 87
35-
84
Gráfico 3.11: Diferencial de IPI's entre España y Alemania
Periodo: 19794)1 - 1985-09
79 80 81 82 83 84 55 86 87
-0.5-1
Gráfico 312: Diferencial de Tipos de ínteres Reales de la




El diferencial de ofertas monetarias así como el
diferencial de precios entre España y Alemania presen-
tan una tendencia creciente a lo largo de todo el pe-
ríodo, siendo también necesaria la diferenciación de
primer orden.
El diferencial de rentas entre España y Alemania
es similar al correspondiente entre España y Estados
Unidos, presentando la necesidad de hacer estacionaria
en media la parte estacional.
Finalmente, los diferenciales de tipos de interés
tanto nominales como reales presentan un comportamiento
errático claramente dominado por las subidas y bajadas
de los tipos españoles puesto que los tipos de interés
alemanes se han encontrado durante todo el período
muestral por debajo de los españoles.
Atendiendo a los valores de la varianza para el
tipo de cambio peseta/marco y sus determinantes funda-
mentales, destaca de nuevo la elevada variabilidad de
los diferenciales de tipos de interés (nominales y rea-
les), claramente superior a la del resto de las varia-
bles. Sin embargo, la variabilidad del tipo de cambio
es menor que en el caso del dólar, siendo parecida a la
del diferencial de precios por lo que la Paridad del
Poder Adquisitivo entre España y Alemania parece tener
fundamento, aunque el tipo de cambio y el diferencial
de precios presentan una media significativamente dife-
rente. Destaca también el semejante valor del rango
para estas dos variables lo que certifica el posible
cumplimiento de la P.P.A.
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Se presenta de nuevo una falta de simetría en las
distribuciones que siguen las variables incluidas en la
tabla 3-3, aunque en este caso la asimetría es hacia la
izquierda para el tipo de cambio, el diferencial de
precios y el diferencial de ofertas monetarias y hacia
la derecha para el resto de las variables, como se
puede apreciar por los valores tanto del coeficiente de
asimetría como del coeficiente de curtosis.
c) Tipo de cambio peseta/franco
El análisis del tipo de cambio peseta/franco y de
sus determinantes fundamentales presenta similitudes
con los casos analizados con anterioridad (gráficos 13
a 18) .
El perfil de la serie del tipo de cambio pe-
seta/franco es muy parecido al del marco, siendo cre-
ciente a lo largo de casi todo el período muestral,
crecimiento interrumpido por una leve apreciación de la
peseta durante los años 83 y 84 y por una clara
depreciación del franco iniciada en Enero de 1987 cau-
sada fundamentalmente por las presiones internacionales
en contra del franco y a favor del marco y del florín.
Se presenta así de nuevo la necesidad de tomar primeras
diferencias para conseguir que la serie sea estaciona-
ria en media.
Tanto el diferencial de ofertas monetarias como el
diferencial de precios entre España y Francia presentan
un perfil muy similar al de estas mismas variables en
los otros dos casos, siendo de nuevo necesaria la dife-
renciación de primer orden. Sin embargo, el diferencial
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Gráfico 3.13: Tipo de Cambio Peseta/Franco-
Periodo: 1979-01 -198813
79 80 81 83 83 84 85 87 88
Gráfico 314: Diferencial de Tipos de ínteres Nominales
de la Peseta y del Franco-Periodo: 1979-01 - 1988.13
79 80 81 BS 83 84 85 88 87
89
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Grafico 315: Diferencial de Precios entre España y Francia
Periodo: 1979-01 - 1968-09





Gráfico 3-10: Diferencial de Ofertas monetarias entre
España y Francia- Periodo: 1979X11 - 195510
1-75-
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Gráfico 317: Diferencial de IPI's entre España y Francia
Periodo: 1979X11 - 1988-09
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Grofico 318: Diferencial de Tipos de ínteres Reales de la
Peseta y del Franco-Periodo: 1979-01 -1988-09
79 80 81 8S 83 84 85 68 87
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miento algo distinto al de los otros casos aunque sigue
apareciendo una clara estacionalidad correspondiente a
la disminución del ritmo de actividad que se produce
durante los meses de verano. La diferencia fundamental
entre esta serie y los diferenciales de rentas analiza-
dos anteriormente radica en el hecho de que las econo-
mías española y francesa poseen más puntos en común que
las economías de Alemania y EE.UU con respecto a la
española. No se puede olvidar el hecho de que los Esta-
dos Unidos se consideran el motor económico del mundo
mientras que Alemania marca las pautas económicas en
Europa y sobre todo en el Mercado Común.
Por lo que respecta a los diferenciales de tipos
de interés nominales y reales siguen un comportamiento
muy similar a los analizados anteriormente, con una
elevada volatilidad (varianza muy superior a la del
tipo de cambio), una significativa diferencia entre el
valor máximo y el valor mínimo destacando el hecho de
que los tipos de interés españoles no han sido siempre
superiores a los franceses como ocurría con los tipos
de interés alemanes.
Ninguna de las variables incluidas en la tabla 3-
4 sigue una distribución normal al presentarse valores
para el coeficiente de curtosis claramente distintos de
0. Las distribuciones son por tanto asimétricas, siendo
ésta hacia la izquierda para todas las variables ex-
cepto para el diferencial de rentas que presenta
asimetría hacia la derecha, hecho que coincide clara-
mente con el comportamiento de las distribuciones de
las variables analizadas en el caso del dólar.
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Por fin, la variabilidad del tipo de cambio con
respecto a la del resto de los determinantes, con ex-
cepción del diferencial de tipos de interés, es algo
superior, siendo casi el doble que la correspondiente a
los diferenciales de rentas y de ofertas monetarias.
Sin embargo, la variabilidad del diferencial de precios
entre España y Francia, aunque es algo inferior a la
del tipo de cambio, presenta de nuevo la posibilidad
del cumplimiento de la PPA entre ambos paises, hecho
que tendrá que ser verificado por los datos.
El análisis de las principales características de
los tipos de cambio y de sus determinantes fundamenta-
les nos lleva a extraer una primera conclusión de que
el cumplimiento de la paridad de intereses descubierta
se presenta incierta, debido a las diferentes caracte-
rísticas estadísticas de los tipos de cambio y de los
diferenciales de tipos de interés. Sin embargo, el
cumplimiento de la PPA entre España y Alemania y entre
España y Francia parece más verosímil aunque en ambos
casos, deberán ser los datos los que determinen si es-
tas relaciones existen o no.
3.2 ANÁLISIS UNIVARIANTE
El análisis univariante de series temporales con-
siste en modelizar el comportamiento de una variable sobre
la base de la información contenida única y exclusivamente
en el pasado de la serie. Su principal característica reside
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en la modelización de una serie de datos utilizando sola-
mente procesos autorregresivos y de media móvil o mixto. De
esta forma, la variable se presentará en función de los va-
lores pasados de ésta y/o de procesos de ruido actuales y
pasados. La consideración de los valores atípicos, tan comu-
nes en series económicas, también contribuye a explicar el
comportamiento de la variable. Box y Tiao (1975) desarrolla-
ron los posibles esquemas que presentan los atipicos en este
tipo de series, pudiendo determinarse el efecto que un com-
portamiento no normal en un momento determinado tuvo sobre
la variable que se pretende explicar.
Sobre la base de estas consideraciones, analizare-
mos el comportamiento univariante de cada uno de los tipos
de cambio y de sus determinantes fundamentales: el diferen-
cial de tipos de interés (nominales y reales), el diferen-
cial de precios, el diferencial de ofertas monetarias y el
diferencial de rentas.
3.2.1 Tipo de cambio peseta/dólar y sus determinantes funda-
mentales
En la tabla 3.5 se presentan los modelos univa-
riantes para cada una de las variables consideradas.
Destaca el hecho de que todas las series presentan va-
lores atípicos, debidos a diferentes causas, que se re-
cogieron mediante la introducción de variables ficti-
cias al ser todos ellos comportamientos anormales en un
momento determinado del tiempo.
La variable ficticia MARZO85, introducida en
el modelo univariante del tipo de cambio peseta/dólar
(M-l), intenta recoger el efecto que se produjo en esta
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TABLA 3-5: ANÁLISIS UNIVARIANTE DEL TIPO DE CAMBIO
PESETA/DOLAR Y DE SUS DETERMINANTES FUNDAMENTALES
TIPO DB CAMBIO
1
(M-l) (l-B)LnSt = -.069 MARZO85 + at
(.027) ( 1 - .2756B2)
(.0927)
T = 120; a2 = .768195.10"3; Q*(12) = 12.0; Q*(24) =* 28.2
DIFERENCIAL DE TIPOS DE INTERÉS NOMINALES
1
(M-2) (rt - r*t)n = 3.3977 MAY80 + at
(1.1407) ( 1 - .9643B )
(.0249)
T • 120; a2 = 2.76159; Q*(12) = 7.8; Q*(24) = 14.7
DIFERENCIAL DE TIPOS DE INTERÉS REALES
(M-3) ( r t - r * t ) r = 3 .4040 MAY80 + a t
( 1 . 1 9 7 6 ) ( 1 - . 9 6 3 4 B )
( . 0 2 6 8 )
T = 1 1 7 ; a 2 = 2 . 7 6 1 5 9 ; Q * ( 1 2 ) = 7 . 9 ; Q * ( 2 4 ) = 1 4 . 2
DIFERENCIAL DE PRECIOS
(M-4) (1-B)(pt - p*t) = -0038 + .0152 DIC82 + .0159 ENE86
(.0011) (.005) (.0046)
( 1 - .2097B2 ) ( 1 - .4168B12 )
(.0950) (.0883)
at
T = 117; O2 = 2.48273.10*5; Q*(12) = 7.1; Q*(24) = 11.7
DIFERENCIAL DE OFERTAS MONETARIAS
(M-5) (1-B)(mt - m*t) = -.0346 FEB83 + .0308 OCTU83
(.0061) (.0058)
1
-.0238 ABR86 + at
(.0058) ( 1 - .6191B12 - .2908B24 )
(.0789) (.0707)
T = 118; O2 = 4.94888.10'5; Q*(12) = 14.6; Q*(24) = 26.3
DIFERENCIAL DE RENTAS
(M-6) (1-B12)(yt - y*t) " -.0B80 AGO86
(.0244)
( 1 - .5570B12 - .4416B24 )
(.1038) (.1040)
+ at
(1 - .6191B - .3879B2 - .2279B3 )
(.0968) (.0921) (.1019)
1 n .10~4; Q*(12) « 18.1; Q*(24) = 46.1
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variable cuando las autoridades americanas empezaron a
plantearse la necesidad de reducir el déficit comercial
para lo cual apostaron por una depreciación del dólar.
Esta decisión, que se dejó sentir a partir de Abril,
fue ratificada posteriormente por el Grupo de los Cinco
(Alemania Federal, Reino Unido, Francia, Japón y EE.UU)
en el llamado Acuerdo del Hotel Plaza (septiembre
1985). Este comportamiento se intentó recoger in-
troduciendo una variable impulso (Box y Tiao (1975)).
Aparte de la modelización de este atípico, el comporta-
miento de los cambios mensuales en el tipo de cambio
peseta/dólar viene explicado por los cambios producidos
dos meses antes (AR(2) con *^=0) al que se añade un
comportamiento aleatorio, indicando que, de toda la
información contenida en el pasado de la serie, única-
mente aparece como relevante el comportamiento dos pe-
ríodos antes.
Los modelos univariantes para el diferencial de
tipos de interés tanto nominales como reales (modelos
(M-2) y (M-3)) son muy similares, destacando que ambos
siguen un proceso AR(1)(1) (el pasado inmediato de la
serie contribuye a explicar el comportamiento presente
(1) El análisis del diferencial de tipos de interés
para los tres tipos de cambio analizados inducía a modelizar
una diferencia de estas variables. Sin embargo, atendiendo a
las predicciones que se obtenían, se optó por aceptar el mo-
delo autorregresivo de orden uno (aunque la estimación y los
gráficos de las variables indujesen a la consideración de
una diferencia). Nótese que, en el análisis bivariante
(sección 3.3), se utilizan las predicciones de los inputs
para obtener las predicciones de los tipos de cambio.
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de la variable) y que ambos presentan un valor atípico
correspondiente al mes de mayo de 1980, fecha en la que
el diferencial entre los tipos interés españoles y ame-
ricanos aumenta en 7.69 puntos debido a una disminución
significativa de los tipos de interés a tres meses para
el dólar de casi 7 puntos de abril a mayo. La razón de
este comportamiento atípico de los tipos de interés
tiene su origen en las fuertes restricciones monetarias
impuestas por las autoridades económicas americanas con
el objetivo de conseguir una desaceleración del creci-
miento de los agregados monetarios. Esta política pro-
dujo una elevación pronunciada de los tipos de interés
americanos, muy acentuada y sometida a amplias fluctua-
ciones. A partir del mes de abril, los tipos de interés
del dólar y del eurodólar cayeron de cotas próximas al
20% a niveles que rondaron el 10%, pasando a fundamen-
tarse la política monetaria americana en la contención
del nivel de liquidez y no en elevados tipos de interés
(Banco de España. Informe Anual. 1980). Esta súbita
disminución de los tipos de interés (que en algunos
dias llegaron a descender en 1 y 2 puntos) provocó la
fuerte reducción del diferencial de tipos de interés
para la peseta y el dólar, lo que justifica la intro-
ducción de la variable ficticia MAY080 con el objeto de
captar el comportamiento atípico de la serie no reco-
gido por el modelo univariante.
Los cambios mensuales en el diferencial de precios
(modelo (M-4)) presentan también un carácter
autorregresivo, por lo que el comportamiento de estos
vendrá determinado por el pasado de la serie, siendo
los cambios mensuales en el diferencial de precios pro-
ducidos 2 y 12 meses antes los que explican el compor-
tamiento presente de los cambios mensuales en esta va-
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riable. Esta serie presenta dos hechos atípicos clara-
mente localizados en el tiempo, debidos por un lado a
la devaluación de diciembre de 1982 (2) y por otro lado
la observación correspondiente a enero de 1986, fecha
en la que se produjo un fuerte aumento de los precios
españoles debido a la entrada en vigor del Impuesto so-
bre el Valor Añadido. Ambos hechos provocaron un au-
mento del cambio mensual en los precios siendo este
efecto mayor en el caso de la devaluación debido a que
el aumento de los precios provocado por el IVA repartió
sus efectos en varios meses.
El modelo univariante para los cambios mensuales
en el diferencial de ofertas monetarias ((M-5)) pre-
senta un componente estacional muy fuerte, explicado
por una parte autorregresiva (AR{2) con 5=12)}, in-
dicando así que la parte estacional de los cambios men-
suales en el diferencial de ofertas monetarias viene
explicada por el comportamiento dos años antes. El aná-
lisis de intervención en este caso presentó la necesi-
dad de introducir tres variables ficticias para captar
el comportamiento anómalo que se produjo en febrero y
octubre de 1983 y en abril de 1986.
Los atípicos correspondientes a febrero de 1983 y
a abril de 1986 (recogidos por las variables FEB83 y
ABR86 respectivamente) encuentran su fundamento en las
políticas monetarias restrictivas llevadas a cabo por
casi todos los países en su lucha contra la inflación.
(2) La depreciación de nuestra moneda induce, según la
Teoría de la Paridad del Poder Adquisitivo a un aumento del
diferencial de precios.
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Sin embargo, el recogido por la variable OCTU83
corresponde a un fuerte incremento de la cantidad de
dinero en circulación posteriormente controlada por las
autoridades. Las políticas monetarias realizadas en
1983 empezaron siendo muy restrictivas, relajándose a
medida que los objetivos se iban cumpliendo. De esta
forma, tanto en España como en Estados Unidos, el cre-
cimiento de los agregados monetarios fue muy reducido
durante la primera parte del año. En EE.UU, la política
monetaria se hizo aún más estricta a partir del segundo
trimestre del año mientras que el crecimiento de la
oferta monetaria española fue muy superior al que se
produjo durante todo el año, lo que llevó a las autori-
dades españolas a endurecer en los últimos meses del
año su política monetaria.
El atípico correspondiente a abril de 1986 viene
motivado por la incertidumbre sobre el efecto de
implantación del IVA que condicionó fuertemente la
política monetaria española durante todo el año. En
este sentido, las autoridades prefirieron continuar con
la evolución decreciente de las tasas de variación de
los agregados monetarios, siendo los aumentos produci-
dos en los activos líquidos en manos del público única-
mente de carácter financiero. Así, en abril, la oferta
monetaria española experimentó una fuerte disminución
contrastando con los incrementos normales experimenta-
dos por la oferta monetaria americana (Banco de España.
Informe Anual. 1986).
La modelización del diferencial de rentas (IPI)
presentó la necesidad de realizar una diferencia
estacional para hacer la serie estacionaria en media
por lo que la variable ahora representa las variaciones
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anuales en el diferencial de rentas. Esta serie pre-
senta un fuerte componente estacional, modelizado me-
diante un MA(2) estacional (s=12) indicando que el com-
portamiento presente de los cambios anuales en el dife-
rencial de rentas viene influido por su comportamiento
dos años antes. La parte regular del proceso viene cap-
tada por un proceso autorregresivo de orden 3, de ma-
nera que los cambios anuales del diferencial de rentas
vienen también explicados por su evolución tres meses
antes. Esta variable también presenta un atípico, co-
rrespondiente al mes de agosto de 1986, causado por una
reducción del IPI español muy superior a la que normal-
mente se produce en los meses de verano.
3.2.2 Tipo de cambio peseta/marco y sus determinantes
fundamentales
Al igual que en el caso anterior se realizó el
análisis univariante para el tipo de cambio pe-
seta/marco y sus determinantes fundamentales cuyos mo-
delos aparecen recogidos en la tabla 3-6. Los modelos
univariantes de los diferenciales de tipos de interés
nominales y reales son todos procesos AR(1). El modelo
univariante para el tipo de cambio certifica el compor-
tamiento de esta variable como un paseo aleatorio con
intervención. El valor del atípico corresponde a di-
ciembre de 1982, fecha en la que se efectuó una deva-
luación con el objeto de aumentar la competitividad de
los productos españoles en el entorno internacional,
buscando así obtener mejores resultados de la balanza
por cuenta corriente claramente deficitaria. El hecho
de que esta clara intervención de las autoridades
económicas no apareciese como comportamiento atípico en
el modelo univariante del tipo de cambio peseta/dólar
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TABLA 3-6: ANÁLISIS UNIVARIANTE DEL TIPO DE CAMBIO
PESETA/MARCO Y SUS DETERMINANTES FUNDAMENTALES
TIPO DE CAMBIO
(M-7) (l-B)lnSt = .0046 + .1022 DIC82 + at
(.0018) (.0182)
T = 120; a2 = 3.27566.10"4; Q*(12) = 12.5; Q*(24) = 23.
DIFERENCIAL DE TIPOS DE INTERÉS NOMINALES
(M-8) ( 1 - .9039B )(rt - r * t ) n = .7572 + at
(.0394) (.3582)
T = 120; a2 = 1.93593; Q*(12) = 5.8; Q*(24) = 16.
DIFERENCIAL DE TIPOS DE INTERÉS REALES
(M-9) ( 1 - .9065B )(rt - r * t ) r = .7572 + at
(.0394) (.3582)
T = 117; a2 = 1.98548; Q*(12) = 5.9; Q*(24) = 17.3
DIFERENCIAL DE PRECIOS
1
(M-10) (1-B) (pt - p*t) = -005 + .0234 ENE86 + at
(.0008) (.0043) ( 1 - .4401B12 )
(.0887)
T = 117; a2 = 2.2125.10~5; Q*(12) = 15.0; Q*(24) = 32.2
DIFERNCIAL DE OFERTAS MONETARIAS
(M-ll) (1-B)(mt - m*t) = .0459 DIC81 + .1018 OCT83 - .043 ENE86
(.0143) (.0142) (.0142)
( 1 - .3890B )
(.0950)
- .0334 NOV86 + at
(.0142) ( 1 - .3397B12 )
(.0708)
T = 118; a2 = 2.20739.1O~4; Q*(12) = 15.0; Q*(24) = 22.9
DIFERENCIAL DE RENTAS
(M-12) (1-B12)(yt - y*t) = -0845 JUN84 + .0794 JUL87
(.0394) (.0398)
( 1 - .3482B12 )
(.0899)
{ 1 - .2732B2 - .3954B3 )
(.0848) (.0858)
T = 117: a2 = 1.57213.10"3; Q*(12) = 13.0; Q*(24) = 24.8
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obedece a la excesiva variabilidad que presenta esta
serie.
Por lo que respecta a los diferenciales de tipos
de interés tanto nominales como reales no se aprecia
ningún valor atípico que no sea captado por los modelos
univariantes ((M-8) y (M-9)), un proceso autorregresivo
de primer orden con constante que pone de manifiesto la
explicación de la variable utilizando únicamente el va-
lor de la serie en el período inmediatamente anterior.
El valor del parámetro autorregresivo {.9053 en ambos
casos) indica claramente el fuerte peso que el pasado
inmediato tiene sobre el comportamiento de los diferen-
ciales de tipos de interés, hecho esperado debido a la
cautela que deben tener las autoridades económicas con
la elevación del tipo de interés de un período a otro
pudiendo provocar fuertes contracciones de la actividad
económica.
La variación mensual de los diferenciales de pre-
cios presenta también un comportamiento autorregresivo,
esta vez de orden 12, pudiendo establecerse así una re-
lación entre los cambios en esta variable de un año
para otro. Es evidente que el comportamiento de los
precios preocupa claramente a las autoridades económi-
cas de cualquier país por lo que un aumento o disminu-
ción del nivel de precios puede provocar cambios signi-
ficativos en el desarrollo de la política llevada a
cabo por las autoridades de los diferentes países en su
lucha contra la inflación, considerándose que la evolu-
ción de los precios en el año anterior puede contribuir
a reforzar o relajar una determinada política. El único
valor que no fue captado por el modelo corresponde a
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enero de 1986, mes en que la implantación del IVA tuvo
su mayor efecto inflacionario.
La modelización del cambio mensual en el diferen-
cial de ofertas monetarias (modelo (M-ll)) presentó ma-
yor número de atípicos que en el análisis univariante
de los anteriores determinantes del tipo de cambio pe-
seta/marco. Tanto la parte regular como la parte esta-
cional presentan estructura siendo para el primer com-
ponente un proceso de media móvil de primer orden reco-
giendo así el hecho de que el comportamiento pasado de
los cambios en los diferenciales de ofertas monetarias
afecta al comportamiento presente de esta variable. Por
lo que respecta al componente estacional, el esquema
que siguen las variaciones mensuales en el diferencial
de ofertas monetarias es un proceso AR(1) mensualmente
estacional, indicando que el comportamiento de la va-
riable un año antes influye de forma clara en la deci-
sión de las autoridades sobre la política monetaria ac-
tual.
Con anterioridad se comentó que esta variable
presentaba un mayor número de atípicos apareciendo
localizados en diciembre de 1981, octubre de 1983,
enero de 1986 y noviembre de 1986.
El correspondiente a octubre de 1983 obedece a las
mismas causas anteriormente comentadas para el
diferencial de ofertas monetarias entre España y EE.UU,
por lo que analizaremos los orígenes que determinaron
la aparición del resto de los atípicos, sin detenernos
en la explicación del correspondiente a octubre de
1983.
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Como suele ser habitual, el atípico correspon-
diente a diciembre de 1981 tiene su principal causa en
el desarrollo de políticas monetarias restrictivas por
parte de casi todos los paises. Alemania realizó una
política monetaria muy restrictiva durante este año que
sólo tendió a suavizarse en los últimos meses del año.
La política española mantuvo su ritmo restrictivo du-
rante parte del año, produciéndose una aceleración del
crecimiento de la M3 a partir de julio, momento en que
se puso de manifiesto un ligero incremento de los nive-
les de actividad y un suave descenso en la tasa espe-
rada de inflación, hechos que alentaron una reanimación
de la demanda de dinero. "... La acumulación de activos
frente al exterior, una rápida expansión de las necesi-
dades de financiación del sector público y una pulsa-
ción más acusada de la demanda de crédito por parte del
sector privado impulsaron un crecimiento más acusado de
la oferta de depósitos del sistema bancario ..." (Banco
de España. Informe Anual. 1981), hecho que provocó en
diciembre el comportamiento anómalo de la oferta
monetaria española no captado por la modelización
univariante realizada para el diferencial de ofertas
monetarias.
En el mes de enero de 1986, debido a un comporta-
miento anormal de la oferta monetaria española, aparece
un valor muy reducido que constituye un atípico, en el
sentido de que su comportamiento no se recoge por el
modelo univariante ajustado para el diferencial de
ofertas monetarias. En este mes, se produjo una reduc-
ción de la tasa de crecimiento de la cantidad de dinero
española mientras que en Alemania, en los dos últimos
meses del año, los desbordamientos de los agregados mo-
netarios debido a la afluencia de capitales del exte-
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rior llevaron a las autoridades alemanas a elevar los
tipos de interés de intervención del Bundesbank en los
mercados internos (Banco de España. Informe Anual.
1986). Todos estos acontecimientos provocaron una dis-
minución del cambio mensual del diferencial de ofertas
monetarias en enero y noviembre de 1986 no captada por
el modelo univariante, efecto que se recogió mediante
la introducción de las variables ficticias ENE86 y
NOV86 respectivamente.
Por lo que respecta al modelo univariante del
diferencial de rentas (modelo (M-12)) recogido en la
tabla 3-6, destaca el fuerte componente estacional que
posee esta serie. Los cambios anuales en el diferencial
de rentas vienen esplicados por un componente regular y
otro estacional, debido a que en el comportamiento de
esta variable influyen tanto los cambios producidos un
año antes (recogidos por el proceso de media móvil de
primer orden estacional) como el comportamiento de la
producción dos y tres meses antes (AR(3) con primer
parámetro nulo). Sin embargo, esta modelización no re-
coge dos valores atipicos situados en junio de 1984 y
julio de 1987.
La economía mundial durante 1984 estuvo dominada
por la recuperación de la economía estadounidense que
alentó el desarrollo del comercio internacional. Sin
embargo, en los demás paises industriales, el ritmo de
crecimiento fue más débil aunque en Alemania se regis-
traron tasas razonables del crecimiento de la activi-
dad, manifestándose un modesto robustecimiento de la
demanda interna. En España, también se dejó sentir la
recuperación de la demanda mundial, sobre todo en el
primer semestre del año en el que se produjo un
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importante crecimiento debido al fuerte incremento de
las exportaciones y a un ligero avance de las importa-
ciones, mientras que en la segunda parte del año dismi-
nuyó la actividad. Sin embargo, en cuanto a la produc-
ción se refiere, todo los sectores no agrarios crecie-
ron en torno al 1.7% siendo bastante inferior al creci-
miento experimentado en 1983. El debilitamiento de la
segunda parte del año tuvo sus orígenes en junio mo-
mento en el que se produjo una fuerte disminución del
índice de producción industrial con respecto al mismo
mes del año anterior (-1.5 puntos) mientras que el ín-
dice de producción alemán experimentaba un crecimiento
importante {4.9 puntos).
El año 1987 presenta características diferentes.
Los paises de la Comunidad Económica Europea dieron
prioridad al control de la inflación, con elevados ni-
veles de tipos de interés reales que provocaron tasas
de actividad reducidas obteniéndose así, como ocurre
con el IPI alemán, disminuciones significativas de esta
variable con respecto a los valores del año precedente.
El mes de julio presentó así una reducción con respecto
a los valores de 1986 de 2.6 puntos. Sin embargo, en
España, al igual que Grecia, Portugal y el Reino Unido,
se alcanzaron incrementos en sus niveles de actividad y
empleo sustanciales, con un fortalecimiento rápido e
intenso de la demanda nacional y elevadas cotas de la
formación bruta de capital (Banco de España. Informe
Anual. 1987). Este comportamiento de la economía espa-
ñola se encuentra en marcado contraste con el de Alema-
nia lo que provoca la aparición del valor atípico en
julio de 1987.
106
3.2.3 Tipo de cambio peseta/franco y sus determinantes
fundamentales
El análisis univariante del tipo de cambio
peseta/franco y de las variables relacionadas con éste
presenta varias similitudes con los análisis presenta-
dos para los otros dos tipos de cambio. Los modelos
univariantes obtenidos se presentan en la tabla 3-7 a
partir de la cual se puede destacar el comportamiento
como un modelo de paseo aleatorio para el tipo de cam-
bio y los procesos AR(1) para los diferenciales de ti-
pos de interés, coincidiendo con los modelos obtenidos
para estas mismas variables en el caso del dólar y el
marco. La diferencia fundamental se encuentra en los
valores atípicos que se presentan para los diferencia-
les de tipos de interés, tanto nominales como reales,
de la peseta con respecto al franco en los que aparece
el valor correspondiente a abril de 1986 como atípico.
La causa de éste es una fuerte disminución de los tipos
de interés franceses producida después de la crisis de-
satada en el mecanismo comunitario de estabilización de
cambios que motivó un reajuste de paridades en el
S.M.E., con una apreciación del marco y del florín
frente al resto de las monedas participantes en el sis-
tema (Banco de España. Informe Anual. 1986).
Por lo que respecta a los cambios mensuales en el
diferencial de precios entre España y Francia, destaca
el hecho de que la variable se comporta como un proceso
de paseo aleatorio con constante y con intervenciones
de modo que el pasado no afecta al comportamiento de la
variable. Los valores atípicos encontrados corresponden
a los cambios anómalos producidos en enero de 1986
(efecto IVA) y a mayo de 1987, fecha en la que el ín-
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TABLA 3-7: ANÁLISIS UNIVARIANTE DEL TIPO DE CAMBIO
PESETA/FRANCO Y SUS DETERMINANTES FUNDAMENTALES
TIPO DE CAMBIO
(M-13) (1-B)
T = 120; a2 =
DIFERENCIAL DE
(M-14) (rt -
T = 120; a2 =
DIFERENCIAL DE
(M-15) (rt "
T = 117; a2 =
DIFERENCIAL DE
(M-16) (1-B)(pt
T = 117; a2 =
DIFERENCIAL DE
(M-17) (1-B)(mt
T = 118; a2 =
DIFERENCIAL DE
(M-18) (1-B)(yt

















































































































dice de precios español disminuyó contrastando con la
evolución creciente que caracteriza a esta variable.
Esta reducción de los precios pone de manifiesto los
frutos de la política económica española en materia de
inflación.
Las variaciones mensuales en el diferencial de
ofertas monetarias vienen determinados principalmente
por los cambios mensuales producidos un año antes, como
se puede apreciar en el modelo (M-17) recogido en la
tabla 3-6. Este comportamiento indica que la política
monetaria se ejecuta sobre la base de la evolución de
los agregados monetarios en el año precedente. En este
caso, nos encontramos con la presencia de dos atípicos
consecutivos y de signo contrario correspondientes a
noviembre y diciembre de 1986.
Por un lado, en noviembre de 1986, los agregados
monetarios franceses experimentaron un crecimiento muy
superior al que venían registrando en los meses
anteriores, provocando así una disminución significa-
tiva del diferencial de ofertas monetarias entre España
y Francia. El caso de diciembre de 1986 tiene una causa
diferente, caracterizada por un fuerte aumento de la
oferta monetaria española frente a un crecimiento men-
sual mucho más reducido en el caso de los agregados mo-
netarios franceses.
En el modelo univariante desarrollado para el
diferencial de rentas entre España y Francia (modelo
(M-18)) destaca el fuerte comportamiento estacional que
presenta. Los cambios de un año para otro en el
diferencial de rentas dependen asimismo del
comportamiento experimentado por esta variable en el
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año precedente, siendo el único valor no captado por
este modelo el correspondiente a agosto de 1986 cuyo
comportamiento atípico coincide con lo expuesto para el
caso del diferencial de rentas entre España y Estados
Unidos.
A partir del desarrollo de los modelos univarian-
tes para cada una de las variables se puede extraer la
conclusión de que el pasado de cada serie influye de forma
decisiva en el comportamiento de las variables presentándose
en casi todos los casos la necesidad de realizar análisis de
intervención. El siguiente paso será pues intentar
caracterizar las posibles relaciones dinámicas entre los
tipos de cambio y cada uno de sus determinantes
fundamentales.
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3.3 ANÁLISIS BIVARIANTE - RELACIONES DINÁMICAS (3)
Hasta ahora, el análisis realizado obedecía a la
modelización univariante desarrollada por Box y Jenkins
(1970) en la que únicamente se tenía en cuenta el propio
pasado de la serie. El paso inmediato consiste en verificar
si los tipos de cambio analizados pueden venir mejor
representados si introducimos una información más amplia.
Esta es la característica principal de los modelos de
función de transferencia en los que se busca encontrar
relaciones dinámicas entre las variables sobre la base de
una información más amplia: por un lado, utilizando la
información proporcionada por los valores presentes y
pasados del output (en nuestro caso los tipos de cambio) y
por otro, incluyendo la información aportada por los valores
pasados y presentes del input (los determinantes
fundamentales del tipo de cambio, en nuestro caso). La
identificación de este tipo de procesos se realiza a través
de la función de correlación cruzada entre la variable
(3) La posibilidad de realizar el análisis de cada uno
de los tipos de cambio y sus determinantes fundamentales por
series temporales múltiples también se tuvo en
consideración. Sin embargo, los problemas que presenta esta
metodología (diferentes órdenes de diferenciación de las
variables, difícil identificación de los procesos a estimar,
complejidad creciente de cálculo, etc.. {García Ferrer y
del Hoyo (1987)) unido al hecho de que no siempre se
obtienen resultados satisfactorios o simplemente no siempre
estos modelos mejoran los procesos univariantes o
bivariantes, nos llevaron a deshechar la realización del
análisis de los tipos de cambio mediante este enfoque.
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filtrada ('preblanqueada') utilizando el modelo del input y
los residuos de este modelo. Los modelos obtenidos vienen
representados por la expresión:
yt = v(B)xt_b + N t
donde y^ es el output, x^ - es la variable que incluye el
input, N^ un proceso de ruido y v(B) un polinomio cuya
expresión viene dada por:
w(B)
v(B) = = (v0
6ÍB)
donde Vj recogen la respuesta del impulso al preblanquear
con el modelo del input la variable output.
Utilizando esta metodología únicamente se han en-
contrado relaciones dinámicas entre el tipo de cambio pe-
seta/marco y sus determinantes fundamentales corroborando
así los resultados estadísticos de la tabla 3-3 en la que se
aprecia un comportamiento similar entre el tipo de cambio y
la mayor parte de sus determinantes. Sin embargo, la poca
similitud encontrada a partir del análisis anterior entre
los tipos de cambio peseta/dólar y peseta/franco y sus de-
terminantes fundamentales se pone de nuevo de manifiesto al
obtenerse funciones de correlación cruzada totalmente lim-
pias (recogidas en el apéndice B), en las que no se presen-
taba ninguna relación entre las variables objeto de estudio.
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TABLA 3-8: RELACIONES DINÁMICAS ENTRE EL TIPO DE CAMBIO
PESETA/MARCO Y SUS DETERMINANTES FUNDAMENTALES
RELACIÓN DINÁMICA ENTRE EL TIPO DE CAMBIO Y EL DIFERENCIAL DE
TIPOS DE INTERÉS NOMINALES
(M-19) (l-B)lnSt = -1082 DIC82 + .0004B(rt - r * t ) n + at
(.0184) (.0002)
T = 108; o2 = 3.3 4610.10"4; Q*(12) = 11.6; Q*(24) = 22.3
RELACIÓN DINÁMICA ENTRE EL TIPO DE CAMBIO Y EL DIFERENCIAL DE
TIPOS DE INTERÉS REALES
(M-20) (l-B)lnSt = .1028 DIC82 + .0004B(rt - r * t ) r + at
(.0184) (.0002)
T = 108; O2 = 3.34618.10"4; Q*(12) = 11.6; Q*(24) = 22.3
RELACIÓN DINÁMICA ENTRE EL TIPO DE CAMBIO Y EL DIFERENCIAL DE
PRECIOS
(M-21) (l-B)lnSt = -1044 DIC82 + .0118(1-B)(pt - p*t) + at
(.0184) (.0054)
T = 108; o2 = 3.35570.10"4; Q*(12) = 12.3; Q*(24) «= 23.5
RELACIÓN DINÁMICA ENTRE EL TIPO DE CAMBIO Y EL DIFERENCIAL DE
OFERTAS MONETARIAS
(M-22) (l-B)lnSt = .1022 DIC82 + .0013(1-B)(rat - m*t) + at
( .0182) (.0005)
T = 108; a2 = 3.27612.10~4; Q*(12) = 12.5; Q*(24) = 23.5




(M-23) (l-B)lnSt =.1150 DIC82 + (1-B12)(yt-y*t)
(.0156) (1 - .7305B)
(.1720)
T = 108; a2 = 2.35082.10"4; Q*(12) = 15.9; Q*(24) = 35.9
113
Las relaciones dinánicas entre el tipo de cambio
peseta/marco y sus determinantes fundamentales aparecen
recogidas en la tabla 3-8 a partir de la cual se pueden
extraer las siguientes conclusiones:
1- La relación dinámica encontrada entre las variacio-
nes mensuales en el tipo de cambio y los diferenciales
de tipos de interés (nominales y reales) para la peseta
y el marco responde, en cierto modo, al cumplimiento de
la paridad de intereses descubierta. La relación entre
la apreciación (depreciación) de la peseta con respecto
al marco y el aumento (disminución) del diferencial en
el momento anterior, pone de manifiesto la importancia
de esta variable en la explicación del comportamiento
del tipo de cambio.
2- El modelo (M-21) de la tabla 3-8 recoge la relación
dinámica existente entre el tipo de cambio peseta/marco
y el diferencial de precios entre España y Alemania.
Como se puede apreciar, el parámetro estimado asociado
al diferencial de precios es menor que uno, indicándo-
nos que, si bien las variaciones de los precios en am-
bos paises causan alteraciones en el tipo de cambio,
éstas no serían tan fuertes como implica la P.P.A que
supone que las variaciones en el diferencial de precios
se transmiten íntegramente al tipo de cambio; es decir,
si se produjese el cumplimiento estricto de la paridad
del poder adquisitivo, el parámetro estimado debería
ser igual a 1. Por todo ello, podemos decir que se ob-
serva una relación entre ambas variables sin que se
produzca el cumplimiento de la P.P.A en sentido es-
tricto.
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3- La cuarta relación dinámica de la tabla 3-8 pone de
manifiesto como el diferencial de ofertas monetarias
española y alemana contribuye a explicar, de forma
instantánea, el comportamiento de las variaciones men-
suales en el tipo de cambio. Este hecho se debe a que
los movimientos en los tipos de cambio obedecen a
modificaciones en la oferta y la demanda de divisas,
componente fundamental de las definiciones de agregados
monetarios. Se pone así de manifiesto la posible simul-
taneidad entre ambas variables.
4- La relación entre los cambios mensuales en el tipo
de cambio y el diferencial anual de rentas presenta ma-
yor dinamicidad que en los casos anteriores. El dife-
rencial de rentas actúa sobre el tipo de cambio durante
varios meses e incluso los valores de esta variable
afectan al tipo de cambio de un año para otro, hecho
perfectamente lógico si tenemos en cuenta que las ex-
portaciones e importaciones, componentes fundamentales
de la oferta y demanda de divisas y claramente relacio-
nados con la producción, sufren un retraso significa-
tivo desde que se contratan hasta que se efectúa la
transacción.
Conviene destacar que se está utilizando la varia-
ble IPI como una medida de la renta. Esto nos podría
estar introduciendo ruido en nuestro modelo y nos po-
dría estar distorsionando algo el esquema dinámico en-
tre el diferencial de rentas y el tipo de cambio.
5- Todos los modelos que aparecen en la tabla 3-1
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presentan una ganancia significativa en términos de re-
ducción de la varianza residual con respecto a la obte-
nida con el modelo de paseo aleatorio (o2=4.4233.10~4).
La mayor ganancia se produce con el modelo (M-23)
obteniéndose una reducción de la varianza residual del
53%, lo que pone de manifiesto la contribución del
diferencial de rentas para explicar el comportamiento
del tipo de cambio peseta/marco.
Los resultados presentados en la tabla 3-8 ponen de ma-
nifiesto que el tipo de cambio peseta/marco se encuentra re-
lacionado con sus determinantes fundamentales. Resulta sor-
prendente que no se encuentren relaciones dinámicas para los
otros dos tipos de cambio analizados. Sin embargo, lo que
realmente puede ser importante es que estas relaciones diná-
micas para el marco contribuyan a obtener mejoras predicti-
vas del tipo de cambio.
3.4 CAPACIDAD PREDICTIVA DE LOS MODELOS
Tanto el análisis univariante como el bivariante
realizados tenian como objetivo principal el proporcionar
mejores predicciones que las obtenidas con el simple modelo
de paseo aleatorio. Este deberla producir las mejores
predicciones debido a que el mercado de divisas, como se
demostró con anterioridad, se puede considerar como
eficiente, hecho que se recoge por el comportamiento de los
tipos de cambio como un proceso de paseo aleatorio.











































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Para comparar la capacidad predictiva de cada uno
de los modelos se utilizan dos estadísticos definidos en la
tabla 3-9 en la que además se recogen los valores de éstos
para cada uno de los modelos en el período de predicción que
abarca desde enero a diciembre de 1988.
El porcentaje del Error de Predicción (%PE) recoge
el error cometido al predecir en cada período mientras que
el porcentaje de la raiz del error cuadrático medio (%RMSE)
proporciona una medida del error medio cometido en su
conjunto.
Tanto para el tipo de cambio peseta/dólar como
para el tipo de cambio peseta/franco únicamente podemos com-
parar los resultados del paseo aleatorio con los obtenidos
con el modelo univariante en cada caso. Con respecto al dó-
lar, el modelo univariante (AR{2) con *! = 0 + MARZO85) pro-
duce unas predicciones que en su conjunto no mejoran al pa-
seo aleatorio, siendo incluso las obtenidas con este último
las que mejor se ajustan al valor real para cada uno de los
meses predichos. Destaca el hecho de que el modelo univa-
riante predice sistemáticamente por debajo del valor real,
siendo los errores de predicción mayores a medida que se
avanza en el horizonte predictivo.
El caso del tipo de cambio peseta/franco es
radicalmente distinto. Los errores de predicción del modelo
univariante (paseo aleatorio + DIC82) son siempre menores
que los producidos con el paseo aleatorio y. en su conjunto,
las predicciones de este último son peores al obtenerse un
%RMSE notablemente inferior para el modelo univariante. Por
lo tanto, en este caso, la introducción de la variable fic-
ticia DIC82 contribuye de forma muy positiva en la predic-
ción de los valores post-muestrales.
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Por lo que respecta al tipo de cambio
peseta/marco, la obtención de relaciones dinámicas entre
éste y sus determinantes fundamentales presenta un campo de
comparación mucho más amplio(4). El primer hecho que con-
viene destacar es la excelente predicción que se obtiene
para el mes de enero con el modelo que relaciona al tipo de
cambio con el diferencial de rentas ((M-23)) poniendo de
manifiesto la importancia de esta última variable en la
explicación del comportamiento inmediato del tipo de cambio.
Este hecho también se aprecia por el valor del %RMSE
obtenido con este modelo que claramente es el más reducido
de todos los obtenidos para el tipo de cambio peseta/marco.
También parece interesante destacar que los
modelos dinámicos obtenidos entre el tipo de cambio y los
diferenciales de tipos de interés ((M-19) y (M-20))
predicen mejor que el paseo aleatorio (R.W) y el univariante
((M-7)),tanto mes a mes como en su conjunto, certificándose
así, la contribución de los diferenciales de tipos de inte-
rés a explicar el comportamiento del tipo de cambio.
Los dos últimos resultados interesantes que desta-
can en las medidas predictivas para los modelos del tipo de
cambio peseta/marco presentados en la tabla 3-9 son, por un
lado, las pobres predicciones obtenidas con el modelo de pa-
seo aleatorio mejoradas en todo momento por el resto de los
modelos y, por otro lado, el hecho de que todos los modelos
producen predicciones superiores a los valores reales por lo
(4) Las predicciones para los valores de los inputs en
cada una de las funciones de transferencia se han realizado
utilizando el modelo univariante de cada uno de los determi-
nantes fundamentales.
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que suponen un crecimiento del tipo de cambio superior al
que realmente se produce, debido a la debilidad que la mo-
neda alemana mostró con respecto a las principales monedas.
La conclusión fundamental que se puede extraer de
estos resultados es que la mayor variabilidad del tipo de
cambio peseta/dólar no puede predecirse, confirmando que
este tipo de cambio se comporta, a nivel mensual, como un
proceso de paseo aleatorio con constante, corroborando los
resultados obtenidos en el capítulo anterior. La menor va-
riabilidad de los otros dos tipos de cambio puede explicarse
por un proceso de paseo aleatorio con intervención para el
caso del franco y por un modelo dinámico con el diferencial




El análisis presentado en los dos últimos capítu-
los ha demostrado en una primera fase, que el mercado espa-
ñol de divisas se puede considerar como un mercado eficiente
al haberse obtenido evidencia empírica suficiente que así lo
certifica. Sin embargo, en una segunda aproximación y sobre
la base de una información más amplia, se encontraron rela-
ciones dinámicas entre el tipo de cambio peseta/marco y sus
determinantes fundamentales, produciendo éstas mejores pre-
dicciones que el modelo de paseo aleatorio, considerado como
el proceso que siguen las variables determinadas en un mer-
cado eficiente. La evidencia empírica no nos reveló la
existencia de ningún tipo de relación entre los otros dos
tipos de cambio analizados pudiendo deberse a que se consi-
deran datos de fin de mes que podrían estar enmascarando in-
formación relevante sobre el comportamiento del mercado. Por
este motivo y, debido a que los tipos de cambio se determi-
nan día a día, consideramos imprescindible analizar los da-
tos de los tipos de cambio recogidos con una frecuencia tem-
poral menor, por lo que, en el próximo capítulo, se conside-
rará el análisis de los tres tipos de cambio a nivel diario
con el objeto de captar la mayor información posible apor-
tada por estas variables sobre el mercado de divisas español
CAPITULO 4
Análisis de los Tipos de Cambio Diarios:
Eficiencia, Modelos Univariantes y
Bivariantes. Tests de No Linealidad
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En este capítulo, se aborda el estudio de los da-
tos diarios de los tres tipos de cambio considerados, con el
objeto de analizar el efecto que esta menor frecuencia tem-
poral en la medición de los datos puede tener tanto sobre la
eficiencia en sentido débil del mercado como sobre el análi-
sis univariante y bivariante de las series. También se estu-
diará la posible no linealidad de nuestras series, hecho que
está tan de moda en el análisis econométrico.
4.1 EFICIENCIA DEL MERCADO DIARIO DE DIVISAS
4.1.1 Conjunto de información con datos diarios
En el segundo capítulo, el análisis de la hipótesis de
eficiencia débil del mercado de divisas se realizó utili-
zando datos recogidos mensualmente, último día de mes, los
cuales incorporan un conjunto de información que se puede
calificar de reducido, debido a que únicamente se considera,
durante todo el período muestral, la información que aporta
la cotización del último día de cada mes.
Al estudiar la cotización diaria de las tres monedas
objeto del análisis, el conjunto de información se amplia
notablemente. No se puede olvidar que el mercado de divisas
funciona diariamente y que los agentes participantes en el
mismo realizan sus operaciones de compra y venta de divisas
utilizando toda la información de la que disponen, otorgando
mayor importancia a la última información recibida en el
mercado. Por ello, el dato de la cotización diaria incorpo-
rará, sino toda, la mayor parte de esa información, siendo,
de esta forma, más preciso el análisis de la eficiencia.
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4.1.2 Problemas de los datos diarios
Frente al aumento de la información, la utilización de
datos diarios plantea ciertos problemas que merece la pena
resaltar. Por un lado, en la mayor parte de las series fi-
nancieras, surge la duda de que dato se debe considerar.
Frente a las operaciones bursátiles, en las cuales se dis-
pone de datos de las cotizaciones y de las negociaciones mi-
nuto a minuto, e incluso al segundo, (Llórente (1990)), en
nuestro caso, la elección del dato a considerar no planteaba
demasiados problemas, debido a las características y funcio-
namiento del mercado español de divisas al contado (1), en
el cual las empresas y particulares tienen vedada su parti-
cipación. Los agentes que acuden a este mercado son el Banco
de España y las llamadas entidades delegadas, que engloban a
la práctica totalidad de los Bancos y Cajas de Ahorro además
de alguna cooperativa de crédito. En este mercado, cuya ac-
tividad se desarrolla en Madrid desde primera hora de la ma-
ñana hasta bien entrada la tarde, durante todos los días há-
biles de la semana, las entidades delegadas negocian todas
las divisas convertibles, comprándolas o vendiéndolas entre
sí, a otros bancos extranjeros o al Banco de España que,
(1) Las operaciones al contado o spot son aquellas en
las que las partes convienen la transacción al tipo de cam-
bio vigente en el mercado el día de la operación. La entrega
de la divisa y su pago se efectúa dos días hábiles después,
por razones de tramitación, como es práctica bancaria inter-
nacional .
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desde febrero de 1988, actúa en el mercado con carácter dis-
crecional para regular el tipo de cambio.(2)
A mediodía, el mercado se centra en el denominado
"Mercado Oficial de Divisas al Contado", cuya función con-
siste en determinar el tipo de cambio oficial o "fixing" de
cada divisa. A este mercado acuden unas 40 entidades delega-
das y los representantes del Banco de España, con el objeto
de determinar los fixing del día de las 19 divisas converti-
bles que cotizan en Madrid y del E.C.U. Comenzando con el
dólar y siguiendo con las monedas de la C.E.E., se van de-
terminando los fixing de cada divisa que es el cambio medio
ponderado de las operaciones anotadas.(3)
Una vez establecidos los fixing para cada una de las
monedas que cotizan en el mercado de divisas español, el
Banco de España fija un porcentaje (alrededor del 1,25 por
mil) por el cual se disminuye e incrementa el fixing para
calcular los cambios oficiales comprador y vendedor que las
entidades utilizan con sus clientes, estableciéndose así un
(2) Con anterioridad a esa fecha, el Banco de España
fijaba unos precios de intervención a los cuales se compro-
metía a comprar o vender en cualquier momento y cualquier
cantidad solicitada.
(3) Hasta el mes de febrero de 1988, todas las divisas
se negociaban contra dólares y sus fixing correspondientes
se calculaban de modo similar al del dólar, pero, en este
caso, cruzando el fixing divisa/dólar con el dólar/peseta.
Sin embargo, actualmente todas las divisas cotizan en pese-
tas.
126
límite mínimo y máximo dentro del cual se puede operar con
un valor de dos días hábiles.
De lo anteriormente descrito, se deduce que únicamente
se podían utilizar dos tipos de datos, el fixing y los cam-
bios oficiales comprador-vendedor para cada una de las mone-
das consideradas. Debido a que estos últimos se calculan so-
bre la base del primero y a que ambos datos recogen la evo-
lución de un día para otro del tipo de cambio, decidimos
utilizar el fixing establecido, para cada una de las mone-
das, al final de la sesión del Mercado Oficial de Divisas al
Contado, datos facilitados por el Área de Estadísticas del
Servicio de Estudios del Banco de España.
El segundo problema que plantea la utilización de datos
diarios es la elección del período muestral a considerar. En
este tipo de mercado, la información circula a gran veloci-
dad y los agentes plantean sus estrategias sobre la base de
la información más reciente. De esta forma, atribuyen mayor
importancia a los últimos acontecimientos que a lo ocurrido
años atrás, lo que nos llevó a considerar únicamente un año
y un mes de cotizaciones diarias (283 observaciones), mues-
tra que abarca desde el 2 de noviembre de 1987 hasta el 30
de noviembre de 1988, evitando así recoger el fuerte impacto
que se produjo en octubre de 1987 tanto en las bolsas mun-
diales como en la cotización de las principales monedas como
consecuencia del 'crash' bursátil.
Finalmente, otro problema que surge al utilizar datos
diarios es la presencia de numerosos comportamientos atípi-
cos en las series, la mayor parte de ellos relacionados con
las intervenciones de los bancos centrales en los mercados
de divisas. Desde 1985, año en el que se inició la deprecia-
ción del dólar, la estabilidad cambiaría se ha convertido en
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uno de los principales objetivos del Grupo de los siete
paise más industrializados del mundo (G-7 a partir de ahora)
que, con sus comunicados oficiales al final de cada reunión,
orientan a los agentes en sus actuaciones. Por ello, cuando
la cotización de las principales monedas (Dólar, Yen y
Marco) se aparta de sus objetivos, los bancos centrales in-
tervienen masivamente en los mercados de cambios, con el ob-
jeto de restablecer el orden dictado por el G-7. Estas ac-
tuaciones provocan variaciones fuertes y bruscas de las di-
visas durante varios días, y constituyen una fuente impor-
tante de valores atípicos que distorsionan el funcionamiento
normal del mercado. Otra fuente de los valores atípicos es
la actuación del Banco de España que interviene como un
agente más en el mercado de divisas español. Durante el pe-
ríodo que nos ocupa, las autoridades económicas, en su lucha
contra la inflación, desarrollaron una política monetaria
muy restrictiva, con tipos de interés muy elevados que pro-
vocaron entradas masivas de capital extranjero buscando be-
neficiarse del diferencial de tipos de interés con el resto
de los países. Esto generó presiones apreciadoras de nuestra
moneda, que tuvo que frenar el Banco de España mediante con-
tinuas intervenciones (compras) en el mercado de divisas lo
que provocó un incremento considerable del volumen de reser-
vas. De nuevo, todos estos acontecimientos generaron inesta-
bilidad, traducida en la aparición de valores atípicos que
deberán tratarse.
4.1.3 Estudio de la eficiencia del mercado diario de divisas
Para llevar a cabo el estudio de la eficiencia del mer-
cado diario de divisas, se utilizan los mismos contrastes
que en el caso mensual. Únicamente no se ha realizado el
análisis bayesiano con la distribución a priori natural con-
jugada debido a la necesidad de considerar un valor a priori
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para el parámetro a (véase cap. 2, pág.61). En el análisis
mensual, se utilizó la Teoría de la Paridad del Poder Adqui-
sitivo, considerándose que a representaría la depreciación
media de nuestra moneda ligada al diferencial de precios
existente entre España y el pais externo. Sin embargo, en el
análisis de los datos diarios, no se disponen de los valores
de los índices de precios diarios para ninguno de los paises
considerados ni de algún indicador de inflación diario, por
lo que se pensó en la posibilidad de utilizar la teoría de
la Paridad Descubierta de Intereses como una medida de la
apreciación o depreciación de la peseta. De nuevo, se plan-
tearon problemas adicionales: ¿que tipo de interés se debía
utilizar, el tipo de interés del mercado interbancario en
los mercados nacionales o el tipo de interés de los eurode-
pósitos? y este tipo de interés ¿debería ser a un día, a un
mes, a tres meses o a seis meses?. Ante esta indecisión y
debido a que se utiliza una batería importante de contras-
tes, se decidió realizar el análisis de la eficiencia sobre
la base de los once primeros tests, cuyo desarrollo teórico






























































Como se puede apreciar en la tabla 4-1, en la que se
recoge el comportamiento de los contrastes realizados para
analizar si nuestros tipos de cambio se comportan como pro-
cesos de paseo aleatorio, el criterio de Akaike, al igual
que en el análisis mensual, nos indica en todos los casos el
rechazo de la hipótesis nula. Debido a su inconsistencia y a
su tendencia a favorecer modelos autorregresivos sobrepara-
metrizados, este criterio nos conduce a la elección de mode-
los autorregresivos de orden elevado para los tres tipos de
cambio: un AR(4) con constante para los tipos de cambio pe-
seta/dólar y peseta/franco y un AR(3) con constante para el
tipo de cambio peseta/marco. Los resultados de los tests así
130
como las estimaciones de los modelos considerados se recogen
en el apéndice E.
Por lo que respecta al resto de los contrastes, en el
caso del tipo de cambio peseta/dólar, solamente los dos
tests de carácter predictivo, el test de Harvey y el %RMSE,
nos indican el rechazo del paseo aleatorio, inclinándose am-
bos contrastes por el modelo ARMA(1,1) con constante. Esto
nos podría estar indicando que la cotización diaria del tipo
de cambio peseta/dólar se puede predecir utilizando este mo-
delo. Conviene destacar que, en el análisis de la eficiencia
con datos mensuales, estos dos contrastes no rechazaban la
hipótesis de paseo aleatorio, lo que subrayaba la imposibi-
lidad de predecir el valor mensual del tipo de cambio pe-
seta/dólar sobre la base de la información incluida en el
pasado de la serie, hecho posteriormente constrastado al re-
alizar las predicciones con el modelo univariante. Queda fi-
nalmente por resaltar que el resto de los contrastes reali-
zados sobre este tipo de cambio en el análisis diario apunta
hacia la aceptación del modelo de paseo aleatorio por lo que
podemos concluir que la cotización diaria del dólar frente a
la peseta en el mercado español de divisas se establece de
forma bastante eficiente.
Por lo que respecta al tipo de cambio peseta/marco, se
rechaza la hipótesis de paseo aleatorio en los contrastes de
Whittle, %RMSE y Dickey-Fuller, además del criterio de
Akaike anteriormente señalado. Mientras que el test de
Whittle se inclina por los modelos autorregresivos de órde-
nes 3 y 4, el %RMSE señala al modelo ARMA(2,1) como mejor
predictor del comportamiento del tipo de cambio pe-
seta/marco. Por su parte el contraste de Dickey-Fuller re-
chaza la presencia de una raiz unitaria, inclinándose por la
131
introducción de un componente tendencial además del paráme-
tro autorregresivo de primer orden, (véase apéndice E).
Finalmente, los resultados del análisis para el tipo de
cambio peseta/franco son similares a los comentados para el
caso del marco. El test de Whittle se inclina también hacia
la elección de modelos autorregresivos de órdenes 3 y 4 y
hacia el modelo ARMA(1,1) con constante. Este último modelo
es el que sugieren tanto el criterio de Schwarz como el
%RMSE por lo que podría pensarse que el modelo ARMA(1,1),
además de producir un buen ajuste, genera buenas prediccio-
nes de las cotizaciones diarias del tipo de cambio pe-
seta/franco.
Si comparamos estos resultados para el análisis diario
(tabla 4-1) con los obtenidos en el análisis mensual (tablas
2-7 y 2-10) podemos concluir que la evidencia empírica nos
conduce a la verificación de la eficiencia en sentido débil
del mercado de divisas español tanto a nivel mensual como a
nivel diario. Sin embargo, conviene destacar que, en este
último caso, se rechaza la hipótesis de paseo aleatorio en 4
y 5 ocasiones para los tipos de cambio peseta/marco y pe-
seta/franco, mientras que en el análisis mensual únicamente
ocurría esto en 3 y 1 ocasiones respectivamente. Esto nos
podría estar indicando que la mayor información contenida en
los datos diarios (intervenciones de los bancos centrales,
shocks en los mercados causados por causas externas
(Conflicto del Golfo) etc..) puede generar ciertas inefi-
ciencias de forma que la cotización diaria de estos dos ti-
pos de cambio no se establezca de forma totalmente efi-
ciente. Recuérdese que la moneda española se incorporó al
mecanismo de cambios fijos del Sistema Monetario Europeo en
junio de 1989 por lo que no es de extrañar que el Banco de
España interviniese tiempo antes en el mercado de divisas
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con el objeto de mantener la peseta dentro de unos límites
estables, generando de esta forma ineficiencias que, natu-
ralmente, son recogidas por los datos. Esto puede ocasionar
que algunos de los contrastes realizados se vean afectados
por estos hechos, rechazando la hipótesis de paseo aleato-
rio, por lo que parece conveniente realizar el examen de los
datos antes de centrarnos en el análisis univariante y biva-
riante.
4.2 ANÁLISIS DE LOS DATOS DIARIOS
Como se comentó anteriormente, el período objeto del
estudio abarca desde el 2 de noviembre de 1987 hasta el 30
de noviembre de 1988, lo que supone la utilización de una
muestra de 283 observaciones diarias. Comprende las cotiza-
ciones de todos los días del período analizado (excepto sá-
bados y domingos) por lo que los valores para los días en
que no hubo cotización por ser festivo fueron reemplazados
por el dato del fixing del día hábil inmediatamente ante-
rior.
4.2.1 Análisis gráfico de los datos
4.2.1.1 Tipo de cambio peseta/dólar
La evolución del tipo de cambio peseta/dólar
(presentada en el gráfico 4.1) estuvo marcada, según
todos los expertos, por una mayor estabilidad que la
mantenida durante el año 1987. Podemos distinguir, sin
embargo, a partir de la inspección visual del gráfico,
ciertos comportamientos claramente diferenciados. Desde
el comienzo de la muestra hasta el mes de enero, la
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Gráfico 41: Tipo de cambio peseta/dolar
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evolución del tipo de cambio peseta/dólar se caracte-
riza por la continua depreciación de la moneda estadou-
nidense en todos los mercados, cuya causa fundamental
se encuentra en las tensiones depreciadoras del dólar
desde el 'crash' bursátil de octubre de 1987. Estas
presiones se vieron alentadas en diciembre al publi-
carse la cifra del déficit comercial estadounidense co-
rrespondiente a octubre, cifra que arrojaba un aumento
considerable con respecto al déficit del mes de sep-
tiembre. Esta tendencia depredadora del dólar cambia
radicalmente al alcanzar, en enero de 1988, un acuerdo
los llamados '3 grandes' (RFA, EE.UU, y Japón) para es-
tabilizar el dólar que, además, se ve fortalecido por
el apoyo de los bancos centrales que intervienen masi-
vamente en el mercado y por las buenas noticias sobre
la disminución del déficit comercial norteamericano en
el mes de noviembre. Todo esto generó un clima de con-
fianza en el mercado que favoreció la demanda de dóla-
res. Desde mediados de febrero y hasta finales de
abril, las elevaciones de los tipos de interés con mo-
tivo de una política monetaria restictiva llevada a
cabo por las autoridades económicas españolas provocan
fuertes presiones apreciadoras de la peseta. El aumento
de los diferenciales de tipos de interés respecto al
exterior genera fuertes entradas de capital extranjero
que absorbe el Banco de España interviniendo en el mer-
cado. En el período comprendido entre los meses de
abril y septiembre, se produce un cambio en la tenden-
cia de la serie, cuyo origen se encuentra en una conti-
nua disminución de los tipos de interés españoles apo-
yada por el Banco de España, buscando reducir las pre-
siones alcistas de la peseta. Al continuar la entrada
de capital extranjero a corto plazo, las autoridades
monetarias adoptaron medidas para limitar la toma de
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préstamos en divisas, lo que provoca una depreciación
de la peseta. Al mismo tiempo, el dólar empieza a apre-
ciarse en todos los mercados debido al clima de con-
fianza existente originado por las reducciones del dé-
ficit comercial estadounidense. Tras la reunión del
grupo de los 7 celebrada a finales de septiembre, se
inaugura un periodo caracterizado por la ejecución de
políticas monetarias restrictivas a nivel internacional
con las consiguientes elevaciones de los tipos de inte-
rés y la depreciación del dólar en todos los mercados.
La aparición de presiones alcistas en los precios espa-
ñoles provoca un nuevo aumento de los tipos de interés
internos que generaron a su vez presiones al alza de la
peseta debido a la entrada de capital extranjero. Aun-
que el Banco de España intenta devolver la calma al
mercado interviniendo masivamente, la peseta continua
apreciándose.
La evolución del tipo de cambio peseta/dólar, ca-
racterizada por continuas apreciaciones y depreciacio-
nes, nos llevó a tomar una diferencia de primer orden
con el objeto de conseguir la estacionariedad en media
de la variable. El diagrama rango-media (gráfico 4.2),
construido para analizar la estacionariedad en varianza
de nuestra serie, indica la necesidad de realizar una
transformación en los datos, optándose por la logarít-
mica. De este modo, la variable resultante, ((1-
B)ln(St)) representará las tasas de variación del tipo
de cambio peseta/dólar.
4.2.1.2 Tipo de cambio peseta/marco
La evolución del tipo de cambio peseta/marco
(gráfico 4.3) presenta un comportamiento diferente al
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Gráfico 4-3: Tipo de cambio peseta/marco-
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Orafico 4-5: Tipo de cambio peseta franco
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del tipo de cambio peseta/dólar. Después de una clara
apreciación del marco, causada por la desconfianza de
los operadores en el dólar, se inicia, a principios de
enero, una tendencia depreciadora de la divisa alemana
que finaliza en abril, causada por las tensiones favo-
rables a la peseta cuyo origen se encuentra en los ele-
vados tipos de interés españoles. Tras un período de
relativa estabilidad durante los meses de mayo y junio,
la fortaleza del dólar mostrada en los dos meses si-
guientes provoca la debilidad de las divisas de los
paises de la C.E.E. que elevan sus tipos de interés con
el objetivo de fortalecer sus monedas frente al dólar.
Como consecuencia de esta medida, el marco sufre pre-
siones apreciadoras durante el mes de septiembre, gene-
rándose tensiones en el S.M.E. que afectan seriamente
al franco francés. Finalmente, los meses de octubre y
noviembre se caracterizan por la debilidad del marco
frente a la fortaleza de la peseta, ésta última causada
por las elevaciones de los tipos de interés españoles
anteriormente comentada.
Del comportamiento descrito se deduce claramente
que la serie del tipo de cambio peseta/marco no es es-
tacionaria en media, siendo necesaria una diferencia de
primer orden. Por lo que respecta a la estacionariedad
en varianza, el diagrama rango-media (gráfico 4.4) no
sugiere transformación alguna en los datos, a excepción
de un valor elevado, causado probablemente por alguno
de los numerosos valores atípicos que presenta la serie
y que analizaremos posteriormente.
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4.2.1.3 Tipo de cambio peseta/franco
El comportamiento del tipo de cambio peseta/franco
(gráfico 4.5) presenta evidentes similitudes con el co-
rrespondiente al del tipo de cambio peseta/marco debido
al papel dominante que este último tiene en el S.M.E.
El único comportamiento algo diferente se encuentra a
finales de agosto y principios de septiembre, momentos
en los que la fortaleza del marco frente al dólar pro-
voca tensiones en el S.M.E. generando fuertes pérdidas
de valor del franco. Las intervenciones coordinadas de
los bancos centrales de los paises miembros del sistema
para frenar la fortaleza del marco, junto con la reu-
nión del grupo de los 7 a finales de septiembre, tran-
quilizó las tensiones dentro del S.M.E., en el seno del
cual se llegó incluso a sugerir un realineamiento de
paridades con el objeto de eliminar las presiones con-
tra el franco francés.
En otro orden de cosas, la evidente no estaciona-
riedad en media que presenta esta serie nos llevó a to-
mar primeras diferencias mientras que el diagrama
rango-media, presentado en el gráfico 4.6, no indica la
necesidad de realizar transformación alguna en los da-
tos para conseguir la estacionariedad en varianza de
nuestra variable.
4.2.2 Análisis estadístico de los datos
Como se comentó anteriormente, la mayor parte de las
series económicas presentan la necesidad de modelizar com-
portamientos atípicos de las variables. La utilización de
datos a nivel diario agrava este problema, exhibiendo un ma-
yor número de valores atípicos que distorsionan fuertemente
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¡TA&ÚA 4-2: VALORES ATIPICOS DE LOS TIPOS DE CAMBIO
VARIABLE
FECHA FICTICIA CAUSA
A) TIPO DE CAMBIO PESETA/DOLAR
11/12 '57 D1287 Fuerte depreciación por ampliación déficit cosercial EE.UU. de octuore.
2b/12/87 D2887 Fuerte depreciación del dólar tras el anuncio de] G-7 de defender ai dolar.
6/1/88 E688 Acuerdo de los '3 grandes1 para estabilizar el dólar. Intervenciones Bancas Centrales.
18/1/88 E1888 Fuerte apreciación dólar por reducción déficit coierciai EE.UU. de novienbre,
18/7/88 J1888 Apreciación dólar por la cifra del déficit comercial EE.UU.. Mejor de la esperada.
B) TIPO DE CAMBIO PESETA/HARCO
H/12/87 D1487 Apreciación narco por desconfianza en el dólar por aaplicación déficit comercial.
Aprobada la reforna de la C E . E , Apreciación narco y franco.
Fuerte apreciación libra esterlina transaitida al S.H.E..
Depreciación del narco por la apreciación de la libra esterlina,
Disninución tipos de interés ingleses. Apreciación del narco,
Bundesbank eleva la tasa de descuento e interviene vendiendo dólares.
Fortaleza del dólar provoca debilidad narco. Intervención Bundesbank en el aereado.
Subida tipos de interés europeos. Apreciación narco,
Apreciación narco por debilidad dólar. Tensiones en el S.H.E,
Banco central francés eleva la tasa de intervención. Depreciación del narco.
Banco España nantiene los tipos de interés. Inversores deshacen posiciones.


























C] TIPO DE CAMBIO PESETA/FRANCO
6/11/87 N888 Probieaas en el S.K.B. por la distancia entre el franco y el narco.
Apreciación franco por desconfianza en el dólar por anpliación déficit conercial,
Aprobada reforma de la C.E.E.. Apreciación franco y narco,
Depreciación franco por apreciación libra esterlina, Tensiones en S.H.E,
Elevación tipos de interés europeos, Apreciación .lonedas C.E.E,
Retroceso dólar por subida tipos interés europeos. Apreciación franco,

















las medidas descriptivas de las series. Por ello, como seña-
lan Chang y Tiao (1983), es importante poder identificar es-
tas intervenciones así como eliminar sus efectos sobre las
observaciones con el objeto de lograr un mejor conocimiento
de la estructura de la serie.
Las tres variables que estamos considerando a lo largo
del presente estudio presentan numerosos valores atípicos,
cuyas causas presentamos en la tabla 4-2. Con el objeto de
estudiar los efectos de estos comportamiento atípicos, con-
sideramos el examen de los principales estadísticos así como
de las funciones de autocorrelación simple y parcial de dos
tipos de datos: por un lado, las series de los tipos de cam-
bio con las transformaciones sugeridas anteriormente y. por
otro lado, las series de los tipos de cambio que llamaremos
'intervenidas', resultantes de la intervención de los valo-
res atípicos, cuyas causas son conocidas, valores todos
ellos que superaban los límites ± 3 veces la desviación es-
tándar.
4.2.2.1 Medidas estadísticas
Entre las medidas estadísticas analizadas en esta
sección, destacan los coeficientes de asimetría y de
curtosis, estadísticos que se han revelado de gran uti-
lidad a la hora de analizar la posible no linealidad de
las series, sobre todo diarias y semanales, (véase por
ejemplo, entre otros, Boothe y Glassman (1987), Hsieh
(1988) y Baillie y Bollerslev (1989)). Un elemento re-
presentativo de las serie no lineales es el carácter
leptocúrtico de las variables, al presentar distribu-
ciones con las colas más gruesas ('fat tailed distribu-
tions') y una concentración en la frecuencia central
mayor que la correspondiente a la distribución normal,
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usándose para analizar estas características, por un
lado, el coeficiente de curtosis, que indica si la se-
rie sigue o no una distribución normal debido a que se-
ñala como se reparte la masa de probabilidad en la dis-
tribución, y por otro, el coeficiente de asimetría, que
mide las deviaciones de la distribución de la variable
con respecto a una distribución simétrica.(4) Sin em-
bargo, Taylor (1986) pone de manifiesto que estos esta-
dísticos se ven seriamente afectados por la presencia
de valores atípicos en las series, por lo que en muchas
ocasiones se pueden aceptar modelos no lineales sobre
la base de los coeficientes de curtosis y de asimetría,
mientras que las series pueden ser satisfactoriamente
caracterizadas por modelos lineales con la intervención
de los valores atípicos existentes.
Con el objeto de evitar este posible problema,
realizamos el análisis de nuestras series, por un lado,
sin tener en consideración la presencia de valores atí-
picos y, por otro lado, las series resultantes del aná-
lisis de intervención de las observaciones que sobrepa-
saban los límites ±3a. Los histogramas para cada una de
estas variables aparecen recogidos en el apéndice F, en
los cuales la linea de puntos representa el comporta-
miento de una variables normal con media y desviación
estándar iguales a las de la variable analizada.
(4) Una discusión interesante sobre estos estadísticos
puede encontrarse en Friedman y Vandersteel (1982).
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TABLA 4-3: MEDIDAS ESTADÍSTICAS DESCRIPTIVAS
























Definición de las variables:
s = (l-B)ln(S ); S = tipo
t,$ t,$ t,$
s = (l-B)S ; S = tipo
t,DM t,DM t,DM



























































Las intervenciones realizadas para































Las tablas 4-3 y 4-4, que recogen las medidas des-
criptivas para cada variable, nos permiten destacar el
reducido valor medio de las series tanto sin intervenir
como intervenidas, indicándonos que las variaciones de
un día para otro en los tres tipos de cambio considera-
dos no son, en media, muy elevadas. A esto se une la
importante disminución que se aprecia tanto en el coe-
ficiente de variación como en la varianza al considerar
las series intervenidas, destacando la fuerte reducción
de la varianza en el caso del marco (un 55%) y la
fuerte reducción del coeficiente de variación experi-
mentada en los tres tipos de cambio, disminución que,
en los todos los casos, se encuentra en torno al 75%.
Por lo que respecta al coeficiente de asimetría,
los tres tipos de cambio sin intervenir presentan asi-
metría hacia la derecha, produciéndose una reducción
importante en este coeficiente al considerar las series
intervenidas, destacando, por un lado, los reducidos
valores obtenidos para los casos peseta/dólar y pe-
seta/marco, siendo este último asimétrico hacia la iz-
quierda y, por otro lado, el cambio de la asimetría en
el caso del franco, pasando a ser asimétrico hacia la
izquierda. La reducción del coeficiente en este caso no
es tan importante pudiendo concluir que el tipo de cam-
bio peseta/franco intervenido presenta una distribución
algo asimétrica hacia la izquierda mientras que los ti-
pos de cambio peseta/dólar y peseta/marco se puede con-
siderar que tienen una distribución prácticamente simé-
trica.
El análisis del coeficiente de curtosis presenta
también importantes cambios al considerar los dos tipos
de datos. Se podría concluir que las series no interve-
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nidas son leptocúrticas, presentando distribuciones con
colas 'gruesas' (véase histograma en apéndice F) así
como coeficientes de curtosis claramente distintos de
cero (5). Sin embargo, este coeficiente se aproxima a 0
cuando se calcula para las variables intervenidas, re-
duciéndose significativamente en los tres casos, siendo
el tipo de cambio peseta/dólar la variable cuya dis-
tribución más se aproxima a la normal.
Finalmente, la modelización de los valores atípi-
cos también reduce significativamente, como era de es-
perar, el rango de los tres tipos de cambio.
A partir de estas consideraciones se aprecia cla-
ramentes que la modelización de los valores atípicos
es, en nuestro caso, fundamental debido a las importan-
tes diferencias que se generan en las medidas estadís-
ticas consideradas.
4.2.2.2 Funciones de autocorrelacion
(5) El coeficiente de curtosis aquí utilizado viene de-




siendo S = l/(n-l) z (x - \i)
t
de forma que un valor de K=0 nos estaría indicando la
normalidad de nuestra variable. Siempre que K no sea nulo,
la distibución de la variable se desvía de la distribución
normal.
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La existencia de valores atípicos puede distorsio-
nar las funciones de autocorrelación, tanto simple como
parcial, provocando, en muchas ocasiones, la identifi-
cación de modelos con errores de especificación. De he-
cho, Guttman y Tiao (1978), Miller (1980) y Chang
(1982) demostraron que la existencia de valores atípi-
cos puede causar importantes sesgos en la estimación de
los coeficientes de las funciones de autocorrelación
tanto simples como parciales (a partir de ahora las de-
nominaremos ACF y PACF respectivamente), así como en la
estimación de los parámetros de cualquier modelo ARMA.
Los efectos de estos sesgos, estudiados por Chang
(1982) para la ACF y la PACF y por Tsay (1984) para la
función de autocorrelación extendida (EACF), dependen
del número, del tipo, de la magnitud y de la posición
relativa de los valores atípicos, pudiendo causar, en
muestras pequeñas o de tamaño moderado, la identifica-
ción de modelos infra- o sobre-parametrizados por lo
que puede quedar comprometida seriamente la utilización
de estas funciones como herramientas de identificación.
Por tanto, Tsay (1986) sugiere que la estrategia a
seguir debe consistir en buscar las causas que provoca-
ron la existencia de esos valores atípicos, identificar
el modelo de series temporales sobre la serie interve-
nida y estimar conjuntamente el modelo identificado y
los efectos de los valores atípicos introduciendo, de
esta forma, la información a priori de las perturbacio-
nes, pudiéndose reducir la posibilidad de infra- o so-
bre-par ame trizacion.
Gráfico 4,7: Punciones de autocorrelación sinple y parcial del tipo de
canbio Peseta/dólar [diferencias de logarituosl
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TIHE PERIOD ANALYZBD
M U OP THB SERIES
EPFECTIVE NOHBER OF OBSERVATIONS
STANDARD DBVIATION OF THE SERIES
KEAN Of THE fDIFFERENCBD] SERIES
STANDARD DEVIATION OP THE HBAN .
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G r á f i c o 4 . 8 ; P u n c i o n e s de a u t o c o r r e l a c í ó n E i n p l e y p a r c i a l del tipo de
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NAHE OF THE SERIES
EFPECTIVE NUHBER OP OBSERVATIONS
STANDARD DEVIATION OF THE SERIES
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Con el objeto de analizar estos efectos en las se-
ries estudiadas, presentamos la ACF y la PACF de las
variables sin intervenir e intervenidas. Para el tipo
de cambio peseta/dólar (gráficos 4.7 y 4.8), las auto-
correlaciones en ambos casos son muy reducidas aunque
se aprecia un ligero incremento en las autocorrelacio-
nes de órdenes 1 y 2 en la ACF y PACF de la serie in-
tervenida, hecho también certificado por una elevación
del estadístico de Box-Ljung, que, sin embargo, sigue
sin rechazar la hipótesis de ruido blanco. Por lo que
respecta al tipo de cambio peseta/marco, las ACF y
PACF, tanto de la serie sin intervenir como de la serie
intervenida (gráficos 4.9 y 4.10) no sugieren ningún
modelo, destacando la reducción que se produce tanto en
los valores de estas funciones como en los estadísticos
de Box-Ljung en el caso de la serie intervenida. Des-
taca, por fin, el hecho de que la serie no intervenida
no presenta media significativa, mientras que al reali-
zar el análisis de intervención, además de aumentar de
valor, también la media es significativa.
Las funciones de autocorrelación simple y parcial
para el tipo de cambio peseta/franco sin intervenir e
intervenido se presentan en los gráficos 4.11 y 4.12
respectivamente, a partir de los cuales se aprecia un
incremento en las autocorrelaciones y en los estadísti-
cos de Box-Ljung para la serie intervenida así como la
presencia de una media significativa. Conviene también
destacar que las autocorrelaciones estimadas de órdenes
múltiplos de 5 se han elevado considerablemente pu-
diendo sugerir la presencia de algún modelo estacional,
causado probablemente por los efectos del día de la se-
mana, debido a que, en este mercado, las transacciones
de divisas se materializan dos días después de haberse
G r á f i c o 4 . 9 : F u n c i o n e s d e a u t c c o r r e l a c i ó n s i a p l e y p a r c i a l d e l t i p o cíe
c a n b i o p e s e t a / a a r c c ( e n d i f e r e n c i a s
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Gráfico 4.10: Funciones de autocorrelación siaple y parcial del tipo de
canbio peseta/narco intervenido [en diferencias)
TIHE PERIOD ANALYZED
NAHE OF THE SERIES
EFPECTIVE NUHBER OF OBSERVATIONS
STANDARD DEVIATION OF THE SERIES
HEAN OF THE (DIFPERENCED) SERIES
STANDARD DEVIATION OF THE KEAN .
T-VALUE OF HEAN (AGAINST ZERO) ,
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Gráfico 4.11: Funciones de autocorrehcion síaple v parcial del tipo de 153
caabio peseta/franco íeo diferencias)
TIME PERIOD AKALYZED 1 TO 232
NAKB OF THE SERIES DPFD
EFFECTIVE KUMBER OF OBSERVATIONS ... 282
STANDARD DEVIATION OP THE SERIES . , . .0409
MEAN OP THE DIFFERENCED) SERIES . , , -.0020
STANDARD DEVIATION OP THE KBAK .... .0024
T-VALUE OF HEAN (AGAINST ZERO| . , , . .8304
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Gráhoo 4.12; Funciones de autocorrehcion sinple y parcial del tipo de
canbio peseta/franco intervenido (en diferencias)
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realizado la demanda o la oferta, lo que provoca que el
jueves, debido a que las noticias que se generan du-
rante el fin de semana pueden ocasionar fuertes varia-
ciones en la cotización de las divisas en la sesión del
lunes, sea el día de la semana en el que se registra
una menor contratación de divisas. Este hecho puede ex-
plicar la presencia de algún modelo estacional que ana-
lizaremos en la siguiente sección.
4.3 ANÁLISIS UNIVARIANTE Y BIVARIANTE
El análisis univariante y bivariante presentado en esta
sección tiene como finalidad encontrar modelos de series
temporales que consigan mejorar las predicciones que se ob-
tienen con el modelo de paseo aleatorio, que caracteriza el
comportamiento de las variables determinadas en un mercado
eficiente en sentido débil. Conviene resaltar que tal posi-
bilidad se apuntaba ya en la tabla 4-1, donde el %RMSE, test
de carácter netamente predictivo, señalaba distintos mode-
los, diferentes del paseo aleatorio, como aquellos que mejor
representarían el comportamiento futuro de los tipos de cam-
bio.
Por otro lado, el análisis univariante, al basarse en
la historia pasada de la variable, nos permitiría verificar
la hipótesis de eficiencia, mientras que el análisis biva-
riante nos ayudará a encontrar las relaciones dinámicas que
se pueden establecer con este tipo de datos.
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4.3.1 Análisis univariante
Como se comentó anteriormente, la presencia de valores
atípicos, muy numerosos en el análisis de los datos diarios,
distorsiona fuertemente las funciones de autocorrelacion
simple y parcial. Por este motivo, la identificación de los
modelos univariantes se realizará a partir de la ACF y PACF
de las variables intervenidas con el objeto de evitar los
problemas derivados al cometer errores de especificación.
Sin embargo, siguiendo la sugerencia de Tsay (1988), la es-
timación de cada uno de los modelos se realiza incluyendo,
además de los parámetros identificados, las variables ficti-
cias que recogen el comportamiento atípico de la variable.
4.3.1.1 Tipo de cambio peseta/dólar
A partir del gráfico 4.8, que recoge las ACF y
PACF del tipo de cambio peseta/dólar intervenido, la
identificación del modelo ARMA presenta bastante difi-
cultades. Mientras que los estadísticos de Box-Ljung (Q
en el gráfico) sugieren que la serie es ruido blanco,
las autocorrelaciones estimadas de órdenes 1 y 2 en la
ACF y PACF presentan valores algo superiores al
resto.(6) Por ello, después de probar distintos mode-
(6) En la ACF y PACF del tipo de cambio intervenido se
aprecia también una autocorrelacion estimada de orden 10
significativa. La modelización de esta supuesta
'estacionalidad' arrojó unos parámetros estimados muy redu-
cidos y un empeoramiento en las predicciones lo que nos
llevó a la exclusión de este tipo de modelos pudiendo con-
cluirse que, de existir esta posible 'estacionalidad' sería
muy débil y de muy escaso poder predictivo.
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los, la mejor representación del tipo de cambio pe-
seta/dólar se encontró para un modelo mixto, con parte
autorregresiva y de media móvil, ambas de primer orden,
poniendo de manifiesto que el pasado inmediato de la
cotización en pesetas del dólar es muy importante en la
determinación de su comportamiento. Los resultados de
la estimación de este modelo fueron los siguientes (los
valores entre paréntesis representan los errores están-
dar) :
(l-B)lnS = -.0180 D1287 - .0197 D2887 + .0169E688
t
(.0054) (.0037) (.0054)










T = 283; a = .288799.10 ; Q (12) = 6.0;
a *
Q (24) = 12.7
A partir de estos resultados, se pueden realizar
ciertas consideraciones. Por un lado, el parámetro au-
torregresivo estimado presenta un valor muy elevado que
nos indicaría o sugeriría la necesidad de realizar una
segunda diferencia de nuestra variable. Sin embargo, el
gráfico de las primeras diferencias del logaritmo del
tipo de cambio peseta/dólar (gráfico 4.13) así como la
ACF y PACF de esta misma variable (gráfico 4.8) presen-
tan evidencia de la estacionariedad en media de esta






Gráfico 4-13: Tipo de cambio peseta /dolar .
Pr imeras diferencias del logaritmo
DLPDD
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Por otro lado, el valor, también elevado, del pa-
rámetro de media móvil así como la importante correla-
ción existente entre ambos parámetros (.94) nos sugie-
ren que el máximo de la función de verosim litud se en-
cuentra en una zona de indefinición por lo que los pa-
rámetros presentan variaciones importantes de una ite-
ración a otra. No se puede olvidar que este modelo re-
presenta una sobreparametrización de la variable puesto
que las funciones de autocorrelación así como los esta-
dísticos de Box-Ljung permitían mantener la hipótesis
de ruido blanco. La consideración de este modelo como
válido obedece a las mejoras predictivas que se
obtienen con respecto al paseo aleatorio, como se puede
apreciar en la tabla 4-5, en la que se puede observar
como únicamente en cuatro ocasiones los errores de pre-
dicción del modelo ARMA(1,1) son superiores a los co-
rrespondientes al paseo aleatorio.(7). Esta mejora en
las predicciones también aparece reflejada en el %RMSE
que presenta una ligera disminución (del 5,1%) con res-
pecto a este mismo estadístico en el caso del paseo
aleatorio. Finalmente, se puede concluir que ambas pre-
dicciones no son demasiado satisfactorias pues, mien-
tras que en el caso del paseo aleatorio recogen el dato
anterior, las predicciones del ARMA(1,1) modifican li-
geramente la cotización del día anterior por lo que
ninguna de las dos recoge de forma satisfactoria las
variaciones que experimentó el tipo de cambio en los
últimos días de noviembre de 1988.
(7) Las predicciones se han realizado de forma adapta-
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4.3.1.2 Tipo de cambio peseta/marco
La identificación del modelo univariante para el
tipo de cambio peseta/marco se realizó a partir de las
funciones ACF y PACF de la serie intervenida (gráfico
4.10) que aparecen totalmente 'limpias', destacando
únicamente la autocorrelación de orden 20 que, en ambas
funciones, supera las bandas de Bartlett (1946). Como
en el caso del dólar, se consideraron distintos modelos
estacionales pudiendo concluirse que este tipo de mode-
lización no es adecuada para obtener mejoras predicti-
vas. Por ello, el único modelo estadísticamente acepta-
ble para el tipo de cambio peseta/marco es un modelo de
paseo aleatorio, al que se le debe incluir una cons-
tante y las numerosas variables ficticias para recoger
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los diversos comportamientos atípicos de la variable
(recogidos en la tabla 4-2), modelo que se presenta a
continuación:
(l-B)S = -.0150 + .2850 D1487 + .460 F1088 + .40 M1188
t
(.9967) (.0994) (.0704) (.0994)
- .470 A788 + .3150 A1288 + .410 J3088
(.0994) (.0994) (.0994)
(D-2)
- .3150 JL2888 + .3650 AGO88 + .4625 SEP88
(-0704) (.0704) (.0704)
- .3650 01788 + .3450 02788 - .3750 N288 + a
t(-0994) (.0994) (.0994)
2 -2 *
T = 283; a = .984047-10 ; Q (12) = 11.0;
a
Q (24) = 24.4
El hecho más destacable con respecto al modelo de
paseo aleatorio es la inclusión de las intervenciones,
que ayudan a mejorar la predicción del tipo de cambio
para el período considerado (del 15 al 30 de noviembre
de 1988). En la tabla 4-6 se recogen las medidas des-
criptivas de las predicciones para el modelo de paseo
aleatorio con constante y para este mismo modelo con
intervenciones, estadísticos a partir de los cuales se
puede destacar, por un lado, el hecho de que todos los
errores de predicción son menores para el paseo aleato-
rio intervenido (modelo (D-2)), excepto los correspon-
dientes a los días 17 y 30 de noviembre y, por otra, la
disminución de un 3,5% en el %RMSE observada para el
paseo aleatorio con intervenciones, lo que pone de ma-
nifiesto la importancia de éstas tanto en el ajuste del

































































































4.3.1.3 Tipo de cambio peseta/franco
El caso del tipo de cambio peseta/franco presenta
importantes similitudes con el análisis del tipo de
cambio peseta/marco en el sentido de que a partir de la
ACF y PACF de la serie intervenida (gráfico 4.12), el
modelo identificado de forma más clara es el paseo ale-
atorio con constante que se estimó junto con las varia-
bles ficticias, definidas en la tabla 4-2, y cuyos re-
sultados se recogen a continuación:
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(l-B)St = -.0051 + .1851 N687 + .1151 D1487
(.0021) (.0345) (.0345)
+ .0851 FEB88 - .1099 A788 + .1151 J3088
(.0244) (.0345) (.0345)
(D-3)
.1601 AG2988 + .1151 SEP88 + at
(.0345) (.0244)
T = 283; a 2 a = . 118590.10"2; Q*(12) = 16.7
Q*(24) = 36.3
resultados a partir de los cuales se observa que los
estadísticos de Box-Ljung, aunque no rechazan la hipó-
tesis de ruido blanco para los residuos de este modelo,
son bastante elevados, reflejándonos el hecho de que
aún puede quedar alguna estructura relevante no captada
por el modelo de paseo aleatorio. Analizando la ACF y
PACF de estos residuos (gráfico 4.14) conjuntamente con
las de la serie intervenida, se observa, como se co-
mentó anteriormente, que las autocorrelaciones de órde-
nes múltiples de 5 son más elevadas que las restantes,
lo que nos llevó a especificar y estimar un modelo au-
torregresivo estacional de orden 2 (s=5, 41=0), que
vendría a recoger el 'efecto jueves' anteriormente co-
mentado. La estimación de este modelo, en el que se in-
cluyen las intervenciones y una constante, generó los
resultados que se presentan a continuación:
Gráfico 4.14: Tipo de canbio peseta/franco: Funciones de autocorrelación s.spie y parcial
de los residuos del nodelo (D-3
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TIME PERIOD ANALYZED
NAKE OF THE SERIES
EFFECTIVE NUMBER OF OBSERVATIONS
STANDARD DEVIATIOU OF THE SERIES
KEAN OF THE f DEFPEHENCED} SERIES
STANDARD DEVIATION OF THE MEAN ,






1- 12 .03 -.01 -.05 -.08 -.02 -.11 .03
ST.E. ,06 .06 ,06 .06 .06 .06 ,06






3- 21 .01 -.04 ,03 -.03 -.01 .10 -,02 .04 -.12 .05 .13 -.06
ST.E. .06 ,06 .06 ,06 .06 ,06 ,06 .06 .06 .06 ,06 .0?

























































































































































































































(l-B)S = -.0057 + .1143 D1487 + .0818 FEB88
t
(.0022) (.0329) (.0234)
- .1083 A788 + .1155 J3088 + .1624 AG2988
(.0329) ( .0329) (.0329)
(D-4)
1
+ .1130 SEP88 + • • a
10 t
(.0233) (1 - .1257B )
(.0560)
2 -2
T = 283; a = .109635.10 ; Q (12) = 9.4
a
Q (24) = 26.2
Como se puede apreciar se produce una reducción
significativa en los estadísticos de Box-Ljung que nos
indican claramente que los residuos son ruido blanco.
Destaca, por fin, la significatividad del parámetro au-
torregresivo, hecho que nos ayuda a mejorar las predic-
ciones con respecto al modelo de paseo aleatorio tanto
con constante como con constante e intervenciones, como
se desprende de los valores del porcentaje del error de
predicción y del %RMSE, estadísticos cuyos valores se
recogen en la tabla 4-7.
A partir de estos resultados, se pone de mani-
fiesto como las predicciones para los modelos de paseo
aleatorio y autorregresivo ambos con constante e inter-
venciones son más precisas que las que se obtienen con
el paseo aleatorio únicamente con constante, hecho que
aparece reflejado por los valores %PE que son más ele-
vados para este último modelo, excepto para las predic-
ciones de los días 17,25 y 28. La reducción que se
aprecia en el %RMSE con respecto al paseo aleatorio con
constante para los dos modelos que incluyen las inter-
























































































































































































































































































































































































































































































































































































































































































7.3% para el autorregresivo) pone de manifiesto el im-
portante papel que desarrolla el análisis de interven-
ción tanto en la explicación del comportamiento del
tipo de cambio como en la etapa de predicción, (véase
el apéndice F donde se recogen los residuos de cada uno
de los modelos así como su representación gráfica).
4.3.1.4 Conclusiones
La principal conclusión que se puede extraer del
análisis univariante presentado en esta sección es que
la consideración de los valores atípicos que presentan
nuestras series de tipos de cambio aporta una valiosa
información que ayuda a mejorar en todos los casos las
predicciones del paseo aleatorio con constante, modelo
que recoge el comportamiento de las variables determi-
nadas en mercados eficientes, debido a que la constante
se estima de forma más eficiente. Por otro lado, los
tipos de cambio considerados presentan una memoria muy
reducida de manera que la cotización de un día depende
muy fuertemente del valor alcanzado el día anterior por
lo que no se podrán realizar predicciones fiables con
un horizonte de predicción elevado.
4.3.2 Análisis bivariante
La búsqueda de relaciones entre nuestros tipos de cam-
bio y sus 'determinantes fundamentales' es el principal ob-
jetivo de esta sección aunque, debido a la naturaleza diaria
de las observaciones, sólo se pueden establecer relaciones
con los diferenciales de tipos de interés, intentando veri-
ficar el cumplimiento de la Paridad Descubierta de Intere-
ses. Las observaciones para el resto de los determinantes
fundamentales (diferencial de precios, diferencial de rentas
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y diferencial de ofertas monetarias) no se encuentran dispo-
nibles debido a que, por un lado, los índices tanto de pre-
cios como de producción industrial se elaboran mensualmente
y, por otro lado, los datos de los agregados monetarios,
tanto para España como para el resto de los paises conside-
rados, se publican a nivel mensual, no estando disponibles
las variaciones de los agregados monetarios a nivel diario.
Por todo ello, centraremos el análisis bivariante en las po-
sibles relaciones dinámicas entre los diferenciales de tipos
de interés y los tipos de cambio.
Por otro lado, y debido a la situación dominante del
dólar a nivel mundial y del marco en el S.M.E., se analiza-
rán las relaciones entre los tres tipos de cambio considera-
dos. La idea que se pretende contrastar es si ese predominio
del dólar a nivel internacional rige la evolución del resto
de las monedas, siendo la misma idea para el marco aunque
éste sólo a nivel del Sistema Monetario Europeo.
4.3.2.1 Paridad Descubierta de Tipos de Interés
La teoría de la Paridad Descubierta de los tipos
de interés, que presenta la característica de estable-
cer una relación entre dos mercados: el mercado de di-
nero interno y externo y el mercado de divisas, viene
representada por la expresión:
it - i*t = S t + 1 / t " St (4.1)
donde i e i* son los tipos de interés nominales en el
mercado interno y externo respectivamente y S-t+i#t " st
representa la depreciación esperada de la moneda in-
terna. La relación (4.1) expresa, por tanto, que una
diferencia positiva (negativa) entre los tipos de inte-
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res nominales interno y externo en el momento t provo-
cará una depreciación (apreciación) esperada de la mo-
neda, en nuestro caso de la peseta, en el momento t+l.
Utilizando el supuesto de expectativas racionales,
st+l,t = Et [ St+i ] (4.2)
donde E^ representa la esperanza condicionada al con-
junto de información disponible en el momento t, se
puede expresar la Paridad Descubierta de Tipos de Inte-
rés mediante la relación:
it - i*t = E t [ S t + 1 ] - St (4.3
que indica que la variación esperada en la cotización
de una moneda vendrá determinada por el diferencial de
tipos de interés. Sin embargo, la derivación de esta
teoría se realiza estableciendo dos supuestos clara-
mente restrictivos. Primero, se considera que los acti-
vos internos y externos son idénticos en términos del
período de vencimiento y del riesgo del activo y se-
gundo, se asume que no existen controles de capital ni
costes de transacción ni ningún tipo de imperfecciones
en el mercado. Bajo el cumplimiento de estas restric-
ciones, claramente la relación se mantendría mientras
que, bajo un supuesto más realista que incluya diferen-
tes riesgos de los activos de un pais a otro, controles
en los movimientos de capitales, así como intervencio-
nes de los bancos centrales en los mercados de cambios,
la relación, en sentido estricto, no se mantendría, por
lo que se puede añadir un término que recoja este tipo
de factores no cuantificables. De esta forma, se intro-
duce una mayor flexibilidad a la relación entre el di-
ferencial de tipos de interés y las variaciones del
170
tipo de cambio, pudiendo establecerse también relacio-
nes dinámicas entre ambas variables, de manera que un
aumento o disminución del diferencial de tipos de inte-
rés no tiene porqué traducirse inmediatamente en varia-
ciones del tipo de cambio, sino que los efectos de la
alteración de los tipos de interés se pueden dejar sen-
tir paulatinamente en diversos períodos.
4.3.2.2 Relación dinámica entre los diferenciales de
tipos de interés y los tipos de cambio
Para establecer las relaciones dinámicas entre los
tipos de cambio y los diferenciales de tipos de interés
se ha considerado para la peseta el tipo de interés en
el mercado interbancario mientras que para el dólar, el
marco y el franco se utilizan dos tipos de interés dis-
tintos: el tipo de interés del mercado interbancario en
los diferentes mercados nacionales y el tipo de interés
en el euromercado, datos todos ellos proporcionados por
el Área de Estadísticas del Servicio de Estudios de
Banco de España.
La utilización, por un lado, de los tipos de inte-
rés en los mercados interbancarios de EE.UU., de la
R.F.A. y de Francia viene motivada por el hecho de que
modificaciones de los tipos de interés nacionales oca-
sionan variaciones importantes en las cotizaciones de
las monedas en la práctica totalidad de los mercados de
divisas. No se puede olvidar que, como se comentó ante-
riormente, en el período que estamos analizando, los
bancos centrales utilizaron los tipos de interés nacio-
nales, elevándolos, con el objeto de frenar la tenden-
cia apreciadora del dólar. Por ello, pensamos que estos
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tipos de interés pueden ser buenos indicadores de las
variaciones que se produzcan en los tipos de cambio.
Por otro lado, Baillie y McMahon (1989) señalan
que la teoría de la Paridad Descubierta de los Tipos de
Interés se mantiene, en más ocasiones y con mayor pre-
cisión, cuando se utiliza el precio del dinero determi-
nado en el euromercado que cuando se emplean los tipos
de interés establecidos en los mercados interbancarios
nacionales. Según dichos autores, una razón que puede
explicar esta circunstancia es que el mercado de euro-
divisas se encuentra libre de los controles y de las
regulaciones típicos de los mercados nacionales, aunque
todos los mercados de eurodivisas se encuentran igual-
mente expuestos al riesgo de futuros controles de capi-
tal, de manera que las expectativas de éstos no impiden
el arbitraje de intereses entre euromonedas.
Por otro lado, en la mayoría de los mercados na-
cionales más importantes, se están introduciendo medi-
das liberalizadoras que están contribuyendo a estrechar
progresivamente su relación con el euromercado hasta el
punto de hacer que los tipos de interés que se fijan en
ambos mercados sean prácticamente equivalentes, por lo
que el análisis de la Paridad Descubierta para cada
tipo de interés no debería presentar diferencias signi-
ficativas.
Por lo que respecta al plazo de vencimiento, se
han considerado diferentes tipos de interés: a un mes y
a tres meses para aquellos que se determinan en los
mercados nacionales de EE.UU, de la R.F.A. y de Francia
y a un día, a un mes y a tres meses para los tipos de
interés del euromercado, plazos de vencimiento todos
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ellos dentro del corto plazo, debido a que la mayor
parte de los depósitos en divisas se realizan con ven-
cimientos iguales o inferiores a seis meses. (Manzano
(1987)).
Finalmente, conviene destacar que, al igual que
los tipos de cambio, todos los diferenciales de tipos
de interés presentan la necesidad de modelizar valores
atípicos (considerando como comportamiento atípico
aquel valor que supera las bandas ±3a), provocados es-
tos últimos, en la mayoría de las ocasiones, por eleva-
ciones y disminuciones bruscas de los tipos de interés
españoles. Estas fuertes variaciones se corresponden
con el desarrollo de la política monetaria llevada a
cabo por las autoridades monetarias que en el período
considerado fue, primero, muy restrictiva hasta abril
de 1988 con fuertes elevaciones de los tipos de inte-
rés, relajándose posteriormente durante los meses de
verano con un endurecimiento en el último trimestre del
año. Las fechas de las observaciones atípicas de los
diferenciales de cada uno de los tipos de interés así
como las variaciones en esas fechas experimentadas por
cada tipo de interés se recogen en la tabla 4-8.(8)
(8) El análisis de intervención de los valores atípicos
de los distintos diferenciales de tipos de interés se rea-
lizó teniendo en cuenta diversas consideraciones. Por un
lado, se planteaba como una posibilidad que los diferentes
valores atípicos superiores a ±3a provocasen a su vez las
variaciones observadas en los tipos de cambio. Por ello, se
realizó la función de correlación cruzada (CCF) entre los
residuos de los modelos ARMA de los diferenciales de tipos
de interés sin intervención alguna, surgiendo correlaciones
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4.3.2.2.1 Diferenciales de tipos de interés: in-
terbancarios
(i) Diferenciales de tipos de interés a un mes
Como se puede apreciar en los gráficos 4.15 a
4.17, ninguno de los diferenciales de tipos de in-
terés a un mes es estacionario en media, por lo
que, en todos los modelos univariantes para estas
variables, recogidos en la tabla 4-9, éstas vienen
expresadas en diferencias de primer orden. Junto
con la modelización de los mútiples valores atípi-
cos que presentan las series, destaca el hecho de
que todos los diferenciales de tipos de interés
incluyen parte de media móvil, poniendo de mani-
fiesto el carácter aleatorio de estas variables.
significativas de orden elevado, de manera que al estimar
los modelos de función de transferencia entre los tipos de
cambio y los diferenciales de tipos de interés, los paráme-
tros no eran significativos; la no consideración de los va-
lores atípicos en los modelos de los diferenciales de tipos
de interés puede causar la aparición del correlaciones espu-
rias en la CCF.
Por otro lado, al modelizar los valores atípicos en los
diferenciales de tipos de interés se consideraron como tales
aquellas observaciones que no se presentaban como atípicos
en los tipos de cambio; es decir, si se planteaba la necesi-
dad de modelizar un valor atípico tanto en el tipo de cambio
como en el diferencial de tipos de interés, no se incluía en
ninguno de los dos, dejando abierta la posibilidad de que en
el modelo que relaciona al tipo de cambio con el diferencial
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J) DIFERENCIAL DE TIPOS DE INTERÉS A UN MES DE LA PESETA Y DEL DOLAR
27/11/87 N2787 Aunenta el tipo de interés de EE.UU. en 1 p m t o
30/12/8? D3087 Disainuye el tipo de interés de EE.UU en 0.87 puntos
23/2/88 F2388 Disaínuye el tipo de interés español en 0.94 puntos
23/9/88 S23S8 Aunenta el tipo de interés español en 0.87 puntos
18/10/88 01888 Auaenta el tipo de interés español en 0.63 puntos
29/11/88 N2938 Auaenta el tipo de interés de EE.UU. en 1.13 puntos









Auaenta el tipo de interés español en 0.56 puntos
Disninuye el tipo de interés aleaán en 0.38 puntos y
aumenta el tipo de interés español en 0,25 puntos
Disainuye el tipo de interés español en 0,94 puntos
Disair.uye el tipo de interés español en 0.57 puntos
Aumenta el tipo de interés español en 0.87 puntos
Aunenta el tipo de interés español en 0,63 puntos
Disainuye el tipo de interés español en 0.63 puntos
Aunenta el tipo de interés alemán en 0.50 puntos y
disainuye el tipo de interés español en 0.12 puntos








Auaenta el tipo de interés francés en 0.63 puntos y
disahuye el tipo de interés español en 0.5b
Disainuye el tipo de interés francés en 0.56 puntos
Disainuye el tipo de interés español en 0.94 puntos
Auaenta el tipo de interés francés en 0.50 puntos y
disainuye el tipo de interés español en 0.62 puntos
Disainuye el tipo de interés español en 0.57 puntos
Aumenta el tipo de interés español en 0.87 puntos

































































































































































Gráfico + 15: Diferencial dr. tipos dr interés a 1 me? entre
la peseta y el dolar (INTEREANCARIQS)








Grafico 448: Diferencial de tipos de interés a 1 mes éntre-
la peseta y el marco (INTERBANCARIOS)
40 B0 130 160 300 340 390
180
Gráfico 4 17: Diferencial dr- tipo? dr- interés a 1 m r ! entre
la peseta y el franco (INTERBANCARI09)
40 80 120 190 £00 340 350
•DTI1MFR
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TABLA 4-9: MODELOS UNIVARIANTES DE LOS DIFERENCIALES DE TIPOS DE
INTERÉS A UN MES (INTERBANCARIOS)
DIFERENCIAL DE TIPOS DE INTERÉS DE LA PESETA Y DEL DOLAR
(1-B)(it - i*t> = ~ .0169 - .9737 N3087 + .7160 D2387
(.0068) ( .1356) (.1356)
+ .7610 D3087 - .9116 F2388 - .6096 MY488
{. 1360) (.1355) (.1373)
+ .6397 MY588 + .9131 S2388 + .6485 01888
(.1373) (.1364) (.1373)
- .6375 01988 - .8521 N3088 + (1 - .1677B)at
( .1373) (.1375) (.0592)
T = 283; a 2 a = .187797.10"1; Q*(12) = 13.5;Q*(24) = 22.7;
O*(36) = 35.6.
DIFERENCIAL DE TIPOS DE INTERÉS DE LA PESETA Y DEL MARCO
(1-B)(it - i*t) = - .5440 D487 - .6208 E2588 - .9195 F2388
( .1214) ( .1214) (.1214)
- .5826 MY3088 + .9291 S2388 + .6800 01888
(.1214) (.1223) (.1241)
- .7011 01988 + (1 - .2096B)at
( .1241) ( .0609)
T = 283; CT2a = .154001.10"1; Q*(12) = 7.7;Q*(24) = 12.9;
Q*(36) = 21.6
DIFERENCIAL DE TIPOS DE INTERÉS DE LA PESETA Y DEL FRANCO
(1-B)(it " i*t> = ~ 1-0446 N987 - .5048 D487 - .5645 E2588
(.1123) (.1126) (.1137)
- .9139 F2388 - .5621 MY3088 + .9531 S2388
(.1122) (.1122) (.1145)
- .4989 01988 + (1 - .1763B - .1197B2)at
(.1143) (.0615) (.0605)
T = 283; a 2 a = .132597.10"1; Q*(12) = 12.9;Q*(24) = 23.0;
Q*(36) = 34.6
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Las funciones de correlación cruzada, (apéndice F)
calculadas a partir del 'preblanqueo' de cada uno
de los tipos de cambio con los residuos del modelo
univariante de los distintos diferenciales de ti-
pos de interés, presentan una correlación de orden
2 algo más significativa que el resto de las co-
rrelaciones de retardo positivo para las CCF entre
los tipo de cambio peseta/dólar y peseta/marco y
sus diferenciales de tipos de interés respectivos,
mientras que, en la CCF entre el tipo de cambio
peseta/franco y los residuos del modelo del dife-
rencial de tipos de interés a un mes, las correla-
ciones más significativas aparecen en la parte de
retardos negativos, indicándonos el problema, des-
tacado por Martín Arroyo (1988), de anticipación
entre ambas variables. El hecho de que los opera-
dores en el mercado de divisas tomen posiciones a
la vista de sus expectativas sobr los aumentos y
disminuciones de los tipos de interés puede expli-
car esta simultaneidad.
De las dos posibles relaciones dinámicas,
tipo de cambio peseta/dólar y tipo de cambio pe-
seta/marco con el diferencial de tipos de interés
respectivo, sólo ésta última presentó resultados
estadísticamente válidos. La estimación de este
modelo, en el cual se incluyó las variables ficti-
cias del análisis de intervención de los valores
atípicos, se recoge a continuación.
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(l-B)St= -.0152 + .2820 D1487 + .3564 FEB88
(.0060) (.0983) (.0567)
+ .4002 M1188 - .4698 A788 + .3113 A1288
(.0983) (.0983) (.0983)
+ .4102 J3088 - .3148 J12888 + .3609 AGO88
(.0983) (.0983) (.0697)
D-5)
+ .4560 SEP88 - .3648 01888 + .3349 02788
(.0697) (.0983) (.0984)
- .3620 N288 - .0796 (1-B)(it - i*t)t-2 + at
(.0983) (.0353)
T = 283; a 2 a = .962747.10"2 ; Q*(12) = 11.9
Q*(24) = 22.0
Conviene destacar que todos los valores atí-
picos del tipo de cambio peseta/marco considerados
en el modelo univariante también han debido ser
intervenidos en este modelo, lo que nos indica que
estos valores no venían originados por fuertes va-
riaciones en el diferencial de tipos de interés
que, según este modelo, se dejan sentir con dos
períodos de retraso, pudiendo ser debido al re-
traso de dos días que se produce entre la contra-
tación y la entrega de las divisas.
Esta relación, sin embargo, produce buenas
predicciones, como se puede apreciar en la tabla
4-10 en la que se presentan los %PE, %RMSE, los
valores reales y las predicciones de este modelo y
las del modelo de paseo aleatorio con constante
pudiendo concluirse que, tanto en conjunto (%RMSE)
como en casi todos los días del período de predic-
ción (%PE), las predicciones del modelo de función
de transferencia son mejores por lo que, al am-
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pliar el conjunto de información se obtiene una
importante ganancia predictiva, mejorándose las
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(ii) Diferencial de tipos de interés a tres meses
De nuevo, como se puede apreciar en los grá-
ficos 4.18 a 4.20, los diferenciales de tipos de
interés a tres meses no presentan media constante
a lo largo de todo el periodo muestral conside-
rado, por lo que el análisis univariante y biva-
riante se realizará con las diferencias de primer
orden de las variables. Los modelos ARMA para cada
uno de los diferenciales se presentan en la tabla
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Gráfico 4 1 6 : Diferencial de tipo? de ín teres a 3 meses
entre la peseta y el dolar (INTERBANCARI09)
40 80 i£D 180 200 £40 £80
• DTI3MDO
Gráfico 4-19: Diferencial de tipos de ínteres a 3 meses
entre la peseta y el marco (INTERBANCARIOS)
40 80 130 1S0 S00 £40 £80
—DTI3MDM
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Gráfico +.20: Diferencial de tipos de interés a 3 meses
entre la peseta y el franco (INTEREANCARI09)
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4-11 donde destacan dos hechos análogos al estudio
de los diferenciales a un mes: el elevado número
de valores atípicos en cada serie, así como la
presencia de un modelo de media móvil para los di-
ferenciales de la peseta con el dólar y con el
marco. Las funciones de correlación cruzada para
los tres casos se presentan en el apéndice F, des-
tacando los reducidos valores de las correlaciones
en la parte de retardos positivos de la CCF y al-
gunas correlaciones algo más elevadas que el resto
en la parte de correlaciones de orden negativo,
indicando la posible simultaneidad entre las va-
riables analizadas.
La única relación dinámica encontrada, esta-
dísticamente válida, vincula al tipo de cambio pe-
seta/franco con el diferencial de tipos de interés
a tres meses de la peseta y del franco con 4 pe-
ríodos de retraso, modelo cuya estimación arrojó
los siguientes resultados:
(l-B)St = --0046 + .1118 D1487 + .0640 F1088
(.0022) (.0290) (.0167)
- .1016 A788 + .1083 A888 - .0610 A988
(.0290) (.0291) (.0290)
+ .1155 J3088 - .1037 J12888 + .1317 AG2988
(.0290) (.0290) (.0205)




- .0344 (1-B) (it - i*t)t-4 + at
(.0089) (1 - .1833B10)
(.0603)
T = 283; o 2 a = .863961.10-3; Q*(12) = 16.0
Q*(24) = 29.1
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Comparando las intervenciones de los valores
atípicos de este modelo con las realizadas en el
modelo univariante del tipo de cambio pe-
seta/franco, se aprecia que no se ha presentado la
necesidad de modelizar los valores atípicos co-
rrespondientes al 6/11/1987 y al 12/2/1988, que
han sido captados por el diferencial de tipos de
interés. Sin embargo, al reducirse la varianza
(21,2% de reducción), se han tenido que modelizar
cinco valores atípicos adicionales para captar ese
comportamiento anómalo. En este caso, el modelo
nos indica que las variaciones de los diferencia-
les de tipos de interés tienen efecto sobre el
tipo de cambio peseta/franco con un retraso de
cuatro días, pudiendo así extenderse los comenta-
rios realizados anteriormente al analizar la fun-
ción de transferencia entre el tipo de cambio pe-
seta/marco y el diferencial de tipos de interés en
el interbancario a un mes.
Por lo que respecta al comportamiento predic-
tivo del modelo, de nuevo se producen mejoras con
respecto al paseo aleatorio, como se puede apre-
ciar en la tabla 4-12, en la que se comparan las
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4.3.2.2.2 Diferenciales de tipos de interés: Euro-
raercado
Las características comunes que se observan
en los distintos diferenciales de tipos de inte-
rés, siendo éstos para el dólar, el marco y el
franco los que se determinan en el euromercado,
nos llevan a realizar el análisis sin distinguir
entre los diversos plazos de vencimiento conside-
rados. Destaca el hecho de que ninguno de los di-
ferenciales de tipos de interés presentan media
constante a lo largo del período muestral anali-
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Orifico 4-31: Diferencial de tipo? de ínteres a 1 dia entre
la peseta y el dolar (EUROMERCADO)
80 ISO 180 300 340 280
• DTUDDO
Gráfico 4-33: Diferencial de tipos de interés a 1 dia entre
la peseta y el marco (EUROMERCADO)
.DTUDDM
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Gráfico 4-23: Diferencial de tipos de intere? a 1 dia entre
la peseta y el franco (EÜEOMERCADO)
40 80 130 180 S00 240 280
• DTUDFRI
o 4-24: Diferencial de tipo? de interés a 1 me! entre
la peseta y el dolar (EUROMERQADO)
40 80 120 180 SDD 240 280
• DTI1MDO
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Gráfico 4-25: Diferencial de tipos de interés a 1 mes entre
la peseta y el marco (EURO MERCA DO)
40 BO 120 180 2DD 24-0 2BÜ
• DTUMDM
Gráfico 4-28: Diferencial de tipos de ínteres a 1 mes entre
la peseta y el franco (EUBOMEKCADO)
40 80 120 180 200 £40 2B0
—DTIUIFR
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Gráfico 427: Diferencial de tipos de interés a 3 me?es
entre la peseta y el dolar (EUROMERCADO)
40 60 ISO 180 200 240 290
• DTI3MD0
Gráfico 4-2B: Diferencial de tipos de ínteres a 3 meses
entre la peseta y el marco (EITROMERCADO)
40 80 120 180 S00 240 280
DTI3MDM
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Gráfico 4-59- Diferencial de tipo? de interés a 3 meses
entre la peseta y el franco (EUROMERCADOj
4D 60 ISO 180 300 240 390
DTI3MFRÍ
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zado (gráficos 4.21 a 4.29), por lo que las varia-
bles se expresan en primeras diferencias para con-
seguir la estacionariedad en media. Así mismo, a
partir de los resultados de las tablas 4-13 a 4-
15, que recogen los modelos univariantes para los
diferenciales de tipos de interés a un día, a un
mes y a tres meses respectivamente, se aprecia,
para casi todos los casosj la presencia de un com-
ponente de media móvil de ordenJbajo, recogiendo
el carácter aleatorio de estas variables. Por su
parte, los diferenciales de tipos de interés para
la peseta y el franco para todos los vencimientos
considerados presentan un componente autorregre-
sivo de primer Hrden, poniendo de manifiesto la
importancia del pasado más reciente en la explica-
ción de estos diferenciales.
Por lo que respecta a las funciones de corre-
lación cruzada entre los tipos de cambio y los di-
ferenciales de tipos de interés para los diversos
plazos de vencimiento, recogidas en el apéndice F,
todas presentan la característica de tener las co-
rrelaciones de retardos positivos muy reducidas,
mientras que las correlaciones más elevadas se lo-
calizan en la parte de la CCF que representa las
correlaciones de retardos negativos, recogiendo de
nuevo el problema de la simultaneidad. De esta
forma, se pone de nuevo de manifiesto que los ope-
radores en el mercado de divisas anticipan las va-
riaciones de los tipos de interés del euromercado,
tomando posiciones antes de que éstas se produz-
can.
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TABLA 4-13: MODELOS UNIVARIANTES DE LOS DIFERENCIALES DE TIPOS
DE INTERÉS A UN DÍA (EUROMERCADO)
DIFERENCIAL DE TIPOS DE INTERÉS DE LA PESETA Y DEL DOLAR
(1-B)(it - i*t) = -.0150 - .6243 E2688 - .9367 F2488
(.0070) ( .1504) {.1535)
- .8637 J3088 - 1.0669 AG288 - 1.1354 AG388
( .1504) (.1504) (.1504)
+ .9430 S2388 + (1 - .2389B2) at
(.1504) (.0591)
T = 283; cr2a = . 239711.10"1; Q*(12) = 12.5;Q*(24) = 18.3;
Q* (36) = 31.7.
DIFERENCIAL DE TIPOS DE INTERÉS DE LA PESETA Y DEL MARCO
(1-B)(it - i*t) = - 1.1260 D187 + .9180 D3087 - .777 F2488
(.2045) ( .2045) (.2045)
- 1.1420 MY3188 - .9480 AG188 - 1.045 AG288
(.2045) (.2045) (.2045)
- 1.099 AG388 + 1.050 S2388 + .8449 S2988 + at
(.2045) (.2045) (.2045)
T = 283; o 2 a = .418008.10"1; Q*(12) = 9.5;Q*(24) = 25.2;
Q*(36) = 33.9
DIFERENCIAL DE TIPOS DE INTERÉS DE LA PESETA Y DEL FRANCO
<1-B)(it - i*t) = .8569 N687 - .6308 D987 - .8925 D3087
( .1905) ( .1811) (.1819)
- .9961 F2488 - 1.0786 AG288 + 1.0234 AG388
( .1787) (.1866) (.1866)







T = 283; a 2 a = .375189.10"1; Q*{12) = 7.2;Q*(24) = 17.1;
Q*(36) = 27.0
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TABLA 4-14: MODELOS UNIVARIANTES DE LOS DIFERENCIALES DE TIPOS
DE INTERÉS A UN MES (EUROMERCADO)
DIFERENCIAL DE TIPOS DE INTERÉS DE LA PESETA Y DEL DOLAR
(1-B)(it - i*t) = -.0156 - 1.0776 N2787 + .8844 D3087
(.0068) (.1335) (.1334)
- ,8961 F2388 + .9257 S2388 + .5450 01888
(.1335) (.1344) (.1355)
+ 1.2012 N2988 + (1 - .1648B)at
( .1336) (.0593)
T = 283; a 2 a = .182220.10"1; Q*(12) = 12,5;Q*(24) = 24.0;
Q* (36) = 46.5.
DIFERENCIAL DE TIPOS DE INTERÉS DE LA PESETA Y DEL MARCO
(l-B)Ut " i t) = " - 6 3 0 D 4 8 7 + - 6 3 0 D1887 - .940 F2388
(.1251) (.1251) (.1251)
- .579 MY3088 + .870 S2388 - .620 N2988
(.1251) (. 1251) (.1251)
- .630 01888 - .630 01988 + at
(.1251) (.1251)
T = 283; a 2 a = .156373.10"1; Q*(12) = 8.2;Q*(24) = 14.2;
Q*(36) = 25.4
DIFERENCIAL DE TIPOS DE INTERÉS DE LA PESETA Y DEL FRANCO
(1-B)(it - i*t) = -.6606 N987 + .6476 N1787 - .8729 F3088
(.1404) (.1328) (.1303)
- .5860 M1188 - .5342 MY2388 + .8636 S2388
(.1305) (.1305) (.1322)
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4.3.2.2.3 Relaciones dinámicas entre los tipos de
cambio y los diferenciales de tipos de inte-
rés : comentarios y conclusiones
A partir de lo expuesto en las dos secciones
anteriores, una primera conclusión que se puede
extraer es el fracaso de la teoría de la paridad
descubierta de tipos de interés en el caso del
tipo de cambio peseta/dólar, que no presenta rela-
ción alguna con los diferenciales de tipos de in-
terés empleados en el análisis, mientras que úni-
camente se encuentra relación con los diferencia-
les de tipos de interés Ínterbancarios a un mes
para el caso del marco y a tres meses para el tipo
de cambio peseta/franco. Estos resultados no son
sorprendentes, puesto que, como señalan Baillie y
McMahon (1989), numerosos autores han encontrado
períodos en los que se producen desviaciones sus-
tanciales de esta teoría.
Se han señalado diversas razones para expli-
car este fracaso, destacando las proporcionadas
por Officer y Willer (1970) y por Stoll (1972)
quienes consideraron que el incumplimiento de la
Paridad Descubierta de Intereses se debe a la
existencia de costes en las transacciones y a la
aversión al riesgo por parte de los participantes
en el mercado. Por su parte, Agmon y Bronfeld
(19 75), Holmes y Schott (1965), Minot (1974) y
Prachowny (1970) atribuyen el fracaso de la teoría
a la existencia de controles de capital, a los di-
ferentes sistemas fiscales existentes en los di-
versos países y a la calidad de los datos emplea-
dos en la verificación de esta teoría.
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En nuestro caso, pensamos que el incumpli-
miento de la teoría de la Paridad Descubierta de
Tipos de Interés puede deberse a las continuas in-
tervenciones de los bancos centrales, y, en espe-
cial, del Banco de España en el mercado de divi-
sas, frenando las tendencias apreciadoras de la
peseta en los períodos en los que los diferencia-
les de tipos de interés con el exterior se am-
plían. La entrada de divisas en España, atraídas
por los elevados tipos de interés que mantienen
las autoridades económicas españolas por la polí-
tica monetaria restrictiva, ha sido especialmente
fuerte en el período muestral considerado en el
análisis, provocando, en un principio, interven-
ciones masivas en el mercado de divisas por parte
del Banco de España, con el objeto de estabilizar
la cotización de nuestra moneda y, finalmente, re-
gulaciones específicas que frenaron momentánea-
mente la entrada de capital extranjero, aunque,
posteriormente, en el tercer trimestre, se incre-
mentaron de nuevo las presiones alcistas sobre la
peseta por la elevación de los tipos de interés
españoles. Todas estas intervenciones en el mer-
cado provocan, además de las imperfecciones ante-
riormente señaladas, que las variaciones de los
diferenciales de tipos de interés no se dejen sen-
tir en los tipos de cambio, según postula la teo-
ría de la Paridad Descubierta de Intereses, por lo
que ésta puede ser la razón del incumplimiento de
esta teoría para el caso español, sin perjuicio de
que las causas expuestas por los diferentes auto-
res, anteriormente reseñadas, tengan también sus
efectos para el caso español.
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4.3.2.3 Relaciones entre los tipos de cambio
Desde que empezó la depreciación del dólar, propi-
ciada por las autoridades económicas norteamericanas y
posteriormente ratificada y apoyada por los paises
miembros del grupo de los 7, los mercados de divisas, a
nivel internacional, han estado dominados por los ava-
tares del dólar. Asimismo, dentro del área económica
del mercado común, la evolución de los tipos de cambio
viene dominada por las variaciones de la moneda más
fuerte dentro del Sistema Monetario Europeo, el marco
alemán. Por estos motivos, se consideró la posibilidad
de establecer relaciones entre los tres tipos de cambio
considerados, con el objeto de verificar el carácter
dominante de ambas monedas en el periodo muestral ob-
jeto del análisis.
4.3.2.3.1 Tipo de cambio peseta/dólar y tipo de
cambio peseta/marco
Un primer acercamiento al estudio de las re-
laciones entre los tipos de cambio es el análisis
gráfico de las variables dos a dos, a partir del
cual podemos observar comportamientos análogos en-
tre ellas. En el caso del dólar y el marco, ambos
tipos de cambio representados en el gráfico 4.30,
podemos deducir que no existen ningún comporta-
miento 'típico' durante todo el período muestral,
hecho que puede apreciarse con mayor claridad al
analizar los gráficos 4.31 y 4.32 que recogen la
evolución de ambos tipos de cambio en dos períodos
distintos: desde el principio de la muestra hasta
mediados de mayo y desde el 13 de mayo hasta el
final del período considerado respectivamente. En
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Gráfico 4-30: Tipos de cambio peseta/dolar y peseta/marco


















Gráfico 4-31: Tipo? de cambio peseta/dolar y peseta; marco
Periodo: 3/11/97 a 13/5/í
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Gráfico 4-32: Tipos de cambio peseta/dolar y peseta marco
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la primera parte, se observan a su vez dos compor-
tamientos diferentes. Por un lado, hasta mediados
de febrero, la evolución del tipo de cambio pe-
seta/dólar fue la inversa a la del marco, coinci-
diendo la depreciación del dólar a raiz del
'crash' bursátil de octubre de 1987 con la mayor
confianza en el marco y su consiguiente aprecia-
ción, invirtiéndose la tendencia tras la declara-
ción de apoyo al dólar, anteriormente comentado,
acordado por el grupo de los 3, en enero de 1988.
La elevación de los tipos de interés españoles y
la fortaleza de la libra esterlina fueron los fac-
tores que marcaron el cambio de comportamiento que
se observa en el gráfico 4.31 a partir de febrero,
momento en el cual se inicia la disminución de am-
bos tipos de cambio, coincidiendo casi exactamente
en el mismo momento del tiempo las apreciaciones y
depreciaciones de ambas monedas. A partir de me-
diados de mayo y hasta finales de septiembre, cada
tipo de cambio sigue una evolución distinta, sin
apreciarse una correspondencia tan clara como en
las anteriores. En estos meses, por un lado, se
produce la disminución de los tipos de interés es-
pañoles y, por otro, se generan tensiones en el
S.M.E. que marcan el comportamiento de la divisa
alemana. Finalmente, una nueva elevación de los
tipos de interés españoles genera presiones apre-
ciadoras de la peseta que se reflejan en el grá-
fico 4.32 con la disminución de los tipos de cam-
bio, aunque no se observa ninguna correspondencia
entre ambos; es decir, ambas monedas se deprecian,
pero las leves apreciaciones del dólar en este pe-
ríodo no se corresponden con apreciaciones o de-
preciaciones del marco. Se puede deducir por
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Gráfico 4.33: Punción de correlación cruzada entre el narco y el dólar
TIME PERÍOD ANALYZED
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tanto, que sólo en la primera parte del período
muestral considerado, ambos tipos de cambio pre-
sentan una evolución similar, por lo que parece
dudoso que el carácter dominante del dólar se ve-
rifique en este período, como se puede apreciar en
la función de correlación cruzada entre ambas va-
riables, recogida en el gráfico 4.33 (9), que pre-
senta correlaciones muy reducidas no pudiendo es-
tablecerse relación alguna entre ambas variables.
Este análisis nos lleva a concluir que, salvo en
los dos primeros meses del período muestral consi-
derado, no se observa que el comportamiento del
dólar determine la evolución del marco en el mer-
cado de divisas.
4.3.2.3.2 Tipo de cambio peseta/dólar y tipo de
cambio peseta/franco
El estudio de la relación entre los tipos de
cambio peseta/dólar y peseta/franco presenta las
mismas características que la relación anterior,
(9) Esta función de correlación cruzada se realizó pre-
blanqueando el tipo de cambio peseta/marco con el modelo
ARIMA(1,1,1) para el tipo de cambio peseta/dólar sin incluir
ninguna intervención para los valores atípicos que presenta
esta variable, pensando que estas elevaciones o disminucio-
nes bruscas podían causar alguna variación en el tipo de
cambio peseta/marco. También se realizó el filtrado de e ta
variable utilizando el modelo univariante con intervenciones
del tipo de cambio peseta/dólar, obteniéndose una CCF que
presenta las mismas características que la aquí presentada,
por lo que, en este caso, el análisis de intervención no re-
sulta determinante.
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Gráfico 4-34: Tipos de cambio peseta/1 dolar y peseta/franco
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Gráfico 4-35: Tipos dr- cambio peseta/dolar y peseta/franco
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como se puede apreciar en los gráficos 4.34 a
4.36, que presentan la evolución de ambos tipos de
cambio para el período muestral completo y para la
primera y segunda parte de la muestra respectiva-
mente. Debido a la gran similitud existente entre
estos gráficos y los presentados en la sección an-
terior, se pueden extender los comentarios ante-
riores, por lo que nos centraremos en el análisis
de la CCF entre ambos tipos de cambio, función que
se recoge en el gráfico 4.37.(10). Destacan de
nuevo los reducidos valores de las correlaciones,
aunque se aprecia un valor algo más elevado para
la correlación de orden 0 que puede deberse a la
disminución, al final del período, de los dos ti-
pos de cambio, que es algo más acusada que en el
caso del tipo de cambio peseta/marco. Bien es ver-
dad que ambas depreciaciones tienen orígenes dis-
tintos, como se comentó al realizar el análisis de
cada tipo de cambio por separado. Por este motivo,
pensamos que esta correlación más elevada puede
ser espuria por lo que no se tuvo en considera-
ción. No se puede olvidar que la moneda francesa
se encuentra dentro del mecanismo cambiario del
S.M.E., por lo que, como veremos a continuación,
depende más de las variaciones del marco, la mo-
neda más fuerte del S.M.E. y, si de alguna manera
dependiese de los avatares del dólar, creemos que
lo haría de forma indirecta, a través de la evolu-
ción del marco alemán.
(10) La CCF entre ambos tipos de cambio se realizó si-
guiendo los criterios expuestos en la nota (9).
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Gráfico 4.37: Punción de correlación cruzada entre el franco y el dólar
TIME PERIOD ANALYZED
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EFFECTIVE NUHBER OF OBSERVATIONS
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Gráfico 4-38: Tipos de cambio peseta/marco y peseta/fra












40 80 120 160 200 240 280
PMD . . . -PFD
213
Gráfico 4.39; Función de correlación cruzada entre el franco y el narco
TIHE PERIOD ANALYZED
NAHFS OF THE SERIES
EFFECTIVE NtlHBER OF OBSERVATÍONS , . .
STANDARD DEVIATEON OF THE SERIES . . .
HEAN OF THE IDIFFERENCED] SERIES , . .
STANDARD DEVIATION OF THE HEAN ....
T-VALÜE OF HEAN IAGAINST ZEftO] ....
CORRELATION BETWEEN R3 AND F3PFD IS ,74
CROSS CORRELATION BETtfEEN F3PFD(T) AND R3ÍT-L)
1- 12 ,03 .07 ,05 .01 ,10 ,04 ,06 .02 .06 ,15 .11 .01
ST.E, .06 .06 .06 .06 ,06 .06 .06 .06 .06 ,06 ,06 ,06
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4.3.2.3.3 Tipo de cambio peseta/marco y tipo de
cambio peseta/franco
El razonamiento anterior nos lleva a conceder
mayor importancia a la relación entre el franco y
el marco, que presentan una correspondencia prác-
ticamente exacta, como se puede apreciar en el
gráfico 4.38 donde se recoge la evolución regis-
trada por ambos tipos de cambio en el periodo
muestral considerado. Esta relación, en la que las
apreciaciones y depreciaciones de ambas monedas se
corresponden de forma casi perfecta, también se
observa en la función de correlación cruzada entre
ambos tipos de cambio (gráfico 4.39) al presentar
una correlación de orden 0 muy elevada, indicando
una relación contemporánea muy fuerte entre ambos
tipos de cambio, hecho también recogido en la es-
timación del modelo de función de transferencia,
que arrojó los siguientes resultados:
(l-B)St pta/FF = .0927 NOVI87 + .1325 N1687
(.0099) (.0200)
+ .0634 D787 - .0755 FEB88 + .0824 MY3088
(.0199) (.0202) (.0198)
- .0766 JUN88 - .0619 AG2988 - .0991 NOV88
(.0141) (.0202) (.0142)
+ .2387 (l-B)St#Pta/DM + at
(.0092) (D-7)
T = 283; a 2 a = .393986.10~3; Q*(12) = 13.1
Q*(24) = 29.2
215
Como se puede apreciar, esta relación pre-
sentó, por un lado, la necesidad de introducir
nuevas variables ficticias con el fin de captar
comportamientos atipicos del tipo de cambio pe-
seta/franco no captados por el tipo de cambio pe-
seta/marco, siendo fundamentalmente sus causas las
variaciones de los tipos de interés franceses. Por
otro lado, destaca el hecho de que algunos de los
valores atipicos, que en los modelos univariantes
aparecían como tales, al introducir el tipo de
cambio peseta/marco como indicador, desaparecen,
de manera que se corresponden con el comporta-
miento del marco. Conviene también resaltar la im-
portante reducción que se produce en la varianza
de este modelo con respecto a los modelos univa-
riantes anteriormente presentados (un 67% respecto
al paseo aleatorio con intervenciones y un 64% con
respecto al ARIMA(0, 1, 0) (2, 0, 0)
 s=5 con *j_ = 0 e
intervenciones). Por lo que respecta a la mejora
predictiva obtenida con este modelo, se puede
apreciar en la tabla 4-16, en la que se recogen
los valores reales, las prediciones y los estadís-
ticos %PE y %RMSE de los modelos de paseo aleato-
rio con constante y de la función de transferencia
analizada, la importante reducción producida en el
%RMSE con respecto al paseo aleatorio con cons-
tante, siendo casi un 60% de reducción para los
modelos univariantes (D-3) y (D-4). Así mismo, se
observa una mejora sustancial en las predicciones
puntuales para cada uno de los días del período de
predicción, hecho manifestado por los %PE que en
todos los casos son claramente inferiores a los de
los modelos anteriores. Estos resultados ponen de
manifiesto que la evolución del tipo de cambio pe-
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seta/franco depende claramente de la del marco,
por lo que éste se presenta como un excelente in-
dicador en la explicación del comportamiento,
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4.3.2.4 Análisis bivariante: Conclusiones
A partir de los resultados presentados en esta
sección se pueden extraer principalmente tres conclu-
siones. En primer lugar, destaca el incumplimiento de
la Paridad Descubierta de Tipos de Interés cuando éstos
se determinan en el euromercado, pudiéndose establecer
relaciones dinámicas entre los tipos de cambio pe-
seta/marco y peseta/franco con los diferenciales de ti-
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pos de interés a un mes y a tres meses respectivamente
cuando el precio del dinero se determina en los merca-
dos interbancarios de la R.F.A. y de Francia. Destaca,
finalmente, el incumplimiento, en el período muestral
considerado, de esta teoría para el tipo de cambio pe-
seta/dólar, utilizando los tipos de interés tanto del
euromercado como los del mercado interbancario estadou-
nidense.
En segundo lugar, en el período comprendido entre
noviembre de 1987 y diciembre de 1988, el supuesto pa-
pel predominante del dólar en el mercado de divisas es-
pañol, marcando las pautas de comportamiento de las
otras dos monedas consideradas,no aparece corroborado
por los datos, pudiendo reflejar este resultado el ma-
yor protagonismo alcanzado por el marco alemán en nues-
tro mercado de divisas, debido a la incorporación de la
peseta al Sistema Monetario Europeo que se produciría
en junio de 1989, siete meses después de finalizar
nuestro período muestral.
Queda por resaltar, finalmente, el carácter predo-
minante del marco en el S.M.E., certificado por los da-
tos, que se ha revelado como un excelente indicador del
tipo de cambio peseta/franco, originando buenos resul-
tados tanto en estimación como en predicción. Esto po-
dría sugerir la posibilidad de arbitraje en el caso del
franco.
4.3.3 Conclusiones
El análisis de nuestras series de tipo de cambio me-
diante la metodología de series temporales (univariante y
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mejores predicciones que las proporcionadas por el modelo de
paseo aleatorio con constante, modelo que explica el compor-
tamiento de las variables determinadas en mercados eficien-
tes. Este objetivo se ha conseguido en todos los casos,
tanto utilizando el conjunto de información contenido única
y exclusivamente en el pasado de la propia serie (análisis
univariante), como ampliando este conjunto al incorporar la
información aportada por otras variables (análisis biva-
riante). Esta mejora a nivel predictivo se puede observar en
la tabla 4-17 en la que se recoge un resumen predictivo de
los modelos presentados en esta sección.
Destaca, así mismo, el importante papel desempeñado por
la modelización de los valores atípleos mediante el análisis
de intervención (Box y Tiao (1975)), pudiendo concluirse que
éste se puede considerar fundamental en el análisis de este
tipo de mercados.
El último paso dentro de nuestro análisis consistirá en
verificar si los modelos hasta ahora obtenidos presentan al-
gún tipo de no linealidad, como sugieren numerosos autores
para diversos tipos de cambio.
4.4 NO LINEALIDAD
Recientemente, se ha producido un interés creciente por
la búsqueda de modelos que extiendan el esquema clásico de
las series temporales desarrolladas por Box y Jenkins
(1970), sobre la base de la posible existencia de diversos
esquemas de no linealidad. Sin embargo, es posible que se
esté abusando de este tipo de modelización, aplicada sobre
todo a series diarias y semanales, debido a que pueden ence-
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rrar ciertos problemas, posteriormente comentados, que inva-
lidarían, en parte, los resultados hasta ahora obtenidos.
Por ello, en esta sección, después de describir los dos mo-
delos no lineales más ampliamente aplicados al campo econó-
mico y específicamente a los tipos de cambio, analizaremos
estos posibles problemas así como la posibilidad de que
nuestros tipos de cambio presenten algún tipo de no lineali-
dad.
4.4.1 Modelos no lineales de series temporales
En esta sección analizaremos dos de los numerosos mode-
los no lineales desarrollados recientemente, debido a que
son los modelos más ampliamente utilizados dentro del campo
económico. Además de los modelos bilineales y modelos ARCH,
cuyo desarrollo teórico analizaremos a continuación, existen
otros modelos no lineales como son los modelos autorregresi-
vos por umbrales (TAR) debidos a Tong (1980), los modelos
dependientes del estado (SDM) desarrollados por Priestley
(1980), los modelos autorregresivos exponenciales expuestos
por Ozaki (1980) y los modelos de medias móviles asimétricas
debidos a Wecker (1981), modelos todos ellos de escasa uti-
lización en el análisis de los tipos de cambio debido a que
la mayor parte de estos modelos se ajustan muy bien a com-
portamientos muy específicos de las variables, comportamien-
tos que no se corresponden con los observados para los tipos
de cambio. Por ello, nos centraremos en los modelos que más
aplicaciones a este campo han tenido, como son los modelos
bilineales desarrollados por Granger y Andersen (1978) y el
modelo ARCH debido a Engle (1982), así como sus extensiones
(GARCH etc..).
4.4.1.1 El modelo bilineal
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Siguiendo a Granger y Andersen (1978), el modelo
ARMA-BL general de orden (p,q,P,Q), denotado por
BARMA(p,q,P,Q), viene expresado por:
P q P Q
x+- = £ cx^ x-i-_-i + 2 bí €t-_i + Z S Bvi €+-_ifX4-_i + €•+-
(4.4)
donde £^ e s u n proceso de ruido blanco estricto cum
pliéndose :
E [ € t | It_! ] = 0
E [ €t2 | It_x } = CT2.
Si p=q=0, la expresión (4.4) pasa a ser:
P Q
1 + G t (4
*
5
que representa el modelo completamente bilineal que, en
forma matricial viene expresado por:
et-Q) B (xt-l Xt-P) ' + €t
(4.6
donde B es un matriz de coeficientes de orden QxP, cuyo
elemento genérico es p^i, para k = 1, ..., Q y 1 = 1,
P.
A partir de la expresión (4.6), se pueden derivar
los casos especiales del modelo bilineal:
* Modelo bilineal superdiaqonal que se obtiene
cuando Pki=O para todo k > 1. En este caso, los
222
términos multiplicativos con coeficientes no nulos
son de forma que la variable explicativa, ^t-k'
ocurre después que la variable endógena, x-t-1' ^ e
manera que estos dos términos son independientes.
De esta forma, la matriz B se caracteriza por te-
ner todos los elementos por debajo de la diagonal
principal nulos.
* Modelo bilineal subdiaqonal obtenido cuando
Pkl=O para todo k < 1 de manera que la variable
endógena, x^-i, ocurre estritamente después que la
variables exógena, £t-k< 1° Q u e dificulta conside-
rablemente el análisis, teniendo la matriz B todos
los elementos por encima de la diagonal principal
nulos.
* Modelo bilineal diagonal que se produce cuando
la matriz B únicamente presenta elementos no nulos
en la diagonal principal de manera que las varia-
bles endógena y exógena ocurren en el mismo pe-
ríodo. Es decir, el modelo bilineal diagonal se
caracteriza por cumplir 3ki=0, para todo
La principal característica de este tipo de mode-
los es que, aunque es no lineal, su teoría estructural
es análoga a la de los sistemas lineales, aunque la
identificación de los efectos bilineales presenta cier-
tas dificultades. Un análisis más detallado de los mo-
delos bilineales puede encontrarse en Granger y Ander-
sen (1978), Subba Rao (1981) y Weiss (1986), mientras
que, para una aplicación a los tipos de cambio españo-
les, puede consultarse Peña (1989).
4.4.1.2 Modelos ARCH
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El modelo ARCH (Autoregressive Conditional Hete-
roscedasticity), introducido por Engle (1982), busca
generalizar la hipótesis de varianza constante, típica
en los modelos econométricos, puesto que este modelo se
caracteriza por presentar media cero, estar serialmente
incorrelado y tener varianza condicionada a la historia
pasada de la serie no constante, aunque la varianza in-
condicionada sea constante. Mientras que Engle (1982)
desarrolla el modelo ARCH aplicándolo al modelo de re-
gresión lineal tradicional, Weiss (1984) analiza el mo-
delo ARMA con errores ARCH que pasamos a describir.
Sea el modelo ARMA(p,q) especificado de la forma
habitual, es decir:
*{B)(yt - n) = 0(B)€t (4.7)
donde y^ puede representar la variable x^ - transformada
para lograr la estacionariedad en media y en varianza,
\i es la media de y^ y *(B) y 6{B) son los polinomios
habituales de órdenes p y q respectivamente que cumplen
las condiciones de estacionariedad e invertibilidad. La
ecuación ARCH para la varianza viene representada por
la expresión:
= ht R
= a0 + £.ai e2t-i + 60( yt - n) 2
S (4-8
+
 íjSi (Yt-i - ^ ) 2
donde It-l e s el conjunto de información que contiene
la historia pasada de y-j- hasta el momento t-1 e y-j- re-
presenta la predicción mínimo cuadrática óptima de y^
dado It-l/ siendo
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E [ e t | i t - i ] = o
e yt viniendo dado por:
yt = E [ yt I It-i ] = yt - et
La construcción de este tipo de modelos se realiza
de forma muy similar a la de los modelos ARMA, debiendo
cumplirse las etapas de identificación (determinar los
valores de p,q,R y S), estimación, tests de diagnóstico
y predicción, etapas ampliamente detalladas en Engle
(1982) y Weiss (1984) y cuyas propiedades estadísticas
desarrolló Milhoj (1984).
Los modelos ARCH se han utilizado frecuentemente
en aplicaciones económicas. En el campo del análisis de
los tipos de cambio, podemos destacar los trabajos de
Diebold (1988), Diebold y Nerlove (1986), Domowitz y
Hakkio (1985), quienes emplean modelos ARCH para diver-
sos tipos de cambio del dólar encontrándose, en todos
los casos, modelos univariantes con errores ARCH de di-
versos órdenes, en los cuales no se tenían en conside-
ración los posibles comportamientos atípicos de los ti-
pos de cambio analizados. Sin embargo, la genera-
lización de los modelos ARCH, desarrollada por Bollers-
lev (1986), dando paso a los modelos GARCH, ha sido más
ampliamente utilizada en el análisis de los tipos de
cambio (véase, por ejemplo, McCurdy y Morgan (1987),
Engle y Bollerslev (1986), Milhoj (1987), Hsieh (1989)
y Baillie y Bollerslev (1987b) para diversos tipos de
cambio del dólar y Peña (1989) para seis tipos de cam-
bio de la peseta).
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Siguiendo a Bollerslev (1986), el modelo GARCH
para los residuos del modelo (4.7) se expresa mediante
las relaciones:
et I *t-l N{0,ht) (4.9)
R „ M
ht = a 0 + Z ai £2t-i + X p¿ ht_i (4.10)
i=l i=l
cumpliéndose:
M £ 0 , R > 0
OQ > 0, di £ 0 i = 1, ..., R
Pi ¿ 0 i = 1 M
Mientras que en el modelo ARCH la varianza condi-
cional aparece especificada como una función lineal
únicamente de varianzas muéstrales pasadas, el modelo
GARCH permite la introducción de varianzas condiciona-
les retardadas. Como señala Bollerslev (1986), "esto se
corresponde con algún tipo de mecanismo de aprendizaje
adaptativo" (Bollerslev, 1986, pp. 309) y vendría a re-
presentar la extensión del modelo ARCH, en un claro pa-
ralelismo con la extensión del modelo AR al modelo ARMA
general. Los procesos de identificación, estimación y
test de diagnóstico aparecen desarrollados con amplio
detalle en Bollerslev (1986) quien señala que no es po-
sible desarrollar un test general para contrastar la
presencia de efectos GARCH, debido a que el test de los
multiplicadores de Lagrange para un GARCH(R,M) coincide
con el test LM para un ARCH(R+M), lo que es similar a
los resultados hallados por Godfrey (1978) (11). Estos
(11) Godfrey (1978) demostró que los tests LM para los
errores del tipo AR(p) y MA(q) en el modelo de regresión li-
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resultados no son exclusivos del test de los multipli-
cadores de Lagrange, sino que también afectan a los
tests del ratio de verosimilitud y de Wald
Conviene destacar finalmente que los modelos no
lineales analizados utilizan las funciones de autoco-
rrelación simple y parcial de los cuadrados de los re-
siduos de los modelos estimados para identificar los
esquemas BL, ARCH y GARCH. Sin embargo, Diebold (1988)
demuestra que la presencia de efectos ARCH en la serie
provoca que los errores estándar de Bartlett (1946) se
vuelvan más conservadores, proponiendo los errores es-
tándar corregidos por los efectos ARCH. Diebold (1988)
también demuestra que los estadísticos de Box-Ljung y
Box-Pierce también se ven afectados por la presencia de
efectos ARCH provocando que los estadísticos no se dis-
tribuyan como una X^. Por ello, propone una normaliza-
ción apropiada para que estos estadísticos vuelvan a
distribuirse como un X^.
4.4.2 Problemas específicos de los modelos no lineales
Los modelos no lineales de series temporales, que han
recibido en la década de los 80 una especial atención, pre-
sentan ciertos problemas que pueden poner en entredicho los
resultados encontrados desde sus primeros desarrollos. El
primer problema que creemos merece la pena ser destacado
está estrechamente vinculado al problema de los valores atí-
picos. Una de las principales características de las series
supuestamente no lineales es su carácter leptocúrtico, pre-
sentando la distribución de la variable colas más gruesas
neal coinciden y que estos procedimientos de contrastacion
fracasan cuando se considera un modelo ARMA(p,q) completo.
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que las correspondientes a la distribución normal, un volu-
men de frecuencias centrales muy elevado y una clara asimet
ía de la distribución (Friedman y Vandersteel (1982)). Todas
estas características vienen recogidas por los coeficientes
de curtosis y de asimetría que, sin embargo, tal y como se
comentó al principio del capítulo al estudiar las medidas
estadísticas de nuestras variables y como señala Taylor
(1986), se encuentran claramente afectados por la presencia
de valores atípicos, siendo ésta una característica típica
de las variables económicas, por lo que los resultados de
diversos autores que estiman modelos no lineales al observar
los histogramas y los coeficientes de asimetría y curtosis
de las variables económicas que analizan, sin realizar la
intervención de los valores atípicos, pueden ser erróneos.
Por otro lado, la identificación de los modelos no li-
neales se realiza a través de las funciones de autocorrela-
ción simple y parcial de los cuadrados de los residuos de
los modelos ARMA y utilizando la función de correlación cru-
zada entre éstos y tanto y^ -2 como y-^ 2 anteriormente defini-
dos (Weiss (1984) y Maravall (1983)), funciones que pueden
verse afectadas por dos tipos de errores. Primero, como se
comentó anteriormente, la presencia de valores atípicos dis-
torsiona la ACF, PACF y CCF, pudiendo ocasionar la identifi-
cación de efectos no lineales que realmente no son tales. La
segunda fuente de error que pueden incluir los residuos es
la producida por una mala especificación del modelo , hecho
ya destacado por Engle (1982) al intentar explicar los mode-
los ARCH, que, según este autor, pueden recoger el efecto de
alguna variable omitida en el modelo estimado, siendo prefe-
rible, según Engle (1982), localizar dicha variable e in-
cluirla en el modelo. Un ejemplo claro de la desaparición
del efecto ARCH al incluir una variable explicativa origi-
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nalmente omitida puede encontrarse en Lamoureux y Lastrapes
(1990) .
Finalmente, queda por destacar el problema de la inter-
pretación económica que se puede atribuir a los efectos no
lineales, siendo diferente según el modelo no lineal que se
utilice. Por lo que respecta a los modelos bilineales, en la
mayor parte de las ocasiones, se introducen componentes no
lineales con retardos muy elevados (véase Peña (1989)), cuya
interpretación económica es prácticamente imposible, sobre
todo si se están analizando series diarias como las de los
tipos de cambio que se determinan en mercados muy ágiles que
valora escasamente lo ocurrido una o dos semanas antes. Así
los componentes bilineales pueden estar recogiendo los efec-
tos de los valores atípicos tan comunes en series económi-
cas. (12) .
(12) El análisis realizado por Peña (1989) para las se-
ries diarias de 6 tipos de cambio de la peseta abarca un pe-
ríodo de tiempo muy extenso, caracterizado por la sucesión
de múltiples acontecimientos (varios reajustes de paridades
en el S.M.E., el proceso de depreciación del dólar iniciado
en Febrero de 1985, las diferentes cumbres del Grupo de los
7, el 'crash' de octubre de 1987, las cifras del déficit co-
mercial estadounidense etc.), que provocaron fuertes ten-
siones en los mercados de divisas, generando un elevado nú-
mero de valores atípicos cuyas causas son bien conocidas. La
estimación de modelos autorregresivos de órdenes elevados
(hasta de orden 12) y la inclusión de efectos bilineales con
retardos elevados (hasta de orden 10), realizadas en el men-
cionado trabajo, pueden ser el resultado del análisis de las
series sin considerar los múltiples valores atípicos que és-
tas contienen.
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En cuanto a los modelos ARCH y su generalización, la no
linealidad encontrada sobre los cuadrados de los residuos de
cualquier modelo no permite realizar predicciones puntuales
de la variable analizada, siendo únicamente posible determi-
nar el comportamiento futuro de las varianzas, debido a que
estos modelos únicamente analizan la variación de la va-
rianza a lo largo del tiempo. Sin embargo, al proporcionar
estimaciones supuestamente más eficientes de los coeficien-
tes del modelo, podría mejorar, indirectamente, las estima-
ciones que él mismo genera.
4.4.3 Tests de no linealidad - Aplicación a los tipos de
cambio
4.4.3.1 Problemas de los contrastes de no linealidad
Todos los tests de no linealidad, aplicados a
nuestras series (recogidos en el apéndice G), presentan
ciertas deficiencias que conviene destacar. En general,
todos los contrastes presentan una potencia, en los ca-
sos en que ha sido analizada, no demasiado elevada y
todos dependen del tamaño muestral de la serie anali-
zada. Centrándonos en los tests específicos, el con-
traste propuesto por Granger y Newbold (1976), al ba-
sarse en los valores de la función de autocorrelacion
de la variable y en el cuadrado de ésta, presenta el
inconveniente, comentado anteriormente, de los valores
atípleos de las series. Este problema también afecta a
los constrates propuestos por Maravall (1983) y McLeod
y Li (1983), tests que, además, al realizarse sobre los
residuos de los modelos estimados, pueden verse afecta-
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dos por los efectos de un posible error de especifica-
ción del modelo, por lo que la identificación de los
efectos no lineales, a través de estos contrastes,
puede ser muy dudosa. Los tests de Keenan, de bilinea-
lidad y de ARCH presentan el inconveniente de contras-
tar únicamente un tipo de no linealidad, recogido por
el último elemento de la expansión de Volterra, expre-
sión recogida en (G-2). Los tres tests dependen funda-
mentalmente del tamaño muestral, por lo que, en numero-
sas ocasiones, al disponer de una muestra grande, estos
contrastes no rechazarán la presencia de algún elemento
no lineal que, sin embargo, podria venir perfectamente
recogido por un modelo lineal. Por otro lado, la in-
fluencia de los valores atípicos sobre estos contrastes
puede ser también importante, poniendo en duda los po-
sibles efectos no lineales detectados por los tests.
Se debe prestar especial atención al problema
puesto de manifiesto por Weiss (1986) consistente en la
identificación de una modelo bilineal como si fuese un
modelo ARMA con errores ARCH. Es decir, si el verdadero
proceso que sigue una serie es un modelo bilineal y,
sin embargo, sólo se considera un modelo ARMA con erro-
res ARCH, se puede estar incurriendo en un error que
seguramente disminuirá la capacidad predictiva del mo-
delo. Por ello, Weiss (1986) sugiere primero tratar los
efectos bilineales (si es que existen) y posteriormente
analizar la posibilidad de incluir algún efecto ARCH
detectado por el test.
Unido a estos comentarios, destaca el hecho de
que, al llevar a cabo el contraste de la no linealidad
de una determinada serie mediante estos tests, no todos
concluyen siempre en la misma dirección. Se plantea así
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el problema adicional de si la serie presenta algún
tipo de no linealidad, como señalan parte de los con-
trastes, o si los efectos no lineales detectados por
los tests son el resultado de otro tipo de factores,
como puede ser la presencia de valores atípicos.
Por todas estas razones, los resultados de los
contrastes de no linealidad aplicados a los residuos de
los modelos presentados en este capítulo, expuestos a
continuación, deberán tomarse con precaución.
4.4.3.2 Tests de no linealidad aplicados a los tipos de
cambio
Teniendo en cuenta las anteriores consideraciones,
se aplicaron los tests descritos en el apéndice G a los
residuos de los modelos estimados para los tres tipos
de cambio considerados, tests cuyos resultados se pre-
sentan en el apéndice G, recogiendo la tabla 4-18 un
resumen del comportamiento de los mismos.
Al aplicar estos contrastes de no linealidad a los
residuos de nuestros modelos, se busca comprobar si
nuestros residuos pueden contener alguna información
adicional a la aportada por los modelos lineales pre-
sentados en secciones anteriores. Un análisis prelimi-
nar de las medidas estadísticas de los residuos de cada
uno de los modelos, así como de sus histogramas, pre-
sentados en el apéndice F, nos permite destacar que los
residuos no son excesivamente leptocúrticos al ser el
coeficiente de curtosis, en todos los casos inferior a
1. Por otro lado, los coeficientes de asimetría, en to-
das las ocasiones, son reducidos, por lo que la distri-
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rarse prácticamente simétrica. Estos resultados nos
permiten concluir, en una primera aproximación, que los
modelos no presentarán efectos no lineales muy fuertes
aunque deberán ser los tests, construidos especifica-
mente para contrastar este tipo de efectos, aplicados a
los datos, los que determinen el grado de no linealidad
de nuestras series residuales.
A partir de los resultados de los contrastes, re-
cogidos en la tabla 4-18, se pone de manifiesto la dis-
paridad de conclusiones arrojadas por los distintos
tests, que presentan conclusiones en distintas direc-
ciones por lo que el rechazo o la aceptación de la no
linealidad no es claro.
En el caso del tipo de cambio peseta/dólar, aparte
del test de Granger y Newbold que en todos los casos
indica la presencia de algún modelo no lineal, se de-
tecta la existencia de efectos bilineales de orden muy
elevado. Las evidentes dificultades en la interpreta-
ción económica de estos efectos nos llevan a desechar
su modelización, pudiendo ser causada la significativi-
dad de efectos bilineales con retardo alto por la pre-
sencia de algún valor atípico. Sin embargo, la detec-
ción de efectos ARCH (como mucho de orden R=4) puede
verse ratificada por la conclusión de no linealidad del
test de Maravall asi como por la ACF del cuadrado de
los residuos del modelo (D-l), presentada en el gráfico
4-40. Estos residuos presentarían, por tanto, única-
mente efectos ARCH.
Los residuos de los modelos del tipo de cambio pe-
seta/marco se encuentran libres de efectos no lineales,


























Gráfico 4.40: Tipo de caibio peseta/dólar: función de autocorrela'ion sinple
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trastes presentados en la tabla 4-18, indicándonos que
los modelos descritos en páginas anteriores {el paseo
aleatorio con constante e intervenciones y la función
de transferencia con el diferencial de tipos de interés
interbancarios a 1 raes) recogen toda la información del
tipo de cambio sin que parezca posible, mediante la in-
clusión de algún efecto no lineal, mejorar los resulta-
dos anteriores.
Finalmente, los contrastes de no linealidad reali-
zados sobre los residuos de los modelos del tipo de
cambio peseta/franco ponen de manifiesto que un error
de especificación en el modelo puede generar efectos no
lineales, hecho que se comprueba al comparar los resul-
tados de los tests sobre los residuos de los tres pri-
meros modelos (paseo aleatorio con constante y con in-
tervenciones, ARIMA(0,1,0)(2,0,0)3=5 con intervenciones
y la función de transferencia con el diferencial de ti-
pos de interés interbancarios a 3 meses) con los resul-
tados para los residuos de la función de transferencia
que incluye al marco como indicador, en los que se re-
chazarla la no linealidad en todos los casos, excepto
en el test de Granger y Newbold, que acepta la no
linealidad en todas las ocasiones, en los estadísticos
Q*{24) y Q*(36) de Maravall y en el test de bilineali-
dad para i=8 y j=12, pudiendo ser, en estos casos, la
presencia de algún valor atípico la causante de este
resultado. En el resto de los modelos estimados para el
tipo de cambio peseta/franco, los efectos no lineales
que podrían presentarse serían del tipo bilineal, aun-
que de órdenes elevados, no existiendo, en niguno de
los casos efectos ARCH.
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4.4.4. No Linealidad - Comentarios finales
Los resultados de los tests de no linealidad pre-
sentados en esta sección nos permiten concluir que úni-
camente el modelo ARMA(1,1) con constante y con inter-
venciones estimado para el tipo de cambio peseta/dólar puede
presentar algún efecto no lineal que, de existir, sería del
tipo ARCH. El resto de los modelos lineales estimados para
los otros dos tipos de cambio no presentarían estructura no
lineal en los residuos/ resultado bastante claro para el
tipo peseta/marco (ningún test, excepto el de Granger y New-
bold, señala la existencia de no linealidad) y algo dudoso
para el tipo de cambio peseta/franco, debido a que sólo los
tests de bilinealidad detectan la presencia de efectos bili-
neales aunque de orden elevado, de difícil interpretación
económica. Finalmente, estos resultados ponen de manifiesto
la importancia de un error en la especificación del modelo
sobre la detección e identificación de los modelos no linea-
les .
Por otro lado, el estudio de la posible no linealidad
sobre los residuos de los modelos presentados en este capí-
tulo nos permite extraer principalmente tres conclusiones:
1) Antes de presentar modelos no lineales, tan de
moda últimamente, se debe realizar un exhaustivo análi-
sis de los datos, identificando tanto los valores atí-
picos como sus causas, que suelen estar presentes en
casi todas las series económicas. La cuidadosa especi-
ficación del modelo merece también un énfasis especial,
con el fin de evitar la identificación de efectos no
lineales que serían correctamente recogidos por un mo-
delo lineal sencillo. Finalmente, merece la pena tener
especial cuidado con la inclusión de elementos no
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lineales, de manera que tengan una interpretación eco-
nómicamente válida.
2) Al realizar el contraste de los posibles efectos no
lineales deben considerarse los múltiples problemas que
los tests empleados pueden presentar. Estos nos pueden
conducir a la aceptación de modelos no lineales cuyos
efectos podrían ser perfectamente recogidos mediante la
especificación de un modelo lineal, con el cual es mu-
cho más sencillo trabajar y cuya interpretación econó-
mica suele ser inmediata.
3) Entre los resultados encontrados para nuestros tipos
de cambio destaca que únicamente el tipo de cambio pe-
seta/dólar puede presentar efectos no lineales claros
bajo la forma de un modelo ARCH, como máximo de orden
5. El caso del marco no presenta evidencia de efecto no
lineal, mientras que para el tipo de cambio pe-
seta/franco, los contrastes detectan algún efecto bili-
neal para los tres primeros modelos siendo el modelo de
la función de transferencia con el marco el que estaría
libre de tales efectos, evidenciando la importancia de
los errores de especificación en la detección de los
efectos no lineales. Sería pues deseable que al igual
que ocurre con otros conceptos estadísticos fundamenta-
les, como por ejemplo la existencia o no de procesos de
ruido blanco, estos se refieran siempre al conjunto de
información determinado con el que se está trabajando.
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4.5 CONCLUSIONES
En este capítulo, se ha abordado el estudio de las se-
ries de tipos de cambio diarias, buscando generalizar los
resultados anteriormente obtenidos para los tipos mesuales.
Se ha verificado de nuevo la hipótesis de eficiencia en sen-
tido débil aunque, para los datos de tipos de cambio dia-
rios, el cumplimiento de esta hipótesis no se apreciaba en
tantas ocasiones como en el caso mensual. De aquí se puede
concluir que aunque la determinación de las cotizaciones
diarias del dólar, del marco y del franco en el mercado de
divisas de Madrid se realiza de forma eficiente, es posible
que las intervenciones del Banco de España en el mercado,
las reuniones del grupo de los siete y las llamadas
'noticias' ('news', Frenkel (1981)) generen ineficiencias
provocando que el mercado español de divisas, a nivel dia-
rio, no sea del todo eficiente en sentido débil.
Por otro lado, a través del análisis univariante y bi-
variante y de la intervención de los numerosos valores atí-
picos que presentan las series diarias y que distorsionan
tanto las medidas estadísticas como la ACF, PACF y CCF, se
han encontrado, para los tres tipos de cambio analizados,
modelos cuyas predicciones mejoran a las obtenidas con el
simple modelo de paseo aleatorio con constante, modelo que,
según la teoría de la eficiencia en sentido débil, explica
el comportamiento de las variables determinadas en mercados
eficientes.
Finalmente, el análisis de la no linealidad realizado
en la última sección pone de manifiesto como únicamente el
modelo univariante estimado para el tipo de cambio pe-
seta/dólar presenta evidencia clara de errores ARCH, mien-
tras que los modelos del tipo de cambio peseta/franco po-
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drían incluir algún efecto bilineal, aunque de orden ele-
vado, siendo difícil su interpretación económica. Queda por
fin resaltar la importancia del tipo de cambio peseta/marco
como indicador del tipo peseta/franco, facilitando un modelo
de función de transferencia que además de proporcionar exce-
lentes predicciones de tipo de cambio peseta/franco, elimina
la presencia de los posibles efectos bilineales detectados
en el resto de los modelos, poniéndose de manifiesto como
muchos de los efectos no lineales pueden ser el resultado de
la omisión de variables relevantes en el modelo original así
como de la no intervención de los valores atípicos que sue-




El objetivo principal de esta tesis consistía en llevar
a cabo un análisis exhaustivo del mercado español de divisas
a través de los tipos de cambio de la peseta con respecto a
tres de las principales divisas que cotizan en nuestro mer-
cado. A partir de lo expuesto en capítulos previos, las
principales conclusiones que se pueden extraer son las si-
guientes :
1 - El mercado español de divisas en los períodos mués-
trales analizados se puede considerar eficiente en sen-
tido débil aunque el grado de eficiencia difiere según
el tipo de datos cpje se consideren. Los contrates rea-
lizados para verificar la eficiencia del mercado espa-
ñol de divisas demuestran que éste presenta evidencia
de eficiencia débil cuando las observaciones de los ti-
pos de cambio vienen medidas mensualmente. Sin embargo,
al considerar las observaciones diarias de las cotiza-
ciones de las monedas, aparece un mayor número de osci-
laciones bruscas no causadas por factores puramente
económicos que pueden ser la causa del rechazo de la
hipótesis de eficiencia en la mayor parte de los tests
realizados, por lo que el mercado diario de divisas no
puede considerarse totalmente eficiente.
2 - En el estudio de las series de los tipos de cambio,
tanto mensuales como diarios, se demuestra que el aná-
lisis de intervención de los comportamientos atípicos,
tan comunes en economía, es fundamental. Por un lado,
la modelización de los valores atípicos de las series
mensuales de los tipos de cambio peseta/marco y pe-
seta/franco ayuda a obtener importantes mejoras predic-
tivas con respecto al modelo de paseo aleatorio con
tendencia, modelo cuyo comportamiento siguen las varia-
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bles determinadas en los mercados eficientes. Por lo
que respecta al análisis de los tipos de cambio dia-
rios, la modelización de los valores atípicos, cuyas
causas son conocidas, pone de manifiesto, además de la
mejora de las predicciones, la posibilidad de que gran
parte de los modelos no lineales encontrados en este
tipo de series puedan venir provocados por la presencia
de estos valores atípicos que distorsionan fuertemente
tanto las medidas estadísticas como las funciones de
autocorrelación simple y parcial de nuestras series.
3 - En el período muestral considerado a nivel mensual,
únicamente se encontraron relaciones dinámicas entre le
tipo de cambio peseta/marco y sus 'determinantes funda-
mentales', poniéndose de manifiesto como la considera-
ción de un conjunto de información más amplio genera
importantes genera importantes mejoras a nivel predic-
tivo, surgiendo la posibilidad de arbitraje.
Destaca, asimismo, el hecho de que para los datos
mensuales de los tipos de cambio peseta/dólar y pe-
seta/franco no se encontraron relaciones dinámicas con
los 'determinantes fundamentales' respectivos, refor-
zando la idea de que estos dos tipos de cambio presen-
tan el comportamiento típico de las variables determi-
nadas en mercados eficientes al tiempo que pone de ma-
nifiesto que la consideración del conjunto de informa-
ción de los 'determinantes fundamentales' no contribuye
a la explicación, tanto pasada como futura, de las co-
tizaciones en pesetas del dólar y del franco.
4 - La evidencia empírica utilizando las observaciones
diarias nos permite concluir el incumplimiento de la
teoría de la paridad descubierta de los tipos de inte-
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res, tanto Ínterbancarios como en el euromercado, para
el caso del tipo de cambio peseta/dólar en el período
muestral considerado, encontrándose, únicamente, rela-
ciones dinámicas entre los tipos de cambio peseta/marco
y peseta/franco y los diferenciales de los tipos de in-
terés Ínterbancarios a un mes y a tres meses respecti-
vamente. La principal causa del fracaso de la teoría de
la paridad descubierta de los tipos de interés, para
los tipos y plazos considerados, puede encontrarse en
las masivas intervenciones del Banco de España en el
mercado español de divisas en el período considerado,
con el objeto de frenar las entradas de capital extran-
jero atraído por los elevados tipos de interés españo-
les .
5 - El supuesto papel predominante del dólar en el mer-
cado español de divisas, marcando las pautas del com-
portamiento de las otras dos monedas consideradas, no
aparece corroborado por los datos, siendo, sin embargo,
el tipo de cambio peseta/marco un excelente indicador
de las fluctuaciones del tipo de cambio peseta/franco.
Se puede por tanto deducir que la proximidad de la in-
corporación de la moneda española al mecanismo cambia-
rio del Sistema Monetario Europeo condicionó de forma
decisiva la actuación del Banco de España, buscando
mantener la fluctuación de la peseta con respecto al
marco y al franco dentro de unos límites estables.
6 - El estudio de la posible no linealidad de nuestras
series presentado en esta investigación pone de mani-
fiesto diversos hechos. Por un lado, la presencia de
valores atípicos en las series económicas puede ser la
causante de la especificación de modelos no lineales
que en numerosas ocasiones carecen de interpretación
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económicamente válida. Por otro lado, los contrastes
desarrollados para analizar la presencia de efectos no
lineales, además de no presentar una potencia elevada,
no son concluyentes en la misma dirección, pudiendo
además sugerir efectos no lineales que podrían ser sa-
tisfactoriamente recogidos por modelos lineales senci-
llos. Por último, para las tres variables analizadas,
los contrastes de no linealidad únicamente detectaron
efectos no lineales, del tipo ARCH, para el tipo de
cambio peseta/dólar, destacando el hecho de que todos
los tests de no linealidad, excepto el de Granger y
Newbold, efectuados sobre los residuos de los modelos
del tipo de cambio peseta/marco indican la inexistencia
de efectos no lineales. Por su parte, los contrates de
no linealidad efectuados para el tipo de cambio pe-
seta/franco detectan únicamente efectos bilineales de
órdenes elevados de difícil interpretación económica.
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Tests de Contraste de la Hipótesis
de Paseo Aleatorio
h-'l
2) TEST DE WHITTLE
Whittle construye un estadístico para medir o comparar
la bondad del ajuste del modelo estimado bajo la hipótesis
nula frente a la bondad del ajuste del modelo estimado bajo




donde * ÜQ ÜQ es la suma residual del modelo bajo la
hipótesis nula que puede incluir cualquier modelo ARIMA. En
nuestro caso, la hipótesis nula vendrá dada por la expre-
sión:
H o : S •£ — S £_ l + 6 + ^ t
* üi'üi representa la suma residual del modelo
ajustado bajo la hipótesis alternativa que en nuestro caso
incluye modelos ARIMA
* k es el número de parámetros adicionales in-
cluidos en el modelo estimado bajo la hipótesis alternativa
respecto al modelo bajo la hipótesis nula. Whittle demostró
que este estadístico, bajo la hipótesis nula, se distribuye
como una X2 con k-p grados de libertad, siendo p el número
de parámetros incluidos en el modelo bajo la hipótesis nula
(en nuestro caso, p=0)
A-3
La filosofía del contraste supone que un valor signifi-
cativo de 4 indica un mal ajuste, mientras que un valor de *
reducido implica un ajuste satisfactorio.
3) TEST DE HARVEY O DE PREDICCIONES EXTRAMUESTRALES
Harvey desarrolla un test para comparar el poder pre-
dictivo de distintos modelos. Sea
yt =
t=l, 2, T
el modelo estimado, donde €^ - NID(0,CJ2).
Para el período de predicción, podemos definir el error
de predicción mediante la expresión:
GT+j/T = YT+j " alYT+j-l " a2YT+j-2 ~ ••• ~ arYT+j-r
= Y T + j - YT(j) j = 1, 2, 1
siendo YT(D) ia predicción obtenida con el modelo para
el momento T+j. Los errores de predicción también serán
NID(O, a 2 ) .
Harvey, a partir de estos errores de predicción, cons-
truye el estadístico:
que se distibuye como una X2 con 1 grados de libertad,
siendo 1 el número de predicciones u2 un estimador consis-
tente de la varianza residual.
En nuestro caso, al ser el modelo bajo la hipótesis
nula:
Ho: St = St-i + 6 + Ct; Gt - NID(0,a2)
el error de predicción vendrá definido por:
GT+j/T = sT+j ~ STÍJ) = sT+j " sT+j-l ~ 6
Bajo la hipótesis alternativa, se incluyen diversos mo
delos ARIMA por lo que podemos expresar la hipótesis alter
nativa:
Hi: *(B)St = 6(B)€t £t - NID(0,a2)
y los errores de predicción vendrán dados por la expre
sión:
€T+j/T = sT+j ~
= ST+j - *(B)ST+j - Ó(B)GT+j
Un valor significativo de \i(l) puede estar indicando
dos cosas:
- que las observaciones muéstrales y las observaciones
postmuestrales están generadas por procesos distintos ó
A-5
- que el modelo ajustado a las observaciones muéstrales
contiene error de especificación
En general, la conclusión que se extrae al obtener un
valor para el estadístico superior al correspondiente a la
X2 es que el modelo es, en alguna medida, inadecuado.
4) SELECCIÓN DE MODELOS BASADA EN CRITERIOS DE INFORMACIÓN
A - Criterio de Información de Akaike (1974)
Este criterio se basa en conceptos teóricos de informa-
ción (criterio de información de Kullback-Leibler). Aplicán-
dolo al campo de los modelos ARIMA, se escogería el orden
(P/Q) <Jue minimiza el valor de:
AIC = -21n(máxima verosimilitud) + 2(p+q)
Si se utiliza la función de log-verosimilitud concen-
trada :
L* = -n/2 lnS2 - n/2 + constante
donde S2 es el estimador máximo verosimil de la va-
rianza de la perturbación, se puede expresar el criterio de
Akaike como:
AIC = nlnS2 + 2(p+q) + constante
A-e
B - Criterio de Información de Schwarz (1978)
El criterio de probabilidades a posteriori propuesto
por Schwarz (S(p,g)) consiste en la minimización de la ex-
presión:
S(p,q) = nlnS2 + (p+q)ln(n)
donde S2 es el estimador máximo verosimil de la va-
rianza de las perturbaciones. Así, se escogerla el modelo
ARIMA de orden (p,q) que minimizase la expresión S(p,q).
TEST DE DICKEY - FULLER (1981)
Partiendo del modelo general:
y t = a + p ( t - l - l/2n) +
donde t = 1, 2, , n; yj_ fijo y ut - N(0,a2)
Dickey - Fuller derivan un test de razón de verosimili-
tudes para contrastar la hipótesis nula:
H0: (a, p, 6) = (a, 0, 1)
frente a la hipótesis alternativa
Hi: (a, p, 6) 4 (a, p, 6)
El estadístico que proponen se expresa por:
A-7
SR0 - SRi ]/ Ki - K0
i/ n - Ki
donde
* SRQ es la suma residual del modelo estimado bajo la
hipótesis nula
* SRi es la suma residual del modelo estimado bajo la
hipótesis alternativa
* KQ es el número de parámetros incluidos en el modelo
bajo la hipótesis nula
* Ki es el número de parámetros incluidos en el modelo
bajo la hipótesis alternativa
* n es el tamaño muestral
Este estadístico presenta la particularidad de que,
para realizar el contraste y por tanto verificar el rechazo
o no rechazo de la hipótesis nula, el valor de *3 se tiene
que comparar con los valores de la tabla construida por Dic-
key y Fuller utilizando métodos de Monte Cario, para un de-
terminado nivel de significación y el tamaño muestral que
estemos considerando.
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II TESTS ENMARCADOS EN EL ENFOQUE BAYESIANO
1) MAYORES INTERVALOS DE CONFIANZA A POSTERIORI
En este tipo de contratación se acepta o rechaza la hi
pótesis nula, que en nuestro caso es:
HQ: 3 = 1 en Zt = a +
para el nivel de significación a si el valor de 0=1 se
encuentra o no dentro del intervalo de mayor densidad de
probabilidad a posteriori (Higher Probability Density ínter-
val (HPD)) con un contenido de probabilidad preestablecido
1-a.
Al aplicar este tipo de test a nuestro caso, el modelo
será:
St = a + PSt-i + ut t = 1, 2, ..., T IA-1]
con ut - NID(O,a2) y SQ dado.
La función de verosimilitud es proporcional a:
T
l(a, p, a/ S, S0) a a"1 exp ( - 2 [St - a - pst-il2 / 2o2 )
donde S. = (Si, S2, S3, .. ., Sx) . Si representamos la
información a priori difusa sobre los parámetros mediante la
expresión:
P(a, 0, a) a l/a
A-9
a través del teorema de Bayes obtenemos la probabilidad
a posteriori conjunta:
T
P(a, P, 0/ S, SQ) a cr<t+1) exp (- £ [St - a - pS t-i] 2/ 2a2
t=l
Integrando esta probabilidad a posteriori con respecto
a (a, p), Zellner (1971) demuestra que:
(p - P) / S(p)
se distribuye como una t de Student con t-2 grados de
libertad donde p y S(p) serán los coeficientes de regresión
y el error estándar respectivamente al aplicar mínimos cua-
drados a la ecuación:
Zt = ai +
 y St-i + ut [A-2]
donde Z^ = St - St-i
i' = (1, 1 1)
Tf = (P - 1)
u t - N(0/a2IT)
De esta forma, se construiría el intervalo con mayor
densidad de probabilidad a posteriori (HPD).
Conviene destacar que:
(p - P)/S(P) - t ( t_ 2 )
¿-10
se mantiene también como resultado para muestras de ta-
maño reducido, mientras que, en la teoría muestral, este re-
sultado se cumple únicamente de forma asintótica.
RATIOS DE PROBABILIDADES A POSTERIORI (POSTERIOR ODDS RATIOS
(POR))
a) POR utilizando Probabilidades a Priori Difusas
En el modelo [A-2J se quieren comparar las hipótesis:
HQ: 1 = 0 - c o < a < o o ; 0 < a < c o
H i : — oo < -y < o o ; — oo < a < oo; 0 < a < oo
El POR se define para las hipótesis HQ y H^ mediante la
expresión:
rr
l(S/a, o, H0) P(o, o/ H0) da da
l(S/a,i , a, Hi) P(a,y , o/ K^) da áy áa
[A-3]
donde 1(S/ ., Hj) representa la función de verosimili-
tud bajo la hipótesis Hj y los rangos de integración son: (-
oo, oo) para a y y y (0, oo) para o. 7TQ/TTI representa el co-
ciente de probabilidades a priori asignadas a la hipótesis
nula y a la hipótesis alternativa. Estas se suelen conside-
rar iguales: TTQ = TT^  = 1/2, de manera que a priori no se fa-
vorece ninguna hipótesis.
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En este caso, las pdf a priori se considerarán difusas
por lo que pueden expresarse por:
P(a, a / HQ) a 1/a -m < a < »; 0 < o <
P(a, T , a / Hi) a f ( Y / a) / a -co < a < »; o < a <
donde f( Y / a) es una distribución de Cauchy para
dado o. centrada en 0 con la siguiente expresión:
f( y/ O) = Ti"* [ S (St-1 - S_!) 2 / To2 ]l/2
T
[ 1 + Y2 Z (St-l " S_!) / T a ]
_ T 1
donde S_i = X St
El resultado final de la integración exacta del numera-
dor y la integración aproximada del denominador se puede ex-
presar (Zellner y Siow (1980, p. 592)) como:
(i - R2}n-3/2
donde T(l) = 1 y R2 representa el coeficiente de deter-
minación obtenido al estimar por mínimos cuadrados el modelo
[A-2].
b) POR utilizando a Priori Natural Conjugada
En este caso la información a priori sobre los paráme-
tros del modelo [A-2], dadas nuestras funciones de verosimi-
litud normales, serán una función de probabilidad Gamma In-
vertida (IG) para la desviación estándar y una función de
densidad de probabilidad Normal (N) para los parámetros a
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y Y . De esta forma, las probabilidades a priori vendrán
dadas por las expresiones:
- Para la hipótesis nula
HQ: Y - 0; -oo < a < oo; o < a < co
Pía, o/ H0) = PN(a / a, H 0).PIG«T / H0>
a a"1 exp [ -h (a - ao) 2/ 2a2 ]
.
 a-(v0 + 1), exp(-v0s02/2CT2)
donde h, VQ y "so s o n escalares positivos, oto es la me-
dia a priori de a bajo la hipótesis nula y a2h-1 es la va-
rianza.
Para la hipótesis alternativa
Hi: -oo < Y < co; -OD < a < i»; 0 < a < oo;
P(a, Y , a / Hi) = PN(a, Y / o, H!).PIG(a / Hi)
a o-2.exp(-(9 - Q)'A (6 - §)/ 2a2)
,o-(vl+1)exp(-v1s12/2a2)
donde vi y s^ son escalares positivos, A es una matriz
seraidefinida positiva, 6 = (a, y )' y 6 = (á, V )', 6 es el
vector de medias a priori para los dos parámetros bajo la
hipótesis alternativa y a2A-1 es su matriz de covarianzas a
priori.
El POR tendrá de nuevo la forma [A-3] en el que el nu-
merador será proporcional a:
A-I3
a JJ a-(T+v0+2)exp[-(v0s02 + Z (St - St_i - a) 2 +
h(a - áo)) / 2o2 ] da da
y el denominador será proporcional a:
o-(T+v0+3)exp[(.v1s12 + S(St - St-i - a - Y st-l) 2
+ (9 - 9)'A (9 - 9))/ 2o2] da dY da
donde los rangos de integración de las integrales y de
los sumatorios son los mismos que antes.
La expresión final para KQI, una vez resueltas las in-
tegrales, es (Zellner (1971, p. 309)):
*0
KOi = . [A-4]
ko(h/x + i'i)l/2 (voso + (T-l)a02 + Q0)"(v0+T)/2
kx ( | A| / |A + X'X|)V2 (ViSi2 + (T-2)ai2 + Q1)
donde * Qo = (o0 - a0)[B"1 + (i-i)"1]"1
* Qi = (9 - éj'ÍA"1 + X'X" 1]" 1 (9 - 9)
* X'X = [i S_i]'[i S_!]
* kj = [r((Vj+T)/2)) (vjsj2)VJ/2)/(r(vj/2)iTT/2)]j=0íl
* Oj 2 = estimaciones mínimo cuadráticas de la varian-
za de los residuos bajo Hj (j= 0,1)
* a, y = estimaciones mínimo cuadráticas de los coefi-
cientes de regresión bajo HQ y H^ respectiva-
mente.
APÉNDICE B
Modelos Estimados y Funciones de Correlación
APÉNDICE B: MODELOS ESTIMADOS(*) Y FUNCIONES DE CORRELACIÓN
I- MODELOS ESTIMADOS
* TIPO DE CAMBIO PESETA/DOLAR
1) (l-B)St = .0041 + a t
(.0027)
RSS = .102775; T = 119; R2 = .0
2) S t = -.0075 - .00023t + 1.002St-i + a
(.057) (.00011) (.0120)
RSS = .096332; T = 119; R2 = .991
3) S t = .077 + -9845St_! + a t
(.041) (.0087)
RSS = .10093; T = 119; R2 = .991
4) (l-B)St = .0077 - .0154St_1 + a t
(.0415) (.0087)
RSS = .10093; T = 119; R2 = .018
5) ARIMA(l,1.0) + CONSTANTE
(l-B)St = .0041 + .0523(1-6)5^! + a
(.0029) (.0970)
RSS = .0897327; T = 108; R2 = .992
(*)Errores estándar entre paréntesis
B-2
6) ARIMA(2.1.0) + CONSTANTE
(l-B)St = .0041 + .0523(l-B)St-i +
(.0029) (.0946)
,2464(l-B)St_2 + a t
(.0960)
RSS = .0841849; T = 108; R2 = .992
7) ARIMA(3,l,0) + CONSTANTE
(l-B)St = .0028 - .0055(l-B)St.! +
(.0028) (.0962)
,2404(l-B)St_2 + .1654(l-B)St-3 + a t
(.0947) (.0992)
RSS = .0809692; T = 108; R2 = .992
8) ARIMA(4,l,0) + CONSTANTE
(l-B)St = .0022 - .0277(l-B)St-1 +
(.0029) (.0975)
,2064(l-B)St-2 + .1708(l-B)St_3 + .1510(1-B)St_4 + a t
(.0971) (.0987) (.0999)
RSS = .0791969; T = 108; R2 = .993
9) ARIMA(0,1,1) + CONSTANTE
(l-B)S-t « .0041 + at + -0375at«i
(.0029) (.0962)
RSS = .0900729; T = 108; R2 = .992
10) ARIHA(0,l,2) + CONSTANTE
(l-B)St = .0040 + at + .0085at-i + .1906at-2
(.0033) (.0951) (.0955)
RSS = .0860898; T « 108; R2 = .992
fi-1
11) ARIMA(O,1,3) + CONSTANTE




RSS = .0853052; T = 108; R2 = .992
12) ARIMA(0,l,4) + CONSTANTE
(l-B)St = .0037 + at - ,0387at-i + .1876at_2
(.0034) (.0952) (.0958)
+ .0224at_3 + .1755at-4
(.0963) (.0953)
RSS = .0833570; T = 108; R2 = .992
13) ARIHAf1,1,1) + CONSTANTE
(l-B)St = -0006 + .8586(l-B)St-i + at " -9659at-i
(.0005) (.0800) (.0503)
RSS = .0800838; T = 108; R2 = .993
14) ARIMA(2,1.0) + CONSTANTE
(l-B)St = .0002 + ,7014(l-B)St-i + .2399(1-B)St_2
(.0007) (.1311) (.1050)
(.1053)
RSS = .0766073; T = 108; R2 = .993
15) ARIMA(1,1,2) + CONSTANTE




RSS = .0764214; T = 108; R2 = .993
* TIPO DE CAMBIO PESETA/HARCO
1) (l-B)St = .0056 + a t
(.0020)
RSS = .0453929; T = 119; R2 = .991
2) S t = .1033 + .OOOlt + .97503^! + a t
(.122) (.5210) (.0310)
RSS = .047038; T = 119; R2 = .992
3) S t = .0422 - .9904St_! + a t
(.0326) (.0082)
RSS = .047038; T = 119; R2 = .9918
4) (l-B)St = .0422 - ,0095St-i + a t
(.0326) (.0082)
RSS = .047038; T = 119; R2 = ,0029
5) ARIMA(1,1,0) + CONSTANTE
(l-B)St = .0059 - .0310(l-B)St_! + a
(.0021) (.0970)
RSS = .0452105; T = 108; R2 = -991
6) ARIMA(2,l,0) + CONSTANTE
(l-B)St = .0057 - .0354(l-B)St_! +
(.0021) (.0964)
.0892(l-B)St_2 + a t
(.0963)
RSS = .0440642; T = 108; R2 = .991
7) ARIMA(3,l,0) + CONSTANTE
(l-B)St = .0056 - .0863(l-B)St_! +
(-0021) (.0929)
.0781(l-B)St_2 + -1682(l-B)St_3 + a t
(.0919) (.0921)
RSS = .0395571; T = 108; R2 = .992
Kr
8) ARIMA(4.1,0) + CONSTANTE
(l-B)St = .0063 - ,0820(l-B)St-l +
(.0022) (.0980)
.0813(l-B)St-2 + .1627(l-B)St_3 - - 0957(1-B)St_4 + a t
(.0933) (.0921) (.0938)
RSS «= .0390585; T = 108; R2 = .992
9) ARIMA(0,l,l) + CONSTANTE
(l-B)St = .00561 + a t - .0260at_!
(.0019) (.0961)
RSS = .0453560; T = 108; R2 = .991
10) ARIMA(0,1.2) + CONSTANTE
(l-B)St = .0056 + a t - .0674at_! + .1370at_2
(.0021) (.0959) (.0940)
RSS = .0447183; T = 108; R2 = .991
11) ARIMA(0,l,3) + CONSTANTE




RSS = .0429471; T = 108; R2 = .992
12) ARIMA(0.1.4) + CONSTANTE
(l-B)St = .0055 + a t - .0264at_! + .1093at_2
(.0023) (.0960) (.0930)
+ .2176at-3 - .1135at-4
(.0883) (.0908)
RSS = .0425775; T = 108; R2 = .992
13) ARIMAd.1.11 + CONSTANTE
(l-B)St = -0021 + .6806( l -B)S t _! + a t - ,6726at - i
(.0018) (.2808) (.2909)
RSS = .0438761; T = 108; R2 = .991
B-t
14) ARIMA(2,l,0) + CONSTANTE
(l-B)St = .0032 + ,3804(l-B)St-i + .1223(1-B)St-2
(.0019) (.2824) (.0946)
(.2830)
RSS = .0423616; T = 108; R2 = .992
15) ARIMA(1,1,2) + CONSTANTE




RSS = ,0430775; T = 108; R2 = .992
* TIPO DE CAMBIO PESETA/FRANCO
1) (l-B)St = .0019 + a t
(.0019)
RSS = .0412515; T = 108; R2 = .952
2) St = .0234 + .OOOlt + .91983^! + a t
(.1252) (.0001) (.0431)
RSS = .041443; T = 119; R2 = .954
3) St = -0853 - .9710St_i + a t
(.0569) (.0196)
RSS = .042076; T = 119; R2 = .954
4) (l-B)St = .0853 - .0289St_! + a t
(.0569) (.0196)
RSS = .042076; T = 119; R2 = .0099
..1
5) ARIMA(l.l.O) + CONSTANTE
(l-B)St = .0020 + ,0265(l-B)St-i + a(.0019) (.0971)
RSS = .0410518; T = 108; R2 = .952
6) ARIMA(2.1,0) + CONSTANTE
(l-B)St = .0020 + ,0165(l-B)St-i +
(.0019) (.0963)
,1395(l-B)St_2 + a t(.0962)
RSS = .0398069; T = 108; R2 = .953
7) ARIMA(3.1,0) + CONSTANTE
(l-B)St = .0025 - ,0141(l-B)St-l +
(.0019) (.0952)
,1232(l-B)St_2 + .0295(l-B)St_3 + a t
(.0937) (.0949)
RSS = .0372226; T = 108; R2 = .956
8) ARIMA(4.1.0) + CONSTANTE
(l-B)St = .0030 - .0203(l-B)St-i +
(.0019) (.0966)
,1478(l-B)St-2 + .0312(l-B)St_3 - .1996(1-B)St_4 + a t
(.0936) (.0932) (.0933)
RSS = .0355395; T = 108; R2 = .957
9) ARIMA(0,1.1) + CONSTANTE
(l-B)St = .0019 + a t + .0202at-i
(.0019) (.0963)
RSS = .0412290; T = 108; R2 = .952
10) ARIMA(0,l,2) + CONSTANTE
(l-B)St = .0020 + a t - .00983^! + .1881at_2
(.0022) (.0954) (.0943)
RSS = .0400869; T = 108; R2 = .954
11) ARIMA(0.1,3) + CONSTANTE




RSS = .0399255; T = 108; R2 = .954
12) ARIMA(0,l,4) + CONSTANTE
(l-B)St = .0021 + a t - .0171at_! + .1110at_2
(.0019) (.0952) (.0946)
+ .0556at_3 - ,1764at_4
(.0917) (.0907)
RSS = .0391718; T = 108; R2 = .955
13) ARIMA(1,1,1) + CONSTANTE
(l-B)St = .0011 + .5947{l-B)St-i + at - -5724at-i
(.0010) (.2993) (.3110)
RSS = .0400581; T = 108; R2 = .953
14) ARIMA(2,l,0) + CONSTANTE
(l-B)St = .0016 + ,3117(l-B)St-i + .0918(1-B)St_2
(.0013) (.3276) (.0985)
(.3260)
RSS = .0392419; T = 108; R2 = .954
15) ARIMA(1,1,2) + CONSTANTE
(l-B)St = .0012 + ,4948(l-B)St-i + at -
(.0013) (.2757)
.4796at-i + . 1036a-t-2
(.2769) (.0969)
RSS = .0399365; T = 108; R2 = .953

























































































































































































































































































































Cí-riKES DE AUTOCORRELA^ 1DN SIüPLF T PARCIAL
















- . 0 3 7 8 5
- . 0 8 3 7 8
-. 11846
- . 1 4 1 8 7
- . 1 6 5 7 9
- . 2 0 1 4 5
- . 2 2 7 4 7
- . 2 4 3 0 4
- . 2 4 4 2 0
- . 2 5 0 5 6
- . 2 6 1 0 6
PACF
.90403 ,
- . 1 8 7 7 8 .
. 01571 .
. 00271 .
- . 0 1 3 0 3 .
.00494 .
- . 0 3 2 1 6 .
- . 0 0 2 6 2 .
- . 0 1 6 5 5 .
- . 0 1 4 0 5 .
- . 0 2 9 3 1 .
. 00494 -.
- . 1 9 9 2 1 -.
. 0 0 1 0 2 -,
. 0 3 0 0 7 -.
- . 0 2 4 1 1 -.
. 0 0 6 6 3 -.
- . 0 6 3 5 9 -.
- . 0 9 7 4 6 -,
. 0 2 7 2 2 -.
- . 0 0 4 4 3 -.
. 0 2 8 2 2 -.
- . 0 7 4 3 1 -.






























- . 0 8 6 3 1
.00397
.01583
- . 1 6 7 2 8
. 0 8 6 9 2
- . 0 9 5 6 1
- . 1 3 3 1 9
.00567
.00641
- . 1 0 9 3 3
.02464
- . 1 1 8 2 4
- . 0 7 8 8 7
. 1 5 2 5 5
- . 0 8 2 0 9
- . 0 2 6 5 0
- . 0 8 4 4 5
- . 1 2 4 3 1
.05200
- . 0 7 6 6 3
.04001
- . 0 0 5 8 6














- . 0 1 5 2 3
- . 1 2 7 9 7
- . 1 9 6 9 1
- . 2 4 3 5 3
- . 2 7 8 1 7
- . 2 9 2 0 6
- . 2 9 4 4 2
- . 2 9 9 0 6
- . 3 0 4 0 4
- . 3 2 5 6 6
- . 3 4 2 4 3
- . 3 6 5 9 7
- . 3 9 8 9 4
PACP
.87250
- . 1 5 5 7 6
,00714
- . 0 2 4 0 9
- . 2 2 8 7 4
.10604
- . 0 3 7 4 7
.02223
-10157
- . 0 0 9 5 7
- . 1 4 5 2 2
- . 1 4 1 6 7
- . 1 6 6 4 8
- . 0 2 0 7 5
.06708
- . 0 0 9 6 7
.06330
- . 0 5 9 8 0
- . 1 4 3 0 9
- . 0 8 8 9 7
- . 1 9 2 6 3
.01286
- . 0 0 9 0 1
- . 0 8 0 9 6
fi-10
DIFERENCIAL DB TIPOS DB INTERÉS RBALBS
ESP-USA
ACF
. 9 0 3 9 8
. 7 8 2 3 0
. 6 6 7 1 8
. 5 6 7 1 8
. 4 7 9 3 8
. 4 0 5 0 5
. 3 3 6 4 2
, 2 7 6 5 7
. 2 2 3 3 5
. 1 7 5 2 8
.12976
. 0 9 2 4 7
. 0 2 7 9 0
- . 0 3 4 7 1
- . 0 8 0 0 7
- . 1 1 4 4 9
- . 1 3 7 3 2
- . 1 6 1 0 9
- . 1 9 8 4 2
- . 2 2 6 4 3
- . 2 4 2 5 0
- . 2 4 3 6 1




- . 1 9 0 8 3
- . 0 1 3 9 1
.00504
- . 0 1 3 7 9
.00588
- . 0 3 3 1 0
- . 0 0 0 8 0
- . 0 1 5 0 1
- . 0 1 7 7 8
- . 0 2 7 0 6
.00745
- . 1 9 8 9 0
.00262
.03018
- . 0 2 6 2 2
.01028
- . 0 6 6 2 6




- . 0 7 4 6 0














- . 0 0 0 0 3
- . 0 6 5 6 7
- . 1 3 1 2 7
- . 1 6 7 3 6
- . 1 9 3 2 8
- . 2 1 8 0 9
- . 2 5 8 0 1
- . 3 0 0 0 8
- . 3 3 0 2 1
- . 3 5 8 3 8
- . 3 6 2 2 2
- . 3 6 0 3 0
- . 3 8 2 8 6
PACF
. 9 0 2 8 5
- . 0 8 8 0 5
.00765
.01867
- . 1 6 2 9 0
.08523
- . 0 9 7 5 2
- . 1 2 8 0 3
. 0 0 6 1 7
.00410
- . 1 0 8 1 4
.02475
- . 1 1 2 8 9
- . 0 7 7 8 9
.14810
- . 0 7 8 1 2
- . 0 1 9 4 7
- . 0 9 7 7 9
- . 1 3 2 1 5
.04705
- . 0 7 5 6 0
.04661
- . 0 0 5 1 1
- . 2 0 9 3 0
ESP-FRA
ACP










. 0 1 6 3 0
- . 0 5 0 0 5
- . 1 3 5 7 0
- . 2 0 8 3 3
- . 2 5 9 7 9
- . 2 9 6 7 8
- . 3 1 2 7 3
- . 3 1 5 8 4
- . 3 2 0 3 8
- . 3 2 2 5 3
- . 3 3 6 4 5
- . 3 4 7 5 2
- . 3 6 7 4 1
- . 3 9 9 3 6
PACF
.87378
- . 1 5 8 6 8
.00834
- . 0 1 8 3 8
- . 2 4 0 9 4
. 1 1 4 4 8
- . 0 3 B 9 7
.01715
.11338
- . 0 2 6 8 1
- . 1 4 7 6 5
- . 1 3 8 7 0
- . 1 8 2 2 7
- . 0 1 9 9 1
.05916
- . 0 0 7 6 5
.06728
- . 0 6 2 2 5
- . 1 4 8 8 1
- . 0 7 9 7 4
- . 1 7 7 4 2
. 0 0 5 6 8
- . 0 0 5 3 6
- . 1 0 1 7 0
P A C I O N E S DE AUTÜCORKElACIOti S IMPLE T PARCIAL
1
 D I F E R E N C I A L DE OFERTAS HOKFTARIAS ( e n
ESP-1
ACP
- . 2 5 6 5 3
. 0 5 9 3 3
. 1 6 1 7 3
- J 6 3 4 4
.00346
. 1 1 2 0 8
. 0 4 4 2 1
- . 1 6 2 0 7
. 1 7 2 8 6
- . 1 9 2 3 3
- . 1 9 2 6 8
. 5 3 6 6 3
- . 2 6 7 7 2
- . 1 3 3 3 7
. 1 4 9 6 9
- . 1 8 6 9 1
. 0 2 7 4 0
. 0 8 4 1 8
. 0 2 9 9 1
- . 1 0 1 9 3
. 1 3 3 9 1
- . 1 8 0 0 1
- . 1 2 4 4 8
. 4 6 5 4 0
PACF
- . 2 5 6 5 3
- , 1 3 3 9 6
.12002
- . 1 0 4 0 5
- . 0 4 8 0 8
. 0 7 0 2 2
.13646
- . 1 3 2 7 1
. 0 9 4 7 8
- . 1 6 3 5 6
- . 2 3 8 1 9
. 4 3 1 5 5
- . 0 6 3 8 7
- . 2 4 3 3 4
- . 0 2 4 4 6
- . 0 5 3 5 6
. 0 7 4 4 6
- . 0 3 0 7 3
- . 0 0 9 2 2
. 0 2 7 9 2
- . 0 2 4 6 1
- . 0 4 3 8 2
- . 0 4 0 3 5
. 1 8 6 5 9
ESP-GER
ACF
- . 3 6 9 4 3
. 0 3 1 3 5
.12243
- . 1 5 4 8 0
.07408
. 0 5 4 9 3
.03336
- . 1 3 9 3 0
. 0 8 9 0 1
. 0 6 1 1 2
- . 1 8 2 9 4
. 4 1 6 3 8
- . 2 5 6 7 6
. 0 4 7 1 3
. 0 9 8 7 7
- . 1 5 9 7 7
. 1 0 2 5 3
- . 0 2 4 7 2
. 0 5 8 3 6
- . 1 0 3 4 6
. 0 1 8 4 6
.14344
- . 1 6 6 9 4
.27144
PACP
- . 3 6 9 4 3 -
- . 1 2 1 7 5 -
. 10631
- . 0 7 6 0 1 -
- . 0 0 8 4 2 -
. 0 7 3 4 9
.12856 -
- . 1 2 2 4 8 -
- . 0 1 9 8 4
.11365 -
- . 1 0 7 2 4 -
.32634
- . 0 1 6 7 0 -
. 0 1 8 4 6 -
.O3Í79
- . 0 6 6 2 9 -
- . 0 0 0 3 9
- . 0 3 4 5 1 -
. 0 5 8 6 2 -
- . 0 2 3 3 1 -
- . 0 7 2 6 5
. 1 1 7 6 5 -
. 0 1 0 3 6
. 0 8 7 3 3









. 0 8 8 6 ?
.12944
.18984
. 0 7 8 8 0
.06341
.46276
. 0 8 2 8 3








. 0 7 0 2 6
.04083
. 2 4 1 5 0
PACF
- . 1 8 0 8 4
- . 0 9 9 0 9
.22459
- . 0 0 1 3 5
- . 1 4 0 0 2
- . 1 1 8 6 9
- . 1 1 0 2 3
- . 1 1 8 4 0
.17546
- . 0 0 1 2 3
- . 0 5 2 5 9
.38185
.06838
- . 0 7 7 3 2
- . 0 7 7 0 0
- . 0 9 8 5 1
.20647
- . 1 6 9 3 0
. 0 0 4 2 0
. 0 1 0 8 2
.06859
- . 0 0 2 8 6
.03124
.02249
B - l l
* DIFERENCIAL DE OFERTAS RENTAS (en diferenci&s de orden 121
BSP-USA
ACP
- . 4 8 9 4 9
. 0 4 1 9 8
- . 1 2 6 7 3
. 1 1 1 9 5
- . 0 8 5 8 2
. 1 0 5 3 4
- . 0 9 2 9 7
.10964
- . 1 1 4 0 0
. 0 2 4 5 5
- . 4 2 5 3 7
. 8 9 0 8 0
- . 4 4 4 3 8
. 0 4 6 3 3
- . 1 1 7 6 3
. 0 8 9 8 1
- . 0 6 1 5 4
- . 0 9 3 6 7
- . 0 9 4 0 3
. 0 9 8 9 6
- . 1 0 1 5 1
, 0 2 0 3 5
- . 3 6 1 0 9
. 7 6 4 7 5
PACP
. 4 8 9 4 9
- . 2 5 9 9 0
- . 3 2 1 6 5
- . 1 8 0 9 2
- . 2 2 6 4 3
- . 1 0 2 3 5
- . 1 4 6 0 5
- . 0 1 3 9 6
- . 0 7 7 2 2
- . 1 2 0 2 3
- . 8 6 4 6 2
. 2 5 7 4 9
. 1 8 9 7 0
. 0 7 6 6 6
. 1 4 3 3 9
- . 0 0 0 2 4
. 0 3 7 4 9
- . 0 0 2 8 5
- . 0 3 1 3 5
- . 0 8 4 7 3
- . 1 3 1 0 3
- . 0 6 6 1 9
. 0 2 9 5 0
- . 1 4 0 8 2
ESP-GER
ACP
- . 5 9 8 4 6
. 1 0 6 9 8
- . 0 6 4 0 2
. 1 5 8 4 6
- . 2 0 5 0 6
.21804
- . 2 1 1 5 4
. 1 4 6 9 1
- . 0 3 6 1 5
. 0 6 4 8 9
- . 5 0 1 1 2
. 8 5 9 8 8
- . 5 4 2 4 9
. 1 2 6 4 0
- . 0 7 6 6 2
.14326
- . 1 8 7 1 5
. 2 2 0 5 5
- . 2 1 1 2 3
. 1 2 7 5 8
- . 0 2 6 0 5
. 0 4 7 8 8
- . 4 1 8 4 1
.72661
PACP
- . 5 9 8 4 6
- . 3 9 1 3 2
- . 3 8 4 7 3
- . 1 2 6 5 3
- . 2 5 0 4 5
- . 0 1 6 2 8
- . 1 4 7 4 7
- . 1 0 1 2 4
.01012
. 1 5 0 1 7




. 1 3 9 0 2
. 0 0 7 1 0
- . 0 3 8 9 4
- . 0 1 2 3 2
.03478
- . 0 0 6 4 9
- . 1 1 5 4 2
- . 1 0 1 7 5
- . 0 7 4 1 4
- . 1 2 5 8 4
BSP-FRA
ACP
- . 6 4 7 8 5
.24630
- . 1 7 3 8 2
.19834
- . 1 7 3 8 3
.11547
- . 2 0 5 6 9
. 2 0 6 7 6
- . 1 1 5 9 0
.15744
- . 4 9 1 6 9
. 7 9 7 3 0
- . 5 8 2 6 2
.28931
- . 2 0 1 8 4
.17484
- . 1 3 2 6 9
.11729
- . 2 2 0 9 9
.19869
- . 1 0 9 1 3
. 1 3 3 1 9
- . 3 6 5 7 0
.62236
PACP
- . 6 4 7 8 5
- . 2 9 8 8 2
- . 3 0 3 0 7
- . 0 4 9 1 6
- . 0 6 8 8 0
- . 0 2 8 8 1
- . 2 9 4 0 7
- . 2 4 4 6 9
- . 1 8 9 5 3
. 0 6 8 6 7
- . 7 3 3 1 4
.10946
.05116
- . 0 1 4 9 9
. 0 2 2 5 7
- . 0 4 7 9 8
- . 0 4 5 0 3
.01538
.01751
- . 0 5 0 8 0
- . 2 0 3 7 2
- . 1 6 3 8 3
- . 0 8 8 1 4
- . 0 7 3 3 0
































































































































































DE CORRELACIÓN CRUZABA PU/J Y SUS DETERMINANTES
B-I3
U S PBRIOD AKALYZBD
mis OF THE SERIES
JTOTIVE NUKBER OP OBSERVATIOKS
STANDARD DEVIATION OP THE SERIES
«EAN OF THE IDIFPERENCEDI SERIES
STANDARD DEVlATION OP THE MEAN .














CORRELATION BETWEEN RM1 AND PLDOLAR IS -.01
CROSS CORRELATION BBTWEEN FLDOLARIT) AND RHKT-Ll
I- 12 .10 .10 .07 -.08 -.10 .10 .14 -.16 .11 -.07 -.02 -.02
ST.E. .09 .09 .09 .09 .09 .09 .09 .09 .10 .10 .10 .10
13- IS JO -.10 -.07
ST.E. .10 .10 .10
CROSS CORRBLATION BETWEEK B K K T I AND P L D O L A R ( M )
1 - 12 - . 1 0 . 0 1 . 0 1 . 0 3 - . O S . 0 4 . 1 1 - . 0 6 . 0 4 - . 0 5 - . 0 2 . 0 9
S T . E . . 0 9 . 0 9 . 0 9 . 0 9 .OS . 0 9 . 0 9 . 0 9 . 1 0 . 1 0 . 1 0 , 1 0
1 3 - 15 - . 0 8 . 0 1 . 0 4
ST.E. .10 .10 .10
1 . 0 - . 8 - . 6 - . 4 - . 2 . 0 . 2 . 4 . 6 . 8 1 . 1
















































































• i •i u n +
t IIXI +
4 III +
* n i +
+ n i •




4 n i •
4 II 4
+ II 4
+ i n +




¡ PBRIOD AHALYZED 2 TO IOS
KAMES OP THE SERIES P2LDOL RH'
BFFECTiyE.MÜKBER OF OBSÉRVATIÓNS ! '. '. 107 107Ií¡Dí5Di V A ™ OF THE SERIE
MEAN OF THE (PIFFFRENCEPI SERIES
STANDARD PEVUTION OF THE HEAN .





CORRELATION BETVBEN RH2 ANI> P2LDOL IS
CROSS CORRELATION BETÍBEH F2LDOLIT] AND RH2ÍT-Í,)
1- 12 .10 ,10 .07 -.08 -.10 .10 .14 -.17 .11 -.07 -.02 -.30
ST.F. .10 .10 .10 .10 .10 .10 JO .10 .10 .10 .10 .10
13- IS .10 -.10 -.07
ST.8. .10 .10 .10
CROSS CORR5LATION BBTWEEN RH2(T| AKP P2LDOLÍT-L)
1- 12 -.10 .01 .01 .03 -.05 .04 .11 -.06 .03 -.05 -.02 .03
ST.g. .10 .10 .10 .10 .10 .10 .10 .10 .10 .10 .10 .10
13- 15 -.08 .01 .04






















































- . 1 0
.10
.14
- . 1 7
.11
- . 0 7
- . 0 2
- . 1 0
.48
- . 1 0
- . 0 7
- . 6 - . 4 -.


























































































2 .4 . 6 . 8 1 .




ÑAUES OF THE SERIESK í í f l ü W 1 ^ 1 1 0F OBSERVATIOKS
STAhDARD DEVIATION OP THE SERIES? ? A L ° L m íDIFFERENCED) SERIES
STANDARD DEVÜTION OF THF. KEAN .














C O R R E l A T I O N BETWBEN RK3 AND F3LDOL I S . 0 1
CROSS CORRELATION BETVEEN P 3 L D O K T I AND R K 3 I T - L )
1 - 1 2 . 1 3 - - 0 4 - . 0 0 . 1 0 - . 0 3 . 0 5 . 1 5 . 0 6 - . 1 0 . 0 8 . 1 0 - . ] !
S T . B . . 1 0 . 1 0 . 1 0 . 1 0 . 1 0 , 1 0 . 1 0 . 1 0 . 1 0 . 1 0 . 1 0 . 1 1
1 3 - 15 - . 0 8 .01 - . 0 1
ST.B. .11 .11 .11
CROSS CORRELATION BETON RH3IT) AND P3LD0LÍMI
1- 12 -.05 .02 .09 -.10 -.05 .07 .12 -.04 .05 -.01 -.06 .13
ST.B. .10 .10 .10 .10 .10 .10 .10 .10 .10 .10 .10 .11
13- 15 .13 .10 .00































































1.0 -.8 -.6 -.4 -.2 .0 .2 .4 .6




































* Pta/t Y DH2US
TIKP PERIOEi ANALYZED 26 TO 118






EFFECTIVE NíiK&ER OF OBSERVATIONS
STANDARD DEVIATION OF THE SERIES
MEAN OF THE IPIFFERENCEPI SERIES
S7AMAR[i [IEVIATIPH OF THE HEAN .
T-VALUE OF HEAN (AGAINST ZERO) .
CORRELATION BETWEEN RH4 AND F4DLDOL IS .06
CROSS CORRELATION BETWEEH FÍDLDOLÍT) AKD RK4ÍT-L)
1- 12 .H -.13 .00 .02 -.04 .18 -.05 .07 -.18 .1? -.06 .15
ST.B. .10 .10 .11 .11 .11 .11 .11 .11 .11 .31 .11 .11
13- 15 .06 .08 -.03
ST.B. .11 .11 .11
CROSS CORRELATION BBTHEBN RM(T) AND F4DLDOLIT-LI
1- 12 .16 -.18 .10 -.05 .01 .06 .04 .02 .05 .12 -.08 -.0]
ST.B. .10 .10 .11 .11 .11 .11 .11 .11 .11 .11 .11 .11
13- 15 -.08 .02 -.21
ST.B. .11 .11 .11
-.8 -.6 -.4 -.2 .0 .2 .< .6 .8 1.1
.._ +












































































































































 Ptft/t T DYSPUS B-17
TIHE PERIOÜ ANALTZED 16 TO 11?
NAKES OF THF SERIES F5LDOL RK5
EFFBCTIVE HUKBER OP DBSFRVATIOKS ... 102 102
STANDARD DEVUT10N OF THE SERIES
KEAN OF THE (DIPPEF.ENCEDI SERIES
STANDARD PEVIATION OF THE HEAN .





CORRELATIQN BETKEBN RH5 AND F5LDOL IS -.0?
CROSS CORREUTION BETWEEN P5LDOLÍTI AKD RH5(T-L)
1- 12 .03 -.04 -.03 .09 -.02 .07 .08 .10 .01 .13 .06 .10
81.E. .10 .10 .10 .10 .10 .10 .10 .10 .10 .10 .10 .11
13- 15 .00 .02 -.03
ST.B. .11 .11 .11
C R O S S C O R R E U T I O N B E T l f E E N R K 5 ( T | A N D P 5 L D O L Í T - L )
1 - 1 2 . 0 3 - . 1 * - . 1 4 - . 1 0 - . 1 4 - . 1 1 - . 0 7 - . 1 3 - . 1 1 - . 0 7 - . 0 0 - . 0 1













































































































































































FUSIONES DE CORRELACIÓN CRUZADA Pta/DH T SUS DETERMINANTES
> PU'DK ? DTINSG
B-18
TIME PERIOP ANALTZED
NAKES OF THE SERIES
FPFECTIVE Nl'HBER OF OBSERVATIONS
STANDARD DEVIATION OF THE SERIES
KEAN OF THE fDIFFERENCEPl fERIES
STANDARD PEVIATION OF THE HEAN .














CORRELATO BETWEEN RH1 ANP F1LHAR IS .10
CROSS CORRELATIOK BBTWEEK PILHARÍTl AND RH1IT-LI
1- 12
5T.B-
1 3 - 15
ST.B.
, 1 7 . 1 0 . 0 2
. 0 9 . 0 9 . 0 9
, 0 4 . 0 5 . 0 2
. 1 0 . 1 0 . 1 0
. 1 0 - . 0 2 . 1 7 . 0 2 . 0 4 . 0 8 . 0 0 . 1 8 - . 0 3
. 0 9 . 0 9 . 0 9 . 0 9 . 0 9 . 1 0 . 1 0 . 1 0 . 1 0
CROSS CORRELATION BBTIíEBN
1 - 1 2
S T . B .
1 3 - 1 5
S T . B .
. 0 2 . 1 1 . 0 6
. 0 9 . 0 9 . 0 9
. 0 0 . 0 3 - . 0 4
. 1 0 . 1 0 . 1 0
R K l f T i AND P 1 L H A R Í T - L )
, 2 < . 1 9 . 2 0 . 1 1 . 0 8 . 0 3 - . 0 6 - . 0 2 - . 0 !
, 0 9 . 0 9 . 0 9 . 0 9 . 0 9 . 1 0 . 1 0 . 1 0 . 1 0
- 1 . 0 - . 8 - . 6 - . 4 - . 2 . 0 . 2 . 4 . 6 . 8 1 . 1






















































































































































• Pta/DH Y PTIRfG
TÍHE PERIOD ANALYZED 2 TO 317






EFFECTIVE KUHBER OF OBSERVATIONS
STANDARD DEVIATIOK OF THE SERIE?
n m OF THE (DIPFERENCEPI SERIES
STANDARD PEVIATION OF THP. HEAH .
T-VALUE OP KPJN lAGAlUST ZERO) .
CORRELATION BETWEBN RK2 AND F2LKAR IS .09
CROSE CORRELATION BBTIfEEN F2LKARÍT) AND RH2(T-M
1- 12 .20 .11 .02 .20 -.02 .17 .03 .04 .08 .00 .19 -.02
ST.E. .09 .09 .09 .09 .09 .10 .10 .10 .10 .10 .10 .10
13- 15 .04 .05 .03
ST.B. .10 .10 .10
CROSS CORRELATION W m * RH2(T) AND P2LKARÍT-LJ
1- 12 .01 .10 .06 .IS .18 .19 .10 .07 .03 -.07 -.04 -.03
ST.B. .09 .09 .09 .09 .09 .10 .10 .10 .10 .10 .10 .10
13- 15 -.00 .02 -.04
ST.E. .10 .10 .10

































































































» Pta-TK y DPGER
B-20
TIHF FERIOD ANALYZED H TD 117
ÑAUES OF THE SERIES FILHAR RK1
EFFECTIVE NUKEER OF OPSERVATION? ... 104 104
STANDARP PEVIATION OP THE SERIES . . . .02)1 .0047
HEAN OF TRF iPIFPPREUfFDI SERIES . . . -.0001 .HOPO
STAhDARP PEVIATION OF THE MEAN .... .002] ,000?
T-VALUE OF HEAV ÜGAIUST ZEROJ .... -.0244
CORRELATIOK BETWEEN RHI AND F1LHAR U .20
CROSS CORftELATION BETVEBN P1LHARÍT) AKD RKKT-Ll
1- 12 -.06 -.05 -.02 -.18 .10 .10 .10 .15 .00 .01 -.05 -.06
ST.g. .10 .10 .10 .10 .10 .10 .10 .10 .10 .10 .10 .10
13- 15 -.05 .12 .01
ST.B. .10 .11 .11
CROSS CORRELATION BETWEEN RH1ÍTI AND P1L«AR(T-L!
1- 12 .10 .16 -.02 -.Oí .02 -.09 -.13 .16 .19 .17 .18 -.07
ST.E. .10 .10 .10 .10 .10 .10 .10 .10 .10 .10 .10 .10
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.11
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. - 4 —
.06
.11



























































































.4 . 6 . 8 1 .
- 4 + 4 i
* F í a •TI! í B-21
W í PERIOD M.LTZÉP
mt$ OF THE mm
PPFFCTIVF m m OF OBSERVATIOWS
STAMARP DEVIATION OF THE SERIE?ÍEAK OF m iDIFPERFNrEDI SERIES
STAUPARD PEVIATION OF THE HEAN .
T-VALUE OP HEAK ÜGAINST ZERO) ,
14 TO ne
105
. 0 2 6 6
. 0 0 3 0
. 0 0 2 6
I . H 9 0
105
. 0 1 4 8
. 0 0 1 6
. 0 0 1 4
3 . 1 2 5 6
CORRELATION BETTO
CROSS CORRELATIOH BETVEEN










.03 -.00 -.03 -.02 .08 .01 .01 -.09 -.11
.10 .10 .10 .10 .10 .10 .10 .10 .10
CROSS CORRBLATION BETWEEK RK2(TI AND P2LHARÍT-L)
1 - 12
S T . B .
1 3 - 15














































































- - + - —
. 0 3 . 0 2
. 1 0 . 1 0
.11
.11
- . 6 - . 4









1 - . 0 1 •
) .10
.0









































































NJHF.S OF THE SERIES
EFFECTIVE NUHBFR OF OBSERVATinuS
STANDARD DEVIATIOH OF THE SERIES
HEAü OF THE (DIFFF^rFJI SERIES
STANDARD DEVIATION OF THE HEAN .



























.16 .12 .12 .02 -.01 .04 -.04 -.02 -.07











































































































































































































FUKCIONES PE CORRECCIÓN CRUZADA Fta/FF Y SU? ÜETERHIMKTEF
» Pta/PF T PTTKFR
B-23
TIHE PERIOD ANALYZED
ÑAMES OP THE SERIES
EFFECTIVE NUHBER OF OBSERVATIONS
STANDARD DEVIATION OP THE SERIES
HEAN OF THE IPIFFERENCEFl SERIES
STANI-ARD PEVIATION OF THE MEAN .










1 . 5 3 4 Í
. 1 3 5 ?
. 1 4 8 4
. 9 1 5 0
C08RBUTI0N BETKEEN AND FLTCPP IS









.14 -.05 .08 .05 .11 -.02 -.09 -.04 -.05
.10 .10 .10 .10 .10 .10 .10 .10 .10

















































































































































































































* Pta/FF T DTIRFRA
B-24
TIME PERIOri ANALTO
tiAKES OF THE SERIES
EFFECTIVE NUHBER OF DBSERVATIONS
STANDARD ÜEVIATION OF THE SERIES
HEAN OF THE fPIPPERENCED! SERIES
STANDARD DBVIATION OF THE HEAN .




. 3 2 2 5
. 1 5 9 9
. 0 2 9 3
5 . 3 4 1 1
RKl
116
. 5 2 6 5
. 1 7 7 1
. 1 1 1 ?
CORRELATIOK BETKEBN RN1 AND FJLFRA IS









.05 -.14 .10 -.01 .05 -.09 -.05 .03 -.01
.09 .09 .10 .10 .10 .10 .10 .10 .10
CROSS CORRBLATION R H 1 I T ] AND P R P R A Í T - L )
1- 12
ST.E.
1 3 - 15
ST.B.
. 1 3 . 0 3 - . 0 4
. 0 9 . 0 9 . 0 9
. 2 1 . 0 5 - . 0 2
. 1 0 . 1 0 . 1 0
. 0 1 - . 0 0 . 0 7 - . 0 3 . 0 2 . 0 4 . 0 5 - . 0 0 . 0 1
. 0 9 . 0 9 . 1 0 . 1 0 . 1 0 . 1 0 . 1 0 . 1 0 . 1 0
- . 8 - . 6 -
i—
.4 -.2 .0 .2 .4
— t — + — + — + —
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• i m n
• xi •
4 II *
+ m r +










» PU/PF ? DPFR B-25
TIME PERiar AKALYZED
NAKES OF THE SERIES
EPFECTIVE NUKBER OP OBSERVATIOKS
STANDARD DBVIATION OP THE SERIES
MEAN OP THE ÍDIFPERENCEDI SERIES
STANDARD DEVIATION OF THE MEAN .














RK1 AND F1LPRA IS -.01









.04 .03 ,13 .03 .06 .01 -.Oí .15 .08
.09 .OS .10 .10 .10 .10 .10 .10 .10









.05 -.01 -.06 -.07 .07 .07 .09 .09 .05






























































.4 -.2 .0 .2 .4 .6 .8 1.0














































* Pta'FP ? DK2FR
.... ... B"2b
TIHE PERIOD ANA.LYZED 
ÑAUES OF THE SERIES
EFFECTIVE Nl'H&ER OF OBSP.RVATIONS
STANDARD DEVIATION OP THE SERIES
HEAN OP THE IDIPPERENCP.D) SERIES
STANDARD DEVIATION OF THE MEAN .
T-VALL'E OF HEAN (AGAINST ZERO) .
CORRELATION BETWEBH RUI AND FILFRA IS -.04
CROSS CORRELATION BBTWEBK FILFRA(T) AND RHKT-L)
1-12 -.04 -.15 -.02 .03 .05 -.04 .03 -.01 -.04 -.05 -.07 .03
ST.E. .10 .10 .10 .10 .10 .10 .10 .10 .10 .10 .10 .10
13- IS .00 .05 .09
ST.E. .10 .10 .11
C R O S S C O R R E L A T I O N B B T I í E E N R H 1 ( T ) AND F l L F i U ( T - L )
1 - 1 2 - . 0 1 - . 0 5 . 0 8 - . 0 2 - . H - . 1 2 - . 1 7 - . 0 2 . 0 6 . 1 9 . 0 2 - . 0 1
S T . E . . 1 0 . 1 0 . 1 0 . 1 0 . 1 0 . 1 0 . 1 0 . 1 0 . 1 0 . 1 0 . 1 0 . 1 0
1 3 - 1 5 . 0 5 . 0 5 - . 1 2
S T . E . . 1 0 . 1 0 . 1 1
- 1 . 0 - . 8 - . 6 - . 4 - . 2 . 0 . 2 . 4 . 6 . 8 1 . 1
+ i 1 + 4 + * + 1 4 4
I
+ m i +
+ I I *
t I I •
+ i +
• I I +
• m u í
• II +
+ XI •
• m x i +
• m i *
i m i +
+ i •
• i n •
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* Pta'FF ? DYFHA
B-2?
TIME PERIOD AMLTZEf ]3 TO 117
NAHES OF THE SERIES PLTCPF RUI
BFFECTIVE M H f E R OF OBSFRVATIONE ... 105 105
STANDARD DEVIATION OP THE SERIES . .
MEAN OF THE IDÍFFERENCED] SERIE? . .
STAKI'ARD DEVIATION OF THE HEAN . . .
T-VALUE OF HF.AN IAGAINST ZERO¡ . , .
.0622 .0259
.006 J . m í
1.4585 .2236
CORRBLATION BETWEEN HUÍ AND PLTCPF IS .0*
CROSS CORRELATION BETWEEN FLTCPFiT) AND RH1ÍM]
1- 12 .01 .02 .00 .04 .01 .01 -.05 .03 -.01 .00 -.10 -.14
ST.E. .10 .10 .10 .10 .10 .10 .10 .10 .10 .10 .10 .10
13- 15 -.H -.18 -.23
ST.B. .10 .10 .11
CROS5 CORRELATION BBTWEBK RKl(T) AND FLTCPFfT-Ll
1- 12 .07 .09 .09 .08 -.02 .01 -.04 -.03 .00 .03 -.03 -.02
ST.E. .10 .10 .10 .10 .10 .10 .10 .10 .10 .10 .10 .10
13- 15 -.01 -.02 -.02
ST.B. .10 .10 ,11



















































































































































Cointegración, Modelos de Corrección
de Error y Tipos de Cambio
C-l
APÉNDICE C: COINTEGRACION, MODELOS DE CORRECCIÓN DE ERROR Y
TIPOS DE CAMBIO
El desarrollo reciente de la teoría de la cointe-
gración así como la popularidad alcanzada por ésta en los
últimos años nos llevaron a realizar el análisis de los ti-
pos de cambio considerados en este trabajo bajo este enfo-
que.
Creemos, sin embargo, que esta metodología pre-
senta ciertas lagunas. Siguiendo a García Ferrer (1989) po-
demos destacar, por un lado, desde el punto de vista teó-
rico, la utilización de esta teoría, ligándola a cuestiones
importantes acerca del comportamiento de los agentes (como
la hipótesis de eficiencia en los mercados de cambio), ha
sido puesta en duda por numerosos autores que como Sims
(1988) y Christiano (1989) insisten en señalar que las im-
plicaciones teóricas de la presencia de raices unitarias se-
rán válidas si se cumplen determinadas hipótesis ideales.
Por otro lado y desde el punto de vista empírico, los tests
de cointegración no son demasiado potentes y presentan un
nivel de discriminación muy reducido a la hora de elegir en-
tre distintas hipótesis; además no se han desarrollado aún
los tests de cointegración que permitan aplicar esta método-
C-2
logia a datos mensuales con estacionariedad de orden 12 o a
datos de periodicidad inferior (semanal o diaria).
Por todo lo expuesto anteriormente, los resultados
presentados en este apéndice deben tomarse con precaución.
Pasaremos ahora a exponer la fundamentación teórica de la
metodología de la cointegración.
La teoría económica postula continuamente relacio-
nes de equilibrio entendiendo por éste un punto estacionario
al que converge la economía, empujada por determinadas fuer-
zas, una vez que se ha alejado de él. Si x^  es un vector de
variables económicas, se dice que estará en equilibrio
cuando se cumpla:
a'xt = 0 (C-l)
Pero no siempre se conseguirá el equilibrio por lo
que en determinadas situaciones se cumplirá:
a'xt = zt (C-2)
donde z^  representa el error de equilibrio, siendo por
tanto deseable que este valor sea reducido. Granger y Engle
(1987) demostraron que, sobre la base de estas ideas, una
clase de modelos, conocidos como modelos de corrección del
error, permiten que los componentes a largo plazo de las va-
riables satisfagan las relaciones o restricciones de equili-
brio mientras que los componentes a corto plazo de dichas
variables cumplen una especificación dinámica.
Estas ideas sobre las relaciones de equilibrio a
largo plazo indujeron a Granger y Engle (1987) a desarrollar




Una serie x¿ sin componente deterministico con una
representación ARMA estacionaria e invertibie
después de diferenciarla d veces se dice que está
integrada de orden d: Xfvl(d).
Variables cointeqradas
Los componentes del vector xt están cointegrados
de orden d,b: xt ^  CI(d,b) si
(i) todos los componentes de x^  están I{d)
(ii) exite un vector a (*0) tal que
zt = a'xt~I(d - b) b > 0 (C-3)
siendo a el vector de cointegración.
Centrándonos en el caso más común con variables
económicas en el que d=b=l, significa que el equilibrio ocu-
rrirá de forma ocasional (al menos una aproximación al equi-
librio) si los componentes de xt están cointegrados mientras
que si no están cointegrados, entonces z¿ (el error de equi-
librio) "vagará" ampliamente sin ser casi nunca nulo, de
forma que en este caso el concepto de equilibrio no tiene
implicaciones prácticas.
Sobre la base de estas definiciones, se encuentra una
relación clara entre cointegración y mecanismos de correc-
ción de error (Sargan (1964), Phillips (1957)) siendo la
idea básica que una proporción del desequilibrio se corrige
en el período siguiente {Davidson, Hendry, Srba y Yeo
(1978)), pudiendo establecer, para un sistema multivariante.
una representación de corrección del error mediante la defi-
nición dada por Granger y Engle (1987).
Un vector de series temporales x^  tiene una Repre-
sentación de Corrección del Error si se puede
expresar como:
A(B) (1 - B)xt = |i zt-i + ut (C.4)
donde B es el operador retardos (BJxt = xt-j)' ut e s
una perturbación multivariante estacionaria, con
A(0) = I, A(l) tiene todos sus elementos finitos,
zt = c'Xfc y \i ~ 0.
En esta representación, únicamente el error de equili-
brio en el periodo anterior (z^ .j) se incluye como variable
explicativa permitiendo así un ajuste gradual hacia el
equilibrio.
La regresión de cointegración dada por la expresión:
x t = \i +
donde xt e yt son variables I{d), permitiría que las
relaciones de equilibrio a largo plazo se satisfagan mien-
tras que la representación de corrección del error dada por
la expresión (C-4) recoge el ajuste de los componentes a
corto plazo hacia el equilibrio.
Todo esto conduce a la realización de una regresión por
mínimos cuadrados en la que las variables (en niveles) in-
cluidas tengan el mismo orden de integración, considerándose
C-5
como la relación de equilibrio a largo plazo. Los residuos
de esta regresión, si las variables están cointegradas, in-
tegrados de menor orden que las variables de la regresión de
cointegración, nos proporcionarán el mecanismo de corrección
del error que recoge el ajuste de los componentes a corto
plazo hacia el equilibrio.
El análisis de las relaciones de equilibrio mediante la
cointegración ha sido ampliamente utilizado desde que Gran-
ger y Engle (1987) desarrollaron esta metodología. Sin em-
bargo, no todos los estudios empíricos realizados han produ-
cido resultados satisfactorios, habiéndose obtenido conclu-
siones tan extrañas como que el consumo y la renta españoles
para el período 1954-1984 no están cointegrados (García Fe-
rrer (1988)) o que la tasa de fecundidad (hijos legítimos) y
la tasa de nupcialidad españolas en el período 1900-1980 no
están cointegradas (García Ferrer (1989)). Esto implicaría
que el consumo y la renta y la tasa de fecundidad y la tasa
de nupcialidad no constituyen una relación de equilibrio,
mientras que estas relaciones, ampliamente aceptadas, han
producido resultados muy positivos y parece de sentido común
que estas relaciones se cumplan. Por lo tanto, esta metodo-
logía debe tomarse con precaución y sus resultados, además
de no ser satisfactorios cuando las series analizadas pre-
sentan valores atípicos, deben también interpretarse con
precaución.
A pesar de todo los problemas señalados, el análisis,
por medio de la cointegración, del modelo monetario de
determinación del tipo de cambio puede ser interesante. Por
ello, consideramos la ecuación reducida del modelo monetario
definida mediante la expresión :
C-t
S t = 0i(mt - m*t) + 3
" P*t) + ^t (C-6)
donde St = log (tipo de cambio)
mt = log (M2)
yt = log (IPI)
p t = log (IPC)
rt = tipo de interés
y donde estas mismas variables con asterístico repre-
sentan el valor para el exterior.
El período muestral considerado es de enero de 1979 a
septiembre de 1988 y los datos aparecen en el apéndice D.
Antes de verificar el orden de integración de cada
variable, se presenta en la tabla C-l la estimación por mí-
nimos cuadrados del modelo (C-6) donde también se recoge la
estimación del parámetro obtenido al considerar que los re-
siduos podían seguir un proceso autorregresivo de primer
orden.
Se puede apreciar a partir de estas estimaciones el
elevado valor del parámetro 6 para cada uno de los casos
indicándonos que cada uno de los tipos de cambio necesita al
menos una diferencia. Para contrastar la posible integración
de orden 1 de las variables se llevó a cabo el test de
Dickey-Fuller Extendido (ADF) en el que se realiza la regre-
sión mínimo cuadrática:




























































































































(a) (r -r *)r: diferencial de tipos de interés a tres meses reales en el euromercado
(b) (r -r *)n: diferencial de tipos de interés a tres meses nominales en el euromercac
(*) estadísticos t entre paréntesis: Periodo de estimación: 1979.01-1988.09
- B)xt = - B)xt-j
y se contrasta la hipótesis nula HQ : 3 = 0 frente a
la hipótesis alternativa H^  : p > 0. Los resultados de dicho





























Para los niveles de significación de
lores críticos correspondientes son -2















A partir de estos resultados se aprecia claramente si
las variables se encuentran integradas de orden 1 o de dife-
rente orden. Destaca el hecho de que los diferenciales de
renta (o de IPI en este caso) son 1(0) en todos los casos
siendo el resto de las variables 1(1) excepto el diferencial
de tipos de interés tanto nominales como reales entre España
y Francia que son 1(0). Por lo tanto, el contraste de coin-
tegración se tendrá que realizar entre las variables que
tengan el mismo orden de integración. Conviene destacar que
los diferenciales de rentas para todos los casos analizados
presentan la necesidad de realizar una diferencia de orden
12 debido al fuerte componente estacional que presentan.
Este hecho podría estar indicando que estas variables están
integradas de orden 12 aunque esta posibilidad habría que
contrastarla. Sin embargo esta contrastación requiere la
utilización de tablas apropiadas aún no construidas. Este
mismo problema también se puede plantear en los casos de los
diferenciales de precios y de ofertas monetarias que también
presentan un fuerte componente estacional.
Para verificar si las variables están cointegradas,
Granger y Engle (1987) proporcionaron siete tests
(presentados en la tabla C-3) de los cuales utilizaremos los
cinco primeros para realizar nuestro contraste.
El contraste de cointegración se llevó a cabo de
dos formas distintas:
(1) Contrastación de la cointegración entre cada tipo
de cambio y el resto de las variables 1(1) del modelo
monetario en cada caso y
(2) Contrastación de la cointegración entre cada tipo
de cambio y cada una de las variables 1(1) en cada
caso.
para lo que se utilizaron los cinco primeros tests de
la tabla C-3 y la estimación de un AR(1) en los residuos de
la regresión de cointegración. Las tablas C-4 y C-5 recogen
los resultados de la regresión de cointegración y los resul-
tados de los tests de cointegración respectivamente para la
primera opción.
TABLA C-3: TESTS DE COINTEGRACION
C-10
Durbin-Watson de la Regresión de CointGgracion (DW): y = ax + c + u
¿1 = DW H : DW = 0
Regresión de Dickey-Fuller (DF): 9u = <t>u + e_
&-> = TA: estadístico t de 4
Regresión de Dickey-Fuller Extendida (ADF): Vu = -*u + blVu + ... +
VAR Restringido (RVAR): Vy = p u + e ¡
£2t
• VAR Restringido Extendido (AUVAR): igual que en (4) incluyendo p retardos de
Vy y Vx en cada ecuación.
VAR No Restringido (UVAR): 7yt = P1yt.1 + P2xt-1 + Cl + £1 ;
C2
= 2CFJ+F2] donde F^^ es el estadístico F para contrastar
^1 ~ ^2 ~ ° e n l a P r i m e r a ecuación y F es el
estadistico comparable en la segunda ecuación.
- VAR No Restringido Aumentado (AUVAR): igual que en (6) incluyendo p retardos
de Vyt y Vxfc en cada ecuación.
6? = 2[F1+F2j
sirte: Granger y Engle (1987)
:a: Vyfc y Vxfc son las series de datos originales y ufc son los residuos de la regresión
de cointegracion.
TABLA C-4: REGRESIÓN DE COINTEGRACION (*)














































3.209 0.119 0.912 0.010 0.7250
(15.94) (1.963) (19.81) (10.526) (11.40)
Pta/FF 2.300 0.284 0.822 0.8811
(15.25) (3.444) (11.61) (18.83)
(1) 6 estimado por mínimos cuadrados a partir de los resi-
duos de la regrsión de cointegración.
(*) estadísticos t entre paréntesis;
Período de estimación: 1979.01- 1988.09
A partir de los resultados de la tabla C.5 se pue-
den realizar las observaciones siguientes:
a) El tipo de cambio peseta/franco no está cointegrado
con las variables 1(1) del modelo monetario por lo que
se puede concluir, según la teoría de la cointegración,
que no forman una relación de equilibrio a largo plazo.
b) Para el tipo de cambio peseta/dólar no se puede
aceptar la cointegración entre éste y las variables
1(1) del modelo monetario atendiendo a los tests DF y
ADF. Sin embargo, sobre la base del test ARVAR se acep-
taría la cointegración para todos los niveles de signi-
ficación aunque se rechazaría para el 5% en el test





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































resultados para los tests desarrollados son bastante
dispares por lo que en este caso se plantea la incerti-
dumbre sobre si el tipo de cambio peseta/dólar está
cointegrado con las variables 1(1) del modelo moneta-
rio.
c) Los cinco tests realizados para el tipo de cambio
peseta/marco y las variables 1(1) consideradas nos per-
miten aceptar la hipótesis de que representan una rela-
ción de equilibrio a largo plazo, aunque esta conclu-
sión se debe tomar con precaución debido a que tanto el
diferencial de ofertas monetarias como el diferencial
de precios presentan un fuerte componente estacional
que puede distorsionar los resultados.
En una segunda etapa se contrastó la cointegración
entre cada uno de los tipos de cambio y cada una de las
variables 1(1) de la relación (C.6). Los resultados de los
valores obtenidos para cada uno de los tests aparecen
recogidos en la tabla C-6.
En todos los casos, los tests de cointegración rechazan
la presencia de ésta entre los tipos de cambio y cada una de
las variables, por lo que la conclusión que se puede extraer
de estos contrastes es que la relación entre el tipo de cam-
bio y cada una de las variables consideradas no se puede in-
terpretar como un equilibrio por lo que se pone en tela de
juicio la teoría de la Paridad del Poder Adquisitivo para el
caso español.
Los resultados presentados son similares a los
obtenidos por Baillie y Selover (1987). El hecho de que las
variables incluidas en el modelo monetario de determinación
del tipo de cambio presenten diferentes órdenes de integra-
TABLA C-6: TESTS DE COINTEGRACION VARIABLE A VARIABLE



















































































[*) Los valores críticos en este caso son los obtenidos por Granger y Engle (1987)
siendo el número de variables incluidas en la regresión de cointegración igual
a 2 y el numero de observaciones igual a 100.
c-n
ción y en consecuencia falta de cointegración para los di-
versos tipos de cambio analizados se considera por Baillie y
Selover como el soporte fundamental para justificar el fra-
caso del modelo monetario tanto en la explicación de su com-
portamiento pasado como en la predicción de sus valores fu-
turos concluyendo que "no hay evidencia estadística que so-
porte una relación consistente a largo plazo con el modelo
monetario puro o con sus extensiones más simples". Así
mismo, la falta de cointegración entre los tipos de cambio
nominales y los diferenciales de precios les lleva a con-
cluir que "la Teoría de la Paridad del Poder Adquisitivo se
convierte en un concepto de poco uso a largo plazo".
Tanto los resultados de Baillie y Selover como los aquí
presentados ponen de manifiesto que el modelo monetario de
determinación del tipo de cambio es inapropiado para expli-
car el comportamiento de éste, hecho ampliamente contrastado
por numerosos autores, lo que ha llevado en muchas ocasiones
a la conclusión de que el tipo de cambio es impredecible y
que la mejor predicción de sus valores futuros es la propor-
cionada por el paseo aleatorio (Méese y Rogoff (1983)). En
un reciente trabajo, Martin Arroyo (1988) demuestra que el
modelo monetario de determinación del tipo de cambio se re-
duce a un modelo ARIMA como máximo de orden 5 ó 6 dentro de
los cuales se encuentra el modelo de paseo aleatorio por lo
que la conclusión de Méese y Rogoff (1983) así como el com-













































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tests de Eficiencia Aplicados
a los Tipos de Cambio Diarios
E-
APENDICE E: TESTS DE EFICIENCIA APLICADOS A LOS TIPOS DE CAMBIO
DIARIOS
E-l RESULTADOS DE LOS TESTS
E-l-1 RESULTADOS DE LOS TESTS CLASICOS



















X212(-95) = 21.026; X212(-95) = 26.217




































































































































































































































Tipo de cambio Peseta/dólar: *3
Tipo de cambio Peseta/marco; *3


























TEST DE NANKERVTS - EVANS
Tipo de cambio Peseta/dólar: t =
Tipo de cambio peseta/marco: t =
tipo de cambio Peseta/franco: t =
Región de aceptación al 95% para T =




•• 100: (-2.28, 1.80)
= 100: (-2.59, 1.32)
E-l-2 RESULTADOS DE LOS TESTS BAYESIANOS
Intervalos HPD
Tipo de cambio Peseta/dólar:
Tipo de cambio Peseta/marco:
Tipo de cambio Peseta/franco:
(0.9732 < 3 < 1.007)
(0.9694 < 3 < 1.011)
(0.9768 < P < 1.014)
E-4
TABLA E - 6 : POR CON A PRIORI DIFUSA
TTQ = . 1
TT! = . 9
TTQ = . 2
TT! = . 8
TTQ = - 3
TT1 = . 7
TTQ = . 4
TT1 = . 6
TTQ = - 5
TTl = . 5
TTQ = . 6
TTi = . 4
TTQ = - 7
TTj = . 3
TTQ = . 8
TTJ = . 2
TT0 = - 9


































E-2 RESULTADOS DE LOS MODELOS ESTIMADOS
* Tipo de cambio peseta/dólar
1) (l-B)St = -.0029 + a t
(.0432)
T = 281; R 2 = -979; RSS = .14326.103
2) St = 1.2159 + 5.44.10"5t + .9894St-i + a t
(1.2930) (.0007) (.0117)
T = 281; R2 = .979; RSS = .1455186.103
3) S t = 1.1546 + .9900St_! + a t
(.9958) (.0086)
T = 281; R2 = .979; RSS = .1455215.103
4) (l-B)St = 1.1546 - .0099St-i + a t
(.9958) (.0086)
T = 281; R2 = .0048; RSS = .1455215.103
5) ARIMA(1,1,O) + 9n
(l-B)St = -.0042 - .0600(l-B)St-l + a
(.0432) (.0598)
T = 281; R2 = .979; RSS = .145566.103
6) ARIMA(2,l,0) + 6n
(l-B)St = "-0028 - .0567(l-B)St-l + .0423(1-B)St-2 + a t
(.0433) (.0600) (.0602)
T = 281; R2 = .979; RSS = .145183.103
E-í
7) ARIMAQ.l.Q) + 6n
(l-B)St = -.0002 - .0553(l-B)St-i + - 0399(1-B)St-2
(.0433) (.0598) (.0601)
- .0804(l-B)St-3 + at
(.0600)
T = 281; R2 = .980; RSS = .143571.103
8) ARIMA(4.1,0) + 6n
(l-B)St = -.0053 - .0682(l-B)St-l + .0377(1-B)St-2
(.0430) (.0597) (.0597)
- .0786(l-B)St-3 " .0479(l-B)St-4 + at
(.0597) (.0598)
T = 281; R2 = .980; RSS = .140853.103
9) ARIMAfO.l,1) + 6n
(l-B)St = -.0028 + at - .0560at-i
(.0409) (.0597)
T = 281; R2 = .979; RSS = . 145743.103
10) ARIMA(0.1.2) + 6n
(l-B)St = -.0028 + at - .0508at-i + .0413at_2
(.0429) (.0597) (.0599)
T = 281; R2 = .980; RSS = .145534.103
11) ARIMAÍO,1.3) + 6n




T = 281; R2 = .980; RSS = .144495.103
f - /
12) ARIMA(0.1,4) + 6n




T = 281; R2 = .980; RSS « .144217.103
13) ARIMAf1,1,1) + 8n
(l-B)St = - .0069 - .9260(l-B)St-i + at ~ .8952at-i
(.0813) (.0788) (.0908)
T = 281; R2 = .980; RSS = .143645.103
14) ARIMA(2,1,1) + 6n
(l-B)St = " .0054 - ,4984(l-B)St-l + .0253(1-B)St-2
(.0662) (.4324) (.0716)
+ a^ + .5455a-t-i
(.4300)
T = 281; R2 = .979; RSS = .144782.103
15) ARIMA(1,1,2) + en
(l-B)St = - .0057 - .5982(l-B)St-i + a t + .5440at_i
(.0673) (.4265) (.4288)
+ .0244at-2(.0699)
T = 281; R2 = .980; RSS = .144821.103
* Tipo de cambio peseta/marco
1) (l-B)St = -.0055 + a t
(.0080)
T = 281; R2 = .968; RSS = 5.07705
E-e
2) S t = 3.7039 - .00051t + .9454St_! + a t
(1.2295) (.0002) (.0181)
T = 281; R2 = .970; RSS = 4.898922
3) S t = 0.6376 + .9903St_! + a t
(.7128) (.01069)
T = 281; R2 = .969; RSS = 5.062226
4) (l-B)St = 0.6376 - ,0096St-i + a t
(.7128) (.0107)
T = 281; R2 = .0029; RSS = 5.062226
5) ARIMA(1,1.0) + 6n
(l-B)St = -.0059 - .0640(l-B)St-l + a t
(-0081) (.0605)
T = 281; R2 = .968; RSS = 5.05419
6) ARIMA(2,l,0) + 6n
(l-B)St = -.0072 - ,0675(l-B)St-l + .0003(1-B)St_2 + a t
(.0080) (.0600) (.0600)
T = 281; R2 = .969; RSS = 4.92851
7) ARIMA(3,lf0) + 6n
(l-B)St = -.0080 - .0857(l-B)St-l + .0006(1-B)St-2
(.0080) (.0604) (.0598)
+ ,0427(l-B)St-3 + a t
(.0596)
T = 281; R2 = .969; RSS = 4.85738
E-S
8) ARIMAM.l.Q) + 6n
(l-B)St = -.0083 - ,0850(l-B)St-i " •0020(1-B)St_2
(.0080) (.0609) (.0607)
+ .0395(l-B)St_3 - .0465(l-B)St-4 + at
(.0598) (.0598)
T = 281; R2 = .969; RSS = 4.84636
9) ARIMA(0,l,l) + 6n
(l-B)St = -.0054 + at - .0631at-i
(.0075) (.0602)








T = 281; R2  .969; RSS = 5.05645
.0188at-2(.0596)
11) ARIMA(0,1.3) + 9n




T = 281; R2 = .969; RSS = 5.04687
.0199at-2
(.0597)
12) ARIMAÍO,1,4) + e n
(l-B)St = -.0054 + at - .0758at_!
(.0072) (.0603)
+ .0502at-3 - .0684at-4
(.0594) (.0590)
T = 281; R2 = .969; RSS = 5.02623
.0038at-2(.0597)
E-IC
13) ARIMA(1.1,1) + 6n
(l-B)St = - .0024 - ,6848(l-B)St-l + at - .7640at_1
(.0022) (.1637) (.1497)
T = 281; R2 = .969; RSS = 4.95309
14) ARIMA(2.1,1) + 6n
(l-B)St = - .0046 + ,3881(l-B)St-l + .0252(1-B)St-2
(.0044) (.2361) (.0620)
+ at - .4732at-i
(.2365)
T = 281; R2 = .969; RSS = 4.87564
15) ARIMA(1,1,2) + Qn




T = 281; R2 = .969; RSS = 4.9444
* Tipo de cambio peseta/franco
1) (l-B)St = -.0016 + at
(.0024)
T = 281; R2 = .975; RSS = .461495
2) St = 1.1589 - .0002t + .9424St-i
(0.3380) (5.35.10"5) (.0169)
T = 281; R2 = .976; RSS = .438635
3) St = 0.0875 + .9955St-l + at
(.1870) (.0095)
T = 281; R2 = .975; RSS = .461118
E-ll
4) (l-B)St = 0.0875 - .0045St-l + a t
(.1070) (.0095)
T = 281; R2 = .0008; RSS = .46111
5) ARIMAfl,1,0) + en
(l-B)St = -.0019 - .0070(l-B)St-l + at
(.0024) (.0605)
T = 281; R2 = .975; RSS = .457016
6) ARIMA(2,l,0) + 6n
(l-B)St = -.0021 - .0150(l-B)St-l + .0381(1-B)St-2 + at
(.0024) (.0606) (.0604)
T = 281; R2 = .975; RSS = .457016
7) ARIMA(3,l,0) + 6n
(l-B)St = -.0028 - ,0375(l-B)St-l + .0108(1-B)St-2
(.0023) (.0587) (.0585)
- .0419(l-B)St_3 + at
(.0583)
T = 281; R2 = .977; RSS = .419003
8) ARIMA(4,l,0) + 6n
(l-B)St = -.0026 - .0128(l-B)St-l + .0204(1-B)St-2
(.0023) (.0609) (.0586)
- .0333(l-B)St-3 " .0296(l-B)St-4 + at
(.0583) (.0582)
T = 281; R2 = .977; RSS = .414866
9) ARIMAfO.1,1) + 6n
(l-B)St = --0016 + at " .0070at-i
(.0024) (.0603)
T = 281; R2 = .977; RSS = .461474
E-:
10) ARIMA(0,l,2) + 6n
(l-B)St = -.0016 + at - .0035at-i
(.0025) (.0605)
T = 281; R2 = .975; RSS = .460796
.0411at_2
(.0601)
11) ARIMA(0.1,3) + 6n




T = 281; R2 = .975; RSS = .459954
.0321at_2
(.0602)
12) ARIMA(0,1,4) + 6n
(l-B)St = -.0017 + at " .0096at-i + .0308at_2
(.0023) (.0605) (.0603)
- .0456at-3 - -0191at-4
(.0588) (.0579)
T = 281; R2 = .975; RSS = .459786
13) ARIMA(1,1.1) + 6n
(l-B)St = - .0008 + .7070(l-B)St-i +
(.0007) (.1332)
T = 281; R2 = .976; RSS = .443201
- .7427at-i
(.1301)
14) ARIMA(2,1,1) + 6n
(l-B)St = " .0011 + .5997(l-B)St-i
(.0014) (.1885)
+ at - •6431at-i
(.1825)
T = 281; R2 = .976; RSS = 4.441680
- .0006(1-B)St-2(.0597)
E-13
15) ARIMAfl.1.2) + 6n
(l-B)St = - .0008 + .7104(l-B)St-i + at - .7511at-i
(.0007) (.1345) (.1470)
(.0627)
T = 281; R2 = .976; RSS = .443157
APÉNDICE F
Histogramas de las Variables Originales y de los
Residuos de los Modelos, Funciones de Corre-
lación Cruzada entre tos Tipos de Cambio y
los Diferenciales de Tipos de Interés
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Gráfico F-7: Tipo de cambio peseta, dolar Residuos
Modelo (D-D-
- <
40 BD 130 180 300 340 380
-RE3D1 — 3D3 — M3D3
G f~- - + i c >J l~ ~~ o * T i p '-• '- •? '" ^ ÍTI b i o P *=• í •? 111 ' d o 1 c1 r
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40 60 130 180 300 340 350
RE3D3 — SD3 —MSD3
Gr *+ i«: o F-10 ¡ T i p o de c *.mb i o F'e •= ety
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ico F-14: Tipo de cambio Peseta--1
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Ctrafico F—17: Tipo de cambio peseta/franco- Residuos
Modelo (D-8)-
P- H
20 40 80 80 100 130 140 180 150 300 320 340 380
RE9D6 — SD3 —M3D3
Gr ~* + i c o F-1S; T i P o de c í.fTib í o F**=*s-•=• "t 3.




-0:: 12 ~0S 08 " 0 . 04 6 .04 0 . 0 8 0 . 1 2
P - 15
TABLA P - 6 : T i p o de e a i b i o
















































































































































































































































































Gráfico F—19 Tipo de cambio peseta franco- Residuos
Modelo (D-7).
P - 16
+0 60 120 180 200 240 290
— RE3D7 - - 9D3 —MSD3
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G r á f i c o F - Z l : F u n c i ó n d e c o r r e l a c i ó n c r u i a d a e n t r e el t i p o d e e e a b i o P e s e t a / d ó l a r
j el D i f e r e n c i a l d e T i p o s de I n t e r é E a 1 í e s I n t e r b a n c a r i o s e n t r e la
P e s e t a y e l D ó l a r
TIHE FERIOD AKALYZED
NAKFS OF THE SERIES
EFFECTIVE NUHBER OF OBSERVATIOKS
PTAKL'ARÍ DEVIATION OP THE SERIES
MEAN OF THE (DIFFERENCEDl SERIES
STANDARD DEVIATION OP THE KBAN .














CORKELATION imm Rl AND P2LPDD IS





-.07 .10 -.04 -.03 -.05 -.00 .06 -.08 .06 .08 -.07 .08
.06 .06 .06 .06 .06 .06 .06 .06 .06 .06 .06 .06
.10 .09 -.08
.06 .06 .06
CROSS CORRELATION BBTWEEH R1(T( AND P2LPDDIT-L)
1- 12 -.03 .01 .11 -.11 -.01 .02 -.07 -.05 -.01 -.08 -.02 .12
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F- 20
Gráfico F.22: Función de correlación cruzada entre el Tipo de Caibio Peseta/íarco
í e] Diferencial de Tipos de Interés a ! íes Interbancarios entre h
PeEete y el Harco
TIKE PERIOD ANALTZED
HAHES OF THE SERIES
EFFECTIVE KUHBER OF OBSERVATIOHS
STANDARD DEVIATIOH OF THE SERIES
MEAN OF THE iDIPFEREfJCED) SERIES
STANDARD DEVIATION OF THE HEAN .




















1- 12 .01 -.15 -.08 -.02 -.07 .02 .06 -.00 .07 -.10 -.04 -.03
ST.E. .06 .06 .06 .06 .06 .06 .06 .06 .06 .06 .06 .06
13- 15 .02 .09 .04
ST.E. .06 .06 .06
CROSS CORRELATION BBTVBEN
1 - 12
S T . B .
1 3 - 1 5
S T . E .
B 3 ( T ) A N D P 3 P K D Í T - L )
, 1 0 . 0 2 . 0 9 . 0 9 . 0 2 - . 0 1 - . 0 7 - . 0 2 - . 0 7 - . 0 1 - . 0 2 - . 0 0
. 0 6 . 0 6 . 0 6 . 0 6 . 0 6 . 0 6 . 0 6 . 0 6 . 0 6 . 0 6 . 0 6 . 0 6
- . 0 4 . 10 - . 0 7
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Gráfico P.23: Punción de correlación crucada entre el Tipo de Cíibio Peseta/franco
I el Diferencia] de Tipos de IcteréE a 1 íes InterbaBcsrioE de la
PeEets y del Franco
TIHE PERIO& ANALYZED
NAKES OP THE SERIES
EFFECTIVE KUBBER OF OBSERVATIONS
STANDAR!' DEVIATION OF TBE SERIES
HEAN OF TBE (DIFFERENCEDl SERIES
STAHDARD DEVIATION OF TBE HEAW .





















.01 .00 -.08 .05 -.06 .00 .01 .03 -.02 -.03 -.00 .00
.06 .06 .06 .06 .06 .06 .06 .06 .06 .06 .06 .06
.01 .07 -.01
.06 .06 .06
CROSS CORRELATION BETWEBN RSIT) AND P2PFD(T-L)
1- 12 ,04 -.03 .11 .05 .11 .04 -.03 .03 -.09 .01 .01 -.Oí








































































































































Gráfico F-24: Punción de correlación crnada entre el Tipo de Caibio Peseta/dólar
y el Diferencia] de Tipos de Interés a 3 lesee IüterbancarioE de h
Peseta y el Dólar
TIHE PBRTOD ANALYZED
NAKES OP TEE SERIES
EFPECTIVE NUHBER OF OBSBRVATIONS
STANDARD DEVIATIDU OP TEE SBRIES
KEAN OF TBE (DIFFERENCED) SERIES
STANDARD DEVIATION OF TflE HBAN .














CORRBLATION BETVEEN ANO P5LPDD IS





.01 .00 -.04 .02 .06 -.01 -.00 .03 .09 -.03 -.07 .03
.06 .06 .06 .06 .06 .06 .06 .06 .06 .06 .06 .06
.10 .02 .03
.06 .06 .06
CROSS CORRELATION BETVEEN R2(T) AND P5LPDD(T-L)
1-12 -.01 .06 .13 .04 -.07 -.06 .02 -.02 -.15 .03 .00 .07
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Gráfico P-25: Punción de correlación crurada entre el Tipo de Caibio Peseta/iarco
y el Diferencial de Tipos de InteréB a 3 leBes IoterbancarioE de la
Peseta y el Marco
TIHE PBRIOD AKALYZED
KANES OF THE SERIES
BFFECTIVE NUHBER OF OBSBRVATIOKE
STANDARD DEVIATIOK OF TBE SERIES
KEAN OF TBE (DIFFEREUCBD) SERIES
STANDARD DEVIATION OP TBE KEAN .




















.10 -.06 -.07 -.02 -.03 -.03 -.01 -.04 .01 -.06 -.01 -.02
.06 .06 .06 .06 .06 .06 .06 .06 .06 .06 .06 .06
.01 .02 .05
.06 .06 .06
CROSS CORRELATO BETtfEEN R4ÍTJ AND F6PKD(T-L|
1-12 .09 -.06 .02 .01 .02 -.02 -.09 -.03 -.05 -.10 -.02 .06
ST.E. .06 .06 .06 .06 .06 .06 .06 .06 .06 .06 .06 .06
13- 15 -.01 .05 .02
ST.E. .06 .06 .06
-1.0 -.8 -.6 -.4
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Gráfico F-26: Función de correlación crutada entre el Tipo de Caibio PeEeta/franeo
y el Diferencial de Tipos de Interés a 3 leses Interbaccarios de la
Peseta j el Franco
TIKE PERIOD AKALTZED
NAKES OP TBE SERIES
EPFECTIVE NUHBER OP OBSERVATIONS
STANDARD DEVIATION OF TBE SERIES
MEAN OF THE (DIPFERENCBD SERIES
STANDARD DEVIATION OP THE KEAN .
T-VALUE OP MEAN (AGAIHST ZBRO) .
CORRELATION BETKBEN R6 AND P4PPD IS
CROSS CORRELATION BETKEEN F4PPD(T) AND R6(T-L)














S T . E .
1 3 - 1 5
S T . E .
. 0 8 - . 0 6 - . 0 6 . 0 2 - . 0 5 - . 0 2 - . 0 5 - . 0 0 . 0 5 - . 0 1 . 0 3 - . 0 4
. 0 6 . 0 6 . 0 6 . 0 6 . 0 6 . 0 6 . 0 6 . 0 6 . 0 6 . 0 6 . 0 6 . 0 6
• . 0 0 . 0 2 - . 0 2
. 0 6 . 0 6 . 0 6
C R O S S C O R R E L A T I O N B E T O N Efi(T| AND P4PPD(T-L)
1- 12 .10 -.10 .04 -.04 .06 .04 -.08 .02 -.02 -.13 .01 .05
ST.E. .06 .06 .06 .06 .06 .06 .06 .06 .06 .06 .06 .06
13- 15 -.01 -.03 .08






























































-1.0 -.8 -.6 -.( -.2 .0 .2 .4 .6 .8 1.0


































Gráfico P-27: Punción de correlación crurada entre el Tipo de Caibio Peseta/dolar
y el Diferencia] de TipoB de Interés a 1 dia (euroiercaóo] de la
Peseta y el Dólar
TIBE PBRIOD ANALTZBD
NAHEE OF THE SERIES
EFPECTIVE NUKBER OF OBSERVATIONS
STANDARD DBVIATION OF TflE SERIES
KEAN OF THE (DIFFEREKCED) SERIES
STANDARD DEVÍATION OP TBE MEAN .














CORRELATION BETVBSH filáND FLPDD IS .01
CROSE CORRELATION BETVEEN PLPDD(T) AND Rl(T-L)
1- 12 -.02 -.02 -.07 -.11 .04 -.08 -.04 .01 -.01 -.05 -.09 -.14





CROSS CORRBLATIOK BBTUEEN I1(T) AND PLPDD(T-L)
1- 12 -.04 -.04 .04 -.04 -.05 -.10 .08 -.01 .03 -.06 -.10 .03















































































































































Gráfico F-28: Punción de correlación cruzada entre el Tipo de Csibio PeseU/iarco
? el Diferencia! de Tipos de Interés a 1 día (euroiercado) de la
Peseta y el Karco
m i PERIOD ANALYZED
NAKES OF THE SERIES
EFFECTIVE NUHBER OF OBSERVATIONE
STANDARD DEVIATION OF THE SERIES
HEAN OF TBE (DIFFERENCBDI SERIES
STANDARD DEVIATION OF THE HEAN .
























-.08 -.03 -.06 -.06 .02 .03 .08 -.01 .06 .08 .02 -.01
.06 .06 .06 .06 .06 .06 .06 .06 .06 .06 .06 .06
-.03 .01 .02
.06 .06 .06
CROSS CORRELATIOH BETIEEN B2(T) AND PPW(M|
1- 12 .09 .07 .05 -.02 -.03 -.10 .04 -.03 .09 -.05 .11 .06
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Gráfico P-29: Función de correlación crutada entre el Tipo de Caibio Peseta/franee
J el Diferencial de Tipos de Interés a 3 día (euroiercado] de la
Peseta y el Franco
TIKF PERIOD ANALYZBD
KANES OF THE SERIES
EFFECTIVE NUHBER OF OBSERVATIONS
STANDARD DEVIATIOK OP THE SERIES
MEAN OF THE ÍDIFFERENCED) SERIES
STANDARD DSVIATION OF THE HEAN .





















1- 12 -.04 -.07 -.10 -.03 .08 .01 -.01 -.00 .05 .00 -.01 -.08





CROSS CORRBLATION BBTifEEN E3(T) AND FPFD(T-L)
1- 12 .01 -.06 .13 -.06 .00 .04 .04 -.03 -.03 .01 -.02 .02





) -,í -.4 -.2 .0 .2 .4 .6 .8 1.1































































































Gráfico P-3G; Punción de correlación crutada entre el Tipo de Caibio PeBeta/dohr
y el Diferencial de Tipos de Interés a 1 íes (euroiercadol de la
Peseta y el Dólir
TIBE PERIOD ANALTZEP
NAHES OF THE SERIES
BFPECTIVE m m OF OBSERVATIONS
STANDARD DEVIATION OP TBE SERIES
KEAN OF TflE (DIPFERENCEDI SERIES
STANDARD DEVIATIOU OP TflE KBAN .
T-VALUE OF MEAN (AGAINST ZERO) .
CORRELATION BBTKEBN El AND PLPDD IS
CROSS CORRELATION BETlíEEN PLPDD(T| AKD Rl(T-L)

















-.03 .00 .00 .06 -.01 -.03 .02 .01 -.01 .06 -.02 -.00
.06 .06 .06 .06 .06 .06 .06 .06 .06 .06 .06 .06
.07 .01 -.01
.06 .06 .06
CROSS CORRELATIOK BETVEEN R1(T) AKD PLPDDfT-U
1 - 1 2 - . 0 6 - . 0 1 - . 0 2 . 1 0 - . 0 3 . 0 5 - . 0 0 . 1 1 - . 0 8 . 0 8 - . 0 8 . 0 2
S T . E . . 0 6 . 0 6 . 0 6 . 0 6 . 0 6 . 0 6 . 0 6 . 0 6 . 0 6 . 0 6 . 0 6 . 0 6
1 3 - 1 5 - . 0 7 . 0 1 . 0 4
S T . E , . 0 6 . 0 6 . 0 6
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Gráfico F-31: Función de eorreUcióo cruzada entre el Tipo de Caibio Peseta/Barco
y el Diferencial de TipoE de Interés a I IGE (euroiercado! de Ja
Peseta y el Karco
TIME PERIOD ANALYZED
KANES OP THE SERIES
EFFECTIVE NUKBER OF OBSERVATIOKS
STANDARD DEVIATION OF TBE SERIES
KEAN OF TBE fDIFFERENCBDI SERIES
STANDARD DEVIATION OF THE MEAN .




















1- 12 -.03 -.09 -.13 -.05 .01 .08 .07 -.04 .08 -.02 -.08 -.06





CROSS CORRBLATION BRTÍEEN RÍ(T| AND FPMD(T-L)
1- 12 .10 .08 -.01 .10 -.00 .01 -.06 -.00 -.10 .01 .03 .11
ST.E, .06 .06 .06 .06 .06 .06 .06 ,06 .06 .06 .06 .06
13- 15 .01 .12 .05
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Gráfico F-32r Función de correlación cruzada entre el Tipo de Caibio Peseta/franco
y el Diferencial de Tipos de InteréE a 1 íes (euroiercsdo) de la
Peseta y el Franco
TIKE PERIOD AHALTZED
ÑAUES OP THE SERIES
FFFECTIVE NUITBER OF OBSERVATIONS
STANDARr DEVIATION OF THE SERIgS
HEAN OF TBE ÍDIFFERENCED) SERIES
STAKDARP DEVTATIOK OF THE KEAN .













CORRELATIOK BETKEEN AND F1PFD IS -.02
CROSS CORRELATION EETWEEN FIPFD(T) AND R8ÍT-LI
I- 12 .04 -.11 -.08 .01 -.08 .05 .04 .03 .02 -.11 -.04 -.02





CROSS CORRELATIOK BETVEEN R8(T] AND PIPFD(M)
1- 12 .04 .01 .02 .OS -.05 ,09 .03 .Oí -.14 .05 .02 .15










































































































































Gráfico F-33: Punción de correUción crursda entre el Tipo de Caibio PeEets/dolsr
I el Diferencial de Tipos de Interés a 3 leses (euroiercado) de la
Peseta j el Dólar
TIME PERIOD ANALYZED
NAKES OF TEE SERIES
EFFECTÍVE NUHBER OF OBSERVATIONS
STAHDARÍ DEVIATION OP TBE SERIES
MEAN OF TflE (DIFFERENCED) SERIES
STANDARD DEVIATION OF THE SEAN .

















CROSS CORRBLATION BETifEEN F3LPDD(T) AKD R3ÍT-L1
1- 12 -.00 .00 -.02 -.Oí -.07 .05 -.04 -.03 .06 .09 -.03 .02
ST.E. .06 .06 .OS .06 .06 .06 .06 .06 .06 .06 .06 .06
13- 15 -.01 -.01 -.04
ST.E, .06 .06 .06
CROSS CORRELATIOK BETVEBK E3(T) AND mPDD(T-L)
1- 12 -.00 -.00 -.00 -.00 -.05 .09 .05 .05 .05 .02 -.04 -.06
ST.E. .06 .06 .06 .06 .06 .06 .06 .06 .06 .06 .06 .06
13- 15 -.05 -.01 .05
ST.B. .06 .06 .06
-1.0 -.8 -.6 -.4
+ +
 + +





























































































Gráfico f-U: Funcióo de correlación cruzada entre el Tipo de C&abio Peseta/iarco
f el Diferencial de Tipos de Interés & 3 leses (euroiercado) de la
m e t a j el Hirco
TIKE PERTOP ANALYZBD
ÑAUES OF THE SERIES
EFFECTIVE NUHBER OF OBSERVATIONS
STANDARD DEVIATION OF THE SERIES
KEAN OF TBE (DIFFBRENCEDÍ SERIES
STANDARD DEVIATION OF THE ÍUH .
T-VALUE OF MEAN (AGAINST ZERO) .
CORRELATION BETWEEN R6 AND
CROSS CORRELATION BETVEEN P3PHD(T) AND
1- 12 .05 -.06 -.06 -.13 .03 .07 .04 -.02 .03 -.05 -.01 -.05




















CROSS CORRELATIOH BETVEEH R6(T| AND F3PKDÍT-L)
1-12 .03 .08 -.05 .10 -.08 -.01 -.00 -.02 -.0? -.05 -.00 .11
ST.E, .06 .06 .06 .06 .06 .06 .06 .06 .06 .06 .06 .06
13- 15 .03 .12 .08
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Gráfico F-3E: Punción de correlación crutída entre el Tipo de Caibio Pe6eta/franco
J el Diferencial de TipoB de Interés a 3 m e s (euroiercado) de la
Peseta j el franco
TIME PBRIOD ANALYZBÜ
ÑAUES OF THE SERIES
EFFECTIVB KUHBEfi OF OBSERVATIONE
STANDARD DEVIATION OF THE SERIES
KEAN OF TBE ÍDIPFEREUCBD) SERIES
STANDARD DEVIATIOK OF TBB HEAN ,














CORRELATION BBTWBEN 810 AND P3PFD IS -.07
CROES CORRELATION BETHEBN P3PPD(T) AND EIO(T-L)
1-12 .05-.02-.05-.il .01 .04 -.02 .05 .00 -.11 -.01 -.05





CROSS CQRRELATION BBTVEEN S10(T) AND F3PFD(T-L)
1-12 .02 -.01 -.05 .08 -.10 .03 .10 .01 -.11 -.06 .04 .17













































































































reste de no Lineaiidad
G-l
APÉNDICE G: TESTS DE NO LINEALIDAD
1- TEST DE GRANGER Y NEWBOLD (1976)
Granger y Newbold consideran que si una serie yt es
gaussiana y por lo tanto lineal, entonces el cuadrado de
ésta seguirá comportándose bajo el mismo esquema (gaussiana
y lineal). Si esto se cumple, entonces también se verifi-
cará:
2
 P a r a t o d o k (G-1)
siendo r^(.) la autocorrelación estimada de . para el
retardo k.
Siguiendo a Granger y Newbold (1976), cualquier desvia-
ción de este resultado indicaría un grado de no linealidad.
2- TEST DE MARAVALL (1983)
Maravall (1983) parte del resultado de Granger (1981)
que propone observar la función de autocorrelación de a2t
(cuadrado de los residuos de cualquier modelo ARMA esti-
mado) . Si at es un proceso independiente, también lo será
a2t- Sin embargo, si los residuos no son independientes y el
modelo es no lineal, ésto se reflejará probablemente en la
función de autocorrelación del cuadrado de los residuos del
modelo estimado que, si son lineales, serán ruido blanco.
Utilizando este argumento, Maravall (1983) demuestra que si
G-2
yt es un proceso estacionario lineal (gaussiano), entonces
se cumplirá:
lrk(yt)| > rk(Yt2) > ° para todo k=0
puesto que a menos que ambos sean nulos, un incremento
en algunas autocorrelaciones al elevar la variable al cua-
drado implicaría no linealidad.
En estas condiciones, Maravall (1983) extiende el esta-
dístico Q (pudiendo ser tanto el estadístico de Box y Pierce
como el de Box y Ljung). Puesto que Q es una medida agregada
de un conjunto de autocorrelaciones, se puede extender el
resultado anterior, deduciéndose:
Qk(yy) * Qk(yt2)
por lo que un incremento en el valor del estadístico Q
al calcular las autocorrelaciones de yt2 sería una indica-
ción de no linealidad, pudiéndose verificar tanto para la
variable original como para los residuos de cualquier modelo
ARMA. Según Maravall, bajo la hipótesis de no linealidad,
rk(at2) - N(0,l/T)
por lo que los estadísticos Q para la serie de los cua-
drados de los residuos del cualquier modelo ARMA se distri-
buirá probablemente como una X2.
3- TEST DE McLEOD Y LI (1983)
Proponen un test similar al de Box-Pierce o Box-Ljung
para detectar la posible no linealidad de una serie, basado
en las autocorrelaciones al cuadrado.
G-3
Definen como {ái, &2> •••/ &T) 1 O S residuos de cual-
quier modelo ARIMA estimado y la función de autocorrelación
residual por:
T~K T
ra(k) = £ at.át+k / £ á t 2 k=l,2
t=l
 t = 1
El estadístico de Box-Ljung, cuya expresión viene dada
por:
Qa= T(T+2) £ r2a(k) / <T-k)k=l
se utiliza normalmente para detectar posibles errores
de especificación en los modelos ARIMA. Bajo la hipótesis
nula de que modelo ARIMA se encuentra correctamente especi-
ficado, este estadístico se distribuye asintóticamente como
una X2 con (m-p-q) grados de libertad.
McLeod y Li definen la función de autocorrelación del
cuadrado de los residuos mediante la expresión:
T-K
£ (á2t - Ó2)(á2t+k - ó2)
=
á 2 t -til(a 
- I a 2 t
donde o2= —1
y proponen una modificación del estadístico de Box-
Ljung, cuya expresión es:
m -Qaa = T(T+2) £ raa2(k) / (T-k)
Este estadístico se podría utilizar para detectar cual-
quier error de especificación del modelo. Si los a^ son in-
dependientes, se demuestra que este estadístico se distri-
buye asintóticamente como una X2 con m grados de libertad.
McLeod y Li realizaron ejercicios de simulación demostrando
que los niveles de significación empíricos de Qaa* s o n sa~
tisfactorios para la mayor parte de los tamaños muéstrales
G-í
pero no llevaron a cabo estudios sobre la potencia de este
estadístico.
4- TEST DE KEENAN (1985)
Keenan asume que cualquier serie puede representarse
mediante una expansión de Volterra, la cual a su vez puede
aproximarse por una expresión de orden 2 definida por:
oo ge ao
x t = \Í + 2 eu at-u + S E 6UV at-uat-v ÍG"2)
expresión a partir de la cual se pueden derivar todos
los modelos de series temporales, tanto lineales como no li-
neales. Esta aproximación será lineal si y sólo si el último
término de la parte derecha de (G-2) es nulo. Keenan re-
cuerda que llevar a cabo, en la regresión, un test para con-
trastar la nulidad de este término, equivale a realizar un
test de Tuckey de no aditividad con un grado de libertad.
Así, el test propuesto por Keenan para contrastar la
posible no linealidad de una serie se realiza en cuatro eta-
pas que pasamos a desarrollar.
Primera etapa
Para un valor de M especificado por el investiga-
dor se realiza la regresión de Xs sobre {1, Xs_i, Xs_2,
.../ X S _ M ) / definiéndose así:
Xs: los valores ajustados de esta regresión
as: los residuos de esta regresión
G-5
SSE: la suma cuadrática de los residuos siendo
s= M+l, M+2, n
Segunda etapa
Realizar la regresión de X s 2 sobre {1, Xs-1> •••>
Xs-M)* llamando € s a los residuos estimados de este mo-
delo para s= M+l, M+2 n.
Tercera etapa
Se hace la regresión de á = {á M + 1 / a^+2/ -•-. án}
sobre £ = (£M+1* eM+2' •••- en) Y se calcula el esta-
dístico:
6 = 6 0 [ Z £t2 jl/2
t= M+l
donde 6 Q es el coeficiente de la regresión de esta
etapa.
Cuarta etapa
Con el estadístico 6, obtenido en la etapa ante-
rior, se procede al cálculo del estadístico siguiente:
6 2 (n - 2M - 2)
Fl/n-2M-2 " SSE - 62
La hipótesis nula de linealidad es, por la expre-
sión (G-2):
oo oo
H0: 2 Z 6UV at-uat-v = 0
De esta forma, bajo la hipótesis nula y la hipótesis de
que los (at) son iid N(0, a 2 ) , el estadístico F se dis-
tribuye como una F con 1 y n-2M-2 grados de libertad.
G-6
lo que se considera como el estadístico de Keenan para
detectar la posible no linealidad de una serie.
En la primera etapa del procedimiento, Keenan pre-
supone que M se escoge de forma que se pueda obtener
una aproximación autorregresiva. La elección del valor
de M se debería hacer, según Keenan, utilizando alguno
de los criterios desarrollados en la literatura, como
el criterio de Akaike o el de Schwarz. Naturalemente,
estos criterios asumen que la variable original es nor-
mal.
Davies y Petruccellí (1986) analizaron este test
deduciendo que se pueden plantear problemas cuando se
utilicen series que estén próximas a la no estaciona-
riedad.
5- Test de bilinealidad
Peña (1985) extiende el principio del test de los mul-
tiplicadores de Lagrange (Rao (1947)) a la contrastacion de
las estructuras bilineales que puede presentar una serie,
siendo la hipótesis nula de este contraste:
HQ: xt = bxt-jet-k + et > b = 0 para todo k,j
et - iidN(0,a2)
mientras que la hipótesis alternativa aparecerá repre-
sentada por la expresión:
Hj_: xt = bxt-jet-k + *t* b-° para algún k,j
Para los modelos bilineales diagonales, en los que k=j,
se contrastará la hipótesis nula: H0: x t = et frente a la
G-í
hipótesis alternativa H^: xt-^et-k + &t' realizando la re-
gresión:
xt = bx2t_jc + nt (G-3)
El contraste, denotado ESQ, se calcula mediante la ex-
presión:
ES0* = TR2 (G-4)
distribuyéndose como una X2 con un grado de libertad
donde T es el número de observaciones y R2 es el coeficiente
de determinación de la regresión realizada en (G-3).
Para los modelos bilineales subdiagonales o superdiago-
nales (j>k y j<k respectivamente), la hipótesis nula será la
misma que en el caso anterior, mientras que la hipótesis al-
ternativa se expresa por:
Hi: xt = bxt-jet-k + et
por lo que se deberá realizar la regresión:
x t = bxt_jxt-k + nt
construyéndose el test de la misma forma que en (G-4).
Así, los valores del test, para diferentes j y k en los mo-
delos tanto diagonales como sub y superdiagonales, signifi-
cativos (mayores que el valor de la X2i para un nivel de
significación determinado) serán los comportamientos biline-
ales que contiene la variable analizada.
6- Test ARCH
Engle (1982), al desarrollar los modelos ARCH, presentó
también un método de contrastación de estos efectos, en el
que la hipótesis nula viene expresada por:
H0: ai = a2 = ... = aR = o
donde los a son los parámetros del modelo ARCH, repre-
sentado en (4.8).
El procedimiento para construir este test, que utiliza
de nuevo el principio de los multiplicadores de Lagrange,
consiste, en una primera etapa, en estimar el modelo ARMA,
expresado en (4.7), y utilizar los residuos para realizar la
regresión:
e2t = a0 +ale2t-l +cx2^2t-2 + ... + ape2t-p + at (G-5)
siendo G^ los residuos de la estimación del modelo
(4.7). Finalmente, se construye el estadístico TR2 que se
distribuye, bajo la hipótesis nula, como una X2 con R grados
de libertad. A partir de le estimación de (G-5) se determi-
narían los retardos significativos que deben incluirse en el
modelo ARCH correspondiente.
G-S
1 RESULTADOS DE LOS TESTS DE NO LINEALIDAD APLICADOS A
RESIDUOS DE LOS MODELOS DEL CAPITULO 4
LOS





























































































































































































































































































































de autocorrelaeión de los residuos de cada lodelo

















































































































































































































































































































(D-3) (D-4) (D-6) (D-7)
11.4 13.0 5.3 11.7
33.6 36.3 23.0 31.4
43.1 47.7 32.4 41.0
Valores de la X2 para el 95%: X 2 1 2 = 21.026; X224 = 36.415;
























































































































































































































































































































































































































































































































































































, X2(.95) = 3.
X2Í.95) = 9.49
X2Í.95) = 14.















































Datos Diarios de fas Variables




































































































































































































































































































TABLA B - 2 : T i p o de c a i b i o p e s e U / i a r c o . D a t o s d i a r i o s o r i g i n a l e s .





























































































































































































































































































TABÚ H-3: Tipo de caibio peseta/ftinco.






























































































































































































































































































TABLA H-4: Diferenciales de tipos de interés interbancarios.

























































































































































































































































































TABLA H-4: Diferenciales de tipoB de interés interbancarios.




















































































































































































































































































TABLA H-1: Diferencial de tipos de interés ínterbancarioa.


























































































































































































































































































TABLA H - 4 : D i f e r e n c i a l de t i p o B de i n t e r é s i n t e r b a n c a n o s


























































































































































































5 . 6 3 0 0 0 0
. 9 4 0 0 0 0
, 8 1 0 0 0 0




















































































































































































































































































































































































TABLA H-4: Diferencial de tipos de interés interbancanos
B-31 entre la peseta y el franco - a tres
6.060000 5,940001 6.690001 5.940001 6.19000!
5.5OO0OO 5.500000 5.500000 5.440001 5.440001
5.690000 5.690000 5.810000 5.880000 5.250000
5.880000 5.880000 5.940000 6.000000 5.930000
6.000000 6.000000 6.130000 6,190000 5.630000
5.750000 5.750000 5.750000 5.690001 5,690001
5.560000 5.250000 5.120000 5.000000 5.000000
1,630000 4.8IO0OO 4,750000 4.750000 4.750000
4.750000 4.63OOOO 4.690001 4.690001 4,690001
4.750000 4.690000 4.690000 4,810000 4,750000
4.690001 4.630000 4.880000 4.63OOOO 4.500000
4.5OO0OO 4.690001 4.690001 4.880000 4.810000
4.000000 4.560000 4.500000 4.5OOOOO 4.630000
4.880000 4.880000 4.750000 4.690000 4.570000
4.440000 4.630000 4.630000 4.750000 4.750000
4.880000 4.880000 4,880000 4.820000 4.820000
4.880000 4.O7OOOO 4.000001 4.O7O0OO 3,940000
4,120000 4.180000 4.180000 4.120000 4.120000
4.000000 3.880000 3.880000 4.250000 3.070000
3.070000 3.070000 3.070000 3,070000 I, 940000
2.940000 2,750000 2.940000 2.940000 2.810000
2.690001 2.690001 2.440001 2.440001 2.440001
2.690000 2,690000 2.690000 2.690000 2.630000
2,630000 2.750000 2.750000 3.870000 2.870000
2,870000 2.880000 3.310000 3.130000 3.060000
3.250000 3.250000 3.38OOOO 3.440000 3.440000
3.560000 3.560000 3.630000 3.440000 3.440000
3,440000 3.440000 3.500000 3.690000 3,620000
3.560000 3.500000 3.500000 3.570000 3,440000
2.820000 2.880000 2.810000 3.060000 3.060000
3.060000 3.180000 3.120000 3.120000 3.060000
3.120000 3.190000 3.250000 3.250000 3.190000
3.190000 3.13OOOO 3.130000 3,060000 3.060000
3.060000 3.070000 3.130000 3.250000 3.250000
3.370000 3.380000 3.500001 3.500000 3.5OOOO0
3.500000 3.440000 3.570000 3.430000 3.370000
3.560000 3.500000 3.440000 3.500001 3.500001
3.500001 3.440000 3.500000 3.630000 3.570000
3.570000 3.570000 3.440000 3.500000 3.500000
3,500000 3.570000 3.570000 3.440000 3.440000
3.440000 3.440000 3.440000 3.250000 3,310000
3.120000 3.120000 3.120000 3.060000 3.190000
3.190000 3.190000 3.000000 2.940000 2.940000
2.940000 2.940000 2.810000 2.940000 2.940000
2.810000 2.810000 2.750000 2.690000 2.690000
2.690000 2.750000 2.930000 3.000001 3.000000
2.940000 3.070000 3.190000 3.500000 4.370000
4.370000 4.750000 4.810000 4.750000 4.630000
4.810000 4.870000 4.880000 5.060000 5.000000
5.250000 5.190000 5.190000 5.190000 5.120000
E.060000 5.070000 5.000000 4.750000 4.690000
4.750000 4.440000 4.440000 4.320000 4.310000
4,310000 4.310000 4.310000 4.430000 4,430000
4,500000 4.680000 4.680000 4.670000 4.870000
4.79OOOO 4.740000 4.690000 4.870000 4.72OOOO
4.310000 4.310000 4.420000 4.570000 4.490000
4.320000 4.570000 4.490000
B-IO
TABLA B - 5 : D i f e r e n c i a l de t i p o s de i n t e r é s d e l e u r o i e r c a d o





























































































































































































































































































TABLA H-5: Diferencial de tipos de interés en el euroaercado




























































































































































































































































































TABLA B-5: Diferencial de tipos de interés en el euroiercado
























































































































































































































































































B-5: Di ferenc ia l de t ipos de interés en el euroiercado



























































































































































































































































































TABLA B-5: Diferencial de tipos de interés en el euroiercado
























































































































































































































































































TABLA H-5: Diferencial de tipos de interés en el euroiercado






















































































































































































































































































TABLA fi-5: Diferencial de tipos de interés en el euroíercado




























































































































































































































































































































































































































































































































































































































TABLA B-5: Diferencial de tipoe de interés en el entercado
^ entre la peBeta j el franco a tres lesea
" ' l m m E-380000 5 . 5 0 0 0 0 0
1
 « 8 SS ' !!00 5J3000() 5 - 0 ? 0 0 0 ° 5.130000
' • l-Wm 5.630000 4.940000





 5-190001 4 . 9 4 0 0 0 1
i 2 2 ' 2555 L m m 4 . 5 0 0 0 0 0 4 . 4 4 0 0 0 0
'LnSSS • 0 0 ° u < 0 0 0 0 ^ .440000 4,440000
.500000 4,500000 4.500000 4.500000 1.500000
«ffi l'JSSSSJ í-380000 ^ ' í 9 0 0 0 1 «-130000
i ' T s S S S ! í . 3 8 0 0 0 0 4.5OO0OO Í . 500000 4 .750000
ilfflM '55S5S0 < .250000 1.320000 4 .440000
. 570000 4.5OOOO0 4.37OOOO 4 . 5 0 0 0 0 0 4 . 2 5 0 0 0 0
1
 S 525 H Í S S S 0 4 , S 3 o o o o 4 .620000 4 .500000
.630000 4.690000 4.630000 4.630000 4,630000
l'S5S!5S 3.940000 3.870000 3.940000 3.810000
3.870000 3.930000 3.870000 3.870000 3.75OOOO
3.750000 3.570000 3.630000 3.940000 3.000000
3.070000 3.070000 3.070000 2.630000 2.620000
2.560000 2.370001 2.560000 2.500000 2.500000
2.500000 2.500000 2.380000 2.380000 2.380000
2.500000 2.500000 2.500000 2.440000 2.320000
2.380000 2.440001 2.500000 3.560000 2.500000
2,560000 2.630000 3.000000 2.880000 2,810000
2.940000 2.940000 3.130000 3.250000 3.I9OOOO
3.310000 3.310000 3.320000 3.310000 3.19ODO0
3.410000 3.440000 3,500000 3.630000 3.440000
3.440000 3.320000 3.380000 3.440000 3.500000
2.880000 2.880000 2.930000 3.120000 3,120000
3.250001 3.180000 3.120000 3.120000 2.810000
3.060000 3.120000 3.190000 3.190000 3.330000
2.940000 3.070000 3.O7OOOO 3.000001 2.930000
2.930000 2.940000 3.070000 3.190000 3.130000
3.250001 3.320000 3.500001 3.440000 3.440000
3.370000 3.310000 3.440000 3.370000 3.370000
3.440000 3.440000 3.370000 3.430000 3.180000
3.180000 3.320000 3.380000 3.440000 3,380000
3.500000 3.500000 3.440000 3.500000 3.440000
3.440000 3.440000 3.570000 3.500000 3.560000
3.560000 3.440000 3.250000 2.750000 2.870000
2.870000 2.870000 3.000001 2.940000 3.070000
3.070000 3.000000 2.690000 2.500000 2.500000
2.500000 2.560000 2.690000 2.820000 2.820000
2.750000 2.690000 2.690000 2.690000 2.560000
2.690000 2.810000 2.810000 2.870000 3.070000
3.130000 3.190000 3.190000 3.500000 4.250000
4.250000 4.750000 4.750001 4.620000 4.560000
4.750000 4.810000 4.880000 5.060000 5.000000
5.310000 5.190000 5.190000 5.130000 5.060000
4.879999 5.000000 4.940000 4.620000 4.560000
4.560000 4.250000 4.310000 4.190001 4.250000
4.310000 4.310000 4.310000 4.310000 4.310000
4.380000 4.560000 4.560000 4,420000 4.560000
4.660001 4.610001 4.560000 4.690000 4.600000




d,'-í.- x i u ck Th'oi
