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Abstract - -Reservo i r  operation isa special inventory problem under conditions of uncertain supply 
and controlled emand. In this paper, we will restrict our attention to reservoir operations. In many 
cases, the problem which the reservoir manager is concerned with is not to maximize the direct 
economic benefit, but to operate the reservoir system as normally as possible, i.e., to fulfill the 
requirement for water demand, recreation, fishing, generating electricity, and ecology, etc., and to 
avoid flooding, as much as possible. This paper presents a dynamic fuzzy criterion model (DFCM) 
for reservoir operations. In DFCM, a satisfactory degree function is adopted as a criterion function. 
The objective is to let the reservoir system be in the highest possible satisfactory state. This model 
is available to the reservoir system whose parameters are fuzzy or whose economical benefits are very 
difficult to measure. We obtain the existence, uniqueness, and stability theorems to the equation of 
DFCM, and prove that the optimal release policy for a reservoir is a bounded critical number policy. 
Finally, the application of DFCM in Qinhuangdao region water resource system is discussed. (~) 1999 
Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
In water resources ystems, there exist two types of management problems, planning and opera- 
tion. The former has been discussed in literature, such as [1-3]. A lot of optimization methods 
for the latter have also been reported. In general, the available methods can be classified as 
follows [4]: 
1. Linear Programming (LP), including chance-constrained LP, stochastic LP, and stochastic 
programming with recourse, 
2. Dynamic Programming (DP), including incremental DP, discrete differential DP, incre- 
mental  DP  and successive approximations, tochastic DP, reliability-constrained DP, dif- 
ferential DP, and the progressive optimality algorithm, 
3. nonlinear programming, 
4. simulation. 
In this paper, we will restrict our attention to the reservoir operation problem. Usually, the 
management objective is to maximize the benefit or minimize the cost. However, in many cases, 
the problem which the manager is concerned with is not to maximize the direct economic benefit, 
but to operate the reservoir system as normally as possible, i.e., to fulfill the requirement for 
water demand, recreation, fishing, generating electricity, and ecology, etc., and to avoid flooding, 
as much as possible. So, we present a Dynamic Fuzzy Criterion Model (DFCM) for reservoir 
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operations, in which a satisfactory degree function is employed to describe the state of reservoir 
system. The objective is to let the reservoir system be in the highest possible satisfactory state. 
This model is available to the reservoir systems whose parameters are fuzzy, or whose economical 
benefits are very difficult to measure. 
In addition, Odanaka [5] first studied the fuzzy inventory control problem and constructed 
a conceptual framework for fuzzy inventory process in which he minimized some membership 
functions over a finite or infinite stages with a fuzzy goal. It is also known that the water 
resource management is a special inventory problem under conditions of uncertain supply and 
controlled demand. So, DFCM can be regarded as a development of fuzzy inventory process in 
the area of reservoir management. 
2. SAT ISFACTORY DEGREE FUNCTION 
In a reservoir system, if we obey the following operating rulc the water release must satisfy 
the water demand and avoid a flood regardless of the physical constraints of the reservoir, then 
the state of the system can be described by the imaginary volume in storage (or elevation). 
When the imaginary volume in storage is less than the dead volume in storage, the demand is 
not fulfilled, and the difference represents the shortage quantity; when the imaginary volume in 
storage is larger than the largest physical storage, a flood occurs, and the difference represents 
the degree of flood. In addition, for each purpose of recreation, fishing, generating electricity, 
and ecology, there exists a respective optimal volume in storage such that the respective purpose 
can be achieved as closely as possible when the volume in storage is just equal to the respective 
optimal volume. And  in this case, the state of the reservoir system is the most satisfactory. When 
the volume in storage goes away from the optimal volume in storage, the satisfactory degree is 
decreasing. 
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Figure 1. Satisfactory degree function. 
Now, we take an equilibrium volume in storage for the above-mentioned purposes, and regard 
this equilibrium point as the most satisfactory point. Thus, the satisfactory degree function is 
obtained if the other parameters are determined. Liu and Ku [6] suggest hat the satisfactory 
degree function is composed of exponential forms which is shown in Figure 1, where 
x* = the most satisfactory point at which Ir : 1, 
x', x" = the two qualified points at which Ir --- e - I  = 0.37. 
Then, the satisfactory degree function can be written as follows: 
exp \x"-x*} J' x>x*. 
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We must mention that when a and b tend to infinity, the limit of satisfactory degree function 
is r (x)  = 1 if x' < x < x"; = 0.37 if x = x ~ or x~; otherwise, lr(x) = 0. The limit satisfactory 
degree function is just a probability criterion function [7], so the probability criterion model is a 
limit case of DFCM. 
3. DYNAMIC FUZZY CRITERION MODEL (DFCM)  
We divide the horizon into N stages, the length of one stage may be a month, ten days, a week, 
a day, or an hour. Usually, the inflow process has no stationary or independence assumptions. 
Let ~n denote the past in flows (~1, ~2,. . . ,  ~n-1), then the conditional distribution of the inflow 
at stage n is Cn(~ [ ~n)" This means that the distribution at stage n depends upon the past 
history only through ~n" 
Since our management objective is to maximize the sum of all membership functions that the 
states over Ml stages are satisfactory, the fuzzy criterion model for reservoir operations based on 
dynamic programming may be written as follows: 
sN (x I N) = sup aN (x,d I N), 
dEDN 
dED~ + 
n<_N-1 ,  
where 
a = JR+ + - a -  e) aC. (3) 
and 
x = the volume in storage at the beginning of the current stage, 
d = decision variable for the current stage, it is the release from the reservoir, 
e = the loss from the water in storage by evaporation, seepage, etc., during the current stage, 
0 = the discount rate, 0 < 0 < 1, 
Dn = {d I Qn >_ d >_ qn}, deterministic constraint on downstream water release and demand 
at stage n, we will call Dn as a set of feasible policies at stage n, where qn is the demand of water 
and Qn is the maximum release quantity allowed by downstream. 
When the probability of the inflow at the current stage is only dependent on the value of the 
inflow at the previous stage, the sequence of in flows is a 'Markov chain', meanwhile, we have 
= 
4. SOME RESULTS ON EQUATIONS OF  DFCM 
In this section, we have the following assumptions. 
ASSUMPTION A1. Cn(~ [ ~n) is a continuous distribution of ~ for any n and ~n" 
ASSUMPTION A2. The satisfactory degree function Irn(y) : R ~ [0, 1] is continuous almost 
everywhere. 
4.1. Basic  Theorem 
We have the following basic theorem. 
THEOREM 1. Assume (A1) and (A2) for ali stages. Then, DFCM (2) defines a sequence of 
continuous functions. Moreover, there exists a Borel function d(x) such that the supremum 
in (2) is attained for any x. 
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PROOF. By assumptions (A1) and (A2) we know that Rn(x, d [ ~n) is continuous for each ~n. 
At Stage N, it is obvious that fN(X [ ~g) is continuous and there exists a Borel function 
d'(x) such that fN(x t TN) = RN(X, d(x) lTN), from a classical selection theorem, since ON is a 
compact set. For any n, since fn+x is finite and Cn is continuous, we know that fR+ fn+l(X + 
- d - e [Tn+l)dCn(~ [Tn) is continuous for each ~n, and so is 
P~ (x,d I ~.) + 0£+ f.+l (x +e-  d -  e I ~.+1) d¢~ (~ ITn). 
Hence fn(X I ~n) is continuous and the supremum is attained by a Borel function for any x. 
The theorem is proved by an induction method. | 
REMARK. Since the supremum in DFCM (2) is attained for any x, the supremum can be replaced 
by maximum in (2) under assumptions (A1) and (A2). 
4.2. Inf inite Hor i zon  DFCM 
In this section, we consider the infinite horizon DFCM which may be written as follows: 
where 0 _< 8 < 1. 
LEMMA 1. Assume (A1) and (A2). Then the relations 
W,,(xlT,~)=R.(~,ql~,O+o£+W,,+~(~+~-q-el-~,~+~)dO.(elT,,) (5) 
define a bounded sequence of continuous functions. Moreover, Wn(x ] ~n) is explicitly defined by 
oo  
w.  (x IT.) = l L )  , (6) 
i=n  
where 
PROOF. We first check that the right-hand side of (6) is well defined. Indeed, by P~,i(x, q I 
Tn) -< 1, i.e., Oi-nI~,i(x, ql~n) <- O~-n, we have 
oo  i -n  E oi-n 1 
E 0 P.~,i(x,q[T~) _< = 1 -0 '  
i=n  i~n 
which proves that oo ,-n Y~i=n8 P~,i(x,q [ Tn) converges uniformly to Wn(x) by the Weierstrass 
test. Moreover, since all P~,i(x, q [Tn) are continuous, so is Wn(x). Certainly, it is clear that the 
sequence {Wn(x)} is bounded. 
Let us prove that Wn, as defined by (6), is a solution of (5). We have 
OO 
w,, (x IT.) = ~ o'-"P~,, (x,q I ~.) 
= R,~,. (x,q[-~n)+ofR k O'-("+x)Rn+x,i (x+~.-q-e,  q lT.+l) de.  (~. [Tn) 
+ i=n+l  
d~,~ IT,J, 
which proves the result. | 
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We also need the following lemma. 
LEMMA 2. Consider 
t(x) = sup fR (81 
dED I, + 
and 
T(x) = sup { H(x' d) + O + F(x,d, r) d¢(r) } . (9) 
Then, for any given e > 0, there exists a point d o such that 
[ t (x)_T(x) l<[h(x,  do) -H(x ,d° ) l+O/R+[ f (x ,d° , r ) - f (x ,d° , r ) ld¢( r )+e.  (10) 
PROOF. By (8) and (9), we know that there exist d I and do such that 
h (x ,d  1) -{-0/R+ f (x,d 1,r) dO(r) __~ t(x) - 
H(x,d 2)+8 f F(x, d2,r) dO(r)>_T(x)-e. 
dR + 
Certainly, we also have 
h (x, d2) + 8/.+ f (x, ,~2, r) d~(r) <_ t(x), 
H(x,d  1 )+of  F(x, dl,r) d¢(r)_<T(x). 
dR + 
Combining the above four inequalities, we have 
(x,d 1) - g (x, dl)[ + O/R+ [f (x'dl'r) - F (x, dl,r)[ dO(r) + t(x) T(x) <_ Ih 
(x, do) - H (x, d2) I + 0 In+ If (x, d2, r) - F (x, d2,r)l de(r) + e. T(x) t(x) < Ih 
We can choose one from d I and d 2, say do, such that (10) holds. | 
The existence theorem of solution to (4) is stated as follows. 
THEOREM 2. We consider 
wo (~ i~ . )=w. (x l~) ,  
w..2+*(xIE,,) = sup {R,,(x, dl-&)+O f,~ W:,+xk (x + ~ - d - e I ~,.,+1)d'I',-, (~ I ~,.,)} . (11) 
dED.  + 
Then, we have 
Wn TM >_ Wn k >_ 0, k = 0• 1, 2,. . .  (12) 
and 
Wn k T Wn. (13) 
Moreover, the limit W~(x I ~)  is a continuous bounded solution to (10) if we assume (A1) 
and (A2). 
PROOF. We have 
w~ (~ I~.) sup P~ (x, d l~.) + o o (~ d I~,,+~) d~. (e I~.) 
dEDn + 
>_R.(x, ql-~.)+of,~+ w.~+x° (x+~-  q - e I ~.+x) d~,~ (~ I ~.)  
= w°  (~ i~,,). 
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By induction, we suppose that 
Wn k (x I~n) ~ Wn k-1 (x I~n)" 
Then, we have 
Wn4+X(x,-~n)= sup {~(x, dl-~.)+o f, 4 (x ,-~n+l) d(~n(~,-~n)} W~+ 1 +~ - d -  e dEDn + 
_>SUPdEDn {P~ (x'd ' -~n) + O /R+ Wn+lk-l(x -~ ~ -- d - e , -~n+l) d(~n (, I -~n) } 
= w.~(x l~. )  
So (12) is proved. 
We have proved that {Wn(x I ~n)} is a bounded sequence in Lemma 1. Now, let M be an 
upper bound of {Wn(x I ~n)}" We will prove the following inequality: 
IW2(x l -~n) -W2-X(x l -~n) l<O4-1( l+OM+M),  Vn, k. (14) 
First, we have 
Wln(X]-~n)"~" dED.SUp {~(x,d,-~J+O fR+ W,~+ (x + ~ - d - e ,-~n+l) dCn(~,~n)} <l+OM._ 
So, we obtain 
IW~(x l -~, , ) -W°(x l -~n) l< l+OM+M,  Vn, k. 
For any k, we suppose that (14) holds by induction. 
For k + 1, by Lemma 2, there exists a point d o such that 
I W4+1 (= I~.) w .  ~ (x I~.) l  -< 0 f .+  4 . .n - IW,~+, (x + ~ - d° - e l -~,+l) 
- w~+14-~ ( + ~ - d o - e I ~.+~) I d~.  (~ I ~.)  
_< 0.04-1(1+ OM + M) 
= 04 (1+ OM + M). 
So (14) is proved. 
We mention that Y']~¢~=1 04( 1 + OM + M) is convergent since 0 _< 0 < 1. By the Weierstrass 
test, we know that the sequence {Wkn(x I ~.)} converges uniformly to Wn(x I ~.), which is 
also bounded. It is easy to show that {Wkn(x [ ~,)} is a sequence of continuous functions, so 
W*(x I'~n) is continuous. 
We next prove that the limit W~(x I -~n) of the sequence of {Wkn(x ~n)} is a solution to (4). 
We have 
W" kn+l (x ' -~n) = dESUPD.. {a" (x'd l -~J + O fR+ Wkn+l (X + ' - d - e ~n+l) d¢n (' "~n) } 
_<sup { ~ (x,d , ~.) + o fR W~+x (x + ~ - d - e ~n+l) dCn (~ , "~n) }dED,., + ' 
for any k, so we obtain 
W*(XI-~n) <--dED.SUp {tLa(x.d]'~n)+o fR+W:+l(X+~-d-e, -~n+l)  dCn(~,-~n)}. (15) 
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On the other hand, we have 
w~ (~ I~.) > w~ +~ (~ I~.) 
= SUPdED,~ (Rn(x'di~n)-l-ofR+ Wkn+l (x J f -~-d-e  '-~n+l) d*n (~'-~n)) 
for any k, therefore, 
W~(x,~. )>_ sup (P~(x,d,-~.)+O/R W*.+l (x+~-d-e, -~n+l)  dCn(~'-~.)}. (16) 
dED.~ + 
It follows from (15) and (16) that W*(x ]-~n) is a solution to (4). | 
We next give the uniqueness theorem of solution to (4). 
THEOREM 3. Assume (A1) and (.42) for all stages, then there is one, and only one, bounded 
solution to (4). 
PROOF. Let {F,} be another bounded sequence of solutions to (4). Then, for any given x, ~, 
and e > 0, by Lemma 2, there exists a point d o e D such that 
IS. (x I ~.) - F. (x I ~.)l 
_< err  + Is.+1 (x +~-~°-e  tL+,)  - Fn+l (x +~-d°-e I L+,) I  x de.  (~ I~.) +~- 
Thus, there exists Yn+l such that 
If- (x I~.) - F. (x I~.)1 <- elf-+1 (y.+l I ~.+1) - -  Fn+l (Yn+l I $.+1)1 + ~. 
Similarly, for Y.+I, we also have some Yn+2 such that 
Is. (~ I~.) - F. (~ I~.)1 -< e" IS.+2 (y.+, I ~.+,) - F.+, (y.+~ I ~.+,)1 + (1 + e)~. 
Generally speaking, we have 
If- (x I~.) - F.  (x I~.)[ <- ON-" [fN (YN I~N) - FN (YN I~N)[ + (1 + 0 +. . .  + O ~¢-"-1) ~. 
But {f.} and {Fn} are two bounded sequences of functions. Letting N --* +co and e --* 0, we 
obtain 
Is. (x I~n) - Fn (~ IL)I = 0, 
which proves the uniqueness of solutions. | 
4.3. Stabil ity Theorem 
In the theory of functional equations, an interesting problem is the stability of solutions. 
Now, let {1-In} be another sequence of satisfactory degree functions and {Fn} be the corre- 
sponding solution to DFCM (2). We set 
I1",11~, = sup [ I~, (p + ~,)l de, (~ I~,). (17) 
p JR + 
We have the following stability theorem about the satisfactory degree functions. 
THEOREM 4. We consider DFCM (2) and assume (A1) and (A2) for all stages, then 
N 
Is. (~ I~n) - Fn (~ I~.)1 <- ~ ¢-n  I1", -- all®,. (~s) 
i - - - - -n  
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PROOF. We write ~(x ,d  I ~n) = fR+ Hn(x +~ - d - e)dOn(~ I~n)" Let x and ~ > 0 be given, 
by Lemma 2, there exists d o such that 
< 
< l i~- - nNl i ,N + ~. 
Letting e --* 0, we obtain 
[fN (x [~N) -- FN (x [~N)[ --< [[~rN -- IIN[[¢ . 
Now, we suppose that 
N 
lfn+ 1 (X i ~n+1) -- Fn+I (X i ~n+l)  I ~ E o i - (n+l)  ilTr/ -- H i l l ' ,  
i=n+l 
by induction. We next consider Stage n. By Lemma 2, there exists d o such that 
I/n (~ iL) - Fn (~ IL)l _< ~ (~,~° I L ) -~ (~,do i L)l+0 f.+ I/.+~ (~+e-do IL+I) 
=Fn+, (x +~-d°  = e I ~,+,)1 don (~ I~n) +e 
N 
i=n+ 1 
N 
= ~--~ 0'-~ I1~, - II, ll¢, + e. 
i=n 
Letting e --* 0, we obtain the result. | 
5. OPT IMAL  RELEASE POL ICY  
In this section, we will give the operating characteristics of reservoir management. 
Convolution transformation is an important operator. One important problem is to know 
whether the property of unimodality is preserved under the operation of convolution. 
Now, let f and g be two functions, then the convolution f • g of f and g is given by 
f • g(z) =/R  f (x - y) (u) g dy. 
Since the convolution of unimodal functions are, in general, not unimodal, Ibragimov [8] called 
a function g strongly unimodal if the convolution f ,  g is unimodal for every unimodal f .  Ibragi- 
mov [8] also proved that a nondegenerate d nsity is strongly unimodal if and only if it is logcon- 
cave. 1 
Ibragimov's characterization of strong unimodality enables us to identify several standard dis- 
tributions that are strongly unimodal. Some of these are: 
(i) the normal distributions; 
(ii) the uniform distributions on interval (a, b); 
(iii) the gamma distributions with shape parameters p _> 0; 
(iv) the beta distributions with parameters (p, q) with p _> 1 and q _> 1; 
(v) the Pearson-III distributions. 
1A nonnegative function g is called logconcave if logg is concave. 
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In order to discuss DFCM, we next introduce another type of convolution operator denoted 
by #, and the convolution f#g of f and g is given by 
f #g(x) = In  f (x + y) g (y) dy. 
Now, we define f (x)  = f ( -x ) ,  then we have 
From this result, the following lemma is obtained immediately. 
LEMMA 3. • f i8 unimodal and g is strongly unimodal, then the convolution f #g is unimodal. 
Moreover, the result also holds when g has a finite support (a, b). 
In addition, we also need the following lemma in this section. 
LEMMA 4. Let f (x)  be a unimodal [unction about a mode v on R, then we have 
{ f(x-q), x<v+q, 
h(x) = sup f (x  - d) = f(v), x + q < x < v + Q, 
y(x-Q), v+Q<z, 
and h(x) is also unimodal. Moreover, 
[v+q,v+Q] c O, 
where O is the set of modes of h and D = [q, Q]. 
PROOF. The proof is immediate. | 
v v+q v+Q 
Figure 2. Comparison of h and f. 
Now, we turn our attention to the DFCM. We suppose that the inflow process is independent, 
i.e., the distribution of inflow at the current stage is independent upon the past history. Then, 
the DFCM (2) can be rewritten as follows: 
fN(X) = sup RN(x,d), 
dEDN (19) 
sup 
dEDn + 
where 
Rn(x, d) = / Irn (x + ~ - d - e) dCn(~). (20) 
JR + 
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Next, we consider the satisfactory degree function. Let x~ be the most satisfactory point of 
Try(x) at stage n. When the return fn+1(Y) is unimodal, we make the following hypothesis. 
REGULAR HYPOTHESIS. For any n, one has 
x n E On+l , 
where On+l is the set of modes Of fn+l. 
The regular hypothesis means that the most satisfactory point at the current stage should lie 
on the set of modes of the return at the successive stage, in other words, should be a beneficial 
initial state of the next stage. 
THEOREM 5. Assume that 
(a) all satisfactory degree functions axe unimodal, 
(b) all distributions of inflow axe strongly unimodal, and 
(c) regular hypothesis holds, 
then, for any n, the optimal release policy is a bounded critical number policy, i.e., if x < ~n +qn, 
release qn; i f~  + qn <_ x <_ ~n + Qn, release down to ~;  otherwise, release Qn, where the critical 
number ~n is a mode of Fn(y). 
PROOF. For stage N, we have 
sup RN(x ,d )= sup f rg (z+~- -d - -e )  dCN(~). fN(x)  
dEDN dEDN JR+ 
From the assumptions (a) and (b), we know that 
/R+ 7rN (y "~ ~ -- e) de~N(~) (21) FN(y) 
is a unimodal function by Lemma 3. 
In addition, by Lemma 4, we obtain 
I FN (X -- aN), X < XN -1- qN, 
fN(X) = FN(XN), XN + qN < X < XN -[- QN, (22) 
FN(X- -QN) ,  "XN +QN < X, 
where XN is a mode of FN(y). 
It is clear that fN(X) is unimodal and [~N + qN,~N + QN] C ON. 
For any n, we suppose that fn+l possesses the following properties by induction: 
(i) fn+l(x) is unimodal about a set of modes On+l; 
(ii) the optimal release policy is a bounded critical number policy. 
Next, we consider stage n, we have 
fn(x) ~" dED.SUp {Rn(x,d) + O/R+ fn+l (X + ~ - d - e) d&n(~) } 
sup ~/"  [T rn(x+, -d -e )+~fn+l (X+, -d -e ) ]d (~n( , )~.  
dED.~ (JR+ ) 
By the regular hypothesis, we know that ~rn (x + ~ - d - e) + O f n + l ( x + ~ - d - e) is unimodal. 
It follows from the strong unimodality of distribution of inflow that 
/R+ Ira (y + ~ -- e) + Ofn+l (Y + ~ -- e)] d@n(~) F,~ (y ) 
is unimodal. 
A similar argument will prove that the function fn possesses the above two properties. 
The theorem is proved by an induction method. | 
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6. A CASE STUDY 
Qinhuangdao is a coastal city of China. The Qinhuangdao region water resource system is 
a complex system in which there are multiple transbasin water resources, multiple purposes, 
multiple water plants, widespread water links, and multiple reservoirs. The Qinhuangdao water 
resource system will be operated for the purposes of water supply for irrigation, industrial and 
domestic use, hydropower generation, flood protection, recreation, water quality improvement, 
and fish and wildlife enhancement. In order to do this well, the local government invested a lot 
in automation engineering of water resource management. Automation engineering is an entirely 
computer-based water management automated system with telemetric, telecontrol, telecommu- 
nication, and teledispatch capacities. 
One of the important problems is the reservoir operations in automation engineering. In this 
system, the economical parameters are fuzzy and very difficult to measure, and the objective 
of the manager is not to maximize the direct economic benefit, but to operate the system as 
normally as possible. So in automation engineering, we adopted DFCM for reservoir operations. 
The historical inflow data for water years 1961 to 1990 are used to determine the distribution 
which is the best fit for all months. With the Kolmogorov-Smirnov good-of-fit test, Pearson-Ill 
or lognormal distribution fits very well with the data. 
For the Yanghe reservoir, the dead volume in storage is 10 million m 3, and the largest physical 
storage is 189.5 millionm 3. If we regard 75 millionm 3 as the most satisfactory point x*, 20 and 
180 as the two qualified points, and a = 3, b = 3, then the satisfactory degree function is given 
by 
exp \75-20 J  J '  x<_75,  
7r(x) (23) 
exp \1 - -~- - -~]  J ' x > 75. 
Then, in April, we obtain that  the critical number of optimal policy is 78.32 million m 3 if the 
feasible set of policies D = [10, 60]. 
The program for DFCM has been written in C language on a workstation. Computat ions are 
started at an arbitrary point in time, the optimal release policy for all states of the system is 
found with the in flows and volumes in storage. 
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