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Abstract. An operator Riccati equation from systems theory is considered in the case that all entries of
the associated Hamiltonian are unbounded. Using a certain dichotomy property of the Hamiltonian and its
symmetry with respect to two different indefinite inner products, we prove the existence of nonnegative and
nonpositive solutions of the Riccati equation. Moreover, conditions for the boundedness and uniqueness of
these solutions are established.
1. Introduction
In this paper, we prove the existence of solutions of algebraic Riccati equations
A∗X + X A + X B X − C = 0 (1)
on a Hilbert space H where all coefficients are unbounded linear operators and B, C
are nonnegative. Riccati equations of this type, and in particular their nonnegative
solutions, are of central importance in systems theory, see e.g. [13,22] and the ref-
erences therein; recently, the case of unbounded B and C has gained much atten-
tion [26,31,32,39].
The existence of solutions X of the Riccati equation (1) is intimately related to the
existence of graph subspaces G(X) = {(u, Xu) | u ∈ D(X)} that are invariant under
the associated Hamiltonian
T =
(
A B
C −A∗
)
. (2)
Moreover, properties of a solution X of (1) such as selfadjointness, nonnegativity, or
boundedness can be characterised by properties of the corresponding graph subspace
G(X) with respect to certain indefinite inner products.
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In the finite-dimensional case, the connection between solutions of Riccati equations
and invariant graph subspaces of Hamiltonians led to an extensive description of all
solutions, see e.g. [10,22]. In the infinite-dimensional case, the existence of invariant
subspaces is a more subtle problem since the Hamiltonian T is not normal. If all
coefficients of the Riccati equation, and hence all entries of T , are unbounded, the
spectrum of the Hamiltonian may touch at infinity and there are neither the spectral
theorem nor Riesz projections available to define invariant subspaces.
There are two different approaches to overcome these difficulties which require
different additional properties of the Hamiltonian T . In [21,41,42], infinitely many
solutions of (1) were constructed in the case that T has a Riesz basis of (possibly
generalised) eigenvectors. In [11,24], the existence of a nonnegative and a nonpositive
solution and conditions for their boundedness were obtained in the case that T is
dichotomous and B, C are bounded.
In the present paper, we prove the existence of solutions of the Riccati equation (1)
and characterise their properties without the assumptions that T has a Riesz basis of
generalised eigenvectors or that B, C are bounded.
To this end, we follow the dichotomy approach, but essentially new techniques are
needed to establish the boundedness of solutions of the Riccati equation in the pres-
ence of unbounded B and C . In our main result (Theorem 5.3), we show that if T
is a nonnegative diagonally p-dominant Hamiltonian (i.e. B, C are nonnegative and
p-subordinate to A∗, A, respectively, with p < 1), the state operator A is sectorially
dichotomous, and
⋂
t∈R ker(B(A∗ + it)−1) = {0}, then there exists a nonnegative so-
lution X+ and a nonpositive solution X− of the Riccati equation (1) or, more precisely,
of (
A∗X± + X±(A + B X±) − C
)
u = 0, u ∈ D(A) ∩ X−1± D(A∗). (3)
In our second main result (Theorem 6.4), we show that if e.g. A is sectorial with angle
θ < π/2, then the nonnegative solution X+ is bounded, uniquely determined and (3)
holds for all u ∈ D(A); similarly, if −A is sectorial with angle θ < π/2, then X− is
bounded and uniquely determined.
The assumption
⋂
t∈R ker(B(A∗+ it)−1)={0} is trivially satisfied if ker B ={0}.
A necessary condition for it is that ker B contains no eigenvectors of A∗; if A has a
compact resolvent and the system of generalised eigenvectors is complete, it is also
sufficient. If A generates a C0-semigroup and B is bounded, it is equivalent to the
approximate controllability of the pair (A, B).
A novel ingredient of our approach is stability theorems for p-subordinate per-
turbations of sectorially dichotomous operators. In brief, a linear operator R on a
Banach space V is called p-subordinate to a linear operator S on V with p ∈ [0, 1] if
D(S) ⊂ D(R) and there exists c ≥ 0 with
‖Ru‖ ≤ c‖u‖1−p‖Su‖p, u ∈ D(S);
if p < 1, this implies that R is S-bounded with S-bound 0. A linear operator S on
V is called dichotomous if the spectrum σ(S) has a gap along the imaginary axis iR
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and there is a decomposition V = V+ ⊕ V− into S-invariant subspaces V± such that
the restrictions S+ = S|V+ and S− = S|V− have their spectrum in the right and left
half-plane, respectively; note that, even in the Hilbert space case, orthogonality is not
assumed. If −S+ and S− are generators of exponentially decaying semigroups, then
S is called exponentially dichotomous, see [9]; if these semigroups are even analytic,
then S is sectorially dichotomous, see Sect. 2 below.
The assumption that the state operator A is sectorially dichotomous implies that
A is bisectorial (i.e. a bisector around iR is contained in the resolvent set (A) and
λ(A − λ)−1 is uniformly bounded on this bisector). Bisectorial operators play an im-
portant role in the study of maximal regularity of evolution equations u′ + Au = f
on R, see e.g. [4,5]. Exponentially dichotomous operators have a wide range of appli-
cations, e.g. to Wiener–Hopf factorisation, see [8,9,37]. The spectral decomposition
of a dichotomous Hamiltonian operator function may be used to show the conditional
reducibility of this operator function, see [6].
In systems theory, e.g. for systems with boundary control and observation, see [42],
the unbounded operators B and C need not have realisations as symmetric operators
on H but, instead, map into an extrapolation space. The results of this paper are a first
step in this direction; the generalisation to Riccati equations involving extrapolation
spaces is work in progress.
The article is organised as follows: In Sect. 2, we introduce sectorially dichotomous
operators and present some of their important properties. In Sect. 3, we study the
stability of bisectoriality and sectorial dichotomy under p-subordinate perturbations,
and we investigate their effect on the spectrum. In Sect. 4, we prove that a Hamilton-
ian (2) with sectorially dichotomous A and nonnegative B, C that are p-subordinate
to A∗, A, respectively, is dichotomous. We employ the symmetry of T with respect to
two different indefinite inner products [·|·]1, [·|·]2, used before in [21,23,24], to show
that the corresponding invariant subspaces V+, V− are hypermaximal neutral in [·|·]1
and nonnegative, nonpositive, respectively, in [·|·]2. In Sect. 5, we exploit these prop-
erties to prove, in Theorem 5.3, that V± are graphs or inverse graphs of operators X±
and that X± are solutions of the Riccati equation (1) if
⋂
t∈R ker(B(A∗+it)−1) = {0}.
Moreover, we derive necessary as well as sufficient conditions for the latter assump-
tion. In Sect. 6, we prove, in Theorem 6.4, that X+ (or X−) is bounded and uniquely
determined provided that A (or −A) is sectorial with angle θ < π/2. Our proof ex-
ploits the continuous dependence of the subspaces V±, and hence of X±, on B and
C , see Proposition 6.3; it differs substantially from the one in [24] for bounded B, C .
In the final Sect. 7, we illustrate our theory by three examples in which all entries of
the Hamiltonian are partial differential or unbounded multiplication operators; in all
cases, neither the results of [11,24] nor those of [21,41,42] apply, either because B, C
are unbounded or because the Hamiltonian does not have a Riesz basis of generalised
eigenvectors.
In this paper, the following notation is used. For a closed linear operator T on a
Banach space V , we denote the domain by D(T ), the kernel by ker(T ), the spectrum
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by σ(T ), the point spectrum by σp(T ), and the resolvent set by (T ). Further, by C+
and C−, we denote the open right and open left half-plane, respectively.
2. Sectorially dichotomous operators
In this section, we introduce and study sectorially dichotomous operators. They
form a subclass of exponentially dichotomous operators for which there exist invariant
spectral subspaces corresponding to the spectral parts in the left and the right half-
plane, even if none of them is bounded.
We begin by briefly recalling the notions of dichotomous and exponentially dichoto-
mous operators, see [9,24], and of sectorial and bisectorial operators, see [4].
DEFINITION 2.1. A densely defined linear operator S on a Banach space V is called
dichotomous if there exist h > 0 and complementary closed subspaces V+, V− ⊂ V ,
i.e. V = V+ ⊕ V−, such that
(i) {z ∈ C ∣∣ | Re z| < h} ⊂ (S),
(ii) V+ and V− are S-invariant, i.e. S(D(S) ∩ V±) ⊂ V±, and
(iii) σ(S|V+) ⊂ C+ and σ(S|V−) ⊂ C−;
in this case, the maximal h0 with (i) is called dichotomy gap of S. A dichotomous
operator is called exponentially dichotomous if
(iv) −S|V+ and S|V− are generators of exponentially decaying semigroups.
We call V± the spectral subspaces corresponding to the dichotomous operator S; we
write S± := S|V± for the restrictions of S to V± and denote by P± the spectral
projections onto V±.
Dichotomous operators admit a block diagonal matrix representation with respect
to the decomposition V = V+ ⊕ V− in the following sense:
DEFINITION 2.2. ([17, §III.5.6]) Let S be a linear operator on a Banach space V
and V1, V2 ⊂ V complementary closed subspaces. Then S is said to decompose with
respect to the direct sum V = V1 ⊕ V2 if
(i) V1 and V2 are S-invariant, and
(ii) D(S) = (D(S) ∩ V1) ⊕ (D(S) ∩ V2).
Note that even in the Hilbert space case, it is not assumed that V1 and V2 are
orthogonal, i.e. V1 is not a reducing subspace of S in the sense of [3,38].
REMARK 2.3. If S decomposes with respect to V = V1 ⊕ V2, then S admits the
block operator matrix representation
S =
(
S|V1 0
0 S|V2
)
;
in particular, σ(S) = σ(S|V1) ∪ σ(S|V2) and, for every z ∈ (S), the subspaces V1
and V2 are also (S − z)−1-invariant.
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LEMMA 2.4. If the linear operator S is dichotomous, then it decomposes with
respect to its spectral subspaces V = V+ ⊕ V−.
Proof. We only have to verify property (ii) in Definition 2.2. The inclusion “⊃” is
trivial. Let x ∈ D(S). Then Sx = y+ + y− with y± ∈ V±. Since 0 ∈ (S±) by
condition (iii) in Definition 2.1, we can set x± := (S±)−1 y± ∈ D(S)∩ V± and obtain
S(x+ + x−) = S+x+ + S−x− = y+ + y− = Sx .
Because 0 ∈ (S), this implies that x = x+ + x− ∈ (D(S)∩ V+)⊕ (D(S)∩ V−). 
REMARK 2.5. There are two simple cases in which condition (i) in Definition 2.1,
{z ∈ C | | Re z| < h} ⊂ (S), already suffices for the dichotomy of S:
1. if S is a normal operator on a Hilbert space;
2. if one of σ±(S) = σ(S) ∩ C± is bounded.
In the first case, the existence of the subspaces V± is a consequence of the spectral
theorem; in the second case, the Riesz projection corresponding to the bounded part
σ−(S) or σ+(S) of σ(S) may be used to define V− or V+, compare [17, §III.6.4].
The following result is essential in characterising dichotomous operators possessing
the additional property that the spectral projections are given by a resolvent integral
along the imaginary axis; its proof is based on an earlier deep result by Bart, Gohberg,
and Kaashoek, see [9, Theorem 3.1] and also [16, Theorem XV.3.1].
THEOREM 2.6. ([25, Theorem 1.1]) Let S be a closed densely defined linear op-
erator on a Banach space V and h > 0 such that
(i) {z ∈ C | | Re z| ≤ h} ⊂ (S) and sup| Re z|≤h ‖(S − z)−1‖ < ∞;
(ii) lim|s|→∞ supr∈[0,h] ‖(S − r − is)−1‖ = 0;
(iii) the Cauchy principal value at infinity
∫ ′
iR
(S − z)−1x dz exists for all x ∈ V .
Then S is dichotomous and the corresponding projections P+, P− satisfy
1
π i
∫ ′
iR
(S − z)−1x dz = P+x − P−x, x ∈ V .
REMARK 2.7. A standard Neumann series argument shows that assumptions (i)
and (ii) in Theorem 2.6 are satisfied if
iR ⊂ (S) and lim|t |→∞ ‖(S − it)
−1‖ = 0.
To obtain a sufficient condition for assumption (iii), we now introduce sectorially di-
chotomous operators, which form a subclass of exponentially dichotomous operators.
First, we need the notion of sectorial and bisectorial operators, see e.g. [4].
DEFINITION 2.8. Let S be a densely defined linear operator on a Banach space.
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(i) S is called sectorial with angle1 θ ∈ [0, π [ and radius r ≥ 0 if
σ(S) ⊂ θ ∪ Br (0) where θ :=
{
z ∈ C ∣∣ | arg z| ≤ θ} (4)
and for every θ ′ ∈ ]θ, π ] there exists M > 0 such that
‖(S − z)−1‖ ≤ M|z| , | arg z| ≥ θ
′, |z| > r; (5)
S is called sectorial with angle θ ∈ [0, π [ , or simply sectorial, if r = 0.
(ii) S is called bisectorial with angle θ ∈ [0, π/2[ and radius r ≥ 0 if
σ(S) ⊂ θ ∪ (−θ) ∪ Br (0)
and for every θ ′ ∈ ]θ, π/2] there exists M > 0 such that
‖(S − z)−1‖ ≤ M|z| , θ
′ ≤ | arg z| ≤ π − θ ′, |z| > r; (6)
S is called bisectorial with angle θ ∈ [0, π/2[ , or simply bisectorial, if r = 0.
The bisector on which the resolvent estimate (6) holds is denoted by, see Fig. 2,
Ωθ ′,r := {z ∈ C | θ ′ ≤ | arg z| ≤ π − θ ′, |z| > r}. (7)
REMARK 2.9. (i) In semigroup theory, often −S instead of S is called sectorial.
(ii) S is sectorial with angle θ < π/2 if and only if −S is the generator of a bounded
analytic semigroup, see e.g. [15, Theorem II.4.6].
(iii) If V is a Hilbert space with scalar product (·|·) and
W (S) := {(Sx |x) ∣∣ x ∈ D(S), ‖x‖ = 1}
is the numerical range of S, then S is sectorial with angle θ ≤ π/2 if
W (S) ⊂ θ and (S)\W (S) = ∅;
in this case, for every θ ′ ∈ ]θ, θ + π/2] the resolvent estimate (5) holds with
M = (sin(θ ′ − θ))−1 and r = 0, compare [17, Theorem V.3.2 and §V.3.10].
(iv) If S satisfies (5) for some θ ′ ∈ ]0, π ], r ≥ 0 and M > 0, then there exists
θ ∈ [0, θ ′[ such that S is sectorial with angle θ and radius r ; this follows
from a standard Neumann series argument. Similarly, if S satisfies (6) for some
θ ′ ∈ ]0, π/2], r ≥ 0 and M > 0, then there exists θ ∈ [0, θ ′[ such that S is
bisectorial with angle θ and radius r .
(v) If S is the direct sum of two operators S+ and S− where S+ and −S− are sectorial
with angle θ < π/2 and radius r ≥ 0, then S is bisectorial with angle θ and
radius r , see the proof of Lemma 2.12 (ii) below.
1 Throughout the article we use the conventions −π < arg z ≤ π and arg 0 = 0 for the argument of a
complex number.
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Figure 1. Situation in the proof of Lemma 2.12 (ii) for sectorially
dichotomous S
DEFINITION 2.10. A dichotomous operator S on a Banach space is called secto-
rially dichotomous with angleθ ∈ [0, π/2[ if S+, −S− are sectorial with angle θ .
REMARK 2.11. (i) The operator S is sectorially dichotomous if and only if it
is exponentially dichotomous and the exponentially decaying semigroups gen-
erated by −S+ and S− are analytic.
(ii) A simple example for an operator that is exponentially, but not sectorially di-
chotomous, is a normal operator with discrete spectrum and eigenvalues 1 + ik
and −1 + ik, k ∈ N.
The next lemma shows that sectorially dichotomous operators are bisectorial (com-
pare Fig. 1) and satisfy condition (iii) in Theorem 2.6.
LEMMA 2.12. Let S be sectorially dichotomous with angle θ ∈ [0, π/2[ and
dichotomy gap h0 > 0. Then
(i) σ(S) ⊂ {z ∈ θ ∪ (−θ) ∣∣ | Re z| ≥ h0};
(ii) S is bisectorial with angle θ ;
(iii) the spectral projections P+, P− corresponding to S satisfy
1
π i
∫ ′
iR
(S − z)−1x dz = P+x − P−x, x ∈ V . (8)
Proof. (i) The claim is immediate from Definitions 2.1, 2.8 and 2.10 because
σ(S) = σ(S+) ∪ σ(S−).
(ii) Let θ ′ ∈ ]θ, π/2]. Since S+ and −S− are sectorial with angle θ , there exist
M± > 0 such that for | arg z| ≥ θ ′ we have ‖(±S± − z)−1‖ ≤ M±/|z|. For
z ∈ Ωθ ′,0 we thus obtain, with M := M+‖P+‖ + M−‖P−‖,
‖(S − z)−1‖ ≤ ‖(S+ − z)−1 P+‖ + ‖(S− − z)−1 P−‖ ≤ M|z| .
(iii) Since S+ and −S− are sectorial with angle θ < π/2 and 0 ∈ (S±), [24,
Lemma 6.1] implies that
∫ ′
iR
(±S± − z)−1x dz = iπx, x ∈ V±.
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Consequently,
∫ ′
iR
(S − z)−1x dz =
∫ ′
iR
(S+ − z)−1 P+x dz +
∫ ′
iR
(S− − z)−1 P−x dz
= iπ P+x − iπ P−x
for all x ∈ V . 
REMARK 2.13. Not every bisectorial operator with 0 ∈ (S) is sectorially di-
chotomous, see [30, Theorem 3] for a counter-example; note that hence the second
implication of [37, Proposition 1.8] does not hold. The question whether a bisectorial
and dichotomous operator S is sectorially dichotomous will be considered in a forth-
coming paper; while we know that the restrictions S+ and −S− have their spectrum in
a sector θ and satisfy resolvent estimates on Ωθ,0, it is not clear that these estimates
also hold on the left half-plane, as required for sectoriality.
In Sect. 4 below, we will consider Hamiltonians whose state operator A is sectorially
dichotomous; in systems theory A is usually even assumed to generate a strongly
continuous semigroup. The following lemma characterises this situation.
LEMMA 2.14. For a linear operator S in a Banach space the following are equiv-
alent:
(i) S is sectorially dichotomous and generates a strongly continuous semigroup;
(ii) S is sectorially dichotomous with bounded S+;
(iii) S generates a (not necessarily bounded ) analytic semigroup and iR ⊂ (S).
Proof. (i)⇒(iii): Since S generates a strongly continuous semigroup, there are M > 0
and ω ∈ R such that
‖(S − z)−1‖ ≤ M
Re z − ω, Re z > ω.
Together with (6), it is not difficult to conclude that there exist M ′ > 0, ω′ > ω and
ϕ > π/2 such that
‖(S − z)−1‖ ≤ M
′
|z − ω′| , | arg(z − ω
′)| ≤ ϕ. (9)
Hence S generates an analytic semigroup.
(iii)⇒(ii): Since S generates an analytic semigroup, it satisfies an estimate (9).
Together with the assumption iR ⊂ (S) this implies that the part σ+(S) of the
spectrum in the right half-plane is bounded and hence S is dichotomous with bounded
S+, see Remark 2.5; in particular, S+ is sectorial with angle less than π/2. By (9),
also −S− is sectorial with angle less than π/2 and thus S is sectorially dichotomous.
(ii)⇒(i): Since S+ is bounded, it generates a strongly continuous semigroup. Due
to the sectorial dichotomy, the same is true for S− and hence also for S. 
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Next we show that the adjoint S∗ of a sectorially dichotomous operator S on a
Hilbert space H is again sectorially dichotomous. The difficulty here is that the spectral
decomposition H = H+ ⊕ H− of S is not necessarily orthogonal; for the simpler
orthogonal case, compare [38, Exercise 5.39].
LEMMA 2.15. Let S be a closed densely defined linear operator on a Hilbert
space H that decomposes with respect to a (not necessarily orthogonal ) direct sum
H = H1 ⊕ H2. Then S∗ decomposes with respect to H = H⊥2 ⊕ H⊥1 , and we have2
σ(S∗|H⊥2 ) = σ(S|H1)
∗, σ (S∗|H⊥1 ) = σ(S|H2)
∗;
moreover, if P1/2 are the projections onto H1/2 associated with H = H1 ⊕ H2, then
‖(S∗|H⊥2 − z¯)
−1‖ ≤ ‖P1‖ ‖(S|H1 − z)−1‖,
‖(S∗|H⊥1 − z¯)
−1‖ ≤ ‖P2‖ ‖(S|H2 − z)−1‖.
Proof. We have I = P1 + P2 and R(Pj ) = Hj . Hence P∗1 , P∗2 are projections with
I = P∗1 + P∗2 and
R(P∗1 ) = ker P∗2 = R(P2)⊥ = H⊥2 , R(P∗2 ) = H⊥1 ;
in particular, H = H⊥2 ⊕ H⊥1 .
To show that H⊥1 is S∗-invariant, let y ∈ H⊥1 ∩ D(S∗) and x ∈ H1 ∩ D(S). Then
(S∗y|x) = (y|Sx) = 0 since Sx ∈ H1. Because D(S) ⊂ H is dense, H1∩D(S) ⊂ H1
is dense, too, and we obtain S∗y ∈ H⊥1 . Similarly, one can show that H⊥2 is S∗-
invariant. Now let y ∈ D(S∗) and x ∈ D(S). Since (S P1)∗ ⊃ P∗1 S∗ and hence
(S P1)∗|D(S∗) = P∗1 S∗, we have that
(P∗1 y|Sx) = (y|P1Sx) = (y|S P1x) = ((S P1)∗x |x) = (P∗1 S∗y|x)
is bounded in x and thus P∗1 y ∈ D(S∗). This implies that P∗2 y = y − P∗1 y ∈ D(S∗).
Thus
D(S∗) = (D(S∗) ∩ R(P∗1 )) ⊕ (D(S∗) ∩ R(P∗2 )),
and so S∗ decomposes with respect to H = H⊥2 ⊕ H⊥1 .
Finally, let z ∈(S|H1) and R1 := (S|H1 − z)−1 P1 : H → H . Then
P1x = R1(S − z)x, x ∈ D(S),
P1x = (S − z)R1x, x ∈ H.
We have (R1(S−z))∗ = (S∗− z¯)R∗1 because R1 is bounded and ((S−z)R1)∗|D(S∗) =
R∗1(S∗ − z¯). Hence we obtain
P∗1 y = (S∗ − z¯)R∗1 y, y ∈ H,
P∗1 y = R∗1(S∗ − z¯)y, y ∈ D(S∗).
2 We denote the complex conjugate of a set G ⊂ C by G∗ = {z¯ ∈ C | z ∈ G}.
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Since R(R∗1) = (ker R1)⊥ = (ker P1)⊥ = H⊥2 = R(P∗1 ), this yields
y =
(
S∗|H⊥2 − z¯
)
R∗1 y, y ∈ H⊥2 ,
y = R∗1(S∗|H⊥2 − z¯)y, y ∈ D(S
∗) ∩ H⊥2 .
Consequently, z¯ ∈ (S∗|H⊥2 ) with (S
∗|H⊥2 − z¯)
−1 = R∗1 |H⊥2 . Exchanging the roles of
S and S∗ as well as those of H1 and H2, we obtain (S|H1/2) = (S∗|H⊥2/1)
∗ and
∥∥∥∥
(
S∗|H⊥2/1 − z¯
)−1∥∥∥∥ ≤ ‖R∗1/2‖ = ‖R1/2‖ ≤ ‖P1/2‖ ‖(S|H1/2 − z)−1‖. 
COROLLARY 2.16. If S is a sectorially dichotomous operator with angle θ ∈
[0, π/2[ on a Hilbert space, then the adjoint S∗ is also sectorially dichotomous with
angle θ .
Proof. Let H = H+ ⊕ H− be the decomposition corresponding to S and h0 > 0 the
dichotomy gap of S. Then S∗ decomposes with respect to H = H⊥− ⊕ H⊥+ . Moreover,
σ
(
S∗|H⊥−
)
= σ(S|H+)∗ ⊂
{
z ∈ θ
∣∣ Re z ≥ h0},
and for θ ′ > θ there exists M > 0 such that∥∥∥∥
(
S∗|H⊥− − z
)−1∥∥∥∥ ≤ ‖P+‖‖ (S|H+ − z¯)−1 ‖ ≤ M‖P+‖|z| , | arg z| ≥ θ ′.
An analogous reasoning applies to −S∗|H⊥+ , and we conclude that S∗ is sectorially
dichotomous with angle θ . 
3. p-Subordinate perturbations
In this section, we show that bisectoriality is stable under p-subordinate perturba-
tions and that p-subordinate perturbations of sectorially dichotomous operators are
still dichotomous. To begin with, we briefly recall the concept of p-subordinate per-
turbations which was studied, e.g. in [20, §I.7.1] and [28, §5].
DEFINITION 3.1. Let S, R be linear operators on a Banach space.
(i) R is called relatively bounded with respect to S or S-bounded if D(S) ⊂ D(R)
and there exist a, b ≥ 0 such that
‖Rx‖ ≤ a‖x‖ + b‖Sx‖, x ∈ D(S); (10)
the infimum of all b such that (10) holds with some a ≥ 0 is called the relative
bound of R with respect to S or S-bound of R.
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(ii) R is called p-subordinate to S with p ∈ [0, 1] if D(S) ⊂ D(R) and there exists
c ≥ 0 such that
‖Rx‖ ≤ c‖x‖1−p‖Sx‖p, x ∈ D(S); (11)
the minimal constant c such that (11) holds is called the p-subordination bound
of R to S.
Note that, in contrast to the relative bound, the infimum over all c that satisfy (11)
does itself satisfy (11) and hence the p-subordination bound is indeed a minimum.
LEMMA 3.2. Let S, R be linear operators with D(S) ⊂ D(R) and let p ∈ [0, 1].
(i) R is p-subordinate to S if and only if there exists a constant c′ ≥ 0 such that
‖Rx‖ ≤ c′(ε−p‖x‖ + ε1−p‖Sx‖), x ∈ D(S), ε > 0. (12)
(ii) If R is p-subordinate to S with p < 1, then R is S-bounded with S-bound 0.
(iii) If 0 ∈ (S) and R is p-subordinate to S, then R is q-subordinate to S for every
q > p.
Proof. (i) was proved in [20, p. 146], (ii) follows from (i), and (iii) is a consequence
of the inequality ‖x‖1−p ≤ ‖x‖1−q‖S−1‖q−p‖Sx‖q−p , x ∈ D(S). 
The following lemma provides conditions guaranteeing that e.g. a multiplication
operator R in Lq(Ω) with q ∈ [1,∞[ and open Ω ⊂ Rn is p-subordinate to an elliptic
partial differential operator S of order m > 0; more generally, R may also be a partial
differential operator of order k ≤ m.
In fact, if W m,q(Ω) denotes the usual Sobolev space of m times weakly differen-
tiable functions with derivatives in Lq(Ω), then we consider operators S on Lq(Ω)
such that D(S) ⊂ W m,q(Ω) and S satisfies a so-called a priori estimate,
‖u‖W m,q (Ω) ≤ c0
(‖u‖Lq (Ω) + ‖Su‖Lq (Ω)) , u ∈ D(S), (13)
with some constant c0 > 0; such an estimate holds e.g. if S is a properly elliptic
partial differential operator of order m with appropriate boundary conditions, see [27,
Chap. 2, §5], [36, §5.3].
LEMMA 3.3. Let S be a linear operator on Lq(Ω), q ∈ [1,∞[, so that 0 ∈ (S),
D(S) ⊂ W m,q(Ω) and an a priori estimate (13) holds.
(i) Let Ω = Rn, g : Rn → C a locally integrable function, and let R be the
corresponding (maximal) multiplication operator,
Ru := gu, D(R) := {u ∈ Lq(Rn) | gu ∈ Lq(Rn)}.
If there exist s ∈ [0, n] and c1 > 0 such that∫
Br (x0)
|g(x)|q dx ≤ c1rs, x0 ∈ Rn, 0 < r < 1, (14)
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and if
{
s > n − mq if q > 1,
s ≥ n − m if q = 1,
then R is p-subordinate to S with p = 1
mq
(n − s).
(ii) If R is a partial differential operator on Lq(Ω) of order k ≤ m with coefficients
in L∞(Ω), then R is k
m
-subordinate to S.
Proof. (i) Consider the measure μ on Rn given by μ(A) = ∫A |g(x)|q dx . Then
‖gu‖Lq (Rn) = ‖u‖Lq (μ). Due to assumption (14), we can apply [29, §1.4.7,
Corollary 1] and estimate
‖u‖Lq (μ) ≤ c2‖u‖pW m,q (Rn)‖u‖1−pLq (Rn), u ∈ W m,q(Rn), (15)
with some constant c2 > 0. The estimate (13) together with 0 ∈ (S) implies
that
‖u‖W m,q (Rn) ≤ c0(1 + ‖S−1‖)‖Su‖Lq (Rn), u ∈ D(S),
and hence the subordination inequality (11) follows.
(ii) The proof of (ii) is similar to that of (i) if, instead of (15), we use the interpolation
inequality for intermediate derivatives, see [2, Theorem 5.2],
‖u‖W k,q (Ω) ≤ c‖u‖k/mW m,q (Ω)‖u‖1−k/mLq (Ω) , u ∈ W k,q(Ω). 
REMARK 3.4. The subordination property in (ii) was used e.g. in [28, §10] and
[40,41] to obtain expansions in eigenfunctions of S + R.
Next we show that bisectoriality is stable under p-subordinate perturbations and we
study their effect on the spectrum, see Fig. 2.
LEMMA 3.5. Let S, R be linear operators, S bisectorial with angle θ ∈ [0, π/2[
and radius r ≥ 0, and Rp-subordinate to S with p ∈ [0, 1].
(i) For every θ ′ ∈ ]θ, π/2] there exists M ′ ≥ 0 such that
‖R(S − z)−1‖ ≤ M
′
|z|1−p , z ∈ Ωθ ′,r , (16)
where Ωθ ′,r ={z ∈ C | θ ′ ≤ | arg z| ≤ π−θ ′, |z| > r}, see (7).
(ii) If R is even p-subordinate to S with p < 1, then for every θ ′ ∈ ]θ, π/2[ there
exists r ′ ≥ r such that S + R is bisectorial with angle θ ′ and radius r ′.
Proof. (i) Let θ ′ ∈ ]θ, π/2]. Then for z ∈ Ωθ ′,r , we use (6) to estimate
‖S(S − z)−1‖ ≤ 1 + |z| · ‖(S − z)−1‖ ≤ 1 + M.
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Figure 2. The perturbation of the spectrum of a bisectorial operator
in Lemma 3.5
Hence if R is p-subordinate to S, then
‖R(S − z)−1‖ ≤ c‖(S − z)−1‖1−p‖S(S − z)−1‖p ≤ c ·
(
M
|z|
)1−p
(1 + M)p.
(ii) Let θ ′ ∈ ]θ, π/2[ . By (16) there exists r ′ ≥ r such that ‖R(S − z)−1‖ ≤ 1/2
for all z ∈ Ωθ ′,r ′ . A Neumann series argument then implies that z ∈ (S + R)
for z ∈ Ωθ ′,r ′ ,
(S + R − z)−1 = (S − z)−1(I + R(S − z)−1)−1,
and ‖(S+R−z)−1‖ ≤ 2‖(S−z)−1‖. This and (6) imply that S+R is bisectorial
with angle θ ′ and radius r ′. 
REMARK 3.6. If the unperturbed operator S in Lemma 3.5 is selfadjoint, and hence
bisectorial with angle θ = 0, then the spectral inclusion implied by Lemma 3.5 (ii)
and displayed in Fig. 2 follows from the spectral enclosure [12, Corollary 2.4] since
p-subordinate perturbations with p < 1 have relative bound 0.
For bisectorial operators with radius r = 0, the estimate (16) is, in fact, an equivalent
characterisation of p-subordinacy:
LEMMA 3.7. Let S, R be linear operators, S bisectorial with angle θ ∈ [0, π/2[
and radius r ≥ 0, D(S) ⊂ D(R), and p ∈ [0, 1]. If there exist θ ′ ∈ ]θ, π/2] and
M ′ ≥ 0 with
‖R(S − z)−1‖ ≤ M
′
|z|1−p , z ∈ Ωθ ′,0, (17)
where Ωθ ′,0 ={z ∈ C | θ ′ ≤ | arg z| ≤ π−θ ′, |z| > 0}, then R is p-subordinate to S.
Proof. The estimate (17) implies that
‖Rx‖ ≤ M
′
|z|1−p ‖(S − z)x‖ ≤ M
′(|z|p‖x‖ + |z|p−1‖Sx‖), x ∈ D(S).
Choosing z = iε−1, ε > 0, we obtain (12); Lemma 3.2 (i) thus yields the claim. 
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REMARK 3.8. A result analogous to Lemma 3.5 holds for any subset Ω ⊂
(S)\{0} such that there is an estimate (6) on Ω instead of Ωθ ′,r ; in this case, S
is not required to be bisectorial. In the same way Lemma 3.7 can be generalised if, in
addition, Ω satisfies the condition {|z| | z ∈ Ω} = R+.
The following theorem on p-subordinate perturbations of dichotomous bisector-
ial operators is crucial for the next sections. Compared to [25, Theorem 1.3] we use
p-subordinacy rather than an estimate of type (16) and we only assume that the imag-
inary axis belongs to the set of points of regular type of the perturbed operator, not to
its resolvent set.
Recall that for a linear operator S on a Banach space, z ∈ C is called a point of
regular type if there exists c > 0 such that
‖(S − z)x‖ ≥ c‖x‖, x ∈ D(S).
The set r(S) of all points of regular type is open and satisfies (S) ⊂ r(S). If Ω ⊂ r(T )
is a connected subset such that Ω ∩ (S) = ∅, then Ω ⊂ (S), see [3, §78]. The
complement C\r(S) is the approximate point spectrum of S.
THEOREM 3.9. Let S be a closed densely defined linear operator on a Banach
space V such that
(i) iR ⊂ (S);
(ii) S is bisectorial with angle θ ∈ [0, π/2[ and radius r ≥ 0;
(iii) the integral
∫ ′
iR
(S − z)−1x dz exists for all x ∈ V .
Let R be p-subordinate to S with p < 1. If iR ⊂ r(S + R), then S + R is dichotomous
with dichotomy gap h > 0, the corresponding projections P± satisfy
1
π i
∫ ′
iR
(S + R − z)−1x dz = P+x − P−x, x ∈ V, (18)
and S + R is bisectorial with some angle θ ′′ ∈ ]θ, π/2[. Moreover, for every θ ′ ∈
]θ, π/2[ there exists r ′ ≥ r such that S + R is also bisectorial with angle θ ′ and
radius r ′ and (see Fig. 3)
{
z ∈ C ∣∣ | Re z| < h} ∪ Ωθ ′′,0 ∪ Ωθ ′,r ′ ⊂ (S + R). (19)
Proof. Lemma 3.5 implies the bisectoriality with angle θ ′ and radius r ′. In particular,
the connected subset iR of r(S + R) contains points from (S + R) and thus iR ⊂
(S + R). Since (S + R) is open and (S + R − z)−1 is uniformly bounded on
compact subsets, there exist h > 0, θ ′′ ∈ ]θ, π/2[ such that S + R is bisectorial with
angle θ ′′ and (19) holds. Consequently, S + R satisfies the assumptions (i) and (ii) in
Theorem 2.6. Furthermore, (16) and the estimate (6) for S + R imply that
∫
iR
(S + R − z)−1 R(S − z)−1 dz
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Figure 3. Region containing σ(S + R) in Theorem 3.9
exists in the uniform operator topology. From the resolvent identity
(S + R − z)−1 = (S − z)−1 − (S + R − z)−1 R(S − z)−1, z ∈ iR,
we conclude that S + R also satisfies assumption (iii) in Theorem 2.6. 
In view of Lemma 2.12, the previous result immediately applies to sectorially
dichotomous operators.
COROLLARY 3.10. Let S be sectorially dichotomous with angle θ ∈ [0, π/2[. Let
R be p-subordinate to S with p < 1 and iR ⊂ r(S + R). Then S + R is dichotomous
and all assertions of Theorem 3.9 hold.
4. Dichotomous Hamiltonians
Hamiltonian operator matrices are block operator matrices of a particular form.
Block operator matrices can be classified according to the domains of their entries
into diagonally dominant, off-diagonally dominant, and top dominant, see [33–35].
Here we introduce the new class of diagonally p-dominant block operator matrices.
DEFINITION 4.1. Let H1, H2 be Hilbert spaces, consider densely defined linear
operators A in H1, B from H2 to H1, C from H1 to H2, and D in H2, and let p ∈ [0, 1].
Then the block operator matrix
T =
(
A B
C D
)
in H1 × H2
is called
(i) diagonally dominant if C is A-bounded and B is D-bounded;
(ii) diagonally p-dominant if C is p-subordinate to A and B is p-subordinate to D.
Note that for a diagonally dominant block operator matrix, the domain of T is given
by the domains of the two diagonal entries, D(T ) = D(A) × D(D). By Lemma 3.2
(ii), every diagonally p-dominant block operator matrix is diagonally dominant.
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If we decompose a block operator matrix T into its diagonal and off-diagonal part,
T = S + R with S :=
(
A 0
0 D
)
, R :=
(
0 B
C 0
)
, (20)
then T is diagonally dominant if and only if R is S-bounded, see [34, §2.2]. A similar
statement holds for diagonal p-dominance:
LEMMA 4.2. (i) A block operator matrix T is diagonally p-dominant if and
only if R is p-subordinate to S.
(ii) If 0 ∈ (A) ∩ (D), C is p1-subordinate to A, and B is p2-subordinate to D,
then T is diagonally p-dominant with p = max{p1, p2}.
Proof. (i) If T is diagonally p-dominant, then Hölder’s inequality yields that, for
x = (u, v) ∈ D(T ) = D(S),
‖Rx‖2 = ‖Bv‖2 + ‖Cu‖2 ≤ c2B‖v‖2(1−p)‖Dv‖2p + c2C‖u‖2(1−p)‖Au‖2p
≤ max{c2B, c2C }
(
‖u‖2 + ‖v‖2
)1−p (‖Au‖2 + ‖Dv‖2)p
= max{c2B, c2C }‖x‖2(1−p)‖Sx‖2p.
Hence R is p-subordinate to S. Vice versa, let R be p-subordinate to S. Then
for u ∈ D(A), we have x := (u, 0) ∈ D(S) ⊂ D(R), i.e. u ∈ D(C), and
‖Cu‖ = ‖Rx‖ ≤ c‖x‖1−p‖Sx‖p = c‖u‖1−p‖Au‖p.
An analogous argument yields that B is p-subordinate to D.
(ii) is an immediate consequence of Lemma 3.2 (iii). 
DEFINITION 4.3. A block operator matrix T is called Hamiltonian if H1 = H2 =
H and T has the form
T =
(
A B
C −A∗
)
in H × H (21)
with A closed and B, C symmetric; T is called nonnegative if B, C are nonnegative.
REMARK 4.4. A Hamiltonian T is diagonally dominant if and only if D(A) ⊂
D(C) and D(A∗) ⊂ D(B), see [34, Remark 2.2.2].
LEMMA 4.5. Let T be a nonnegative diagonally dominant Hamiltonian operator
matrix such that iR ⊂ (A). Then iR ⊂ r(T ).
Proof. Since B, C are nonnegative symmetric, they admit nonnegative selfadjoint
extensions. We may thus assume that B and C are selfadjoint. Then for t ∈ R, the
operator C1/2(A− it)−1 is defined on H and closed; hence it is bounded by the closed
graph theorem. Analogously, B1/2(A∗ + it)−1 is bounded. Suppose that it ∈ r(T ).
Then there exist (un, vn) ∈ D(T ) such that∥∥∥∥
(
un
vn
)∥∥∥∥ = 1, n ∈ N, limn→∞(T − it)
(
un
vn
)
= lim
n→∞
(
(A − it)un + Bvn
Cun − (A∗ + it)vn
)
= 0.
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In view of ‖un‖ ≤ 1, ‖vn‖ ≤ 1, n ∈ N, the latter implies that
((A − it)un|vn) + (Bvn|vn) → 0,
(Cun|un) −
(
(A∗+ it)vn|un
) → 0, n → ∞.
Adding these two relations and taking the real part, we arrive at
(Cun|un) + (Bvn|vn) → 0, n → ∞.
Since B, C are nonnegative, we obtain
‖C1/2un‖2 = (Cun|un) → 0, ‖B1/2vn‖2 = (Bvn|vn) → 0, n → ∞.
Because of ‖vn‖ ≤ 1, n ∈ N, the sequences ((A− it)−1vn)n and (C1/2(A− it)−1vn)n
are bounded, and thus
0 = lim
n→∞
(
Cun − (A∗ + it)vn
∣∣(A − it)−1vn)
= lim
n→∞
((
C1/2un
∣∣C1/2(A − it)−1vn) − ‖vn‖2
)
= − lim
n→∞ ‖vn‖
2,
i.e. vn → 0, n → ∞. Analogous considerations for ((A−it)un +Bvn|(A∗+it)−1un)
yield that un → 0, n → ∞, a contradiction to ‖(un, vn)‖ = 1, n ∈ N. 
The following theorem is a perturbation result for Hamiltonians T with sectorially
dichotomous A; the corresponding spectral enclosure is displayed in Fig. 3.
THEOREM 4.6. Let T be a nonnegative diagonally p-dominant Hamiltonian with
p < 1 and let A be sectorially dichotomous with angle θ ∈ [0, π/2[. Then, T is
dichotomous, the spectral projections P+, P− satisfy
1
π i
∫ ′
iR
(T − z)−1x dz = P+x − P−x, x ∈ H × H,
and there exist h > 0, θ ′′ ∈ ]θ, π/2[ and for every θ ′ ∈ ]θ, π/2[ an r ′ > 0 such that
{
z ∈ C ∣∣ | Re z| < h} ∪ Ωθ ′′,0 ∪ Ωθ ′,r ′ ⊂ (T ).
Proof. We consider the decomposition T = S+R into diagonal and off-diagonal part,
T = S + R with S :=
(
A 0
0 −A∗
)
, R :=
(
0 B
C 0
)
. (22)
Since A and hence A∗ are sectorially dichotomous, see Corollary 2.16, the same is
true for S. Moreover, R is p-subordinate to S and iR ⊂ r(T ). Thus Corollary 3.10
applies and yields all claims. 
A Hamiltonian T as in (21) does not have any symmetry properties with respect to
the scalar product in the Hilbert space H × H . However, it exhibits some symmetries
with respect to two different indefinite inner products on H × H , see [24, Section 5].
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A vector space V together with an indefinite inner product [·|·] is called a Krein
space if there exists a scalar product (·|·) on V and an involution J : V → V such
that (V, (·|·)) is a Hilbert space and
[x |y] = (J x |y), x, y ∈ V .
The so-called fundamental symmetry J and the scalar product are not unique, but the
norms induced by two such scalar products are equivalent.
A subspace U ⊂ V is called J -nonnegative (J -nonpositive, J -neutral, respec-
tively,) if [x |x] ≥ 0 (≤ 0, = 0, respectively) for all x ∈ U . A subspace U is J -neutral
if and only if it is contained in its J -orthogonal complement U 〈⊥〉,
U ⊂ U 〈⊥〉 := {x ∈ V | [x |y] = 0 for all y ∈ U },
and it is called hypermaximal J -neutral if U = U 〈⊥〉.
A linear operator T on V is called J -accretive if Re[T x |x] ≥ 0 for all x ∈ D(T ).
A densely defined linear operator T is called J -skew-symmetric if [T x |y] = −[x |T y]
for all x, y ∈ D(T ). For more results on Krein spaces and operators therein, we refer
to [7,19].
PROPOSITION 4.7. Let V be a Krein space with fundamental symmetry J and let
T be a dichotomous operator on V with corresponding decomposition V = V+ ⊕ V−
and projections P+, P− such that
1
π i
∫ ′
iR
(T − z)−1x dz = P+x − P−x, x ∈ V .
(i) If T is J -accretive, then V+ is J -nonnegative and V− is J -nonpositive.
(ii) If T is J -skew-symmetric, then V+ and V− are hypermaximal J -neutral.
Proof. (i) The simple proof was given in [25, Theorem 1.4]; e.g. for x ∈ V+ it is
nothing but the inequality
[x |x] = Re [P+x − P−x |x] = 1
π
∫ ′
R
Re [(T − it)−1x |x] dt
= 1
π
∫ ′
R
Re [T (T − it)−1x |(T − it)−1x] dt ≥ 0.
(ii) If T is J -skew-symmetric, then both T and −T are J -accretive. Consequently,
V± are both nonnegative and nonpositive, thus neutral. To prove hypermaximal
neutrality, let e.g. x ∈ V 〈⊥〉+ . Using the decomposition V = V+ ⊕ V−, we write
x = u + v with u ∈ V+, v ∈ V−. If v = 0, then there exists y ∈ V such
that [v|y] = 0 (e.g. one may choose y = Jv). Since V− is neutral, we may
assume that y ∈ V+. The neutrality of V+ then implies that [x |y] = [v|y] = 0,
in contradiction to x ∈ V 〈⊥〉+ . Therefore v = 0, i.e. x ∈ V+. 
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Following [24, Section 5], we equip the product space H × H with two different
indefinite inner products, given by [x |y]1 := (J1x |y) and [x |y]2 := (J2x |y) with the
fundamental symmetries
J1 :=
(
0 −iI
iI 0
)
, J2 :=
(
0 I
I 0
)
. (23)
As in the case of bounded B and C , the Hamiltonian has the following symmetry
properties with respect to J1 and J2.
LEMMA 4.8. The Hamiltonian operator matrix T is J1-skew-symmetric, and T is
nonnegative if and only if it is J2-accretive.
Proof. The assertions are immediate from
[T (u, v)|(u, v)]1 = i (2 Re(Au|v) + (Bv|v) − (Cu|u)) ∈ iR,
Re [T (u, v)|(u, v)]2 = (Bv|v) + (Cu|u). 
COROLLARY 4.9. In the situation of Theorem 4.6, let H × H = V+ ⊕ V− be the
decomposition corresponding to the dichotomy of T . Then V+, V− are hypermaximal
J1-neutral, V+ is J2-nonnegative, and V− is J2-nonpositive.
5. Invariant graph subspaces and Riccati equations
There is a close relation between the invariance of graph subspaces
G(X) :=
{(
u
Xu
) ∣∣∣ u ∈ D(X)
}
of linear operators X on a Hilbert space H under a block operator matrix and solutions
of Riccati equations, see e.g. [8,18,41]; in our setting it reads as follows:
LEMMA 5.1. Let T be a diagonally dominant Hamiltonian and X a linear operator
on H. Then the graph subspace G(X) is T -invariant if and only if X is a solution of
the Riccati equation
(A∗X + X (A + B X) − C)u = 0, u ∈ D(A) ∩ X−1D(A∗); (24)
in particular, (A + B X)u ∈ D(X) for all u ∈ D(A) ∩ X−1D(A∗).
Proof. G(X) is T -invariant if and only if for all u ∈ D(A)∩D(X) with Xu ∈ D(A∗)
there exists v ∈ D(X) such that
(
Au + B Xu
Cu − A∗Xu
)
= T
(
u
Xu
)
=
(
v
Xv
)
,
and this is obviously equivalent to (24). 
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Graph subspaces are closely related to the Krein space fundamental symmetries
J1, J2 introduced in (23), see also [14]:
LEMMA 5.2. ([41, Lemma 6.2]) Let X be a linear operator on H. Then
(i) X is selfadjoint if and only if G(X) is hypermaximal J1-neutral;
if X is symmetric, then
(ii) X is nonnegative (nonpositive, respectively) if and only if G(X) is J2-nonnegative
(J2-nonpositive, respectively).
The next theorem generalises [24, Theorem 5.1] where the off-diagonal operators B
and C were assumed to be bounded, and it complements results in [21,41,42] where
Hamiltonians T possessing a Riesz basis of generalised eigenvectors but without
dichotomy were investigated.
THEOREM 5.3. Let T be a nonnegative diagonally p-dominant Hamiltonian with
p < 1 such that A is sectorially dichotomous and
⋂
t∈R
ker
(
B(A∗ + it)−1
)
= {0}. (25)
Then
(i) T is dichotomous and its spectral subspaces are graph subspaces, V±=G(X±);
(ii) X± are selfadjoint, X+ is nonnegative, and X− is nonpositive;
(iii) D(A) ∩ X−1± D(A∗) are a core for X± and X± satisfy the Riccati equations(
A∗X± + X±(A + B X±) − C
)
u = 0, u ∈ D(A) ∩ X−1± D(A∗). (26)
Proof. (i) By Theorem 4.6 and Corollary 4.9, T is dichotomous, V+, V− are hyper-
maximal J1-neutral, V+ is J2-nonnegative, and V− is J2-nonpositive. To show that
V± = G(X±) with some linear operator X±, it suffices to show that (0, w) ∈ V±
implies w = 0. Setting (u, v) := (T − it)−1(0, w) for t ∈ R, we have
(A − it)u + Bv = 0, Cu − (A∗ + it)v = w.
Since V± is J1-neutral and invariant under (T − it)−1, this implies that
0 =
[(
0
w
) ∣∣∣
(
u
v
)]
1
= −i(w|u)
and thus
0 = (w|u) = (Cu|u) − (v|(A − it)u) = (Cu|u) + (Bv|v).
Since B and C are nonnegative, it follows that 0 = (Cu|u) = (Bv|v). Thus for all
r ∈ R and v˜ ∈ D(B),
0 ≤ (B(rv + v˜)|rv + v˜) = 2r Re(Bv|v˜) + (Bv˜|v˜),
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which yields Bv = 0. Similarly, we obtain Cu = 0 and so w = −(A∗ + it)v. We
conclude that B(A∗ + it)−1w = −Bv = 0. As t ∈ R was arbitrary, (25) implies that
w = 0.
(ii), (iii) Since V± = G(X±) are hypermaximal J1-neutral and J2-nonnegative/
nonpositive, Lemma 5.2 shows that X± are selfadjoint and nonnegative/nonpositive,
while Lemma 5.1 shows that X± satisfy (26). Moreover, we have (u, X±u) ∈ D(T )
if and only if u ∈ D(A)∩ X−1± D(A∗). Since V± ∩D(T ) are dense in V±, this implies
that D(A) ∩ X−1± D(A∗) are a core for X±. 
Next we derive necessary as well as sufficient conditions for assumption (25).
PROPOSITION 5.4. Let A be a closed densely defined linear operator with iR ⊂
(A) and B symmetric with D(A∗) ⊂ D(B). Then the assertions
(i) ker B = {0},
(ii) ⋂t∈R ker(B(A∗ + it)−1) = {0}, see (25),
(iii) span{(A − it)−1 B∗u | t ∈ R, u ∈ D(B∗)} = H,
(iv) ∀ λ ∈ σp(A∗) : ker B ∩ ker(A∗ − λ) = {0}
satisfy the implications
(i) ⇒ (ii) ⇐⇒ (iii) ⇒ (iv);
if A has compact resolvent and possesses a complete system of generalised eigenvec-
tors, then even
(iii) ⇐⇒ (iv).
REMARK 5.5. For the special case of bounded B, instead of (25), the equivalent
condition (iii) in Proposition 5.4 was used in [24, Theorem 5.1]. For the special case
of normal A with compact resolvent, the equivalence (iii)⇔(iv) in Proposition 5.4 was
established in [41, Proposition 6.6].
For the proof of Proposition 5.4, we need the following lemma.
LEMMA 5.6. Let A be a closed densely defined linear operator with iR ⊂ (A)
and B symmetric with D(A∗) ⊂ D(B). Let ρ0 be the connected component of (A)
containing iR. If ρ ⊂ ρ0 has an accumulation point in ρ0, then
⋂
t∈R
ker(B(A∗ + it)−1) =
⋂
z∈ρ
ker(B(A∗ − z¯)−1)
=
(
span
{
(A − z)−1 B∗u ∣∣ z ∈ ρ, u ∈ D(B∗)})⊥.
Proof. The second identity is immediate from the identities
ker
(
B(A∗ − z¯)−1
)
= R
(
(B(A∗ − z¯)−1)∗
)⊥ = R ((A − z)−1 B∗)⊥;
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note that we have used that B(A∗ − z¯)−1 is bounded and that (B(A∗ − z¯)−1)∗|D(B∗) =
(A − z)−1 B∗. Moreover, by the identity theorem, if ((A − z)−1 B∗u|x) = 0 for all
z ∈ ρ, then this continues to hold for all z ∈ ρ0 and thus⋂
z∈ρ
ker
(
B(A∗ − z¯)−1
)
=
⋂
z∈ρ0
ker
(
B(A∗ − z¯)−1
)
.
Since iR is one possible choice for ρ, the proof is complete. 
Proof of Proposition5.4. The implication (i)⇒(ii) is clear and (ii)⇔(iii) follows
from Lemma 5.6. For the implication (ii)⇒(iv), we observe that if λ ∈ σp(A∗) and
x ∈ ker B ∩ ker(A∗ − λ), then B(A∗ + it)−1x = (λ + it)−1 Bx = 0 for all t ∈ R and
hence x = 0 by (ii).
To show the reverse implication (iv)⇒(ii) under the additional assumptions on A,
we first prove that the closed subspace
N :=
⋂
t∈R
ker
(
B(A∗ + it)−1
)
is (A∗ − z)−1-invariant for every z ∈ (A∗). Let x ∈ N . Since A has compact
resolvent, (A) is connected. Thus Lemma 5.6 implies that B(A∗ − z)−1x = 0 for all
z ∈ (A∗). Hence by the resolvent identity, we find that for all t ∈ R, z = −it ,
B(A∗ + it)−1(A∗ − z)−1x = 1
it + z
(
B(A∗ − z)−1x − B(A∗ + it)−1x) = 0.
Therefore N is (A∗ − z)−1-invariant for all z ∈ (A∗)\iR and thus, by continuity, for
all z ∈ (A∗).
Secondly, we use induction on n ∈ N to show that N ∩ ker(A∗ − λ)n = {0} for all
λ ∈ σp(A∗). The case n = 0 is trivial. For n ≥ 1, let x ∈ N ∩ ker(A∗ − λ)n and
set y := (A∗ − λ)x . Since A was assumed to have compact resolvent, the subspace
N ∩ker(A∗−λ)n has finite dimension; by the first part of the proof, it is invariant under
(A∗−z)−1 and hence also under A∗. Therefore y ∈ N ∩ker(A∗−λ)n−1. By induction,
this yields y = 0. Hence x ∈ ker(A∗ − λ) and 0 = B(A∗ + it)−1x = (λ + it)−1 Bx ;
thus Bx = 0. From (iv), we then obtain x = 0.
Now let λ ∈ σp(A) be arbitrary and let P be the Riesz projection onto the corre-
sponding generalised eigenspace of A. Then the Riesz projection corresponding to the
eigenvalue λ¯ of A∗ is given by
P∗ = i
2π
∫
∂ Bε(λ¯)
(A∗ − z)−1 dz
with ε > 0 such that Bε(λ¯)\{λ¯} ⊂ (A∗). Since N is (A∗−z)−1-invariant and closed,
it is also invariant under P∗. Moreover, R(P∗) = ker(A∗ − λ¯)n for some n ∈ N. For
x ∈ N , we obtain P∗x ∈ N ∩ ker(A∗ − λ¯)n and so P∗x = 0, i.e. x ⊥ R(P). Since
λ ∈ σp(A) was arbitrary, x is orthogonal to the system of generalised eigenvectors of
A, which was assumed to be complete, hence x = 0. 
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REMARK 5.7. If, in addition to being sectorially dichotomous, A generates a
strongly continuous semigroup and B is bounded, then (25) is equivalent to the ap-
proximate controllability of the pair (A, B), compare [13, §4.1].
REMARK 5.8. There is a second Riccati equation corresponding to the Hamilton-
ian T : A linear operator Y in the Hilbert space H is a solution of the Riccati equation
(AY + Y (A∗ − CY ) + B)v = 0, v ∈ D(A∗) ∩ Y −1D(A), (27)
if and only if the “inverse” graph subspace
G inv(Y ) :=
{(
Yv
v
) ∣∣∣ v ∈ D(Y )
}
is T -invariant. The Riccati equations (24) and (27) are dual to each other in the follow-
ing sense: G inv(Y ) is T -invariant if and only if G(Y ) is invariant under the transformed
Hamiltonian
T˜ =
(
0 I
I 0
) (
A B
C −A∗
) (
0 I
I 0
)
=
(−A∗ C
B A
)
.
For example, the dual version of Theorem 5.3 states that if, instead of (25),⋂
t∈R
ker C(A − it)−1 = {0}
holds, then V± = G inv(Y±) where Y± is a selfadjoint nonnegative/nonpositive solution
of (27), and D(A∗) ∩ Y −1± D(A) is a core for Y±.
6. Bounded solutions of Riccati equations
In this section, we consider Hamiltonians T for which A is a sectorial operator with
angle θ < π/2. Then the spectra of the diagonal entries A and −A∗ of T lie in the
sectors θ and −θ in the right and left half-plane, respectively.
We show that then the solution X+ of the Riccati equation in Theorem 5.3 is bounded
and uniquely determined; if −A is sectorial, then X− is bounded and uniquely deter-
mined.
LEMMA 6.1. Let T be a nonnegative diagonally p-dominant Hamiltonian with
p < 1 and let A be sectorially dichotomous. If the linear operator X : H → H
is bounded and G(X) is invariant under T and under (T − z)−1, z ∈ (T ), then
XD(A) ⊂ D(A∗) and X is a solution of the Riccati equation
(A∗X + X A + X B X − C)u = 0, u ∈ D(A). (28)
Proof. We consider the isomorphism ϕ and the projection pr1 given by
ϕ : H → G(X),
u → (u, Xu),
pr1 : H × H → H,
(u, v) → u, (29)
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which are related by ϕ−1 = pr1|G(X). Using the decomposition T = S + R from
(22) into diagonal and off-diagonal part, we define the operators E := pr1Tϕ and
F := pr1 Rϕ on H , i.e.
D(E) = D(A) ∩ X−1D(A∗), Eu = Au + B Xu,
D(F) = D(C) ∩ X−1D(B), Fu = B Xu.
By assumption, D(A) ⊂ D(C), D(A∗) ⊂ D(B) so that D(E − F) = D(E) ⊂ D(A)
and (E − F)u = Au; hence E − F is a restriction of A. We aim to show that, in fact,
D(E − F) = D(A).
Since G(X) is T -invariant, E = ϕ−1T |G(X)ϕ and hence (E) = (T |G(X)). Fur-
thermore, we have (T ) ⊂ (T |G(X)) since G(X) is also (T − z)−1-invariant. By
Theorem 4.6, the operator T is dichotomous and thus iR ⊂ (T ) ⊂ (E). From
‖R(S − it)−1‖ ≤ M/|t |1−p with some M > 0, see (16) and Lemma 4.2, and from
F(E − it)−1 = pr1 Rϕϕ−1(T − it)−1ϕ = pr1 R(T − it)−1ϕ
= pr1 R(S − it)−1
(
I + R(S − it)−1)−1ϕ
we see that ‖F(E − it)−1‖ < 1 for large |t |. Consequently, it ∈ (E − F) for
large |t |. Since it ∈ (A) for all t ∈ R and E − F is a restriction of A, this implies
that D(A) = D(E − F) = D(A) ∩ X−1D(A∗), i.e. XD(A) ⊂ D(A∗). The Riccati
equation (28) now follows from Lemma 5.1. 
LEMMA 6.2. Let T be a nonnegative diagonally p-dominant Hamiltonian with
p < 1. Let A be sectorial with angle θ < π/2 and 0 ∈ (A). If X is a bounded
selfadjoint solution of (28) with XD(A) ⊂ D(A∗), then there exists a constant L =
L(A, p, cC ) depending only on A, p, and the p-subordination bound cC of C to A
such that
(Xu|u) ≤ L‖u‖2, u ∈ H ;
in particular, ‖X‖ ≤ L if X is nonnegative.
Proof. From (28) and since T , and thus B, is nonnegative, we obtain
(Au|Xu) + (Xu|Au) = (Cu|u) − (B Xu|Xu) ≤ (Cu|u), u ∈ D(A).
Hence for arbitrary t ∈ R,
2 Re
(
(A − it)u∣∣Xu) ≤ (Cu|u), u ∈ D(A).
Together with the p-subordinacy of C to A, this implies that for arbitrary v ∈ H ,
letting u := (A − it)−1v,
2 Re
(
v
∣∣X (A − it)−1v) ≤ (C(A − it)−1v∣∣(A − it)−1v)
≤ ‖C(A − it)−1‖ ‖(A − it)−1‖‖v‖2
≤ cC‖(A − it)−1‖2−p‖A(A − it)−1‖p‖v‖2.
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Lemma 2.12 applied to the sectorial operator A (for which P− = 0) yields that
1
π
∫ ′
R
(A − it)−1v dt = v, v ∈ V,
‖(A − it)−1‖ ≤ M|t | , t ∈ R\{0};
in particular, ‖A(A − it)−1‖ is uniformly bounded in t ∈ R. Altogether, we obtain
2π(Xv|v) = 2π Re(Xv|v) =
∫ ′
R
2 Re
(
X (A − it)−1v∣∣v) dt
≤ cC
(∫
R
‖(A − it)−1‖2−p dt
)
sup
t∈R
‖A(A − it)−1‖p‖v‖2
=: L(A, p, cC )‖v‖2. 
The following proposition is the crucial step in proving the boundedness of a solution
of the Riccati equation (26) in the presence of unbounded B and C .
PROPOSITION 6.3. For r ∈ [0, 1], let Xr be linear operators on H and Pr
projections on H × H such that R(Pr ) = G(Xr ). Suppose that
(i) Pr depends continuously on r in the uniform operator topology;
(ii) X0 is bounded;
(iii) there exists L > 0 so that for all r ∈ [0, 1], if Xr is bounded, then ‖Xr‖ ≤ L.
Then all Xr , r ∈ [0, 1], are bounded.
Proof. Let J := {r ∈ [0, 1] | Xr bounded}. Then by assumption (ii), 0 ∈ J . We will
show that J is closed and open in the interval [0, 1] and hence equal to [0, 1].
Let (rn)n∈N ⊂ J, limn→∞ rn = r , and u ∈ D(Xr ). Set
x :=
(
u
Xr u
)
, Prn x =:
(
un
Xrn un
)
, n ∈ N.
Then limn→∞ Prn x = Pr x = x , which implies that un → u and Xrn un → Xr u as
n → ∞. By assumption (iii), we obtain
‖Xr u‖ = lim
n→∞ ‖Xrn un‖ ≤ L limn→∞ ‖un‖ = L‖u‖
and hence r ∈ J . Therefore J is closed.
Now suppose that J is not open. Then there exist r ∈ J and (rn)n∈N ⊂ [0, 1]\J
such that limn→∞ rn = r . So all Xrn are unbounded. Hence there are un ∈ D(Xrn )
with ‖un‖ ≤ 1/n and ‖Xrn un‖ = 1. Set
xn :=
(
un
Xrn un
)
, Pr xn =:
(
wn
Xrwn
)
, n ∈ N.
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Since xn ∈ G(Xrn ) = R(Prn ) for all n ∈ N, we have Prn xn = xn and
1 = ‖Xrn un‖ ≤ ‖Xrn un − Xrwn‖ + ‖Xr‖
(‖wn − un‖ + ‖un‖)
≤ ‖Prn xn − Pr xn‖ + ‖Xr‖
(‖Pr xn − Prn xn‖ + ‖un‖)
≤ (1 + ‖Xr‖)‖Prn − Pr‖ ‖xn‖ + ‖Xr‖ ‖un‖.
Since ‖xn‖2 = ‖un‖2 + ‖Xrn un‖2 ≤ 1/n2 + 1 and Prn → Pr , un → 0 as n → ∞,
this is a contradiction. 
THEOREM 6.4. Let T be a nonnegative diagonally p-dominant Hamiltonian with
p < 1. Suppose that iR ⊂ (A) and assumption (25) holds, i.e.⋂
t∈R
ker(B(A∗ + it)−1) = {0}.
(i) If A is sectorial with angle θ < π/2, then the nonnegative solution X+ of the
Riccati equation (26) in Theorem 5.3 is bounded, satisfies X+D(A) ⊂ D(A∗)
and hence
(A∗X+ + X+ A + X+B X+ − C)u = 0, u ∈ D(A). (30)
Moreover, X+ is the uniquely determined bounded nonnegative operator such
that X+D(A) ⊂ D(A∗) and (30) hold.
(ii) If −A is sectorial with angle θ < π/2, then the nonpositive solution X− of the
Riccati equation (26) in Theorem 5.3 is bounded, satisfies X−D(A) ⊂ D(A∗),
and hence
(A∗X− + X− A + X−B X− − C)u = 0, u ∈ D(A). (31)
Moreover, X− is the uniquely determined bounded nonpositive operator such
that X−D(A) ⊂ D(A∗) and (31) hold.
Proof. Suppose that A is sectorial. We consider the family of operators Tr = S + r R,
r ∈ [0, 1], where S, R are the diagonal and off-diagonal part of T , respectively, as
in (22). By Theorem 4.6, each Tr is dichotomous and the corresponding projections
Pr,+ and Pr,− satisfy
2Pr,+x − x = Pr,+x − Pr,−x = 1
π
∫ ′
R
(Tr − it)−1x dt, x ∈ H × H.
For r > 0, Theorem 5.3 applies to Tr since ker(B(A∗ + it)−1) = ker(r B(A∗ + it)−1)
if r > 0. Hence there are nonnegative selfadjoint operators Xr , r > 0, such that
R(Pr,+) = G(Xr ); in particular, X1 = X+. For r = 0 we have T0 = S and R(P0,+) =
H × {0} = G(X0) where X0 = 0, see also Lemma 2.12. If we set Pr := Pr,+, then
we obtain, for r, s ∈ [0, 1],
Pr x − Ps x = 12π
∫ ′
R
(
(S + r R − it)−1 − (S + s R − it)−1)x dt, x ∈ H × H.
(32)
Vol. 14 (2014) Dichotomous Hamiltonians with unbounded entries 147
Since ‖R(S − it)−1‖ ≤ M ′/|t |1−p, see (16), and r ∈ [0, 1], a Neumann series
argument yields ‖(I + r R(S − it)−1)−1‖ ≤ 2 for |t | ≥ t0, where the constant t0 > 0
is independent of r . Using ‖(S − it)−1‖ ≤ M/|t | and
(S + r R − it)−1 − (S + s R − it)−1
= (S + s R − it)−1(s − r)R(S + r R − it)−1
= (S − it)−1(I + s R(S − it)−1)−1(s − r)R(S − it)−1(I + r R(S − it)−1)−1,
we find that
‖(S + r R − it)−1 − (S + s R − it)−1‖ ≤ |s − r | · 4M M
′
|t |2−p for |t | ≥ t0. (33)
The identity
(S + s R − it˜)−1 = (S + r R − it)−1(I + ((s − r)R + it − it˜)(S + r R − it)−1)−1
implies that the mapping (r, t) → (S + r R − it)−1 is continuous in the operator norm
topology. On the compact set {(r, t) ∈ R2 | r ∈ [0, 1], |t | ≤ t0} it is thus uniformly
continuous. Hence for ε > 0, there exists δ > 0 such that
‖(S + r R − it)−1 − (S + s R − it)−1‖ < ε for |t | ≤ t0, |s − r | < δ. (34)
From (32), (33), and (34) we now obtain, for |s − r | < δ,
‖Pr − Ps‖ ≤ 12π
(
2t0ε + |s − r |
∫
|t |≥t0
4M M ′
|t |2−p dt
)
.
Consequently, the mapping r → Pr is continuous. Since G(Xr ) = R(Pr ) are invariant
under Tr and its resolvent, Lemmas 6.1, 6.2 apply; using crC ≤ cC for r ∈ [0, 1], we
obtain a constant L = L(A, p, cC ) > 0 independent of r ∈ [0, 1] such that if Xr is
bounded, then ‖Xr‖ ≤ L . Hence Proposition 6.3 yields that all Xr are bounded.
To show the uniqueness of X+, suppose that X is another bounded nonnegative
solution of (30) with XD(A) ⊂ D(A∗). Let ϕ : H → G(X), ϕu = (u, Xu) be the
isomorphism defined in (29) in the proof of Lemma 6.1. Our assumptions on X imply
that G(X) is T -invariant and that ϕ−1Tϕ = A + B X . Consequently, σ(T |G(X)) =
σ(A + B X).
The operator A∗X is closable and D(A) ⊂ D(A∗X), hence A∗X is A-bounded.
Thus since 0 ∈ (A), there exists c > 0 such that ‖A∗Xu‖ ≤ c‖Au‖ for u ∈ D(A).
Together with the p-subordination property of B to A∗, we then find
‖B Xu‖ ≤ cB‖Xu‖1−p‖A∗Xu‖p ≤ cBcp‖X‖1−p‖u‖1−p‖Au‖p, u ∈ D(A),
i.e. B X is p-subordinate to A. Since A is sectorial with angle θ < π/2, Remark 3.8
implies that A + B X is sectorial with some angle θ ′ ∈ [θ, π/2[ and radius r > 0, in
particular,
σ(A + B X) ⊂ θ ′ ∪ Br (0). (35)
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We will now show that σ(A + B X) is, in fact, contained in the open right half-plane;
this shows, in particular, that A + B X is sectorial with radius 0. In view of (35), it is
sufficient to prove that λ ∈ r(A + B X) whenever Re λ ≤ 0. Suppose, to the contrary,
that λ ∈ C with Re λ ≤ 0 and there exist un ∈ D(A), ‖un‖ = 1, with
lim
n→∞(A + B X − λ)un = 0. (36)
This implies
lim
n→∞ ((A + B X − λ)un|Xun) = 0. (37)
Moreover, the Riccati equation (30) for X yields that
Re
(
(A + B X)u|Xu) = 1
2
(
(Au|Xu) + (Xu|Au)) + (B Xu|Xu)
= 1
2
(
(Cu|u) + (B Xu|Xu)), u ∈ D(A).
(38)
Combining (37) and (38) and using B, C ≥ 0, we find
lim sup
n→∞
(
(Re λ)·(Xun|un)
) = lim sup
n→∞
Re
(
(A + B X)un|Xun
)
= lim sup
n→∞
1
2
(
(Cun|un) + (B Xun|Xun)
)
≥ 1
2
lim sup
n→∞
(B Xun|Xun) ≥ 0.
On the other hand, X ≥ 0 and Re λ ≤ 0 imply lim supn→∞
(
(Re λ)·(Xun|un)
) ≤ 0;
consequently, limn→∞ ‖B1/2 Xun‖ = 0. This, the fact that B1/2(A∗ − λ)−1 and thus
(A − λ)−1 B1/2 is bounded, and (36) now yield that
lim
n→∞ un = limn→∞
(
un + (A − λ)−1 B1/2 ·B1/2 Xun
)
= (A − λ)−1 lim
n→∞(A + B X − λ)un = 0,
a contradiction to ‖un‖ = 1.
Since A + B X is sectorial of angle < π/2 and its spectrum is contained in the open
right half-plane, (A+ B X −λ)−1 and hence (T |G(X)−λ)−1 are uniformly bounded on
C−. Therefore (T −λ)−1(u, Xu) extends to a bounded analytic function on C− which,
in turn, implies that (u, Xu)belongs to the spectral subspace V+ = G(X+)of T , see [9,
Sect. 2 and Theorem 3.1]. This proves that G(X) ⊂ G(X+) and hence X = X+ since
the bounded operators X and X+ are both defined on the dense subset D(A) ⊂ H .
The case when −A is sectorial is a consequence of the first case since −X− is
nonnegative and a solution of the Riccati equation corresponding to
(−A B
C A∗
)
. 
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REMARK 6.5. In [1, Section 7] the existence and uniqueness of solutions of Riccati
equations was proved under the weaker assumption that B, C are uniformly accretive,
but only in the case where all entries A, B, and C are bounded and using a different
approach.
7. Examples
To illustrate the results of the previous sections, we consider three examples of
Hamiltonians involving partial differential and multiplication operators. None of these
examples is covered by the earlier results in [11,21,24,41,42].
In all examples, B and C are unbounded and hence [11,21,24] cannot be applied.
Moreover, B and C do not map into an extrapolation space of H and thus do not fit
into the setting of [42]. In the first example, the operator A has continuous spectrum
and hence no Riesz basis of generalised eigenvectors exists as required in [41].
EXAMPLE 7.1. We consider the Hilbert space H = L2(Rn) and the operators
Au = (− + ε)u, D(A) = W 2,2(Rn),
Bu = g1u, D(B) = {u ∈ H | g1u ∈ H},
Cu = g2u, D(C) = {u ∈ H | g2u ∈ H},
with ε > 0 and nonnegative locally integrable functions g1, g2 : Rn → R. Suppose,
in addition, that g1 is positive almost everywhere and that g1, g2 satisfy estimates∫
Br (x0)
|g j (x)|2 dx ≤ c rs, x0 ∈ Rn, 0 < r < 1, j = 1, 2,
with constants c > 0 and s ∈ [0, n] such that s > n − 4; e.g. one could choose
g(x) = |x |−q with 0 < q < min{2, n/2} and s = n − 2q.
The operator A is positive and selfadjoint, 0 ∈ (A), and the a priori estimate
‖u‖W 2,2(Rn) ≤ c0‖Au‖, u ∈ D(A),
can easily be verified by Fourier transformation. The multiplication operators B and
C are selfadjoint, B is positive, and C is nonnegative. By Lemma 3.3, B and C are
p-subordinate to A with p = 14 (n − s) < 1. We can thus apply our results to the
Hamiltonian
T =
(
A B
C −A
)
;
note that condition (25) holds because ker B = {0}.
Hence Theorem 6.4 yields the existence and uniqueness of a bounded nonnegative
selfadjoint solution X+ of the Riccati equation
(AX+ + X+ A + X+B X+ − C)u = 0, u ∈ D(A);
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Theorem 5.3 yields the existence of a nonpositive selfadjoint solution X− of the Riccati
equation
(AX− + X−(A + B X−) − C)u = 0, u ∈ D(A) ∩ X−1− D(A).
In the next two examples, A, and hence also T , has compact resolvent and pure point
spectrum. However, A is not normal as required in the known existence results for
Riesz bases of generalised eigenvectors, e.g. [28, Theorem 6.12], [40, Theorem 6.1],
and thus [41] cannot be applied.
EXAMPLE 7.2. Let Ω ⊂ Rn be open and bounded with smooth boundary ∂Ω
such that no point of ∂Ω belongs to the interior of Ω . Let H = L2(Ω) and consider
the operators
Au = 2u, D(A) = {u ∈ W 4,2(Ω) | u = u + f ∂νu = 0 on ∂Ω},
Bu = −
n∑
j,k=1
∂ j (g jk∂ku) + g0u, D(B) = W 2,2(Ω) ∩ W 1,20 (Ω),
Cu = −
n∑
j,k=1
∂ j (h jk∂ku) + h0u, D(C) = W 2,2(Ω) ∩ W 1,20 (Ω),
where f ∈ C∞(∂Ω) with Re f ≥ 0, g jk, h jk, g0, h0 ∈ C∞(Ω), g0, h0 ≥ 0, and the
matrices (g jk) j,k=1...n and (h jk) j,k=1...n are positive definite and positive semidefinite,
respectively, almost everywhere on Ω . The outward normal derivative is ∂ν .
From the theory of elliptic partial differential operators, see e.g. [27], it follows that
B and C are selfadjoint, B is positive, and C is nonnegative. The operator A is closed
and its adjoint is given by
A∗u = 2u, D(A∗) = {u ∈ W 4,2(Ω) | u = u + f¯ ∂νu = 0 on ∂Ω};
note that A is not selfadjoint (not even normal) if Im f = 0. Integration by parts shows
that
(Au|u) =
∫
Ω
|u|2 dx +
∫
∂Ω
f |∂νu|2 dσ, u ∈ D(A). (39)
Consequently, there exist c0, c1 > 0 such that for u ∈ D(A)
Re(Au|u) ≥ ‖u‖2 ≥ c0‖u‖2W 2,2(Ω), | Im(Au|u)| ≤ c1‖u‖2W 2,2(Ω). (40)
This implies that ker A = {0}, that R(A) is closed, and that the numerical range W (A)
is contained in a sector θ , see (4), more precisely,
W (A) ⊂ {z ∈ θ | Re z ≥ c0} with θ = arctan(c1/c0). (41)
Since (39) (with f replaced by f¯ ) and (40) also hold for A∗, this yields R(A)⊥ =
ker A∗ = {0} and thus 0 ∈ (A). In view of Remark 2.9 (iii), we obtain that A is
sectorial with angle θ . Finally, (40) also implies
‖u‖W 2,2(Ω) ≤ c−10 ‖u‖1/2‖Au‖1/2, u ∈ D(A),
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and the same with A replaced by A∗. Consequently, B and C are 12 -subordinate to
A∗ and A, respectively. Moreover, ker B = {0} since B is positive and thus assump-
tion (25) is satisfied.
Hence Theorem 6.4 shows that there exists a unique bounded nonnegative selfadjoint
solution X+ of the Riccati equation
(A∗X+ + X+ A + X+B X+ − C)u = 0, u ∈ D(A);
Theorem 5.3 shows that there exists a nonpositive selfadjoint solution X− of the Riccati
equation
(A∗X− + X−(A + B X−) − C)u = 0, u ∈ D(A) ∩ X−1− D(A∗).
In our final example, we consider a Riccati equation with coefficients A˜, B˜, and
C˜ such that A˜ is sectorially dichotomous, but neither A˜ nor − A˜ are sectorial. Hence
Theorem 6.4 does not apply and both solutions X± will be unbounded in general.
EXAMPLE 7.3. Let Ω ⊂ Rn and the operators A, B, C in L2(Ω) be as in the
previous example. Consider the block operator matrices
A˜ =
(
A 0
0 −A∗
)
, B˜ =
(
B βB
βB B
)
, C˜ =
(
C γ C
γ C C
)
in L2(Ω) × L2(Ω)
where β ∈ [0, 1[, γ ∈ [0, 1]. Then A˜ is sectorially dichotomous, B˜, C˜ are symmetric,
B˜ is positive since β < 1, C˜ is nonnegative, and B˜, C˜ are 12 -subordinate to A˜
∗, A˜,
respectively. By Theorem 5.3, the Riccati equation
(
A˜∗X± + X±
(
A˜ + B˜ X±
) − C˜)u = 0, u ∈ D( A˜) ∩ X−1± D( A˜∗),
has two selfadjoint solutions X±, where X+ is nonnegative and X− is nonpositive,
both of which are unbounded in general.
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