Sampling Artifact in Volume Weighted Velocity Measurement.--- I.
  Theoretical Modelling by Zhang, Pengjie et al.
ar
X
iv
:1
40
5.
71
25
v2
  [
as
tro
-p
h.C
O]
  1
0 M
ar 
20
15
Sampling Artifact in Volume Weighted Velocity Measurement.— I. Theoretical
Modelling
Pengjie Zhang,1, 2, 3 Yi Zheng,3 and Yipeng Jing1, 2
1Center for Astronomy and Astrophysics, Department of Physics and Astronomy,
Shanghai Jiao Tong University, 955 Jianchuan road, Shanghai, 200240
2IFSA Collaborative Innovation Center, Shanghai Jiao Tong University, Shanghai 200240, China∗
3Key Laboratory for Research in Galaxies and Cosmology,
Shanghai Astronomical Observatory, 80 Nandan Road, Shanghai, 200030, China
Cosmology based on large scale peculiar velocity preferes volume weighted velocity statistics. How-
ever, measuring the volume weighted velocity statistics from inhomogeneously distributed galaxies
(simulation particles/halos) suffer from an inevitable and significant sampling artifact. We study
this sampling artifact in the velocity power spectrum measured by the nearest-particle (NP) velocity
assignment method [1]. We derive the analytical expression of leading and higher order terms. We
find that the sampling artifact suppresses the z = 0 E-mode velocity power spectrum by ∼ 10% at
k = 0.1h/Mpc, for samples with number density 10−3(Mpc/h)−3. This suppression becomes larger
for larger k and for sparser samples. We argue that, this source of systematic errors in peculiar ve-
locity cosmology, albeit severe, can be self-calibrated in the framework of our theoretical modelling.
We also work out the sampling artifact in the density-velocity cross power spectrum measurement.
More robust evaluation of related statistics through simulations will be presented in a companion
paper [2]. We also argue that similar sampling artifact exists in other velocity assignment methods
and hence must be carefully corrected to avoid systematic bias in peculiar velocity cosmology.
PACS numbers: 98.80.-k; 98.80.Es; 98.80.Bp; 95.36.+x
I. INTRODUCTION
Large scale peculiar velocity is maturing as a power-
ful probe of cosmology. In particular, peculiar velocity
directly responds to gravitational pull of all matter and
energy, making it a prominent tool to study the dark
universe. Furthermore, it is sensitive to density inhomo-
geneities at horizon scales, making it precious to probe
the origin mechanism of the Universe.
Cosmological applications of peculiar velocity prefer
volume weighted velocity statistics. Compared to the
density weighted statistics, the volume weighted one is
free of uncertainties in the galaxy density bias. Unfortu-
nately, the volume weighted velocity statistics is difficult
to measure in observations and in numerical simulations.
We can know the velocity where there are galaxies (sim-
ulation particles, halos, etc.). But velocity where there
are no galaxies (simulation particles) is in general non-
vanishing. This sampling artifact inevitably biases the
measurement of volume weighted velocity statistics (e.g.
[1, 3–7]). It increases with decreasing particle number
density [1]. Zheng et al. [1] found that it is essentially
not a severe problem to measure dark matter (DM) veloc-
ity in N-body simulations with particle number density
n¯P >∼ 1(Mpc/h)
−3. But when n¯P = 0.1(Mpc/h)
−3, it al-
ready induces visible suppression at k ∼ 0.2h/Mpc (Fig.
14, [1]). Halos and galaxies in general have lower num-
ber density, so the suppression is larger. It increases to
O(10%) at k = 0.1h/Mpc for 1013M⊙ halos at z = 0 ([2],
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hereafter paper II), with n¯P ∼ 10
−3(Mpc/h)−3.
This sampling artifact can severely bias cosmological
constraints. This is obvious for velocity power spectrum
measured through sparse galaxy/supernova samples with
velocity measurement such as SFI++ and 6dFGS. But
it is also the case for redshift space distortion (RSD),
which is a major cosmological tool of Stage IV dark
energy projects such as MS-DESI (BigBOSS), Euclid,
SKA and WFIRST. These surveys can measure the vol-
ume weighted velocity power spectrum through RSD
with O(1%) statistical precision [8]. These measurements
themselves do not suffer from the above sampling arti-
fact, since the velocity power spectrum is inferred in-
directly and statistically from the redshift space galaxy
clustering whose measurement is unbiased. However, to
constrain cosmology these measurements should be com-
pared to the theoretically predicted velocity power spec-
trum given a cosmology. Due to nonlinear evolution of
the large scale structure, the most reliable prediction
comes from N-body simulations. However, measuring
the volume weighted velocity power spectrum in simu-
lations also suffer the same sampling artifact. To match
the observational capability of these stage IV projects,
velocity power spectrum in N-body simulations must be
measured with O(1%) accuracy at k ∼ 0.1h/Mpc. This is
challenging, requiring through investigation of the sam-
pling artifact.
This paper presents a theoretical model on the sam-
pling artifact in the volume weighted velocity statis-
tics. Comprehensive study on related statistics and tests
against simulations will be presented in paper II. This
is along our recent effort to understand peculiar velocity
and redshift space distortion [1, 9, 10]. When measur-
2ing the halo velocity statistics [10], we find significant
sampling artifact. Hence understanding and correcting
this sampling artifact becomes prerequisite. Neverthe-
less, these studies are by themselves technical and are of
no cosmological information. Hence we present them in
separate papers, instead of in the original series [1, 9, 10].
For brevity, we restrict to the velocity measurement in
N-body simulations, with box size Lbox and total parti-
cle number NP = n¯PL
3
box. The power spectrum is mea-
sured on Ngrid = N
3
side grids through FFT. The sam-
pling artifact is inevitable no matter what velocity as-
signment method is adopted, a point that will be elab-
orated in §VI. But the details depend on the velocity
assignment method. Throughout this paper, we focus
on the sampling artifact in the nearest particle (NP)
method [1]. Furthermore, we mainly focus on the vol-
ume weighted velocity power spectrum, defined through
〈vi(k)vj(k
′
)〉 = Pij(k)(2pi)
3δD(k+k
′
). Here, i, j = 1, 2, 3
denote the three components of the velocity field v. The
total velocity power spectrum Pv(k) ≡
∑
i Pii(k).
The velocity field can be decomposed into an irrota-
tional and a rotational part. Analogous to the elec-
tromagnetic field, we denote the former with subscript
“E” and the later with subscript “B”. In Fourier space,
vE(k) = (kˆ · v)kˆ, vB(k) = v − vE . PE ≡ PvE and
PB ≡ PvB are the total power spectra of vE and vB re-
spectively, satisfying Pv = PE +PB. One can verify that
PE = Pθ/k
2 and PB = Pw/k
2, where θ ≡ ∇ ·v is the ve-
locity divergence and w ≡ ∇×v is the velocity vorticity.
We have the following useful relations,
PE(k) =
∑
ij
Pij(k)kˆikˆj , (1)
PB(k) =
∑
ij
Pij(k)
(
δij − kˆikˆj
)
,
Pij(k) = PE(k)kˆikˆj +
1
2
PB(k)(δij − kˆikˆj) .
Sampling artifact has very different impact on vE and
vB . Hence we have to discuss them separately.
This paper is organized as follows. In §II we list sources
of numerical artifacts, including “shot noise” due to fi-
nite grids (§III), alias effect and sampling artifact (§IV).
In §IV we derive the analytical expression of the sam-
pling artifact and alias effect, and make clear distinction
of the two. Eq. 36 is the most important result of the
paper, which describes the leading order sampling ar-
tifact in measuring PE . Paper II will show that it is
reasonably accurate when n¯P >∼ 10
−3(Mpc/h)−3. We
also derive higher order corrections, which are required
for better accuracy or sparser samples. §V provides a
recipe to self-calibrate the sampling artifact in PE mea-
surement, with the aid of our theoretical understanding
(e.g. Eq. 36 & 38). §VI argues that no existing ve-
locity assignment methods are free of sampling artifact,
hence understanding and correcting sampling artifact is
an essential step in peculiar velocity cosmology. We also
derive the sampling artifact in the density-velocity power
FIG. 1: The NP method. The points denote simulation parti-
cles/galaxies with velocity measurement. The two points with
labels “P1” and “P2” denote two particles who are nearest
particles to corresponding grid points. The separation vec-
tor between these particles and corresponding grid points de-
fines the “deflection” field D. Particles in underdense regions
(void), such as “P1”, can build correlation between D with
a correlation length larger than the mean particle separation.
Only a fraction of particles in overdense regions are used for
the velocity assignment.
spectrum measurement in the appendix (§B).
II. SOURCES OF NUMERICAL ARTIFACTS
In the NP method (Fig. 1), the estimated velocity
on the grid position x is assigned as that of the nearest
particle/halo/galaxy,
vˆ(x) = v(xP (x)) . (2)
Here, xP (x) is the position of the corresponding nearest
particle/halo. We recognize the similarity to CMB lens-
ing [11], where lensing alters the photon path, but not
the CMB temperature (TL(nˆL) = T (nˆ)). Hence we can
define a “deflection” field
D(x) ≡ xP (x) − x . (3)
This is the field causing sampling artifact in volume
weighted velocity measurement. Previous works such as
[6, 7] discussed the limit of n¯P → ∞ (D → 0). This is
the situation for high resolution N-body simulations with
n¯P >∼ 1 (Mpc/h)
3. But for halos, the number density is
not only much lower, but also a fixed value which can
3not be increased by increasing simulation resolution. So
we have to work on the case D 6= 0 and understand the
dependence of sampling artifact on the particle number
density. This distinguishes our work from existing ones.
The statistics we focus on is the velocity power spec-
trum. As usual we use FFT to obtain the Fourier trans-
form of the velocity field. This is done on discrete uniform
grids,
vˆ(k) =
1
Ngrid
∑
x
vˆ(x) exp(ik · x) (4)
Here the sum is over all Ngrid grid points at position
x = nLbox/Nside ≡ nLgrid. Here Lgrid ≡ Lbox/Nside is
the grid size. k = n2pi/Lbox, where n = (n1, n2, n3) is
the 3D integer vector, with ni ∈ (−Nside/2, Nside/2). We
then have
〈vˆ(k)vˆ(−k)〉 =
1
N2grid
∑
x,x′
〈vˆ(x)vˆ(x
′
)〉eik·(x−x
′
)
=
1
N2grid
∑
x=x′
〈vˆ(x))vˆ(x
′
)〉 (5)
+
1
N2grid
∑
x 6=x′
〈vˆ(x))v(x
′
)〉eik·(x−x
′
) .
This very “raw” measurement of the velocity power
spectrum contains three numerical artifacts: shot noise,
alias effect and sampling artifact. (1) Unlike the shot
noise in the dark matter density field, it does not vanish
even if n¯P → ∞. (2) The alias effect also arises from
the discrete FFT with finite grids. Both the shot noise
and the alias effect vanish in the limit ngrid → ∞. (3)
In contrast, the sampling artifact arises from the finite
n¯P . It vanishes in the limit n¯P →∞, but increases with
decreasing n¯P . Hence for DM halos and galaxies with
finite n¯P , this sampling artifact is inevitable and may
only be corrected in the post-process. We now proceed
to quantify the three effects.
III. SHOT NOISE
The first term at the right hand side of Eq. 5 is the
“shot noise”. It arises from finite grid points, analogous
to shot noise in the dark matter density power spectrum
measurement which arises from finite simulation parti-
cles. Unlike the case of dark matter, “shot noise” in the
velocity power spectrum is part of the signal, the r.m.s
of the velocity field. Nevertheless, it does not arise from
spatial correlation in the velocity field, so it should be
subtracted to obtain the correct velocity power spectrum.
Our first estimation of the velocity power spectrum, with
shot noise corrected, is
Pˆij(k) ≡ 〈vˆi(k)vˆj(−k)〉V −
Pshot(k)δij
3
. (6)
The normalization V ≡ L3box is adopted such that the
velocity dispersion
∫
d3k
∑
ij Pˆij(k)/(2pi)
3 → σ2v in the
ideal case (ngrid → ∞ and Lbox → ∞). The shot noise
power spectrum is, from Eq. 5,
Pshot(k) =
σ2vˆ
ngrid
, (7)
σ2vˆ ≡
1
Ngrid
∑
x
vˆ2(x) =
1
Ngrid
∑
x
v2(xP (x)) .
Here, ngrid = Ngrid/L
3
box = L
−3
grid is the number density
of grid points.
For coarse grids, this shot noise correction can be sig-
nificant. Its variance is
∆2shot(k) = 5× 10
3 (km/s)2
σ2vˆ
105 (km/s)2
(kLgrid)
3 . (8)
For the J1200 simulation used in [1], with Ngrid = 128
3,
kLgrid ≃ 1 at k = 0.1h/Mpc and shot noise is already
∼ 10% of the velocity power spectrum. In particular,
this shot noise is one of the major contaminations to the
vB and vS modes (paper I & II). Shot noise follows the
relation
P shotB (k) = 2P
shot
E (k) . (9)
Since both σ2vˆ and ngrid are directly measurable, shot
noise subtraction is straightforward, no need of prior
knowledge on σ2vˆ .
We caution that the naive shot noise subtraction pro-
posed above is imperfect. In particular, it results in a
unphysical constraint,
∑
k
Pˆij(k) = 0 . (10)
This relation, valid for any ij pair, can be proved com-
bining Eq. 5 & 6. (1) It tells us that Pˆii becomes (unre-
alistically) negative at small scales. This simply means
that sparse grids prohibit robust measurement at small
scales, so measurement there should not be trusted. To
minimize this unphysical behavior, we should choose as
large Ngrid as possible, with the expense of computation
speed. Later we will find that, largerNgrid (smaller Lgrid)
not only reduces shot noise, but also reduce the alias ef-
fect. For this argument, even for sparse halos we would
prefer Lgrid = 5Mpc/h or smaller to measure the velocity
at k ∼ 0.1h/Mpc. (2) It also sheds light on modelling of
high order numerical artifacts in Pˆij . We will elaborate
this point later.
IV. SHOT NOISE CORRECTED VELOCITY
POWER SPECTRUM
The estimated velocity vˆ(x) = v(xP (x)) is related to
the real Fourier component v(q) by
vˆ(x) = v(xP (x)) =
∑
q
v(q)e−iq·(x+D) . (11)
4The wavevector q = n2pi/Lbox. Notice that now n spanes
over the whole integer vector space and that k in Eq. 4 is
the subspace of q. v(q) is the Fourier component that we
can measure by FFT with Ngrid →∞ (but finite Lbox).
Plug Eq. 11 into Eq. 6, we obtain
Pˆij(k) =
V
N2grid
∑
x 6=x′ ,qq′
e−i(q−k)·x−i(q
′
+k)·x
′
×
〈
vi(q)vj(q
′
)e−iq·D−iq
′
·D
′〉
. (12)
Here D
′
≡ D(x
′
). The ensemble average here is not of
usual statistics, since it involves both real space (D) and
Fourier space properties (v(q)). Nevertheless we adopt
the usual condition q+ q
′
= 0 [18] and obtain
Pˆij(k) =
V
N2grid
∑
q
ei(q−k)·(x
′
−x) (13)
×
∑
x 6=x′
〈
vi(q)vj(−q)e
iq·(D
′
−D)
〉
=
∑
q
Pij(q)Wij(q,q
′
) .
Here, q
′
≡ q − k. The inhomogeneous window function
Wij is defined as
Wij(q,q
′
) ≡
1
N2grid
∑
x 6=x′
Sij(q, r)D,ve
iq
′
·r . (14)
Here r ≡ x
′
− x. So Wij(q,q
′
) is actually the Fourier
transform of the sampling function Sij(q, r)D,v over r.
The sampling function
Sij(q, r)D,v ≡
〈
vi(q)vj(−q)e
iq·(D
′
−D)
〉
〈vi(q)vj(−q)〉
. (15)
Sij(q, r)D,v 6= 1 means and fully quantifies the sampling
artifact, which is caused by D 6= 0. In general SD,v
depends both on the D field and v field. So we explicitly
add the subscript “D,v” to highlight this dependence.
Wij(q,q
′
) includes both the alias effect and the sam-
pling artifact. (1) The former is that, since Wij(q,q
′
6=
0) 6= 0, q 6= k modes contaminate the power spec-
trum measurement. This effect vanishes in the limit
ngrid →∞. So the alias effect is merely caused by limita-
tion in computation, instead of a fundamental numerical
artifact. (2) The later is that, since the sampling is im-
perfect (D 6= 0), Sij 6= 1 andWij(q,0) 6= 1. It persists in
the limit ngrid → ∞. It only vanishes when n¯P → ∞ so
D → 0. But in cases of galaxy or halo distribution, n¯P
is fixed so the above limit does not apply in reality and
the sampling artifact is inevitable. Hence the sampling
artifact is a fundamental numerical artifact.
The results obtained so far are exact and are applicable
to any “deflection” D field. Fortunately, for realistic D
field, Eq. 13 can be significantly simplified. This allows
for reasonably accurate estimation of sampling artifact
without resorting to numerical calculation through N-
body simulations.
A. The D field
The D field depends on the ambient density of parti-
cles. So it is a function of both the mean number density
of particles n¯P and local number density fluctuation. The
later is a combination of the intrinsic density associated
with the large scale structure of the universe, and Poisson
fluctuations due to the discrete particle (halo) distribu-
tion.
1. The r.m.s dispersion of the D field
The typical amplitude of D is comparable to LP ≡
LboxN
−1/3
P = n¯
−1/3
P , the mean separation between parti-
cles. Furthermore, we expect
σ2D ≡ 〈|D|
2〉 = AL2P . (16)
The prefactor A in this relation depends on the density
fluctuation. Since higher mass resolution (smaller LP )
resolve more structures, we expect that A depends on
LP . But for LP >∼ 1h/Mpc, the Poisson fluctuation is
comparable to the intrinsic density fluctuation δ at such
scale. So we only expect a weak dependence on LP . Later
we will show that σD largely determines the leading order
sampling artifact. Spatial correlation inD leads to higher
order effects.
For a Poisson distribution, we can derive the exact
analytical expression of σD. For a given grid point, the
probability that there is one particle in the shell r-r+ dr
is n¯PdV , where V = 4pir
4/3. For this particle to be the
nearest particle to the given grid point (such that |D| =
r), there must be no particle inside of the sphere of radius
r. This probability is (1−p)NP . Here, p = n¯PV/NP is the
probability that a given particle is inside of the sphere.
Since NP ≫ 1, (1 − p)
NP NP→∞−−−−−→ exp(−n¯PV ). The
probability that there is just one particle in the r-r + dr
shell while no particle locates inside is n¯PdV exp(−n¯PV ).
We then obtain
σ2D(Poisson limit) =
∫ ∞
0
r2n¯P dV exp(−n¯PV ) .(17)
The corresponding coefficient A is
A(Poisson limit) =
(
3
4pi
)2/3
Γ
(
5
3
)
= 0.347 .
Here the Gamma function Γ(t) ≡
∫∞
0 x
t−1 exp(−x)dx.
The real particle distribution is a mixture of Poisson
fluctuation and the intrinsic underlying matter density
distribution. σD increases with the clustering strength
5of particles. For example, in the limit that all particles
locate at a single point, σD is comparable to Lbox. Hence
with the presence of intrinsic fluctuation in matter dis-
tribution, we have
σ2D > σ
2
D(Poisson limit) = 0.347L
2
P . (18)
Calculating σD in this case is non-trivial, since in gen-
eral one can not adopt the Gaussian approximation for
the density field. This issue will be further discussed in
the appendix §A. Fortunately, there is no need to de-
velop accurate model for σD because it can be directly
measured from simulations/galaxy surveys.
2. Spatial correlation in the D field
Exact calculation of W and S requires understanding
of spatial correlation in D, as clearly shown in Eq. 14 &
15. Fig. 1 shows that particles in underdense regions can
correlate D separated by distance longer than LP , since
a particle there can be the nearest particle of several or
many surrounding grid points. D can be correlated at
even larger scales, due to large scale correlation in δ [19].
Statistically speaking, |D| is smaller in overdense re-
gions and larger in underdense regions (Fig. 1). So there
is an anti-correlation between the strength of the field |D|
and the particle number overdensity. Naively we expect
〈|D|2〉V ∝ N
−2/3
V . Here 〈· · · 〉V denotes averaging over
volume V . NV is the total particle number in this vol-
ume. This relation fails when NV → 0. Nevertheless, it
helps understand the D field. NV has contribution both
from Poisson fluctuation and underlying matter density
fluctuation δ. In many cases, the two contributions are
comparable. Both can cause spatial correlation in D. It
is hard to model theoretically on how large spatial cor-
relation actually is in D and how significant it can affect
sampling artifact. However, such theoretical modelling is
unnecessary, since relevant statistics can be directly mea-
sured through N-body simulations (galaxy data). Nu-
merical evaluation of these statistics will be presented in
paper II.
B. S(q, r)
In contrast, we only expect weak, if any, correlation be-
tween v and D. The same Poisson fluctuation also weak-
ens spatial correlation between v and D. The Fourier
component, v(q), averages over the whole simulation vol-
ume. This further weakens correlation between v(q) and
D. Hence hereafter will treat the two as uncorrelated.
This significantly simplifies Sij to
Sij(q, r)D,v →
〈
eiq·(D
′
−D)
〉
≡ S(q, r) . (19)
Now the function S only depends on the field D and it
is identical for any ij pair.
FIG. 2: A schematic plot of the function S(q, r) as a function
of r. It follows that, (1) S(q, r = 0) = 1, (2) S(q, r →∞)→
S(q) and (3) 〈S(q, r)〉r = S(q). The second and third proper-
ties require that S(q, r) − S(q) < 0 in intermediate region of
r. S(q, r) decreases with decreasing n¯P , which causes larger
|D|.
S(q, r) is bounded,
0 < S(q, r) ≤ 1 . (20)
S ≤ 1 is trivial to prove and S = 1 when and only when
r = 0 or q = 0. S > 0 can be proved by the cumulant
expansion theorem,
S(q, r) = exp

∑
n≥1
(−1)n〈[q · (D
′
−D)]2n〉c
(2n)!

 . (21)
Another two useful relations are
S(q, r→∞) =
〈
eiq·D
〉2
(22)
1
N2grid
∑
xx
′
S(q, r) ≡ 〈S(q, r)〉r =
〈
eiq·D
〉2
.
We also define a new function
S(q) ≡
〈
eiq·D
〉2
. (23)
Due to the average, this function only depends on the
amplitude, but not the direction of q. Later we will find
that it is a key function describing the sampling artifact.
6By the cumulant expansion theorem,
S(q) = exp

∑
n≥1
2(−1)n〈(q ·D)2n〉c
(2n)!


= exp
[
−
1
3
q2σ2D + · · ·
]
. (24)
The Gaussian approximation includes only the first term
at the r.h.s of Eq. 24. This approximation is accurate
at q ≪ σ−1D ∼ L
−1
P . But it beaks at scale q
>
∼ L
−1
P . In
that case, we recommend the exact definition (Eq. 23)
to evaluate S(q).
C. W (q,q
′
)
Wij(q,q
′
) is a derived property of Sij(q, r). Since
now Sij(q, r) = S(q, r), Wij is also identical for all ij
pairs. Hence we can neglect the subscript and denote
W (q,q
′
) =Wij(q,q
′
). Then from Eq. 13 we have
PˆE(k) =
∑
q
[
PE(q) cos
2 θq + PB(q)
1− cos2 θq
2
]
×W (q,q
′
= q− k) , (25)
PˆB(k) =
∑
q
[
PE(q) sin
2 θq + PB(q)
1 + cos2 θq
2
]
×W (q,q
′
= q− k) . (26)
θq is the angule between q and k, cos θq = q ·k/(qk). We
further find that
W (q,q
′
) =
∣∣∣∣∣
1
Ngrid
∑
x
eiq
′
·x+iq·D
∣∣∣∣∣
2
−N−1grid . (27)
This equation tells us thatW (q,q
′
) is actually the power
spectrum of the field exp(iq·D). It only requiresO(Ngrid)
computations to calculate each W (q,q
′
) from Eq. 27,
dramatically less than O(N2grid) computations required
to calculate W (q,q
′
) from Eq. 14. Hence it is Eq. 27
that should be used for numerical calculation of W in
simulations.
However, for analytical discussions, it may be better
to use Eq. 14 instead of Eq. 27. When q
′
6= 2kNn
where kN ≡ pi/Lgrid is the Neyquist wavernumber, the
term exp(iq
′
· r) in Eq. 14 oscillates around zero when
performing the sum over the xx
′
pairs. Since S(q, r) >
0, these oscillations largely cancel. In contrast, When
q
′
= 2kNn, exp(iq
′
· r) = 1, so all S(q, r) add positively.
Hence W (q,q
′
) reaches its maximum when q
′
= 2kNn,
W (q,q
′
= 2kNn) =W (q,q
′
= 0) (28)
=
1
N2grid
∑
x 6=x′
S(q, r) = S(q)− 1/Ngrid ≃ S(q) .
We also expect
W (q,q
′
6= 2kNn)≪W (q,q
′
= 2kNn) . (29)
This inequality can be further quantified by the following
relations derived from Eq. 14,
W (q,q
′
+ 2kNn) =W (q,q
′
) , (30)
∑
q
′
W (q,q
′
) = 0 , (31)
∑
q
′
∈Z
W (q,q
′
) = 0 . (32)
This subspace Z is defined with q
′
= 2pi/Lboxm and
mi,max − mi,min = Nside − 1 (i = x, y, z). The above
equation means that W (q,q
′
6= 2kNn) oscillates around
zero and largely cancels out. Their average is
∑
q
′
∈Z,q′ 6=2kNn
W (q,q
′
)
Ngrid − 1
= −
W (q,q
′
= 2kNn)
Ngrid − 1
(33)
≃ −
S(q)
Ngrid − 1
= O(N−1grid) .
Hence indeed those W (q,q
′
6= 2kNn) are on the average
many orders of magnitude smaller than the maximum
value W (q,q
′
= 2kNn). This relation also tells us that
the factor 1/Ngrid <∼ 10
−6 in Eq. 27 is non-negligible for
evaluating W (q,q
′
6= 2kNn).
Eq. 28, 29 & 33 are the key to derive the leading order
alias effect and sampling artifact.
D. Leading order sampling artifact and alias effect
We are now ready to relate the estimated volume
weighted velocity power spectrum Pˆij(k) to the correct
velocity power spectrum Pij(q), through summing over
all qs by Eq. 13. The most significant contribution comes
from q = k, for two reasons. First, W (q,q
′
) sharply
peaks at q
′
= 2kNn, and quickly oscillates around zero
when q
′
6= 2kNn with zero mean (Eq. 31 & Eq. 32), so
the most significant contributions must come from those
q = k+2kNn. Second, since S(q) decreases quickly with
q (Fig. 23) and since k ≪ 2kN for k of interest, the n = 0
mode contributes most among all q = k + 2kNn modes.
Hence the leading order approximation to Eq. 13 is
Pˆ
(1)
ij (k) = Pij(k)W (k,0) = Pij(k)S(k) . (34)
The last expression neglects 1/Ngrid with respect to S(k).
This is accurate to the order 10−6 or better, virtually
exact. Since W < 1 (S < 1) due to D 6= 0, the lead-
ing order sampling artifact suppresses the velocity power
spectrum.
7FIG. 3: The leading order sampling artifact. The measured
velocity power spectrum is suppressed by a factor S(k) < 1.
Both the Poisson fluctuation and intrinsic fluctuation in the
particle number distribution cause S < 1. The figure shown
only considers the Poisson fluctuation, so the real sampling
artifact is larger than what shown here. Hence this figure
shows that sampling artifact in the halo/galaxy velocity power
spectrum is significant. It is at the level of 1%-10% at k =
0.1h/Mpc, and at the level of 10% or larger at k > 0.2h/Mpc,
when the halo/galaxy number density n¯P <∼ 10
−2(Mpc/h)3.
E. Higher order corrections
In some cases we may need to include higher order
corrections beyond the leading order approximation (Eq.
34). They all come from those q 6= k modes. Hence they
are all be treated as the alias effect in general. However,
the alias effect here differs significantly from those dis-
cussed in the literature [6, 7, 12], a manifestation of the
sampling function S and the underlying D field. The qs
can be written as q = k+2kNn+2pim/Lbox, with either
n 6= 0 or m 6= 0. Here mi ∈ [−Nside/2, Nside/2]. Hence
the next to leading order corrections have two sources,
those with n 6= 0 and m = 0, and those with n = 0 and
m 6= 0 [20]. We then
Pˆ
(2)
ij (k) =
∑
n 6=0
Pij(k+ 2kNn)S(|k+ 2kNn|) (35)
+
∑
m6=0
Pij(k+
2pim
Lbox
)W
(
k+
2pim
Lbox
,
2pi
Lbox
m
)
.
We recognize the first contribution as the conventional
alias effect [7, 12], but with an extra factor S < 1 arising
from the sampling artifact. The inclusion of these terms
is obvious sinceW (q,q
′
≡ q−k) peaks at q = k+2kNn.
The second term is a new type of alias effect, which
does not show up in the conventional alias effect [6, 7, 12].
Impact of those m 6= 0 modes is heavily reduced due to
the factor |W | ≪ 1. We have to resort to numerical
simulation to evaluate its impact.
Inclusion of the second term in Eq. 35 is neces-
sary [21]. (1) In reality D is spatially correlated, so
W (q,q
′
6= 2kNn) 6= 0. Poisson fluctuation in the particle
distribution causes a typical correlation length∼ LP . For
sparse distribution of halos/galaxies with number density
10−6-10−3 (Mpc/h)3, the correlation length can reach 10-
100 Mpc/h. Intrinsic density fluctuation can cause corre-
lation at even larger scale. Hence if we want to measure
the velocity statistics to high accuracy (∼ 1%), contri-
bution from W (q,q
′
6= 2kNn) may be non-negligible.
(2) The velocity vorticity. At large scale, the real ve-
locity field is curl-free. Hence the measured velocity
vorticity vˆB(k) largely comes from the alias effect of
vE(q = k + 2kNn) modes [6]. But in principle it can
also come from those vE(q) modes with q around k. Be-
cause usually PE(k)≫ PE(|k+2kNn|) when n 6= 0 [22],
the induced B-mode from q ≃ k E-mode can be non-
negligible.
F. PE(k)
The real velocity field is dominated by the E-mode at
large scale (e.g. [1, 6, 13]). So when consider the mea-
sured E-mode, we will take the limit of no intrinsic (real)
B-mode. The leading order expression of the measured
E-mode power spectrum is then
Pˆ
(1)
E (k) = PE(k)S(k) . (36)
Now it is clear that the function S(k) describes the
dominant effect of sampling artifact. Since S(k) < 1
(Fig. 3), sampling artifact causes underestimation of the
E-mode velocity power spectrum. 1−S(k) increases with
decreasing n¯P . For sparse samples such as 10
13M⊙ halos
with n¯P ∼ 10
−3(Mpc/h)−3 at z = 0, this underesti-
mation reaches 10% at k = 0.1h/Mpc (Fig. 3). Even
for denser samples such as dark matter particles in a
Lbox ∼ 10
3Mpc/h and NP ∼ 1024
3 simulation typi-
cally used for peculiar velocity study, the underestima-
tion reaches at least 1% at k = 0.3h/Mpc (Fig. 3). Hence
this sampling artifact is indeed a severe systematic error
in measuring the volume weighted velocity statistics.
This underestimation of PE has been observed in
[1]. For example, Fig. 14 of [1] shows that, for the
J1200 simulation there, the suppression is visible at
k > 0.3 when the particle number density decreases
from n¯P = 1(Mpc/h)
−3 to n¯P = 0.5(Mpc/h)
−3 to
n¯P = 0.1(Mpc/h)
−3. But fo the G100 simulation there
is no visible suppression at k < 1h/Mpc, with n¯P ∈
(100 − 103)(Mpc/h)−3. These behaviours are qualita-
tively consistent with our expectation (Fig. 3).
8Tests against N-body simulation have found good
agreement for n¯P > 10
−3(Mpc/h)−3 (paper II). We will
leave quantitative comparison in this companion paper.
In particular, we will test if Eq. 36 is accurate to the de-
manded 1% and if higher order corrections are necessary.
Second order corrections can come from both the n 6= 0
modes and the m 6= 0 modes in Pˆ
(2)
ij (Eq. 35). Again
taking the limit of no intrinsic (real) velocity B-mode, we
obtain
Pˆ
(2)
E (k) =
∑
n 6=0
PE(qn) cos
2 θnS(qn)
+
∑
m6=0
PE(qm) cos
2 θmW
(
qm,
2pi
Lbox
m
)
.(37)
Here, qn ≡ k+ 2kNn and θn is the angle between k and
qn. qm ≡ k + 2pi/Lboxm and θm is the angle between
k and qm. As a reminder, m is bounded with mi ∈
[−Nside/2, Nside/2].
Since the velocity power spectrum is concentrated at
large scale, the alias effect from n 6= 0 modes can be
safely neglected, for Lgrid <∼ 5Mpc/h. For such grid size,
2kN > 1.2h/Mpc. At k > 0.1h/Mpc, PE(k) ∝ k
−nE
with nE > 3 (e.g. Fig. 1, paper II [1]). So the dominant
alias effect comes from the six modes with |n| = 1. At
k = 0.1h/Mpc, the impact is <∼ (6 × 12
−3)S(2kN ) ≃
0.3%S(2kN) of PE . At k > 0.2h/Mpc, nE > 4. So the
alias effect at k = 0.2h/Mpc is <∼ (6 × 6
−4)S(2kN ) ≃
0.5%S(2kN). Furthermore we have S(2kN )≪ 1 (Fig. 3)
for halos/galaxies. Since velocity measurement can rarely
reach this level of accuracy (but see [14]), the alias effect
from n 6= 0modes may be safely neglected in any order in
realistic applications [23]. Furthermore, if needed, finer
grids can be adopted to reduce such alias effect.
What about the second term? Although S(qn) (n 6=
0) can be larger than W (qm, 2pim/Lbox) [24], the sec-
ond term can still be larger than the first term, since
PE(qm) ≫ PE(qn) (n 6= 0). Hence for safety we keep
this term and obtain
Pˆ
(2)
E (k) ≃
∑
m6=0
PE(qm) cos
2 θmW
(
qm,
2pi
Lbox
m
)
. (38)
Later we will find that these terms can be self-calibrated
such that PE measurement is not biased by these terms.
G. PB(k)
The measured B-mode power spectrum has three
sources to leading order, the intrinsic one suppressed by
a factor S(k), the alias effect from n 6= 0 modes and from
m 6= 0 modes. We have
Pˆ
(1)
B (k) = PB(k)S(k) +
∑
n 6=0
PE(qn) sin
2 θnS(qn)
+
∑
m6=0
PE(qm) sin
2 θmW
(
qm,
2pi
Lbox
m
)
(39)
The intrinsic B-mode can be treated as uncorrelated at
large scale since it arises from small/nonlinear scales.
Then PB ∝ k
0 at large scale (e.g. Fig. 14, [1]). The
second term at the r.h.s of Eq. 39 also scales as k0 as
long as k ≪ kN . This result has been found by [6] in the
limit of D = 0. Eq. 39 shows that it is also valid when
D 6= 0. But the third one is not expect to scale as k0.
Depending on simulation specifications and scale of in-
terest, either the real B-mode or the fake one can dom-
inate (e.g. Fig. 14, [1]. And also [6]). For example, [1]
showed that numerical artifacts at k = 0.1h/Mpc are
negligible for n¯P > 100(Mpc/h)
−3. But when n¯P =
1(Mpc/h)−3, numerical artifacts are already significant.
Dark matter halos and galaxies with velocity measure-
ment are sparser than 1(Mpc/h)−3, leading to significant
or even overwhelming numerical artifacts.
V. SELF-CALIBRATING THE SAMPLING
ARTIFACT
Given the significance of sampling artifact, we shall
manage to correct it. Since most cosmological informa-
tion is encoded in vE , we focus on the self-calibration
of sampling artifact in PE . We call it self-calibration
in the sense that it does not rely on external informa-
tion/measurement nor strong priors which could inter-
fere/bias cosmological constraints. Here we propose a
two-step procedure to accurately measure PE .
• Step 1. Measure the shot noise subtracted PˆE (Eq.
6) and apply the correction
PˆE(k)→
PˆE(k)
S(k)
. (40)
The field D is directly measurable, so S(k) can
be measured robustly. The proposed correction
method is then straightforward to implement. This
already corrects the majority of the sampling arti-
fact. In paper II we will quantify its performance
and clarify whether it is accurate to the required
1% level. When necessary, one can apply step 2 for
further correction.
• Step 2. Estimate Pˆ
(2)
E according to Eq. 38, by ap-
proximating PE(qm) there with PˆE(k)/S(k) mea-
sured in step 1. All other terms in Eq. 38 are
known, so Pˆ
(2)
E can be measured reasonably well
without prior knowledge of the velocity field. Sub-
tract this term from PˆE to correct this second order
effect, and then divide the result by S(k) to correct
for the first order effect. Namely,
PˆE(k)→
PˆE − Pˆ
(2)
E
S(k)
. (41)
9VI. DISCUSSIONS AND CONCLUSIONS
One immediate question is whether similar sampling
artifact exists in other velocity assignment methods, such
as the ones based on Voronoi and Delaunay tessellations
[3]. As addressed in [1], the NP method is essentially
the first step of the Voronoi tessellation method. The
two only differ that the Voronoi tessellation method has
a second step to smooth the velocity field assigned to the
grids. Without this second step of smoothing, the two
are identical. So the Voronoi tessellation method suffers
from essentially the same sampling artifact.
The Delaunay tessellation method also suffers from the
sampling artifact. It linearly interpolates the velocities of
simulation particles to obtain the velocity at any point in-
side of the corresponding tetrahedron whose vertices are
particle positions. This linear interpolation guarantees
the continuity of the velocity field. However, it does not
eliminate sampling artifact, which has significant contri-
bution from second and higher order velocity derivatives.
To see this point, Taylor expanding Eq. 4,
vˆα(k) = vα(k) +
1
Ngrid
∑
x
exp(ik · x)× (42)

 ∑
β=1,2,3
vα,βDβ +
1
2
∑
βγ
vα,βγDβDγ + · · ·

 .
Here all the properties in the bracket are evaluated at
the grid position x. This Taylor expansion is analogous
to the harmonic approach in CMB lensing [15].
From the above Taylor expansion, one can derive the
sampling artifact identical to what derived previously in
this paper. For example, in the limit of a random D
field, one can recover Eq. 36. However, matching to Eq.
36 requires keeping all derivatives of the velocity field.
In particular, even matching Eq. 36 at leading order,
namely S(k) ≃ 1 − k2σ2D/3, requires keeping the sec-
ond order derivatives. The Delaunay tessellation method
misses second order derivatives (and higher order ones),
hence it can not eliminate a significant fraction of sam-
pling artifact. For this reason, sampling artifact in the
Delaunay tessellation method is comparable to that in
the NP method. But modelling its sampling artifact may
be more difficult than that the NP method, due to more
complicated kernel of velocity assignment.
The NP method has an advantage of computationally
fast. Together with improved understanding and correc-
tion of its sampling artifact, the NP method is suitable
to measure the volume weighted velocity statistics.
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Appendix A: Complexities in modelling the
displacement field
The Poisson fluctuation can cause that no particles re-
side in the volume, even if the intrinsic underlying mat-
ter density is non-zero. Suppose that δ¯1 is the intrinsic
overdensity averaged over the volume V, the probabil-
ity that there is no particle in this volume given a δ1 is
exp[−n¯PV (1 + δ¯1)]. The probability that a particle is
inside the shell of volume element dV is n¯P (1 + δ¯2)dV
where δ¯2 is the intrinsic overdensity averaged over the
shell. The probability that the nearest particle is at dis-
tance r, is
P (r)dr = n¯PdV
∫ ∞
−∞
(1 + δ¯2)e
−x(1+δ¯1)P (δ¯1, δ¯2)dδ¯1dδ¯2
= n¯PdV e
−x+
∑
j
(−x)j〈δ¯
j
1
〉c
j!

1 +∑
n≥1
(−x)n〈δ¯n1 δ¯2〉c
n!

(A1)
Here x ≡ n¯PV . The last expression adopts the cumu-
lant expansion theorem. The subscript “c” denotes cu-
mulant. We recognize the exponential term exp(−x +∑
j≥2(−x)
j〈δ¯j1〉c/j! as the void probability [16, 17]. Then
P (r) is the conditional void probability in that it also re-
quires the existence of a particle in the shell surrounding
the void. It is tactually the nearest neighbour distribu-
tion, first derived by [16]. Here with the help of the cu-
mulant expansion, we have redrived this result following
a different and independent approach.
The corresponding coefficient A in the relation σ2D ≡
〈r2〉 = AL2P is
A =
(
3
4pi
)2/3 ∫ ∞
0
dxx2/3 (A2)
×e−x+
∑
j≥2
(−x)j 〈δ¯
j
1
〉c
j!

1 +∑
n≥1
(−x)n〈δ¯n1 δ¯2〉c
n!

 .
All the correlations in 〈· · · 〉 are determined by the intrin-
sic density clustering, so they depend on r and hence on
LP (r = LP (3x/4pi)
1/3). Hence A depends on LP . Thus
we show that the intrinsic density fluctuation indeeds af-
fects σD.
The above results are exact. However they are in
general impractical to implement in numerical calcula-
tion, due to the non-Gaussianity of the density field.
Neglecting the non-Gaussian terms in the above results
in general leads to misleading/unrealistic consequences.
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Assuming Gaussianity, we find that P (r) ∝ exp(−x +
x2σ21/2)(1 − xξ12). Here, σ
2
1 ≡ 〈δ¯
2
1〉 and ξ12 ≡ 〈δ¯1δ¯2〉,
are all functions of r. When n¯P → ∞, P (r) becomes
negative where ξ12 is positive. This unphysical behavior
is caused by the Gaussian assumption in which 1 + δ¯2
can become negative. ξ12 > 0 means positive correla-
tion between δ¯1 and δ¯2. Hence negative 1 + δ¯2 means
that 1 + δ¯1 is negative on the average. This leads to
negative (1+ δ¯2) exp(−x(1+ δ¯1)) with amplitude increas-
ing exponentially with x ∝ n¯P . A natural step alleviat-
ing this problem is to include the skewness term in Eq.
A2 (the j = 3 term and n = 2 term). Now P (r) ∝
exp(−x + x2σ2/2 − S3σ
4x2/6)(1 − xξ12 + x
2〈δ¯21 δ¯2〉c/2).
The unphysical behavior of P (r) < 0 when x → ∞
disappears. Furthermore, contribution from large x is
suppressed exponentially, because the reduced skewness
S3 > 1/2 at scales of interest [13].
This is just one example on the complexities in calcu-
lating statistics of D. Theoretical calculation of correla-
tion function of D is more complicated. Fortunately in
reality we do not need such complicated theoretical mod-
elling, since related statistics (e.g. σD and N-point spa-
tial correlation of the D field) can be directly measured
since the D field is known given the particle distribution.
Appendix B: Sampling artifact in the
density-velocity cross power spectrum
Similar sampling artifact also exists in the density-
velocity cross power spectrum measured through simula-
tions or galaxy surveys with velocity measurement. The
density-velocity cross power spectrum measured through
redshift space distortion does not suffer form this sam-
pling artifact. However, we still need to compare it to
the one measured through N-body simulations in order
to accurately constrain cosmological parameters. Hence,
it is necessary to quantify the sampling artifact in this
statistics.
We also consider the measurement in N-body simula-
tions through FFT. Particles are assigned to correspond-
ing grid point through a homogeneous window function
Wδ(x,xP ) = Wδ(x − xP ) to obtain the density at grid
position x,
δˆ(x) =
1
n¯PL3grid
∑
P
Wδ(x− xP )− 1 .
Here the sum “P” is over all particles. Its discrete Fourier
transform, after straightforward algebra, is
δˆ(k) =
∑
q=k+2kNn
Wδ(q)δ(q) − δ
Kronecker
k,0 . (B1)
Here, Wδ(q) and δ(q) are the Fourier transforms of Wδ
and the true overdensity δ respectively, with infinitesimal
grid size but finite box size. δKroneckerk,0 is the Kronecker
delta.
〈δˆ(k)vˆi(−k)〉 ∝
∑
q=k+2kNn
Wδ(q)
∑
x
ei(q−k)·x (B2)
×
〈
δ(q)vi(−q)e
iq·D(x)
〉
∝
∑
q=k+2kNn
Wδ(q)
〈
δ(q)vi(−q)e
iq·D(x)
〉
.
The last expression holds since the sum is over discrete
grid points x = Lgridn. Adopting the approximation that
D is uncorrelated with δ(q) and v(q), we obtain
Pˆδvi(k) =
∑
q=k+2kNn
Pδvi(q)Wδ(q)S
1/2(q) . (B3)
The density- velocity E-mode power spectrum is then
PˆδvE (k) =
∑
q=k+2kNn
PδvE (q) cos θqWδ(q)S
1/2(q) . (B4)
The measured power spectrum then suffers from (1)
smoothing caused by the density assignment (Wδ(q) ≤
1), (2) the alias effect (
∑
q 6=k), and (3) the sampling arti-
fact in the velocity measurement (S(q) ≤ 1). Comparing
to the E-mode velocity power spectrum PE , PδvE has
more power at small scales. So the alias effect is larger.
However, following the argument for the velocity power
spectrum, we expect the alias effect in PδvE to be small
at scales of interest. For Lgrid = 5Mpc/h, its impact is
∼ 12−2 = 0.7% at k = 0.1h/Mpc, and ∼ 6−3 = 0.5% at
k = 0.2h/Mpc. The actual impact is even smaller, due
to the fact that | cos θq| < 1, Wδ < 1 and S < 1. Hence
we expect the following approximation to be accurate for
realistic applications,
PˆδvE (k) ≃ PδvE (k)Wδ(k)S
1/2(k) . (B5)
Since both Wδ and S are known, we can simply divide
the measured PˆδvE byWδS
1/2 to correct the sampling ar-
tifact and obtain the correct measurement of PδvE . Fur-
thermore, if needed, we can also correct the alias effect,
adapting the procedure of [12] for the density power spec-
trum.
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