In this paper, a novel algorithm based on disturbed fluid and trajectory propagation is developed to solve the three-dimensional (3-D) path planning problem of unmanned aerial vehicle (UAV) in static environment. Firstly, inspired by the phenomenon of streamlines avoiding obstacles, the algorithm based on disturbed fluid is developed and broadened. The effect of obstacles on original fluid field is quantified by the perturbation matrix, where the tangential matrix is first introduced. By modifying the original flow field, the modified one is then obtained, where the streamlines can be regarded as planned paths. And the path proves to avoid all obstacles smoothly and swiftly, follow the shape of obstacles effectively and reach the destination eventually. Then, by considering the kinematics and dynamics equations of UAV, the method called trajectory propagation is adopted to judge the feasibility of the path. If the planned path is unfeasible, repulsive and tangential parameters in the perturbation matrix will be adjusted adaptively based on the resolved state variables of UAV. In most cases, a flyable path can be obtained eventually. Simulation results demonstrate the effectiveness of this method.
Introduction
Path planning refers to plan an optimal path from the starting point to the destination while avoiding obstacles. It is one of the key technologies to improve the autonomy level of unmanned aerial vehicle (UAV). And the planned path should satisfy the following conditions: r safety, i.e., UAV can avoid all obstacles successfully; s feasibility, i.e., the planned path should satisfy dynamic constraints and can be tracked by the control system; t optimization, i.e., the optimal path is obtained by minimizing the cost function; u high computational efficiency, i.e., the complexity of the algorithm is acceptable. Traditional methods usually focus on two-dimensional (2-D) path planning, which is easy to achieve. However, with the development of UAV maneuverability and the demands for low-altitude and terrain-following flight, three-dimensional (3-D) path planning is gaining increasing attention.
Traditional geometric approaches, based on searching waypoints in digital maps, are improved to solve the 3-D path planning problem. The upgrade of Dubins method 1 extends the Dubins car with altitude. And the time-optimal trajectories are characterized through the Pontryagin maximum principle. Probabilistic roadmaps (PRMs) and D * Lite 2 are combined for path planning with stereo-based occupancy mapping. The improved rapidly-exploring random tree (RRT) 3 produces a time parameterized set of control inputs to make UAV move from the initial point to the destination, which proves to be efficient for 3-D path planning. However, the calculation of these geometric algorithms tends to increase exponentially if the planning space enlarges. Besides, the planned path may be not smooth enough for UAV to track.
Methods based on potential field are utilized to meet the real-time requirements of path planning. Artificial potential field (APF) method [4] [5] [6] [7] has the advantages of simple principle and small amount of computation. Yet local minimum exists when the vehicle enters into a concave area. Besides, there may be some oscillation of the path if it enters into the narrow gap between two obstacles. Virtual force (VF) method 8, 9 is utilized for real-time path planning. The agent is taken as a particle in 3-D environment and the resultant force consists of two parts: the attractive force pointing to the target point and the repulsive one forcing UAV away from obstacles. The biggest advantage of this method is its ability of real-time computation. However, the definition of repulsive force is not objective enough as it ignores the shape of obstacles. Besides, it is hard to obtain a feasible path sometimes even if the magnitude of attractive or repulsive force is regulated.
The intelligent algorithms, e.g., particle swarm optimization (PSO), 10 evolutionary algorithms (EA) 11 and ant colony algorithm (ACO) 12 are also widely used to plan the optimal path by minimizing the cost function. These methods can be easily employed in different scenarios, but it is possible to trap in a local optimum. Meanwhile, the process of optimization is time-consuming. Therefore, the intelligent methods are improved or combined with other methods to relieve the abovementioned drawback. [13] [14] [15] [16] By combing the improved differential evolution method and the level comparison algorithm, 13 an optimal path is eventually obtained in 3-D environment. Pehlivanoglu 16 proposed the multi-frequency vibrational genetic method for path planning, where the initial population is defined by the clustering method and Voronoi diagram. However, the computation efficiency of these intelligent algorithms remains unsatisfactory, especially in 3-D complex environment. Besides, the distance between the adjacent waypoints by these methods is too large, making the planned path unsmooth. As a result, extra strategy of smoothing path is usually needed.
In addition, many novel methods are proposed in order to plan a feasible or smooth path. A novel dynamic system approach 17 is presented for real-time obstacle avoidance and the parameterized modulation of the dynamical system increases the agent's reactiveness, but this method is more suitable for robotic platform. Maneuver-based motion planning method 18 generates a set of trim states and the corresponding maneuver paths, which are based on UAV nonlinear dynamic model and performance constraints. By generating the trimmaneuver library, the complicated path planning is then turned into a simple hybrid optimization problem. Yet only discrete and finite design variables are offered here. The core paths graph (CPG) algorithm 19 calculates the CPG where arcs are minimum-length trajectories satisfying geometrical constraints, and searches the optimal trajectory between two arbitrary nodes of the graph. However, multiple quadratics should be resolved, resulting in low computational efficiency.
In recent years, one kind of methods based on fluid computation [20] [21] [22] [23] is gaining more attention because of the planned smooth paths. The path can be generated by two ways: 20, 21 the analytical method, which has small amount of calculation but only applies to sphere obstacle; the numerical method, which applies to cases with various obstacles but has the time-consuming drawback. In our previous work, a novel bio-inspired approach based on interfered fluid dynamical system (IFDS) 24, 25 is presented for path planning. Unlike other bio-inspired methods, the biggest advantage of this method is its high computational efficiency and smooth planned paths. This method imitates the phenomenon that water in river avoids rocks smoothly and reaches the destination eventually. As the streamlines obtained by simple formula still have certain optimizing properties, they can be available as planned paths for UAV. However, the distribution of streamlines is not wide enough, and therefore sometimes it is hard to obtain a feasible path, even if the reaction parameter is adapted. Besides, the aircraft dynamics are not taken into account.
To solve the above problems, the method based on disturbed flow is developed to generate more widely distributed streamlines by combing the VF method 8 and the interfered fluid dynamical system. 24 Although the physical characteristics of the modified streamlines are broadened, they still conform to the basic properties of fluid flow, i.e., smoothness, impenetrability and accessibility. Therefore, what we only focus on is to adjust repulsive or tangential parameters when the planned path is unfeasible sometimes. Considering most algorithms do not fully consider UAV dynamics and kinematics, trajectory propagation 26, 27 is employed here to judge the feasibility of path and to adjust parameters adaptively. Fig. 1 illustrates a very common phenomenon in the nature: when there are no rocks in the river, water can flow towards the destination straightly; when there are some rocks, running water can still avoid them smoothly and reach the destination eventually. There are some commonalities between this phenomenon and path planning problem. Inspired by this observation, the simple rules are imitated in this paper to solve UAV path planning problem: rocks in river are regarded as obstacles in UAV flight environment; the straight running water is the original fluid field, where the straight streamlines are taken as the initial paths; the deflected running water is regarded to be the disturbed fluid, where the modified streamlines are taken as the planned paths.
Environment modeling

Obstacle modeling
UAV is obliged to avoid obstacles in real flight environment, e.g., mountains, buildings, radars and antiaircraft fires. 28, 29 In this paper, each obstacle is described approximately as a standard convex object to simplify the algorithm: a standalone hill is equivalent to a cone; a tall building can be regarded as a parallelepiped; the radar is formulated as a hemisphere; antiaircraft fire can be expressed as a cylinder.
A unified formulation is utilized for obstacle modeling. We define the coordinate system o-xyz as the planning space. n ¼ x; y; z ð Þ is taken as UAV position. Suppose the convex object centers at n 0 ¼ x 0 ; y 0 ; z 0 ð Þ with axis lengths a; b; c and index parameters d; e; f. Then we can construct the function
Parameters a; b; c; d; e and f determine the shape and size of the obstacle:
the obstacle is regarded as a cone; if a and b are variables meeting the condition a ¼ b ¼ R 1 þ ðR 2 À R 1 Þz=c and d ¼ 1; e ¼ 1; f > 1 holds, the obstacle is a circular truncated cone approximately, where R 1 and R 2 are radii of two bases.
Original fluid
If there are no obstacles in flight environment, the original streamlines, i.e., UAV paths are supposed to be straight lines from the start points to the target point with a constant velocity. Suppose that the destination is
Þand the cruising speed of UAV is a constant C, then the original fluid velocity can be described as
where dðnÞ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi ðx À x d Þ 2 þ ðy À y d Þ 2 þ ðz À z d Þ 2 q is the distance between n and n d .
Disturbed fluid
The influence of rocks on water, i.e., the effect of obstacles on the original fluid, can be quantified by the perturbation matrix PðnÞ. Then, by modulating the original fluid velocity, the disturbed fluid velocity can be obtained. The detailed steps will be described in Sections 3 and 4. Fig. 2 (a) illustrates the original flow from a series of start points to the only target point 5; 5; 0 ð Þ. In Fig. 2 (b), scenario 1 with three sphere obstacles is constructed, and the effect on original flow is illustrated. Fig. 2 (c) illustrates the interfered streamlines in scenario 2, where one sphere, one cylinder and one cone obstacle exist. It can be seen that the modified streamlines will avoid the obstacles smoothly, follow the shape of obstacles effectively and reach the destination eventually.
Path planning for a single obstacle
Algorithm description
Based on the description in Section 2, the procedures of path planning are as follows: first, the perturbation matrix PðnÞ is computed; then we calculate the disturbed fluid velocity vðnÞ by modifying the original flow velocity vðnÞ; Finally, the disturbed streamline, i.e., the planned path is obtained by the recursive integration of vðnÞ. The calculation of PðnÞ is the crux in this paper.
Suppose the start point is n s ¼ x s ; y s ; z s ð Þ . To describe the influence of obstacle on the original flow, the perturbation matrix PðnÞ is defined as 
where I is a 3 Â 3 identity matrix, nðnÞ the normal vector, tðnÞ defined as the tangential vector and s a saturation function defining the orientation of tangential velocity; Á k k is 2-norm of a vector or a matrix. Besides, qðnÞ and rðnÞ can determine the weight of nðnÞ and tðnÞ respectively. nðnÞ; tðnÞ; qðnÞ; rðnÞ and s are defined respectively as follows: where q 0 is the repulsive parameter, r 0 the tangential parameter, d 0 n ð Þ the distance between the boundary of obstacle and current position n, and e a small positive threshold of the saturation function s. Fig. 3 illustrates the normal vector nðnÞ and tangential vector tðnÞ of point n in the presence of a sphere obstacle. As is seen, a tangential plane can be constructed on the of the outer sphere surface, i.e., FðnÞ P 1. It is obvious that nðnÞ is perpendicular to the tangential plane and outward from the obstacle, while tðnÞ is a horizontal vector on the tangential plane.
Then the disturbed fluid velocity vðnÞ can be calculated by
Sometimes the adaption of vðnÞ k k is required to ensure the planned path to be tracked more easily. Then, waypoints along time can be computed by integrating vðnÞ recursively:
where fng t and fng tþ1 are the current and next waypoint respectively, Dt the iteration time step. Eventually we can obtain all the planned waypoints, forming the modified streamline, i.e., the planned path. The characters of the planned path are as follows:
(1) The path can avoid obstacle safely.
Proof. Vectors nðnÞ and tðnÞ are perpendicular exactly, i.e., nðnÞ T tðnÞ ¼ 0. Suppose that point n is on the boundary of the obstacle, i.e., FðnÞ ¼ 1, then PðnÞ is simplified as
Therefore, we can infer
The equation nðnÞ T vðnÞ ¼ 0 means that the normal component of vðnÞ is 0, so the path will not penetrate into obstacle. h
(2) The path can reach the destination eventually.
Proof. From Eq. (2), the original flow velocity vðnÞ always points to destination. Therefore, if velocity vðnÞ satisfies vðnÞ T vðnÞ P 0, the planned path will converge to the target point. Besides, vðnÞ % vðnÞ should be satisfied if point n is near to n d . Proof. When UAV is moving towards but still far from the obstacle, FðnÞ ! 1, then vðnÞ % vðnÞ, so it moves along the original straight streamline. When UAV gets closer to the obstacle, i.e., nðnÞ T vðnÞ < 0, its motion converges to the direction of the tangent. When UAV is moving away from the obstacle, i.e., nðnÞ T vðnÞ > 0, velocity component of vðnÞ points into the obstacle, which makes the path follow the shape of obstacle well and converge to the original streamline swiftly. Therefore, the planned path meets the requirements of terrain following in true battlefield.
However, sometimes it is undesired to follow the shape of obstacle after UAV passes the obstacle, so the repulsive and tangential velocity can be ignored when UAV moves away from the obstacle. We define sf 2 0; 1 f g as the shape-following parameter: sf = 1 if the feature of shape-following is demanded; sf = 0 on the other hand. Then the perturbation matrix PðnÞ is redefined as follows: ð Þto the target point n d ¼ 10; 0; 0:5 ð Þwith sf ¼ 1. As is seen, the whole path follows the shape of obstacle well and converges to the original streamline swiftly. Fig. 4(b) illustrates the not-shape-following path with sf ¼ 0 and the path goes straight to the target after it passes the obstacle. h
Analysis of disturbed fluid velocity
The modified velocity vðnÞ defined by Eq. (9) . It can be analyzed that the magnitudes of repulsive and tangential velocities increase with q 0 and r 0 respectively. Therefore, we can readjust the shape of the path by changing parameters q 0 or r 0 . This method is similar to the virtual force method or the artificial potential field method to some degree. However, the perturbation matrix by this method can describe the effect of obstacles on path more objectively, considering the shape of obstacles and the position of UAV.
Besides, compared with IFDS, 23 the tangential matrix is first introduced into the perturbation matrix, therefore feasible paths can easily be obtained in 3-D environment. The velocity by IFDS can only be divided into two parts: the attractive velocity and the repulsive velocity. The corresponding paths with different repulsive parameters can be obtained. However, the distribution of these paths is limited. Fig. 5 illustrates the case that UAV avoids a sphere obstacle by IFDS without considering tangential velocity, of which the repulsive parameter q 0 can be 0.1, 1, 2, 5, 10. As depicted in Fig. 5(a) , the lager q 0 is, the earlier the path deflects on the vertical plane. However, there is no deflection on the horizontal plane (seen in Fig. 5(b) ). As a result, the planned paths may be unfeasible for UAVs with poor longitudinal maneuvering capability. shows the path by the proposed method, where the tangential velocity is introduced into the modified velocity in this paper. The adaption to repulsive and tangential parameter makes it much easier to tune the path to obtain a feasible path. It is evident that more optional paths are gained by adapting q 0 or r 0 , and the paths can deflect on the vertical and horizontal plane at the same time.
Path planning for obstacle with sharp edges
The planned path can follow the shape of obstacle well. When there is an obstacle with sharp edges, e.g., cuboid, the planned path would be unfeasible as sharp turns exist. To solve this problem, the obstacle should be replaced by an object with a smooth convex envelope that tightly encloses the obstacle. 30 In this paper, parameters a; b; c; d; e and f are adjusted to obtain this object. A cuboid convex ðd > 1; e > 1; f > 1Þ is taken as an example. Through analysis, the larger d; e; f are, the sharper edges the obstacle has. Therefore, any too large parameter d; e; f should decrease to some extent to smooth the surface. At the same time, axis parameters a; b; c should increase to ensure that the new defined object can fit around the original obstacle tightly.
Suppose a cuboid with sharp edges defined as xÀ10 . . . ; KÞ obstacle centers at n 0;k ¼ x 0;k ; y 0;k ; z 0;k À Á with parameters a k ; b k ; c k ; d k ; e k ; f k . For the kth obstacle, the definitions of obstacle equation F k ðnÞ ¼ 1, the repulsive parameter q 0;k , the tangential parameter r 0;k , the normal vector n k ðnÞ, the tangential vector t k ðnÞ, the tangent-orientation parameter s k ; q k ðnÞ; r k ðnÞ and the shapefollowing parameter sf k 2 0; 1 f gare the same as in Section 3.1. Then the perturbation matrix of the kth obstacle P k ðnÞ can be determined, which is the same as Eq. (11).
The weighting coefficient of the kth obstacle is defined as
As P K i¼1 x i ðnÞ 6 1 holds,x k ðnÞ is defined as the relative weighting coefficient by normalization processing:
The overall perturbation matrix PðnÞ is given by
The characters of the planned path are as follows:
(1) The path can avoid all the obstacles safely.
Proof. Suppose n is on the boundary of the kth obstacle, i.e., F k ðnÞ ¼ 1, then x k ðnÞ ¼ 1;
x i ðnÞ ¼ 0, thusx k ðnÞ ¼ 1;
x i ðnÞ ¼ 0 ði ¼ 1; 2; . . . ; K and i-kÞ. Hence the equation PðnÞ ¼ P k ðnÞ holds, meaning that the remaining proof is the same as that of path planning for one obstacle in Section 3.1. h
Proof. For the kth obstacle, the equation vðnÞ T P k ðnÞvðnÞ P 0 holds. From Eqs. (12) and (13), we get 0 6x k ðnÞ 6 1. Therefore, vðnÞ T vðnÞ ¼ P K k¼1x k ðnÞvðnÞ T P k ðnÞvðnÞ P 0 holds. . The concave region produced by the two obstacles is called trap area (TA), shown as the dash area in Fig. 8 , with n 0 d the chosen virtual target, which will be discussed later. If velocity vðnÞ points to TA, UAV may fall into the trap area. Eventually, UAV will arrive at the intersection of the two obstacles, leading to the failure of calculation.
To solve the above-mentioned problem, the method of virtual target is applied when the following three criteria are satisfied: where dðn; O i Þ denotes the distance between n and obstacle center O i , in order to determine the proper time to choose virtual target; d TA is defined as the detecting distance of TA and it is positively correlated to the quantity of overlapping obstacles and their sizes.
Once the trap area is detected, a portion of spherical surface called A v is established, where the optimal virtual target will be chosen. The radius of A v is d TA ; the horizontal span angle / v satisfies / À / m 6 / v 6 / þ / m ; the vertical span angle l v satisfies Àl m 6 l v 6 l m . Angle / m and l m are the maximum turning angle and flight-path angle of UAV respectively and the turning angle / is defined as
where v ¼ ½v x ; v y ; v z T is the initial fluid velocity at the moment.
The spherical surface A v can be discretized equally into N 1 points in vertical direction and N 2 points in horizontal direction, thus generating N 1 N 2 points. And the optimal virtual target is then chosen from these points. Fig. 9 shows the methodology of generating virtual targets. It displays the virtual sphere area A v with radius d TA , and any optional virtual target n v is shown as a black spot. h 1 is the angle between nn d and nn v , and h 2 is the angle between nn v and n v n d .
Inspired by the method of choosing sub-goal, 31 we define J as the heuristic function of any point n v from the area A v :
where S is the cost of flying safety, D the cost of distance, M the cost of target switch, G the cost of TA, and k 1 ; k 2 ; k 3 ; k 4 are the weighs of each cost. And we have
Þis the distance between n v and n d , and k h1 ; k h2 the weights of h 1 and h 2 respectively.
Then the virtual target n 0 d is selected as
The virtual target n 0 d can instruct the vehicle to avoid the trap area. When UAV arrives at n 0 d successfully, the target point is reverted to n d .
Trajectory propagation
Analysis of feasibility of planned path
To judge the feasibility of the planned path, the method called trajectory propagation 26,27 is adopted here. For a flyable path, the corresponding state variables of UAV, especially the dynamic pressure, should match on the connection of each path segment. Besides, these variables should be continuous and within their ranges respectively. Trajectory propagation method is the process of solving the vehicle dynamic differential equations by iteration with the constraints of the planned path and UAV dynamics. State variables and guidance command can be obtained eventually. The independent variable of UAV dynamic equations is usually time t. However, it is replaced by the forward distance x g in this paper. The advantage is that the relation between the planned path and the kinematics and dynamics equations can be more distinct, and the state variables can be obtained more easily. Besides, UAV velocity can be replaced by dynamic pressure in order to simplify the analysis, as dynamic pressure is directly related to velocity and altitude.
First, the earth-surface inertial reference frame o-x g y g z g is established for convenience. It could be obtained by converting the coordinate system o-xyz defined in Section 2.1. Therefore, any planned waypoint n ¼ x; y; z ð Þin o-xyz can be transformed into n g ¼ x g ; y g ; z g À Á in o-x g y g z g :
where h sd ¼ arctan y d À x d =ðy s À x s Þ ð Þ denotes the angle between n s n d and x axis of o-xyz; x g the forward distance, y g the offside distance and z g the vertical distance.
Suppose there are N waypoints and N À 1 path segments of the planned path. Take the nth path segment as an example. The initial point is n gn ¼ x gn ; y gn ; z gn À Á ; the final point is n gðnþ1Þ ¼ x gðnþ1Þ ; y gðnþ1Þ ; z gðnþ1Þ ; the initial and final velocity are V n and V nþ1 respectively. Then by the cubic spline curve fitting method, the expressions of altitude hðh ¼ Àz g Þ, offside distance y g and velocity V can be obtained as follows:
where a i ; b i ; c i ði ¼ 0; 1; 2; 3Þ are the corresponding parameters, and
x ¼ x g À x gn . Suppose the attitude control loop of UAV is stable, then a three-degree-of-freedom (3-DOF) point-mass model is given detailedly as follows:
where l is the flight-path angle, u the heading angle, a the angle of attack, b the sideslip angle, c the bank angle, h ¼ Àz g the altitude, V the inertial velocity, T the engine thrust, m the mass of vehicle, D ¼ C D qV 2 S w =2 the air drag force, L ¼ C L qV 2 S w =2 the lift force, Y ¼ C Y qV 2 S w =2 the side force, with S w the wing area, q the air density and C D ; C L and C Y are corresponding aerodynamic coefficients.
In order to simplify the kinetic model, coordinated turn is the main turn mode in this paper. Hence, b is ignored, i.e., b % 0 . As a result, side force Y can also be ignored. Besides, components Tðsin a cos c þ cos a sin b sin cÞ and Tðsin a sin c À cos a sin b cos cÞ can be neglected since the angle of attack a is small. Besides, we transform the independent variable of Eq. (24) from t to x g . Therefore, the simplified UAV model is given by
From Eq. (23), the heading angle u, the flight-path angle l and their respective derivatives with respect to x g can be calculated as follows:
Substituting L ¼ C L qV 2 S w =2 and Q ¼ qV 2 =2 into the third equation of Eq. (25) yields
From the third and the fourth equation of Eq. (25), the bank angle can be inferred:
From the fifth equation of Eq. (25), we compute the engine thrust:
Substituting the first and fifth equation of Eq.
where @q=@h is a known function we can get from the air data. In addition, the initial and final constraints of the nth path segment are
where h init ; x gÀinit ; y gÀinit ; V init and Q init are the initial altitude, forward distance, offside distance, velocity and dynamic pressure respectively; h final ; x gÀfinal ; y gÀfinal ; V final and Q final denote the corresponding final constraints. The procedure of trajectory propagation is shown in Fig. 10 . First we acquire the cubic curve expressions, the initial and final constraints of path segment; the initial values of a and T, i.e., a init and T init , are computed by the trim of initial point. For current forward distance x g , the variables u; _ uðx g Þ; l and _ lðx g Þ are calculated from Eqs. (26)-(29); a is guessed as aðx g Þ and then C L ; C D ; c; _ Q would be computed. Then, estimates of two types of dynamic pressure are obtained: Q diff is calculated from the differential equation of Eq. (33); Q alg can be obtained directly by the algebraic approach of Eq. (30) . Then, Q diff and Q alg are compared to determine whether they are consistent (i.e., Q alg À Q diff 6 e, where e is a small positive number). If not, aðx g Þ is adjusted until Q diff and Q alg match. The above steps continue by iteration (where Dx g is the integration step:
the final point of this path segment. Then, terminal dynamic pressure Q final and computational dynamic pressure Q diff of the final point are compared to judge whether they are consistent (i.e., Q diff À Q final j j6 e 0 , where e 0 is a small positive number). If Q final and Q diff do not match or other state variables are out of their respective ranges, the path is unfeasible and therefore q 0 and r 0 of path planning should be adapted, described detailedly in Section 5.2. Otherwise, the abovementioned process repeats for the next path segment until the destination. The path is feasible only if all path segments have judged to be flyable.
Strategy of adjusting repulsive and tangential parameters
If the path is unfeasible judged by the trajectory propagation, the repulsive or tangential parameters should be adjusted by some strategies until a feasible one is obtained.
According to Eq. (14), the overall interfered fluid field is calculated by the superposition of all component ones, any of which is only influenced by one obstacle with the proportioñ x k ðnÞ. According to Eqs. (12) and (13), the nearer to an obstacle UAV is, i.e., the closer to 1 the function FðnÞ is, the bigger the proportionx k ðnÞ of the obstacle. Therefore, the flow is mainly influenced by those obstacles near to UAV (i.e., x k ðnÞ P w, where w is the criteria).
According to Section 3.2, the shape of streamline, i.e., the planned path can be changed by adjusting different parameters of obstacles, as the repulsive velocity and tangential velocity are positively correlated to the repulsive parameter q 0 and tangential parameter r 0 respectively. Besides, there is always no vertical component in tangential velocity while vertical component usually exists in repulsive velocity. Therefore, the larger q 0 , the more vertical component of velocity vðnÞ; the larger r 0 , the more horizontal component of vðnÞ.
On the basis of the above analysis, when the unflyable path segment is confirmed by the trajectory propagation, parameters of obstacles, especially those close to this path segment should be adjusted. The resolved variables of the planned path can offer a reference for modifying repulsive or tangential parameters adaptively when necessary. And the situation of avoiding a sphere obstacle is discussed here. If the resolved state variables e.g., the flight-path angle l is out of range l max , the vertical component of vðnÞ may be too large. Therefore, r 0 should increase or q 0 should decrease, and there is a positive correlation adaptively between the adjustment of parameters and the state variable error, e.g., l À l max j j . On the other hand, if the resolved variable, e.g., the bank angle c is out of range, the horizontal component of vðnÞ is too large. Hence the tangential velocity should decrease by decreasing r 0 or increasing q 0 adaptively. The procedure of adjusting repulsive and tangential parameters is shown in Fig. 11 .
Simulation
In order to verify the effectiveness of the algorithm, simulations are conducted in MATLAB on a PC with the following configurations: 32 b Intel Core I5 CPU with 2.5 GHz frequency.
The initial velocity of UAV is 50 m=s, i.e., C ¼ 0:05 km=s. The iteration step Dt of path planning is 1 s. The iteration step Dx g of trajectory propagation is 1 m. In order to take full advantage of terrain and make the path converge swiftly to the original streamline, sf = 1 in the following simulation. The ranges of repulsive and tangential parameter are 0:01 6 q 0 6 30 and 0:01 6 r 0 6 30.
The aerodynamic data of selected UAV are listed in Table 1 , where l is the wingspan of UAV and b A the mean aerodynamic chord.
Comparison between the proposed method and IFDS method
Suppose the start point is 0; 0; 0:5 ð Þkm and the destination 40; 40; 0:5 ð Þkm. Six convex obstacles named as Obstacle I-Obstacle VI are constructed randomly in the planning space and the information of them is listed in Table 2 .
Two methods are adopted here: one is the IFDS method 23 reckoning without tangential velocity; the other is the proposed method where attractive, repulsive and tangential velocity are all taken into account. When IFDS method is utilized, q 0 = 1.0 for each obstacle; when the proposed method is employed, q 0 = 1.0 and r 0 = 2.0 for each obstacle. Fig. 12 displays the path I and path II, which are correspondingly generated by the IFDS method and the proposed method. It is obvious that both paths can avoid obstacles smoothly and reach the destination eventually, but there are more vertical components of path I than path II. The error of dynamic pressure of two paths by trajectory propagation Fig. 11 Procedure of adjusting repulsive and tangential parameters. Fig. 12 Planned paths of IFDS method and the proposed method.
is shown in Fig. 13 . Q alg À Q diff of path I is out of range when 10 km 6 x g 6 12 km, so path I is unfeasible; while Q alg À Q diff of path II is within the range, so path II is flyable.
The resolved state variables of the two paths are illustrated in Fig. 14, which can also explain the feasibility of two paths. Path I cannot satisfy the dynamic constraints of UAV as the flight-path angle l is too big. For path II, the introduction of tangential velocity makes l much smaller. Even though the heading angle u and the bank angle c are bigger than those of path I, they are still within the ranges. The distribution of paths by IFDS method is limited. It is verified that even if we adjust q 0 , the planned path in this environment is still unfeasible. For the proposed method, the introduction of tangential velocity makes the streamlines fill in the whole planning space. By the adaption to repulsive and tangential parameter, it is much easier to obtain a feasible path.
Comparison between different parameters
Suppose there is one sphere, one cone and one cylinder in the environment. The start point is 0; 0; 1:5 ð Þkm and the target point is 40; 0; 0:8 ð Þkm. Assume that each obstacle has the same repulsive or tangential parameter, i.e., q 0;k ¼ q 0 and r 0;k ¼ r 0 ðk ¼ 1; 2; . . . ; KÞ. Define some evaluation indexes: L whole is the whole length of path; minfdisðO 1 Þg; minfdisðO 2 Þg and minfdisðO 3 Þg are the minimum distances between UAV and the surface of sphere, cone and cylinder obstacle respectively, and they represent the flight safety; S whole ¼ 1 NÀ1 P N n¼2 hV n ; V nÀ1 i j j denotes the global smoothness of path, where hV n ; V nÀ1 i means the angle between two path segments.
A group of repulsive and tangential parameters are chosen here. The corresponding paths are then planned, and the state variables and evaluation indexes of each path are listed in Table 3 . By increasing q 0 or r 0 , the repulsive or tangential velocity increases, hence the path deflects earlier to avoid obstacles with a higher magnitude, as is shown in Fig. 15 . Consequently UAV is safer but the cost of path length increases. When any parameter is too big, e.g., q 0 ¼ 1; r 0 ¼ 50; q 0 ¼ 100; r 0 ¼ 1 or q 0 ¼ 10; r 0 ¼ 1, these paths with large L whole are too conservative, seen from Table 3 . When parameters are too small, e.g., q 0 ¼ 1; r 0 ¼ 0:1; q 0 ¼ 0:01; r 0 ¼ 1, the planned path is too close to the surface of obstacle. Considering the accuracy of obstacle information and the restriction of UAV maneuvering, UAV would be at the risk of crashing. Through the analysis, q 0 ¼ 1; r 0 ¼ 1 is appropriate, as UAV is safe enough and the whole length of path is short. Meanwhile, the dynamic pressure error and the state variables are within their ranges. Although the global smoothness is worse than that of other groups, it is still acceptable.
Based on the above results, the repulsive and tangential parameters dominate the path quality. They can be selected ;appropriately depending on the specific flight mission.
Strategy of avoiding trap area
In order to verify the effectiveness of the strategy of avoiding trap area, two scenarios with trap area are constructed here.
In scenario 1, the start and target points are 10; 10; 0:5 ð Þkm and 60; 60; 0:5 ð Þkm. Four overlapping spheres produce the trap area, which UAV falls into eventually, as shown in Fig. 16(a) . The planned path using the virtual target strategy is illustrated in Fig. 16(b) . When UAV arrives at position 29:52; 29:52; 0:50 ð Þ km, the trap area is detected and a portion of sphere with radius 14 km is established, then the optimal virtual target is chosen as 39:24; 39:24; 3:12 ð Þ km, shown as an asterisk on the sphere. When UAV arrives at the virtual target, the target is reset to 60; 60; 0:5 ð Þkm. In scenario 2, the start and target points of UAV are 5; 5; 1:5 ð Þkm and 40; 40; 0:8 ð Þkm. Three cone hills form the trap area in complex environment. In Fig. 17(a) , UAV falls into the trap area. In Fig. 17(b) , a portion of sphere with radius 11 km is established when UAV arrives at the position Table 3 Information of planned paths. 
Strategy of avoiding obstacles with sharp edges
A scenario with some cuboids is assumed to simulate city environment here. As is known, the path by the proposed method is well shape-following. Fig. 18 illustrates the paths by IFDS and the proposed method in x-y plane. If we do not deal with the obstacles, the path is not feasible as it has some sharp turns, which is shown as path I . By smoothing the surface of obstacle, the planned path, i.e., path II is feasible and smooth. As UAV mainly flies on the horizontal plane in this scenario, the bank angle c is the main criterion to judge whether the path is flyable. Fig. 19 shows the bank angles of the above paths resolved by trajectory propagation. The bank angle of path II is within the range À30 ; 30 ð Þ , while that of path I is out of range.
Compared with the strategy of smoothing the planned path, 20 the way of smoothing the obstacle can guarantee the impenetrability of the path. Besides, it is much easier and quicker to implement. Fig. 19 Resolved bank angles of two paths.
Comparison between the proposed method and an improved APF method
In order to verify the effectiveness of the proposed method, it is compared with an improved APF method. 6 To ensure the uniformity, the distance between UAV and obstacle by APF method is replaced by FðnÞ. The step length of the APF method is also set to 0.05 km. For APF method, the scaling factor f of attractive potential and the scaling factor g of repulsive potential are eventually set to 0.2 and 0.1 respectively, by the contrast of simulations with different parameters. For the proposed method, the parameters of each obstacle are assumed to be q 0 ¼ 1:0; r 0 ¼ 3:0 initially.
Assume the start point and the target point are ð10; 10; 1Þ km and ð42; 42; 1Þ km. Fig. 20 illustrates the paths by the two methods. The corresponding performance indicators are shown in Table 4 . The state variables of two methods by trajectory propagation are shown in Table 5 . Both paths can arrive at the target point eventually and avoid obstacles safely. However, there are severe deflections of the path by APF method when it gets close to the obstacles, which are marked by A, B, C, D and E respectively. By the proposed method, the quality of local paths near obstacles is significantly improved and the planned path is smoother and easier to track than the path generated by APF. Besides, the proposed method shows higher computational efficiency and has a smaller path cost.
Conclusions
The static 3-D path planning algorithm based on interfered fluid and trajectory propagation is investigated here. A feasible path can be obtained eventually in the complex environment.
(1) This path planning method is inspired by the flow disturbance. Especially, the tangential matrix is first introduced into the perturbation matrix. Therefore, it is easy to get a feasible path by adapting the repulsive or tangential parameter. (2) The feasibility of path is judged by trajectory propagation, which is utilized by the match of dynamic pressure. As the method considers UAV dynamics, the path determined to be feasible can be tracked by UAV control system. (3) The perturbation matrix is expressed by a simple formula, each part of which has intuitive definition. Hence good repulsive and tangential parameters can be guessed. Besides, the state variables of UAV, which are quickly resolved by trajectory propagation, provide some references for adjusting repulsive or tangential parameters. In general, the calculation of this algorithm is less than most methods.
In this paper, obstacles are static and known. The future work will take into account the path planning problem in dynamic environment. IRT13004). 
