I
n what languages can scientific results best be expressed? Since the days of Isaac Newton in the 17th century, scientists, to avoid "the artifice of words," have chosen the language of mathematics. Quoting Galileo, Fitzgerald and James (1) talk about being able to understand nature only when one has learned mathematics. In his essay "The Unreasonable Effectiveness of Mathematics in the Natural Sciences," Eugene Wigner (2) celebrates the beauty of mathematics for its own sake, and discusses how "mathematical concepts turn up in entirely unexpected connections" as they are used to express regularities discovered in scientific results. He also points out, however, that a mathematician is limited to the exploration of a logical world permitted by his axiomatic system. As we shall see, behavioral scientists historically also have been limited to experimental systems constrained by the requirement for studies simple enough to use reliable methodology and to yield clean, replicable results.
In the distant past, it might have been said that the complexity of behavior, the difficulty of behavioral methods, and the shakiness of behavioral results would defy quantification. However, decades of intense work with a variety of organisms, including humans, have created islands of knowledge upon which behavioral scientific methods are reliable and results are replicable. Results are precise-they are grouped tightly around measures of central tendency or are correlated tightly to defined mathematical curves-and they are accurate, meaning that, when a true value is known, they achieve that true value.
In some fields within the behavioral and social sciences, the use of mathematical methods would be quite irrelevant. Important advances and significant understanding are reached, nonetheless. We are not addressing those subjects. The purpose of this Sackler Colloquium was narrower: to examine some areas of experimentation in which mathematics is used routinely. The achievements of this field of work, taken together with more recent work on neural mechanisms of behavior, tell us some, but not all, of the ways by which behavioral neuroscience has become a mature science. Psychophysics. On October 22, 1850, Gustav Fechner decided he would try to define a "physics" of psychological reactions. Having a mathematical background, he adopted a strict experimental method and made use of the concept of the "just noticeable difference" (3) . Concentrating on data from the sensory modality of vision, he integrated the relationship (Weber's Law) that showed that "just noticeable differences" comprise a constant portion of stimulus magnitude to achieve a logarithmic relation between stimulus and response ( Fig. 1 Upper) . Such data fit a straight line on a semilog plot [Eq. 1]:
where S is the magnitude of the human subject's sensation, and R is the magnitude of the stimulus (from the German word Reiz). Fechner's Law sufficed for decades. Then, however, the Harvard University psychologist S. S. Stevens used a psychophysical method that differed from Fechner's "just noticeable difference" approach. Instead, Stevens asked his subjects to assign numbers describing their ratings of loudness to tones of widely different intensities (summarized in ref. 4 ). This method, called "magnitude estimation," yielded data that, under some conditions, would not fit the curves predicted by Fechner's results. Furthermore, Stevens (5, 6) did not confine his studies to vision and audition. Linda Bartoshuk (7) has used this method to analyze the perceived intensity of taste stimuli (Fig. 1, Lower) . As expected from Stevens' enunciation of his "power law," Bartoshuk's data fit straight lines in a log/log plot. One statement of such a power law is shown in Eq. 2:
where k and I 0 are constants, n is a constant usually <1.0 (e.g., a cube root), S is the perceived stimulus intensity, and I is the physical intensity of the stimulus.
Upon reflection, we understand the earliest studies in psychophysics as exercises in curve-fitting that led to a huge enterprise in the field of experimental psychology. Moreover, we note that a power function with an exponent near 0.3 and a logarithmic function are almost indistinguishable when their constants are chosen appropriately. Later studies pointed out some of the complexities involved in the quantitative estimation of stimulus magnitude, including those that derive from interactions among stimuli (reviewed in ref. 8) . Furthermore, some neurophysiological data can be shown as consistent with both Fechner's logarithmic relation and Stevens' power law, depending on the time over which the subject's response is integrated (9) . Thus, the early quest for a single psychophysical function, in which Fechner's and Stevens' approaches were set against each other, may have been misguided. Indeed, Norwich and Wong (10) have presented an expanded form of Fechner's equation that is consistent with both Fechner's and Stevens' original formulations. Alternatively, a power law can be derived from simultaneous differential equations that make use of a comparison variable that is identified with sensation (11). In summary, when confronted with power law data, it sometimes is problematic to "work one's way back" and prove how the power law came about. not a medical doctor, distinguished himself as a student of natural science with an emphasis on physiology (12) . Viewed as a gifted young scientist, he received his degree and a gold medal-bearing award from the Medico-Chirurgical Academy (later, the Military Medical Academy) in 1879.
As summarized by Smith (13), Pavlov's career rose from obscurity to being recognized with the first Nobel Prize awarded to a physiologist, in 1904. Pavolv is best known for using unanesthetized dogs to demonstrate conditioned reflexes (Fig. 2) . Pavlov [as translated by Anrep in 1927 (14) and Gantt in 1928 (15) ] was able to demonstrate that when a neutral conditioned stimulus (i.e., a previously meaningless stimulus) was associated temporally with food, the conditioned stimulus subsequently caused salivation. As summarized by Gray (16), Pavlov's key contribution was to demonstrate that, during the training necessary for the performance of a conditioned response (CR), the probability of the occurrence of the unconditioned stimulus (UCS) for the corresponding unconditioned response, given the conditioned stimulus (CS), should be significantly higher than the probability of the UCS in the absence of the CS. In most cases, repeated pairing of CS with UCS would be required to obtain a robust CR. In turn, the disappearance of the CR would follow from the repeated appearance of the UCS in the absence of the CS.
Thus, in these experiments, Pavlov (17) achieved two breakthroughs: (i) the experimental analysis of a form of learning, "Pavlovian conditioning"; and (ii) demonstration of the involvement of the central nervous system in the control of the autonomic nervous system. In Johnson's (18) phrase, Pavlov was bringing the mental into the realm of the physical, "measuring the unmeasurable."
Reflexology/Neurophysiological. Sir Charles Sherrington, who shared the Nobel Prize for Physiology or Medicine with Lord Adrian "for their discoveries regarding the function of neurons," took the findings of the British school of physiology of the late 19th century and turned the investigation toward detailed, neuron-by-neuron analyses of the relations between specific sensory inputs and specific motor outputs (19, 20) . Concentrating on reflexes that are managed by the spinal cord, he separately analyzed sensory neurons, motor neurons, and interspersed neurons, including those that coordinate the activities of different spinal segments with each other. Thus, with experiments that yielded unambiguous results, described in prose that is crystal clear, he charted, for example, the quantitative relations between the intensity of the experimentally controlled stimulus and the latency of the muscular response (Fig. 3A) and the amplitude of the muscular response (Fig. 3B) . He even was able to demonstrate cross-inhibition of an extensor reflex by stimulation of the nerve for a flexor muscle (Fig. 3C) . In these and other ways he was able to provide a large number of intellectual building blocks for a systematic approach to the functions of the central nervous system. His careful documentation and charting of the lawfulness of reflex performance paved the way for a generation of neurophysiologists typified by his protégé, Nobel Prize winner Sir John Eccles, who studied spinal cord motor neurons and inter- spersed neurons in electrophysiological detail (21, 22) .
Behaviorism. Burrhus Frederick (B. F.) Skinner was an English major-turned-psychologist whose lifelong goal was to describe the lawfulness of behavior at the level of the behavioral response, and only the behavioral response (23) . He worked for clear and timeless descriptions of learned behaviors, looking for quantitative rules of the effects of reinforcement that would transcend species differences. That goal meant that he and like-minded psychologists would eschew mentalism, the ascription of behavior to mental states that could be hypothesized but could not be observed directly. Contemporary quantitative work in the behaviorist tradition is exemplified by studies of the "dynamics of choice," the "allocation of time among activities" (24) , and by the use of behaviors in simpler vertebrates, such as zebrafish (25) .
Skinner also dispensed with the analyses of the physiological bases of learned behavioral responses. Theoretically, behaviorists had no need for neurophysiological or neurochemical technique. Nevertheless, by picking unlearned behaviors of sufficient biological importance and operational simplicity, it was possible to work out a set of mechanisms that cause a complete mammalian behavior (26) and to expand that field of work to encompass the elementary, fundamental concept of CNS arousal (27) . What Skinner and other behaviorists sought, instead, was the description of the frequencies of "operant" behavioral responses-responses that "operate" on the environment-according to the timing of the reward for those responses, the magnitude of the reward, and the scheduling of the reward. In fact, other behavioral scientists inferred that a reward could be defined by whether it increased the frequency of preceding responses (28) .
Skinner typically used records of cumulative numbers of operant responses as a function of time. To show the quantitative lawfulness of behavior under controlled conditions, he often showed response records from individual animals. Fig. 4 illustrates the effect of motivation on the rates of a response rewarded by food (adapted from fig. 140 , p. 393, in ref. 23 ). The rat whose behavior is recorded here responded less vigorously when his motivation had been reduced by prefeeding. Similar methods were used to demonstrate the effect of a CNS-arousing drug caffeine, which, injected at time 0, immediately increased the rate of responding, compared with an animal given a control, salt solution. (Fig. 5, adapted from figure  146, p. 412, in ref. 23) . The use of cumulative records of behavior as a function of time allows large quantities of data to be presented in instantly recognizable visual patterns. Although Skinner's and other behaviorists' analyses concentrated on learned behaviors, Skinner did recognize that different animals and human beings come to the learning situation equipped with repertoires of unlearned behaviors, i.e., inherent response tendencies that have initial probabilities dependent on the species and the individual. However, he Fig. 3 . Reflexes recorded by Sir Charles Sherrington. (A) A higher intensity of cutaneous stimulus (onset noted by "S") is associated with a lower latency of motor response in the scratch reflex than seen with a lower intensity of cutaneous stimulus. A longer duration of response after stimulus offset (S′) also is seen with the higher stimulus intensity. (B) Higher intensity of somatosensory stimulus leads to higher intensity of response in the flexion reflex. Stimulus strengths: A = 690; B = 3,000; C = 5,200; D = 9,800; E = 12,500; and F = 3,000. Thus, stimulus E led to the strongest and longest response, and stimulus A gave the weakest and briefest response. (C) Cross-inhibition between a flexor response and the stretch reflex of an extensor muscle. Four extensor muscle responses are seen on the left. Then, weak stimulation of a nerve leading to an opposing flexor muscle (at the step in the signal line below the experimental record) abolishes the reflex response. The stretch reflex gradually recovers when flexor stimulation is discontinued. (Adapted from refs. 19, 20.) directed his experimental efforts primarily to the analysis of schedules of reinforcement. Even though behaviorism, the analysis of the lawfulness of learned responses, studied in scientific laboratories, often is contrasted with ethology, the raw description of unlearned behaviors in the animals' natural settings [e.g., by Tinbergen (29) and Lorenz (30) ], the two fields of work could be construed as complementary, as Marler and Hamilton (31) have pointed out. Therefore, we see that there is no necessary and logical contradiction between classical behaviorism, initiated by psychologists in the United States, and classical ethology, initiated by biologists in Europe; instead, we see a major set of differences in emphasis between the two fields of work.
Rules of Movement. Historically, psychophysics, which deals with sensory phenomena, led the way toward the quantification of behavioral science. More recently investigators have addressed the quantification of motor activity. Golani and his collaborators [Tchernichovski et al. (32) ] have used software [Drai and Golani (33) ] to deconstruct exploratory behavior in the rat. They showed that the path of locomotion and the speed of exploration followed a systematic program and displayed a surprising degree of regularity in this program. More generally, seemingly unstructured behavior is not always random, as demonstrated in Caenorhabditis elegans (34) . To the extent that series of behavioral responses through time can be described precisely, they may be realizable as finite-state automata (35, 36) and, consequently, imitated by robots (37) .
Complex Human Behaviors. Even more recently, human decision making has come to be treated in a manner more in concert with experimental psychology than with classical economics. Components of human behavior that once might have been treated by the economic theory of "the rational man" (e.g., domains of human behavior such as bargaining and game playing that might have been covered by decision theory) have come to be treated in a serious fashion and even are anticipated to be melded into neuroscience (38, 39) . The quantitative aspects of social networks (40, 41) also are coming under investigation, encouraged by emerging technologies that produce tremendous amounts of data such as e-mail, online dating sites, and video surveillance.
Current Status and Outlook for Behavioral Science
Scientists currently using mathematical techniques to conceive hypotheses and describe results are partaking in a major trend toward numeracy in biology, a trend so powerful that a "BioNumbers Web site" has been created as a repository for quantitative biological data (42 (57) . Finally, the most recent extension of quantitative study of behavior, into the field of microeconomics, is treated by Paul Glimcher (58) and Chance, et al. (59) .
Taken together, these papers are intended to illustrate specific examples of the application of quantitative techniques to behavior and to explain some interesting mathematical methods of use in behavioral studies and neuroscience. Recognizing that major advances in the behavioral and social sciences have occurred and will continue to occur without the use of mathematics, we nevertheless want to explore three possibilities: (i) that the applications of certain mathematical techniques may foster greater reliability or validity in some fields within the behavioral sciences; (ii) that mathematical techniques may offer deeper or different types of understanding of behavioral results; and (iii) that precise quantification may increase the applicability of research findings to the prevention or treatment of behavioral disorders.
In summary, behavioral science has come of age as a quantitative science, and the study of mechanisms underlying behavior can be expected yield results and analyses that join seamlessly with physical, chemical, and genomic concepts and data bases. 
