Abstract-Various real-world multiobjective optimization problems are dynamic, requiring evolutionary algorithms (EAs) to be able to rapidly track the moving Pareto front of an optimization problem once an environmental change occurs. To this end, several methods have been developed to predict the new location of the moving Pareto set (PS) so that the population can be reinitialized around the predicted location. In this paper, we present a multidirectional prediction strategy to enhance the performance of EAs in solving a dynamic multiobjective optimization problem (DMOP). To more accurately predict the moving location of the PS, the population is clustered into a number of representative groups by a proposed classification strategy, where the number of clusters is adapted according to the intensity of the environmental change. To examine the performance of the developed algorithm, the proposed prediction strategy is compared with four state-of-the-art prediction methods under the framework of particle swarm optimization as well as five popular EAs for dynamic multiobjective optimization. Our experimental results demonstrate that the proposed algorithm can effectively tackle DMOPs.
I. INTRODUCTION

D
YNAMIC multiobjective optimization problems (DMOPs) has found an increasing number of applications in both engineering [1] - [6] and science [7] - [9] . Compared with dynamic single objective optimization problems [10] , DMOPs pose a bigger challenge to an optimizer in tracking the moving Pareto set (PS) or Pareto front (PF) in a changing environment [11] - [14] .
Evolutionary algorithms (EAs) have been recognized as one of the most powerful optimization algorithms [15] , [16] . The first attempt to solve DMOPs using EAs can be traced back to the 1960s and solving DMOPs has become popular over the last decade [17] . Several surveys of dynamic multiobjective EAs [(d)MOEAs] can be found in [18] - [21] .
As the change of the environment may exhibit some predictable patterns [13] , it is feasible to learn these patterns based on historical information collected during the search so as to predict the new location of the PS [11] . Numerous studies have been reported following this idea to exploit the predictability of dynamic environments [21] . In this paper, we focus on the prediction method with the purpose of generating a new population around the predicted PS due to its effectiveness evidenced in solving a variety of DMOPs. First, a multipledirection prediction approach is proposed to deal with DMOPs. Second, a method to adjust the number of representative individuals is developed to strike a balance between convergence and the computational complexity. Third, a framework for incorporating the multidirection prediction (MDP) method into a particle swarm optimization (PSO) algorithm is presented and its effectiveness is empirically verified. Finally, in the experimental part, the proposed prediction method is compared with four commonly used prediction strategies as well as four popular algorithms for addressing DMOPs. Furthermore, to investigate the efficiency of the proposed clustering strategy, the adaptive number of clusters is compared with the fixed number under dynamic environment. The assumption that two consecutive changes are similar is taken into consideration. In comparison to the previous work [22] , we have adjusted the method, proposed new test instances, enriched the comparison experiments, and set three pairs of frequency and severity values in experiments to investigate the performance of all compared algorithms. This paper is organized as follows. Section II provides a review of the previous work on DMOPs, in particular those predicting the center of the PS. The proposed prediction strategy based on the representative individuals is detailed in Section III. Section IV presents a general framework for incorporating the proposed prediction strategy into a PSO algorithm. The experimental settings are provided in Section V, followed by the experimental results and discussion in Section VI. Section VII concludes this paper.
II. RELATED WORK DMOPs can be described in terms of various dynamisms, like most research papers [16] , [23] and Farina et al. [23] ever classified DMOPs with respect to the change in the decision and the objective spaces over time. In this paper, we mainly consider the following DMOP:
where x = (x 1 , . . . , x n ) T is the decision variable in the decision space, , and n is the dimension of . t ∈ T = {1, 2, . . .} refers to the time scale. F(x, t) : R n × T → R M consists of M objectives varying over time with the ith objective being f i (x, t), i = 1, . . . , M. R M denotes the objective space.
A. Prediction-Based Methods
A variety of prediction-based methods for tracking moving optima have been proposed, which can be largely classified into two categories, namely, individual-based prediction [24] and population-based prediction [4] , [25] - [27] . In the former approach, the moving trajectory of each individual in the population is predicted, whereas in the latter approach, one single prediction model is employed for the entire population. Linear regression models [24] , [28] , autoregressive models (AR models) [26] , [29] , or Kalman filter-based models [30] have been used for prediction.
Zhou et al. [24] proposed an individual-based prediction method, RPS, which builds up a prediction model for each individual at time t. The model is built by relating an individual to its parent, defined to be the closest neighboring individual at t − 1. Accordingly, once an environmental change has been detected, a new location will be predicted for each individual using its prediction model. As this method builds a prediction model for each individual, it suffers from a large computational complexity.
By contrast, a population-based prediction method, termed PPS, was proposed in [26] , where only one time series model, an AR model, is employed for predicting the whole population. This method assumes that the PS can be described by a PS center (an abstract point) and a PS manifold, and a prediction model is built for the PS center only. Once the new PS center has been predicted, the PS manifold will be directly shifted to the new PS model. This method exhibits a good convergence performance and is computationally efficient. However, for an optimization problem with a nontranslational PS when the environment changes, PPS does not work well.
Inspired by PPS, a few other methods have been proposed. For example, Peng et al. [25] proposed a method combining the prediction of the PS center with a memory strategy. Wu et al. [27] proposed a directed search strategy (denoted as PPS-Lin), which predicts the PS center using a linear model, and creates new candidates between the predicted PS and the current PS.
B. PS Center-Based Prediction Methods
Due to its outstanding performances, the idea of predicting the geometrical center of the PS of a DMOP has attracted increasing interest. For example, in [4] and [25] - [27] , the positions of the PS center in previous environments are employed to predict the location of the PS center in the new environment. Individuals are then generated around the predicted PS center to initialize the population for the new environment. The PS center at time t is defined as follows:
where PS t is the PS at time t, |PS t | refers to the number of solutions in PS t , and x t i means the ith solution in PS t . Fig. 1 illustrates the change of the PS and its center of the first two decision variables of FDA1 [13] . Since this problem has a translational PS, the change of the PS center is able to fully describe the variation of the PS, if a manifold and its center is used to describe the PS as done in [26] . It works well particularly for a class of DMOPs, where the change of the PS can be captured by the center of the PS.
According to [31] , the dynamic nature in the decision variable space can be captured by the function vector, S, in a DMOP model and S(x I ) = S(x II − g(x I )). Therefore, if we make some modifications of g(x I ), we can obtain various changing patterns of the PS. Fun7 in Table I exhibits such behavior whose PS changes over time as follows:
herein, n is the dimension of the variable space. Fig. 2 depicts the change of the PS and its center of Fun7, where the PS rotates along the origin of the coordinate system. Although the PS center changes in a similar manner as that of FDA1, the whole PS change is much different from that of FDA1. As a result, predicting the PS center only is not able to adequately capture the change of the PS and generating individuals around the predicted PS center is not efficient in approximating the whole PS in the new environment.
It is of great interest to note that x I in g(x I ) is governed in the form herein, l is an array composed of n I real numbers (n I is the dimension of x I ), and l is an adjustable parameter. Fig. 3 (described in Table I ), will occur, whose PS rotates around the PS center over time as follows:
Clearly, predicting the PS center will fail to predict the change of the PS of such DMOPs.
To summarize, predicting the center of the PS for accelerating convergence of an EA for solving DMOPs may become inefficient or even completely fail when the change of the PS cannot be sufficiently captured by the change of the PS center. It is therefore necessary to develop new EAs that are able to deal with a wide range of DMOPs.
III. PROPOSED MULTIDIRECTIONAL PREDICTION STRATEGY
In this section, we propose a new EA for solving DMOPs, which aims to generate a population close to the true PS, and to overcome the weaknesses of the prediction approaches mentioned above. The main idea is to introduce multiple models for predicting the new location of the PS once an environmental change occurs. To achieve this target, multiple representative individuals that can adequately describe the shape and the diversity of the PS are first stored at each time instant. Once an environmental change has been detected, the evolutionary trajectories are estimated using these representative individuals in the previous two time instants. Finally, new candidates are generated along the predicted new location of the PS, hoping to produce a good guess of the position of the new PS, thereby speeding up convergence of the algorithm responding to the environmental change. In this section, we propose a computationally efficient clustering method for selecting representative individuals. Unlike the method proposed in [32] , and that presented in [17] targeting at evenly segmenting the PS by using adaptive and K-means clustering methods, respectively, at the cost of a high computational complexity, the proposed cluster strategy selects a number of individuals which can describe the location and the diversity of a PS at different time instances, recognized as representative individuals. The selection process is inspired by the cell division. It first selects a number of initial representative individuals, followed by classifying individuals in the current approximated PS into a number of clusters according to their distances to these representative individuals.
If the representative individuals are not sufficient, the cluster with the largest radius, which is defined as the largest distance between individuals and the representative individual in this cluster, will be selected, and the individual with the largest distance is regarded as a newly added representative individual. Following that, individuals in the current approximated PS are reclassified into their corresponding clusters. This selection and division process will continue until all the required representative individuals have been found. The proposed strategy saves computation as a result of avoiding repeatedly calculating and comparing distances between all the individuals.
Due to the high efficiency of employing the calculated PS center to guide the evolution of a population, it is desirable to retain the advantage of the PS center. Besides, since extreme points are the farthest on one dimension in the decision space, they can make a good description of the location of the PS. To this end, we consider the PS center combined with extreme points of the corresponding PF as the initial representative individuals. Let the numbers of objectives and the required representative individuals be M and K, respectively. The current approximate PS is denoted as PS t with a size of N, whereas the true PS is labeled as ps t . If M + 1 is less than K, then the steps of the selection method can be described as Algorithm 1.
During the selection and the division phases, after each new representative individual is selected, all the other individuals are recategorized, leading to a number of uniform PS segments. Therefore, these representative individuals have good performances in distribution and convergence to describe the diversity and the location of the PS. The total computation complexity of the above process is O(NK), which is very computationally efficient. Herein, the number of representative individuals, K, adapts with the severity of the environmental change as discussed in Section IV-A. The analysis of the complexity is presented in Section IV-C1. To easily understand the above process, we also provide an example in the supplementary material.
B. Multidirectional Prediction Strategy
We term a multidirectional prediction strategy, which uses multiple representative solutions for prediction, rather than the PS center only, MDP strategy. The MDP strategy constructs multiple time series models based on historical information provided by the representative individuals in the previous two environments to predict a number of evolutionary directions (trajectories). In this way, the movement or dynamics of the PS can be predicted sufficiently.
The details of the prediction method are given as follows.
K } be two representative individual sets at time instances t and t − 1, respectively. For an individual c i t (i = 1, . . . , K ) in C t , the proposed strategy first seeks its nearest representative individual in set C t−1 , denoted as c j t−1 , which is regarded as the parent of c i t . Herein, the Euclidean distance is measured. Then, the evolutionary direction of individual c i t is estimated based on the movement from c j t−1 to the current position as follows:
From (6), each representative individual has its own evolutionary direction determined by the individual and its parent. Furthermore, all these directions are beneficial to building the scenario of the new PS. Since the representative individuals obtained by the method proposed in Section III-A have a good performance in depicting the PS, the multiple directions are likely to precisely show the change trend of the PS.
C. Generation of the Predicted Individuals
We attempt to generate a number of individuals around the predicted PS to achieve a rapid response to the environmental change in the evolutionary search. These predicted individuals are also expected to help the population converge to the new true PF with good distribution. Once an environmental change is detected, the following process is carried out.
Let the current population be P t of size N P , the current optimal set be PS t of size N, the representative individual set at time t be C t = {c t 1 , . . . , c t K }, and the predicted evolutionary direction set be c = { c t 1 , . . . , c t K }. For an individual, x t+1 i , which belongs to the jth cluster, its new candidate, x t+1 i , can be generated as follows:
where i = 1, 2, . . . , K, and ε t ∼ N(0, σ t ) is a random number created from a normal distribution of mean 0 and variance σ t , which is calculated according to the following expression:
Following the above process, N new candidates can be generated to predict the new location of the PS. To improve the diversity of the population, the rest N P − N individuals are randomly generated in the decision space. These solutions together constitute the initial population for evolutionary search in the new environment, which are expected to help rapidly locate a well-distributed PS in the new environment.
IV. MDP-BASED PARTICLE SWARM OPTIMIZER
In principle, the MDP strategy can be embedded in any population-based meta-heuristics for DMOPs. Without loss of generality, we embed MDP into a PSO framework for dynamic multiobjective optimization to verify the effectiveness of MDP for dynamic optimization. Before giving the framework of the whole procedure, a strategy for adaptively determining the number of representative individuals is first presented to further enhance the performance.
A. Adaptive Election of Representative Individuals
The optimal number of representative solutions for predicting the new locations of the Pareto optimal solutions in the PS may depend on the shape of the PF and the severity of the change in the PS when there is an environmental change. In the following, we propose a mechanism for adaptively determining the number of representative solutions. To this end, we define a measure for reflecting the severity of environmental changes, δ(t), which is indicated by the degree of the change in the objective values of N individuals before and after the environment change
where
is the jth objective value of individual i in the archive at the gth iteration, u j (g) and l j (g) refer to the maximal and the minimal values on the jth objective at the gth iteration, respectively.
Based on the severity of the environmental change defined above, the number of representative individuals, K, can be calculated. The basic idea is that the more severe the environment change is, the more representative individuals should be chosen, and vice versa. More specifically, the value of K is determined as follows:
where K 1 and K 2 are the lower and upper limits of K. According to Section III-A, we set K 1 = M +1. A too large or small value of K 2 will both pose a negative influence on the 
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16: performance of the algorithm. By realizing some preliminary experiments shown in the supplementary material, we finally set K 2 = 3M.
B. Proposed PSO Framework
The PSO framework incorporated with the MDP strategy for dynamic multiobjective optimization is presented in Algorithm 2. First, the swarm is initialized by randomly generating N P particles in the search space (lines 2-6). With respect to change detection, according to [33] , an environmental change can be detected by reevaluating the location of p g at each iteration. When the current fitness value of p g varies from its stored one at the last iteration, it is recognized that an environmental change occurs (lines 11 and 12). If a change occurs, recall the change response procedure described in Algorithm 3, generate an initial swarm for the PSO optimizer (line 13), and the current time instance comes to t + 1 (line 14); otherwise, optimize the tth MOP by using the PSO optimizer for one generation, at the beginning of which period, the personal best particle (line 20) and the global best particle (line 21) are updated. Then, the location and the velocity of each particle are updated (line 22). This process is described in the Appendix. If the number of nondominated solutions is larger than the size of archive N (line 29), the crowding distance [34] is calculated for all the |Ar| particles, and N individuals with the largest crowding distance are retained. the stopping criterion has been met, the program is terminated and the PS is output; otherwise, go to line 10.
As shown in Algorithm 3, in case that there is an environmental change, the fitness values of individuals at the last iteration are reevaluated under the new environment, and the degree of the change is obtained according to (9) (line 4). Next, K representative individuals are chosen (line 6) to build up K evolutionary trajectories (line 7), which are used to generate N new candidates as a part of the initial population for the new environment combined with (N P − N) individuals randomly generated in the initial population (line 8). Finally, complete boundary checks for individuals in the swarm.
C. Complexity of the MDP Framework 1) Analysis of the Proposed Selection Process:
Since the complexity of calculating the distance between each pair of individuals in the PS is much higher than that of comparing these distances, the complexity of the proposed method is determined by that of calculating all the distances. Taking the worst case into consideration, only one individual is chosen to generate a cluster each time. First, the calculation of the distance between each of (N − M) individuals and each of M representative
individuals costs O((N − M)M). Then, it takes O((N − M − 1)(M + 1)) to obtain the (M + 1)th cluster, and O((N − K)K) to achieve the Kth cluster. The total computational complexity of the above process is O((N − M)(K − M)).
Since N K > M, the computational complexity of the proposed method can be simplified as O(NK), which is very computationally efficient. This can be attributed to the fact that it seeks representative individuals with a good diversity resulting from the segmentation style of a cluster.
2) Analysis of MDP framework Over One Generation: In Algorithm 2, the computing overhead is O(MN P
2 ) for the first loop (lines 2-5). For the second loop (lines 7-35), the computation complexity is mainly concerned with fitness calculation. At the first stage (lines [8] [9] [10] [11] [12] 
, it takes O(MN D ). Then (line 14), it costs O(NK) for change response as discussed in Section IV-C1. Following that (lines 16-29), the searching process completed by the optimizer spends O(MN P
2 ) on fitness computation and on average O(N 2 lg N) [35] , [36] on elitist preservation. As a result, the computational complexity of the MDP framework is O(MN P 2 ) or O(N 2 lg N), depending on whichever is larger. Jiang and Yang [36] have pointed out that under fast-changing environment, the complexity would reach O (N 2 lg N) .
V. EXPERIMENTAL SETTINGS
A. Algorithms Under Comparison
To evaluate the performances of the proposed MDP strategy in dynamic multiobjective optimization, we compare it with three popular (d)MOEAs, dynamic nondominated sorting genetic algorithm II (dNSGA-II) [37] , steady-state and generational EA (SGEA) [36] , and dynamic multiobjective PSO (DMOPSO) [38] , and one classic multiobjective EA, MOEA based on decomposition (MOEA/D) [39] . It should be emphasized that by comparison between DMOPSO and MDP, we can see clearly whether the proposed prediction strategy, MDP, or the standard PSO, contribute more to the good performance since MDP is incorporated into DMOPSO. Besides, to investigate the efficiency of the proposed clustering method in Section III-A, we also take a K-means clustering-based method (denoted as Kmeans) proposed by Halder et al. [17] into consideration for comparative study. Moreover, four popular change response methods, PPS [26] , PPS-Lin (in Section II-A), RPS [24] , and RIS [24] , are incorporated into PSO due to useful properties that PSO has demonstrated in addressing DMOPs [40] , [41] to complete comparative of the proposed MDP. The settings of those four strategies are presented in the supplementary material.
Similar to [16] and [36] , the experiments are conducted for various combinations of change severity levels and frequencies, i.e., (n t , τ t )=(5,10), (10, 10) , and (20, 10) , in order to study the influence of the change frequency on algorithms' ability in dynamic environments. Each algorithm is run independently 20 times on each test instance, and the algorithm is stopped when t > 200, t > 100, and t > 50 according to the above settings of the frequency. At each generation, 5% solutions randomly selected from the PS are re-evaluated for detecting environment changes (i.e., N D = 5% * N) [23] , [30] . In this paper, the dimensionality of the decision space of the test problems is set as n = 10 as Farina et al. [23] have done. The swarm size is N P = 150, and the archive size (the PS size) is N = 100 like the settings in [22] and [35] .
B. Test Instances
We compare the algorithms on 11 test problems with two or three objectives, among which there are three newly proposed problems. They are FDA1-5 proposed by Farina et al. [23] , a variant of FDA1 without an adjustable parameter (Fun7), a variant of FDA2 with the adjustable parameter of [0.5] (Fun8), another variant of FDA2 (Fun9), F8 proposed by Zhou et al. [26] , JY5 proposed by Jiang and Yang [16] , and GTA1a proposed by Gee et al. [13] . The details of the three proposed test problems are listed in Table I , whose types can be analyzed according to [23] . The reason behind employing the two variants of FDA1, Fun7, and Fun8, lies in that they correspond to the two occasions, namely, rotating with the origin of the coordinate system and the PS center. When adding the adjustable parameter for g(x I ), we can adjust the cross In Table I , both PF and PS of all the three test cases change over time. A difference lies in that the PSs of Fun7 and Fun9 rotate with the original center of the coordinate system, whereas that of Fun8 rotates along the PS centroid. During their changes, the shapes of the PSs remain unchanged.
C. Performance Metric
For assessing the performance of convergence and diversity of solutions obtained by different prediction strategies, Zhou et al. [26] introduced the MIGD metric, where the average IGD value of a period of time is calculated. We present more details of the MIGD metric in the supplementary material.
Since the IGD metric depends mainly on the closeness, distribution, and coverage of an approximation to the true PF, the SP and HVD metrics combined with MIGD can help us deeply and comprehensively understand the performances of each algorithm [36] . The spacing metric (SP) [42] is employed to compare the distribution throughout the optima obtained by all the six (d)MOEAs. The HVD metric [36] is the difference between hypervolume of the obtained PS and the true PS to measure the convergence of the obtained PS.
Furthermore, to qualify whether there is significance difference between solutions produced by the proposed prediction method and the one such as [26] , the t-test at the 0.05 significance level is engaged. If its value is smaller than 5%, then one concludes that a significant difference between the two exists; this observation is labeled as "+" after the value. Otherwise, there is a "−" after the result value. Tables II-IV list Table II shows the following. 1) MDP obtains the best results for the majority of test instances in terms of the SP metric, indicating that MDP achieves solutions with a better performance in uniformly distributing along the true PF than the compared algorithms. 2) MDP mainly loses good distribution for FDA2 and FDA3, when the environment changes rapidly (i.e., τ t = 5 or 10), for which dNSGA-II shows a superior performance in distribution.
A. Combined With Popular (d)MOEAs
3) The SP value of dNSGA-II for FDA3 when τ t = 10 is slightly smaller than that of MDP, the t-test value indicates that there is no significant difference between these two solution sets. 4) For Fun7, SGEA achieves slightly better SP values than MDP when τ t = 5 and 10, implying that for an optimization problem with a rotating PS, strategies with the aim of improving the performance of MDP in distribution are expected. 5) For complex dynamic problems like F8, JY5, and GTA1a, optima obtained by MOEAD usually exhibit better diversity. Compared to that, our method, MDP, should incorporate some strategy to improve the diversity of optimal solutions when dealing with complex DMOPs. It is worth noting that compared to K-means, whose number of clustering centers is fixed with a large computational complexity of O(N I 2 k), where N I represents the number of individuals to be clustered, and k means the number of clusters. In this paper, N I = N and k = K. The proposed clustering method with an adaptive number of representative individuals is suitable for dynamic scenarios, even though it shows a poor performance in distribution for FDA4, and Fun7 with a rapid environment change. For the other instances like FDA2, FDA5, and GTA1a, MDP achieves solutions with a remarkably better performance in distribution than Kmeans. For complex problems such as F8, JY5, and GTA1a, MDP obtains better HVD results than DMOPSO no matter what the frequency is. For some complex cases with both changed PSs and PFs, like FDA5, JY5, and GTA1a, when the environmental changing speed is fast (the frequency value is 5), MDP always achieves a set of optima with noticeably better convergence than those produced by DMOPSO. This indicates that after adding the strategy proposed in Section III, the convergence speed of DMOPSO can be greatly improved. When the changing speed is low with the frequency value of 20, SGEA obtains better results than MDP in some cases like FDA1, FDA5, and F8, suggesting that for DMOPs with translational PSs, when the changing speed is not high, the prediction method employing only the centroid individual is sufficient to well trace the change.
From Table III: 1) MDP performs well in terms of convergence for most test instances, especially those with rotating PSs, suggesting that the prediction strategy incorporated into MDP is effective; 2) For Fun7 with all the frequencies of the environment change, MDP achieves a better performance in terms of the HVD indicator than the compared algorithms, especially K-means; 3) SGEA outperforms MDP on FDA2 and FDA5, no matter what the change frequency is, suggesting that improving the performance of MDP in convergence is of necessity for DMOPs with changing PFs; 4) MDP greatly improves the convergence of DMOPSO in almost all test cases with any changing frequency, suggesting that by incorporating the proposed prediction strategy into it, PSO can trace dynamic environments with better convergence. The MIGD metric measures the performance of a solution set in terms of both convergence and distribution. As a result, if an algorithm achieves solutions with a poor performance in diversity, it is possible that it exhibits a good MIGD value on account of a superior performance in convergence. For example, SGEA has an average SP value of 3.5744E-2 for FDA5 with 50 environment changes, which is worse than 2.9009E-2 obtained by MDP, whereas the former obtains an average HVD value of 1.3933E+0, 10% smaller than MDP. Under this circumstance, SEGA still achieves a better MIGD value than MDP (2.3052E-1 versus 2.9917E-1). For FDA2, SGEA obtains the best HVD value, and dNSGA-II, DMOPSO, and MOEA/D also obtain better results than MDP when the environment changes rapidly, implying that a large gap is left to improve the performance of MDP when tackling DMOPs with changing PFs.
The following observations are drawn from Tables III and IV , approximately consistent conclusions can be drawn from the HVD and MIGD indicators. Although MDP achieves comparatively good SP values for FDA2, FDA4, and FDA5 at a small change frequency, like dNSGA-II, SGEA, and DMOPSO, its MIGD values are slightly worse than those of the three compared algorithms due to its inferior performance in convergence. Generally, MDP has promising performances in both convergence and diversity for almost all the test instances.
Note that neither MOEA/D nor any (d)MOEA is as good as MDP for the two modified test instances, despite that some optimizers indeed obtain solutions with a better performance in distribution than MDP. Taking Fun7 as an example, when τ t = 5, MOEA/D achieves a smaller average SP value of 9.1099E-2, whereas its average HVD value is approximately double that of MDP. This also corresponds to the results of the last three complex cases, even though optima obtained by MOEAD have good distribution in the variable space, their convergence is inferior to other methods. This explains why the MIGD values of MOEAD are not as good as the SP values, suggesting that it is hard for MOEAD to tackle changes well within limited number of generations. It is also worth emphasizing that for Fun9, SGEA achieves a better average MIGD value than MOEA/D, dNSGA-II, and K-means, since both its SP and HVD values are better than those of the other four algorithms. This might be attributed to the PS centerbased prediction strategy. However, most results assessed in terms of these three metrics obtained by MDP outperform those obtained by SGEA, implying the superiority and the adaptability of MDP for various changes of the PS. Finally, since the SP, HVD, and MIGD values obtained by MDP are smaller than those of K-means for most scenarios, we can conclude that the strategy of adaptively adjusting the number of clusters is more suitable for DMOPs than that of the fixed number of clusters.
B. Further Discussion
To further understand the performances of the proposed MDP, we take a closer look into the tracking dynamics of the prediction strategies under comparisons. We first compare the IGD values obtained at each time by all the five prediction strategies. Then, some initial populations obtained by all the compared strategies, as well as the final populations after 30 generations by MDP for each newly designed DMOP are presented. Fig. 4 depicts the IGD profile averaged over 20 runs of MDP, PPS-Lin, RPS, RIS, and PPS for the eight test problems designed in this paper. We can make the following observations from Fig. 4 .
First, when t ≥ 21, MDP considerably outperforms the other four strategies for almost all the test instances in terms of the IGD value. In addition, when t ≥ 21, the IGD values of solutions obtained by MDP slightly fluctuate at a low level, indicating that the proposed method is able to track the environmental change efficiently and effectively.
Second, prediction strategies based on the PS center perform unsatisfactory since their average IGD values are much larger than those of the other three prediction methods, and are even larger than the values obtained by RIS under some circumstances. These results indicate that the PS center-based prediction strategies are unsuitable for a DMOP whose PS rotates. For Fun7 with a PS rotating around the origin of the coordinate system, RPS achieves better results than RIS. However, for Fun8, RPS achieves as poor results as RIS, suggesting that for a DMOP whose PS rotates around the PS center, a prediction strategy in which each individual seeks its own evolutionary direction according to the direction of its nearest neighbor in the previous environments cannot accurately predict.
Similar conclusions can be drawn from Figs The results indicate that the proposed MDP has achieved consistently better results than the compared state-of-the-art methods for a DMOP with a rotating PS as the environment changes and is not worse than any compared prediction strategy. Overall, MDP, RPS, PPS-Lin, and PPS have better performances than RIS for DMOPs with linearly correlated decision variables. Therefore, the proposed strategy, MDP, is highly competitive when tackling both simple and complex problems, especially those with the rotating PSs.
VII. CONCLUSION
We have proposed a multidirectional prediction strategy to enhance the performances of population-based metaheuristics in solving DMOPs. Every time when an environmental change occurs, a part of the population is reinitialized by the prediction strategy, and the rest will be filled with randomly generated individuals. The proposed strategy uses multiple directions determined by multiple representative solutions coming from the previous environments to predict the new location of Pareto optimal solutions in the decision space, around which candidates are generated to reinitialize the population whenever there is an environmental change. To best describe the shape of the PS in the new environment, the number of predicted individuals is adjusted according to an estimated dynamic changes of the environment. Additionally, a new clustering method is presented in MDP, with the purpose of describing the shape of the PS with a low computing overhead.
To test the effectiveness of the proposed strategy, three new test functions are designed by modifying existing test problems for dynamic multiobjective optimization. As demonstrated in the experimental studies, the proposed strategy is very competitive compared to the number of the existing state-of-the-art prediction strategies, as well as five popular (d)MOEAs, and clearly outperforms its peers especially for those having rotating PSs when the environment changes. To better understand the usefulness of the proposed prediction strategy, the results obtained by standard PSO are investigated and compared. The results reveal that MDP greatly improves the performance of standard PSO in addressing DMOPs. It should also be pointed out that even though MDP can obtain a set of dominated optima, the distribution of these optima are expected to be increased when dealing with complex DMOPs.
It is worth noting that various environmental changes in real-world applications are irregular, which makes the proposed method difficult to predict the new location of the PS when the environment changes. With this regard, as suggested in [43] , it might be desirable to seek solutions with slowly changing for an environmental change, which are known as robust solutions over time. It is of great interest to strike a good balance between tracking a changing PF as fast as possible and seeking optimal solutions with slow changes when the environment changes.
Moreover, we only consider the situations when two consecutive changes are similar and linear in the decision space in this paper. More investigations are required in the future to make the proposed method applicable to more practical cases. What if we combine online learning methods with prediction for dealing with complex dynamic optimization problems? Herein, online learning methods aim at investigating the fundamental changing shapes rooted in history and providing useful guidance for prediction. The prediction models and the optimizers are selected automatically corresponding to the changing shapes with purpose of making a more accurate estimation for further evolutions. From the perspective of dynamic optimization, an initial population which is close to or even covers the true optimal set under the new environment is expected to be obtained. Additionally, the complexity may lie in the step change of the PS, discontinuous points existing on the PS, multiple changing ways of the PS with time (more than translation or rotation), with missing information in history, changes in the dimension of the variable space, or with varying number of objectives. These aspects are not rare in practice. Furthermore, for practical dynamic problems, how to provide an optimal solution based on a set of optimal ones should be taken into account. The decision makers' priorities should also be considered. 
