Introduction and notation
Let (Ù, F , (F n ), P) be a probability space equipped with a discrete filtration (we will assume that F 0 ¼ f˘, Ùg). Suppose that (M n ), (N n ) are Hilbert-space-valued martingales with difference sequences (d n ), (e n ), respectively, and M 0 ¼ N 0 ¼ 0 almost surely (a.s.). Burkholder's famous result (see Burkholder 1988 Burkholder , 1989 states that if (M n ) is differentially subordinated by (N n ), that is, with probability 1, jd n j < je n j, then we have the following inequalities: for all t . 0 and all natural n, tP(jM n j > t) < 2EjN n j
(the so-called weak-type inequality) and, for any 1 , p , 1 and any natural n,
H Ö as a set of such H-valued random variables X , such that for some å . 0, EÖ(åjX j) , 1:
The set L H Ö is a Banach space with a norm kX k Ö ¼ inf c . 0 : EÖ jX j c < 1
& '
:
We now introduce the following essential idea.
Definition 1. We say that a martingale (M n ) is weakly dominated by a martingale (N n ) if, for any non-decreasing convex function ö : R þ ! R þ and any n > 1, we have, almost surely, E(ö(jd n j)jF nÀ1 ) < E(ö(je n j)jF nÀ1 ):
We will write M 0 C N .
Such domination generalizes the subordination as well as tangency of martingales and leads to other interesting (and much weaker) dominations, as we will see. The weak domination was investigated by Stephen Montgomery-Smith and Shih-Chi Shen (n.d.), where the strongtype inequality in this setting was proved. We will generalize this result to the inequality between Orlicz norms of weakly dominated martingales and, in particular, obtain that the strong-type inequality holds with a constant C p of order p as p ! 1 and 1=( p À 1) as p ! 1 þ , which is optimal, since it is already optimal in the case of subordinated martingales. Moreover, we prove weak-type inequality and give further extensions and applications. Our paper refines the results given by Woyczyński (1989, 1992) , as the weak domination generalizes the conditions on martingales investigated in these papers. For other related results concerning tail probabilities, see, for example, de la Peña (1993) .
The paper is organized as follows. The next section is devoted to the inequality between Orlicz norms of weakly dominated martingales; Burkholder's method turns out to be very useful in this setting. In particular, we obtain the strong-type inequality and, as a byproduct, the weak-type inequality. In Section 3 we show that the assumption of weak domination may be replaced by much weaker conditions.
We then present some applications: we obtain that, for p > 2, the strong-type inequality (2) holds for martingales (M n ), (N n ) satysfying the following condition: for any positive integer n, with probability 1,
The constant in the inequality is of optimal order O( p).
Inequalities for dominated martingales
As a second application, we prove that for Gaussian martingales the weak and strong (1 , p , 1) type inequalities (1), (2) hold if we assume that for any positive integer n > 1, almost surely,
The constant in the strong-type inequality is of optimal order O( p) as p ! 1 and O(1=( p À 1)) as p ! 1 þ . In the final section we present some remarks concerning best constant in the weak-type inequality and present some arguments which lead to the special functions u ,2 , u .2 , defined below.
The inequality between Orlicz norms

Two basis functions
We start by defining two important functions. Let
where
It is straightforward to verify the following remarkable identity:
We now prove the fundamental property of these functions.
Proof. Let u ¼ u ,2 or u ¼ u .2 . We will prove that u has the following crucial property: for any (x, y) 2 H 2 , there exist operators A x, y , B x, y 2 H Ã and a convex non-decreasing function ö ¼ ö x, y : R þ ! R such that, for any h, k 2 H, we have the inequality
First, we consider the case
. Suppose, then, that y 6 ¼ 0 and take
The functionû u is obviously convex and it is easy to check that u >û u, with equality on the set D c [ @ D. Therefore, we have
Assume, then, that (x, y) belongs to D. We will prove that (7) holds with
The function s 7 ! 9s 2 À ö(s) is non-decreasing; in particular, we have ö(s) < 9s 2 .
or, equivalently,
If jhj < 1 À jyj, the right-hand side is equal to 0 and the left-hand side is non-negative. For jhj . 1 À jyj, we have
and (9) holds: the function s 7 ! 9s 2 À ö(s) is non-decreasing.
Hence, it suffices to show that 0 > À9jxj
If jhj < 1 À jyj, then the inequality holds true. Suppose, conversely, that jhj . 1 À jyj. Fix jx þ hj and x. The right-hand side is a non-decreasing function of jhj; hence, it is maximal for jhj ¼ jx þ hj þ jxj and then
or, after simplifications,
This inequality holds: for (x, y) 2 D we have 1 À jxj À jyj > 0 and 2jhj
2 and we may write
Suppose, then, that jhj . 1 À jyj and consider a vector
We may use (11) for h9, because jh9j ¼ 1 À jyj:
and we have
Hence the proof for u ¼ u ,2 is complete. The case u ¼ u .2 follows easily from the preceding case due to formula (5). Let us write (7) for ( y, x), (k, h):
Adding the equality
yields the desired result. Note that in this case the function ö ¼ ö x, y is given by
for (x, y) 2 E. These functions are convex. We now turn to inequalities (6). Fix n > 1, put in (
k ¼ e n and take conditional expectations with respect to F nÀ1 ; we obtain
h Remark 1. In the proof we use the condition (3) only for special functions ö defined by (8) or (12); therefore the inequality Eu ,2 (M n , N n ) > 0 (or Eu .2 (M n , N n ) > 0) holds if we assume that (3) holds for the ös defined by (8) (or (12)). This will be taken up in Section 3.
As a corollary we will prove the weak-type inequality.
Theorem 1. For all martingales (M n ), (N n ) taking values in the Hilbert space H, such that M 0 C N , and any t . 0, we have
Proof. We will show that
If
which is (14). If (x, y) = 2 D and j yj < 1, then we must prove that
which reduces to a trivial inequality 16j yj þ 1 À I jxj>1=3 > 8j yj 2 . The only remaining case is (x, y) = 2 D and j yj . 1. Then the inequality (14) takes form 18j yj À I jxj>1=3 > 18j yj À 9, which again is trivial.
Suppose now that (M n ), (N n ) are two martingales such that M 0 C N , and fix t . 0. Then the martingale (M n =3t) is weakly dominated by the martingale (N n =3t). Therefore, by (14) and Lemma 1,
which is the claim. h
The main result
In this subsection we will compare the Orlicz norms of two weakly dominated martingales. Let Ö: R þ ! R þ be a convex, twice continuously differentiable function such that
Our main result is the following.
Theorem 2. Suppose that the function Ö satisfies one of the following conditions:
and there exists C . 0 such that
(B) Ø -. 0, Ö0(0) ¼ 0 and there exists C . 0 such that
Then for all martingales (M n ), (N n ) taking values in the Hilbert space H, such that M 0 C N , the following inequality holds true:
( Remark 2. Conditions (A) and (B) appear complicated and it is difficult to verify inequalities (15), (16). The following easier conditions imply (A) and (B), respectively.
(A9) lim t!1 Ö0(t) ¼ 0 and there exists C . 0 such that
(B9) Ö0(0) ¼ 0 and there exists C . 0 such that
Proof of Remark 2. Suppose that (A9) holds and C satisfies (17). We have
We will prove that
which is stronger than (15), because Ø9 is non-decreasing. It suffices to show that for all s . 0 we have
Hence f (0) ¼ f 9(0) ¼ 0 and f is concave. Therefore it is non-positive. Assume now that (B9) holds and C satisfies (18). We have
hence f is convex. In addition, f (0) ¼ f 9(0) ¼ 0, so f is non-negative and the proof is complete. h
We now are ready to define an important class of functions. If Ö satisfies (A), then we take
If Ö satisfies (B), then we define
These functions will henceforth be called Burkholder functions (with respect to Ö). In the lemma below we derive the formulae for w Ö .
Otherwise, if (B) holds, then
Inequalities for dominated martingalesProof. We only prove the formula for when (A) holds; the calculations for when (B) holds are analogous. By the definition of u ,2 ,
Integrating by parts, using
h Proof of Theorem 2. Suppose that (A) holds and C satisfies (15). We will prove that for all (x, y) 2 H 2 we have
As Ew Ö (M n , N n ) > 0 (which follows from the definition of the function w Ö and Lemma 1), this will prove that
which yields the inequality from the theorem. Fix y and let s ¼ 3jxj. We must show that the function f given by
The function Ø0 is decreasing, hence f has maximum in s such that Cs ¼ s þ jyj. This maximal value is equal to
which is non-positive due to (15). We will skip the proof of the case where (B) holds as it is tedious and very similar to that of (A). We wish only to mention that in this case the 'dual' inequality to (19) is
h
As an application, we will use Theorem 2 to obtain the inequality between pth moments of weakly dominated martingales. Let p 2 (1, 1), p 6 ¼ 2 and set
À1 t p and inequalities (15), (16) take form
Hence in both cases 1 , p , 2, 2 , p , 1 the best constant C we can get from our proof is defined by the equation
Theorem 2 yields the strong-type inequality with C p ¼ (3(C À 1)) À1 for 1 , p , 2 and C p ¼ 3(C À 1) for p . 2; before we state this as a theorem, let us study the asymptotics of C p . Let
Equation (21) can be rewritten in the form
Hence, s 0 2 (1= p, 1).
Lemma 3. Let K be a positive real number such that
(i.e. K % 2:04). The asymptotics of A p is as follows: A p =( p À 1), considered as a function of variable p, is increasing, and
Proof. If we take the logarithm of both sides of (22), we get
Now differentiate over p; after some simplifications we obtain
Let us investigate the function
We have
But f 9 is non-negative:
Hence f is non-decreasing; it is also non-negative, therefore there exists a finite limit
Dividing both sides of (22) 
and if p ! 1 þ , we see that g must satisfy the equation 8 ¼ 1= g À 1, hence g ¼ 1 9 and f > 1 9 . On the other hand, s 0 . 1= p, hence f is bounded from above by 1 and there exists the finite limit g ¼ lim p!1 f ( p). Moreover, s 0 ! 0 as p ! 1. Therefore,
Thus we have proved the following:
Theorem 3. Let (M n ), (N n ) be two martingales as in Theorem 2. Then for any n > 1, we have
3. Weakening the assumptions in Theorems 1-3
The crucial part of the proofs of all the theorems is Lemma 1. Following Remark 1, Theorem 2 holds true if for any n > 1, t . 0, (x, y) 2 H 2 , we have
where ö x, y is defined by (8) or (12), depending on whether (A) or (B) holds. Moreover, this assumption may be further relaxed; in the proof of the Theorem 2 we integrate the functions u ,2 , u .2 with the kernel s 7 ! js 2 Ø -(s)j; hence, we also integrate the inequalities (13) to obtain
Therefore, the following inequality for 'integrated' ö is sufficient: for all x, y,
We now turn to Theorem 3, where we may derive the formulae for the function Ç. For
Proof. The following equation can easily be verified: for a, b . 0, p . 1, we have
Let 1 , p , 2. If t , 3jxj þ jyj, then (x=t, y=t) = 2 D and ö x= t, y= t 0, so
If t > 3jxj þ jyj (or (x=t, y=t) 2 D), then we have
If, conversely, s . 3jxj, then for t , s þ jyj we have
which, by (31), used with a ¼ 3jxj þ jyj and b ¼ s À 3jxj, is equal to
as required. Again we skip the remaining part (for p . 2), which can be proved in the same manner. h
We will formulate the weakened conditions in terms of the following functions:
Moreover, for 1 ,
The function ł Á, r has the following property: for º . 0, s . 0, we have
Theorem 4. In Theorem 2 it suffices to assume that, for all n > 1 and any r 2 R þ we have
Moreover, Theorem 3 holds if, for any n > 1, AE 2 [0, 1] and â 2 R þ , we have
Theorem 1 holds if, for all n > 1 and any r 2 R þ , we have
Proof. Suppose Ö satisfies (A). It is enough to show that, for any (x, y) 2 D, n > 1 and t . 0, we have E ö x= t, y= t jd n j t jF nÀ1 < E ö x= t, y= t je n j t jF nÀ1 a:s:
If (x=t, y=t) = 2 D, then ö x= t, y= t 0 and the inequality holds. If (x=t, y=t) 2 D, then t > j yj and, as one can easily verify, we have the identity ö x= t, y= t s t ¼ 9 t 2 ł ,2, tÀj yj (s), which yields (37) and also implies the weak-type inequality. When (B) holds, the proof is similar.
We will now deal with the second statement. It suffices to show that, for any (x, y) 2 H 2 and n > 1, we have E(Ç p,x, y (jd n j)jF nÀ1 ) < E(Ç p,x, y (je n j)jF nÀ1 ) a:s:
For 1 , p , 2 it is an immediate consequence of the equation
For p . 2 we use the fact
for
h 3.1. Burkholder-Rosenthal-type inequality Burkholder (1973) proved the following inequality: for p > 2, any positive integer n and any real-valued martingale (M n ) with difference sequence (d n ),
The best order of the constants c p and C p as p ! 1 is O( p) and O( p=ln p) (see Hitczenko 1990) . For extensions of this inequality see de la Peña et al. (2003) and references therein.
as required; if s . ª, then s , 2s À ª and
h Proof of Theorem 5. Let w p be the Burkholder function with respect to Ö(t) ¼ t p . Unfortunately, inequalities (28) do not hold under the assumptions of Theorem 5. We will modify the function w p ; consider a function w: H 2 ! R given by
By (20), we have
Therefore w < v, where v:
Therefore it suffices to prove the inequality Ew(M n , 2N n ) > 0. We have, by (26),
We will show, that for any x, y 2 H and any centred bounded variables X , Y , taking values in Hilbert-space H, such that
we have EÇ p,x,2 y (jX j) < EÇ p,x,2 y (j2Y j) þ 18( p À 1) pÀ3 E j2 y þ 2Y j p À j2 yj p À pj2 yj pÀ2 (2 y, 2Y ) À Á :
This will immediately imply that the right-hand side of (43) is non-negative almost surely. Divide both sides of the inequality above by 18(jxj þ 6j yj) p =( p À 1) and substitute
Then, by (39) and (40), we obtain the following inequality to prove:
E-p,AE (jX j) < E-p,AE (jY j) þ ( p À 1) pÀ2 E(j y þ 2Y j p À jyj p À pj yj pÀ2 ( y, 2Y )):
But E-p,AE (jX j) < E-p,0 (jX j), as for any s > 0 the function AE 7 ! -p,AE (s) is non-increasing. Therefore, by Lemma 6 we have
Now we apply the second inequality from Lemma 6 with ª ¼ jyj; we may bound the expression from above by
2 (2jY j) 2 I f2jY j<2j yjg þ (2jY j À jyj) p I f2jY j.2j yjg , which, due to Lemma 6, does not exceed
Gaussian martingales
The purpose of this subsection is to prove the strong-and weak-type inequalities for Gaussian martingales. We start from the definition.
Definition 2. A martingale (M n , F n ) is Gaussian if for any n > 1 the conditional distribution of d n with respect to the ó -algebra F nÀ1 is Gaussian almost surely.
We now introduce a new domination.
Definition 3. Let (M n ), (N n ) be (F n )-martingales taking values in Hilbert space H. We say that (M n ) is variance-dominated by (N n ) if, for any n > 1, we have E(jd n j 2 jF nÀ1 ) < E(je n j 2 jF nÀ1 ) a:s:
First we prove a lemma which enables us to relate the variance domination with the 'weakened' domination from Theorem 4. 
where ł r ¼ ł ,2, r is given by (32).
