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Abstract
Face image synthesis is an important problem in the biometrics and computer vision
communities due to its applications in law enforcement and entertainment. In this thesis,
we develop novel deep neural network models and associated loss functions for two face
image synthesis problems, namely thermal to visible face synthesis and visual attribute to
face synthesis.
In particular, for thermal to visible face synthesis, we propose a model which makes use
of facial attributes to obtain better synthesis. We use attributes extracted from visible im-
ages to synthesize attribute-preserved visible images from thermal imagery. A pre-trained
attribute predictor network is used to extract attributes from the visible image. Then, a novel
multi-scale generator is proposed to synthesize the visible image from the thermal image
guided by the extracted attributes. Finally, a pre-trained VGG-Face network is leveraged to
extract features from the synthesized image and the input visible image for verification.
In addition, we propose another thermal to visible face synthesis method based on self-
attention generative adversarial network (SAGAN) which allows efficient attention-guided
image synthesis. Rather than focusing only on synthesizing visible faces from thermal
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faces, we also propose to synthesize thermal faces from visible faces. Our intuition is
based on the fact that thermal images also contain some discriminative information about
the person for verification. Deep features from a pre-trained Convolutional Neural Network
(CNN) are extracted from the original as well as the synthesized images. These features
are then fused to generate a template which is then used for cross-modal face verification.
Regarding attribute to face image synthesis, we propose the Att2SK2Face model for
face image synthesis from visual attributes via sketch. In this approach, we first synthe-
size facial sketch corresponding to the visual attributes and then generate the face image
based on the synthesized sketch. The proposed framework is based on a combination of
two different Generative Adversarial Networks (GANs) (1) a sketch generator network
which synthesizes realistic sketch from the input attributes, and (2) a face generator net-
work which synthesizes facial images from the synthesized sketch images with the help of
facial attributes.
Finally, we propose another synthesis model, called Att2MFace, which can simultane-
ously synthesize multimodal faces from visual attributes without requiring paired data in
different domains for training the network. We introduce a novel generator with multimodal
stretch-out modules to simultaneously synthesize multimodal face images. Additionally,
multimodal stretch-in modules are introduced in the discriminator which discriminate be-
tween real and fake images.
Primary Reader and Advisor: Prof. Vishal M. Patel
Secondary Reader: Prof. Rama Chellappa and Prof. Carlos Castillo
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Face image synthesis is a widely studied problem in the computer vision and biomet-
ric research communities due to its applications in forensic, entertainment, and security.
Face image synthesis studies the problem of how to train a generative model to generate
facial samples. In particular, given a large collection of facial image data, a generative
model is trained to generate diverse photo-realistic samples that match the given observed
data distribution. Extracting meaningful representation of the data is significantly impor-
tant to synthesize the data distribution. Recently, deep learning-based generative models
have shown remarkable progress in data synthesis. Variational Autoencoder (VAE) [5, 6]
is designed to solve this problem by maximizing the lower bound of data likelihood. Au-




Generative adversarial networks (GANs) [9] are another class of deep generative mod-
els that are utilized to synthesize realistic images by effectively learning the observed im-
age distribution. A GAN consists of two parts – a generator and a discriminator that are
trained iteratively. The discriminator is trained to distinguish between real samples from
the true data distribution and the fake samples produced from the generator. The advances
of GANs are explored in various applications like attribute manipulation [10–12], face
frontalization [13–15], and super-resolution [16, 17].
In this thesis, the following three face image synthesis problems are studied. Generat-
ing high-resolution facial images from visual attributes is an extremely difficult problem
because the model is required to learn the mapping from a very semantically abstract space
to a diverse and complex RGB image space. This task requires the generated images to
be not only realistic but also semantically meaningful. Existing generative models [18–20]
either fail in generating photo-realistic images or produce images which don’t match the
attributes that are used to synthesize images. In addition, generating high-resolution fa-
cial images is difficult. Simply adding more upsampling layers usually leads to unstable
training and meaningless outputs [21, 22].
Generating multimodal facial images from visual attributes is another challenging prob-
lem which we address in this thesis. Collecting paired multimodal face images is very ex-
pensive and difficult [23,24]. A model that can simultaneously generate paired multimodal
face images based on the visual attributes is significant in many practical scenarios like
2
CHAPTER 1. INTRODUCTION
forensics, entertainment and law assistant. A naive solution to this problem is to simply
use an attribute-to-face synthesis model and then use another multimodal image-to-image
translation model. However, these two kinds of models are extremely difficult problems
themselves and the combination will not be an effective approach [25].
In addition, GANs are also employed for heterogeneous face recognition. To verify
face images in two different modalities (i.e. thermal and visible), image-to-image transla-
tion models are utilized to bridge the domain gap. Although existing approaches [26–28]
are capable to generate plausible facial images, the synthesized results are still far from op-
timal. One common issue is the loss of semantic attribute information such as expression,
facial hair, gender, etc during synthesis. Such reconstruction degrades the performance of
thermal-to-visible heterogeneous face verification.
1.2 Contributions
To address these challenges and issues, we conduct extensive research on the design of
novel neural network architectures, modifying training objective functions, adding training
regularization and strategies. The related publications are as follows:
• ”Facial Synthesis From Visual Attributes via Sketch Using Multiscale Generators,”
in IEEE Transactions on Biometrics, Behavior, and Identity Science, vol. 2, no. 1,
pp. 55-67, Jan. 2020.
• ”Multi-Scale Thermal to Visible Face Verification via Attribute Guided Synthesis,”
3
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in IEEE Transactions on Biometrics, Behavior, and Identity Science, vol. 3, no. 2,
pp. 266-280, April 2021.
• ”Multimodal Face Synthesis from Visual Attributes.” in IEEE Transactions on Bio-
metrics, Behavior, and Identity Science, doi: 10.1109/TBIOM.2021.3082038.
The main contributions for each work can be summarized as follows:
(1) New multi-scale generators are proposed for facial image synthesis from visual
attributes via sketches. First, we formulate the attribute-to-face generation problem as a
stage-wise learning problem, i.e., attribute-to-sketch, and sketch-to-face. Then, we propose
a novel visual attribute conditioned sketch-to-face synthesis network for the face generator.
The network is composed of an attribute augmentation module and a UNet [29] shape trans-
lation network. With the help of the attribute-augmentation module, the training stability
is improved and the generators are able to synthesize diverse set of realistic face/sketch
images. Finally, extensive experiments are conducted on the CelebA dataset [30] and
the LFWA dataset [31] to demonstrate the effectiveness of the proposed image synthe-
sis method. Furthermore, an ablation study is conducted to demonstrate the improvements
obtained by different stages of our framework.
(2) A novel end-to-end multi-scale GAN is designed for thermal to visible face veri-
fication via attribute guided synthesis. The Multi-AP-GAN is developed for synthesizing
high-quality visible faces from thermal images guided by facial attributes. A single gen-
erator with multi-scale output architecture and a Multimodal Compact Bilinear (MCB)
pooling module [32, 33] are used to generate high-quality visible images. A novel triplet-
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pair discriminator is proposed, where the discriminator [19] not only learns to discriminate
between real/fake images but also discriminate between images/visual-attributes. Exten-
sive experiments are conducted on three different volumes of the ARL Multimodal Facial
Database [1, 34, 35] as well as the Thermal and Visible Paired Face Database [36] and the
TUFTS face dataset [37]. Comparisons are performed against several recent state-of-the-art
approaches. Furthermore, an ablation study is conducted to demonstrate the improvements
obtained by including semantic attribute information for synthesis.
(3) A novel GAN that can simultaneously synthesize multimodal face images from
visual attributes is designed. We introduce multimodal stretch-out and stretch-in modules in
the generator and discriminator networks, respectively. In addition, a progressive training
strategy is employed to generate multimodal photo-realistic high resolution images with
consistant identity. Extensive experiments are conducted on three datasets: CelebA-HQ
[30,38] dataset, ARL Multimodal Face dataset [1,34,35] and CASIA-NIR-VIS 2.0 [39] to
demonstrate the effectiveness of the proposed multimodal image synthesis method. To the
best of our acknowledge, this is the first approach for synthesizing high-quality multimodal
face images from visual attributes.
1.3 Dissertation Outline
The remaining thesis is organized as follows. Some core concepts of Generative Ad-
versarial Networks (GANs) and variations of GANs are introduced in Chapter 2. Then,
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Facial Synthesis From Visual Attributes via Sketch Using Multiscale Generator network is
proposed in Chapter 3. The Multi-Scale Thermal to Visible Face Verification via Attribute
Guided Synthesis work is introduced in Chapter 5. Then, Multimodal Face Synthesis from
Visual Attributes work is introduced in Chapter 4. Some other related published works are
introduced in Chapter 6, Chapter 8 and Chapter 7. Finally, conclusion and discussion about




In this chapter, we give a review on the literature about the deep generative networks
and deep face image synthesis. In particular, we give a brief background of generative
models, visual description-based synthesis and thermal-to-visible face synthesis problems.
In addition, some recent face frontalization works are also reviewed.
2.1 Deep Generative Networks
Recent advances in deep learning have led to the development of various deep gen-
erative models for the problem of text-image synthesis and image-to-image translation
[5–7, 9, 40–50]. Among them, variational autoencoder (VAE) [5, 6, 42], generative ad-




VAEs [5,6] are powerful generative models that use deep networks to describe distribu-
tion of observed and latent variables. A VAE model consists of two parts, with one network
encoding a data sample to a latent representation and the other network decoding latent rep-
resentation back to data space. VAE regularizes the encoder by imposing a prior over the
latent distribution. Conditional VAE (CVAE) [18, 41] is an extension of VAE that models
latent variables and data, both conditioned on a side information such as a part or label of
the image. However, due to the imperfect element-wise square error measurements, the
VAE model usually generates blurry images [51].
GANs [9] are another class of generative models that are used to synthesize realistic
images by effectively learning the distribution of training images [15, 52, 53]. The goal
of GAN is to train a generator G, to produce samples from training distribution such that
the synthesized samples are indistinguishable from actual distribution by the discriminator,
D. Conditional GAN is another variant where the generator is conditioned on additional
variables such as discrete labels, text or images. The objective function of a conditional




where z the input noise, y the output image, and x the observed image, are sampled from
distribution Pdata(x,y) and they are distinguished by the discriminator, D. While for the




2.2 Attribute-based Image Synthesis
Various models have been proposed in the literature for visual attribute/text description-
based synthesis. For example, Yan et al. [18] proposed a discomposing conditional VAE
(disCVAE) model to synthesize facial images from visual attributes. They took the assump-
tion that a face image could be decomposed into two parts: foreground and background.
By taking this assumption, the disCVAE model is able to generate plausible face images
with corresponding attributes. Isola et al. [54] proposed Conditional GANs [55] for sev-
eral tasks such as labels to street scenes, labels to facades, image colorization, etc. Built
on this, Reed et al. [19] proposed a conditional GAN network to generate images condi-
tioned on the text description. Several text-to-image synthesis works have been proposed
in the literature that make use of the multi-scale information [20–22, 43, 56–58]. Zhang et
al. [20] proposed a two-stage stacked GAN (StackGAN) method which achieves the state-
of-the-art image synthesis results. More recently this work was extended in [21] by using
additional losses and better fine-tuning procedures. Xu et al. [59] proposed an attention-
driven method to improve the synthesis results. Zhang et al. [22] (HDGAN) adopted a
multi-adversarial loss to improve the synthesis by leveraging more effective image and text
information at multi-scale layers.
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2.3 Heterogeneous Face Synthesis
Synthesis-based thermal-to-visible face verification algorithms leverage the synthesized
visible faces for verification. Due to the success of CNNs and recently introduced GANs in
synthesizing realistic images, various deep learning-based approaches have been proposed
in the literature for thermal-to-visible face synthesis [26–28, 60–62]. For instance, Riggan
et al. [27] proposed a two-step procedure (visible feature estimation and visible image re-
construction) to solve the cross-modal verification problem. Zhang et al. [26] proposed
an end-to-end GAN-based approach for synthesizing photo-realistic visible face images
from the corresponding polarimetric thermal images. Recently, Riggan et al. [28] proposed
a new synthesis method to enhance the discriminative quality of generated visible face
images by leveraging both global and local facial regions. Zhang et al. [34] introduced a
multi-stream fusion-based generative model for cross-modal face verification. Di et al. [63]
proposed a GAN-based network called AP-GAN to improve the synthesized visible image
by utilizing visual attributes. Di et al. [64] proposed another unsupervised generative model
which combines features from both thermal-to-visible and visible-to-thermal synthesized
images for heterogeneous face verification. Recently Pereira et al. [65] proposed a generic
adaptation-based network for heterogeneous face recognition. He et al. [61] proposed a
generative model for thermal-to-visible face synthesis by utilizing texture inpainting and
pose correction. Another improved FusionNet was proposed in [66], which increases ro-
bustness against overfitting using dropout for a thermal-to-visible generation. This method
was evaluated on the RGB-D-T dataset [67]. Recently, Mallat et al. [68, 69] proposed a
10
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cascaded model which is optimized by the contextual loss [70] for cross-spectrum syn-
thesis. An attribute-guided visible face synthesis method using a conditional CycleGAN
framework was proposed in [71].
2.4 Face Frontalization
Recent face frontalization methods utilize either 2D/3D warping [72,73,73–75], stochas-
tic modeling [76–78] or the generative models [13–15, 79–85]. For instance, Hassner et
al. [72] proposed a single unmodified 3D surface model for frontalization. Sagonas et
al. [76] proposed a model that jointly performs frontalization and landmark localization
by solving a low-rank optimization. Rui et al. [15] developed TP-GAN with a two-path
architecture for capturing both the global and local contextual information. Tran et al. [80]
introduced the DR-GAN model which frontalizes face images via disentangled representa-
tions. Hu et al. [14] introduced CAPG-GAN to synthesize frontal face images guided by
the target landmarks. Zhao et al. [82] proposed the PIM model based on the domain adap-
tation strategy for pose invariant face recognition. Cao et al. [79] proposed the HF-PIM
model which includes dense correspondence field estimation and facial texture map recov-
ery. Similarly, Zhang et al. [84] developed the A3F-CNN model with the appearance flow
constrain. Li et al. [86] proposed a frontalization model using a series of discriminators
optimized by segmented face images. Yin et al. [13] proposed a self-attention-based gen-
erator is to integrate local features with their long-range dependencies for obtaining better
11
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frontalized faces. Wei et al. [83] proposed the FFWM model to overcome the illumination
issue via flow-based feature warping.
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Chapter 3
Facial Synthesis From Visual Attributes
via Sketch Using Multiscale Generators
Facial attributes are descriptions or labels that can be given to a face by describing
its appearance [87]. In the biometrics community, attributes are also referred to as soft-
biometrics [88]. Various methods have been developed in the literature for predicting facial
attributes from images [89–95]. In this work, we aim to tackle the inverse problem of
synthesizing faces from their corresponding attributes (see Fig. 3.1). Visual description-
based facial synthesis has many applications in law enforcement and entertainment. For
example, visual attributes are commonly used in law enforcement to assist in identifying
suspects involved in a crime when no facial image of the suspect is available at the crime
scene. This is commonly done by constructing a composite or forensic sketch of the person
based on the visual attributes.
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Figure 3.1: Attribute prediction vs. face synthesis from attributes. (a) Attribute prediction:
given a face image, the goal is to predict the corresponding attributes. (b) Face synthesis
from attributes: given a list of facial attributes, the goal is to generate a face image that
satisfies these attributes.
Reconstructing an image from attributes or text descriptions is an extremely challenging
problem because the model is required to learn the mapping from a semantic abstract space
to a complex RGB image space. This task requires the generated images to be not only
realistic but also semantically consistent, i.e., the generated face images should preserve
the facial structure as well as the content described in attributes. Several recent works have
attempted to solve this problem by using recently introduced CNN-based generative models
such as conditional variational auto-encoder (CVAE) [5, 18, 41] and generative adversarial
network (GAN) [9,19–22,59]. For instance, Yan et al. [18] proposed a disentangled CVAE-
based method for attribute-conditioned image generation. In a different approach, Reed
et al. [19] introduced a GAN-based method for synthesizing images from detailed text
descriptions. Similarly, Zhang et al. [20] proposed the StackGAN method for synthesizing
photo-realistic images from text.
It is well-known that CVAE-based methods often generate blurry images due to the
injected noise and imperfect element-wise squared error measure used in training [51]. In
14
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contrast, GAN-based methods have shown to generate high-quality images [9]. In order
to synthesize photo-realistic facial images, rather than directly generating an image from
attributes, we first synthesize a sketch image corresponding to the attributes and then gen-
erate the facial image from the synthesized sketch. Our approach is motivated by the way
forensic sketch artists render the composite sketches of an unknown subject using a number
of individually described parts and attributes. Our approach is also inspired by the recent
works [41, 96–99] that have shown the effectiveness of stage-wise training.
3.1 Proposed Method
In this chapter, we provide details of the proposed GAN-based attribute to face synthesis
method, which consists of two components: sketch generator and face generator. Note that
the training phase of our method requires ground truth attributes and the corresponding
sketch and face images. Furthermore, the attributes are divided into two separate groups -
one corresponding to texture and the other corresponding to color. Since sketch contains
no color information, we use only the texture attributes in the first component (i.e. sketch
generator) as indicated in Fig. 5.1.
In order to explore the multi-scale information during training, inspired by the previous
works [20–22, 100], we adopt the idea of hierarchically-integrated multiple discriminators
at different layers in our generators. The sketch/face generator network learns the training
data distribution from low-resolution to high-resolution. This also helps in improving the
15















Figure 3.2: An overview of the proposed synthesis method. Given a noise vector sampled
from the normal distribution, the Sketch Generator Network synthesizes sketch image con-
ditioned on the sketch attributes. The synthesized sketch is then given as an input to the
Face Generator Network, which outputs the high-quality face images conditioned on the
facial attributes.








































Figure 3.3: The sketch generator network architecture. The sketch attributes are first aug-
mented by the attribute augmentation module, in which a new latent attribute variable is
re-sampled from the estimated latent distribution (µϕ(ys) and σϕ(ys)) and concatenated with
a noise vector. Then, the remaining up-sample modules (orange) aim to generate a series
of multi-scale sketches with the augmented sketch attributes.
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Stage 1: Attribute-to-Sketch
An overview of the sketch generator network architecture is shown in Fig. 3.3. Given
the sketch attribute vector ys, the goal of the sketch generator network Gs is to produce
multi-scale sketch outputs as follows
Gs(zs,ys) = {x̂1s, x̂2s, · · · , x̂ms } ≜ X̂s, (3.1)
where zs is the noise vector sampled from a normal Gaussian distribution, {x̂1s, x̂2s, · · · , x̂ms }
are the synthesized sketch images with gradually growing resolutions, and x̂ms is the final
output with the highest resolution. In order to explore the multi-scale information at differ-
ent image resolutions, a set of distinct discriminators Ds = {D1s , ..., Dms } are implemented
for each x̂is, i = 1, 2, 3, · · · ,m. An example of 3-scale generator architecture is shown in
Fig. 3.3. It can be observed that the output sketch images are generated from the feature
maps with certain resolutions (width × height) from different layers of the network.
The generator network consists of three modules: the attribute augmentation module
(AA), the up-sample module (UP), and the stretching module (STR). The STR module
consists of two 1 × 1 convolution layers followed by a Tanh layer, which aims to convert
the feature map into a 3-channel output image. The UP module consists of an up-sampling
layer followed by convolutional, batch normalization, and ReLU layers. Between each UP
module, there is an additional residual block (Res) module [102, 103].
The AA module consists of a series of fully-connected neural networks which aim to
17
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learn a latent representation of the given visual attribute vector y. During training, we ran-
domly sample a latent variable ŷ from an independent Gaussian distribution N (µϕ(y), σϕ(y)),
where the mean µϕ(y) and the diagonal covariance matrix σϕ(y) are learned as the functions
of visual attributes y. In order to avoid over-fitting, the following KL-divergence regular-
ization term is added during training between the augmented visual attribute distribution
and the standard Gaussian distribution
Laug = DKL(N (µϕ(y), σϕ(y))∥N (0, I)), (3.2)
where N (0, I) is the normal Gaussian distribution [5, 20, 42]. Different from previous
works [20, 21], we replace the traditional batch normalization layers with the conditional
batch normalization [104] in order to overcome the attribute vanishing problem.
As shown in Fig. 3.3, the overall sketch generator network architecture is as follows:
AA(512)-UP(256)-Res(256)-UP(128)Res(128)-UP(64)-Res(64)-UP(32),
where the number in round bracket indicates the output channel of feature maps. As shown
in Fig. 3.3, the three stretching (STR) modules convert the feature maps into 3-channel
output sketch images at different resolutions.
Discriminator and Training Loss: The proposed sketch generator produces multi-scale
resolution synthesized sketch images. In order to leverage the hierarchical property of
the network, a set of discriminators Ds = {D1s , ..., Dms } with similar architectures are
designed for each scale. For a particular scale, the sketch discriminator is developed as
18























Figure 3.4: Sketch discriminator at 64 × 64 resolution scale: given a sketch attribute vec-
tor, the discriminator is trained using the triplets: (i) real-sketch and real-sketch-attributes,
(ii) synthesized-sketch and real-sketch-attribute, (iii) wrong-sketch (real sketch but mis-
matching attributes) and same real-sketch-attributes. Note that the convolutional layers
with dashed line are removed when training at lower-resolution discriminator.
shown in Fig. 3.4. In order to learn the discrimination in both image content and semantics,
we adopt the triplet matching training strategy [19, 21, 22, 105]. Specifically, given sketch
attributes, the discriminator is trained by using the following triplets: (i) real-sketch and
real-sketch-attributes, (ii) synthesized-sketch and real-sketch-attributes, and (iii) wrong-
sketch (real sketch but mismatching attributes) and same real-sketch-attributes. As shown
in Fig. 3.4, two kinds of errors are used to train the discriminator. They correspond to (i)
real/face sketch images, and (ii) sketch images and attributes.
The architecture of the proposed sketch discriminator for 64×64 resolution is shown in
Fig. 3.4. This architecture can be easily adapted for other resolution scales by adding/removing
appropriate the convolutional layers. As shown in Fig. 3.4, two branches with different
losses are used to train the discriminator at a certain resolution scale. One consists of a
19
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series of down-sampling convolutional layers (with filter-size 4, stride 2 and padding size
1) to produce a 4× 4 probability map and classify each location as true or false. The other
branch first embeds the sketch attributes to a 128 × 4 × 4 feature map and concatenates it
with the feature maps from the first branch. Another two 1×1 convolutional layers are used
to fuse the concatenated feature maps to produce 4× 4 probability maps for classification.
This branch aims to distinguish whether the semantics in sketch images match the sketch
attribute or not, through the feedback loss from another 4× 4 probability map.











































where x̂is ∼ PGs(ys,zs) stands for the synthesized (fake) sketch image sampled from the
sketch generator at scale i, xis ∼ Pdata(xis) stands for the real sketch image sampled from
the sketch image data distribution at scale i, x̂i′s is the attribute-mismatching sketch image
sample at scale i, and ys is the sketch attribute vector. The total objective loss function is
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+ Liswrong) + λsLsaug , (3.4)
where the hyperparameter λs is set equal to 0.01 in our experiments, Lsaug is the KL-
divergence regularization in the AA module with sketch attribute ys and noise zs as inputs.
Stage 2: Sketch-to-Face
Given the synthesized sketches X̂s and the facial attributes yf , the face generator net-
work Gf aims to produce multi-scale outputs as follows
Gf (X̂s; z,yf ) = {x̂1f , x̂2f , · · · x̂mf } ≜ X̂f , (3.5)
where z is noise sampled from a normal Gaussian distribution and X̂f are the synthesized
facial images with gradually growing resolutions. Similar to the sketch generation network,








V (Gf , Df ,Xf ; X̂s,yf , z), (3.6)
where Df = {D1, · · · ,Dm} and Xf = {x1f , · · · ,xmf } denote real training images at multi-
ple scales 1, · · · ,m. In order to preserve the geometric structure of the synthesized sketch
from the attribute-to-sketch stage, we adopt the skip-connection architecture from UNet
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related works [29, 105, 106]. By using skip-connections, the feature maps from the encod-
ing network are concatenated with the feature maps in the decoding network. This way, the
geometric structure of the learned sketch image is inherited in the synthesized facial image.
The proposed method is trained end-to-end. The lower-resolution outputs fully utilize the
top-down knowledge from the discriminators at higher resolutions. Therefore, the synthe-
sized images from different resolutions preserve the geometric structure, which improves














































Figure 3.5: The architecture of Face Generator Network. The facial attributes are first
embedded by the attribute augmentation module, similar to the one used in stage 1. The
synthesized sketch image is also embedded by a sequence of down-sample convolutional
layers. These two feature maps are then fused by concatenation. Finally, the fused feature
maps are used by the up-sample module to synthesize multi-scale face images.
The architecture of the face generator network is shown in Fig. 3.5. The generator con-
sists of four modules: the AA module, the down-sample module (DO), the UP module,
and the STR module. As before, the STR aims convert the feature map into a 3-channel
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output image. It consists of two 1 × 1 convolutional (conv) layers with one Tanh layer.
The UP module consists of an up-sampling layer followed by conv-BN-ReLU layers and
an additional residual block [102, 103] is between each UP module. The DO module con-
sists of a series of conv-BN-ReLU layers. The overall face generator network architec-
ture consists of the following components DO(64)-DO(128)-DO(256)-DO(512)-AA(512)-
UP(512)-UP(256)-UP(128)-UP(64)-UP(32), where the number in round brackets indicate
the output channel of feature maps. As shown in Fig. 3.5, the three stretching (STR) mod-
ules convert the feature maps into 3-channel output face images at different resolutions.
Discriminator and Training Loss: In the sketch-to-face stage, we use the same archi-
tecture of the discriminator as was used in stage 1. We input the triplets as facial images
instead of sketch images and replace the sketch attributes by the facial attributes. Further-
more, the training loss function is also the same as the one used in the attribute-to-sketch
stage.
Testing
Fig. 5.1 shows the testing phase of the proposed method. A sketch attribute vector ys
and zs sampled from a normal Gaussian distribution are first passed through the sketch
generator network Gs to produce a sketch image. Then the synthesized sketch image with
the highest resolution, attribute vector yf and another noise vector zf are passed through the
face generator network to synthesize a face image. In other words, our method takes noise
and attribute vectors as inputs and generates high-quality face images via sketch images.
23
CHAPTER 3. FACIAL SYNTHESIS FROM VISUAL ATTRIBUTES VIA SKETCH
USING MULTISCALE GENERATORS
3.2 Experimental Results
In this part experimental settings and evaluation of the proposed method are discussed
in detail. Results are compared with several related generative models: disCVAE [18],
GAN-INT-CLS [19], StackGAN [20], Attribute2Sketch2Face [107], StackGAN++ [21]
and HDGAN [22]. The entire network in Fig. 5.1 is trained end-to-end using Pytorch.
When training, the learning rate for the generator and the discriminator in the first stage is
set equal to 0.0002, while the learning rate in the second stage is set equal to 0.0001.
We conduct experiments using two publicly available datasets: CelebA [30], and deep
funneled LFW [108]. The CelebA database contains about 202,599 face images, 10,177
different identities and 40 binary attributes for each face image. The deep funneled LFW
database contains about 13,233 images, 5,749 different identities and 40 binary attributes
for each face image which are from the LFWA dataset [30].
Note that the training part of our network requires original face images and the corre-
sponding sketch images as well as the corresponding list of visual attributes. The CelebA
and the deep funneled LFW datasets consist of both the original images and the corre-
sponding attributes. To generate the missing sketch images in the CelebA and the deep
funneled LFW datasets, we use a public pencil-sketch synthesis method 1 to generate the
sketch images from the face images. Fig. 3.6 shows some sample generated sketch images
from the CelebA and the deep funneled LFW datasets.
The MTCNN method [109] was used to detect and crop faces from the original images.
1http://www.askaswiss.com/2016/01/how-to-create-pencil-sketch-opencv-python.html
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Figure 3.6: Sketch images sampled from the LFW and the CelebA datasets are shown in
row 1 and row 2 respectively.
The detected faces were scaled to the size of 64 × 64. Since many attributes from the
original list of 40 attributes were not significantly informative, we selected 23 most useful
attributes for our problem. Furthermore, the selected attributes were further divided into
17 texture and 6 color attributes as shown in Table 3.1. During experiments, the texture
attributes were used to train the sketch generator network while all 23 attributes were used
to train the face generator network.
Table 3.1: List of fine-grained texture and color attributes.
Texture
5 o Clock Shadow, Arched Eyebrows, Bags Under Eyes,
Bald, Bangs, Big Lips, Big Nose, Bushy Eyebrows,
Chubby, Eyeglasses, Male, Mouth Slightly Open,
Narrow Eyes, No Beard, Oval Face, Smiling, Young
Color
Black Hair, Blond Hair, Brown Hair,
Gray Hair, Pale Skin, Rosy Cheeks
CelebA Dataset Results
The CelebA dataset [30] consists of 162,770 training samples, 19,867 validation sam-
ples and 19,962 test samples. We combine the training and validation splits together to
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Eyeglasses -1 Male -1 Mouth_Slightly_Open -1 
No_Beard 1 Oval_Face -1 Smiling -1 Young 1 
Black_Hair -1 Blond_Hair -1 Brown_Hair -1 
Gray_Hair -1 Pale_Skin 1 Rosy_Cheeks -1
Eyeglasses -1 Male -1 Mouth_Slightly_Open 1 
No_Beard 1 Oval_Face -1 Smiling 1 Young 1 
Black_Hair 1 Blond_Hair -1 Brown_Hair -1




Eyeglasses 1 Male 1 Mouth_Slightly_Open 1 
No_Beard 1 Oval_Face -1 Smiling 1 Young -1 
Black_Hair -1 Blond_Hair -1 Brown_Hair -1 
Gray_Hair -1 Pale_Skin -1 Rosy_Cheeks -1
Eyeglasses -1 Male 1 Mouth_Slightly_Open -1 
No_Beard -1 Oval_Face -1 Smiling -1 Young 1 
Black_Hair -1 Blond_Hair -1 Brown_Hair -1 














proposed method proposed method
proposed method
proposed method
Figure 3.7: Image generation results on the CelebaA dataset. First row of each sub-figure
shows the reference image and its corresponding attributes. The images generated by dif-
ferent methods are shown in different rows.
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train our models. After detection and alignment, we obtain 182,468 samples which we use
for training our proposed model. During training, we use the batch size of 40. The ADAM
algorithm [110] with learning rate of 0.0002 is used to train the network. In total, 20 train-
ing epoch are used during training and the initial learning rate is frozen for the first 10
epochs. For the next 10 epochs, we let it drop by 0.1 of the initial value after every epoch.
The latent feature dimension for sketch/facial attribute is set equal to 128. The noise vector
dimension is set equal to 100. Three scales (16× 16, 32× 32, and 64× 64) are used in our
multi-scale network.
Sample image generation results corresponding to different methods from the CelebA
are shown in Fig. 3.7. For fair comparison with those stage-wise training algorithm, we
adopt StackGAN [20] network to two scale resolution 32× 32 and 64× 64. Moreover, we
adopt StackGAN++ [21] HDGAN [22] in the same resolution scales: 16 × 16, 32 × 32,
and 64 × 64. Note that these results are obtained by inputting a certain attribute vector
along with random noise. As can be seen from this figure, GAN-INT-CLS and StackGAN
methods easily meet the modal collapse issue in this problem. During training, the gen-
erator learns to generate a limited number (1 or 2) of image samples corresponding to a
certain list of attributes. This synthesized results are good enough to fool the discriminator.
Thus, the generator and discriminator networks do not get optimized properly. The disC-
VAE method is able to reconstruct the images without model collapse but they are blurry
due to the imperfect L2 measure in the Gaussian distribution loss. In addition, some of the
attributes are difficult to see in the reconstructions corresponding to the disCVAE method,
27
CHAPTER 3. FACIAL SYNTHESIS FROM VISUAL ATTRIBUTES VIA SKETCH
USING MULTISCALE GENERATORS
such as the hair color. This is because of the imperfect latent embedding by the variational
bound limitation in VAE. Also, the other Attribute2Sketch2Face is able to generate realis-
tic results, but the image quality is slightly inferior. The recent state-of-art text-to-image
synthesis approaches (stackGAN++ and HDGAN) generate plausible facial images from
visual attributes. However, the generated facial images do not always preserve the corre-
sponding attributes very well. Compared with all the baselines, the proposed method not
only generates realistic facial images but also preserves the attributes better than the others.
We believe that this is mainly due to the way we appraoch the attribute-to-face synthesis
apporach by decomposing it into two problems, attribute-to-sketch and sketch-to-face. By
factoring the original problem into two separate problems, the model at each stage learns
better conditional data distribution. Furthermore, the use of multi-scale generators in the
proposed GANs also help in improving the performance of our method.
LFW Dataset Results
Images in the LFWA dataset come from the LFW dataset [108], [111], and the corre-
sponding attributes come from [30]. This dataset contains the same 40 binary attributes as
in the CelebA dataset. After pre-processing, the training and testing subsets contain 6,263
and 6,880 samples, respectively. We use all the training splits to train our model. The
ADAM algorithm [110] with learning rate of 0.0002 is used for both generators and dis-
criminators. The initial learning rate is frozen in the first 100 epochs and is then dropped
by 0.01 for the remaining 100 epochs. All the other experimental settings are the same as
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Figure 3.8: Image generation results on the LFWA dataset. First row of each sub-figure
shows the reference image and its corresponding attributes. The images generated by dif-
ferent methods are shown in different rows.
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the ones used in with CelebA dataset.
Sample results corresponding to different methods on the LFWA dataset are shown
in Fig. 3.8. For fair comparison, the multi-scale resolution settings are the same as used
with the experiments on the CelebA dataset. In particular, we use 32 × 32 and 64 × 64
resolution scales for StackGAN [20] training and 16 × 16, 32 × 32 and 64 × 64 multiple
resolution scales for HDGAN [22] and StackGAN++ [21] as well as our proposed method.
The disCVAE method produces reconstructions which are blurry. Previous conditional
GAN-based approaches such as GAN-INT-CLS [19] and StackGAN [20] also produce
poor quality results due to the model collapse during training. Recent StackGAN++ and
HDGAN works generate plausible facial images (HDGAN is better at the color diversity).
The previous work Attribute2Sketch2Face, which is a combination of CVAE and GAN, is
also able to generate facial images with corresponding attributes. However, the proposed
method is able to reconstruct high-quality attribute-preserved face images better than the
previous approaches.
CelebA-HQ Dataset Results
In order to demonstrate how our proposed method works on high-resolution images,
we also conduct an experiment using a recent proposed CelebA-HQ dataset. The CelebA-
HQ dataset [101] is a high-quality version of the CelebA dataset, which consists of 30,000
images with 1024 × 1024 resolution. Due to GPU and memory limitations, we conduct
experiments on 256 × 256 resolution images and compare the performance with Stack-
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GAN++ [21] and HDGAN [22]. The reason why we chose these two baselines is due to
their capability to deal with high resolution images. Sample results are shown in Figure 3.9.
For fair comparison, we set the number of resolution scale s = 3 for all methods.
In order to adopt our method to the high-resolution dataset, we follow the strategy that
removing/adding the number of UP/DO block (as defined in Section 3.1) in the generator
and the discriminator. In particular, we set the STR modules at resolution 64×64, 128×128
and 256×256 respectively. In experiments, the batch-size is set equal to 16 for our proposed
method, which is smaller than StackGAN++ and HDGAN, which are set equal to 24, due
to the GPU memory limitations. Also, when training on this dataset, we train the sketch
generator first and then use the pre-trained model for training the face generator.
As can be seen from Figure 3.9, our proposed method can synthesize photo-realistic
images on high-resolution images as well. Moreover, when we compare the attributes from
the synthesized images with the given attributes, we can observe that our method preserves
the attributes better than the other methods. Quantitative comparisons in terms of the FID
scores also show that the proposed method performs favorably compared to StackGAN++
and HDGAN. In addition, comarison of our method in Table 3.2 with only a single scale
shows the significance of our multi-scale network.
Face Synthesis
In this part, we show the image synthesis capability of our network by manipulating the
input attribute and noise vectors. Note that, the testing phase of our network takes attribute
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Single-scale (proposed method) 37.381
Proposed method 30.566
Table 3.2: Quantitative results (FID scores) corresponding to different methods on the
CelebA-HQ dataset.
Text 1320
StackGAN++ [21] HDGAN [22] Proposed
method
Figure 3.9: Image synthesis results on 256×256 resolution. The attributes used to generate
these images are: Eyeglasses -1 Male -1 Mouth Slightly Open -1 No Beard 1 Oval Face
-1 Smiling -1 Young 1 Black Hair -1 Blond Hair -1 Brown Hair -1 Gray Hair -1 Pale Skin
1 Rosy Cheeks -1.
Table 3.3: Quantitative results corresponding to different methods.The FID score and At-
tribute L2 measure are used to compare the performance of different methods.
LFW CelebA
Baselines FID Score Attribute L2 FID Score Attribute L2
GAN-INT-CLS [19] 85.811 0.093± 0.027 92.793 0.104± 0.024
disCVAE [18] 103.855 0.086± 0.019 91.012 0.080± 0.042
StackGAN [20] 70.379 0.085± 0.029 63.816 0.091± 0.021
StackGAN++ [21] 50.360 0.059± 0.026 49.889 0.061± 0.026
HDGAN [22] 48.930 0.053± 0.023 43.206 0.056± 0.020
Attribute2Sketch2Face [107] 60.487 0.059± 0.034 58.896 0.067± 0.022
Attribute2Sketch2Face-v2 (proposed method) 43.712 0.048± 0.020 33.497 0.051± 0.019
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Figure 3.10: Facial image progressive synthesis on CelebA when attributes are changed.
These progressive changes are based on one certain attribute manipulating while the others
are keep frozen. (a) Male. (b) Smile. (c) Original skin tone to pale skin tone. (d) Original
hair color to black hair color.
Figure 3.11: Facial image synthesis sampled when attributes are kept frozen while the noise
vector is changed. Note that the identity, pose, or facial shape changes as we vary the noise
vector but he attributes stay the same on the synthesized images.
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vector and noise as inputs and produces synthesized face as the output. In the first set of
experiments with image synthesis, we keep the random noise vector frozen and change the
weight of a particular attribute as follows: [−1,−0.1, 0.1, 0.4, 0.7, 1]. The corresponding
results on the CelebA dataset are shown in Fig. 3.10. From this figure, we can see that
when we give higher weights to a certain attribute, the corresponding appearance changes.
For example, one can synthesize an image with a different gender by changing the weights
corresponding to the gender attribute as shown in Fig. 3.10(a). Each row shows the pro-
gression of gender change as the attribute weights are changed from -1 to 1 as described
above. Similarly, figures (b), (c) and (d) show the synthesis results when a neutral face
image is transformed into a smily face image, skin tones are changed to pale skin tone, and
hair colors are changed to black, respectively. It is interesting to see that when the attribute
weights other than the gender attribute are changed, the identity of the person does not
change too much.
In the second set of experiments, we keep the input attribute vector frozen but now
change the noise vector by inputing different realizations of the standard Gaussian. Sample
results corresponding to this experiment are shown in Fig. 3.11 using the CelebA. Each
column shows how the output changes as we change the noise vector. Different subjects
are shown in different rows. It is interesting to note that, as we change the noise vector,
attributes stay the same while the identity changes. This can be clearly seen by comparing
the synthesized results in each row.
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Quantitative Results
In addition to the qualitative results presented in Fig. 3.7, 3.8, we present quantita-
tive comparisons in Table 3.3. Since the ground-truth images corresponding to the noise-
generated images are not available, we choose the quantitative criterion based on the Frchet
Inception Distance (FID) [112, 113] and Attribute L2-norm. The FID is a measure of sim-
ilarity between two datasets of images. It was shown to correlate well with human judg-
ment of visual quality and is most often used to evaluate the quality of samples generated
by GANs. Attribute L2-norm is used to compare the quality of attributes corresponding
to different images. We extract the attributes from the synthesized images as well as the
reference image using the MOON attribute prediction method [93]. Once the attributes are
extracted, we simply take the L2-norm of the difference between the attributes as follows
Attribute L2 = ∥âref − âsynth∥2, (3.7)
where âref and âsynth are the 23 extracted attributes from the reference image and the syn-
thesized image, respectively. Note that lower values of the FID score and the Attribute L2
measure imply the better performance. The quantitative results corresponding to different
methods on the CalebA and LFW datasets are shown in Table 3.3. Results are evaluated
on the test splits of the corresponding dataset and the average performance along with the
standard deviation are reported in Table 3.3.
As can be seen from this table, the proposed method produces the lowest FID scores
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implying that the images generated by our method are more realistic than the ones gener-
ated by other methods. Furthermore, our method produces the lowest Attribute L2 scores.
This implies that our method is able to generate attribute-preserved images better than the
other compared methods. This can be clearly seen by comparing the images synthesized
by different methods in Fig. 3.7 and Fig. 3.8.
3.3 Summary
We presented a novel deep generative framework for reconstructing face images from
visual attributes. Our method makes use of an intermediate representation to generate photo
realistic images. The training part of our method consists of two models: Sketch Genera-
tor Network and Face Generator Network. Multi-scale hierarchical network architectures
are proposed for each generator networks. Various experiments on three publicly available
datasets show the significance of the proposed synthesis framework. In addition, an abla-
tion study was conducted to show the importance of different components of our network.
Various experiments showed that the proposed method is able to generate high-quality im-
ages and achieves significant improvements over the state-of-the-art methods.
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Multimodal Face Synthesis from Visual
Attributes
As discussed earlier, generating face images from visual attributes is an important prob-
lem in the biometrics and computer vision communities due to its applications in forensics,
entertainment, and law enforcement (see Fig. 4.1(a)). Recent advances in deep gener-
ative networks have made it possible to generate high-quality face images from facial at-
tributes [18,21,22,114–116]. However, existing attribute-to-face synthesis methods mainly
focus on generating unimodal face images (i.e visible faces) from attributes. In many sce-
narios, the gallery images contain multiple modalities and the domain gap between the gen-
erated unimodal face images and gallery images will degrade the recognition performance.
Therefore, a multimodal attribute-to-face synthesis method can assist law enforcement of-
ficers to identify a person regardless the domain gap by simultaneously generating face
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(a) Unimodal synthesis (b) Multimodal synthesis
Figure 4.1: Illustration of unimodal and multimodal face generation from visual attributes.
Given a list of facial attributes, we aim to use a single generator to simultaneously synthe-
size multimodal face images with consistant geometry and texture patterns such that they
satisfy these attributes.
In this work, we focus on the problem of simultaneously synthesizing multimodal face
images from visual attributes (see Fig. 4.1(b)). A naive solution to this problem is to sim-
ply use an attribute-to-face synthesis method [18, 21, 22, 114, 115] to generate a visible
image from facial attributes and then use an image-to-image translation method [117–121]
to synthesize images from the visible domain to the other domains such as thermal or com-
posite sketch. However, it is well-known in the biometrics community that synthesizing
facial images from one domain to another (i.e. visible to thermal) itself is an extremely
difficult problem and often leads to poor synthesis results [14, 34, 35, 61–63, 82, 122–130].
Hence, a combination of attribute-to-face synthesis with cross-modal synthesis will not be
an effective approach for this problem.
Another approach would be to train c unimodal attribute-to-face synthesis methods sep-
arately for c different modalities. However, in this case one often looses geometric and
texture consistency among the multimodal face images when the generators are trained
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separately for each modality. Hence, the synthesized multimodal face images do not con-
tain consistant identities. Furthermore, training c different networks corresponding to c
modalities will require large memory and computation time.
We propose a new generative adversarial network (GAN), called Att2MFace, that can
directly synthesize multimodal face images from visual attributes. The generator network
consists of multimodal stretch-out modules which convert the modality invariant features
to multimodal images. On the other hand, the discriminator network contains stretch-in
modules which convert the multimodal images to a modality invariant feature represen-
tation which can be used to discriminates between real and fake images. In addition, an
auxiliary estimator is used along with the discriminator to estimate the probability of the
target attributes. By back-propagating the errors of image discriminability and attribute
probability, the generator can learn to synthesize a diverse set of realistic multimodal face
images from visual attributes.
One of the main advantages of the proposed Att2MFace model is that it can generate
multimodal images even if there are no paired multimodal images available for training.
This is due to the following two reasons: (1) multimodal images are generated from a com-
mon feature representation by the stretch-out module, and (2) the texture pattern in lower
resolution is inherited to a higher resolution by the progressive-growth training. This un-
supervised learning setting is convenient for many applications because collecting paired
multimodal face images is laborious and expensive. Furthermore, this unsupervised learn-
ing shows its benefits in improving the diversity of generated images [23]. For example,
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given unpaired visible and sketch images, the generator can explore the unseen texture pat-
tern (complementary information) in the sketch domain while learning to synthesize in the
visible domain.
4.1 Proposed Method
In this chapter, we provide details of the proposed Att2Mface modal, which consists
of a multimodal generator and a multimodal discriminator with an auxiliary attribute es-
timator. Given a visual attribute vector ya and a noise vector z sampled from the normal
distribution, the proposed generator G aims to simultaneously generate multimodal images
x̂1, x̂2, · · · , x̂c as follows
G(z,ya) = {x̂1, x̂2, · · · , x̂i, · · · , x̂c}, (4.1)
where c indicates the total number of face modalities. Fig. 4.2 gives an overview of the
proposed network in details. In what follows, we provide details of the different modules
in our framework.
4.1.1 MultiModal Generator
The proposed generator network consists of the following components: multi-layer per-
ceptron (MLP), Initial Block, Transition Blocks and Multi-modal Stretch-out modules. The
MLP module maps ya and z to an attribute latent space. MLP consists of one linear fully-
connected layer followed by a LeakyReLU function. The Initial Block learns the feature
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Figure 4.2: An overview of the proposed Att2MFace framework. (a) Details of the gener-
ator and discriminator networks with different modules. The progressive training parts are
indicated by dashed lines. (b) Synthesized multimodal images corresponding to the same
input at different resolution scales based on progressive training are shown in green boxes.
maps in a particular resolution (i.e. 4 × 4) from the attribute features. The Initial Block
consists of one reshape function and one convolutional layer followed by a LeakyReLU
function. Then, another Transition Block is implemented to map the feature maps onto a
higher resolution (i.e. 8×8) by utilizing an upsampling layer and two convolutional layers.
In addition, pixel-wise feature equalization [38,131] is employed after all the convolutional






(F̃ im,n)2 + ϵ, (4.2)
where ϵ = 10−8, N is the number of feature maps and Fm,n and F̃m,n are the normalized
and original feature vectors in pixel (m,n), respectively. Given a common feature map out-
put from the transition block at a certain resolution scale, a multimodal stretch-out module
that contains c convolution operations are implemented to simultaneously generate face
images in different modalities. By leveraging the same modality invariant content from the
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common feature map, this module aims to add modality specific style when converting the
feature maps to a output images.
4.1.2 MultiModal Discriminator
As shown in Fig. 4.2, the multimodal discriminator, D contains two output streams:
estimation DC and authentication DA. The authentication stream, DA, measures the prob-
ability of whether a given multimodal sample belongs to the data distribution. On the other
hand, the estimation stream, DC , aims to learn the mapping from the input image to the
corresponding target label probability distribution, which is achieved by adding an auxil-
iary estimator. This estimator allows a single discriminator to learn the discriminability
based on the corresponding multimodal image labels [132].
The discriminator contains a series of Multimodal Stretch-in and Down-stream mod-
ules. For each resolution scale, a multimodal stretch-in module is employed which contains
c convolution operators followed by LeakyReLU. This module distills the modality specific
style and converts the three-channel input to modality invariant multi-channel representa-
tion. Given the feature maps from the multi-modal stretch-in module, the Down-stream
module learns a representation at different resolutions. The Down-stream module consists
of one average pooling layer and two convolution layers followed by feature equalization.
Finally, after a series of Down-stream blocks, the bottleneck feature maps are of size 4×4
and are passed on to both the estimation stream, DC and the authentication steam, DA.
The authentication and estimation streams contain two fully-connected layers to learn the
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probability of discrimination and the corresponding target label, respectively.
To make sure that the estimator learns both the modality and attribute probabilities, we
define a new target label y as follows:
yi = [ya,ym], where ym = [0, 1, · · · , 0], (4.3)
where, ya is the visual attribute vector, ym = [0, 1, · · · , 0] is a c-dimensional one-hot vector
indicating what modality the image belongs to, and c is the total number of modalities.
4.1.3 Progressive Training
Recent image generation approaches have found progressive training beneficial [38,
133, 134]. In progressive training, the idea is to start with low-resolution images and then
progressively increase the resolution by adding layers to the network. This way, large-scale
structure of the image distribution is first discovered and then finer details are added by
additional layers. Hence, we start training our model from resolution 4 × 4 and progres-
sively grow it to 8×8, · · · , 256×256. To achieve this, skip connection between the output
of newly added Transition/Down-stream Block and the existing output/input of the gener-
ator/discriminator are balanced by a trainable weight parameter α. Starting from a light
weight α (α = 0) helps to smooth out the influence of adding a new Transition/Down-
stream block to the network. Additionally, the equalization operations as defined in Eq. 4.2
are used in both generator and discriminator networks to prevent the escalation of feature
magnitudes.
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4.1.4 Objective Function
The objective functions used to train the multimodal generator and the discriminator
networks consist of the adversarial loss and the classification loss for authentication and
estimation streams, respectively.
Adversarial Loss: In order to make the generated multimodal images indistinguishable






λgpE[(∥▽x⋆DA(x⋆i )∥2 − 1)2]),
(4.4)
where xi and x̂i correspond to the real image and the synthesized image corresponding to
the i-th modality, respectively. Here, x⋆i is sampled uniformly along a straight line between
a pair of real xi and the generated x̂i [137]. DA refers to the output probability score from
the authentication stream. The discriminator attempts to maximize this objective, while the
generator attempts to minimize it. We set λgp = 10 in our experiments.
Classification Loss: The classifier DC aims to learn the mapping from the input images
to the target label probability distribution. On the other hand, the generator G aims to
synthesize images that match the corresponding target label. In order to achieve this, the
classification loss is imposed when optimizing both DC and G. The objective consists of
two separate terms: (i) the classifier DC is optimized by the real images xi and the target
labels yi, and (ii) the generator G is optimized to synthesize x̂i with corresponding target
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Exi,yi [− logP (DC(xi) = yi|xi)], (4.5)
where DC(xi) denotes the class probability vector over the classification module DC given
real input xi. By minimizing this objective with the target label yi, the discriminator learns





Ex̂i,yi [− logP (DC(x̂i) = yi|x̂i)], (4.6)
where x̂i ∼ G(z,ya)i is the i-th modality fake image. The generator G attempts to mini-
mize this classification objective so that the synthesized image has the corresponding target
label yi.
Overall Objective: The overall objective function to optimize the discriminator D and the
generator G is defined as follows
LD = −Ladv + λclsLrealcls
LG = Ladv + λclsLfakecls ,
(4.7)
where λcls is the parameter that controls the contribution of the classification losses. In
our experiments, we have found that a larger value of λcls leads to a slower training con-
vergence and a smaller value of λcls does not make the synthesized images preserve the
corresponding attributes well. We set λcls = 1 in our experiments as it gives us better
performance.
During training, the generator and discriminator networks are optimized iteratively.
When updating the discriminator, D is optimized by maximizing the difference from syn-
thetic data to real data distribution (authentication DA). On the other hand, it is also op-
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timized by estimating the corresponding ground-truth target label (estimation DC). When
updating the generator, G is optimized by minimizing the difference from the synthetic data
to real data distribution. It is also optimized by synthesizing data samples that match the
corresponding target label. In this way, the synthesized images are not only photo-realistic
but also satisfy the correct target label.
4.1.5 Network Architecture
The architectures corresponding to the multimodal generator and multimodal discrim-
inator are shown in Table 4.1 and Table 4.2. The values the noise code z ∈ R512 and the
attribute vector ya ∈ Rda take are in the range [−1, 1]. Both networks consist of vari-
ous Transition and Down-stream Blocks. Both the Multimodal Stretch-out and Stretch-in
modules consist of c numbers of 1 × 1 convolutional layers corresponding to c different
modalities. Except for the stretch-out/stretch-in module on the 4× 4 resolution, the multi-
modal output images are linearly interpolated with the outputs from the Conv 1 × 1 layer
with the upsampled/downsampled ones from the former resolution scale by the trainable
weight α.
We use the Leaky ReLU operation with leakiness 0.2 in all the layers of both generator
and discriminator. Besides, we use pixel-wise equalization instead of batch normalization
or instance normalization after each Conv 3 × 3 layer in both networks. Upsample and
Downsample operations utilize 2×2 element replication and average pooling, respectively.
At the end of the discriminator, two fully-connected layers are utilized for authentication
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DA and classification DC individually. The output neurons of these two fully-connected
layers are trained with the WGAN-GP and cross-entropy loss separately.
For the other baseline networks, we use the noise code and the attribute code with
the same dimension. Additionally, we follow the training configuration described in those
respective papers as closely as possible. For CoGAN, we extend the number of output
branches to c modalities by replication. The classifier is adopted with the cross-entropy
loss. Except for the fist layer of the discriminator and the last layer of the generator, the
rest of layers are all with the tied-weights. For RegCGAN, we extend the domains from 2
in the original paper to c. We obtain the multimodal face images during testing by changing
the domain label while keeping the noise and attribute code the same.
4.2 Experiments
In this part, the experimental evaluations of the proposed method are discussed in detail.
We compare Att2MFace against several multimodal synthesis baselines both qualitatively
and quantitatively. In addition, we present attribute and noise manipulation results.
4.2.1 Baseline Models
We consider the following two recently proposed multimodal image synthesis methods
as baselines: CoGAN [24] and RegCGAN [138]. Both of these methods perform noise-
to-image synthesis over multiple modalities. We concatenate visual attributes with noise
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(a) CoGAN [24] (b) RegCGAN [138] (c) Att2MFace
Figure 4.3: Comparison among baseline models.
to generate attribute conditioned multimodal images. In another baseline, we use an out-
put from an attribute-to-face synthesis network as an input to multimodal image-to-image
translation network such as StarGANv2 [139]. Fig. 4.3 presents a comparison among these
baseline methods. In what follows, we give more details regarding these baselines.
CoGAN [24] utilizes coupled generators/ discriminators that share weights in shallow/deeper
layers to synthesize multimodal images. The generators and discriminators are jointly op-
timized. We adopt the architecture of CoGAN with a classifier to predict the attribute.
Except for the last layer of the generator and the first layer of the discriminator, the rest of
the layers from each modality network are tied.
RegCGAN [138] generates multimodal images by changing the modality label ym. Train-
ing this model is regularized by forcing the first layer generator features to be similar for
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paired inputs and forcing the last layer features of the discriminator to be similar for paired
inputs. Similar to CoGAN, an auxiliary classifier is attached to the discriminator for pre-
dicting the attributes.
StarGANv2⋆ [139] is the state-of-the-art multimodal image-to-image translation model.
We re-trained StarGANv2 based on different modalities available in each dataset. For a fair
comparison, visible images from our Att2MFace network are used as input to StarGANv2.
This network synthesizes the remaining multimodal images from the given visible image.
4.2.2 Datasets
The following three multimodal face datasets are used to conduct experiments: ARL
Multi-modal Face Dataset [34, 140], CelebA-HQ dataset [38] and CASIA NIR-VIS 2.0
Face Database [39]. Sample images from different modalities from these datasets are
shown in Fig. 4.4. The list of facial attributes used from these datasets to synthesize mul-
timodal face images is tabulated in Table 4.4. During training, multimodal images are
randomly sampled according to the attributes. Hence, multimodal data are not required in
pairs.
Visible Thermal Polar Visible Sketch VIS NIR
(a) (b) (c)
Figure 4.4: Sample images and the corresponding modalities from (a) ARL Multi-modal
Face Dataset [34, 140], (b) CelebA-HQ [38], and (c) CASIA NIR-VIS 2.0 [39].
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ARL Multimodal Face Dataset: The ARL multimodal dataset [34,140] consists of 5,419
polarimetric thermal and visible pairs of images from 121 subjects in various expressions,
pose, etc. conditions. We resize the images to 256×256 resolution for training our model.
CelebA-HQ: The CelebA-HQ dataset [38] consists of 30,000 high-resolution face images
(i.e. 1024× 1024) with corresponding 40 facial attributes [30]. We extract sketch images
2 from the visible images and view them as the second modality images. We resize the
images to 256×256 resolution for training our model.
CASIA NIR-VIS 2.0: The CASIA NIR-VIS 2.0 Face Dataset [39] contains 12,487 near-
infrared (NIR) images and 5,093 visible images corresponding to 725 subjects. The images
in this dataset have been tightly cropped with 128×128 resolution.
4.2.3 Implementation
The Adam optimizer [110] with a batch size of 16 is used to train the network. The
learning rate starts from 0.001 for the generator and the discriminator. The number of
iteration for seven scales 4 × 4, 8 × 8, · · · , 256 × 256 are set equal to 4.8 × 104, 9.6 ×
104, · · · 9.6× 104, 2.0× 105, respectively. It takes around 8 days to train the entire network
on two NVIDIA TITAN Xp GPUs. The hyperparameters are selected based on the lowest
FID score from 5000 random samples during training.
In CoGAN [24], the multimodal face images are synthesized by concatenating the noise
vector with visual attributes. In RegCGAN [138], different modality images are obtained
2http://www.askaswiss.com/2016/01/how-to-create-pencil-sketch-opencv-python.html
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by feeding noise and attribute concatenated vector with a specific modality label c differ-
ent times. Regarding StarGANv2⋆ [139], the model is first re-trained based on particular
modalities and then the synthesized visible image from Att2MFace is used as input to gen-
erate multimodal images corresponding to other modalities.
4.2.4 Results
We compare our method with the baseline models qualitatively and quantitatively.
The performance of different methods is quantitatively evaluated using the Fréchet in-
ception distance (FID) [112] and Learned Perceptual Image Patch Similarity (LPIPS) dis-
tance [141]. A lower FID value implies that the generated data are closer to the real data.
When computing the FID score, we choose the same number of synthetic samples as the
number of original images in the related dataset. Higher LPIPS values imply that the syn-
thesized images are more diverse. Following [117, 142, 143], we randomly choose 2k syn-
thetic images and measure the pairwise LPIPS for each modality.
Image Quality: The quantitative results corresponding to different methods are shown in
Table 4.3. Figs. 4.5, 4.6, & 4.7 show the qualitative performance of different methods
on the ARL Multi-modal Face Dataset, CelebA-HQ and CASIA NIR-VIS 2.0 datasets,
respectively. As shown in these figures, Att2MFace is able to synthesize multimodal im-
ages directly from visual attributes better than the other methods. In particular, the gen-
erated images preserve the attributes that were used to synthesize images (listed on the
first column). Regarding the other baseline methods, CoGAN [24] and RegCGAN [138]
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Figure 4.5: Sample 256 × 256 resolution multimodal images generated by different meth-
ods using the ARL Multimodal Face Database (Zoom-in for better visualization). The red
boxes highlight the loss of geometry consistency by StarGANv2.
Figure 4.6: Sample 256 × 256 resolution multimodal images generated by different meth-
ods using the CelebA-HQ dataset. (Zoom-in for better visualization)
Figure 4.7: Sample 128 × 128 resolution multimodal images generated by different meth-
ods using the CASIA NIR-VIS 2.0 dataset. (Zoom-in for better visualization)
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are also able to produce reasonable images but the image quality from our model is more
photo-realistic than those two methods. Furthermore, the LPIPS distances corresponding
to Att2MFace are higher than the other baseline methods which indicates that the generated
images from our method are more diverse. The performance of StarGANv2⋆ depends on
the quality of the input image which is synthesized by Att2MFace. It also depends on how
well StarGANv2⋆ is able to synthesize multimodal images from the visible image. As can
be seen from these Figs. 4.5, 4.6, & 4.7 and Table 4.3, in general, StarGANv2⋆ can pro-
duce multimodal images but the image quality is poor and the diversity is limited because
of the domain discrepancy among different modalities. This experiment clearly shows the
significance of our multimodal image generation method.
Additional multimodal synthesized samples corresponding to the proposed method
from the ARL Multimodal Face dataset, CelebA-HQ dataset and CASIA-NIR-VIS 2.0
dataset can be found in Figure 4.8, 4.9, and 4.10, respectively.
Attribute Accuracy: In order to check whether the generated images preserve the at-
tributes that were used to synthesize images, we use mean square error (MSE) between
the predicted attribute scores corresponding to the reference image and the synthesized im-
age. We fine-tune ResNet50 [103] on the attribute label by replacing the final layer of the
classifier. The estimated attributes from the re-trained ResNet50 model are used for eval-
uation. When conducting this experiment, 5000 ground-truth images with corresponding
attributes are randomly selected. The averaged score and standard derivation based on 5
splits are shown in Table 4.5. As can be seen from this table, the proposed Att2MFace is
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Figure 4.8: Additional 128x128 and 64x64 multimodal images generated using the CASIA-
NIR-VIS 2.0 dataset.
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Figure 4.9: Additional 256x256 and 128x128 multimodal images generated using the
CELEBA-HQ dataset.
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Figure 4.10: Additional 256x256 and 128x128 multimodal images generated using the
CASIA-NIR-VIS 2.0 dataset.
56
CHAPTER 4. MULTIMODAL FACE SYNTHESIS FROM VISUAL ATTRIBUTES
(a) Batch Norm (b) Instance Norm (c)
Feature Norm
Figure 4.11: Comparison of using different normalization methods. The FID
scores for visible/sketch modalities in different normalization methods are: (a) Batch
Norm:118.69/96.01; (b) Instance Norm:44.82/28.01; (c) Feature Norm: 13.30/17.75. The
modality implications are highlighted with red boxes
able to preserve the attributes on the synthesized images better than the other baselines.
Note that since extracting facial attributes from sketch or thermal modalities is difficult, we
only estimate attributes from the synthesized visible images.
Normalization Comparison: In order to demonstrate the effectiveness of feature nor-
malization in Eq. (4.2), we compare it with two common normalization methods: batch
normalization and instance normalization. For fair comparison, we replace the feature
equalization with these two normalizations and keep the other network structure the same.
We show the performances visually in Figure 4.11. As can be seen from this figure in-
stance normalization leads to modality implication (highlighted in red boxes). In addition,
the FID scores are indicated in the caption to show the superiority of feature equalization
quantitatively.
Progressive Learning: Fig. 4.12 shows sample outputs during progressive training of our
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(a)
(b) (c)
Figure 4.12: Synthesized multimodal images during progressive-growth training at differ-
ent resolutions.
network. As can be seen from this figure, starting from low-resolution, our method progres-
sively increases the resolution of multimodal images. This incremental learning framework
allows the network to discover the overall structure of the face first and then adds finer scale
detail at larger scales. Hence, it avoids having to learn multimodal images at all scales si-
multaneously. This process also stabilizes the training process.
4.2.5 Face Synthesis via Manipulating
To understand whether the model learns to generate a diverse set of images or just
memorizes data, two experiments are conducted. In the first experiment, we manipulate
the attribute code while keeping the noise vector fixed. This experiment shows the image
synthesis capability of our network by manipulating the input attribute. In the second ex-
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periment, we fix the attribute code and change the noise vector. This experiment shows
whether our model can learn a smooth mapping from noise to the image space.
Attribute Manipulation: Given an attribute code ya, another attribute code y⋆a is obtained
by flipping a particular value of ya (i.e. Male: -1 → Male: 1). The attribute code is inter-
polated as ya = β ∗ ya + (1 − β) ∗ ya with β ∈ [0, 1]. The manipulated attribute code is
then used to synthesize multimodal images by keeping the noise vector fixed. Results cor-
responding to this experiment are shown in Fig. 4.13. As can be seen from this figure, when
higher weights are given to a certain attribute, the corresponding appearance changes. For
instance, we are able to synthesize multimodal images with a different gender by chang-
ing the weights corresponding to the gender attribute as shown in the first three rows of
Fig. 4.13. Each column shows the progression of gender change as the attribute weights
are manipulated from -1 to 1. Similarly, the synthesis results when young and mouth open
attributes are changed are also shown in Fig. 4.13. It is worth noting that when the attribute
weights other than the gender attribute are changed, the identity of the person does not
change much.
Noise Manipulation: Similar to the above experiment, we gradually synthesize images
from the interpolated latent vectors between the two noise codes while keeping the attribute
code frozen. Results corresponding to this experiment are shown in Fig. 4.14. As can be
seen from this figure, as we change the noise vector, attributes stay the same while the iden-
tity changes. Our model is able to learn the mapping from the latent noise space instead of
just memorizing the data.
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Figure 4.13: Progressive synthesis of multimodal face images when attributes are changed
while the noise vector is kept fixed. (a)Old to young and female to male synthesis on the
ARL dataset. (b) Old to young and female to male synthesis on the CelebA-HQ dataset.
(c) Mouth closed to open and female to male synthesis on the CASIA-NIR-VIS dataset.
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Figure 4.14: Synthesis of multimodal images via interpolation between two noise codes
with fixed visual attribute (listed on the left-side). Note that the identity and facial shape
change as we vary the noise vector but the attributes are preserved on the synthesized
images
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4.3 Summary
We proposed a novel network architecture, called Att2MFace, for multimodal face gen-
eration from visual attributes. Att2MFace consists of a single generator that can simul-
taneously generate multimodal face images from visual attributes. Furthermore, we take
advance of the progressive training strategy to synthesize consistant multimodal face im-
ages. Qualitative and quantitative comparison with other state-of-the-art methods on three
datasets demonstrate the superiority of the proposed method. Various experiments showed
that the proposed method is able to generate high-quality multimodal images and achieves
significant improvements over the state-of-the-art methods.
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Table 4.1: The generator network architectures that we use to generate 256x256 multimodal
images.
Generator Act. Output shape Block
input code (512 + da) -
Fully-connected LReLU, Reshape 512× 4× 4 MLP
Conv 3× 3 LReLU 512× 4× 4 Initial Block
c× Conv 1× 1 3× 4× 4 Multimodal Stretch-out
Upsample 512× 8× 8
Transition BlockConv 3× 3 LReLU 512× 8× 8
Conv 3× 3 LReLU 512× 8× 8
c× Conv 1× 1 linear 3× 8× 8 Multimodal Stretch-out
Upsample 512× 16× 16
Transition BlockConv 3× 3 LReLU 256× 16× 16
Conv 3× 3 LReLU 256× 16× 16
c× Conv 1× 1 linear 3× 16× 16 Multimodal Stretch-out
Upsample 256× 32× 32
Transition BlockConv 3× 3 LReLU 128× 32× 32
Conv 3× 3 LReLU 128× 32× 32
c× Conv 1× 1 linear 3× 32× 32 Multimodal Stretch-out
Upsample 128× 64× 64
Transition BlockConv 3× 3 LReLU 64× 64× 64
Conv 3× 3 LReLU 64× 64× 64
c× Conv 1× 1 linear 3× 64× 64 Multimodal Stretch-out
Upsample 64× 128× 128
Transition BlockConv 3× 3 LReLU 32× 128× 128
Conv 3× 3 LReLU 32× 128× 128
c× Conv 1× 1 linear 3× 128× 128 Multimodal Stretch-out
Upsample 32× 256× 256
Transition BlockConv 3× 3 LReLU 16× 256× 256
Conv 3× 3 LReLU 16× 256× 256
c× Conv 1× 1 linear 3× 256× 256 Multimodal Stretch-out
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Table 4.2: The discriminator network architectures that we use to generate 256x256 multi-
modal images.
Discriminator Act. Output shape Block
input images 3× 256× 256 -
c× Conv 1× 1 linear 16× 256× 256 Multimodal Stretch-in
Conv 3× 3 LReLU 16× 256× 256
Down-streamConv 3× 3 LReLU 32× 256× 256
Downsample 32× 128× 128
c× Conv 1× 1 linear 32× 128× 128 Multimodal Stretch-in
Conv 3× 3 LReLU 32× 128× 128
Down-streamConv 3× 3 LReLU 64× 128× 128
Downsample 64× 64× 64
c× Conv 1× 1 linear 64× 64× 64 Multimodal Stretch-in
Conv 3× 3 LReLU 64× 64× 64
Down-streamConv 3× 3 LReLU 128× 64× 64
Downsample 128× 32× 32
c× Conv 1× 1 linear 128× 32× 32 Multimodal Stretch-in
Conv 3× 3 LReLU 128× 32× 32
Down-streamConv 3× 3 LReLU 256× 32× 32
Downsample 256× 16× 16
c× Conv 1× 1 linear 256× 16× 16 Multimodal Stretch-in
Conv 3× 3 LReLU 256× 16× 16
Down-streamConv 3× 3 LReLU 512× 16× 16
Downsample 512× 8× 8
c× Conv 1× 1 linear 512× 8× 8 Multimodal Stretch-in
Conv 3× 3 LReLU 512× 8× 8
Down-streamConv 3× 3 LReLU 512× 8× 8
Downsample 512× 4× 4
c× Conv 1× 1 512× 4× 4 Multimodal Stretch-in
Conv 3× 3 LReLU 512× 4× 4
Down-stream
Reshape 8192
Fully-connected / Fully-connected 16 / (da + dc) DA / DC
Table 4.3: Quantitative results in terms of the FID ↓ (LPIPS ↑) scores corresponding to
different methods. Mean value is calculated by averaging the available FID scores from
each modality.
ARL Multimodal Face Database CelebA Database CASIA NIR-VIS 2.0
Methods Visible Polarimetric S0 Mean Visible Sketch Mean Vis NIR Mean
CoGAN [24] 397.22 (0.3942) 275.60 (0.4647) 311.55 (0.4870) 328.12 (0.4486) 110.92 (0.5053) 113.29 (0.3222) 112.10 (0.4137) 306.03 (0.3103) 97.27 (0.3494) 201.65 (0.3298)
RegCGAN [138] 382.75 (0.4792) 264.86 (0.4484) 299.53 (0.4079) 315.71 (0.4451) 108.55 (0.5183) 118.52 (0.3338) 113.53 (0.4260) 142.32 (0.3201) 117.66 (0.3467) 129.99 (0.3334)
StarGANv2⋆ [139] 65.26 (0.4848) 127.17 (0.1078) 157.54 (0.1684) 116.65 (0.2536) 13.30 (0.5494) 115.51 (0.2039) 64.40 (0.3766) 35.03 (0.3815) 54.45 (0.1707) 44.74 (0.2761)
Att2MFace (ours) 65.26 (0.4848) 43.04 (0.4542) 69.36 (0.4351) 59.22 (0.4580) 13.30 (0.5494) 17.75 (0.4568) 15.52 (0.5031) 35.03 (0.3815) 52.64 (0.3343) 43.83 (0.3579)
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Table 4.4: List of selected visual-attributes.
ARL Multimodal Face Dataset
Male, Mouth Open,
Mustache, No Bear and Young.
CelebA-HQ
Male, Young, Smiling,
Mouth Open, No Beard.
CASIA NIR-VIS 2.0 Male, Eye Glasses, Smiling
Table 4.5: Attribute accuracy based on the MSE metric with mean ± std.
Methods ARL Multimodal Face Database CelebA Database CASIA NIR-VIS 2.0
CoGAN [24] 0.0583 ± 0.0181 0.0671 ± 0.0152 0.0603 ± 0.0135
RegCGAN [138] 0.0594 ± 0.0146 0.0583 ± 0.0132 0.0574 ± 0.0177
StarGANv2⋆ [139] 0.0547 ± 0.0142 0.0563 ± 0.0094 0.0553 ± 0.0136
Att2MFace (ours) 0.0516 ± 0.0158 0.0489± 0.0133 0.0508 ± 0.0148
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Chapter 5
Multi-Scale Thermal to Visible Face
Verification via Attribute Guided
Synthesis
Face Recognition (FR) is one of the most widely studied problems in computer vision
and biometrics research communities due to its applications in authentication, surveillance,
and security. Various methods have been developed over the last two decades that specif-
ically attempt to address the challenges such as aging, occlusion, disguise, variations in
pose, expression, and illumination. In particular, convolutional neural network (CNN)
based FR methods have gained significant traction in recent years [144]. This is mainly
due to the availability of large annotated datasets, affordability of graphics processing units
(GPUs), and trainability of nonlinear layers of deep neural networks employing activation
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Figure 5.1: (a) Traditional heterogeneous face verification approaches use the features di-
rectly extracted from different modalities for verification [1–4]. (b) The proposed heteroge-
neous face verification approach uses a thermal face and semantic attributes to synthesize a
visible face. Then, deep features extracted from the synthesized and visible faces are used
for verification.
functions (e.g., ReLU, ELU ) that alleviated issues with diminishing/exploding gradients.
Many deep CNN-based methods [144–151] have achieved state-of-the-art performances on
various FR benchmarks.
Despite the success of CNN-based methods in addressing various challenges in FR,
they are fundamentally limited to recognizing face images that are collected near-infrared
spectrum. In many practical scenarios such as surveillance in low-light conditions, one
has to detect and recognize faces that are captured using thermal modalities [2,26–28,140,
152–156]. However, the performance of many deep learning-based methods degrades sig-
nificantly when they are presented with thermal face images. For example, it was shown
in [26,28,63,64] that simply using deep features extracted from both thermal and visible fa-
cial images are not sufficient enough for heterogeneous face recognition. The performance
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degradation is mainly due to the significant distributional change between the thermal and
visible domains as well as a lack of sufficient data for training the deep networks for cross-
modal synthesis and matching.
Several attempts have been made to address the thermal-to-visible cross-spectrum FR
problem [26–28,34,63]. Riggan et al. [27] proposed a two-step method (visible feature es-
timation and visible image reconstruction) to solve the heterogeneous FR problem. Zhang
et al. [26] proposed a generative adversarial network (GAN) based method that fuses differ-
ent Stokes images to synthesize a visible face image given the corresponding polarimetric
thermal images. Recently, Riggan et al. [28] developed a global and local region-based
method to improve the discriminative quality of the synthesized visible imagery. Recently,
Zhang et al. [34] introduced a multi-stream feature-level fusion method to synthesize high-
quality visible images from polarimetric thermal images. Though these methods are able
to synthesize photo-realistic visible face images to some extent, the synthesized results
in [19,26,28] are still far from optimal and they tend to lose some semantic attribute infor-
mation such as expression, facial hair, gender, etc. Such reconstructions may degrade the
performance of thermal-to-visible face verification.
In this work, we take a different approach to the problem of thermal-to-visible match-
ing. Fig. 5.1 compares the traditional cross-modal verification problem with that of the
proposed attribute-preserved heterogeneous face verification approach. Given a visible and
thermal image pair, the traditional approach first extracts some features from these images
and then verifies the identity based on the extracted features [2] (see Fig. 5.1(a)). In con-
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trast, we propose a novel framework in which we make use of the attributes extracted from
the visible image to synthesize the attribute-preserved visible image from the input thermal
image for matching (see Fig. 5.1(b)). In particular, a pre-trained VGG-Face model [145] is
used to extract the attributes from the visible image. Then, a novel Multi-Scale Attribute
Preserved Generative Adversarial Network (Multi-AP-GAN) is proposed to synthesize the
visible image from the thermal image guided by the extracted attributes. Finally, a pre-
trained VGG-Face network is used to extract features from the synthesized and the input
visible images for verification.
5.1 Proposed Method
In this chapter, we discuss the details of the proposed Multi-AP-GAN method (see
Fig. 5.2). In particular, we discuss the proposed attribute predictor, multi-scale generator,
a series of distinct accompanying discriminators and the loss function used to train these
networks.
5.1.1 Attribute Predictor
To efficiently extract attributes from a given visible face, an attribute predictor is fine-
tuned based on the VGG-Face network [145] using the annotated attributes. This network
is trained separately from Multi-AP-GAN. The fine-tuned network is used in both obtaining
the visible face attributes and for capturing the attribute loss when training the generator
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Figure 5.2: A single generator with multi-scale resolution output is proposed to synthesize
high-quality images by leveraging hierarchical information at different scales. Multimodal
Bilinear Pooling (MCB) pooling is proposed to fuse the semantic attribute information
with the image feature in the latent space. In order to make sure that the synthesized image
maintains the identity and semantic attributes, a multi-purpose objective function is adopted
which consists of adversarial loss LDi , L1 loss, perceptual loss LPi , identity loss LIi and












































(a) The multi-scale generator (b) Multimodal Compact Bilinear (MCB) pooling
Figure 5.3: The network architecture of multiscale generator and multimodal compact bi-
linear (MCB) pooling in details.
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Figure 5.4: An overview of the triplet-pair-input discriminator. The triplet-pair-input dis-
criminator is composed of a conditional and an unconditional streams. The unconditional
stream aims to discriminate the fake and real images. The conditional stream aims to
discriminate between the image and the corresponding attributes. In order to keep the bot-
tleneck feature map size to be consistent to 8× 8 for different input image resolution scale,
a different number of downsampling layers (dash-line cubic) are utilized.
and discriminator. When fine-tuning the network, a binary cross-entropy loss is used and
the final fully-connected layer has the same dimension as the number of visual attributes.
The predictor is selected based on the lowest loss error.
5.1.2 Generator
A U-net structure [29] is used as the building block for the multi-scale generator since
it is able to better capture the large receptive field and also able to efficiently address the
vanishing gradient problem. In addition, to effectively combine the extra facial attribute
information into the building block, we fuse the attribute vector and the image feature in
the latent space [19, 26, 107]. Note that the attributes are extracted from the given visible
face using the fine-tuned model as discussed above. The generator architecture is illustrated
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in Fig 6.3(a).
In our experiments, we observe that simple concatenation of the two vectors (encoded
image vector and attribute vector) does not work well. One possible reason is that both
vectors are significantly different in terms of their dimensionality. Thus, we adopt the well-
known MCB pooling method [32, 33] to overcome this issue. Instead of simple concate-
nation, MCB leverages the following two techniques: bilinear pooling and sketch count.
Bilinear pooling is the outer-product and linearization of two vectors, where all elements of
both vectors are interacting with each other in a multiplicative way. In order to overcome
the high-dimension computation of bilinear pooling, Pham et al. [157] implemented the
count sketch of the outer product of two vectors, which involves the Fast Fourier Trans-
form (FFT ) and inverse Fast Fourier Transform (FFT−1). The architecture of the MCB
module is shown in Fig 6.3(b).
In order to improve the quality of the synthesized visible images, the proposed single
generator utilizes a multi-scale output architecture. Specifically, the generator G produces
multiple outputs at different resolution scales as follows
G(x, z) = {ŷ1, · · · , ŷs}, (5.1)
where x, z denote the input thermal image and the extracted visual-attributes, respectively.
Here, {ŷ1, · · · , ŷs} denote the synthesized images with gradually growing resolutions and
ŷs is the final output with the highest resolution s. In this work, we set s = 3 where ŷ3
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Table 5.1: Architecture details corresponding to the generator network.







Input Size 256 128 64 32 16 8 4 2 2 4 8 16 32 (128) 64 (64) 128 (32)
Output Channel 64 128 256 512 512 512 512 512 512 512 512 256 128 (3) 64 (3) 32 (3)
Kernel Size 3 3 3 3 3 3 3 - 3 3 3 3 3 (3) 3 (3) 3 (3)
Stride Size 2 2 2 2 2 2 2 - 2 2 2 2 2 (1) 2 (1) 2 (1)
is the 256 × 256 image, ŷ2 is the 128 × 128 image, and ŷ1 is the 64 × 64 image. These
multi-scale resolution outputs act as a regularizer to the generator G. Furthermore, they
shorten the error signal flow path and help to improve the training stability [22].




where C stands for the convolutional layer (conv), L stands for LeakyReLU layer (nega-
tive slope=0.02), N stands for the spectral normalization layer [158], MCB indicates the
Multimodal Compact Bilinear module [32, 33], D stands for the deconvolutional layer
(dconv), and R corresponds to the ReLU layer. All the numbers in parenthesis indicate
the channel number of the output feature maps. Table 5.1 gives the details of the gener-
ator architecture. Note that, for simplicity, spectral normalization [158], LeakyReLU and
ReLU layers are omitted. In the last three layers, feature maps are converted into three-
channel images by a “to rgb” block, which consists of one convolutional layer (parameters
are indicated in parenthesis) followed by a Tanh layer.
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5.1.3 Discriminator
A series of distinct discriminators Di, i = 1, · · · , s are utilized and trained iteratively
with the generator G. For a certain discriminator at the i-th resolution scale, a patch-based
discriminator [159] is leveraged and it not only aims to discriminate between real/fake im-
ages but also to discriminate between the image and the corresponding attributes. Similar
to previous works [19,21,22], a triplet of paired image and attribute is given to the discrim-
inator: real, fake and wrong. The real pair consists of a real-image (yi) along with the
corresponding true-attributes (z). The wrong pair consists of a real image (yi) along with
wrong attributes (z′). The fake pair consists of a fake-image (ŷi) with true attributes (z).













V ireal = Eyi∼PY [logDi(yi)]
+Eyi,z∼PY,Z [logDi(yi, z)]
V iwrong = Eyi,z′∼PY,Z [log(1−Di(yi, z′))]
V ifake = Eŷi∼PG(x,z) [log(1−Di(ŷi))]
+Eŷi∼PG(x,z),z∼PZ [log(1−Di(ŷi, z))].
(5.2)
Specifically, each discriminator Di has two streams: conditional stream and unconditional
stream. One discriminator on 256 × 256 resolution scale is illustrated in Fig. 6.4. The
unconditional stream aims to learn the discrimination between the real and the synthesized
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images. This unconditional adversarial loss is back-propagated to G to make sure that the
generated samples are as realistic as possible. In addition, the conditional stream aims
to learn whether the given image matches the given attributes or not. This conditional
adversarial loss is back-propagated to G so that it generates samples that are attribute-
preserving.
Fig. 6.4 gives an overview of a discriminator at 256×256 resolution scale. This discrim-
inator consists of 6 convolutional blocks for both conditional and unconditional streams.
Details of these convolutional blocks are as follows:
CL(64)-CNL(128)-CNL(256)-CNL(512)-C2NL(512)-C2S(1),
where S stands for the Sigmoid activation layer. Note that the only difference between the
unconditional and conditional stream is the concatenation of the attribute vector at the fifth
convolutional block. For different discriminator, Di at different resolution scale, the num-
ber of convolutional down-sample blocks (blocks with dotted lines in Fig. 6.4) vary, but
we keep the bottleneck feature map at the same size (i.e. 8 × 8). The architecture details
corresponding to the other discriminators are given in Table 5.2.
5.1.4 Loss Function
The generator is optimized by minimizing the following loss
LMulti−AP−GAN = LG + λALA + λPLP + λILI + λ1L1, (5.3)
2unconditional and conditional streams are shortened for brevity.
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Table 5.2: Architecture details corresponding to different discriminators. Numbers in
parenthesis indicate the channel number of the output feature maps. The convolutional
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where LG is the multi-scale adversarial loss in Eq (5.2) , LP is the perceptual loss, LI is
the identity loss, LA is the attribute loss, L1 is the loss based on the L1-norm between the
target and the reconstructed image, and λP , λI , λA, λ1 are the corresponding weights.
5.1.4.1 Multi-scale Perceptual and Identity Loss
Perceptual loss was originally introduced by Johnson et al. [160] for style transfer and
super-resolution. It has been observed that the perceptual loss produces visually pleasing










∥F (ŷi)c,w,h − F (yi)c,w,h∥1, (5.4)
where F represents a non-linear CNN feature. VGG-16 [161] is used to extract features
in this work. C,W,H are the dimensions of features from a certain level of the VGG-16,
which are different for perceptual and identity losses. Since the deeper convolutional layer
captures more semantic information, we choose deeper convolutional feature maps as the
identity loss.
In addition, multi-scale L1 loss between the synthesized image ŷi and the corresponding




∥ŷi − yi∥1. (5.5)
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5.1.4.2 Multi-scale Attribute Loss
Inspired by the perceptual loss, we define an attribute preserving loss, which measures
the error between the attributes of the synthesized image and the real image. To make sure
the pre-trained model captures the facial attribute information, we fine-tune the pre-trained
VGG-Face network on the annotated attribute dataset and regard the fine-tuned attribute
classifier as the pre-trained model for the attribute preserving loss. Similar to the perceptual





where Q is the fine-tuned attribute predictor network. The output vectors are from the last
layer. As a result the feature dimensions C,W,H are omitted in (5.6). By feeding such
attribute information into the generator during training, the generator G is able to learn
semantic information corresponding to the face.
5.1.5 Implementation
The entire network is trained in Pytorch on a single Nvidia Titan-X GPU. During the
Multi-AP-GAN training, the L1, perceptual and identity loss parameters are chosen as
λ1 = 10, λP = 2.5, λI = 0.5, respectively. The ADAM [110] is implemented as the
optimization algorithm with parameter betas = (0.5, 0.999) and batch size is set equal to
1. The total epochs are 200. For the first 100 epochs, we fix the learning rate as 0.0002 and
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for the remaining 100 epochs, the learning rate was decreased by 1/100 after each epoch.
The feature maps for the perceptual and the identity loss are from the relu1-1 and the relu2-
2 layers, respectively. In order to fine-tune the attribute predictor network, we manually
annotate images with the attributes tabulated in Table 5.3.
Table 5.3: The facial attributes used in this work.
attributes
Arched Eyebrows, Big Lips, Big Nose,
Bushy Eyebrows, Male, Mustache,
Narrow Eyes, No Beard,
Mouth Slightly Open, Young
5.2 Datasets and Protocols
In this section, we describe the datasets and the protocols that we use to conduct exper-
iments. In particular, we describe the new extended ARL Polarimetric thermal face dataset
and the corresponding protocol that we use in this work.
5.2.1 Extended Polarimetric Thermal Face Dataset
In many recent approaches, the polarization-state information of thermal emissions has
been used to achieve improved cross-spectrum face recognition performance [26–28, 140,
152] since it captures geometric and textural details of faces that are not present in the
conventional thermal facial images [140, 152]. A polarimetric thermal image consists of
three Strokes images: S0, S1, S2 where S0 indicates the conventional total intensity thermal
image, S1 captures the horizontal and vertical polarization-state information, S2 captures
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the diagonal polarization-state information [140]. Similar to [26,28], we also refer to Polar
as the three channel polarimetric image concatenated with S0 , S1 and S2. These Stokes
images along with the visible and the polarimetric images corresponding to a subject in the
ARL dataset [140] are shown in Fig. 5.5. It can be observed that S1, S2 tend to preserve
more textural details compared to S0.
Figure 5.5: Sample images from the ARL dataset. (a) Visible, polarimetric thermal, and
Stokes images (S0, S1, S2) corresponding to a subject from the ARL dataset [140]. (b)
Sample visible, conventional thermal and polarimetric thermal images with different vari-
ations from the ARL Dataset Volume III.
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The U.S. Army DEVCOM Army Research Laboratory (ARL) multimodal face dataset
consists of polarimetric thermal and visible face image pairs in three volumes. Volume I
consists of the polarimetric thermal and visible images from 60 subjects, which were col-
lected by the U.S. Army Research Laboratory in 2014-2015. Frontal imagery with different
ranges and expressions are included. Details regarding this volume can be found in [140]
and [34]. Volume II consists of images from 51 subjects collected at a Department of
Homeland Security test facility. As described in [34], while the participants of the Volume
I subset consisted exclusively of the ARL employees, the participants of the Volume II col-
lect were recruited from the local community in Maryland, resulting in more demographic
diversity. In addition, frontal imagery with various expressions is included in this volume.
In this work, we present an extension of the dataset which was collected by ARL across
11 different sessions over 6 days. We refer to this extended dataset as Volume III here-
inafter. Volume III contains polarimetric thermal and visible facial signatures from 121
subjects collected at Johns Hopkins University Applied Physics Laboratory as part of an
IARPA government testing event. There are a total of 5419 polarimetric thermal and visible
image pairs with significant variations (Fig. 5.5) such as expression, off-pose, glasses, etc.
These variations make the dataset more challenging for cross-modal face verification. Note
that this extended database is available upon request.
To be consistent with previous methods [34, 140], the experimental protocols are de-
fined as follows:
Protocol I: The Protocol I is evaluated on Volume I, which consists of frontal imagery with
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range and expression variations (including neutral expression). Images from 30 subjects
with eight samples for each subject are used as the training split. Images from the other 30
subjects with eight samples for each subject are used as the test split. All the samples in
training and test split are randomly chosen from 60 subjects. Results are evaluated on five
random splits. Note that there are no overlapping subjects between training and test splits.
Protocol II: The Protocol II is evaluated on the extended 111 subject dataset which contains
the images from both Volume I and Volume II. In particular, 85-subject images are used
as the training split and the other 26-subject images are denoted as the test split. The 85-
subject images in training split consist of all 60-subject images in Volume I and another 25-
subject images randomly selected from Volume II. The other 26-subject images in Volume
II are selected as the test split. As before, results are evaluated on five random splits [34].
Note that Volume II consists of frontal imagery with expression variations only (including
neutral expression).
Protocol III: The Protocol III is evaluated only on the Volume III data consisting of images
from 121 subjects. Volume III includes frontal and off-pose imagery (excludes extreme
pose, e.g. profile), and expression variation (including neutral expression). Images from 96
randomly chosen subjects are used as the training split and the images from the remaining
25 subjects are used as the test split. Results are evaluated on five random splits.
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5.2.2 Visible and Thermal Paired Face Database
In addition to the ARL dataset, the proposed method is evaluated on a recently intro-
duced Visible and Thermal Paired Face Database [162]. This dataset contains thermal and
visible image pairs corresponding to 50 subjects. Each subject participated in two different
sessions separated by a time interval of 3 to 4 months. This dataset includes 21 face images
per subject in each session. These images correspond to different facial variations in illu-
mination, head pose, expression and occlusion. In total, 4200 images are included in this
dataset.
Protocol: Images corresponding to randomly chosen 30 subjects are used as the training
split and the images from the remaining 20 subjects are used as the test split. This results
in 630 paired training images and 420 paired testing images. There is no overlap among
subjects in the training and the test sets. Results are evaluated on five random splits.
5.2.3 Tufts Face Database
We also evaluate the proposed method on a recently proposed Tufts Face Database [37],
which contains 1532 paired visible and thermal face images from 112 subjects. For each
subject multiple images are taken in different conditions. In particular, each subject has
images in 9 different poses, 4 expressions and 1 occlusion with eye glasses. Sample images
from this dataset are shown in 5.6. The Tufts dataset [37] is more difficult than the other
two datasets as it contains less number of images per person in each variation.
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Neutral ExpressionPose Occlusion
Figure 5.6: Sample thermal and visible images from the Tufts Face Database [37] with
different variations.
Protocol: Similar to the previous protocols, images corresponding to 90 subjects are used
for training and the images from the remaining 22 subjects are used for testing. This results
in about 1232 paired data for training and 300 paired data for testing. There is no overlap
among subjects in the training and the test sets. Results are reported based the evaluations
on five random splits.
5.2.4 Preprocessing
In addition to the standard preprocessing, two more preprocessing steps are used for
the proposed method. First, the faces in the visible images are detected by MTCNN [163].
Then, a standard central crop method is used to crop the detected faces. Since MTCNN
is implementable on the visible images only, we use the same detected rectangle coor-
dinations to crop the thermal images, which were already aligned to the same canonical
coordinates as the visible images. After preprocessing, all the images are scaled and saved
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Figure 5.7: The ROC curve comparison on Protocol I with several state-of-the-art methods:
(a) Polarimetric thermal-to-visible verification performance. (b) S0-to-Visible verification
performance. Note that the dotted lines indicate results based on the ground-truth attributes.
The gap between the results with ground-truth attributes and that with predicted attributes
demonstrate the degradation caused by the attribute predictor.
as 256× 256 16-bit PNG files.
5.2.5 Metrics
Once the visible image is synthesized from the input probe thermal image, we use a
pre-trained VGG-Face model [145] to extract features from the synthesized visible probe
image as well as the visible gallery image to perform cross-modal face verification. In
particular, the verification score is calculated using the cosine similarity between the two
feature vectors. The cross-modal verification performance of different methods is evaluated
using the Receiver Operating Characteristic (ROC) curve, Area Under the Curve (AUC)
and Equal Error Rate (EER) measures.
85





Figure 5.8: The ROC curve comparison on Protocol II with several state-of-the-art meth-
ods: (a) Polarimetric thermal-to-visible verification performance. (b) S0-to-Visible verifi-
cation performance. Note that the dotted lines indicate results based on the ground-truth
attributes. The gap between the results with ground-truth attributes and that with predicted
attributes demonstrate the degradation caused by the attribute predictor.
5.3 Experimental Results
In this part, we demonstrate the effectiveness of the proposed approach by conduct-
ing various experiments on the datasets described in the previous parts. Since the ARL
Dataset contains both conventional thermal (S0) and polarimetric thermal modalities, we
conduct the following two cross-modal face verification experiments on the ARL dataset:
1) Conventional thermal (S0) to Visible (Vis) and 2) Polarimetric thermal (Polar) to Visi-
ble (Vis). On the other hand, the Visible and Thermal Paired Face Database and the Tufts
Face Database do not contain polarimetric thermal images. As a result, we only conduct
thermal-to-visible cross-domain face verification experiments on these datasets.
We evaluate and compare the performance of the proposed method with that of the fol-
lowing recent state-of-the-art methods [26–28, 34, 63, 68, 69, 164]. Note that our previous
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Figure 5.9: The ROC curve comparison on Protocol III with several state-of-the-art meth-
ods: (a) Polarimetric thermal-to-visible verification performance. (b) S0-to-Visible verifi-
cation performance. Note that the dotted lines indicate results based on the ground-truth
attributes. The gap between the results with ground-truth attributes and that with predicted
attributes demonstrate the degradation caused by the attribute predictor.
work [63] can be viewed as a single scale version of the proposed method. In particular,
in [63], we synthesize images at a particular scale which has the same resolution as the
input. We also conduct experiments with another baseline method called, Multi-AP-GAN
(GT), where we use the ground-truth attributes in our method rather than automatically
predicting them using the proposed attribute predictor. This baseline will clearly deter-
mine how effective the proposed attribute predictor is in determining the attributes from
unconstrained visible faces.
5.3.1 Results on the ARL Face Dataset
Fig. 5.7 shows the performance corresponding to Protocol I on two different experi-
mental settings (i.e S0-to-visible and Polar-to-visible). Compared with other state-of-the-
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Figure 5.10: The ROC curve comparison on Thermal-Visible Paired Database [162]. Note
that the dotted lines indicate results based on the ground-truth attributes. Similarly, the gap
between the results with ground-truth attributes and that with predicted attributes demon-
strate the degradation caused by the attribute predictor.
art methods in Fig. 5.7, the proposed method performs better with a larger AUC and lower
EER scores. In addition, it can be observed that the performance corresponding to the
Polar modality is better than the S0 modality, which also demonstrates the advantage of
using the polarimetric thermal images than the conventional thermal images. In addition,
the gap between the results with ground-truth attributes (dash-line) and that with the pre-
dicted attributes (solid-line) demonstrates the degradation caused by the attribute predictor.
The quantitative comparisons, as shown in the Table 7.1, also demonstrate the effectiveness
of the proposed method. In addition, compared with the previous single scale resolution
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Figure 5.11: The ROC curve comparison on the Tufts Face Database [37]. Note that the
dotted lines indicate results based on the ground-truth attributes. Similarly, the gap between
the results with the ground-truth attributes and that with predicted attributes demonstrate
the degradation caused by the attribute predictor.
method [63], the proposed multi-scale algorithm achieves significant improvement: around
4% and 6% on the conventional and polarimetric thermal modalities, respectively. These
improvements demonstrate the effectiveness of the proposed multi-scale synthesis algo-
rithm.
Furthermore, we also show some visual comparisons in Fig. 5.12. The first row in
Fig. 5.12 shows one synthesized sample using S0. The second row shows the same syn-
thesized sample using a polarimetric thermal image. It can be observed that the results
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Input Riggan et al. [27] Mahendran et al. [164] GAN-VFS [26] AP-GAN [63]
Multi-AP-GAN Ground Truth
Figure 5.12: The visual comparison of synthesized samples from different methods: Rig-
gan et al. [27], Mahendran et al. [164], GAN-VFS [26], AP-GAN [63], Multi-AP-GAN,
Ground Truth. The first row results correspond to the S0 image, and the second row results
correspond to the Polar image.
of Riggan et al. [27] do capture the overall face structure but it tends to lose some facial
details. Results of Mahendran et al. [164] are poor compared to [27]. Results of Zhang et
al. [26] are more photo-realistic but tend to lose some attribute information. The proposed
Multi-AP-GAN not only generates photo-realistic images but also preserves attributes on
the reconstructed images.
Fig. 5.8 and Table 6.2 show the performance of different methods on Protocol II. These
results also demonstrate the superiority of the proposed method. Note that the performance
of many methods is slightly better in Protocol II than Protocol I. This is mainly due to the
fact that the training dataset is larger in Protocol II than Protocol I.
Protocol III results corresponding to different methods are shown in Fig. 5.9 and Ta-
ble 5.6. Note that face images in this volume include many variations such as expression,
pose, illuminations and occlusion (glasses). As a result, the performance of the methods
compared is slightly lower than what we observed in Protocol I and Protocol II. In general,
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Input Pix2Pix [159] CycleGAN [165] GAN-VFS [26] CRN+CL [68, 69]
Multi-AP-GAN Ground Truth
Figure 5.13: The visual comparison of synthesized images corresponding to Pix2Pix [159],
CycleGAN [165], GAN-VFS [26], CRN+CL [68,69], Multi-AP-GAN (ours) from the Vis-
ible and Thermal Paired Face Database [162].
Pose-Up Pose-Left Pose-Right Pose-Down
Occolusion-Hand on Eye Light-Dark
Figure 5.14: Some failure cases. Note that extreme pose, illumination and occlusion varia-
tions cause the proposed method to synthesize poor quality images.
the proposed method performs favorably against the state-of-the-art methods. Note that
Pix2PixBEGAN method [159,166] fails to generate good quality visible faces from profile
thermal face images. As a result, Pix2PixBEGAN method performs poorly on this dataset.
We further analyze the cross-modal verification performance of different methods on
different variation settings on Protocol III. The corresponding results are shown in Ta-
ble 5.7. Since variations like occlusion and illumination are not included in some subjects,
we only use three variations (neutral, expression, and pose) which are included in all sub-
jects. As can be seen from Table 5.7, the performance degradation mainly comes from pose
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Input Ground Truth
Figure 5.15: The visual results of the ablation study for different experimental settings.
Given input polarimetric thermal image, synthesized results using different combination of
losses and resolutions are shown successively from left to right. One intermediate synthesis
results L↑AP−GAN , which utilizes 2-scale resolutions 128 × 128 and 256 × 256, is shown
here to demonstrate the progressive improvements obtained by adding multi-scale.
variations.
5.3.2 Results on the Visible and Thermal Paired Face Database
Table 5.8 shows the performance of different methods on the Visible and Thermal
Paired Face Database. Compared to the ARL Face dataset, the performance of every
method is lower on this dataset. This is mainly due to the fact that this dataset is small
in size and contains many facial variations. In general, the proposed method performs
favorably against the previous methods.
In addition, following the analysis presented in [162], we also analyze how different
variations (i.e. illumination, pose, expression, occlusion) influence the cross-spectrum
matching performance of our method. As can be seen from the results in Table 5.9 il-
lumination and pose variations are the two variations that affect the performance of our
method the most. This analysis is based on the proposed method implemented with the
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ground-truth visual attributes.
We also show some visual results in Fig. 5.13. It can be observed that Pix2Pix [159] and
CycleGAN [165] methods generate poor quality images with many artifacts. GAN-VFS et
al. [26] is able to synthesize better quality images. However, this method also introduces
some artifacts around the eyes and mouth regions. The proposed Multi-AP-GAN method
not only generates photo-realistic images but also preserves attributes on the synthesized
images. We also show some images in Fig. 5.14 in which the proposed method is not able
to produce good quality images. From these images we see that extreme pose, occlusion
and illumination variations cause the proposed method to produce poor quality images.
5.3.3 Results on the Tufts Face Database
Table 5.10 and Fig. 5.11 show the performance of different methods on the Tufts Face
Dataset [37]. Compared to the previous two datasets, this dataset is more challenging due
to a large number of pose and expression variations as well as a few number of images per
variation, which leads to the lower performance of every method. In general, our method
outperforms the other baseline methods on this challenging dataset by improvements on
1.8 % EER and 2.4% AUC scores respectively.
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Table 5.4: ARL Protocol I verification performance comparisons among the baseline meth-
ods, state-of-the-art methods, and the proposed Multi-AP-GAN method for both polarimet-
ric thermal (Polar) and conventional thermal (S0) cases.
Method AUC(Polar) AUC(S0) EER(Polar) EER(S0)
Raw 50.35% 58.64% 48.96% 43.96%
Mahendran et al. [164] 58.38% 59.25% 44.56% 43.56%
Riggan et al. [27] 75.83% 68.52% 33.20% 34.36%
GAN-VFS et al. [26] 79.90% 79.30% 25.17% 27.34%
Riggan et al. [28] 85.43% 82.49% 21.46% 26.25%
AP-GAN [63] 88.93%± 1.54% 84.16%± 1.54% 19.02%± 1.69% 23.90%± 1.52%
AP-GAN (GT) [63] 91.28%± 1.68% 86.08%± 2.68% 17.58%± 2.36% 23.13%± 3.02%
Multi-stream GAN [34] 96.03% 85.74% 11.78% 23.18%
Multi-AP-GAN (ours) 93.61%± 1.46% 90.14%± 2.17% 14.24%± 1.91% 18.20%± 2.65%
Multi-AP-GAN (GT) (ours) 95.29%± 1.39% 92.72%± 2.03% 11.22%± 1.89% 16.05%± 2.15%
Table 5.5: ARL Protocol II verification performance comparisons among the baseline
methods and the proposed Multi-AP-GAN method for both polarimetric thermal (Polar)
and conventional thermal (S0) cases.
Method AUC (Polar) AUC(S0) EER(Polar) EER(S0)
Raw 66.85% 63.66% 37.85% 40.93%
Pix2Pix [159] 93.66%± 1.07% 85.09%± 1.48% 13.73%± 1.38% 23.12%± 1.14%
Pix2PixBEGAN [159, 166] 92.16%± 1.09% 83.69%± 1.28% 15.38%± 1.45% 26.22%± 1.16%
CycleGAN [165] (supervised) 93.11%± 1.02% 87.29%± 1.13% 15.19%± 1.02% 20.99%± 1.19%
Multi-stream GAN [34] 98.00% – 7.99% –
Multi-AP-GAN (ours) 96.55%± 1.12% 91.43%± 0.93% 10.17%± 1.01% 15.86%± 2.13%
Multi-AP-GAN (GT) (ours) 97.68%± 0.78% 91.88%± 0.87% 7.69%± 1.39% 15.29%± 2.36%
Table 5.6: ARL Protocol III verification performance comparisons among the baseline
methods and the proposed method for both polarimetric thermal (Polar) and conventional
thermal (S0) cases.
Method AUC (Polar) AUC(S0) EER(Polar) EER(S0)
Raw 73.43% 76.71% 33.56% 30.76%
Pix2Pix [159] 86.78%± 1.84% 86.65%± 1.48% 21.92%± 1.26% 23.12%± 1.77%
Pix2PixBEGAN [159, 166] 71.29%± 1.88% 69.42%± 1.84% 33.83%± 1.68% 36.88%± 1.76%
CycleGAN [165] (supervised) 86.77%± 1.77% 81.80%± 1.67% 21.48%± 1.11% 25.86%± 1.36%
GAN-VFS 3 [26] 90.20%± 1.85% 87.10%± 1.52% 18.53%± 1.21% 20.22%± 1.92%
Multi-AP-GAN (ours) 92.29%± 1.48% 88.49%± 1.87% 16.26%± 1.12% 19.25%± 1.62%
Multi-AP-GAN (GT) (ours) 93.72%± 1.08% 90.99%± 1.13% 14.75%± 1.36% 17.81%± 1.63%
Table 5.7: Protocol III verification performance with respect to different variations.
Variations AUC (Polar) AUC(S0) EER(Polar) EER(S0)
Neutral 96.77%± 1.25% 94.69%± 1.17% 12.50%± 2.09% 13.38%± 1.48%
Expression 96.77%± 1.91% 92.38%± 1.40% 10.05%± 2.02% 15.18%± 1.58%
Pose 86.62%± 2.39% 82.35%± 2.54% 22.45%± 1.84% 25.76%± 1.95%
Average 93.72%± 1.08% 90.99%± 1.13% 14.75%± 1.36% 17.81%± 1.63%
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Table 5.8: Visible and Thermal Paired Face
Database verification performance compar-
isons among the baseline methods and the




Pix2Pix [159] 78.66%± 1.48% 28.39%± 1.14%
Pix2PixBEGAN [159, 166] 73.69%± 1.82% 34.22%± 1.61%
CycleGAN [165] (supervised) 80.24%± 1.31% 26.72%± 1.39%
GAN-VFS 3 [26] 80.44%± 1.03% 26.33%± 1.19%
CRN + CL 3 [68, 69] 81.25%± 1.01% 26.01%± 1.23%
Multi-AP-GAN (ours) 81.73%± 0.93% 25.68%± 1.56%
Multi-AP-GAN (GT) (ours) 82.68%± 0.87% 23.16%± 0.98%
Table 5.9: Verification performance with
respect to different variations on the Visible
and Thermal Paired Face Database.
Variations AUC EER
Illumination 73.35%± 0.25% 32.60%± 0.43%
Expression 97.25%± 0.68% 7.45%± 1.74%
Pose 78.25%± 1.03% 28.75%± 0.93%
Occlusion 83.98%± 1.33% 24.02%± 1.06%
Average 82.68%± 0.87% 23.16%± 0.98%
Figure 5.16: Analysis of attributes on synthesis. We show the synthesis samples from
either conventional or polarimetric thermal images on both datasets. Given probe (thermal)
images and estimated attributes from the gallery (visible) image, our proposed method can
generates attribute preserving (visible) images.
Table 5.10: The Tufts Face Database [37] verification performance comparisons among the
baseline methods and the proposed method.
Method AUC EER
Raw 66.73% 38.13%
Pix2Pix [159] 69.73%± 0.92% 35.83%± 0.59%
Pix2PixBEGAN [159, 166] 68.89%± 0.51% 36.88%± 0.43%
CycleGAN [165] (supervised) 71.93%± 1.94% 34.16%± 1.70%
GAN-VFS 3 [26] 73.78%± 0.46% 32.32%± 0.53%
CRN + CL 3 [68, 69] 74.90%± 0.56% 31.71%± 0.54%
Multi-AP-GAN (ours) 75.86%± 0.88% 31.14%± 0.74%
Multi-AP-GAN (GT) (ours) 77.38%± 0.98% 29.94%± 0.79%
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Figure 5.17: The ROC curves corresponding to the ablation study.
5.3.4 Ablation Study
In order to demonstrate the effectiveness of different modules in the proposed method,
we conduct the following ablation study using the Polarimetric thermal modality in the
ARL dataset on Protocol I:
1. Polar to Visible estimation with only L1 (as defined in Eq. (5.5))
2. Polar to Visible estimation with L1 and LG (as defined in Eq. (5.2))
3. Polar to Visible estimation with L1, LG, perceptual loss LP and identity loss LI ,
which are defined as in Eq. (5.4).
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4. Polar to Visible estimation with all the losses as defined in Eq. (5.3), by utilizing
various solution scales: LAP−GAN (2562), L↑AP−GAN (1282, 2562), LMulti−AP−GAN
(642, 1282, 2562) respectively.
Fig. 5.17 shows the ROC curves corresponding to each experimental setting. From this
figure, we can observe that using all the losses together as LMulti−AP−GAN can obtain the
best performance. Compared to the results between L1 and L1 + LG, we can observe the
enhancement provided by adding the adversarial loss. Compared with the results between
L1 + LG and L1 + LG + LP + LI , we can observe the improvements obtained by adding
the perceptual and identity loses. On the other hand, one can clearly see the significance
of fusing the semantic attribute information with the image feature in the latent space by
comparing the results between L1+LG+LP +LI and LAP−GAN . Additionally, looking at
the comparison with LAP−GAN , L↑AP−GAN and LMulti−AP−GAN , one can see the successive
improvements by leveraging the multi-scale information.
Besides the ROC curves, we also show the visual results for each experimental setting in
Fig. 5.15. Given the input Polar image, the synthesized results from different experimental
settings are shown in Fig. 5.15. It can be observed that L1 captures the low-frequency
features of images very well. L1 +LG can capture both low-frequency and high-frequency
features in the image. However, it adversely introduced distortions and artifacts in the
synthesized image. In addition, optimizing LP + LI suppresses these distortions to some
extent. Finally, fusing attributes into the loss on with leveraging multi-scale resolution
(i.e. LMulti−AP−GAN ) can not only improving the performance but also preserves facial
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attributes. In our study, we do not see significant more improvement by utilizing more than
3-scale resolutions.
In addition, we analyze the effect of attributes on the synthesized images in Figure 5.16.
In particular, given the input gallery image, we examine how attributes help in synthesizing
a visible image from a thermal probe image. If the probe image and the input gallery image
share the same identity then Multi-AP-GAN is able to generate attribute preserving visible
image. On the other hand, if the probe image’s identity is different from that of the gallery
image then the proposed method is not able to synthesize identity preserving visible face.
However, the attributes are still preserved on the synthesized image. This analysis further
demonstrates that the proposed Multi-AP-GAN method learns the cross-spectral (thermal-
to-visible) translation mapping exactly guided by the visual attributes.
5.4 Discussion
The proposed Multi-AP-GAN approach generates better quality visible images and as a
result obtains improved cross-modal verification performance compard to previous GAN-
based approaches. This can be contributed to the fact that Multi-AP-GAN uses a better
generator which is guided by visual attributes. The multi-scale generator mitigates the
receptive-field limitation of the convolutional operation by leveraging the features corre-
sponding to images at multiple scales. In addition, visual attributes provide complementary
3results are obtained after re-implementation due to the limited code availability.
1features are extracted: https://github.com/TreB1eN/InsightFace Pytorch
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semantic information for better synthesis. GAN-based methods such as GAN-VFS [26],
Multi-stream GAN [34] and Pix2Pix [159] are single-scale generators and do not exploit
such facial semantic information during synthesis.
Though our method performs reasonably well on three datasets, there are some limita-
tions which we hope to overcome in our future work. Our model requires paired thermal
and visible face images for training, which is laborious and expensive. Hence, an unsu-
pervised synthesis method that does not require paired data is needed. Another limitation
of our approach is that it does not work well on extreme pose variations. We are currently
developing a new method that can deal with this pose issue in heterogeneous face recogni-
tion. We also plan to further investigate the impact of metabolic and physiologic variability
in thermal facial signatures on synthesis and subsequent recognition performance.
5.5 Summary
We propose a novel Attribute Preserving Generative Adversarial Network (Multi-AP-
GAN) structure for thermal-to-visible face verification via synthesizing photo-realistic vis-
ible face images from the corresponding thermal (polarimetric or conventional) images
with extracted attributes. Rather than use only image-level information for synthesis and
verification, we take a different approach in which semantic facial attribute information
is also fused during training and testing. Quantitative and visual experiments evaluated
on a real thermal-visible dataset demonstrate that the proposed method achieves state-of-
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the-art performance compared with other existing methods. In addition, an ablation study




Polarimetric Thermal to Visible Face
Verification via Self-Attention Guided
Synthesis
Recognizing faces in low-light/night-time with that in normal (visible) conditions is
a very difficult problem. Various thermal imaging modalities have been introduced in
the literature to deal with this problem. The infrared spectrum can be divided into a re-
flection dominated region consisting of the near infrared (NIR) and shortwave infrared
(SWIR) bands, and an emission dominated thermal region consisting of the midwave in-
frared (MWIR) and longwave infrared (LWIR) bands [167]. It has been shown that polari-
metric thermal imaging captures additional geometric and textural facial details compared
to conventional thermal imaging [140]. Hence, the polarization-state information has been
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used to improve the performance of cross-spectrum face recognition [26–28, 63, 140, 152].
In polarimetric thermal to visible face verification, given a pair of visible and polarimet-
ric thermal images, the goal is to determine whether these images correspond to the same
person. The large domain discrepancy between these images makes the cross-spectrum
matching problem very challenging. Various methods have been proposed in the literature
for cross-spectrum matching [2, 26–28, 140, 152–155, 168, 169]. These approaches either
attempt to synthesize visible faces from thermal faces or extract robust features from these
modalities for cross-modal matching.
In this work, we take a different approach to the problem of thermal to visible matching
by exploring the complementary information of different modalities. Figure 6.1 gives an
overview of the proposed approach. Given a thermal-visible pair (xt,xv), these images
are first transformed into their spectrum counterparts using two trained generators as x̂v =
Gt→v(xt), x̂t = Gv→t(xv). Then a feature extractor network Feat, in particular the VGG-
Face model [145], is used to extract features fxt = Feat(xt), fx̂v = Feat(x̂v), fxv =
Feat(xv), and fx̂t = Feat(x̂t). These features are then fused to generate the gallery
template gxv = (fxv + fx̂t)/2 and the probe template gxt = (fxt + fx̂v)/2. Finally, the
cosine similarity score between these feature templates is calculated for verification.
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6.1 Proposed Method
In this chapter, we discuss details of the proposed self-attention guided synthesis method.
In particular, we discuss the proposed generator and the discriminator networks as well as
the loss functions used to train the network. The overall framework is shown in Figure 6.2.
Given an input image from one modality (thermal as shown), it is first synthesized into
the other modality (i.e. visible) using the proposed self-attention module-based generator.
Then another generator with similar architecture is used to synthesize it back from the vis-
ible domain to the original thermal domain. In order to achieve the reconstruction back to
original modality, these generators are trained using the cycle-consistency loss [120, 165].
In order to minimize the domain gap between the fake (i.e. synthesized) and real images,
a patch-based pixel GAN loss is also introduced [159]. Furthermore, the semantic and
identity information are captured by minimizing the perceptual and identity loss [106],
respectively.
6.1.1 Generator
An encoder-decoder type of generator which is inspired by the residual network (He et
al. [103]) and SAGAN (Han et al. [170]) is adopted in this work. In order to prevent the
vanishing gradient problem, the residual block is implemented after a sequence of convo-
lutional layers. For each residual block shown in Figure 6.3, it consists of two convolu-
tional layers followed by batch-normalization and relu layers. In order to involve the facial
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Figure 6.1: An overview of the proposed cross-modal face verification method. Given a
visible gallery image xv, a generator network is used to synthesize the corresponding ther-
mal image x̂t. Similarly, given a polarimetric thermal probe image xt, a different generator
network is used to synthesize the corresponding visible image x̂v. Pre-trained CNNs are
used to extract features from the original and the synthesized images. These features are
then fused to generate the gallery template gxv and the probe template gxt . Finally, the
cosine similarity score between these feature templates is calculated for verification.
long-range dependency information, we adopt the self-attention module into the generator.
Self-attention module was proposed by Han et al.in SAGAN [170] which allows attention-
driven, long-range dependency modeling for general image generation tasks. In our work,
the self-attention module is inserted right before the last convolutional layer of the genera-
tor. The self-attention module, shown as in Figure 6.3, consists of two components: feature
maps and attention maps. The feature maps are generated by a 1 × 1 convolutional layer
working on the input features. The attention maps are generated by the elementwise mul-
tiplication of two 1 × 1 convolutional features followed by the softmax function. Finally,
this module outputs the elementwise multiplication of feature maps and attention maps.
The self-attention module-based generator architecture is shown in Figure 6.3. This
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Figure 6.2: Self-attention guided synthesis of visible images from polarimetric thermal
input. In order to minimize the domain gap between different modalities, the input ther-
mal/visible images are directly mapped into the visible/thermal modality. In order to obtain
the image level style, the pixel GAN loss (blue) and cycle consistancy loss (green) are in-
troduced. The feature-level semantic information is captured by the identity and perceptual












Figure 6.3: The proposed self-attention module-based generator architecture.
generator architecture is consists of the following components:
CBR(64)-CBR(128)-CBR(256)-Res(256)-Res(256)-Res(256)-Res(256)-Res(256)-DBL(128)-
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DBL(64)-SA(64)-CT(3),
where C stands for the convolutional layer (stride 2, kernel-size 4, and padding size 1). B
and R stand for batch-normalization layer and relu layer, respectively. Res is the residual
block [103], D denotes the deconvolutional layer (stride 2, kernel-size 4 and padding size
1), L is the leaky relu layer, SA is the self-attention module, and T is the tanh function
layer. The numbers inside the parenthesis denote the number of channels corresponding to
the output feature maps.
6.1.2 Discriminator
Motivated by pixel GAN [159], a patch-based discriminator is leveraged in the pro-
posed method and is trained iteratively with the generator. In addition, in order to improve
the stability of training, we adopt the spectral normalization to the discriminator [158].
Compared to the other normalization techniques, spectral normalization does not require
extra hyper-parameter tuning and has a relatively small the computational cost. Similarly,
in order to capture the long-range dependency information, a self-attention module is added
before the last convolutional layer in the discriminator. The discriminator, as shown in Fig-
ure 6.4, consists of the following components:
CLSn(64)-CLSn(128)-CLSn(256)-CLSn(512)-CLS(n512)-SA(512)-CS(1),
where Sn stands for the spectral normalization layer. C, L, SA, S stand for the convolu-
tional layer, leaky relu layer, self-attention module and sigmoid function, respectively. The
numbers inside the parenthesis denote the number of channels corresponding to the output
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Figure 6.4: The architecture of the proposed discriminator.
(a) (b)
Figure 6.5: The ROC curve comparison on Protocol I with several state-of-the-art meth-
ods: GAN-VFS [26], Riggan et al. [27] Mahendran et al. [164], AP-GAN [63]. (a) The
performance on Polar-Visible verification. (b) The performance on S0-Visible verification.
feature maps.
6.1.3 Objective Function
Given a set of thermal images Xt = {xit}Ni=1 and another set of visible images Xv =
{xiv}Ni=1, the generator and discriminator networks are optimized iteratively by minimizing
107
CHAPTER 6. POLARIMETRIC THERMAL TO VISIBLE FACE VERIFICATION VIA
SELF-ATTENTION GUIDED SYNTHESIS
(a) Synthesized (b) Reference (c) Learned self-attention maps
Figure 6.6: (a) Sample synthesized results on both visible and thermal modalities. (b)
Reference images. (c) The learned self-attention feature maps. Images corresponding to
different modality are shown in different columns.
the following loss functions
L = LGAN(Gt→v, Dv,Xt,Xv) + LGAN(Gv→t, Dt,Xv,Xt)




where LGAN(Gt→v, Dv,Xt,Xv),LGAN(Gv→t, Dt,Xv,Xt) are the adversarial losses for
two generators - one for synthesizing visible from thermal (Gt→v) and the other for synthe-
sizing thermal from visible (Gv→t). Similarly, LP is the perceptual loss, LI is the identity
loss, L1 is the loss based on the L1-norm between the target and the synthesized image,
and λP , λI , λ1 are the weights for perceptual loss, identity loss and L1 loss, respectively.
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6.1.3.1 Adversarial Loss
Similar to the Cycle-GAN work [165], there are two kinds adversarial losses. One
LGAN(Gt→v, Dv,Xt,Xv) for synthesizing visible image from thermal image and the other
LGAN(Gv→t, Dt,Xv,Xt) for synthesizing thermal image from visible image. Both are
defined as follows:
LGAN(Gt→v, Dv,Xt,Xv) = Exv∼Xv [logDv(xv)],
+Ext∼Xt [log(1−Dv(Gt→v(xt))]
LGAN(Gv→t, Dt,Xv,Xt) = Ext∼Xt [logDt(xt)]
+Exv∼Xv [log(1−Dt(Gv→t(xv))],
(6.1)
where Dv and Dt are discriminators for visible and thermal modality, respectively. In
addition, Gv→t and Gv→t are two generators for synthesizing thermal image from visible
and synthesizing visible image from thermal, respectively.
6.1.3.2 Cycle-Consistency Loss
A cycle-consistency constraint is also imposed in our approach [120, 165] (see Fig-
ure 6.2 green portion). Taking thermal to visible synthesis as an example, we introduce
one mapping from thermal to visible Gt→v and train it according to the same GAN loss
LGAN(Gt→v, Dv,Xt,Xv). We then require another mapping from thermal to visible and
back to thermal which reproduces the original sample, thereby enforcing cycle-consistency.
109
CHAPTER 6. POLARIMETRIC THERMAL TO VISIBLE FACE VERIFICATION VIA
SELF-ATTENTION GUIDED SYNTHESIS
In other words, we want Gv→t(Gt→v(xt)) ∼ xt and Gt→v(Gv→t(xv)) ∼ xv. This is done
by imposing an L1 penalty on the reconstruction error, which is referred to as the cycle-





6.1.3.3 Perceptual, Identity and L1 Loss Functions
These loss functions can be implemented when we have supervised pairwise data {(xit,xiv)}Ni=1,
where xit ∈ Xt and xiv ∈ Xv, during training. The L1 loss is defined as below:
L1(Gt→v,xit,xiv) = ∥Gt→v(xit)− xiv∥1
L1(Gv→t,xiv,xit) = ∥Gv→t(xiv)− xit∥1.
(6.3)
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In order to minimize the perceptual and identity information [106, 160], we implement the
perceptual and identity loss functions as follows
Lp(Gt→v, Fp,xit,xiv) = [∥Fp(Gt→v(xit))− Fp(xiv)∥1]
Lp(Gv→t, Fp,xiv,xit) = [∥Fp(Gv→t(xiv))− Fp(xit)∥1]
LI(Gt→v, FI ,xit,xiv) = [∥FI(Gt→v(xit))− FI(xiv)∥1]
LI(Gv→t, FI ,xiv,xit) = [∥FI(Gv→t(xiv))− FI(xit)∥1],
where FI and Fp are two off-the-shelf pretrained networks for extracting features. Since
deeper features in hierarchical deep networks capture more semantic information, the out-
put features conv22 and conv42 from the VGGFace pretrained network are used in the
perceptual and the identity losses, respectively.
Note that if we omit the perceptual, identity and L1 loss functions which require pair-
wise supervised data, then one can also implement the proposed framework in completely
unsupervised fashion. In other words, the proposed framework is also applicable to the
case where the paired data are not available during training.
Table 6.1: Protocol I Verification performance comparisons among the baseline methods
and the proposed method for both polarimetric thermal (Polar) and conventional thermal
(S0) cases.
Method AUC (Polar) AUC(S0) EER(Polar) EER(S0)
Raw 50.35% 58.64% 48.96% 43.96%
Mahendran et al. [164] 58.38% 59.25% 44.56% 43.56%
Riggan et al. [27] 75.83% 68.52% 33.20% 34.36%
GAN-VFS [26] 79.90% 79.30% 25.17% 27.34%
Riggan et al. [28] 85.42% 82.49% 21.46% 26.25%
AP-GAN [63] 88.93%± 1.54% 84.16%± 1.54% 19.02%± 1.69% 23.90%± 1.52%
Multi-stream GAN [34] 96.03% 85.74% 11.78% 23.18%
Ours 93.68%± 0.97% 89.20%± 1.56% 13.46%± 1.92% 18.77%± 1.36%
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Table 6.2: Protocol II Verification performance comparisons among the baseline methods
and the proposed method for both polarimetric thermal (Polar) and conventional thermal
(S0) cases.
Method AUC (Polar) AUC(S0) EER(Polar) EER(S0)
Raw 66.85% 63.66% 37.85% 40.93%
CycleGAN [165](unsupervised) 76.09%± 1.49% 74.17%± 1.34% 32.28%± 1.68% 33.04%± 1.39%
ours(unsupervised 1) 86.92%± 1.42% 80.02%± 1.16% 21.51%± 1.24% 28.09%± 1.04%
Pix2Pix [159] 93.66%± 1.07% 85.09%± 1.48% 13.73%± 1.38% 23.12%± 1.14%
Pix2PixBEGAN [159, 166] 92.16%± 1.09% 83.69%± 1.28% 15.38%± 1.45% 26.22%± 1.16%
CycleGAN [165] (supervised) 93.11%± 1.02% 87.29%± 1.13% 15.19%± 1.02% 20.99%± 1.19%
Multi-stream GAN [34] 98.00% – 7.99% –
Ours 96.41%± 1.02% 91.49%± 2.25% 10.02%± 0.03% 15.45%± 2.31%
6.2 Experimental Results
The proposed method is evaluated on the ARL Multimodal Face Database [140] which
consists of polarimetric (i.e. Stokes image) and visible images from Volume I [140] and
II [34]. The Volume I data consists of images corresponding to 60 subjects. On the other
hand, the Volume II data consists of images from 51 subjects (81 subjects in total). Similar
to [26, 27, 34], we evaluate the proposed method based on two protocols. For Protocol I,
images corresponding to Range 1 from 30 subjects are used for training. The remaining 30
subjects’ data are used for evaluation. For Protocol II, all images from 81 subjects are used
for running experiments. Specifically, all images from Volume I and 25 subjects’ images
from Volume II are used for training, the remaining 26 subjects’ images from Volume II
are used for evaluation. We repeat this process 5 times and report the average results.
We evaluate the face verification performance of proposed method and compare it with
several recent works [26, 28, 34, 159, 165]. Moreover, the performance is evaluated based
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on the FC-7 layer of the pretrained VGG-Face model [145] using the receiver operating
characteristic (ROC) curve, Area Under the Curve (AUC) and Equal Error Rate (EER)
measures. To summarize, the proposed method is evaluated on the following four experi-
ments:
a) Conventional thermal (S0) to Visible (Vis) on Protocol I.
b) Polarimetric thermal (Polar) to Visible (Vis) on Protocol I.
c) Conventional thermal (S0) to Visible (Vis) on Protocol II.
d) Polarimetric thermal (Polar) to Visible (Vis) on Protocol II.
6.2.1 Implementation
In addition to the standard preprocessing as discussed in [140], two more preprocessing
steps are used in the proposed method. First, the faces in the visible domain are detected by
MTCNN [163]. Then, a standard central crop method is used to crop the registered faces.
Since the MTCNN is implementable on the visible images only, we use the same detected
rectangle coordination to crop the S0, S1, S2 images. After preprocessing, all the images
are scaled to be 224× 224 and are saved as 16-bit PNG files.
The entire network is trained in Pytorch on a single Nvidia Titan-X GPU. The L1,
perceptual and identity loss parameters are chosen as λ1=10, λp = 2, λI = 0.2 respectively
by a grid search. The ADAM [110] is implemented as the optimization algorithm with
parameter betas = (0.5,0.999) and batch size is chosen as 8. The total epochs are 200
for Protocol I and 100 for Protocol II. For the first half epochs, we fix the learning rate
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as lr = 0.0002 and for the remaining epochs, the learning rate was decreased by 1/100
(Protocol I) and 1/50 (Protocol II) after each epoch.
Once the generators are trained, they could be implemented on the given probe and
gallery images as shown in Figure 6.1.
6.2.2 Comparison with state-of-the-art Methods
Regarding Protocol I, we evaluate and compare the performance of the proposed method
with recent state-of-the-art methods [26–28, 34, 63, 164]. Figure 6.5 shows the evaluation
performance for two different experimental settings, S0 (representing conventional ther-
mal) and Polar separately. As can be seen from Figure 6.6, compared with the other state-
of-the-art methods, the proposed method performs better and comparably to [34]. In addi-
tion, it can be observed that the performance corresponding to the Polar modality is always
better than the S0 modality, which demonstrates the advantage of using the polarimetric
thermal images than the conventional thermal images. The quantitative comparisons are
shown in Table 6.1, and also demonstrate the effectiveness of the proposed method. Fur-
thermore, Figure 6.6 shows some synthesized images. As can be seen from this figure,
the facial attributes and the identity information is preserved well. Furthermore, from Fig-
ure 6.6(c) we see that the learned self-attention maps corresponding to both visible and
thermal images are always located on the facial attributes regions such as mouth, eyes, and
nose. As a result, the proposed self-attention guided GAN is able to capture meaningful
information from both modalities for synthesis.
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Table 6.2 compares the performance of several state-of-the-art image synthesis on Pro-
tocol II. These include multi-stream GAN [34], Pix2Pix [159], CycleGAN [165], and
Pix2Pix-BEGAN [166]. Note that most prior works have not reported their results on
Protocol II as it is based on a new extended dataset that was only recently made publicly
available. Similar to Protocol I, the experiments are evaluated on two different settings -
S0 and Polar separately. As can be seen from Table 6.2, the proposed method performs
comparably to the most recent state-of-the art image synthesize algorithms. In this table,
we also report the unsupervised performance of different methods. As expected, the su-
pervised results outperform the unsupervised results with a large margin. Furthermore, the
proposed method in unsupervised setting performs better than the other compared method.
This clearly shows the significance of using self-attention module in our framework.
Note that a GAN-based multi-stream fusion method recently proposed in [34] is a super-
vised method that is specifically designed for the polarimetric data. The generator network
consists of a multi-stream feature-level fusion encoder-decoder network. As a result, the
performance of [34] is slightly better than our method on the polar modality. On the other
hand, our method outperforms [34] by a large margin when only the S0 modality is used as
the input. Our method can be viewed as a generic heterogeneous face recognition method.
The performance of our method can be improved by using more sophisticated generators
and feature extractors.
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Figure 6.7: The ROC curves corresponding to the proposed fusion method as well as indi-
vidual modalities.
6.2.3 Ablation Study Regarding Fusion
In this part we analyze the effectiveness of using fusion features in our method. In this
ablation study, given polar (thermal) images Xt and visible images Xv, we implement the
following three experiments:
polar2vis: generate the visible images from the polar X̂v = Gt→v(Xt), then verify based
on the features from (X̂v,Xv).
vis2polar: generate the polar images from the visible X̂t = Gv→t(Xv), then verify based
on the feature from (X̂t,Xt).
fusion: generate the visible images from the polar X̂v = Gt→v(Xt) and the polar images
from the visible X̂t = Gv→t(Xv), then verify the images based on the features from ((X̂t+
Xv)/2, (Xt + X̂v)/2).
This experiment will clearly show the significance of generating templates by fusing
two features. The ablation study is evaluated on both Protocol I and Protocol II and the
results are shown in Figure 6.7. Compared to the unimodal results, the fusion method
significantly improves the performance on both protocols. Also, the visible modality out-
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performs than the polar modality due to the reason that the off-the-shelf VGGFace [145]
feature extractor is pretrained on the visible face dataset.
6.3 Summary
We proposed a novel self-attention guided network for synthesizing thermal and visible
faces for the task of cross-spectral face matching. Given visible probe images, we synthe-
size the corresponding thermal images. Similarly, given thermal probe images, we synthe-
size the visible images. Features are then extracted from the original and the synthesized
images. Their fused feature representations are then used for verification. The generators
are based on the self-attention guided networks. Various experiments on the ARL polari-
metric thermal dataset were conducted to show the significance of the proposed approach.




Heterogeneous Face Frontalization via
Domain Agnostic Learning
As discussed earlier, face recognition is a challenging problem which has been ac-
tively researched over the past few decades. However, existing methods are specifically
designed for recognizing face images that are collected in the visible spectrum. In applica-
tions such as night-time surveillance, we are faced with the scenario of identifying a face
image acquired in thermal domain by comparing it with a gallery of face images that are
acquired in the visible domain. Existing DCNN-based visible face recognition methods
will not perform well when directly applied to the problem of thermal to visible face recog-
nition due to the significant distributional shift between the thermal and visible domains. In
order to bridge this gap, various cross-domain face recognition algorithms have been pro-
posed [1,26–28,35,60–62,66,68,171]. In particular, synthesis-based methods have gained
118
























Figure 7.1: An overview of the proposed heterogeneous face frontalization method.
Frontalization flow aims to reconstruct a visible frontal face from a thermal profile face.
Feature-learning flow aims to learn domain-agnostic features that imitate the domain dis-
crepancy between input and output images. To enhance feature discrimination, the latent
features are regularized by a contrastive constraint during training.
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a lot of traction in recent years [35]. Given a thermal face image, the idea is to synthesize
the corresponding face image in the visible domain. Once the visible image is synthesized,
any DCNN-based visible face recognition network can be leveraged for identification.
One of the main limitations of the existing synthesis-based models for cross-modal face
recognition is that they do not perform well on thermal faces with large pose variations [35].
Face frontalization is an extensively studied problem in the computer vision and biometrics
communities. Various methods have been developed for frontalization [13–15,72,73,75,76,
79–84]. However, existing face frontalization methods’ performance degrades significantly
on thermal faces since they are specifically designed for frontalizing visible face images.
In order to deal with this problem, heterogeneous face frontalization methods are needed in
which a model takes a thermal profile face image and generates a frontal visible face. This is
an extremely difficult problem due to the large domain as well as large pose discrepancies
between the two modalities. Despite its applications in biometrics and surveillance, this
problem is relatively unexplored in the literature.
We propose a domain agnostic learning-based generative adversarial network (DAL-
GAN) [9] with dual-path training architecture which can synthesize frontal views in the
visible domain from thermal faces with pose variations. Figure 7.2 gives a simplified
overview of the proposed heterogeneous frontalization framework. The model is trained
on two flows: frontalization flow and feature-learning flow. The frontalization flow aims
to synthesize a visible frontal face image from a thermal profile face image. The feature
learning flow aims to learn domain-agnostic features that help in reconstructing better vis-
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ible faces. DAL-GAN consists of a generator with an auxiliary classifier and two discrim-
inators which capture both local and global texture discriminations for better synthesis. A
contrastive constraint is enforced in the latent space of the generator with the help of a dual-
path training strategy, which improves the feature vector’s discrimination. Finally, a multi-
purpose loss function is utilized to guide the network in synthesizing identity-preserving
cross-domain frontalization. We conduct extensive experiments to demonstrate that DAL-
GAN can generate better quality frontal views compared to the other baseline methods.
Figure 7.2 shows sample outputs from the proposed network.
7.1 Proposed Method
Given a thermal face image x with a significant pose variation, our objective is to syn-
thesize the corresponding frontal face image ŷ in the visible domain. The generated frontal
face image should be photo-realistic and identity-preserving. In order to address this cross-
spectrum face frontalization problem, we propose a dual-path network architecture which
learns domain-agnostic features via a contrastive learning strategy. In what follows, we
present the proposed network in detail.
7.1.1 Networks Architecture
Figure 7.2 gives an overview of the proposed dual-path architecture. Each path contains
a generator F and two discriminators Dg, Dl. The two generators share weights. Another
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Figure 7.2: Illustration of the proposed dual-path architecture. Two weight-shared identical
generators are employed in each path. Both the face frontalization flow and domain-
agnostic feature-learning flow are implemented during training. For frontalization, a
proper combination of multiple losses are utilized which contain the multi-scale pixel loss
Lpixel, identity loss Lid, global and local adversarial losses Lgadv and Lladv, total variation
loss Ltv as well as contrastive loss Lcontras. Additionally, another domain classifier network
is utilized for learning domain-agnostic feature which is optimized by the classification loss
Lcls with a gradient reversal layer (GRL).
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domain classifier C is utilized for learning domain-agnostic features. More details about
the network architecture can be found in the supplementary file.
7.1.1.1 Generator
Each generator F consists of an encoder-decoder structure where the encoder E aims to
extract domain-agnostic features from the input thermal face while the decoder G aims to
reconstruct a frontal face image in the visible domain. In this work, we adopt the generator
architecture from DA-GAN [13] with the following modifications.
We remove all batch normalization layers in DA-GAN because they were originally in-
troduced to eliminate the covariate shift. However, recent studies have shown that covariate
shift often does not exist in GANs [38,133,134]. Instead we use feature vector equalization
to prevent the escalation of feature magnitudes. Feature equalization also helps the network
converge smoothly during training. Given the original feature vector am,n at pixel location






aim,n + ϵ, (7.1)
where bm,n is the normalized vector and N is the total number of features. We set ϵ equal
to 10−8. In our experiments, we find that feature equalization also allows us to use a higher
initial learning rate which in turn helps in accelerating training.
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7.1.1.2 Discriminator
A single discriminator may not be able to capture both global and local facial tex-
tures [15, 82]. Therefore, we employ two identical discriminators (Dl, Dg) to learn global
and local discrimination respectively, as shown in Figure 7.3. In particular, the local com-
ponents of frontal face ŷf are extracted by a predefined off-the-shelf model Fm [172]. In
this work, the key components (eyes, nose, lips, brow) are extracted to learn the local facial
structure and the entire face image is used for learning the global texture. Mathematically,
we define a mask M to extract the key components of a ground-truth visible image y as:
M = Fm(y).
With the help of this mask, we can obtain local regions of a real/fake image by the element-
wise product ⊙ between the mask and the real/fake image. The local/global discriminators
are optimized by the following loss function Lladv/L
g
adv separately
Lgadv = E[Dg(y)]− E[(Dg(ŷ))]−
λgpE[(∥▽y⋆Dg(y⋆)∥2 − 1)2],
Lladv = E[Dl(M⊙ y)]− E[(Dl(M⊙ ŷ))]−
λgpE[(∥▽M⊙y⋆Dl(M⊙ y⋆)∥2 − 1)2],




Here, y⋆f is sampled uniformly along a straight line between a pair of real image yf and the
generated image ŷf [173]. The discriminators attempts to maximize those objective, while
the generator attempts to minimize it. We set λgp = 10, λl = 0.1 in our experiments.
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Figure 7.3: Illustration of the global and local discriminators.
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7.1.2 Objective Function
The loss function we use to train the proposed network consists of a combination of
contrastive loss, gradient reversal layer-based domain adaptive loss and frontalization loss.
Frontalization Loss: To capture texture information between the real and fake images at




∥ŷs − ys∥1, (7.3)
where s corresponds to the resolution scale. In our work, we utilize three different resolu-
tion scales: 32× 32, 64× 64 and 128× 128.
Identity preserving synthesis is important for heterogeneous face recognition. To achieve
this, we utilize the identity loss as follows
Lid = ∥Fv(ŷ)− Fv(y)∥2, (7.4)
where Fv is the pre-trained VGGFace [145] model which is used to extract features. By
minimizing the feature distance between the real and fake images, the generator is opti-
mized to synthesize identity-preserving images.
In order to reduce the artifacts in the synthetic images, a total variation regularization
Ltv is also applied as that in [160]. Hence, the total loss for the frontalization flow is defined
as follows
Lfront = Lpixel + λI · Lid + λadv · Ladv + λtv · Ltv, (7.5)
where λI , λadv, λtv are parameters.
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Domain Adaptive Loss: To learn domain-agnostic features, one domain classifier network
C with a gradient reversal layer [174] is employed in our network. The domain classifier
network is a simple 3-layer multi-linear perceptron (MLP) neural network with the same
equalization as in Eq (7.1). Given both thermal and visible face images, the classifier aims
to correctly estimate which spectrum the input image belongs to. When back-propagating,
the gradient reversal layer flips the gradients which leads to domain-agnostic features in the







−ki log(C(E(xi)))− (1− ki) log(1− C(E(xi)))










where xi is the i-th input sample, µ is the learning rate, θ′E and θE are the updated and
original parameters, respectively. ki is the domain index [0, 1]. λgrl is set equal to 0.01 in
our experiments.
Contrastive Loss: Finally, the contrasitive loss [175] is used to enhance the discriminabil-
ity of the latent features. It is defined as follows
LContras = l · ∥E(x1)− E(x2)∥2+
(1− l) ·max(0,m− ∥E(x1)− E(x2)∥2),
(7.7)
where x1,x2 are two profile face images input to the dual-path architecture. The label vec-
tor l indicates whether they contain the same (l = 1) or different (l = 0) identity. The
hyper-parameter m = 1.2 indicates the margin.
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Total Objective: In order to reduce the artifacts in the synthetic images, a total variation
regularization Ltv is also applied as that in [160]. The overall loss function used to train
the proposed heterogeneous frontalization network is as follows
L = Lfront + λC · Lcontras + λcls · Lcls, (7.8)
where λcon, λcls are regularization parameters.
7.2 Experiments
Datasets: We evaluate the proposed heterogeneous face frontalization network on three
publicly available datasets: DEVCOM Army Research Laboratory Visible-Thermal Face
Dataset (ARL-VTF) [176], ARL Multimodal Face Database (ARL-MMFD) [34, 35, 140]
and TUFTS Face [177]. Sample images from these datasets are shown in Figure 7.4.
ARL-VTF [176] ARL-MMFD [35] TUFTS [177]
Figure 7.4: Input profile thermal images sampled from three datasets respectively.
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ARL-VTF Dataset: The ARL-VTF dataset [176] consists of 500,000 images from 395
subjects (295 for training, 100 for testing). This dataset contains a large collection of
paired visible and thermal faces. Variations in baseline, expressions, pose, and eye-wear
are included. We first crop the images based on the given ground-truth bounding-box an-
notations for conducting experiments. The proposed model is trained on this dataset by the
predefined development and testing splits [176]. The final experimental results are based
on the average of the predefined 5 splits.
ARL-MMFD Dataset: Additionally, we evaluate the proposed model on Volume III of
the ARL-MMFD dataset [35]. This dataset was collected by ARL cross 11 sessions over
6 days. It contains 5419 paired polarimetric thermal and visible images from 121 subjects
with significant variations in expression, illuminations, pose, glasses, etc. We select the po-
larimetric thermal profile and visible frontal face image pairs corresponding to both neutral
and expressive faces for conducting experiments on this dataset. In particular, we randomly
select images from 90 identities for training and the images from the remaining identities
for testing. So, there are no overlapping images between training and testing sets. We use
the original aligned visible and polarimetric thermal images for training and testing without
any preprocessing. The final experimental results are based on the average of five random
splits.
TUFTS Face Dataset: Finally, the proposed model is also evaluated on a recently pub-
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lished TUFTS Face Dataset [177]. TUFTS is a multi-modal dataset which contains more
than 10,000 images from 113 individuals from more than 15 countries. For conducting ex-
periments, we only select thermal and visible images from this multi-modal dataset. Hence,
there are more than 1000 images from over 100 subjects with different pose and expression
variations. This dataset is very challenging due to a large number of pose and expression
variations and only a few images per variation are available in the dataset. Images from
randomly selected 89 individuals are used for training and images from the remaining 23
subjects are used for testing. The raw images are used to train and test without any pre-
processing. In particular, profile images in the thermal domain and the frontal images (both
neural and expression) in the visible domain are utilized for training the models.
Implementation Details: All the images in this work are resized to 128 × 128 and the
image intensity is scaled into [0, 1]. The features from VGGFace [178] average pooling
layer are extracted from the synthesized visible image and the similarity for verification is
calculated based on the cosine distance. In all the experiments, the hyper-parameters are
set as λI = 10, λadv = 1, λC = 0.01, λtv = 1e−4. The learning rate is initially set as
0.01 and the batch size is 8. We train our model 10, 100, and 400 epochs on ARL-VTF,
ARL-MMFD and TUFTS datasets, respectively.
We compare the proposed method with the following state-of-the-art facial frontaliza-
tion methods: TP-GAN [15]; PIM [82]; M2FPA [86]; DA-GAN [13]. Besides, we add
pix2pix [159] as a baseline, which is an image-to-image translation method between two
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domains. We followed the same network settings as mentioned in the original papers and
tried our best to finetune the training parameters. Note that TP-GAN [15] and PIM [82]
require landmarks on input profile thermal face images. We manually label the landmarks
on thermal faces in the TUFTS Face Dataset [177] and use officially provided landmarks in
the ARL-VTF dataset [176]. We estimate the landmarks by MTCNN [109] on the images
in the ARL-MMFD dataset [35].
7.2.1 Experimental Results
ARL Visible-Thermal Face Dataset: The evaluation is based on the following two pro-
tocols: (1) Gallery G VB0- to Probe P PTP0. (2) Gallery G VB0- to Probe P PTP-. The
images in Gallery G VB0- are the facial baseline images in the visible domain without eye-
glasses occlusion. The images in Probe P PTP0 are the facial profile images in the thermal
domain without eye-glasses occlusion. The images in Probe P PTP- are the facial profile
images in the thermal domain with eye-glasses token-off.
We evaluate our model with the other baseline methods both qualitatively and quantita-
tively. Visual frontalization results are shown in Figure 7.5. As can be seen from this figure,
the proposed method is able to synthesize more photo-realistic and identity-preserving im-
ages compared with the other methods. Other methods fail to synthesize high-quality and
identity-preserving images. Additionally, Table 7.1 quantitatively compares the verification
performance of different methods. Our method achieves around 2% and 5% improvements
on both the AUC and EER scores in two protocols, respectively when compared with the
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Table 7.1: Verification performance comparison on the ARL-VTF dataset [176].
Probe 00 pose 10 pose
Gallery Metric AUC EER FAR=1% FAR=5% AUC EER FAR=1% FAR=5%
Gallery 0010
Raw 54.88 46.38 2.16 8.33 56.10 45.98 1.06 8.53
Pix2Pix [159] 5.04 46.84 2.17 8.90 57.95 44.84 1.79 14.47
TP-GAN [15] 64.21 40.12 3.31 12.11 67.41 36.78 3.89 13.84
PIM [82] 68.69 36.58 5.43 16.56 73.31 32.70 5.96 20.42
M2FPA [86] 74.99 32.33 5.73 20.26 76.99 29.84 9.51 23.35
DA-GAN [13] 75.58 31.18 6.85 22.23 75.76 30.69 8.40 23.62
Ours 77.48 29.08 8.20 25.89 82.18 25.11 10.82 30.64
Table 7.2: Verification performance comparison corresponding to the ablation study.
Probe 00 pose 10 pose
Gallery Metric AUC EER FAR=1% FAR=5% AUC EER FAR=1% FAR=5%
Gallery 0010
Baseline 56.21 45.99 2.07 9.04 59.20 43.13 2.73 9.71
w/ Multi-scale L1 58.07 44.82 2.13 10.27 62.01 40.91 3.84 11.06
w/ Lid 70.26 34.26 4.90 16.26 76.56 29.67 6.70 23.84
w/ self-attn 71.99 34.05 5.22 19.72 76.60 29.94 6.62 24.00
w/ Lladv 72.58 33.54 6.21 20.07 76.58 28.44 6.66 24.18
w/ Eq.(7.1) 77.13 29.16 6.41 21.35 80.05 26.26 7.11 29.40
w/ Lcls 77.18 29.07 7.43 22.20 80.56 26.46 9.24 29.90
w/ Lcontras (ours) 77.48 29.08 8.20 25.89 82.18 25.11 10.82 30.64
recent DA-GAN [13]. Additionally, the proposed model also achieves 2% ∼ 5% improve-
ments on the True Accept Rate (TAR) at False Accept Rates (FAR) 1% and 5%.
ARL Multimodal Face Database: We evaluate the proposed model on Volume III of
ARL-MMFD [35]. Qualitative and quantitative results corresponding to this dataset are
shown in Figure 7.6 and Table 7.3, respectively. As can be seen from Table 7.3, the pro-
posed model surpasses the best performing baseline model by 2.4% and 1.5% in AUC and
EER scores, respectively. Furthermore, the proposed model surpasses 7.7% and 1.3% when
compared with the DA-GAN [81] at FAR=1% and FAR=5%, respectively.
From Figure 7.6, we can see that our model is able to synthesize more photo-realistic
images while preserving the identity better than the other frontalization models. For each
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Input Pix2Pix [159] TP-GAN [15] PIM [82] M2FPA [86] DA-GAN [13] Ours Reference
Figure 7.5: Cross–domain face frontalization comparison on the ARL-VTF [176] dataset.
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Table 7.3: Verification performance comparison on the ARL-MMFD dataset [35].
Method AUC EER FAR=1% FAR=5%
Raw 64.12 40.51 4.21 17.74
Pix2Pix [159] 73.60 31.96 11.16 26.45
TP-GAN [15] 76.15 30.89 6.26 19.03
PIM [82] 80.89 26.86 9.83 27.11
M2FPA [86] 85.58 22.27 13.32 37.58
DA-GAN [13] 86.26 21.56 14.74 33.17
Ours 88.61 20.21 16.07 40.93
subject in this dataset, the pose variations mainly cover from −60◦ ∼ 60◦, while the illu-
mination variation is various. Hence, the method like PIM [82] fails to synthesize photo-
realistic images due to the illumination artifacts. In addition, our proposed model is trained
based on contrastive loss which helps the network provide better results even on this smaller
dataset.
TUFTS Face Database: Finally, the proposed model is also evaluated on the TUFTS Face
dataset [177]. The performances are reported in quantitative as shown in Table 7.4. We
can observe our proposed method surpasses the previous baselines and achieves around 3%
improvement in AUC and EER scores.
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Input Pix2Pix [159] TP-GAN [15] PIM [82] M2FPA [86] DA-GAN [13] Ours Reference
Figure 7.6: Cross-domain face frontalization comparison on the ARL-MMFD [35] dataset.
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Table 7.4: Verification performance comparison on the TUFTS Face Database [177].
Method AUC EER FAR=1% FAR=5%
Raw 67.55 37.88 5.11 16.11
Pix2Pix [159] 69.71 35.31 5.44 21.66
TP-GAN [15] 70.93 35.32 6.46 18.77
PIM [82] 72.84 34.10 8.77 21.00
M2FPA [86] 75.07 31.22 8.33 23.44
DA-GAN [13] 75.24 31.14 10.44 26.22
Ours 78.68 28.38 10.44 27.11
7.2.2 Ablation Study
In this chapter, we analyze how each part of the proposed model contributes to the
final performance. We choose the global UNet [15] generator and the discriminator Dg
as the baseline model. In particular, we analyze the contribution of each loss function
and the equalization in Eq (7.1). We conduct these ablation experiments on the ARL-
VTF dataset and show the results both qualitatively and quantitatively in Figure 7.7 and
Table 7.2, respectively.
As shown in Table 7.2, the quantitative verification results are improved by consecu-
tively adding different components. Figure 7.7 shows the corresponding synthesized sam-
ples. Based on this ablation study, we can see that Lid significantly preserves the identity
in the synthesized image. Feature equalization Eq. (7.1) significantly improves the image
quality. Finally, Lcls and Lcontras improve the verification performance.
136
CHAPTER 7. HETEROGENEOUS FACE FRONTALIZATION VIA DOMAIN
AGNOSTIC LEARNING
Profile Baseline w/ L1 w/ Lid w/ self-attn w/ Lladv w/ Eq. (7.1) w/ Lcls Ours Frontal
Figure 7.7: Results corresponding to the ablation study.
7.2.3 Pose Invariant Representation
In Figure 7.9, we show the synthesized frontal faces from the proposed model with a
range of yaw poses on the ARL-MMFD dataset. Yaw poses in this dataset mainly cover
0◦ ∼ 45◦. Given arbitrary yaw pose polarimetric thermal images, we can observe that the
synthesized visible frontal images maintain a good pose-invariant representation. Addi-
tionally, we also conduct this analysis on the ARL-VTF dataset as shown in Figure 7.9.
From these two figures, we can see that the proposed model learns pose-invariant frontal
representation in the visible domain when given arbitrary pose thermal input images.
7.3 Summary
In this work, we proposed a novel heterogeneous face frontalization model which gen-
erates frontal visible faces from profile thermal faces. The generator contains a gradient
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Figure 7.8: Synthesized frontal images corresponding to a range of yaw poses on the ARL-
VTF dataset.
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Figure 7.9: Synthesized frontal images corresponding to a range of yaw poses on the ARL-
MMFD dataset.
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reversal layer-based classifier for domain-agnostic feature learning and a pair of local and
global discriminators for better synthesis. Additionally, another contrastive constraint is
enforced by a dual-path training strategy for learning discriminative latent features. Quan-
titative and visual experiments conducted on three real thermal-visible datasets demonstrate
the superiority of the proposed method when compared to other existing methods. Addi-
tionally, an ablation study was conducted to demonstrate the improvements obtained from
different modules and loss functions.
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GP-GAN: Gender Preserving GAN for
Synthesizing Faces from Landmarks
Facial landmarks can be regarded as the most compressed representation of a face due
to the fact that very few number of points are required to capture the landmark locations.
In spite of the incredibly low number of keypoints, they are known to preserve important
information about the face such as pose, gender [179] and structure [180–182]. Success
of facial analysis tasks using just landmark keypoints is essential from the perspective of
memory management and information privacy. Considering that size of landmarks is an or-
der of magnitude smaller as compared to the image size, it will result in significant savings
in terms of memory. Essentially, we are now able to store only landmark key points and
throw away face image for a particular application. In addition, landmark information can
be safely stored, transported, and distributed without potential violation of human privacy
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and confidentiality. Motivated by these reasons, it would be interesting to understand how
landmarks can be exploited for performing high-level facial analysis tasks in the absence
of corresponding face images.
Several researchers have demonstrated that facial landmarks can be used in many face
analysis tasks such as face recognition [149, 183, 184], facial attribute inference [185], age
estimation [180], gender recognition [179] and expression analysis [186]. However, these
methods operate on a small set of keypoints due to which their performance is severely lim-
ited. To overcome this problem, we propose a novel solution that involves synthesis of faces
from landmark points using the recently popular generative models [119, 166, 187–191].
While, several methods [185, 192–194] have been proposed in the literature for landmark
detection, the inverse problem of synthesizing faces from their corresponding landmarks is
a largely unexplored problem. We believe that using synthesized faces will result in better
recognition performances as they leverage the capabilities of generative models to accen-
tuate information present in landmarks. Apart from their use in high-level facial analysis
tasks, these generative methods can be used to create virtually unlimited stochastic samples
by conditioning on both landmarks and a stochastic noise vector enabling us to augment
existing datasets for large scale learning [195].
In this work, generative models are exploited to synthesize faces from landmarks in an
attempt to accentuate information (gender in particular) present in the landmarks. Cao et
al. [179] specifically address the question if facial metrology can be used to predict gender
and they further go on to demonstrate that gender recognition using landmarks achieves
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reasonable performance. This is remarkable considering the fact that only 68 keypoints
are used to predict gender of the face represented by these keypoints. However, generating
faces from landmarks will enable us to achieve further improvement in performance as this
process will leverage generative models to learn the distribution of landmarks and their
mappings to the respective faces. While recognition of other attributes like ethnicity, pose,
identity, etc. can all be improved, in this work, we specifically focus on the gender attribute.
To this end, we propose Gender Preserving Generative Adversarial Network (GP-GAN) to
generate faces from their respective landmarks (as shown in Fig. 8.1). To further enhance
the network’s performance, it is guided by perceptual loss and a gender preserving loss in
addition to adversarial loss.
8.1 Proposed Method
Given an application where only facial landmarks are available, we explore how to
leverage information preserved in these keypoints. To this end, we propose to model the
joint distribution of facial landmarks and corresponding face images 1 using generative
modeling. Inspired by the success of GANs [187], we explore adversarial networks in this
work for synthesizing faces from landmark keypoints. GANs, motivated by game theory,
consist of two competing networks: generator G and discriminator D. The goal of GAN is
to train G to produce samples from training distribution such that the synthesized samples
are indistinguishable from actual distribution by discriminator D. Conditional GAN is
1Face images are available only during training
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another variant where the generator is conditioned on additional variables such as discrete
labels [55], text [19] and images [54]. The objective function of a conditional GAN is
defined as follows
LcGAN(G,D) = Ex,y∼Pdata(x,y)[logD(x, y)]+
Ex∼Pdata(x),z∼pz(z)[log(1−D(x,G(x, z)))],
(8.1)
where y, the output image, and x, the observed image, are sampled from distribution
Pdata(x, y) and they are distinguished by the discriminator, D. While for the generated
fake G(x, z) sampled from distributions x ∼ Pdata(x), z ∼ pz(z) would like to fool D.
Figure 8.1: Overview of the proposed GP-GAN method for synthesizing faces from land-
marks. In addition to adversarial loss function, the generator sub-network is guided by a
perceptual loss and a gender preserving loss.
As shown in Fig. 5.1, the proposed network consists of a generator sub-network G
(based on U-net [29] and DenseNet [196] architecture) conditioned on a facial landmark
image and a patch-based discriminator sub-network D. G takes landmark as input and at-
tempts to generate corresponding face image, while D attempts to distinguish between real
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and synthesized images. The two sub-networks are trained iteratively. In addition to the
adversarial loss, we propose to guide the generator using three other loss functions: percep-
tual loss based on VGG-16 architecture [161], gender preserving loss and L1 reconstruction
error.
8.1.1 Generator
Deeper networks are known to better capture high-level concepts, however, the van-
ishing gradient problem affects convergence rate as well as the quality of convergence.
Several works have been developed to overcome this issue among which U-Net [29] and
DenseNet [196] are of particular interest. While U-Net incorporates longer skip connec-
tions to preserve low-level features, DenseNet employs short range connections within
micro-blocks resulting in maximum information flow between layers in addition to an ef-
ficient network. Motivated by these two methods, we propose UDeNet for the generator
sub-network G in which, the U-Net architecture is seamlessly integrated into the DenseNet
network in order to leverage advantages of both the methods. This novel combination en-
ables more efficient learning and improved convergence quality.
A set of 3 dense-blocks (along with transition blocks) are stacked in the front, fol-
lowed by a set of 5 dense-block layers (transition blocks). The initial set of dense-blocks
are composed of 6 bottleneck layers. For efficient training and better convergence, sym-
metric skip connections are involved into the generator sub-network, similar to [197].
Details regarding the number of channels for each convolutional layer are as follows:
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where C(K) is a set of K-channel convolutional layers followed by batch normalization
and ReLU activation. M is max-pooling layer. D(K) is the dense-block layer with K-
channel output, T(K) is transition layer with K-channel output for downsampling. DT(K)
is similar to T(K) except for transposed convolutional layer instead of convolutional layer
for upsampling.
8.1.2 Discriminator
Motivated by [54], patch-based discriminator D is used and it is trained iteratively along
with G. The primary goal of D is to learn to discriminate between real and synthesized
samples. This information is backpropagated into G so that it generates samples that are as
realistic as possible. Additionally, patch-based discriminator ensures preserving of high-
frequency details which are usually lost when only L1 loss is used. All the convolutional
layers in D have a filter size of 4 × 4. Details regarding the number of channels for each
convolutional layer are specified in Fig. 5.1.
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8.1.3 Objective function
The network parameters are learned by minimizing the following objective function:
L = LA + λPLP + λCLC + λ1L1, (8.2)
where LA is the adversarial loss, LP is the perceptual loss, LC is the gender preserving loss
and L1 is the loss based on L1-norm between the target and reconstructed image, λP , λC
and λ1 are weights respectively for perceptual loss, gender preserving loss and L1 loss.
Adversarial loss: Adversarial loss is based primarily on the discriminator sub-network D.
Given a set of N synthesized faces, {x̂i}Ni=1, the entropy loss from D that is used to learn







Perceptual loss: Johnson et al. [160] introduced the perceptual loss function for style
transfer and super-resolution. Instead of relying only on L1 or L2 reconstruction error, they
learn the network parameters using errors between high-level image feature representations
extracted from a pre-trained convolutional neural network. Similar to their work, pre-
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trained VGG-16 [161] network is used to extract high-level features (conv4 3 layers) and
the L1 distance between these features of real and fake images is used to guide the generator
G. The perceptual loss function is defined as:
LP = ||V (x̂)− V (x)||1, (8.4)
where, x and x̂ indicate real and fake images, respectively and V is a particular layer of the
VGG-16 network.
Gender preserving loss: Inspired largely by the perceptual loss, we define a gender pre-
serving loss. As indicated by the name, this function measures the error in terms of gender






(C(xi) log(C(x̂i)) + (1− C(xi)) log(C(x̂i)),
where C represents a pre-trained gender classification network. In this work, C is con-
structed using the standard VGG-16 network in which, the convolutional layers are retained
and the fully connected layers are replaced by a new set of layers as shown in Fig. 5.1. This
network is trained by minimizing the standard binary cross entropy error.
L1 loss: L1 loss measures the reconstruction error between the synthesized face image and
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Figure 8.2: Sample qualitative results of synthesis experiments from LFW dataset. The pro-
posed method GP-GAN (UDeNet + GP Loss) achieves more realistic synthesis compared
to the other methods (CycleGAN, CVAE, BEGAN, CGAN) and the baseline methods from
the ablation study: GP-GAN (UNet+GP Loss), GP-GAN (UDeNet+ No GP Loss).
the corresponding real image and is defined as
L1 = ||G(x̂)− x||1 (8.5)
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Figure 8.3: Sample qualitative results of synthesis experiments from CASIA WebFace
dataset. The proposed method GP-GAN (UDeNet + GP Loss) achieves more realistic
synthesis compared to the other methods (CycleGAN, CVAE, BEGAN, CGAN) and the
baseline methods from the ablation study: GP-GAN (UNet+GP Loss), GP-GAN (UDeNet+
No GP Loss).
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Table 8.1: Quantitative comparison of gender recognition accuracy (%) for various
methods.
LM (D) LM (A) CycleGAN CVAE BEGAN CGAN GP-GAN (UNet+GP-Loss) GP-GAN (UDeNet,No GP Loss) GP-GAN (UDeNet+GP-Loss)
LFW 78.0 ± 1.9 79.8 ± 2.4 81.8 ± 1.1 80.3 ± 2.0 84.4 ± 1.9 86.3 ± 2.5 91.1 ± 1.1 91.7 ± 1.6 93.1 ± 1.2
CASIA 61.0 ± 11.8 61.7 ± 13.6 64.8 ± 3.3 62.0 ± 4.1 67.8 ± 5.0 70.4 ± 5.5 73.2 ±3.9 76.7 ± 4.3 78.4 ± 4.1
8.2 Experiments and Evaluations
In this part, experimental settings and evaluation of the proposed method are dis-
cussed in detail. We present the qualitative and quantitative results of the synthesis exper-
iment. The quantitative performance is measured using gender recognition rates. Results
are compared with four state-of-the-art generative models: Conditional GAN [54], Cycle
GAN [119], CVAE [41] [18] and adopted BEGAN2 in addition to two baseline methods (a)
GP-GAN using U-Net generator with GP-Loss, and (b) GP-GAN using UDeNet generator
without GP-Loss. The baseline comparisons are performed to demonstrate the improve-
ments achieved by the gender preserving loss and UDeNet components. Also, we demon-
strate that the use of synthesis using GP-GAN accentuates gender information present in
landmarks by comparing gender recognition rates with methods that directly compute these
rates from landmark points [179]. Furthermore, we conduct an experiment to evaluate the
data augmentation capabilities of the synthesis method.
8.2.1 Preprocessing and training details
Prior to preforming these experiments, all images in both datasets are fed through a pre-
processing pipeline. First, MTCNN [109] is employed for detecting face bounding boxes
2https://github.com/taey16/pix2pixBEGAN.pytorch
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which are further used to crop the faces followed by landmark key point detection using
TCDCN algorithm [185]. Pairs of these detected landmarks and faces are used for training
the proposed method. Since we consider this problem as an image-to-image translation, the
input landmark is encoded using a heatmap (similar to [198]) as shown in Fig. 8.1 which
is a created by imposing a 2D Gaussian with standard deviation of 0.2 at every landmark
location on a blank image like could counting work [199]. Note that the cropped face
images are resized to 64×64.
The proposed network is trained on a single TitanX GPU for approximately 10 hours
(200 epochs). A learning rate of 2 × 10−4 is used for G and D. For perceptual network,
the input images are resized to a size of 224× 224. The learning rate is decayed by a factor
of 2× 10−6 for every epoch after 100 epochs. The weights λA, λP and λC are set equal to
100, 1 and 1, respectively.
For learning the parameters of the proposed method and baselines, training set from
the LFW official deep funneling aligned dataset [200] [108] is used. It contains 5749
identities, and 13233 images. The official training, validating and testing View 1 was used
for this experiment. After detection and crop procedure, we are left with 3757 images in
the training set and 1615 images in the test set. The trained network is evaluated on the
LFW test set and a subset of CASIA-Webface dataset [201]. The test subset for CASIA-
Webface is constructed by randomly selecting 1000 male and 1000 female face images.
Note that, in order to demonstrate the generalization performance, the proposed network is
trained using only the LFW training set and evaluated on the LFW test set and the CASIA-
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Fig. 8.2 and Fig. 8.3 show sample results of reconstruction using various methods on
the LFW and CASIA datasets, respectively. The landmark image is used as the input for
all the methods except CVAE [41] [18]. For CVAE, the inputs are original image and nor-
malized landmark locations as the attributes. It can be clearly observed that Conditional
GAN [54], Cycle GAN [119] and BEGAN [166] are unable to reconstruct visually coherent
faces. Though CVAE is able to generate visually appropriate faces, they fail to preserve the
gender information. Since their network implements an auto-encoder like architecture and
uses pixel-wise Euclidean measure, the output is often blurry, due to which gender classifi-
cation becomes very difficult. GP-GAN using UDeNet generator without GP-Loss is able
to generate perceptually better results as compared to GP-GAN using UNet generator with
GP-Loss demonstrating the superior performance obtained using the novel combination of
UNet and DenseNet architectures. The proposed method GP-GAN (UDeNet and GP-Loss)
outperforms all existing and baseline methods. It may be argued that identity information is
lost during the reconstruction process, however, note that the goal of the proposed method
is not to capture the exact mapping between landmarks and corresponding faces. Instead,
the idea is to explore generation of visually coherent faces from landmark keypoints which
can further assist in data augmentation and other tasks.
As discussed earlier, the quantitative performance is measured in terms of gender recog-
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nition rates and it is shown in Table 8.1. Gender recognition rates for the synthesized are
calculated using the LBP features [202] and a linear SVM classifier that is trained using
the LFW training set, whereas the recognition rates for landmarks, LM(D) and LM(A), are
calculated using the distance and angle methods described in [179]. Note that the gender
recognition is performed based only on landmark keypoints considering that the corre-
sponding face images are unavailable and hence recent state-of-the-art gender recognition
methods cannot be used for comparison as they operate on actual face images rather than
only on facial landmarks. Similar to the observations made using visual comparisons, it
can be found from the quantitative results that, gender recognition rates improve in general
using the generative models as compared to the landmark-based methods.
With respect to the baseline comparisons, it can be observed that GP-GAN using UDeNet
generator without GP-Loss outperforms GP-GAN using UNet generator with GP-Loss in
spite of the fact that GP-Loss is not used, thus indicating the effectiveness of UDeNet archi-
tecture. Furthermore, the proposed method GP-GAN (UDeNet with GP-Loss) outperforms
all existing baseline methods by a large margin in terms of gender recognition rates. This
indicates that the proposed synthesis method can be used to generate face images from just
facial landmarks while retaining gender information present in these landmarks.
In addition, we conducted a face synthesis experiment to verify if the proposed method
can be used for data augmentation. In this experiment, we manipulate the landmark of a
face (for instance, modify mouth open to mouth close) and use this landmark to synthesize
a face using generator G. Sample results for this experiment are shown in Fig 8.4. It can be
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Figure 8.4: Results of experiment for dataset augmentation where landmark corresponding
to a face is modified and used for synthesis. We are able to generate new samples while
preserving gender information. (i) Original face image. (ii) Landmark corresponding to
original face. (iii) Synthesized face from original landmark. (iv) Landmark obtained after
manipulating original landmark. (v) Synthesized face image using manipulated landmark.
seen that, the generator G is able to synthesize realistic faces from the modified landmarks
while reflecting this modification in the synthesized face. Additionally, the gender attribute
is also retained. Based on these experiments, we can conclude that the proposed method is
able successfully generate face samples which can be used for data augmentation for other
facial analysis tasks.
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8.3 Summary
We explored the problem of synthesizing faces from landmarks points using the re-
cently introduced generative models. The aim of this project was to demonstrate that in-
formation (especially gender) present in the landmark keypoints can be accentuated using
synthesis models while generating realistic images. The proposed network is based on
the generative adversarial networks and is guided by perceptual loss and a novel gender
preserving loss. Further, we propose a novel generator based on UNet and DenseNet archi-
tectures. Evaluations are performed on two popular datasets, LFW and CASIA-Webface,
and the results are compared with recent state-of-the-art generative methods. It is clearly
demonstrated that the proposed method achieves significant improvements in terms of vi-
sual quality and gender recognition. Additionally, we conducted a face synthesis experi-




Discussion and Future Work
In this thesis, we developed several facial image synthesis problem using deep genera-
tive networks.
Specifically, we proposed the Att2Sk2Face model for face image synthesis from vi-
sual attribute via sketch. The proposed network was shown to synthesize photo-realistic
facial images conditioned on the visual attributes input. We proposed a two-stage solu-
tion to this problem: (1) attribute-to-sketch (2) sketch-to-image. For each part, the Sketch
Generator Network and Face Generator Network are trained by leveraging the advances of
hierarchical network architecture. Additionally, we develop a multimodal face synthesis
model (Att2MFace) which simultaneously generates face images in different modalities
via one given visual attributes. The developed Att2MFace consists of a single genera-
tor and discriminator. The multimodal stretch-in/stretch-out modules are introduced in
generator/discriminator to learn the discriminability between real/synthesized multimodal
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images. An auxiliary attribute estimator is accompanying with the discriminator to learn
the matching between the synthetic images and visual attributes. The progressive training
strategy is adopted here to enhance the image quality between the synthesized multimodal
images.
Also, several thermal-to-visible face synthesis models are developed in this thesis. For
instance, we introduced the thermal-to-visible face synthesis network guided by the visual
attributes for heterogeneous face verification. Rather than image-level information, the
proposed Multi-AP-GAN also leverages the abstract semantic information provided by the
visual attributes. The attributes are extracted by a pre-trained attribute estimator and the
extracted attributes are fused with the image latent representation with multimodal compact
bilinear pooling. Additionally, the training is regularized by the multi-scale resolution
target images for better synthesis. Various experiments on different datasets demonstrated
the effectiveness of the proposed scheme.
Another self-attention guided generative adversarial network is proposed for thermal
to visible face synthesis. With the help of self-attention module better synthesis quality
is achieved. Additionally, the averaged features from the synthesized image and the input
images are used for obtaining better performance on heterogeneous verification.
In addition, a heterogeneous face frontalization model is proposed in this thesis. Given
the arbitrary yaw pose face images in thermal domain, the proposed model is able to gen-
erate identity-preserving frontal face image in the visible domain. To achieve this, the
proposed frontalization model contains two streams: cross-spectrum frontalization and do-
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main agnostic learning. The cross-spectrum frontalization stream aims to generate the
frontal visible face from learned feature representation while the domain agnostic learning
stream aims to learn the feature to be robust to the domain discrepancy. Also, we show that
learning domain agnostic feature is not enough for identity-preserving synthesis and learn-
ing discriminative feature is also important .To achieve this, a contrasitive loss is leveraged
by a proposed two-path training strategy.
Finally, we demonstrate the capability of generative adversarial networks in another
kind of abstract semantic representation: landmarks. In this work, we demonstrated the
information (especially gender) in landmarks can be recovered by reconstructing the face
images. A novel gender preserving loss is presented with the inspiration of perceptual loss.
Additionally, a dense block based UNet architecture is developed and extensive experi-
ments clearly demonstrate the significant improvements by the proposed method in both
visual quality and gender recognition.
In the future, we hope to address the following challenges in face synthesis. First, we
would like to learn a text-to-face synthesis model instead of visual attributes-to-face. This
can be even more challenging because learning discriminative text representation is very
difficult. Secondly, instead of a single image frame, we would like to tackle the problem
of visual attribute guided video clip (a series of consecutive image frames) synthesis. The
learned video clip could be more applicable in law enforcement and entertainment. Addi-
tionally, we would like to tackle the problem of multi-style multimodal face synthesis from
visual attributes. Generating multimodal face images in different styles: illumination, pose,
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etc. could improve the diversity of the synthesized images.
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