This paper tries to solve open Job-Shop Scheduling Problems (JSSP) by translating them into Boolean Satisfiability Testing Problems (SAT). The encoding method is essentially the same as the one proposed by Crawford and Baker. The open problems are ABZ8, ABZ9, YN1, YN2, YN3, and YN4. We proved that the best known upper bounds 678 of ABZ9 and 884 of YN1 are indeed optimal. We also improved the upper bound of YN2 and lower bounds of ABZ8, YN2, YN3 and YN4.
Introduction
A job-shop scheduling problem (JSSP) is a combinatorial optimization problem. There are several reports solving JSSP [1] . They are divided into approximation methods and exact methods. This paper tries to solve open JSSPs by SAT encoding which is one of the exact methods.
In recent years, the propositional satisfiability (SAT) problem has been studied intensely. The state-of-the-art SAT solvers can solve a SAT problem which consists of millions of clauses in a few minutes. SAT is the prototypical NP-complete problem, and every instance π of a problem in NP can be translated into an instance of SAT. The birth of high-speed SAT solvers motivates the translation approach which encodes a certain problem π into a SAT problem and solves it by a fast SAT solver. In this paper, we call this problem solving technique the SAT encoding approach. It seems to be promising to solve open problems with the SAT encoding approach. There are several reports on succeeding in solving open problems [2] , [3] .
This paper tries to solve six open JSSPs with the SAT encoding approach. The six are ABZ8, ABZ9 [4] , YN1, YN2, YN3, and YN4 [5] . ABZ8 and ABZ9 are also known as one of ten tough problems. The encoding is based on Crawford and Baker [6] .
SAT Scheduling
In this section, we introduce a job shop scheduling problem (JSSP) which is a typical scheduling problem, and explain the SAT encoding approach proposed by Crawford and Baker [6] . We call this encoding Crawford encoding. We represent a SAT problem in conjunctive normal form (CNF). This form consists of the logical AND of one or more clauses, which in turn consist of the logical OR of one or more literals. A literal is a propositional variable or its complement. We represent a clause as a set of literals. The solution of a SAT problem is a truth assignment satisfying all clauses in the problem. When such an assignment exists, we call the SAT problem satisfiable, otherwise, unsatisfiable.
A JSSP consists of a set of n jobs {J 1 , · · · , J n } and a set of m machines We introduce three kinds of propositional variables:
• eb l i,t means that O l i ends by time t or before. We translate the JSSP into a SAT problem by the following rules [7] . We make the Crawford encoding somewhat more precise. In this translation, we assume that the makespan is at most L.
, then we add the clause: 
4. Reversely, in order to complete all the jobs by L, it is necessary for O l i to end by time t or before:
i starts at or after time t, it starts at or after t − 1: 
Let S L be a SAT problem generated by the Crawford encoding under the assumption that the makespan is at most L. If we find a positive integer k such that S k−1 is unsatisfiable and S k is satisfiable, then we conclude that the minimum makespan is k. Such a k divides SAT problems S i (1 ≤ i) into an unsatisfiable part S i (1 ≤ i < k) and a satisfiable part S i (k ≤ i).
Experimental Results
We tried to solve six open JSSPs: ABZ8, ABZ9, YN1, YN2, YN3, and YN4. These problems are obtained from the ORLibrary † . ABZn consists of 20 jobs and 15 machines, and YNn consists of 20 jobs and 20 machines. Table 1 shows the best known lower bounds (LB) and upper bounds (UB) indicated in the literature [1] , [8] , [9] .
For each problem P, we generate UB − LB + 2 SAT instances S P LB−1 , S P LB , . . ., and S P UB with the Crawford encoding and solve them with the SAT solver MiniSat [10] . Even though we know S P LB−1 is unsatisfiable because of the lower bound LB and S P UB is satisfiable because of the upper bound UB, we solve them in order to verify the values. We use MiniSat version 2.
All experiments were conducted on the cluster machine A of CFV (Collaborative Facilities for Verification) SAT-SUKI in AIST (National Institute of Advanced Industrial Science and Technology). The cluster machine A consists of 
Solving ABZ9 and YN1
We succeeded to solve ABZ9 and YN1. We showed that the optimum solutions of ABZ9 and YN1 are 678 and 884 respectively. This means that the best known upper bounds of ABZ9 and YN1 are really optimal. Tables 2 and 3 while we must examine the whole search space 
Improving LB and UB
We succeeded to improve LB of ABZ8, YN2, YN3 and YN4, and UB of YN2. Table 4 shows experimental results on the SAT instances proof of which gives the best LB or UB. Solving more difficult problems, for example, S YN2
, S YN4
950 , etc., needs more than 8 GB memory which is beyond our machine. Table 5 summarises the new LB and UB.
Concluding Remarks
We Four problems (ABZ8, YN2, YN3, and YN4) remain open. Solving these problems needs more than several months and 8 GB memory if we follow the current approach. In order to tackle these hard problems, parallel computing seems to be a promising approach [11] , [12] . Therefore, future work includes parallelisation of SAT solving. We will also tackle other open problems and investigate new SAT encoding methods.
