Abstract. Given a cone σ ⊆ N R with smooth two-dimensional faces and, moreover, an element R ∈ σ ∨ ∩ M of the dual lattice, we describe the part of the versal deformation of the associated toric variety TV(σ) that is built from the deformation parameters of multidegree R. The base space is (the germ of) an affine schemeM that reflects certain possibilities of splitting Q := σ ∩ [R = 1] into Minkowski summands.
1. Introduction 1.1. The entire deformation theory of an isolated singularity is encoded in its socalled versal deformation. For complete intersection singularities this is a family over a smooth base space obtained by certain perturbations of the defining equations. As soon as we leave this class of singularities, the structure of the family, and sometimes even the base space, will be more complicated. It is well known that the base space may consist of several components or may be non-reduced.
1.2. Let M, N be two mutually dual, free abelian groups of finite rank. Then affine toric varieties are constructed from rational, polyhedral cones σ ⊆ N R := N ⊗ R: One takes the dual cone σ ∨ := {r ∈ M R | a, r ≥ 0 for each a ∈ σ}, and Y := TV(σ) is defined as the spectrum of the semigroup algebra C[σ ∨ ∩ M]. In particular, the equations of Y are induced from linear relations between lattice points of σ ∨ ⊆ M R . As usual for all other toric objects or notions, the toric deformation theory also comes with an M-grading. In particular, for any R ∈ M, we might speak of infinitesimal or versal deformations of degree −R. With the latter, we mean the following: The vector space T 1 of infinitesimal deformations serves as the ambient space of the germ of the versal base space. Hence it makes sense to intersect it with the linear space obtained as the annihilator of the T 1 coordinates of degree = R. Equivalently, the versal deformation of degree −R can be understood as the maximal extension of the infinitesimal deformations in degree −R.
1.3. For investigating versal deformation spaces, Gorenstein singularities are the easiest examples beyond complete intersections. It is a helpful coincidence that the Gorenstein property has a very nice description in the toric context -the cone σ should just be spanned by a lattice polytope Q sitting in an affine hyperplane [R * = 1] of height one. Note that R * ∈ M equals the degree of the volume form. This leads to the investigation of the deformation theory of toric Gorenstein singularities in [Al1] -the interesting deformations were contained in degree −R * . The present paper is meant as a generalization of this approach. We discard the Gorenstein assumption. For Y we just assume smoothness in codimension two (as was already done in the Gorenstein case), and for R we restrict to the case of a primitive R ∈ σ ∨ ∩ M. Otherwise, one would leave the toric framework, cf. [Al2] . While the main ideas work along the lines of [Al1] , we try to keep the paper as self-contained as possible.
The main tool to describe our results is the notion of Minkowski sums.
Definition. For two polyhedra P, P ′ ⊆ R n we define their Minkowski sum as the polytope P + P ′ := {p + p ′ | p ∈ P, p ′ ∈ P ′ }. Obviously, this notion also makes sense for translation classes of polytopes. For instance, each polyhedron Q is the Minkowski sum of a compact polytope and the so-called tail cone Q ∞ .
Let us fix a primitive element R of σ ∨ ∩ M and intersect the cone σ with the hyperplane defined by [R = 1] . This intersection defines a polyhedron named Q := Q(R). For our investigations, this Q plays a similar role as the Q in the Gorenstein case. However, in the present paper, it neither needs to be a lattice polyhedron, nor compact. If a i is one of the primitive generators of σ, then it leads to a lattice/nonlattice vertex of Q or to a generating ray of its tail cone Q ∞ iff a i , R = 1, ≥ 2, or = 0, respectively. Following the Gorenstein case we will construct a "moduli space" C(Q) of Minkowski summands of multiples of Q -but in the present paper, we have to take care of their possible tail cones as well as the non-lattice vertices of Q. Attaching each Minkowski summand at the point that represents it in C(Q) yields the so-called tautological coneC(Q) together with a projection onto C(Q). It can be seen as the universal Minkowski summand of Q. Indeed, applying the functor that makes toric varieties from cones will provide the main step toward constructing the versal base space of Y = TV(σ) in degree −R.
1.5. For a given polyhedron Q ⊆ R n we begin in Sect. 2 by presenting an affine schemeM. It is related to C(Q) and describes the possibilities of splitting Q into Minkowski summands. In Sect. 3 we study the tautological coneC(Q). Applied to Q(R), this leads in Sect. 4 to the construction of a flat family overM with Y as special fiber. Now we can state the main theorem (6.1) of this paper.
Theorem. The familyX ×S M →M (cf. 4.1) with base spaceM is the versal deformation of Y of degree −R, i.e. the Kodaira-Spencer map is an isomorphism in degree −R (Sect. 5) and the obstruction map is injective (Sect. 6). Based on this an interesting question arises, namely whether it is possible to construct the part of the versal deformation of Y with negative degrees by repeatedly applying the principles of this paper. The last section starts with describing the situation for dim Y = 3 (in Theorem 7.1) and then continues with an explicit example. It shows how to compute the family using Singular (cf. [GPS] ) and Normaliz (cf. [Nor] ).
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2. The base space 2.1. Let σ = a 1 , . . . , a M ⊆ N R be a cone such that the two-dimensional faces a j , a k < σ are smooth (i.e. a 1 , . . . , a M ∈ N are primitive, and {a j , a k } could be extended to a Z-basis of N). Let R ∈ σ ∨ ∩ M be a primitive element. Then one can define:
Note that we can recover σ as σ = R ≥0 · (Q, 1) = R ≥0 · (Q, 1) ∪ (Q ∞ , 0). The vertices of Q are v i = a i / a i , R for those fundamental generators a i ∈ σ with a i , R ≥ 1; they belong to L iff a i , R = 1. We will see that Y is rigid in degree −R unless Q has at least one such L-vertex. Assuming this, we fix one of the L-vertices of Q to be the origin.
Denote by d
1 , . . . , d N ∈ N Q the compact edges of Q after choosing some orientation of each of them. Calling edges that meet in a common non-lattice vertex of Q "connected" implies that the set {d 1 , . . . , d N } may be uniquely decomposed into components according to this notion.
Definition. For every compact 2-face ε < Q we can define the sign vector ε = (ε 1 , . . . , ε N ) ∈ {0, ±1} N by
such that the oriented edges ε i · d i fit into a cycle along the boundary of ε. This determines ε up to sign and we choose one of both possibilities. In particular, we have i ε i d i = 0 if ε < Q is a compact 2-face.
Now we define the vector space
for every compact 2-face ε < Q, and
To simplify notation we are going to use V := V (Q). For each component of edges there is a well defined associated coordinate function V → R. Now,
is a rational, polyhedral cone in V , and its points correspond to certain Minkowski summands of positive multiples of Q:
2.3. Lemma. Each point t ∈ C(Q) define a Minkowski summand of a positive multiple of Q; its i-th compact edge equals t i d i . This yields a bijection between C(Q) and the set of all Minkowski summands (of positive multiples of Q) that change components of edges just by a scalar.
Proof. For an Element t ∈ C(Q) the corresponding summand Q t is built by the edges t i · d i as follows: Each vertex v of Q can be reached from 0 ∈ Q by some walk along the compact edges d i of Q. We obtain
Now given an element t ∈ C(Q), we may define the corresponding vertex v t by
and the linear equations defining V ensure that this definition does not depend on the particular path from v to 0 through the compact part of the 1-skeleton of Q. We define the Minkowski summand by Q t := conv{v t } + Q ∞ .
2.4. Now, we define a higher degree analogous to the linear equations defining V :
Definition. For each compact 2-face ε < Q, and for each integer k ≥ 1 we define the vector valued polynomial
Using coordinates of A, the d i turn into scalars, thus the g ε,k (t) turn into regular polynomials; for each pair (ε, k) we will get two linearly independent ones. Since
j have a common non-lattice Q-vertex }, they (together with t i − t j for d i , d j sharing a common non-lattice vertex) can be written as
We thus may define the ideal
which defines an affine closed subscheme
Denote by ℓ the canonical projection
On the level of regular functions this corresponds to the inclusion
. Note that the vector 1 = (1, . . . , 1) ∈ C(Q) ⊆ V encodes Q as a Minkowski summand of itself.
2.5. Theorem.
(1) J is generated by polynomials from
(2) J ⊆ C[t 1 , . . . , t N ] is the smallest ideal that meets property (1) and, on the other hand, contains the "toric equations"
(For an integer h we denote
The proof is similar to the one of [Al1, Theorem (2.4) ].
3. The tautological cone 3.1. While C(Q) ⊆ V (Q) were built to describe the base space, we turn now to the cone that will eventually lead to the total space of our deformation.
Definition. The tautological coneC(Q) ⊆ A × V is defined as
it is generated by the pairs (v j t l , t l ) and (v k , 0) where t l , v j , and v k run through the generators of C(Q), vertices of Q, and generators of Q ∞ , respectively.
Since σ = Cone(Q) ⊆ A × R = N R , we obtain a fiber product diagram of rational polyhedral cones:
The three cones σ ⊆ A×R,C(Q) ⊆ A×V and C(Q) ⊆ V define affine toric varieties called Y, X and S, respectively. The corresponding rings of regular functions are
Z which does not need to be surjective at all. This leads to the following definition:
On the geometric level, the non-
corresponds to the scheme theoretical imageS of p : S → C N , and S →S is its normalization, cf. (4.2). The equations ofS ⊆ C N are collected in the kernel of
, and it is easy to see that
is generated by the toric equations from (2.5).
3.4. To deal with the dual space V * the following point of view will be useful: In the Gorenstein case we described its elements by using the surjection R N → V * . In particular, an element η ∈ V * was given by coordinates η i corresponding to the edges d i of Q. Now, in the general case, the set of edges of Q splits into several components, cf. (2.2). For each such component, not the single coordinates but only their sum along the entire component is well defined. However, this does not affect that the total summation map R N → R factors through V * → R. It will still be denoted as η → i η i . (2) Let v ∈ Q be a vertex not contained in the lattice L. 
Here are the essential properties of η * (c): (
follows from the previous argument by leaving out the e[v(c)]-terms.
∨ , we will show that η * (c) ∈ V * can be represented by an integral vector of R N having only non-negative coordinates: We choose some path along the edges of Q passing v 0 = 0, . . . , v p = v(c) and decreasing the value of c at each step. This provides some vector λ c ∈ Z N yielding η(c) with 
If v(c) belongs to the lattice L, then we are done. Otherwise, there might be at most one non-integer coordinate (assigned to v(c) / ∈ L) in η * (c). However, this cannot be the case, since the sum taken over all coordinates of η * (c) yields the integer η This yields the (componentwise) inequality
On the other hand, η ( ν g ν c ν ) and η * ( ν g ν c ν ) might differ in at most one coordinate (assigned to a( ν g ν c ν )). If so, then by definition of η * the latter one equals the smallest integer not smaller than the first one. Hence, we are done, since the left hand side of our inequality involves integers only.
We obtain the following description ofC(Q) ∨ :
, in general, they are not the only ones.
∨ ∩M is the saturation of that subsemigroup.
Proof. The proof of (1) and (2) is similar to the proof of [Al1, Prop. (4.6) ].
(3) First, the condition η − η * (c) ∈ C(Q) ∨ indeed describes a semigroup; this is a consequence of (ii) of Lemma 3.5. On the other hand, let [c, η
, we obtain by the same lemma
Since, at the same time, the sum taken over all coordinates of that difference vanishes, the whole difference has to be zero. Now we obtain
by part (i) of this proposition.
3.7. Now we will provide an example for the case Γ =C(Q) ∨ ∩M :
Example. Let N = Z 3 be a lattice. Define the cone σ by σ := (0, 0, 1), (6, −1, 2), (5, 0, 1), (5, 1, 1), (24, 7, 5), (6, 5, 2), (2, 3, 1) ⊆ Q 3 = N Q .
We choose R := [0, 0, 1] ∈ M = Z 3 and obtain the following polygon Q:
The paths along the edges of Q are denoted as follows:
Let us consider V (Q). We identify t i and t j if the corresponding edges have a common non-lattice vertex. Then V (Q) as a subspace of R 4 is the kernel of the following matrix obtained by the 2-face equation of Q:
It is generated by t 1 := (13, 0, 15, 10) and t 2 := (2, 15, 0, 5), and this leads to
5 and λ c = (1, 1, 1, 1, 0, 0, 0). Now we compute η(c) as described in (3.4):
Since we only described V (Q) as a subspace of R 4 , we can also denote η(c) by η(c) = [5, 1, 1/5, 0], which corresponds to taking the sum on components of Q. Let η := [5, 1, 3/5, 2/5] ∈ V * , so that it is also contained in V * Z : Since the first row of the matrix defining V (Q) yields 5t 1 = 3t 3 + 2t 4 , the sum on the right hand side has 5 as a divisor if we only consider integral solutions. We could also regard η as [6, 1, 0, 0] as element of V * Z . Let us consider η − η(c):
∨ , as it has positive entries only. Hence,
Now we apply this to t 1 : Hence, we gain η − η
Remark. If one replaces the semigroupC(Q) ∨ ∩M by its non-saturated subgroup Γ and X by X ′ := Spec C[Γ], respectively, then the diagram of (3.1) becomes a fiber product diagram. Moreover, X ′ equals the scheme theoretical image of the
And, in return, X is the normalization of X ′ .
A flat family overM
We use the previous constructions to provide a deformation of Y overM:
4.1. Theorem. Denote byX andS the scheme theoretical images of X and S in C w × C N and C N , respectively. Then
(1) X →X and S →S are the normalization maps, (2) π : X ′ → S induces a mapπ :X →S such that π can be recovered fromπ via base change S →S, and (3) restricting to M ⊆S and composing with ℓ turnsπ into a familȳ
It is flat in 0 ∈M ⊆ C N −1 , and the special fiber equals Y .
The proof of this theorem will fill Section 4.
The ring of regular functions A(S) is given as the image of
have the same field of fractions.
On the other hand, while t-monomials with negative exponents might be involved in A(S), the surjectivity of R N ≥0 → → C(Q) ∨ tells us that sufficiently high powers of those monomials always come from A(S). In particular, A(S) is normal over A(S).
A(X) is given as the image
is generated by these monomials over its subring A(S), cf. Proposition 3.6(3)), the same arguments as for S andS apply. Hence, Part (1) of the previous theorem is proved.
4.3. Denoting by z 1 , . . . , z w , t the variables mapping to the A(Y )-monomials with
, we obtain the following equations for Y ⊆ C w+1 :
Defining c := ν a ν c ν = ν b ν c ν , we can lift them to the following elements of
]. This condition does not determine the coefficients p ν uniquely -choose one of the possibilities. Choosing other coefficients q ν with the same property yields
in the sense of (3.3). In particular, representatives of the η * 's can be chosen such that all t-exponents occurring in monomials of F are non-negative integers, i.e. F indeed defines an element of
i.e. they can be used as equations forX ⊆ C w ×S.
On the other hand, Ker (A(S)[Z] → A(X ′ )) is obviously generated by the binomials
However,
is injective, too. In particular, part (2) of our theorem is proved.
We are going to use the following well known criterion of flatness: 4.5. Theorem. Letπ :X ֒→ C w+1 ×M → →M be a map with special fiber Y = π −1 (0); in particular, Y ⊆ C w+1 is defined by the restrictions to 0 ∈M of the equations definingX ⊆ C w+1 ×M. Thenπ is flat, if and only if each linear relation between the (restricted) equations for Y lifts to some linear relation between the original equations forX.
Proof. According to [Ma, (20.C) , Theorem 49], flatness ofπ in 0 ∈M is equivalent to the vanishing of Tor
((π * OX ) 0 , C) where C becomes an OM ,0 -module via evaluating in 0 ∈M. Using the embeddingX ֒→ C w+1 ×M (together with the defining equations and linear relations between them) we obtain an OM ,0 [Z 0 , . . . , Z w ]-free (hence OM ,0 -free) resolution of (π * OX) 0 up to the second term. Now, the condition that relations between Y -equations lift to those betweenX-equations is equivalent to the fact that our (partial) resolution remains exact under ⊗ OM ,0 C. 4.6. According to the special shape of our generator set E, there are three types of relations between the f (a,b,α,β) 's:
For this relation, the same equation between the F 's is true.
(ii) t · f (a,b,α,β) = f (a,b,α+1,β+1) lifts to t 1 · F (a,b,α,β) = F (a,b,α+1,β+1) . a+r,b+r,α,β) .
imply that the first factor is contained in the ideal defining 0 ∈M and that the second factor is an equation ofX ⊆ C w ×S (called F (q,p+r,ξ,0) in (6.7)). In particular, we have found a lift for the third relation, too. The proof of Theorem 4.1 is complete.
5. The Kodaira-Spencer map 5.1. To each vertex v j ∈ Q we associate the subset
Let r = [c, η * 0 (c)] ∈ E be given. Then we have
and we obtain the following alternative description of E j :
In other words: The primitive generators a j of σ define the facets of the dual cone σ ∨ , i.e. they define hyperplanes such that σ ∨ is the intersection of the halfspaces above these hyperplanes:
Now E j contains those elements of E that are closer to the facet of σ defined by a j than R.
We also get the following alternative description of η * (c) compared with its definition in (3.4):
Hence, the second summand in our formula vanishes, and we are done. On the other hand, if v j / ∈ L, then there is not any lattice point contained in the strip v j , c ≥ •, c > v(c), c . In particular, every edge on the path from v j to v(c) (decreasing the c-value at each step) belongs to the "component" induced by v j , cf. (2.2). Now, our formula follows from the definition of η * (c).
5.3. Denoting by L(•) the abelian group of Z-linear relations of the argument, we consider the bilinear map
It is correctly defined, and we obtain Φ(t, q) = 0 for q ∈ L(E j ). Indeed,
5.4. Theorem. The Kodaira-Spencer map of the familyX ×S M →M of (4.1) equals the map
induced by the previous pairing. Moreover, this map is an isomorphism.
Proof. Using the same symbol J for the ideal J ⊆ C[t 1 , . . . , t N ] as well as for the
). Now, we fix a non-trivial tangent vector t 0 ∈ V C . Via t i → t + t 0 i ε, it induces the infinitesimal family given by the flat C[ε]/ ε 2 -module
To obtain the associated A(Y )-linear map I/I 2 → A(Y ) with I := (f • (z, t)) denoting the ideal of Y in C w+1 , we have to compute the images of f • (z, t) in ε A(Y ) ⊆ A t 0 and divide them by ε: Using the notation of (4.3), in A t 0 it holds true that
The relation ε 2 = 0 yields
and similarly we can expand the other terms. Eventually, we obtain
Note that, in ε A(Y ), we were able to replace the variables t and z ν by x [Al3, Theorem (3.4 
)]. It even says that the map I/I
2 → A(Y ) with
In [Al2] it was already proven that there is an isomorphism Ψ :
if Y is smooth in codimension two. Now we want to show that the composition Ψ • Φ yields the identity on V /1. Thus we have to take a closer look at the construction of Ψ.
Let us switch from the notion of L(E j ) to the notion of span(E j ). The advantage lies in that span(E j ) is much easier to describe than L(E j ):
Remark.
To change between the two notions, let q ∈ L(E 0 ) be given. Then decompose q = j q j with q j ∈ Z E j . Define w j := ν q j ν r ν , r ν ∈ E so that the vector (w 1 , . . . , w M ) is contained in ker(⊕ j span E j → M).
Let τ < σ be a face. We define the following set
and obtain a complex span(E) • with
and the obvious differentials. Now the dual complex yields the following description of
Y (−R) equals the complexification of the cohomology of the subsequence
Given an element b ∈ T 1 Y (−R), we can build an element t ∈ V /1. First we will show how to build t ∈ V from a given b ∈ j (span R E j ) * . Then we will show that the action of N R equals the action of R · 1 on V .
Step 1: By the above remark, we can represent b ∈ j (span R E j )
* by a family of
We will only consider the b j for a j , R ≥ 1, otherwise span E j will be zero. This corresponds to the fact that v j = a j / a j , R is not a vertex of Q.
Dividing by the image of N R means shifting the family by a common vector c ∈ N R . The condition of our family {b j } mapping onto 0 means that b j and b j have to be equal on span R E ij for each compact edge v j , v j < Q. Since
Step 2: Let us introduce new coordinates
On the other hand, we know
Thus we obtain
Now collect these t ij for each compact edge v j , v k < Q. Together they yield an element t b ∈ R N .
Step 3: Consider shifting the family by a common vector c ∈ N R , i.e.
Hence, the action of c ∈ N R comes down to an action of c, R only, and we obtain t b ∈ R N /1.
Step 4: It is rather easy to see that t b satisfies the 2-face equations of V . In [Al2] (2.7) it is proven that t b also satisfies the equations given by non lattice vertices of Q since Y is smooth in codimension two. We obtain the following Corollary:
is an isomorphism.
Step 5: Let us now combine Φ with this isomorphism. Denoting by t j the coordinate of t corresponding to the component arising from a non-lattice vertex v j and defining
i.e. Φ assigns to t exactly the vertices of the corresponding Minkowski summand Q t . Thus, applying Ψ to Φ(t) yields the identity.
The obstruction map
Now we can approach the main goal of this paper:
6.1. Theorem. The family of Theorem 4.1 with base spaceM is the versal deformation of Y of degree −R.
By [Arn] we know that a deformation is versal if the Kodaira-Spencer-map is an isomorphism and the Obstruction map is injective. In section 5 we proved the first condition for the degree-R-part of T 1 Y . The following section will prove the second condition, i.e. the injectivity of the obstruction map.
Dealing with obstructions in the deformation theory of Y involves the
Usually it is defined in the following way: Let
denote the set parametrizing the equations f (a,b,α,β) generating the ideal I ⊆ C [z, t] . Then
is the module of linear relations between these equations; it contains the submodule R 0 of the so-called Koszul relations, i.e. those of the form f j · e i − f i · e j where f i , f j are generators of I and e i , e j are their corresponding preimages under ϕ.
Recall that R = [0, 1]. To obtain information about T 2 not only in degree −R but also in its multiples k · R, k ≥ 2, we define, analogously to E j , the following sets:
For the following theorem it is very important that σ has smooth two-dimensional faces, i.e. that Y is smooth in codimension two:
Y is M-graded, and in degree −kR it equals
6.4. In this section we build up the so-called obstruction map. It detects all infinitesimal extensions of our family overM to a flat family over some larger base space. By J let us denote
the homogenous ideal of the base spaceM. Let J 1 denote the degree 1 part of J . We define the subidealJ ⊆ J by:
Then W := J /J is a finite-dimensional, Z-graded vector space. It comes as the kernel in the exact sequence
Identifying t with t 1 and z with Z, the tensor product with C[z, t] over C yields the important exact sequence
Now, let s be any relation with coefficients in
By flatness of our family, cf. (4.6), the components of s can be lifted to C[Z, t] obtaining ans, such that
In particular, each relation s ∈ R induces some element
which does not depend on choices after the additional projection to W ⊗ C A(Y ). This procedure describes a certain element
The remaining part of Sect. 6 contains the proof of the following theorem: 6.5. Theorem. The obstruction map λ :
6.6. We have to improve our notation of Sects. 3 and 4. Since M ⊆S ⊆ C N , we were able to use the toric equations, cf. (2.5) during computations modulo J . In particular, the exponents η ∈ V * of t needed only to be known modulo V ⊥ ; it was enough to define η * (•) as elements of V * Z . However, to compute the obstruction map, we have to deal with the smaller ideal J ⊆ J . Let us start with refining the definitions of (3.4):
(i) For each vertex v ∈ Q, we choose certain paths through the 1-skeleton of Q:
is then a path from 0 ∈ Q to v(c ν ) depending on v.
(ii) For each c ∈ (Q ∞ ) ∨ , we use the vertex v(c) to define
and η * c (c
(That means, c is represented only by those generators c ν that define faces of Q containing the face defined by c itself.) Now, we improve the definition of the polynomials
6.7. We need to discuss the same three types of relations as we did in (4.6). Since there is only one single element c ∈ L involved in the relations (i) and (ii), computing moduloJ instead of J makes no difference in these cases -we always obtain λ(s) = 0. Let us consider the third relation s := z r · f (a,b,α,β) − f (a+r,b+r,α,β) = 0 (r ∈ N w ). We will use the following notation:
Using the same lifting of s tos as in (4.6) yields
As in (4.6)(iii), we can see that λ(s) vanishes modulo J (or even in A(S)) -just identify η * andη * .
6.8. In (6.2) we already mentioned the isomorphism
obtained by identifying t with t 1 and z with Z. Now, with λ(s), we have obtained an element of the right hand side, which has to be interpreted as an element of W ⊗ C C [z, t] . For this, we quote from [Al1, Lemma (7.5)]:
. Then, via the previously mentioned isomorphism, t A − t B corresponds to the element
where k 0 := i A i , and c k are some constants occurring in the context of symmetric polynomials, cf. [Al1, (3.4) ]. In particular, the coefficients from W k vanish for k > k 0 .
Proof. Since the e[v(c)]-terms kill each other, one can easily see, that
We apply the previous lemma to both the a-and the b-summand of the λ(s)-formula of (6.7). For the first one we obtain
k 0 has the same value for both the a-and b-summand, and
6.10. Now, we try to approach the obstruction map λ from the opposite direction. Using the description of T 2 Y given in (6.2) we construct an element of T 2 Y ⊗ C W that, afterwards, will turn out to equal λ.
For ρ ∈ Z N induced from some path along the edges of Q, we will denote
the vector showing the behavior of c ∈ L * passing each particular edge. If ρ governs the walk between two lattice vertices and is regarded modulo
In particular, this property holds for closed paths. In this case d(ρ, c) will be contained in V ⊥ . On the other hand, for each k ≥ 1, we can use the d's from V ⊥ to get elements g d,k (t − t 1 ) ∈ W k generating this vector space. Composing both procedures we obtain, for each closed path ρ ∈ Z N , a map
6.11. Lemma.
(1) Taking the sum over all compact 2-faces we get a surjective map 
Proof. The reason for (1) is the fact that the elements d(ε, c) (ε < Q compact 2-face; c ∈ L * ) and e i − e j (for d i , d j containing a common non-lattice vertex) generate V ⊥ as a vector space; since t i − t j ∈ J 1 the latter type yields zero in W k . For the proof of (2), we consider d := d(ρ 1 − ρ 2 , c).
is the difference of two non-negative integers, we obtain d
and we obtain g d,k (t − t 1 ) ∈J by the following corollary.
⊥ does not have to be contained in Z N . But since the path ρ 1 − ρ 2 is closed, d yields an integer as sum on every component. Since
j containing a common nonlattice vertex we are able to find somed ∈ V ⊥ ∩ Z N with id
, with the usual assumptions for i, j. In particular, the q ij do not depend on k. For the gd ,k (t − t 1 ) the first assumptions apply, and we obtain for k > k 0 :
Now we assume w.l.o.g. that a n (t − t 1 ) is homogenous and has degree k − n. Hence, the first sum on the right hand side is contained in (t i − t j ) ij · J ⊆J . Now consider the second sum. We know g d ij ,1 (t − t 1 ) ∈ J 1 and r (d
6.12. Recalling the sets E k j from (6.2), we can define the following linear maps:
(The q-coordinate corresponding to R ∈ E k j is not used in the definition of ψ
coincide. In particular (cf. Theorem 6.2), the ψ
Proof. The proof is similar to the proof of Lemma (7.6) in [Al1] . Now, both ends will meet and we obtain an explicit description of the obstruction map:
6.14. Proposition. k≥1 c k ψ (k) equals λ * , the adjoint of the obstruction map.
Proof. Using Theorem 3.5 of [Al3] , we can find an element of Hom( 
and j is such that
otherwise the relation is sent to 0 (in particular, if there is not any j meeting the desired condition).
On Q, the linear forms c := ν a ν c ν andc = ν (a ν + r ν )c ν admit their minimal values at the vertices v(c) and v(c), respectively. Hence, we can transform the previous formula into
and mapping onto 0 otherwise.
, but improves the representative from Hom( R / R 0 , W k ⊗ A(Y )). It still maps type-(i)-relations to 0, and moreover
and this completes our proof. Indeed, for relations of type (ii) (i.e. r = 0; γ = 1) we know c =c, hence, those relations map onto 0. For relations of type (iii) (i.e. γ = 0) we can compare the previous formula with the result obtained in Corollary 6.8: The coefficients coincide, and the monomial 
* is important; choosing another z will not change the differences q i − q i−1 . A closer look at the construction and the surjectivity can be taken in [Al3] sect. 6. Finally, we apply
We introduce the path ρ i consisting of the single edge d i only. Then, if q iv = 0 and
ν , the pair of paths µ ν (v i ) and µ ν (v i+1 ) + ρ i meets the assumption of Lemma 6.10(2) (cf. (i)). Hence, we can proceed as follows:
Thus, Theorem 6.5 is proven.
Example
First let us provide a theorem to describe the situation for dim σ = 3. We assume σ is smooth in codimension two. Hence, it has an isolated singularity and dim T 1 Y < ∞, i.e. there are only finitely many R ∈ σ ∨ ∩ M with dim(V (Q)/1) = 0. The second part of the following theorem provides a combinatorial verification for this fact.
7.1. Theorem. Let σ ⊂ R 3 be a three dimensional cone with smooth two dimensional faces.
Define σ ′ := Cone Q ′ . Then we denote by Y ′ := TV(σ ′ ) the associated Gorenstein singularity. If the edge vectors of Q ′ are primitive (i.e. σ ′ has smooth two dimensional faces), then Y ′ has the same deformation theory in degree R * as Y in degree R.
(ii) There are only finitely many
Therefore, Q has to have at least four different components. This is equivalent to Q having at least four lattice vertices. Now for any four generating rays of sigma there are at most one R ∈ int(σ ∨ ∩ M) yielding one on all four of them.
Let us now assume R ∈ ∂(σ ∨ ∩ M). If Q has less than three vertices, we immediately obtain dim V (Q) ≤ 1. Otherwise Q looks like:
Assume Q has at least two lattice vertices. Then R yields 1 on two rays of σ. Since R ∈ ∂(σ ∨ ∩ M), R yields zero on at least one ray of σ. These conditions fully determine R and since σ is spanned by finitely many rays there are only finitely many such R. Now assume Q has only one lattice vertex. If this lattice vertex is a 1 or a 3 , we immediately obtain dim V (Q) = 1. To obtain dim V (Q) > 1 the lattice vertex has to be a 2 . Let a 4 be a ray of σ such that R(a 4 ) = 0. By the above observation we know that a 2 and a 4 do not lie in a common two face of σ. There are only two facets of σ ∨ that have an infinite intersection with the hyperplane [a 2 = 1], i.e. those defined by a 1 and a 3 . Hence, the set We obtain the following paths: Now we can explicitly describe the ideal J as defined in (2.4): Q equals its own (and only) 2-face. This yields the following families of polynomials:
Let us now construct V (Q) as described in (2.2). Since Q has 6 edges we obtain a description of V (Q) as a subspace of R 6 .
The polygon Q has two non-lattice vertices, namely a 5 and a 6 . These vertices are directly connected by edge d 5 and together they form a component of Q, shown by the dashed line in the picture. This yields the equations t 4 = t 5 and t 5 = t 6 for t ∈ V . From now on we will calculate modulo these equations and hence, only consider t 4 .
The remaining two equations are described by the rows of t i d i = 0. Since all these equations are linearly independent we obtain that V is a two-dimensional subspace of R 6 .
The next step is to compute the Hilbert basis E of σ ∨ ∩ M. To do this, we use a program like [Nor] : Using the elements of E\{R}, we can describeC(Q) ∨ ∩M . However, since we calculate modulo t 4 = t 5 and t 5 = t 6 as described above, we will not denote the η * (c i ) as elements of R 6 , instead we will consider the evaluation of η * (c i ) on components coordinates of R 4 ≥0 . One can easily see that the exponents of the t i in an F (a,b,α,β) -term sum up to the exponent of t in the corresponding term of f (a,b,α,β) . 0 F (e 6 +e 7 ,e 8 ,0,1) = Z 6 Z 7 − Z 8 t 1 − Z 8 (t 3 − t 1 ) = Z 6 Z 7 − Z 8 t 3 1 F (e 3 +e 7 ,e 2 +e 8 ,0,0) = Z 3 Z 7 − Z 2 Z 8 − (t 2 4 − t 1 t 2 ) = Z 3 Z 7 − t 2 4 + F 8 2 F (e 5 +e 6 ,2e 8 ,0,0) = Z 5 Z 6 − Z 2 8
3 F (e 6 ,e 3 +e 8 ,1,0) = Z 6 t 1 − Z 3 Z 8 − Z 6 (t 1 − t 2 ) = Z 6 t 2 − Z 3 Z 8 4 F (e 3 +e 5 ,e 8 ,0,1) = Z 3 Z 5 − Z 8 t 1 − Z 8 (t 2 − t 1 ) = Z 3 Z 5 − Z 8 t 2 5 F (e 2 +e 5 ,e 7 ,0,1) = Z 2 Z 5 − Z 7 t 1 − Z 7 (t 4 − t 1 ) = Z 2 Z 5 − Z 7 t 4 6 F (e 5 ,e 7 +e 8 ,1,0) = Z 5 t 1 − Z 7 Z 8 − Z 5 (t 1 − t 3 ) = Z 5 t 3 − Z 7 Z 8 7 F (e 3 ,e 2 +e 6 ,1,0) = Z 3 t 1 − Z 2 Z 6 8 F 8 := F (0,e 2 +e 8 ,2,0) = t 2 1 − Z 2 Z 8 − (t 2 1 − t 1 t 2 ) = t 1 t 2 − Z 2 Z 8 9 F (e 2 +2e 7 ,e 4 +e 5 ,0,0) = Z 2 Z 2 7 − Z 4 Z 5 10 F (2e 2 +e 8 ,e 4 +e 6 ,0,0) = Z 2 2 Z 8 − Z 4 Z 6 − Z 2 (t 1 t 2 − t 1 t 4 ) = Z 2 t 1 t 4 − Z 4 Z 6 − Z 2 F 8 11 F (2e 2 +e 7 ,e 4 ,0,1) = Z 2 2 Z 7 − Z 4 t 1 − Z 4 (t 4 − t 1 ) = Z 2 2 Z 7 − Z 4 t 4 12 F (e 2 +e 7 ,e 4 +e 8 ,1,0) = Z 2 Z 7 t 1 − Z 4 Z 8 − Z 2 Z 7 (t 1 − t 3 ) = Z 2 Z 7 t 3 − Z 4 Z 8 13 F (3e 4 ,e 1 +e 7 ,0,0) = Z 3 4 − Z 1 Z 7 14 F 14 := F (2e 2 ,e 3 +e 4 ,1,0) = Z 2 2 t 1 − Z 3 Z 4 − Z 2 2 (t 1 − t 4 ) = Z 2 2 t 4 − Z 3 Z 4 15 F (e 2 +2e 4 +e 7 ,e 1 +e 5 ,0,0) = Z 2 Z 2 4 Z 7 − Z 1 Z 5 16 F (e 2 +e 3 +2e 4 ,e 1 +e 6 ,0,0) = Z 2 Z 3 Z 2 4 − Z 1 Z 6 − Z After reformulating the equations one easily notes that the ideal is indeed toric. To achieve positive exponents in the t i it was necessary to compute modulo V ⊥ . These liftings together with the equations of J describe a family contained in
