account the large heterogeneity of clinical settings, applications and goals that the reviewed algorithms have to deal with.
Introduction
The assessment of signal quality has been a research topic [14, 16, 17] related to the problem of false alarms in bedside monitors in the intensive care unit (ICU) for many years. Currently, bedside monitors generate a great number of potential alarms, mainly based on parameters derived from electrocardiogram (ECG), arterial blood pressure (ABP), respiratory and the photoplethysmographic (PPG) signal. The incidence of false alarms in the ICU can be as high as 90 %, as reported by several studies [1, 27, 41] .
The overload of alarms which the ICU staff is exposed to can lead to alarm fatigue and to a possible desensitization to potentially life-threatening alerts, due to a drop in the overall level of attention [7] . The improvement in the quality of care also relies, for example, on the suppression of arrhythmia-dependent false alarms. A robust beat detection is therefore of paramount importance, and the reliable detection of heart rate is extremely dependent on the quality of the recording. The estimate of the heart rate (HR) can be performed not only on the ECG recording, but also on pulsatile signals such as the ABP or PPG. Reliable information about the heart rhythm can be then obtained from more than one signal. Therefore, the availability of efficient algorithms for the signal quality assessment of different signal channels represents an important progress.
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In addition, the occurrence of irrelevant or false alarms [38, 39] could be potentially reduced by using good signal quality intervals to adapt thresholds to the specific patient needs.
As a further evidence of the importance and timeliness of this still unresolved topic of investigation, the 2015 PhysioNet/CinC Challenge focused on the development of algorithms to reduce the incidence of false alarms in the ICU [43] .
In this work, we present a review of state-of the-art algorithms for the quality control of long clinical ECG recordings, both single-and multi-lead, and of the ABP signal.
Methods for the assessment of ECG quality
The ECG signal is often corrupted by noise, which can be within the frequency band of interest and can manifest similar morphologies as the ECG itself. The sources of noise and artifacts that typically affect the electrocardiogram acquisition can be grouped in device malfunctions, baseline wander, electrode-skin contact defects or detachment, power-line interference, motion artifacts [8, 10] . Figure 1 shows an example of a three-lead ECG recording where noise and artifacts corrupt the ECG either partially (Fig. 1a, b) or completely (Fig. 1c) . Thus, it is very important not only to choose the best channel to estimate the heart rate, but also to evaluate the reliability of the detection of each single beat. Several algorithms have been proposed for the quality scoring of a single-or multi-lead ECG recording, based on time-domain approaches, frequency-domain approaches or a combination of them.
Time-domain algorithms
Time-domain methods are mainly based on the knowledge of the morphological features of a physiological ECG signal, and they consist in the application of amplitude thresholds or in the estimation of statistical indices.
A first method to evaluate the noise content in an ECG recording was proposed by Moody and Mark [34] . In their work, they addressed the problem of how to discard highly corrupted ECG leads before proceeding with beat classification [34] . They estimated the noise level on each lead as the mean absolute error of a linear interpolation between the endpoints of the segment beginning halfway between two consecutive R peaks. They proposed a linear discriminant function (LDF) based on the ratio between the peak-to-peak amplitude and the estimated noise level from each lead. The LDF value represents the relative quality of each lead in comparison with the other ones, and it becomes large when one channel is highly corrupted by artifacts. (c) Fig. 1 Three-lead ECG recording: a lead affected by noise and artifacts, with some recognizable beats, b good quality lead, c lead completely corrupted by noise. Notice the importance of both the lead selection and the beat-to-beat quality assessment to extract reliable RR series Some years later, in 1989, Moody and Mark designed a new algorithm to identify noise by adopting the KarhunenLoève transform (KLT) to analyze the ECG signal [35] , using the residual error of a truncated KLT as an estimate of the noise content of the signal. Wang [42] proposed a method to detect both physiological (i.e., axis shift, QRS morphology and amplitude variation, atrial fibrillation/flutter) and non-physiological noise (i.e., line noise, baseline wander, electrode motion artifact, muscle artifacts) on a single-lead ECG. The algorithm is based on the calculation of the area under the ECG curve, assuming that differences between values of adjacent QRS complexes are small for a noise-free lead and large and highly variable for corrupted signals. A mismatch function was proposed in order to assess the differences of the normalized area. From these values, a cumulative histogram of difference is estimated. This curve rises faster for high-quality signals; therefore, the signal quality score is provided by the displacement of the curves. Running a single-lead arrhythmia detection algorithm on 44 records from the MIT-BIH database, this method obtained an average 2.56 % of false positive in the premature ventricular contraction (PVC) detections on the 'bad quality' leads versus a 0.47 % false positive rate on the leads marked as 'high quality' by this algorithm, hence demonstrating the effectiveness of the proposed method in improving arrhythmia detection performance.
More recently, Hayn et al. [19, 20] developed two different algorithms for classifying multi-lead ECGs. Both methods consist in several rules that can be grouped in three classes: (a) basic ECG quality properties such as amplitude, spike features and constant portions; (b) number of crossing points between different leads; and (c) a comparison between QRS and non-QRS amplitude. In the first work [19] , the ECG quality is assessed by means of seven criteria.
Criterion A1-more than 40 % of the signal shows amplitude larger than ±2 mV Criterion A2-portion of samples close to spikes is higher than 40 % of the signal Criterion A3-more than 80 % of samples have amplitude equal to the preceding ones. Criterion A4-more than 68.5 % of the signal is marked as potentially bad according to criteria A1-A3. Criterion B-a lead crosses any of the others more than 48 times. Criterion C-a measure of QRS quality detection based on signal-to-noise ratio (i.e., amplitude of the lowest QRS complex detected divided by the highest amplitude of non-QRS signal portions), maximum QRS amplitude and regularity of the rhythm. The criterion is met if this measure is <0.2 Criterion D-number of lead crossing points of the second worst channel (sorted by the number of lead crossing points) is higher than 23 or the quality measure of the second worst channel (sorted by the quality measure) is lower than 0.065.
The ECG is marked as unacceptable if criterion B or C is fulfilled or if criterion D and any of criteria A are fulfilled. The algorithm correctly classified 91.6 % of the analyzed recordings [19] .
The method was simplified [20] , using only criteria A1-A4 and B in order to avoid the computational complexity of the QRS detector. It is based on the same approach as the original method: Criteria A4 and D are removed, some thresholds are modified and criterion C is calculated using a QRS amplitude range instead of a threshold on the maximum amplitude. The simplified algorithm successfully classified 87.3 % of the ECGs. The testing of various combinations of all the criteria above obtained sensitivity ranging from 72.9 to 84 %, specificity from 96.1 to 98.2 % and accuracy from 92.5 to 93.4 % [20] .
The algorithm developed by Kuzilek et al. [26] for the 2011 CinC Challenge is based on simple rules as well, which consist in applying thresholds to the statistical, such as variance and maximum signal values and amplitude range of the signal. The thresholds are estimated using basic features and a priori knowledge of ECG signal, and they are tuned to improve the sensitivity. A nonlinear support vector machine (SVM) classifier was proposed to improve specificity to reject portions of noisy ECG not identified in the previous step. The SVM works in the feature space composed by the covariance and time-lag covariance matrices, and returns a quality score; scores derived from the two steps are then combined via weighted sum, and the final score is compared to a threshold for the final decision of acceptability. The algorithm can be further tuned by adjusting weights and threshold values, and it properly marked 83.3 % of the non-acceptable records in the test set of the Challenge.
In the same context of the 2011 Computing in Cardiology Challenge, Moody [33] proposed a time-domain algorithm for ECG quality control, based on three simple criteria to detect flat portions of the signal due to disconnection of the electrodes and segments affected by low amplitude, baseline drift, noise spikes and frequent and large changes. The final decision about the quality of the signal is based on a combination of simple criteria. A 32-ms interval is marked as quiet if the range of values of the signal is lower than 0.1 mV. A record is considered of bad quality if: (1) at least two signals are classified as constant for more than 200 ms; (2) at least one signal in the record has a percentage of quiet intervals not in the range 64-96 %; and (3) at least one signal has an overall range of <0.2 millivolts, or more than 15 millivolts. The algorithm successfully classified 89.6 % of the records in the Challenge test set.
A completely different approach was proposed instead by Kalkstein et al. [25] . Their method is not based on prior medical knowledge, but it is mainly based on general features of the data, including correlation between different leads, signal energies and direction of each lead. The set of features is then used to train a classifier composed by a combination of ensemble decision trees and K-Nearest Neighbors. The algorithm obtained an accuracy of 92.95 % in classifying the ECGs based on their usability.
Also in 2011, Chudacek et al. [9] designed a binary algorithm aiming to discern between acceptable and nonacceptable recordings. The method is conceived to be simple and have low computational burden and relies on the sequential application of simple rules to detect missing leads, poor electrode contact, high amplitude artifacts, isoline drift and noisy leads. This simple algorithm correctly classified 87.2 % of the analyzed ECGs.
In 2012, Jekova et al. [21] suggested a more complex approach to the identification of the most common sources of noise in multi-lead ECG recordings. Their method is based on signal slopes and amplitudes in different frequency bands to detect six different types of noise and artifacts: flat signal, low amplitude leads, peak artifacts, baseline wander, high-frequency/electromyography noise, power-line interferences. The global quality score thus ranges from 0 (absence of noise) to 6 and is optimized by adjusting the thresholds in order to obtain the best performances. The final algorithm was presented in two different versions: the version with high sensitivity (Se = 98.7 %, Sp = 80.9 %), which represents a reliable alarm for technical recording problems, and a version with high specificity (Se = 81.8 %, Sp = 97.8 %), which validates noisy ECGs with acceptable quality during short recordings, being less sensitive to incidental artifacts.
Johannesen and Galeotti [23] identified a similar set of common ECG disturbances and designed a two-step algorithm capable of quantifying noise. The first step consists in the detection of lead connection problems, which generate macroscopic errors, such as signal absence and saturation. The second step consists in scoring the ECG quality by quantifying and then removing baseline wander, powerline and muscular noises. For each noise source, a noise measurement was defined for every beat as the highest value across leads. Finally, the global noise measurement was obtained through summation across all beats for powerline noise and baseline wander and across sinus beats only for muscular noise; the final score was then converted to a continuous scale ranging from 0 to 10. The proposed algorithm obtained a classification accuracy of 90.0 % in rejecting ECGs with macroscopic errors, giving a score for the overall quality.
More recently, Naseri and Homaeinezhad [36] designed a three-step algorithm whose performance relies on the assessment of energy-based and concavity-based quality of the signal, and on the correlation between different leads. First, baseline wanders and high-frequency disturbances are removed. Second, a single energy-based criterion is used to identify admissible full range, artifacts and no-signal sections of the signal. The method consists in adopting energy lower and upper bounds calculated from a set of reference ECG signals. Regarding the concavity, the rationale is based on the hypothesis that a good quality ECG is composed by QRS complexes with high concavity and isoline, whose concavity value tends to zero. In a bad quality signal with high-energy disturbances, isolines are supposed to be missing, thereby causing the energy of the normalized concavity curve to be out of the admissible range. Although the energy-concavity index (ECI) analysis performed well for high-energy artifacts, it is inherently inadequate for lowenergy ones. To solve this issue, a third step based on the correlation between leads is thus proposed. A target lead is reconstructed using the other ECG leads by an artificial neural network. The reconstructed lead is then compared to the target lead by computing two indices: a fitness score based on the residuals obtained by subtracting the target signal from the reconstructed one and a score assessed from the correlation function between the two signals. The computed indices are then compared to fixed thresholds. The correlation-based approach was able to detect all kinds of noise overlooked by the ECI analysis. The algorithm obtained a final classification accuracy of 93.6 %.
Frequency-domain algorithms
Frequency-domain methods are based on the analysis of the spectral features of the ECG signal in order to identify its noise content. Zaunseder et al. [44] proposed an algorithm based on an ensemble of decision trees, which use simple spectral features computed in the 0.5-40 Hz band of the signal by separating its content into low-frequency noise band (0-0.5 Hz) and high-frequency noise band (45-250 Hz). The complete feature space is obtained by computing various parameters such as the power in each frequency band and the signal-to-noise power ratios for each channel, both on the complete signal and on 2.5 s segments. The number of features is then reduced to only three values (the mean value and the extremes, i.e., the minimum and the maximum values) instead of one value per channel. The algorithm correctly classified 90.4 % of the records, and a similar result was also obtained using only a single decision tree, which permits an easy interpretation.
Johannesen improved the previously proposed ECG quality metric by including a set of features such as lead fail (constant derivative of zero for all the samples in a lead), global high and low-frequency noise, QRS detection noise and high and low-frequency noise content of sinusal beats [22] . His algorithm correctly classified 79 % of the ECGs in the 2011 CinC test set, which was a worse performance in comparison with the training set; this could be due either to the thresholds assessment overfitting on the training data or to the computational time.
Algorithms based on time and frequency analysis
A number of algorithms proposed for the ECG quality assessment use a combination of frequency-and timedomain features, ranging from signal amplitude to statistical indices. Allen and Murray [3] proposed a method based on seven simple measures, six of which take into account the frequency content of the ECG in different bandwidths ranging from 0.05 to 100 Hz, while the seventh criterion is the number of times the signal exceeds the ±4 mV range (out-of-range events, ORE) in order to account for gross electrode movement. They found the frequency content in the range 0.05-0.25 Hz together with the rate of OREs to be the most quality dependent among the proposed indices and useful for a gross quality analysis.
Clifford et al. [12, 13] developed two algorithms capable to classify both 12-lead and single-lead records. Both works proposed a set of six features for training different classifiers in order to distinguish acceptable ECGs from unacceptable ones. In the first algorithm, the features consist in the following parameters:
iSQI: the percentage of R peaks detected on a single lead which were detected also on all leads. bSQI: the percentage of R peaks detected by the algorithm named wqrs that were also detected by a second algorithm named eplimited (two open source algorithms for QRS detection [18, 45] ). kSQI: the kurtosis of the distribution. sSQI: the skewness of the distribution. pSQI: the percentage of the signal x which appears to be a flat line (dx/dt < µ where µ = 1 mV). fSQI: the ratio of spectral power in two different bands P(5-20 Hz)/P(0-Fn Hz), where Fn is the Nyquist Frequency.
These parameters were used with two classification approaches: a single classifier trained on all 12 leads combined and 12 separate classifiers trained on the individual leads. Several machine learning algorithms were considered to classify the data as acceptable (1) or unacceptable (−1): support vector machine (SVM), naive Bayes (NB), multilayer perceptron (MLP) and linear discriminant analysis (LDA). In the 12-lead classifier, the input data consisted of 72 features, whereas the single-lead classifiers were trained on the six features extracted for each lead individually. For the 12-leads classification, the three best performing classifiers are combined to perform a majority vote, while in the single-lead approach the outputs of all the classifiers are combined and the resulting score compared to a threshold. The proposed algorithm obtained an accuracy of above 95 % on the test set.
In the second algorithm proposed by Clifford et al. [13] , two criteria were added in place of fSQI: the relative power in the QRS complex band P(5-20 Hz)/P(0-40 Hz) and the relative power in the baseline band (1−P(0-1 Hz)/P(0-40 Hz)). The comparison of the classifiers was in this case limited to SVM and MLP, and the best performance for the single-lead approach was achieved with 96.5 % of accuracy and by considering only four criteria to train the SVM classifier (kSQI, bSQI and the relative powers in the QRS and in the baseline bands). A similar performance was obtained by using a 12-lead approach with five criteria: kSQI, sSQI, bSQI, pSQI and the relative power in the baseline band.
A similar set of criteria was then used by Behar et al. [5] with slight modifications. In particular, they proposed rSQI as the ratio of the number of beats detected by the algorithms eplimited and wqr, and pcaSQI as the ratio of the sum of the eigenvalues associated with the five principal components over the sum of all eigenvalues obtained by principal component analysis (PCA) applied to the timealigned ECG cycles detected by the eplimited algorithm. These features were used to train a SVM classifier, obtaining values of accuracy of 97 and 93 % on the test dataset and on the arrhythmia set, respectively.
The authors evaluated the possibility to integrate their algorithm with information derived from other pulsatile signals in order to reduce false alarms in the ICU, so they extended their previous work [6] by studying the association between the quality assessed by the classifier and the alarm status (true vs. false alarm). An alarm was considered false if the quality of the best lead of a record was inferior to a threshold. The results were good for ectopic beats, tachycardia rhythms and atrial fibrillation, as well as for sinus rhythm, but the false alarm suppression on arrhythmic rhythms was not accurate enough.
Further, Liu et al. [31] adopted a similar approach and developed an algorithm to evaluate the acceptability of both single-and 12-lead ECG recordings. They used four binary flags to highlight the presence of four different quality problems:
Straight-line signal: the signal is divided into 2-min windows and a threshold is applied to the standard deviation of the ECG derivative.
Huge impulse: the signal is divided into 1-min segments and a threshold is applied in order to detect impulses. Gaussian noise: the signal is divided into 1-min segments and a threshold is applied to the sample entropy values and to frequency ratio SF/NF where SF is the signal-frequency component (0.05 through 40 Hz) and NF is the noise-frequency component (more than 40 Hz). R-peak detection errors: abnormalities in the RR intervals are detected using the impulse rejection filter, a previously developed algorithm [32] .
The authors then combined the flags and the number of noisy segments to obtain a single-lead signal quality index (SSQI) ranging from 0 to 1 (bad to good quality). The SSQIs are then summed up across leads to generate a 12-lead signal quality index. The algorithm scored 90.67 % of sensitivity and 89.78 % of specificity in classifying records as acceptable or unacceptable.
Di Marco et al. [15] identified seven causes of poor quality and quantified them through the analysis of QRS amplitudes and joint-time frequency (JTF) representation of the temporal-spectral distribution of the ECG energy. Baseline drift, constant amplitude, QRS artifacts, spurious spikes, white noise and signal saturation are identified using time and frequency marginal energy computed in four different frequency bandwidths. QRS amplitude is defined here as the median value of the peak-to-nadir amplitude difference of the QRS complexes detected. The classification problem is then addressed following two different approaches. The first one is a classification based on a cascade of single-condition decision rules. The five indices derived from JTF analysis and QRS amplitude are compared to fixed thresholds to generate six conditions per lead. This classification scored 90.4 % of accuracy. The second approach is a supervised learning classifier applied to a subset of the original 60 features, obtained by means of a genetic algorithm. This approach obtained 91.4 % of accuracy.
Methods for assessment of ABP quality
Similarly to ECG, the ABP signal is often corrupted by non-Gaussian, nonlinear and non-stationary noise and by artifacts, especially in records collected in the ICU. Moreover, several important parameters are derived from ABP, such as systolic blood pressure or pulse pressure, which makes it crucial to record a high-quality continuous ABP waveform. In fact, artifacts and noise strongly affect the reliability of these derived variables, and the filtering process must take into account the possible different artifact types. Movements or mechanical disturbance on the transducer/line can produce the following typical artifacts: saturation to a maximum (Fig. 2a) , saturation to a minimum (Fig. 2b) , reduced pulse pressure (Fig. 2c) , square wave, high-frequency artifacts, impulse artifacts. To take into account all these types of artifacts, Li and Clifford [28] proposed an ABP signal quality index based upon the combination of two previously proposed quality measures: wSQI [29] and jSQI [30] . The former was designed to reject low-quality ABP segments and the latter to set physiological constraints to the features extracted from the pressure signal.
The algorithm named wSQI is based on pulse detection followed by the beat-by-beat classification of the ABP waveform [29] , performed through a fuzzy approach. Various morphological features of the signal, mostly amplitudes and slopes, are computed to form a set of features, updated with following beats. The algorithm also exploits the relationship between the ABP and the ECG waveforms, and it provides a global index to assess the reliability of heart beat detection from the available signals (ECG and ABP) .
The open source algorithm named jSQI is based on the beat-to-beat evaluation of the features extracted from the ABP waveform by means of abnormality criteria regarding noise level, physiologic ranges and beat-to-beat variations [30] . Li et al. [30] evaluated the quality of the ABP waveform by combining the previously described algorithms. The value of wSQI is maintained if also jSQI indicates a good quality signal, otherwise it is scaled by a coefficient.
The signal abnormality index (SAI) developed by Sun et al. [40] has also been used by Asgari et al. [4] as a reference method both to evaluate their algorithm and to improve the performance through the introduction of further abnormality conditions. The proposed method is based on the singular value decomposition (SVD), used to decompose the ABP pulses into signal and noise subspace. Each ABP pulse is then validated by comparing the ratio of the energy in the signal subspace over the energy in the noise subspace with a threshold. The algorithm obtained 94.69 % of accuracy, definitely higher than the 88.69 % obtained by the jSQI algorithm alone. The performance on the single beat validation is then maximized by integrating the SVD algorithm with the abnormality conditions and this algorithm obtained the true positive rate of 99.05 % and the false positive rate of 3.92 %.
Reduction in false alarm: quality of heart rhythm estimation
As previously discussed, one of the most important tasks of the signal quality assessment is the reduction in false alarms in the ICU, generated either by the ECG or the ABP signal. In addition to the above-mentioned quality-based algorithms for signal classification and validation, some authors have exploited the availability to use pulsatile signals such as ABP and PPG and their correlation with the ECG in order to reduce false arrhythmias alarms. Pulsatile signals provide indeed redundant and dependent information about heart rate, and they can therefore be used for cross-validation in order to avoid false alarms of life-threatening events related to heart rhythm. In 2004, Zong et al. [46] proposed an algorithm to reduce the ABP alarms by using the relationship between the ABP and the ECG signal. After assessing the quality of the ABP signal as previously described, two ECGbased parameters are determined: ECG-ABP delay time and ECG rhythm. These two indices are then used to estimate the reliability of the ECG and to modify the signal score computed in the previous stage. The algorithm scored a sensitivity of 99.8 % and a positive predictive value of 99.3 % in reducing false alarms generated by ABP artifacts.
Ali et al. [2] proposed a general method to compare the information contained in two correlated signals specifically in ABP and ECG waveforms. The algorithm is based on the assumption that the two signals are highly correlated and that physiological disturbances would affect them both. The representation of ABP and ECG on the same plot produces a morphogram, which normally has a recurring shape. Artifacts are then detected as perturbations in the plot contour. The algorithm was tested on a set of manually annotated ABP true alarms, and a sensitivity of 90 % and a specificity of 99 % were obtained.
The work of Li et al. [29] followed the same rationale and aimed at obtaining a reliable estimation of the heart rate. The proposed algorithm performs first a quality assessment of ABP and ECG and successively implements the Kalman filters in order to estimate one HR series from ECG and a second HR series from ABP separately. The HR estimates are merged using all available sources of information, weighted by the inverse of the Kalman innovation of the signal, which is a measure of the novelty in a signal. The hypothesis is that an artifact is likely to generate a novel value, unless more than one information source indicates a change in the heart rhythm itself. The algorithm was tested on bradycardia and tachycardia episodes, obtaining a correct tracking performance, respectively, of 99 and 99.9 % and an artifact tracking percentage, i.e., percentage of false alarm, of 17 and 35 %.
In 2012, Li and Clifford [28] proposed a new method, adding the information provided by the PPG signal in addition to ECG and ABP signals. They compared three different approaches for false alarm suppression. The first one is based on PPG signal only; the second approach is based on a Kalman filter with the HR estimated on the three available signals and their respective signal quality scores. Finally, the third approach is based on a relevance vector machine (RVM) with a subset of features selected using a genetic algorithm. The algorithm was tested for asystole, extreme bradycardia (EB), extreme tachycardia (ET) and ventricular tachycardia (VT). The best performances in terms of false alarm suppression rate were obtained using the PPG method for the asystole (83.1 %), the RVM for VT (30 %) and the Kalman filter for EB and ET (95.2 % and 46.0 %, respectively).
Aboukhalil et al. [1] developed an algorithm to reduce false arrhythmia alarms which integrates the ECG analysis by using the ABP and the signal abnormality index previously introduced by Sun et al. [40] . If the quality is high enough, each alarm generated on the ECG is processed and confirmed or suppressed by comparing the information contained in the pressure waveform. The algorithm obtained a false alarm suppression rate of 93.5 % for asystole, 81.0 % for EB, 63.7 % for ET, 58.2 % for ventricular fibrillation and 33.0 % for VT. The true alarms suppression rate was 0 % except for VT (9.4 %).
Recently, Johnson et al. [24] and Pimentel et al. [37] proposed a multimodal heart beat detection. The idea behind these approaches is to compare the information conveyed by two correlated signals, specifically ABP and ECG waveforms. In the first approach, the quality of the ECG tracing (ECG SQI) is based upon the agreement between two distinct peak detectors. The quality of the ABP waveform (ABP SQI) is evaluated at various times during the cardiac cycle and it is considered good if the ABP values are physiologically plausible. Detections from these two signals were merged by selecting the time instant of R peak occurrence or of heart contraction detected from the signal with a higher quality.
In the second approach [37] , features based on the wavelet transform, signal gradient and signal quality indices are extracted from the ECG and ABP waveforms and used in a hidden semi-Markov model approach.
Discussion and conclusion
The present review intends to draw attention to the large heterogeneity of applications in diverse clinical settings that may take advantage of a robust signal quality assessment. Table 1 summarizes the methods reviewed in this work and their applications, such as best lead selection, arrhythmia detection, reduction in false arrhythmia alarms, reduction in false pressure alarms and improvement in heart rate estimation. Given the multiplicity of possible applications and goals, the scores used to evaluate the algorithms are heterogeneous and the performances are thus difficult to compare, being dependent on the specific task the algorithms are developed for. Moreover, some algorithms are quite flexible and the parameters can be set and adapted according to the specific application, as in the case of the method proposed by Jekova et al. [21] .
Most of the algorithms are tested on freely available databases, which are annotated and represent the gold standard, such as the ECG dataset with arrhythmias annotations. One of the most important examples of these open access repositories is the PhysioNet Web site, which is a public service of the PhysioNet Resource funded by the National Institute of Biomedical Imaging and Bioengineering (NIBIB) and the National Institute of General Medical Sciences (NIGMS) at the National Institutes of Health (NIH) and a precious source of multi-parameter cardiopulmonary, neural and other biomedical signals [43] .
The possibility to test different methods on the same data would on the one side permit a straightforward comparison among the algorithms; on the other side, this could represent a limitation, as the algorithm improvements could be in part database driven.
Aside from the setting-specific goals, the clinical context in which the ECG is recorded is also a major factor to be considered when selecting a quality assessment algorithm, as the recording system and the environment highly affect the level of noise and artifacts that may alter the signal. A simple visual inspection can reveal the great difference in terms of noise between an ambulatory ECG and a mobile phone-collected one, for instance.
Finally, a thorough assessment of the quality of a cardiovascular signal is of even greater importance when the final outcome of signal processing consists of derived parameters, such as time series of heart rate, systolic, diastolic, mean, pulse pressure values and their power spectra or other dynamic indices. Figure 3 shows that the analysis of the series of RR intervals (RRI) alone would lead to wrong conclusions based on the heart rate. From the inspection of the ECG signal in the upper panel, it is obvious that the aforementioned alterations in RRI are due to the noise in the ECG, which leads to a misplacement of the R peaks rather than to an actual episode of tachycardia. It is therefore essential to assess the quality of the signal in order to improve the reliability of the derived parameters. In conclusion, this review has outlined three main factors to consider in order to choose the appropriate method for the signal quality assessment: i) the clinical context the signal is acquired in; ii) the specific goal of the quality assessment; and iii) the desired reliability level of the parameters and indices derived from the original recording. This last factor is strongly related to the second one. For example, tasks such as the beat-to-beat estimation of cardiac output from ABP measurements and the reduction in ICU false alarm rate require a preventive assessment of the signal, both in terms of beat-to-beat and overall quality of the entire waveform.
The majority of the methods reviewed in this manuscript were tested on datasets including cardiovascular signals recorded by the same acquisition system or by the same device. Signals can have different noise rate or signal-to-noise ratio according to the adopted device. Current technologies permit to have pulsatile signals or ECGs recorded by wearable sensors with range of values or frequency properties different than ambulatory ECG or clinical ABP ones. New algorithms for the assessment of signal quality, which are effective also for these new monitoring systems, are necessary and represent an important field of application to extend the use of most of the currently available methods, which have been discussed in this review.
