ABSTRACT. We introduce and systematically study linear sofic groups and linear sofic algebras. This generalizes amenable and LEF groups and algebras. We prove that a group is linear sofic if and only if its group algebra is linear sofic. We show that linear soficity for groups is a priori weaker than soficity but stronger than weak soficity. We also provide an alternative proof of a result of Elek and Szabo which states that sofic groups satisfy Kaplansky's direct finiteness conjecture. These group properties can be stated in elementary algebraic terms, as approximation properties, or in the language of ultraproducts, as the existence of an embedding in
a certain metric ultraproduct. We mainly use the later technique due to simplicity in writing. For a careful introduction to the subject, including ultraproducts terminology, see [Pe08, PeKw09] .
Throughout the article, let ω be a non-principal (or free) ultrafilter on N. In general, (n k ) k or (m k ) k denote sequences of natural numbers tending to infinity. We denote by S n the symmetric group of degree n, that is the group of permutations on a set of n elements.
This group is endowed with the normalized Hamming distance:
d Hamm (p, q) = 1 n |{i : p(i) = q(i)}| . Definition 1.1. A group G is sofic if there exist a sequence of natural numbers (n k ) k and an injective group morphism from G into the metric ultraproduct Π k→ω (S n k , d Hamm ).
Such a morphism is called a sofic representation of G.
The goal of our paper is to introduce soficity for algebras. We shall approximate our algebras by matrix algebras endowed with a distance provided by the rank. Two matrices are close in this distance if they are equal, as linear transformations, on a large subspace.
This is in essence similar to the Hamming distance. Therefore, we call the corresponding algebras (and groups, respectively) linear sofic. We refer the reader to Section 4 for precise definitions.
Our main results about linear soficity are the following.
Theorem 1.2. A group G is linear sofic if and only if its group algebra CG is linear sofic.
This has to be regarded in the light of recent developments in asymptotic geometry of algebras and, more specifically, of group algebras, see [Gr08, CS09] and references therein. In particular, the known fact that a group is amenable if and only if its group algebra is amenable [S00, El05, B08] is an evident predecessor of the above result.
Our proof of this theorem also provides an alternative proof of Kaplansky's direct finiteness conjecture for sofic groups, a result due to Elek and Szabo [ElSz04] .
In [GlRi08] Glebsky and Rivera defined the notion of weakly sofic group by replacing (S n , d Hamm ) in the definition of sofic groups by arbitrary finite groups equipped with a bi-invariant metric. At present, quite a few is known about weakly sofic groups. Our viewpoint on the approximation of algebras and groups has given rise to a number of challenging difficulties. For instance, the equivalence between the metric ultraproduct interpretation and the algebraic approach in the definition of approximation, as well as the fundamental amplification trick, are easy in the sofic and hyperlinear cases. In the rank metric case, both properties are highly non-trivial. We successfully resolve these issues by introducing the rank amplification and by analyzing the tensor product of Jordan blocks, see Sections 4 and 5.
Our approach leads to interesting phenomena (nonexistent in the classical sofic case) when approximations by complex matrix algebras are replaced by those over a different field (or a sequence of fields), see Sections 6 and 7. For instance, using the fundamental result of real semialgebraic geometry, so-called Positivstellensatz Our intention to study soficity of algebras is motivated by recent advances on amenable algebras as well as LEF algebras and algebras having almost finite dimensional representations [VG97, Zi02, El03, El05, Gr08] . The idea allows to go beyond algebras associated to groups. In such a general context, we introduce the concepts of linear sofic radical for groups and of sofic radical for algebras. We also notice the existence of algebras which are not linear sofic (these are not group algebras). We refer to Section 11 for details.
Our choice of the rank metric is not arbitrary but has a view towards potential applications. The concept of the rank metric was first introduced by Loo-Keng
Hua [Hua45] (he uses the term "arithmetic distance") who found a surprisingly nice description of adjacency preserving maps with respect to this metric. The entire book [Wan96] is devoted to this topic, see also [S06] for a recent discussion on the connection to several preserver problems on matrix and operator algebras arising in physics and 1 This is a semialgebraic analogue of famous Hilbert's Nullstellensatz.
geometry. From a different point of view, Philippe Delsarte [Del78] defined the rank distance (named q-distance) on the set of bilinear forms and proposed the construction of optimal codes in bilinear form representation. This allowed Ernst Gabidulin [Gab85] to study the rank distance for vector spaces over extension fields and to describe optimal codes, now called Gabidulin codes. This currently emerged into an intensively developing area of rank-metric codes.
In view of the above, we believe that the full extent of possible applications of sofic and linear sofic groups and algebras is yet to be discovered. The present paper provides the necessary fundaments for such further developments.
ULTRAPRODUCTS OF MATRIX ALGEBRAS WITH RESPECT TO THE RANK
Ultraproducts of matrices using rank functions have been considered, for example, in [ElSz04, Oz09] . Let us first recall some basic properties of the rank. Throughout the article F is an arbitrary field.
Notation 2.1. For a matrix a ∈ M n = M n (F ) we shall denote by rk(a) its rank and define the normalized rank by ρ(a) := 1 n rk(a).
Proposition 2.2. The rank function on complex matrices has the following properties:
(1) rk(I n ) = n; rk(a) = 0 if and only if a = 0;
We now define the ultraproduct that we use throughout the paper.
Definition 2.3. Let ω be a non-principal (or free) ultrafilter and (n k ) k a sequence of natural numbers such that lim k→∞ n k = ∞. The Cartesian product ΠM n k (F ) is an algebra. Let us define:
Then Kerρ ω is an ideal of ΠM n k (F ). We denote by Π k→ω M n k (F )/Kerρ ω , or by ΠM n k (F )/Kerρ ω if there is no danger of confusion, the ultraproduct obtained by taking the quotient of ΠM n k (F ) by Kerρ ω . This algebra comes with a natural metric defined by
, where a and b belong to the ultraproduct.
We always denote by ρ ω the limit rank function, even though we shall work with ultraproducts over different dimension sequences (n k ) k . It will be clear what is the dimension of the matrices that we use, so this notation should cause no confusion.
Observation 2.4. The function ρ induces a metric on M n (F ), defined by d rk (a, b) := ρ(a − b). This metric restricted to the group GL n (F ) is bi-invariant. Thus, we can construct the following ultraproduct.
Definition 2.5. We denote by Π k→ω GL n k (F )/d ω the metric ultraproduct obtained by taking the quotient of the Cartesian product
In many ultraproduct constructions invertible elements in an ultraproduct are given by ultraproduct of invertible elements. For instance, this is the case in the classical result of Malcev addressing the algebraic ultraproduct of matrix algebras [Ma40] . An analogous result holds also for our rank ultraproduct construction.
For the converse inclusion, the key observation is that for
(3) of Proposition 2.2 (also the reverse of this implication holds). It follows that
We shall encounter many examples of stably finite algebras. Let us first recall the definition.
Definition 2.7. A unital ring R is called directly finite if for any x, y ∈ R, xy = I implies yx = I. It is called stably finite if M n (R) is directly finite for any n ∈ N.
Kaplansky's Direct Finiteness Conjecture. For any field F and any countable group G the group algebra F (G) is directly finite.
The following proposition is well known. It was used by Elek and Szabo to prove Kaplansky's direct finiteness conjecture for sofic groups and it also appears in [Oz09] .
Note that the class of sofic goups is currently the largest known to satisfy this conjecture.
Proposition 2.8. The algebra Π k→ω M n k (F )/Kerρ ω is stably finite.
/Kerρ ω we only need to prove the direct finiteness of these algebras.
It is not hard to check that rk(I − ab) = rk(I − ba) for a, b ∈ M n (F ). This equality implies in the ultralimit that ρ ω (I − xy) = ρ ω (I − yx). So, in Π k→ω M n k (F )/Kerρ ω we have xy = I if and only if yx = I.
PRODUCT OF ULTRAFILTERS
We have equipped the ultraproduct Π k→ω M n k (F )/Kerρ ω with a metric induced by the rank function, namely d ω (a, b) := ρ ω (a − b). If we have a family of ultraproducts we can construct the metric ultraproduct of this family. The object that we get is again an ultraproduct. We provide here the definitions. For more details, we refer the reader to [CaPȃ12] .
Definition 3.1. If φ, ω are ultrafilters on N, then define the product ultrafilter φ ⊗ ω on N × N by:
It is easy to check that φ ⊗ ω is an ultrafilter. Since N and N 2 are cardinal equivalent, φ ⊗ ω can be viewed as an ultrafilter on N. 
This proposition implies that the ultraproduct of ultraproducts is again an ultraproduct:
DEFINITIONS OF LINEAR SOFICITY
We are now defining the main concepts of our paper. Observation 4.3. An element of M n (C) is a linear transformation of the vector space C n .
As C is a vector space of dimension 2 over R, we can view this element as a transformation of the space R 2n or as a matrix in M 2n (R). Its normalized rank remains the same.
As a consequence, a morphism Θ :
The value of ρ ω is preserved by this transformation.
It follows that we can work with R instead of C in the definition of linear sofic group. We can further reduce our considerations to the field of rationals (or equivalently to any finite dimensional extension of the rationals), see Section 6. Alternatively, we construct linear sofic representations of groups over a sequence of finite fields, see Section 8.
Let G be a linear sofic group and Θ : G → Π k→ω GL n k /d ω be an injective morphism.
We define a length function δ :
on conjugacy classes of G and δ(g) = 0 iff g = e. The following proposition is straightforward. It gives a more algebraic definition of linear soficity. We will provide a stronger version we alluded to in the introduction, see Section 5. (1) ∀g, h, gh ∈ E we have ρ(φ(g)φ(h) − φ(gh)) < ε;
Using this equivalent characterization we see that the definition of linear sofic group does not depend on the particular choice of the ultrafilter nor does it depend on the sequence (n k ) k as long as lim k→∞ n k = ∞.
It is implicit in [ElSz04] that for a sofic group G and any field F the group algebra F (G) satisfies our definition of linear sofic algebra (see also [Oz09] ). This was obtained as an intermediate result in the proof of Kaplansky's direct finiteness conjecture for sofic groups. We present an alternative proof of this fact in Section 7, as a consequence of our results about linear soficity. The following result shows that linear soficity is a priori weaker than soficity. Observe that the converse is open. Proof. Let p ∈ S n and let A p be the corresponding permutation matrix. Denote by f ix(p) the number of fixed points of p and by cyc(p) the number of cycles (including fixed points)
Let G be a sofic group and Φ : G → Π k→ω (S n k , d Hamm ) the corresponding injective morphism. The group S n k is isomorphic to the subgroup of permutation matrices of GL n k (C). Due to the above inequality on the normalized rank, the morphism Φ induces a group morphism Θ :
We show that this morphism is injective.
Coming back to p and A p , it is easy to see that
This can be rewritten as 1 − f ix(p)/n 2(1 − cyc(p)/n). Thus,
As a consequence, we deduce the injectivity of Θ.
RANK AMPLIFICATION
A classical theorem of Elek and Szabo states that if G is a sofic group then there exists a group morphism Θ :
and Θ(g 2 ) is 1 in the limit for each g 1 = g 2 . This fact is required to prove various results including some permanence properties like a direct limit of sofic groups is again sofic.
We shall obtain a similar general fact for linear sofic groups. That is, in Proposition 4.4
we make a function δ constant on G \ {e}: δ is independent of the choice of the group element g ∈ G \ {e}. The proof of Elek and Szabo employs a fundamental tool called amplification. In matrix language, this tool relies on tensor products together with the formula T r(a ⊗ b) = T r(a)T r(b), where T r denotes the trace of a matrix. Unfortunately, we do not have a similar formula for the rank metric. Thus, our proof is technically much more involved.
5.1. Preliminaries. In this section, A is always an element of GL n (C). For λ ∈ C define M λ (A) to be 1/n multiplied with the algebraic multiplicity of the eigenvalue λ (this is 0 whenever λ is not an eigenvalue of A). Then M 0 (A) = 0 and λ∈C * M λ (A) = 1.
Observe that: 
Lemma 5.2. If
..,n be the eigenvalues of A written with the algebraic multiplicity.
Assume that for i = 1, . . . , k we have λ i = 1 and for i = k + 1, . . . , n we have λ i = 1.
The following proposition is elementary.
Moreover, both λ and µ are unique and if λ = 1 then µ = 1.
By hypothesis, there exists µ ∈ C such that |{(i, j) :
n 2 . It follows that there exists i 0 such that
The uniqueness part of the proposition is trivial.
Suppose now that λ = 1 and assume that µ = 1. Let k 1 = M 1 (A) · n and k 2 = M µ (A)·n (these are the algebraic multiplicities of 1 and µ). Define k 3 = n−k 1 −k 2 .
By hypothesis k 1 > n/2, hence k 3 < k 1 . It is easy to see that the algebraic multiplicity of µ in A ⊗ A is less than 2k 1 k 2 + k 2 3 . Then:
It follows that M µ (A ⊗ A) 1/2, giving a contradiction.
Proposition 5.6. Suppose that M 1 (A) ∈ (1/2, 1) and let c be a constant such that
Proof. We proceed by induction. The case m = 1 follows by hypothesis. Assume that
we are done. Assume that M 1 (A m+1 ) > 1/2. We shall prove that also
By the previous lemma and a reverse induction, for each n m there exists λ n such that M λn (A n ) > 1/2. Since M 1 (A) > 1/2 we get λ 1 = 1. Applying the second part of the previous lemma, we inductively get λ n = 1 for n m. This proves that
The function f is strictly increasing, therefore
) and we are done.
This proposition solves the case M 1 (A) < 1. We still have to deal with the case M 1 (A) = 1, that is when all eigenvalues of A are 1. In this case, the inequality
Thus, we have to investigate in detail the decomposition of A into Jordan blocks.
Let J(α, s) ∈ GL s (C) be the Jordan block of size s × s and having eigenvalue α, that is, the diagonal is composed only of values α and the entries directly above and to the right of the diagonal are 1. We use the following recent description of the tensor product of Jordan blocks (surprisingly, the proof of this fact is quite involved). 
From now on, A is a matrix in GL n (C) such that M 1 (A) = 1. Denote by J(A) the number of Jordan blocks in A divided by n. Then ρ(A − Id) = 1 − J(A).
Proof. For i ∈ N * let c i be the number of Jordan blocks in A of size i. Then i ic i = n
According to the previous theorem the number of Jordan blocks in the matrix
For the second inequality we only need to see that for any i ∈ N and i < j we have
The first inequality is easy because:
Proof. For m = 1, A m = A and f 0 (c) = c, hence the result follows by hypothesis.
1/2 and we are done as f m (c) is always strictly greater than 1/2.
Assume that J(A m+1 ) > 1/2. The function f is strictly increasing, so f (J(A m )) < f m (c). By the previous proposition, J(A m+1 ) f (J(A m )) and we are done.
Equivalent definition.
This section is devoted to the proof of the following theorem which will provide the strengthening of Proposition 4.4.
Theorem 5.10. Let G be a countable linear sofic group. Then there exists a morphism
for any g = e.
Proof.
Construct the linear sofic representation:
and take the ultraproduct of these representations:
Also construct an amplification of Θ to this sequence of matrix dimensions:
It follows that ρ ω⊗ω (Ψ 2 (g) − Id) 1/2, hence ρ ω⊗ω (Ψ(g) − Id) 1/4 and we are done.
We are left with the case
Assume that lim k→ω M 1 (θ k (g)) < 1. Then there exist c ∈ (1/2, 1) and F ∈ ω such that 1/2 < M 1 (θ k (g)) < c for all k ∈ F . It follows by Lemma 5.6 that:
We get the inequality:
for each m and k. The proof is similar to the previous case, using
, and Proposition 5.9 instead of Proposition 5.6.
The structure of the group does not play a role in the proof as Θ(g 1 ) does not interact with Θ(g 2 ) for g 1 = g 2 . The construction is possible even if we have just a subset of our group.
Proposition 5.12. Let G be a countable group and let E be a subset of G. Consider a
whenever g, h, gh ∈ E and:
Now we can provide a stronger version of the algebraic characterization of linear soficity contained in Proposition 4.4 using this extra information that we obtained.
Proposition 5.13. A group G is linear sofic if and only if for any finite subset E ⊂ G and
for any ε > 0 there exists n ∈ N and a function φ : E → GL n (C) such that:
− ε.
RATIONAL LINEAR SOFICITY
This section is devoted to proving that in the definition of linear sofic group (see Definition 4.1) we can use the groups GL n (Q) endowed with the rank metric. In other words, the existence of a complex linear sofic representation is equivalent to the existence of a rational linear sofic representation.
Lemma 6.1. A group G is linear sofic if and only if for any finite subset E ⊂ G and for any ε > 0 there exist n ∈ N and a function φ : E → GL n (R) such that:
(1) ∀g, h, gh ∈ E at least (1 − ε)n columns of the matrix φ(g)φ(h) are equal to the corresponding columns in φ(gh);
Proof. Elements in GL n (R) are invertible linear transformations on R n . These elements are matrices as soon as we fix a basis for the vector space R n . As the second condition does not depend on the particular choice of a basis, we only need to concentrate our efforts to constructing a basis such that the first condition holds.
Apply Proposition 5.13 for E and δ to get n ∈ N and a function φ :
Choose a basis in V and complete it to a basis in R n .
Using this basis we can see elements in φ(E) as matrices. It is clear now by construction that the first condition holds.
We denote by Q the field of real algebraic numbers. The next step in the proof is to replace the function φ : E → GL n (R) by another function ψ : E → GL n (Q). In order to achieve this we will use the following variant of the fundamental result of real semialgebraic geometry, so-called Positivstellensatz. Denote by P the cone generated by (f j ) j=1,...,s , by M the multiplicative monoid generated by (g k ) k=1,...,t , and by I the ideal generated by (h l ) l=1,...,u . Then the following properties are equivalent:
(2) There exist f ∈ P , g ∈ M, and h ∈ I such that f + g 2 + h = 0. 
Proof. Let P be the smallest cone in
and it is closed under addition and multiplication by positive scalars. Let also M be the multiplicative monoid generated by (g k ) k=1,...,t and I the ideal generated
If there is no solution x ∈ Q d to the system above, then according to the previous theorem there exist f ∈ P , g ∈ M, and h ∈ I such that f + g 2 + h = 0. However, this (1) ∀g, h, gh ∈ E we have ρ(φ(g)φ(h) − φ(gh)) < ε;
Proof. Using E and ε, apply Lemma 6.1 to get a function φ : E → GL n (R). Recall from the proof of that lemma that
We regard conditions (1) and (2) of Lemma 6.1 as a system of equations and nonequations. The variables of this system are the n 2 |E| entries of matrices in φ(E).
Condition (1) in Lemma 6.1 provides more than (1 − ε)n equations for each pair (g, h) ∈ E 1 . These equations are enough to deduce that ρ(φ(g)φ(h) − φ(gh)) < ε. For each g ∈ E choose a minorant of 1 − φ(g) of size greater than (1/4 − ε)n × (1/4 − ε)n of nonzero determinant. This information will provide a non-equation.
Apply now the previous corollary to get a solution to our system in Q n 2 |E| . Using this solution we construct a map φ : E → GL n (Q) with the required properties.
Theorem 6.5. Let G be a linear sofic group. Then there exists an injective morphism
Proof. Fix a finite subset E ⊂ G and ε > 0. By the previous proposition, we obtain a map φ : E → GL n (Q), satisfying the algebraic definition of linear soficity. We replace Q by F , the field generated by the n 2 |E| entries of the matrices in φ(E). Being a finitely generated algebraic extension over Q, the field F is also a vector space over Q of finite dimension. Then, we proceed as in Observation 4.3 and we get a required function ψ : E → GL n (Q) having the same properties as in the algebraic definition.
LINEAR SOFIC GROUPS AND ALGEBRAS
This section is devoted to proving Theorem 1.2 that a group G is linear sofic if and only if CG is a linear sofic algebra. While the "if" part follows directly from Proposition 2.6, the "only if" part is much more involved.
ω is a group morphism we denote by Θ its extension to the group algebra:
where a i ∈ F , g i ∈ G and u g i is the element in the group algebra corresponding to g i .
Example 7.2. If Θ is injective on G it does not follow that Θ is injective on F (G). As an easy example consider Θ :
The proof relies on the direct sum and tensor product of elements in ultraproduct of matrices. Here are variants of (4) and (5) of Proposition 2.2 extended to ultraproducts.
there exists an injective algebra morphism Ψ :
and set
The meaning of this definition is to bring the first m θ i k 's into the same matrix dimension. Now define φ k : G → GL n k k 2 k by:
The reason for this definition is the relation:
for any f ∈ F (G). Before proving this equality let us state our crucial claim.
Claim 7.5. Φ :
We now prove the stated relation:
In order to present our injectivity argument in a transparent way we shall assume that f = a 1 u 1 +a 2 u 2 +a 3 u 3 , where a i are nonzero elements of F and u i are invertible elements in the group algebra corresponding to distinct elements in the group G. We know that:
Amplifying the first equation by Θ(u 3 ) and subtracting it from the second we get:
Applying the same operation to equations (2) and (3), we get:
Now we amplify equation (4) with Θ(u 2 ) between the already existing tensor product, and subtract it from equation (5) to get:
As a 1 = 0 and Θ(u 1 ) is invertible, we get that Θ(u 1 ) = Θ(u 2 ) or Θ(u 1 ) = Θ(u 3 ). This contradicts the injectivity of Θ. This procedure applies to any f with an arbitrary large (finite) support.
The key of the proof is the construction of the representation Φ out of a sequence of maps Θ i such that Φ(x) = 0 if and only if Θ i (x) = 0 for all i. This is a construction that can be performed in general and we record it here for a later use. 
Corollary 7.7. A group G is linear sofic if and only if CG is a linear sofic algebra.
Proof. The direct implication is the previous theorem for F = C. The reverse implication immediately follows from Proposition 2.6.
Our previous theorem also provides a new proof of the result of Elek and
Szabo [ElSz04] .
Corollary 7.8. Sofic groups satisfy Kaplansky's direct finiteness conjecture.
Proof. Let F be a field and G be a sofic group. Same arguments as in Proposition 4.5 show that there exists an injective group morphism Θ :
The previous theorem provides an injective algebra homomorphism See also comments following Question 8.6 below.
LINEAR SOFIC IMPLIES WEAKLY SOFIC
Here we prove that a linear sofic group is weakly sofic. The proof is an adaptation 
The original definition in [GlRi08] is algebraic and uses a constant length function (as discussed before Proposition 4.4). It is equivalent to its ultraproduct version above
by standard amplification argument [Pe08] . Indeed, the direct product of finite groups is obviously finite and one can define a bi-invariant distance on the direct product as the sum of the bi-invariant metrics on the factors.
Theorem 8.2. If G is a linear sofic group then there exists (F k ) k a sequence of finite fields and an injective group morphism
injective homomorphism given by linear soficity of G.
is an increasing sequence of finite subsets of G such that B −1 k = B k and e ∈ B k . Let R k ⊂ C be the ring generated by all the entries of θ k (s) with s ∈ B k . Because it is finitely generated, R k is a Jacobson ring. We can view θ k as a map from B k to GL n k (R k ).
Claim 8.3. There exists
Since m k is a maximal ideal, R k /m k is a field. It is a well-known non-trivial fact that a finitely generated ring, that is also a field, is finite. It follows that R k /m k is finite.
). This implies that Φ is still a homomorphism and the claim shows that Φ is injective.
Observation 8.4. Every finite field F is a finite dimensional vector space over Z/pZ, where p is the characteristic of F . Therefore, as in Observation 4.3, if we have an
where (p k ) k is a sequence of prime numbers.
Question 8.5. Are all linear sofic groups indeed sofic?
For this question the tensor product is not a useful tool. Suppose that we have a map θ : E → GL n (C) from a finite subset E of a linear sofic group G. We want to construct a new map from E into S n . As permutation matrices are diagonalizable, we can first try to construct a map using only diagonalizable matrices. Therefore, taking the tensor product will only increase the rank distance from A to a diagonalizable matrix, not reduce it. Proof. It is not hard to see that a subalgebra of a linear sofic algebra is linear sofic.
Let (A i ) i be a sequence of linear sofic algebras and let A = Π i A i be its direct product. Denote by P j : Π i A i → A j the projection to the j-th component. Let
is a sequence of morphisms of the algebra A. Using Proposition 7.6 we construct
A is linear sofic. An inverse limit is a specific subalgebra of the direct product.
The second part of the theorem follows immediately from Theorem 1.2 and properties of group algebras for these constructions.
Theorem 9.2. Direct limit of linear sofic groups is again sofic.
Proof. For the proof we use Proposition 5.13. Note that Proposition 4.4 is not sufficient for this result.
Let {G i } i be a family of linear sofic groups together with morphisms required to construct the group G, the direct limit of this family. Let ψ i : G i → G be the morphisms provided by the definition of the direct limit.
Let E be a finite subset of G and ε > 0. There exists i 0 ∈ N and E 0 ⊂ G i 0 such that ψ i 0 : E 0 → E is a bijection. Apply Proposition 5.13 for G i 0 , E 0 and ε to
is the required function for G, E and ε.
Elek and Szabo proved that amenable extensions of sofic groups is again sofic [ElSz06] . The same result is true for linear sofic groups and our proof is a careful adaptation of the proof of the sofic case presented in [Oz09] . Proof. Let σ : G/H → G be a lift and define α :
Let E ⊂ G be a finite subset and ε > 0. Let F ⊂ G/H be such that |gF ∩ F | > (1 − ε)|F | for all g ∈ E. Then α(E, F ) ⊂ H is finite. Use Proposition 5.13 and the linear soficity of H to get φ : α(E, F ) → GL n (C). Construct ψ : E → M n·|F | (C) by: , γ) ) ⊗ e gγ,γ .
Here e gγ,γ ∈ M |F | (C) is a unit matrix, that is a matrix having only one entry of 1 on the
We want to show that ψ(g 1 )ψ(g 2 ) is close to ψ(g 1 g 2 ). By construction:
Inside the sum we must have γ 1 = g 2 γ 2 in order to get a non trivial term.
Comparing the two equations we get:
We only need to show that ρ(Id − ψ(g)) is larger than a constant. If g ∈ H then:
Consider now the case g / ∈ H such that gγ = γ for any γ ∈ F . Let x = (x γ ) γ ∈ C n·|F | be a vector in Ker(Id − ψ(g)). An easy computation will provide the equation
. This means that if we fix x γ then x gγ is completely determined. It follows that dim Ker(Id − ψ(g)) can not be greater than 1/2 minus some ε due to the restriction
THE NUMBER OF UNIVERSAL LINEAR SOFIC GROUPS
A universal linear sofic group is a metric ultraproduct of (GL n k (F )) k as defined in Definition 2.5. In [ In this section, (n k ) k ⊂ N is a fixed strictly increasing sequence. We obtain nonisomorphic universal linear sofic groups by using different ultrafilters. Lupini used this proposition for (S n , d Hamm ) n to show that there are 2 ℵc many universal sofic groups. We shall use the same permutation that he constructed, regarded now as elements in (GL n (C), d rk ) n to show that the hypothesis of the proposition still holds for these groups. Proof. As (GL n (C), d rk ) n are bi-invariant metric groups with uniformly bounded diameter we just need to construct elements g n,i and h n,i .
First assume that n = 3 l for some l ∈ N. Let (12) and (23) be two transpositions in S 3 and denote by A (12) and A (23) the corresponding permutation matrices in GL 3 (C). For
is used i times) and
It is easy to check that for i < j g n,i and h n,j commutes,
Let now n ∈ N be an arbitrary number and l ∈ N such that 3 l n < 3 l+1 .
Define g n,i = g 3 l ,i ⊕ Id n−3 l and h n,i = h 3 l ,i ⊕ Id n−3 l . Again for i < j g n,i and h n,j commutes, while for i
/n 2/9. Thus, the constant γ can be set 2/9.
ALMOST FINITE DIMENSIONAL REPRESENTATIONS
In this section, we work only with unital algebras. The following propery of algebras was introduced by Gabor Elek. 
Such a map is called an ε-almost representation of L.
Proposition 11.2. A unital algebra A has almost finite dimensional representations if and only if there exists a unital morphism (not necessarily injective)
Proof. Let (L k ) k be an increasing sequence of finite dimensional subspaces of A such that A = k L k and 1 ∈ L k . Let (ε k ) k be a decreasing sequence of strictly positive reals If we compare this definition to the definition of linear sofic algebras we see that having almost finite dimensional representations is the first step towards linear soficity.
However, this is not sufficient. We introduce an object that measures how far from being linear sofic is an algebra with almost finite dimensional representations. This is inspired by the definition of the rank radical by Elek.
11.1. The rank radical. 
We restate this property in ultraproduct language. We use the following definition. Proof. We first assume that A has almost finite dimensional representations. Note that this is equivalent to RR(A) A.
Let p ∈ RR(A). Let L be the finite dimensional subspace from the definition of the rank radical. Fix δ > 0 and use again the definition to get a n δ > 0. Let
This implies that ρ ω (Φ(p)) < δ. As δ was arbitrary it follows that ρ ω (Φ(p)) = 0 so Φ(p) = 0.
Suppose now p / ∈ RR(A). Let L be an arbitrary finite dimensional subspace. Then there exists δ L > 0 such that for any ε > 0 there exists an ε-almost representation
Let (ε k ) k be a decreasing sequence converging to 0 and
Consider now the case RR(A) = A. Let p ∈ A. We shall prove that there exists a finite dimensional subspace L with {1, p} ⊂ L ⊂ A such that there is no partial morphism
is an increasing sequence of finite dimensional subspaces of A such that {1, p} ∈ L i . Assume that for each i there exists a partial morphism
Consider also (ε i ) i a sequence of strictly positive real numbers converging to 0.
The existence of Φ i implies the existence of ψ i :
is a unital morphism. This is in contradiction with the fact that A does not have almost finite dimensional representations.
Elek proved that RR(A) is an ideal. We can deduce this from our description.
Corollary 11.6. The set RR(A) is an ideal.
Proof. Let a ∈ A and p ∈ RR(A). Let {1, p} ⊂ L p ⊂ A be a finite dimensional subspace such that Φ(p) = 0 for any partial morphism Φ :
Define L ap = Sp{L p ∪ {a, ap}}, defined by thaking the linear span. Let Ψ : 
for any i. This implies that Φ(N 0 ) = 0 so we can factor Φ to get a linear function Then A is stably finite.
Proof. We simplify the original proof by the use of ultrafilters. First we prove that if
Consider now x, y ∈ A such that xy = 1. Assume that yx = 1 so xy − yx = 0.
Let L = Sp{1, x, y, yx}. As xy − yx / ∈ RR(A) there exists a partial morphism
by Proposition 2.8, ΠM n k (F )/Kerρ ω is directly finite. Thus, Φ(y)Φ(x) = 1. It follows that Φ(xy − yx) = 1 − 1 = 0 contradiction.
11.2. The sofic radical. It is easy to see that if an algebra A is linear sofic then RR(A) = 0. However, this condition is not sufficient. We modify the definition of the rank radical to get a larger ideal that will describe linear soficity. This can be done also for groups and we first discuss this case as a warm up.
Definition 11.9. The linear sofic radical LSR(G) of a group G is defined as follows: h ∈ LSR(G) whenever for all group morphisms Θ : Proof. It it easy to see from the definition that:
For the second part of the proposition, for each g ∈ G, g / ∈ LSR(G) consider a
a sequence of unital morphisms of the group algebra and we apply Proposition 7.6 to get a morphism Θ :
This construction of linear sofic radical can be performed for several other metric approximation properties for groups, like soficity, weak soficity or hyperlinearity. We now introduce the sofic radical for algebras. 
We now provide a characterization of the sofic radical in terms of morphisms into ultraproducts. Let 0 < ε < n δ . Then there exists
representation of L for any k ∈ H. Then dim Ran(θ k (p)) < δn k , or with our notation ρ(θ k (p)) < δ for any k ∈ H. This implies that ρ ω (Θ(p)) < δ. As δ was arbitrary it follows that ρ ω (Θ(p)) = 0 so Θ(p) = 0.
Suppose now p / ∈ SR(A). Then there exists δ > 0 such that for any finite dimensional subspace L with {1, p} ⊂ L ⊂ A and any n > 0 there exists 0 < ε < n and
is an increasing sequence of finite dimensional subspaces of A such that {1, p} ∈ L k . We can find a decreasing sequence (ε k ) k converging to 0 and
Corollary 11.13. The sofic radical is an ideal. Moreover, SR(A/SR(A)) = 0.
Proof. By the previous proposition,
Let now q ∈ A/SR(A) and p ∈ A such that q =p. Suppose that q = 0 so that p / ∈ SR(A). Then there exists a unital morphism Θ : Let A be an algebra such that SR(A) = 0. It follows that for any p = 0 there exists a
Let {x i } i∈N be a basis for A as a vector space over F . Using arguments similar to the proof of Theorem 7.4 (see also Proposition 7.6), we shall construct a unital morphism Θ such that KerΘ = ∩ s KerΦ s .
First we bring Φ s into the same sequence of matrix dimensions. Define n k = n k,1 n k,2 . . . n k,k . Replace Φ s by an amplification to get Φ s : A → ΠM n k (F )/Kerρ ω . is an ideal and A is simple we get SR(A) = 0. By the previous theorem A is linear sofic.
Proposition 11.16. An amenable algebra without zero divisors is linear sofic.
Proof. Let A be such an algebra. Consider (L k ) k an increasing sequence of finite dimensional subspaces of A such that 1 ∈ L k and A = k L k . Consider also (ε k ) k a sequence of strictly positive real numbers such that υ k = dim L k · ε k → k 0. For any k, by the definition of amenability, there exists S k a finite dimensional subspace of A such that dim(aS k ∩ S k ) > (1 − ε k ) · dim S k for any a ∈ L k . Then we can construct a linear map φ k (a) : S k → S k such that φ k (a) is the left multiplication on a subspace of dimension
is the left multiplication on a subspace of dimension (1 − ε k ) · dim S k and A has no zero divisors it follows that ρ(φ k (a)) 1 − ε k for any a ∈ L k , a = 0.
Let n k = dim S k and construct Θ : A → ΠM n k /Kerρ ω by Θ = Πφ k /Kerρ ω .
By construction ρ ω (Θ(a)) = 1 for a = 0. It follows that Θ is injective, so A is linear sofic.
The hypothesis of non-existence of zero divisors is too strong for this proposition to hold. We can construct a unital morphism Θ for any amenable algebra. Therefore, amenable algebras have almost finite dimensional representations. The non-existence of zero divisors implies ρ ω (Θ(a)) = 1, but we only use ρ ω (Θ(a)) > 0 for the injectivity of Θ.
It is easy to construct almost finite dimensional representations for LEF algebras (that is, algebras locally embeddable into finite dimensional ones [VG97, Zi02] ) as also noticed in [El05] . In particular, any amenable or LEF algebra that is also simple is linear sofic.
There exist algebras that are not stably finite (see, for instance, Example 11.17 below).
In particular, such algebras are not linear sofic. Combining Propositions 11.5 and 11.12
we immediately see that RR(A) ⊂ SR(A). If RR(A) SR(A) then A/RR(A)
will be a stably finite non-linear sofic algebra. Such algebras seem difficult to find as counterexamples to soficity in general proved to be elusive.
Example 11.17. Let us present an example of an algebra that is directly finite but it is not stably finite. This construction is due to Sheperdson. Let A be the unital algebra over F generated by elements {x, y, z, t, a, b, c, d} and relations {xa + yc = 1; xb + yd = 0; za + tc = 0; zb + td = 1}. These relations are chosen such that: 11.3. Computations of the sofic radical. In this section, we prove that the rank radical is equal to the sofic radical for group algebras. We also provide a characterization of the sofic radical for a group algebra.
Proposition 11.19. Let G be a countable group and let LSR(G) be its linear sofic radical.
Denote by f : G → G/LSR(G) the canonical projection and extend this morphism to group algebras:f : CG → C(G/LSR F (G)). Then SR(CG) = Kerf .
Proof. Let Ψ : CG → ΠM n k /Kerρ ω be a unital morphism. By Proposition 2.6, Ψ can be restricted to a morphism of the group, so Ψ(u g ) = 1 if g ∈ LSR(G). Then f (g) = f (h) implies Ψ(u g ) = Ψ(u h ). Now we can see that Kerf ⊂ KerΨ. As Ψ was arbitrary, we get Kerf ⊂ SR(CG).
The group G/LSR(G) is linear sofic, so by Theorem 1.2 there exists Θ : C(G/LSR(G)) → ΠM n k /Kerρ ω an injective unital morphism. Then Θ •f : CG → ΠM n k /Kerρ ω is a unital morphism such that KerΘ •f = Kerf . It follows that SR(CG) ⊂ Kerf .
