Abstract. In this paper we study the regularity of weak solutions to the continuous casting problem
Introduction
Let Ω ⊂ R N −1 be a bounded domain with
In what follows we denote the points in C L by X = (x, z) where x ∈ Ω, z ∈ (0, L).
Consider the steady state continuous casting problem in C L with constant convection in the direction of the z-axis
where m + , m − are two positive constants. The quasilinear degenerate elliptic operator ∆ p u := div(|∇u| p−2 ∇u), 1 < p < ∞ is called the p−Laplacian. The boundary data g on the lateral boundary of C L is C 1,α regular for some α ∈ (0, 1) and satisfies the compatibility conditions have a number of physical applications [2] . One may interpret u(X) as the normalized temperature at a point X ∈ C L whereas f accounts for sources and v(X) is the velocity of convection. (4) manifests the heat conservation of thermodynamical system with enthalpy β(u) when the liquid phase has velocity v. The case of constant convection v = e N models the solidification of molten steel extracted at constant speed and is used intensively in steel production. We shall mainly focus on this case.
In order to study the problem mathematically we first formulate it in weak sense. Let f be a 
Definition 1.
Let v ∈ C 0,1 (C L ) and f continuous. Then u ∈ W 1,p (C L ) is said to be a weak solution
is satisfied. Here β is the maximal monotone graph given by ( 3).
For given function g ∈ C 1,α (∂C L ), α ∈ (0, 1) we consider the weak solutions to Dirichlet problem
The condition v ∈ C 0,1 (C L ) on the convection v is of technical nature and later will be replaced by a stronger one, namely v = e N which corresponds to the continuous casting problem. Let
If ∂{u > 0} is C 1 smooth then the following free boundary condition is satisfied
Remark 3. It is known that there is a unique weak solution of the problem such that u ∞ ≤ M < ∞, see Theorems 2 and 3 in [21] . For the classical case p = 2 we refer to [18] Theorem 4.14 where
Main results
In this section we formulate our main results. Theorem 1. Let 2 < p < ∞ and u be a bounded weak solution to the equation
Then u is locally in BM O and consequently it is locally log-Lipschitz continuous in C L .
Notice that in Theorem 1 the weak solution u may change sign. The condition p > 2 is dictated by the non-variational structure of this equation. Indeed, as we shall see below (see Remark 8) for 1 < p < 2 our technique gives only Hölder continuity of u.
It is worthwhile to point out that for one phase problem, p > 2, the BMO estimate above implies a linear growth from free boundary, see Lemma 13. However, the same conclusion holds for any p > 1 as the next theorem shows.
Theorem 2. Let u be a non-negative bounded weak solution to ( 4) and 1 < p < ∞.
1
• Then u grows linearly away from the free
For p = 2 the local regularity for two phase problem is discussed in [10] , and [12] . The regularity of free boundary is more delicate, our main result here states that if N = 2 and u is a Lipschitz continuous solution of (DP) and ∂ z u ≥ 0, then the free boundary is a continuous graph in z−direction.
In order to prove this result we first show that for suitable boundary data g we have ∂ z u ≥ 0.
Proposition 4. Let u ≥ 0 be a weak solution of (DP) in the sense of Definition 2, N = 2 < p < ∞, m − = 0 and assume further that
where g ∈ W 2,2+η0 (Σ), η 0 > 0, and Σ is the lateral boundary of C L . Then u is monotone nondecreasing in z direction.
Finally we formulate our main result concerning the regularity of free boundary in two spatial dimensions.
The main difficulty in the proof is the lack of the ellipticity of the operator ∆ p . We circumvent this difficulty by a delicate argument based on an approximation of u and Sard's theorem for W 2,2+η
functions.
Remark 5. Notice that if g ≥ 0, i.e. we consider the one phase problem, then for g ∈ C 1,α , α > 0 we cannot have strict monotone (i.e. strict inequality in (8)) boundary condition (8) because at the free boundary points on the lateral boundary Σ = ∂Ω × (0, L) one has ∂ z g = 0 as g = 0 is a minimal value.
Remark 6. One can take more general boundary data and consider the following problem
One can extend all of the results to this general case under suitable conditions on v and f and the boundary data h 0 , h 1 . For instance if f = 0 and (v·e N ) ≥ 0 with v ∈ C 0,1 (C L ) then the free boundary is a continuous curve in the z direction in two spatial dimensions.
The paper is organised as follows: In Section 4 we prove some BMO estimates by testing u against its p−harmonic replacement in small balls. Theorem 1 will follow as a consequence of Lemma 7. In Section 5 we prove Theorem 2. The argument is based on a dyadic scaling method. The regularity of the free boundary in two spatial dimensions is discussed in Section 6. In Section 7 we prove that nonnegative solutions u have at most linear growth at the contact points where the free boundary touches the fixed boundary.
We shall also sketch how one can extend the results to uniformly elliptic quasilinear equations in Section 8. The paper also contains the proofs of a version of Caccioppoli type estimate and Hopf's lemma included in the Appendix.
3. Notations
there exist c > 0 and B > 0 depending only on a, ℓ, p, N and sup CL |u| such that
and X 0 ∈ ∂{u > 0}.
In particular, we have that ∇u ∈ BM O(D), for any bounded subdomain D ⋐ C L , and thus u is locally log-Lipschitz continuous. Furthermore, ∇u ∈ L q (D) for any 1 < q < ∞.
Proof. Fix R ≥ r > 0 and x 0 ∈ D such that B 2R(x0) ⋐ D. Let v be the solution of
From Definition 1 we havê
After subtracting the second equation from the first one we obtain
Recall that by Lemma 5.7 [16] there is a generic constant µ > 0 depending only on p and N such that (11) (
where M = sup CL |u|. Consequently, we get that
where
We infer the estimateˆB
with some tame constant C > 0.
Indeed, as p > 2 we have by Hölder's inequality Then, from Hölder's inequality we have
We would also need the following estimate for a p−harmonic function v: there is α > 0 such that for all balls B 2R(X0) ⋐ D, with R ≥ r > 0, there exists a universal constant c > 0 such that the following Companato type estimate is valid
Denote · L 2 (Br (X0)) = · 2,r , then, using (15), we obtain ∇u − (∇u) X0,r 2,r ≤ ∇u − ∇v 2,r + ∇v − (∇v) X0,r 2,r + (∇v) X0,r − (∇u) X0,r 2,r ≤ 2 ∇u − ∇v 2,r + ∇v − (∇v) X0,r 2,r
where, in order to get (17), we used Campanato type estimate (16) .
From the triangle inequality for L 2 norm we have
and so, combining this with (14), we obtain
for some tame positive constants A and B.
Introduce φ(r) := sup t≤r ∇u − (∇u) X0,t 2,t , then the former inequality can be rewritten as
with some positive constants A, B, α. Applying Lemma 2.1 from [8] Chapter 3, we conclude that there exist R 0 > 0 and c > 0 such that
for all r ≤ R ≤ R 0 , and henceˆB
for some tame constant C > 0. This shows that ∇u is locally BMO. The log-Lipschitz estimate for p > 2 now follows from [4] Theorem 3.
Remark 8. If 1 < p < 2 then using the equation (10) and inequality (11) in conjunction with the comparison of u with its p−harmonic replacement in a small ball B 2R (X 0 ) centred at a free boundary point, renders the following inequalitŷ
Consequently, setting σ = p(2−p) 2 > 0 and applying Hölder's inequality we infer the estimatê
|∇u − ∇v|
which yields the estimatê
Then the Caccioppoli type inequality from [14] and the technique above give that u is Hölder continuous.
Proof of Theorem 2

1
• We show that for any compact set K ⊂⊂ C L there exists a tame constant C, depending on
If this inequality is false then there exist a sequence of weak solution u j such that 0
Consider the scaled functions
where S j = sup
Moreover, it follows from (18) that
Since, by assumption, the weak solutions u j are bounded it follows from (18) that M > j2
If u j solves (4), then from the scale invariance properties of ∆ p it follows that v j solves the following equation
we obtain, using (20) , definition of S j and (3), the inequality
Similarly we obtain sup
From the Caccioppoli inequality (see Appendix) it follows that {v j } is bounded in W ). Moreover, we can check that
).
To see this we first prove Claim 9. For every q ≥ p there is a tame constant γ independent of j m such that
Proof. Indeed, let us define h j ∈ W 1,2 0 (B 1 ) as the solution of the following homogeneous Dirichlet problem
From the a priori bound (3.12) in [7] it follows that
with some tame constant C > 0. Observe that h j is the convolution of f j and the Green function of B 1 . Using the estimates for the Green potentials and the fact that sup B1 |f j (X)| → 0 it follows that h j C 1,σ (B1) → 0 as j → ∞ for any σ ∈ (0, 1), see estimates (4.45) and (4.46) in [7] . Let H j = F j + ∇h j and define
and
Now we are in position to apply Theorem 1.2 [5] to infer that for any q ≥ p the following estimate is true
where ζ ∈ C ∞ 0 (B 1 ) is a cut-off function and γ is a tame constant. This in particular yields It remains to note that
provided that 1 < p ≤ 2, where the last estimate follows from [15] page 43. Note that
As for the case p > 2 again from [15] page 43 by choosing q > 2(p − 2) we havê
→ 0 as j m → ∞. 
and v(0) ≤ C. Here F(X) = au(X)e N ∈ C α (B 1 ) by Lemma 7. From the weak Harnack inequality, [19] Theorem 7, we have that
From the local gradient estimates [13] we infer that sup
where the star above means the classical weighted Hölder norm using the radius of the ball. In particular |∇v(0)| ≤ C for some tame constant C and rescaling back we infer |∇u(X 0 )| ≤ C. This completes the proof of Theorem 2.
6. Regularity of free boundary, Proof of Theorem 3 6.1. Proof of Proposition 4. We recast Proposition 4 here. Lemma 10. Let u ≥ 0 be a weak solution of (DP) in the sense of Definition 2, N = 2 < p < ∞, m − = 0 and assume further that
Proof. For ε > 0 small let us consider the mollified problem
with boundary condition u ε (X) = g(X) on ∂C L , where g ∈ W 2,2+η0 (Σ), η 0 > 0 is satisfying (2) . The existence of u ε for each ε > 0 follows from standard penalisation argument for uniformly elliptic equations.
Claim 11. Let δ > 0 be small. Then u ε ∈ W 2,2+η ({u ε > δ} ∩ C L ) for some η > 0 which depends on ε and g W 2,2+η 0 .
Proof. In order to prove this claim we first extend u ε to the cylinder (0, 3L L ) × Ω := C L such that the extended function u ε solves the equation (23). Introduce the upper extension of g as follows
2+η0 . This can be seen from the embedding of the Sobolev space W 2,2+η0 ( Σ) where Σ is the lateral boundary of C L (recall that N = 2). The upper extension of u ε are defined accordingly
2 ). Let us check that u ε is a solution of (23) across Ω × {L}. Note that by the continuity of u ε , which follows from Theorem 1 and Remark 8, near
2 ∇v = a∂ z v and v = 0 on Ω × {L}. By Proposition 1 [20] it follows that
2 )) and fix t > 0 small. Then from the divergence theorem we get
where the last equality follows from the W 2,2 loc (C L ) estimates mentioned above. Similarly we have that
From the gradient estimates near the flat portions of the boundary [13] it follows that ∇u ε is Hölder continuous near Ω × {L}, therefore
Near the lateral boundary of (Ω × (0,
. The finite differences of ∇ u ε in the z variable (for sufficiently small step size compared to δ) satisfy uniform W 2,2 estimates, see the proof of Lemma 8.12 in [7] (recall that by assumption N = 2 and hence the lateral boundary is flat). Thus
and ∂ xx u ε ∈ W 2,2 ({u ε > δ} ∩ C L ) follows directly from the equation.
Differentiating the equation div (ε
For each ε > 0 the matrix 
Take an arbitrary δ > 0 small and let us show that min
∂ z u ε ≥ 0. Applying Claim 11 we have that u ε ∈ W 2,2+η ({u ε > δ} ∩ C L ) for some η > 0 which depends on ε and g W 2,2+η 0 .
From Sard's theorem [6] it follows that the one dimensional Lebesgue measure of the critical values of u ε is zero. Consequently, ∂{u ε > δ} is a regular curve for a.e. δ > 0 and the trace of u ε z is well defined on it.
That said, let us consider the following cases:
• X 0 ∈ ∂{u ε > δ}∩∂ (Ω × (0, L)) then on the lateral boundary the tangential derivative agrees with that of g.
• X 0 ∈ Ω×{L} it follows from Hopf's lemma, because by the maximum principle m + = max u ε and ∇u ε is Hölder continuous near Ω×{L} (see the reflection argument in the proof of Claim 11 and the application of boundary gradient estimates from [13] ) hence ∂ z u ε > 0.
Consequently we conclude that min
∂ z u ε ≥ 0 because δ > 0 was arbitrary small number.
Since the solution u is unique, in view of Remark 3, then u ε → u weakly in W 1,p (C L ) and thus
Proof of Theorem 3. Let N = 2 and (8) holds, we show that the free boundary is a continuous curve over Ω.
For x ∈ Ω introduce the following height functions
for some x 0 ∈ Ω then it follows from ∂ z u ≥ 0 (see Lemma 10) that the free boundary contains a vertical segment of the form I 0 = {x 0 } × (a, b) for some a < b. On I 0 we have that ∂ z u = 0. On the other hand the free boundary condition (7) is satisfied in the classical sense
However, since there is a touching ball from {u > 0} at the points on {x 0 } × (a + ε, b − ε) for small ε > 0 then it follows from Hopf's lemma (see the Appendix) that |∇u| = 0 which is in contradiction with (26).
Behaviour of ∂{u > 0} near the fixed boundary
In this section we show that at the contact points ∂{u > 0} ∩ Σ u grows at most linearly and this is contained in Lemma 14. We begin with a simple observation Lemma 12. If u is a weak solution of (1) with u z ≥ 0 then u is a weak solution of the following differential inequality
Thus it is enough to show that´C
where we used the notation v + = max(v, 0), v − = − min(v, 0) and the last line follows from Lemma
10.
The next lemma is true in all dimensions N ≥ 2.
Lemma 13. Let p > 2 and u ≥ 0 be a weak solution to
Then there is a constant C 0 > 0 depending only on ℓ, a, N, p and u L ∞ (CL) such that
where C depends on a, ℓ, p, u ∞ and N , see Lemma 7.
Let ε > 0 be small, for ρ > ε and Observe that Lemma 13 is stronger than Theorem 2 since the constant C 0 does not depend on the distance of the point X 0 from Σ. Proof. Let X 0 ∈ ∂Ω × (0, L) and take r small, say r = diamΩ/100 such that B r (X 0 ) ∩ C L is a half ball entirely in C L . Recall that N = 2 and therefore the lateral boundary of C L is flat. Let w be the solution to the following Dirichlet problem
Since g ∈ W 2,2+η0 (Σ) then we can apply the interior gradient estimates from [13] in the half ball where C(r) also depends on g W 2,2+η 0 . By (27) u is a subsolution and hence we can apply the comparison principle Theorem 3.5.1 [17] and the boundary gradient estimate (34) in order to obtain u ≤ w ≤ C|X −X 0 | in B r 2 (X 0 ) with tame constant C > 0 depending only on a, ℓ, g W 2,2+η 0 , r, p.
Concluding remarks
When the governing quasilinear equation is uniformly elliptic then the arguments can be considerably simplified. As an example let us consider the following operator [1] : Let F (t) be a function in C 2,1 [0, ∞) satisfying
