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We study domain wall (DW) motion induced by spin waves (magnons) in the presence of
Dzyaloshinskii-Moriya interaction (DMI). The DMI exerts a torque on the DW when spin waves
pass through the DW, and this torque represents a linear momentum exchange between the spin
wave and the DW. Unlike angular momentum exchange between the DW and spin waves, linear
momentum exchange leads to a rotation of the DW plane rather than a linear motion. In the pres-
ence of an effective easy plane anisotropy, this DMI induced linear momentum transfer mechanism
is significantly more efficient than angular momentum transfer in moving the DW.
PACS numbers: 75.30.Ds, 75.60.Ch, 75.78.Cd, 85.75.-d
The manipulation of domain wall (DW) motion has
been extensively studied in the past few years due to
potential applications in logic devices and data storage
technology [1–5]. A DW can be driven by an applied
field [6], microwaves [7], spin transfer torque [8] and spin
waves (magnons) [9–11]. Spin waves can drive the DW
effectively since they carry magnonic spin current. In
general, when the spin waves travel through the DW, the
DW acquires a negative velocity – relative to the propa-
gation direction of the spin waves – due to conservation
of angular momentum [11], although positive velocities
have been observed in micromagnetic simulations at spe-
cial frequencies [10, 12–14].
Angular momentum conservation plays a crucial role
in spin wave induced DW motion: when the spin wave
passes through the DW, the magnonic spin current
changes its sign, which generates a torque and the DW
moves in order to absorb this torque. Magnons can be
considered as particles with angular momentum ±~ and
linear momentum ~k [11]. When the spin wave is re-
flected, linear momentum is transferred to the DW which
results in DW motion [12, 15]. The difference between
these two mechanisms is that the DW moves in opposite
directions [15, 16]. In this Letter we demonstrate, by
using micromagnetic simulations and a one-dimensional
(1d) analytical DW model, that spin waves passing
through a domain wall in the presence of Dzyaloshinskii-
Moriya interaction (DMI) and an easy-plane anisotropy
drive the domain wall very effectively. We attribute this
to linear momentum transfer and show that this effect
can be more efficient than the better known angular mo-
mentum transfer by an order of magnitude.
The DMI is an anti-symmetric interaction induced by
spin-orbit coupling due to broken inversion symmetry
in lattices or at the interface of magnetic films [17].
The DMI can lead to chiral magnetic orders such as
skyrmions and spin spirals [17–20]. In addition, the DMI
has brought new phenomena for DW dynamics driven by
fields [21] or charge currents [22]. The DMI has been
found both for magnetic interfaces [20] and bulk mate-
rials such as MnSi [23] and FeGe [24]. In this work we
focus on bulk DMI with micromagnetic energy density
εdmi = Dm · (∇×m) where D is the DMI constant and
m is the normalized magnetization.
We consider a quasi-1d nanowire with exchange in-
teraction, DMI and two effective anisotropies. One
anisotropy K is the uniaxial anisotropy along the x-axis,
and the other effective K⊥ is an easy xy-plane anisotropy.
The combined anisotropies can be considered as a model
of overall effect including the demagnetization field, sur-
face or magnetoelastic anisotropy [24, 25]. The total free
energy for the wire along the x-axis is
E = S
∫ [
A(∇m)2 −Km2x +K⊥m2z + εdmi
]
dx, (1)
where S is the cross-sectional area of the wire and A is
the exchange constant.
The dynamics of the magnetization m is governed by
the Landau-Lifshitz-Gilbert (LLG) equation
∂m
∂t
= −γm×Heff + αm× ∂m
∂t
, (2)
where γ (> 0) is the gyromagnetic ratio and α is the
Gilbert damping. The effective field Heff is calculated
as the functional derivative Heff = −1/(µ0Ms)δE/δm =
2/(µ0Ms)[A∇2m−D∇×m+Kmxex −K⊥mzez] with
Ms the saturation magnetization and µ0 the vacuum per-
meability.
The typical DW structures described by the energy (1)
for the case D = 0 are head-to-head and tail-to-tail
DWs, and the former is shown in Fig. 1(a). By us-
ing spherical coordinates θ = θ(x) and φ = φ(x),
the magnetization unit vector m is expressed as m =
(cos θ, sin θ cosφ, sin θ sinφ), and the total micromagnetic
energy (1) reads
E = S
∫ [
A(θ′2 + sin2 θφ′2)−Dφ′ sin2 θ
+K sin2 θ(1 + κ sin2 φ)
]
dx, (3)
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FIG. 1. (a) Illustration of the head-to-head DW in the
nanowire using red-blue opaque arrows. The translucent pur-
ple arrows represent a spin wave excitation. The DMI ex-
erts a torque to change the DW tilt angle when spin waves
pass through the DW. (b) DW profile using Eq.(5) with pa-
rameters A = 8.78 × 10−12 J/m, K = 1 × 105 J/m3, D =
1.58 × 10−3J/m2, K⊥ = 0 and Φ = 0. The red dashed line
shows the simulation data for mz with K
2
⊥ = 6 × 105 J/m3:
the easy-plane anisotropy favours a reduced mz. (c) The dis-
persion relations inside and outside the DW.
where κ = K⊥/K and ′ represents the derivative with
respect to x. In equilibrium state, the energy (3) must
be minimal, and thus we arrive at two coupled differen-
tial equations for θ and φ by using standard variational
calculus,
2Aθ′′ = sin 2θ(Aφ′2 +K(1 + κ sin2 φ)−Dφ′),
sin θ(2Aφ′′ −K⊥ sin 2φ) = 2 cos θ(D − 2Aφ′)θ′.
(4)
The corresponding boundary conditions are θ′ = 0 and
(φ′ − 1/ξ) sin2 θ = 0 for x = ±∞ (see Supplemental Ma-
terial [26]) where ξ = 2A/D is the characteristic length
[20]. We are searching for the head-to-head DW solution,
therefore the ansatz cos θ = − tanh[(x − x0)/∆] is used,
where ∆ is the DW width and x0 is the DW center. Ini-
tially, we consider the case of κ = 0 (i.e. K⊥ = 0) which
preserves the rotational symmetry. We assume that φ is
a linear function of space x, i.e., φ(x) = (x − x0)/ξ + Φ
where Φ is the DW tilt angle. Inserting it back to Eq. (4)
we obtain ∆ =
√
A/(K −A/ξ2). In the absence of DMI,
the DW width reduces to ∆0 =
√
A/K which is the
well known Bloch wall width. Therefore the static one-
dimensional head-to-head DW profile can be expressed
as [22]
mx = −tanh(x/∆),
my = sech(x/∆) cos(x/ξ + Φ),
mz = sech(x/∆) sin(x/ξ + Φ),
(5)
where we have chosen x0 = 0. Fig. 1(b) shows the DW
profile using Eq. (5) for K⊥ = 0 with lines, and the red
dashed line depicts the micromagnetic simulation result
of mz for K
2
⊥ = 6× 105 J/m3. The rotational symmetry
breaks for K⊥ > 0 and the z-component of the magne-
tization mz is suppressed by the easy plane anisotropy.
The DW configuration (5) is not stable if the DMI con-
stant is larger than the critical value Dc = 2
√
AK [22],
and the presence of K⊥ > 0 increases this threshold.
We assume that the spin wave can be described by
a small fluctuation u = u(x) and v = v(x) around
m0, where m0 = (cos θ0, sin θ0 cosφ0, sin θ0 sinφ0) is the
static domain wall profile Eq. (5),
m = m0 + [u(x)eθ + v(x)eφ]e
−iwt, (6)
where
√
u2 + v2  1, eφ = (0,− sinφ0, cosφ0), eθ =
(− sin θ0, cos θ0 cosφ0, cos θ0 sinφ0), and ω is the spin
wave frequency. By following the treatment in Ref. [11],
we obtain for the K⊥ = 0 case,
Av′′ − K˜v cos(2θ0) = −iuω/γ0,
Au′′ − K˜u cos(2θ0) = ivω/γ0,
(7)
where we define K˜ = K−D2/(4A) and γ0 = 2γ/(µ0Ms).
By introducing the complex variable ψ = u− iv, Eq. (7)
can be written as a time-independent Schro¨dinger-type
equation with reflectionless potential [27, 28],
Hˆψ(ζ) = (1 + q2)ψ(ζ), (8)
where ζ = x/∆ and the operator is Hˆ = −d2/dζ2 +
1− 2 sech2(ζ). The eigenvalues 1 + q2 = ω/(γ0K˜) define
the spin wave dispersion relation inside the DW, which
is plotted in Fig. 1(c) (darkslateblue line) with wavevec-
tor k = q/∆. The above discussion is only valid for
wavelengths smaller than the domain wall size, which
corresponds to wave vectors greater than km ∼ 1/(2∆).
The propagating wave excitations can be expressed as
ψ(ζ, t) = ρke
iΩ(tanh(ζ) − iq) where Ω = ζq − ωt repre-
sents the sine or cosine type waves and ρk the wavevector
dependent spin wave amplitude [29]. The reflectionless
property for spin waves holds even in the presence of
the easy plane anisotropy [30]. Interestingly, the disper-
sion relation inside the DW is symmetric in the reduced
wavevector q even though the wall is twisted by the DMI.
However, due to the exponential decay of the DW pro-
file when moving away from the DW centre, the mag-
netization is uniform in the domains and the dispersion
relations become asymmetric outside the DW [19, 31],
ω± = γ0(K +Ak2 ±Dk). (9)
Fig. 1(c) shows the asymmetric dispersion relations out-
side the DW. The dispersion relation (9) also suggests
that the wavevector changes by D/A when the spin
wave passes through the DW if the frequency of the
spin wave remains the same. The spin wave becomes
3elliptical rather than circular if K⊥ > 0 and the cor-
responding dispersion relation outside the DW becomes
ω± = γ0[
√
(K +Ak2)(K +K⊥ +Ak2)±Dk] [19].
To study the DW dynamics, micromagnetic simula-
tions have been performed using a 1d mesh with length
2000 nm and cell size 1 nm. We make use of the param-
eters of FeGe [32]: the exchange constant A = 8.78 ×
10−12 J/m, the DMI constant |D| = 1.58 × 10−3J/m2,
the saturation magnetization Ms = 3.84 × 105 A/m
and the damping coefficient α = 0.01. We set the
easy axis anisotropy K = 1 × 105 J/m3 and treat K⊥
as an adjustable parameter since both anisotropies de-
pend on the sample shape, strain and surface effects
[33]. The spin waves are excited locally in the region
−1000 ≤ x ≤ −998 nm by a linearly polarized field
h(t) = h0 sin(2pift)ey with h0 = 1 × 105 A/m. The ini-
tial domain wall is located at x0 = 0, and to prevent
spin wave reflection the damping coefficient is increased
linearly [10] from 0.01 to 0.5 in the region 800 ≤ x ≤
1000 nm.
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FIG. 2. Simulation results of the DW velocity as a function
of spin wave frequency with different DMI constants for the
case of K⊥ = 0. The DMI parameters are D0 = 0 and D± =
±1.58×10−3J/m2. The ve curve is calculated by ve = − ρ22 Vg
[11] where ρ at x = 0 is extracted from the simulation. Inset:
Plot of spin wave amplitude decaying characteristic length Γ
versus frequency.
The spin wave traveling in the +x direction induces
DW motion. Fig. 2 shows the DW velocity as a function
of frequency with different DMI constants for K⊥ = 0.
The DW velocity is negative, which is explained by con-
servation of angular momentum, and the DW velocity
is ve = −ρ
2
2 Vg [11], where Vg =
∂ωk
∂k is the spin wave
group velocity and ρ is the spin-wave amplitude. For
a circular spin wave, i.e. for K⊥ = 0, by using the
dispersion relation inside the DW or Eq. (9) we have
Vg = 2γ0Ak = 2
√
γ0A(ω − γ0K˜). In the absence of
DMI, the DW velocity is zero if the frequency is less
than the cut-off frequency fcut = γ0K ≈ 14.5 GHz, which
is reduced to γ0K˜ ≈ 4.2 GHz by DMI. The magnitude
of the DW velocity first increases, and then decreases
as the frequency of the spin wave increases. The rea-
son for this is that the spin wave amplitude decays ex-
ponentially as the spin wave propagates. To quantify
this, we assume the magnetization has the form m =
±ex+ρ0ei(kx−ωt)e−x/Γ with |ρ0|  1 [19, 34], and obtain
Γ± = 2/(αω)[γ0Ak±D(ω∓Dγ0k)/(K⊥ + 2K + 2Ak2)],
which is plotted in the inset of Fig. 2 with K⊥ = 0 and
shows that the spin wave amplitude decaying is reduced
by the existence of DMI. The predicted DW velocity ve is
plotted in Fig. 2 as well, which fits the simulation results
very well.
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FIG. 3. The DW velocity as a function of the spin wave
frequency with K⊥ = 2 × 105 J/m3. The DMI constants em-
ployed in the simulation are D0 = 0 and D± = ±1.58 ×
10−3J/m2.
We now repeat the study for Fig. 2 above with K⊥ > 0
and where the spin waves are elliptical. Fig. 3 shows the
DW velocity as a function of spin wave frequency for
K⊥ = 2×105 J/m3, and the corresponding DW displace-
ments are shown in Fig.S1 (see Supplemental Material
[26]). As in the K⊥ = 0 case, we find no spin wave reflec-
tion, and the DW velocity is negative if the DMI constant
D is > 0. Similar to the K⊥ = 0 case, the DW velocity
is zero when frequency f < fcut ≈ 16 GHz, and the DW
velocity first increases, and then decreases with the fre-
quency. However, the magnitudes are significantly larger,
and for the D < 0 case the DW velocity is positive.
To understand this novel DMI induced linear momen-
tum transfer phenomenon, we recall the dispersion rela-
tion (9) outside the DW and assume the wavevector of a
magnon before and after passing through the DW to be
k1 and k2, respectively. When spin waves travel though
the DW, they jump from branch ω+ to ω− in the disper-
sion relation, as depicted in Fig. 1(c) or Fig. S2(a) in [26].
By assuming the frequency keeps the same, the change
in wavevector δk = k2 − k1 can be calculated. We show
in Fig. S3(a) [26] that the frequency does not change sig-
4nificantly for our system. The change in wavevector δk
leads to a momentum change δp = ~δk for each magnon.
The excited magnon density is n = ρ2Ms/(2~γ)
[12] and for elliptical spin waves we choose ρ2 =
u0v0 where u0, v0 are fluctuation amplitudes in eθ
and eφ. The linear momentum of a DW is PDW =
Ms/γ
∫
φ sin θ(∂θ/∂x)dx = 2ΦMs/γ [35] and conser-
vation of linear momentum [15] gives dPDW/dt =
−dPmagnons/dt = −nVgδp, i.e., Φ˙ = − 14ρ2Vgδk. To de-
scribe the domain wall motion, we introduce an effective
field along the x direction by using the spherical form of
the LLG equation,
Hx = Φ˙/γ = −1
4
ρ2δkVg/γ. (10)
For circular spin waves δk = D/A, and thus the cor-
responding effective field is H0x = −ρ
2
2 Dkγ0/γ. In the
κ > 0 case (i.e. for K⊥ > 0), the spin wave is ellipti-
cal and δk is a function of the frequency (see Fig. S2 in
Supplemental Material [26]). The presence of a non-zero
K⊥ suppresses the wavevector change, especially for low
frequency spin waves. The DW velocity vd induced by
this effective field Hx in the presence of damping can be
obtained using the rigid DW model [36],
vd =
γ∆Hx
α
/√
1 +
κ
2
(
1−
√
1− h2
)
, (11)
where h = Hx/(αHK⊥) and HK⊥ = 2K⊥/(µ0Ms). The
total velocity is the sum of the established vd and ve,
which correspond to the linear and angular momentum
conservation, respectively.
To estimate the total velocity ve + vd, we have ex-
tracted the spin wave amplitude ρ at x = 0 (the initial
position of the domain wall) from the simulation and the
constant DW width ∆0 is used. This total velocity is
shown as lines in Fig. 3 and shows a good agreement
with the simulation results shown as circle and triangle
symbols. The maximum DW velocity is around f = 24
GHz, which originates from the combined dependencies
of Vg, Γ and δk. Fig. S2(b) shows that δk does not change
significantly as the frequency increases. The DW can ro-
tate freely if K⊥ = 0 and the DW velocity induced by
the field Hx is v0 = α∆γ0Hx/(1 + α
2). We can estab-
lish that v0 ∼ 10−4 m/s, which could explain why the
linear momentum exchange is not significant for the DW
motion shown in Fig. 2.
The domain wall width ∆ is not a constant for the
K⊥ > 0 case, and the corresponding DW profiles are
described by Eq. (4). Using the asymptotic behavior of
Eq. (4) (see Supplemental Material [26]) we can identify
two types of domain walls when K⊥ > 0 and D 6= 0. The
first type of DW is φ′∞ = 0 which corresponds to small
|D| case with κ > 0, as shown in Fig. 4(a). The second
type is φ′∞ ∼ sin 2φ where φ is a monotonic function.
In this scenario, the DW width ∆∞ for x → ∞ is given
by 1/∆2∞ = (1 + κ/2 +
√
1 + κ)K/(2A) − 1/ξ2. From
Fig. 4(a) we can find that ∆∞ is a good approximation
if κ < 2. The critical κc can be obtained by solving the
equation AKκ2c = 2D
2(1 + κc/2 +
√
1 + κc), which gives
κc ≈ 6.2. The simulation results also show that for κ 1
the DW width ∆c is close to ∆0.
So far the effective field is introduced by linear momen-
tum conservation. In the following section we cross-check
this using the LLG equation. The LLG equation (2) with
zero damping is rewritten to describe the spin conserva-
tion law [37],
∂m
∂t
+
∂je
∂x
= τa + τd (12)
where je = γ0Am × ∂xm is the exchange spin cur-
rent associated with localized spin. The spin source
or sink τa = −γ0m × [Kmxex − K⊥mzez] and τd =
γ0Dm × (∇ ×m) come from the anisotropy and DMI,
respectively. The average DW velocity can be computed
through v = 12
∫ 〈
∂mx
∂t
〉
dx where 〈f(t)〉 represents the
temporal average for a periodic function f(t). To com-
pute this average we keep the terms up to the square
of the spin waves amplitude and ignore the higher-order
ones. By integrating over space for the x-component of
the spin current je, the velocity ve can be recovered.
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FIG. 4. (a) Plot of two types of domain walls, ∆c is obtained
by fitting the simulation data with cos θ = − tanh(x/∆c). (b)
The contour plot of the simulated DW velocity (in m/s) for
different K⊥ and DMI constants, where the frequency of the
external ac field is fixed at f = 30 GHz.
By using the DW profile (5) it is found that the overall
contributions of the x-component torques τa and τd are
zero, i.e.,
∫ 〈τxa 〉dx = ∫ 〈τxd 〉dx = 0. However, the contri-
bution of the z-component of the DMI torque is nonzero,
i.e.,
∫ 〈τ zd 〉dx = − ∫ ρ22 γ0Dkmydx, which represents an
additional torque rotating the DW plane. By introduc-
ing an effective field H0x in the x direction such that the
total torque on the DW equals the torque τzd , we obtain
H0x =
∫ 〈τzd /γ〉dx/∫ mydx = −ρ22 Dkγ0/γ, which is in
exact agreement with the analysis above.
Figure 4(b) shows a contour plot of the DW velocity
as a function of K⊥ and DMI constant D. The figure
is approximately symmetric in the DMI constant, with a
5biased velocity originating from the angular momentum
exchange between the spin wave and the DW. The DW
velocity is always negative if D > 0. There exist some
optimal areas in which the DW has the highest velocity,
and this area depends on the frequency of the spin wave.
For a 2d magnetic sample, the magnetization at the
edges is tilted due to the DMI, and the domain wall ve-
locity is slightly reduced compared to the 1d model used
above (see Fig. S5 in the Supplemental Material [26]).
In conclusion, we have studied DMI induced linear mo-
mentum transfer DW motion. We find that the DMI ex-
erts an extra torque which rotates the DW plane when
the spin wave passes through the DW, and that the ef-
fective easy plane anisotropy supresses the rotation and
leads to a fast DW motion. The effect of the linear mo-
mentum is equivalent to an effective field and the direc-
tion of the field depends on the sign of the DMI constant
and the DW profile. This linear momentum exchange
between spin waves and DW exists in addition to the an-
gular momentum exchange when magnons pass through
the DW, and is more efficient in moving the domain wall.
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THE BOUNDARY CONDITIONS
In the equilibrium state, the total micromagnetic en-
ergy E = S
∫ H dx must be minimal, i.e., the Lagrangian
density L = H satisfies the Euler-Lagrange equation,
∂L
∂f
− d
dx
∂L
∂f ′
= 0, (S1)
where S is the cross-sectional area of the wire, f = θ, φ
and H = A(θ′2 + sin2 θφ′2) − Dφ′ sin2 θ + K sin2 θ(1 +
κ sin2 φ). In the derivation of (S1), some extra surface
terms appear in the integration by parts step as f can
vary at the boundary. Those terms vanish only if the
following boundary conditions are imposed,
∂L
∂f ′
= 0 at the boundary. (S2)
Therefore, the boundary conditions are θ′ = 0 and
(2Aφ′ −D) sin2 θ = 0.
THE DISPLACEMENT OF THE DOMAIN WALL
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FIG. S1. The domain wall displacement for (a) K⊥ = 0 at
frequency f = 28 GHz, and (b) K⊥ = 2 × 105 J/m3 at fre-
quency f = 36 GHz. The DMI constants employed in the
simulation are D0 = 0 and D± = ±1.58× 10−3J/m2.
Fig. S1 shows the domain wall displacement with and
without easy plane anisotropy for various DMI constants.
As shown in Fig. S1(a), it is found that both negative and
positive DMI constants lead to identical domain wall mo-
tion when K⊥ = 0. However, from Fig. S1(b) we can find
that for the scenario of K⊥ = 2 × 105 J/m3, the sign of
DMI constant influences the domain wall motion signif-
icantly. The domain wall velocity is obtained by fitting
the displacement of the domain wall (mx as a function
of time) and thus is calculated by v = L2
dmx
dt where L is
the length of the wire.
THE DISPERSION RELATION AND THE
CHANGES OF WAVEVECTOR
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FIG. S2. (a) The dispersion relations with parameters K⊥ =
2×105 J/m3, K = 1×105 J/m3, and D± = ±1.58×10−3J/m2.
(b) Plot of δk as a function of the frequency for K0⊥ = 0,
K1⊥ = 2× 105 J/m3 and K2⊥ = 3× 105 J/m3 with D = 1.58×
10−3 J/m2.
Fig. S2(a) shows the dispersion relations for K⊥ =
2× 105 J/m3 with positive and negative DMI constants.
Initially, the spin waves follow the ω+ branch and after
spin waves pass through the domain wall, the dispersion
relation follows the ω− branch, and thus the wavevec-
tor has been changed by δk. For the K⊥ > 0 case, δk
is a function of frequency, as shown in Fig. S2(b). The
wavevector difference δk can be computed from the dis-
persion relation
ω± = γ0[
√
(K +Ak2)(K +K⊥ +Ak2)±Dk], (S3)
by assuming the frequencies remain the same (i.e., ω− =
ω+). For K⊥ = 0 case it is found that δk = D/A.
THE CHANGES OF FREQUENCY
In the main article we have assumed that the frequency
of spin waves does not change after the spin waves pass
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FIG. S3. (a) Plot of the frequency difference δf versus fre-
quency. The used anisotropies are K⊥ = 2 × 105 J/m3 and
K = 1× 105 J/m3. DMI constants are D1± = ±4× 10−4J/m2
and D± = ±1.58 × 10−3J/m2. (b) Two types of domain
walls obtained from simulation data of type I with K⊥ =
8× 105 J/m3 and type II with K⊥ = 8× 104 J/m3.
through the domain wall, which is true for D = 0 or
K⊥ = 0 case. However, this assumption is not strictly
true in the scenario D 6= 0 and K⊥ > 0. Fig. S3(a)
shows the frequency difference δf as a function of fre-
quency with different DMI constants. It is found that the
frequency differences are negative for both positive and
negative DMI constants. Note that for relatively weak
DMI case such as |D1| = 4 × 10−4J/m2 the frequency
difference δf is not significant.
THE ESTIMATION OF THE DOMAIN WALL
WIDTH
In the main content we discussed the domain wall pro-
file for the K⊥ = 0 case. By assuming the constant
DW width ∆ and the linear dependence of φ we obtain
∆ =
√
A/(K −A/ξ2) where ξ = 2A/D is the character-
istic length. However, these assumptions are not true for
K⊥ > 0 case. To estimate the DW width in general case
we start with the differential equations
2Aθ′′ = sin 2θ(Aφ′2 +K +K⊥ sin2 φ−Dφ′),
sin θ(2Aφ′′ −K⊥ sin 2φ) = 2 cos θ(D − 2Aφ′)θ′.
(S4)
We assume that the DW profile can be described by,
cos θ = − tanh f(x),
sin θ = sech f(x),
(S5)
where f(x) is an unknown function of space and thus
the DW width is related to f ′(x). We expect f(x) is a
monotonic non-decreasing function. From Eq. (S5) we
know that θ′ = sin θf ′(x) and θ′′ = sin θ[cos θf ′(x)2 +
f ′′(x)], and by considering the first equation of Eq. (S4)
we assume f ′′(x) = g(x) cos θ since f ′′(x) = 0 leads to a
constant DW width. Therefore, we arrive at,
A(f ′2 + g) = Aφ′2 +K +K⊥ sin2 φ−Dφ′ (S6)
Note that for the K⊥ = 0 case f ′2 + φ′2 = K/A and by
combining it with the second equation of Eq. (S4), we
assume
A(f ′2 + φ′2) = K +K⊥ sin2 φ, (S7)
which leads to Ag = (2Aφ′ −D)φ′ and further more,
Af ′′ = −(2Aφ′ −D)φ′ tanh f. (S8)
We can check that Eq. (S7) and Eq. (S8) are the solu-
tions of Eq. (S4). The asymptotic behavior of f ′′ can be
obtained from Eq. (S8) by making use of the fact that
tanhf → 1 in the limit of x → +∞. We can distin-
guish two types of domain walls according to the value
of f ′′∞ = limx→+∞ f
′′(x).
The first case is that f ′′∞ = 0, which requires φ
′
∞ =
D/(2A) or φ′∞ = 0. Note that φ
′
∞ = D/(2A) cor-
responds to the DW profile obtained in the main con-
tent, which is only valid for K⊥ = 0 case. Therefore,
we identify the first type of the DW with φ′∞ = 0.
As an approximation, we assume φ = a tanh(νx) for
this type of wall, so we have f ′0 =
√
K/A− a2ν2 and
f ′∞ =
√
(K +K⊥ sin2 a)/A. As we can see, the DW
width is bounded by f ′0 and f
′
∞. By using ν ∼
√
K/A
we find that a → 0 in the limit of κ → ∞ and thus
∆→√A/K.
The second case is that f ′′∞ does not converge and φ(x)
is a monotonic function. From Eq. (S7) one can deduce
that at least one of f ′ and φ′ oscillates, and combining
Eq. (S8) we conclude that both of them oscillate. In this
scenario, we take the following approximation forms for
f  1,
φ′ = η − c cos(2φ− φ0),
f ′ = λ+ c sin(2φ− φ0),
(S9)
where η = 1/ξ = D/(2A). We can find that this as-
sumption satisfies Eq. (S8). Substitute Eq. (S9) into
Eq. (S7) and to eliminate the term sin 2φ one obtains
sinφ0 = λ/
√
λ2 + η2 and cosφ0 = η/
√
λ2 + η2. Finally,
we arrive at,
λ2 =
K
A
1 + κ/2 +
√
1 + κ
2
− η2, (S10)
and thus the domain wall width ∆∞ = 1/λ can be es-
tablished. The oscillation amplitude is given by c =
K⊥/(4A
√
η2 + λ2). This solution is only valid for weak
easy plane anisotropy case that requires c < η. And
thus the critical κc can be obtained by solving the equa-
tion Kκc = 2D
√
η2 + λ2, i.e., AKκ2c = 2D
2(1 + κc/2 +√
1 + κc). Fig. S3(b) shows the two types of domain walls
extracted from simulation data.
3THE INFLUENCE OF THE MAGNETIZATION
TILTING AT EDGES
In the main article we considered a 1d model in which
the magnetization tilting is absent. In this section we
perform the simulations in a 2d sample. Fig. S4(a) shows
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FIG. S4. (a) The domain wall profile shown through the mag-
netization components mcx and m
c
z at the center (y = 0) and
the components mex and m
e
z at the edge (y = −40 nm) along
the x-axis. (b) A cross section of the three magnetization
components across the width of the 2d sample for the do-
mains (at x = −500 nm).
the domain wall profile along the center (magnetization
components mcz and m
c
x for y = 0) and the edge (m
e
x and
mez for y = −40 nm) of the sample. The width of the
2d sample in y-direction is 80 nm (going from −40 nm
to +40 nm) and the cell size we have used is 2 × 2 nm2.
The domain wall profile is obtained with the anisotropies
K⊥ = 2 × 105 J/m3 and K = 1 × 105 J/m3. It is found
that the magnetization component mz at the edge is sig-
nificant (|mz| ∼ 0.4) compared to the mz (∼ 0) in the
center due to the DMI. The magnetization tilting de-
creases to zero rapidly when moving away from the edges,
as shown in Fig. S4(b), and magnetization component
my is not tilted in this 2d sample for the head-to-head
or tail-to-tail domain wall profile.
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FIG. S5. The domain wall velocity as a function of the sample
width for different DMI constants with the anisotropies K⊥ =
2× 105 J/m3 and K = 1× 105 J/m3. The frequency of the ac
field is f = 28 GHz.
We fix the sample length Lx = 2000 nm and change the
film width to probe the influence of this magnetization
tilting on the domain wall dynamics. Fig. S5 shows the
influence of the sample width as well as the sign of the
DMI constant on the domain wall velocity. It can be seen
that the domain wall in the narrowest sample (first data
point for width of 2 nm) has the highest velocity, corre-
sponding to the 1d case. Moving to the next data point
(4 nm width), the magnitude of the domain wall velocity
decays by about a third, both for the positive D+ and
negative D− values of D. For the widths greater than
approximately 60 nm, the magnitude of the domain wall
velocity decays slowly as a function of increasing width.
For geometry widths between 4 and 60 nm, the velocity
functions show non-trivial behaviour, and the curve D+
for positive D exhibits peaks at particular width values.
The details of these features justify a study in its own
right and are outside the scope of this work. We sum-
marize, that in a 2d-system, the domain wall velocity is
somewhat smaller than in the 1d-system, but remains of
the same order of magnitude.
