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Abstract
The present paper proposes a new algorithm for automatic generation of
polygonal approximations of 2D closed contours based on a new thresholding
method. The new proposal computes the significance level of the contour
points using a new symmetric version of the well-known Ramer, Douglas -
Peucker method, and then a new Adaptive method is applied to threshold
the normalized significance level of the contour points to generate the poly-
gonal approximation. The experiments have shown that the new algorithm
has good performance for generating polygonal approximations of 2D closed
contours. Futhermore, the new algorithm does not require any parameter to
be tuned.
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1. Introduction
Shape representation by polygonal approximation has been extensively
used for constructing a characteristic description of a boundary in the form of
a series of straight lines. This representation is very popular due its simplicity,
locality, generality, and compactness [17, 24, 40]. In a closed digital planar
curve, most of the information is located at points of high curvature [3],
which are used to obtain polygonal approximations. These points are known
as dominant points and are an important target in many machine vision
applications [39].
The polygonal approximation of closed digital planar curves, also called
contours, can be formulated in two ways [13]:
• Minimum-distortion problem or Min −  problem: these methods are
based on a predefined number N of vertices and try to generate the
optimal polygonal approximation with N vertices or dominant points
(DP ) so that its distance from the contour is minimal among all the
approximations with N vertices.
• Minimum-rate problem or Min−# problem: these methods are based
on a predefined error measure  and try to generate the polygonal
approximations, with the minimal number of vertices, that distant from
the contour by no more than .
Many methods have been proposed to construct polygonal approxima-
tions of closed digital planar curves. These methods can be classified into
two major categories:
• Optimization approach: these methods are based on an optimization
criterion [1, 13, 28, 29, 34, 35].
• Heuristic approach: these methods construct the approximating poly-
gon using some reasonable geometric or perceptual features of the con-
tours [10]
– Parametric approach: these methods take into account a para-
meter to generate the polygonal approximations [2, 4, 5, 7, 18, 21,
22, 23].
– Non-parametric approach: these algorithms generate the polygo-
nal approximations without using parameters [19, 20, 30, 37, 39].
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The optimization methods have two drawbacks [10]: although they find
good solutions, the optimum depends on the applied criterion and requires
a very high computational complexity, which is not suitable for real time
applications. On the contrary, the heuristic methods do not guarantee any
kind of optimum; however, these algorithms can find reasonable polygonal
approximations for real time applications.
Real images show irregular shapes and a lot of variability and different
levels of detail. Only an algorithm working independently of input parame-
ters, adjusting itself to each curve, could give satisfactory results if an efficient
and reliable representation of the contours is desired [11]. The need for re-
liable and robust non-parametric algorithms that can be applied to different
curves satisfactorily is still an issue of high importance [19].
The present work proposes a new automatic and non-parametric method
for polygonal approximations which is based on a new symmetric version of
the well-known Ramer, Douglas - Peucker method [7, 31] and applies a new
Adaptive thresholding method to obtain the dominant points. The present
paper is arranged as follow. Section 2 describes a related work. Section 3
explains the new proposal. The experiments and results are described in
section 4. Finally, the main conclusions are summarized in section 5.
2. Related work
The proposed algorithm is based on a modification of the Ramer, Douglas-
Peucker method (RDP method)[7, 31], which is a scale-independent split al-
gorithm for subdividing a curve into its most perceptually significant straight
line segments. In order to use the RDP method to generate the polygonal
approximation of a closed contour, the following steps can be applied:
1. Find the top-left and bottom-right points of the contour. These points
are considered as initial dominant points.
2. The farthest point from the line segment defined by two consecutive
dominant points is found [8]. The selected point is considered as new
dominant point.
3. Repeat step 2 until the set of dominant points generates a polygonal
approximation which fits the contour with a preset error.
The RDP method shows two drawbacks (see Figure 1): (1) it is a parame-
tric method because the number of final dominant points (DP) depends on a
preset error and (2) the symmetry of the contour is not taken into account. In
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order to avoid these drawbacks, the present work proposes a new automatic
and non-parametric algorithm based on a modification of the RDP method
which takes into account the symmetry of the contour (see section 3 and
Figure 19(d)).
(a) Preset error: 0.7 (DP = 27) (b) Preset error: 0.9 (DP = 20)
Figure 1: Drawbacks of the original RDP algorithm: dependence on a parametric error
and lack of symmetry. The figure shows the polygonal approximations generated with two
preset errors and the number of dominant points (DP).
3. Proposed algorithm to generate polygonal approximations
The proposed algorithm consists of six steps (see Figure 2):
1. Selection of the initial points: some special contour points are chosen
to be considered initial points. See Section 3.1.
2. Computation of the significance values of the non-initial points: a new
version of RDP algorithm [7, 31], which takes into account the sy-
mmetry of the contour, is used to compute the significance values of the
non-initial points. This new symmetric version is described in Section
3.2.
3. Computation of the significance values of the initial points: the signifi-
cance values of the initial points must be greater than the significance
values of the other contour points (see Section 3.3).
4. Generation of the normalized significance curve: the significance curve
must be normalized in order to facilitate the search for the dominant
points using a thresholding method (see Section 3.4).
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5. Search for the threshold of the normalized significance values: the nor-
malized significance curve is used by a new thresholding method to
search for the threshold of the normalized significance values. Four
thresholding methods are proposed and described in Section 3.5. The
performance of these thresholding methods has been analyzed in the
first experiment (see Section 4.2) and the Adaptive method has ob-
tained the best results and, therefore, this method has been chosen for
this fifth step of the proposed algorithm.
6. Thresholding of the normalized significance values to obtain the domi-
nant points: the normalized significance values of the contour points
will be thresholded to obtain the dominant points of the contour. The
points of the contour with normalized significance value equal to 1.0
or greater than the threshold will be chosen as dominant points (see
Section 3.6).
In the best case, the computational complexity of the new algorithm is
O(nlog(n)); in the worst case, O(n2) [9]. The following subsections 3.1-3.6
describe with more detail the six steps of the proposed algorithm to generate
the polygonal approximation.
3.1. First step: selection of the initial points
The following method has been used to select the initial points of the
polygonal approximation (see Figure 3):
• The farthest point(s) to the centroid is (are) chosen as initial point(s).
• Besides, the farthest point(s) to the previous one(s) will be also con-
sidered as initial point(s).
This method is independent of the starting point, invariant to rotations
and scales and takes into account the symmetry of the contour. The compu-
tational complexity of this step is O(n).
3.2. Second step: computation of the significance of the non-initial points
The proposed method to compute the significance of the non-initial points
modifies the original RDP method [7, 31] to take into account the symmetry
of the contour. The new version consists of the following steps:
1. Let I = {P1, . . . , Pn} be the set of initial points obtained by the method
described in the first step (see Section 3.1):
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Polygonal approximation
Contour
Thresholding of the normalized significance values to obtain the dominant points
Search for the threshold of the normalized significance values
Generation of the normalized significance curve
Computation of the significance values of the initial points
Computation of the significance values of the non−initial points
Selection of the initial points
Figure 2: Framework of the proposed algorithm for polygonal approximation.
P1P2
Centroid
P1 P2
P3P4
Centroid
(a) chicken-5 (b) semicircles
Figure 3: First step.- Selection of initial points for the contour: (a) P1 is the farthest point
to the centroid and P2 is the farthest point to P1; (b) P1 and P2 are the farthest points
to the centroid and P3 and P4 are the farthest points to the previous ones, respectively.
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2. Run the recursive procedure: compute significance values
• The following recursive procedure
compute significance values(P ,P ′)
is run for every two consecutive initial points Pi and P(i+1) mod n
(∀i ∈ {1, . . . , n}):
(a) Compute the maximum distance d from the contour points
located between P and P ′ to the segment defined by P and
P ′.
(b) If d is equal to 0.0, then assign the significance value 0.0 to
every contour point located between P and P ′. In this case,
the recursive process will stop.
(c) On the contrary, if d is not equal to 0.0, then
i. Select the farthest contour point(s) to the segment defined
by P and P ′.
– In most cases, there will be only a single point, and the
procedure will continue in the step ii.
– However, there could be more than one point, for ins-
tance, if the contour has a straight side parallel to the
segment defined by P and P ′. In this situation, se-
lect from among them only the farthest points to the
centroid of the contour, which will be considered as can-
didate points (see Figure 5).
– This step takes into account the symmetry of the con-
tour.
ii. Be Q1, Q2, . . . , Qm the selected candidate points:
– Assign the maximum distance d as significance value of
every point Qi, i ∈ {1, . . . ,m}.
– Run the recursive process compute significance values
with every pair of points P and Q1, Q1 and Q2, . . . ,
Qm−1 and Qm and, finally, Qm and P ′.
In summary, the significance value of every non-initial point is its de-
viation error d (see Figure 4) and takes into account the symmetry of the
contour. The computational complexity of this step is O(nlog(n)) in the best
case, and O(n2) in the worst case [9].
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P’1
P2
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Q1 Q2
d d
P1
P’1
P2
P’2
Q1 Q2
Q3
Q4
Q5
Q6
(a) (b)
Figure 4: Second step.- Computation of the significance of the non-initial points: perfor-
mance of the recursive process compute significance values on the contour semicircles: (a)
2 first candidate points Q1 and Q2 and their significance value d; (b) 4 following candidate
points: Q3-Q6.
P1 P’1
P2 P’2
Segment 1
Segment 2
P1 P’1
P2 P’2
Segment 1
Segment 2
Q1 Q2
Q3 Q4
Centroid
d d
d d
(a) (b)
Figure 5: Second step.- Computation of the significance of the non-initial points: contour
with straight sides (a) farthest points to the segments defined by the initial points P1,
P ′1, P2, P
′
2, (b) farthest points to the centroid among the previous farthest points to the
segments: d is the significance value of the candidate points Q1-Q4.
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3.3. Third step: computation of the significance value of the initial points
The aim of this step is to assure that the initial points will have the
greatest significance value. Initially, the maximum of the significance value
of the non-initial points is computed: Sigmax.
• If Sigmax is equal to 0.0, then the significance value of the initial points
will be 1.0. This situation occurs with artificial contours in which the
initial points define an exact polygonal approximation.
• On the contrary, if Sigmax is not equal to 0.0, then the significance
value of the initial points will be the maximum between Sigmax and
d, where d is the maximum distance from the centroid to the contour
points (see Figure 6).
The computational complexity of this step is O(n), because the maximum
significance value of the contour points must be computed. The maximum
distance of the contour points to the centroid was computed in the first step.
d
P1
Centroid
P1 P2
d d
Centroid
(a) chicken-5 (b) semicircles
Figure 6: Third step.- Proposed method for the computation of the significance of the initial
points: d is the maximum distance from the centroid to the contour points.
3.4. Fourth step: the normalized significance curve
The normalized significance curve is the resulting plot of the polygonal
approximation error, defined as a function of the number of dominant points
(see Figure 7). This curve is strictly downward with a very pronounced or
steep slope. At the beginning, the error reduction is significant; but, later,
the error decreases when the small details of the contours are approximated.
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The normalization of the significance curve attempts to equate the influence
of the number of points and the values of significance. The normalization
consists of three steps:
1. The contour points are sorted in descending order according to their
significance values.
2. The significance values are normalized in the range [0.0, 1.0] dividing
by the maximum significance value.
3. The number of contour points are normalized in the range [0.0, 1.0]
dividing by the number N of the contour points.
This normalized significance curve is used in the fifth step (see Section 3.5)
to locate the corner point, when the behavior of the curve changes from the
approximation to the important parts of the contour to the approximation
to the small details.
The computational complexity of this step is O(nlog(n)), because the
normalization is a linear process O(n) and the normalized significance value
can be sorted using an algorithm with computational complexity O(nlog(n)).
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Figure 7: Fourth step.- The normalized significance curve: the plot shows the normalized
significance curve generated by the contour chicken-5 (N = 1364 points).
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3.5. Fifth step: search for the threshold of the normalized significance values
The aim of this fifth step is to locate the corner point of the normalized
significance curve. This corner point attempts to equate the influence of the
number of points of the final polygonal approximation and its deviation error.
The ordinate y of the corner point P is the chosen value h to threshold the
normalized significance values of the contour points (see Section 3.6).
The corner point is searched within a region of interest, which is defined
by the interval [Left extreme point, Right extreme point] of the abscissa axis,
where the Left extreme point is the greatest normalized point with normalized
significance value equal to 1.0, and the Right extreme point is the smallest
normalized point with normalized value of significance equal to 0.0.
Four thresholding methods have been proposed for searching the corner
point:
1. Proximity method: this method searches for the point P (x, y) of the
normalized significance curve with the smallest distance to the point1
(3.0/N, 0.0), where N is the number of contour points (see Figure 8(a)).
2. Distance method: this method searches for the point P (x, y) of the
normalized significance curve with the greatest distance to the point
(1.0, 1.0) (see Figure 8(b)).
3. Rosin method: this method has been inspired by the Rosin method for
unimodal thresholding [33] and searches for the point P (x, y) in the
region of interest of the significance curve with the greatest distance
to the straight line defined by the points (left extreme, 1.0) and (right
extreme, 0.0). This straight line is called Rosin’s line (see Figure 9(a)).
4. Adaptive method: this method searches for the farthest point P (x, y),
in the region of interest of the significance curve, to the Adaptive point
Q(x0, 1.0), where the project point Q
′(x0, 0.0) is the first point in as-
cending order with normalized significance value equal to 0.0 (see Fi-
gure 9(b)).
In a few special cases, the Adaptive thresholding method does not work
properly when the number of break points is much less than the number
of contour points. In such a case, the distance from the Adaptive point
Q(x0, 1.0) to the farthest point P (x, y) is equal to 1.0 and greater than the
distance from the Adaptive point to the corner point (see Figure 10(b)). The
1The value of 3 has been chosen because the smallest polygon is the triangle (3 sides).
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Figure 8: Fifth step: (a) Proximity thresholding method: the threshold h is the ordinate y
of the nearest point P to the point (3.0/N, 0.0), where N is the number of contour points
(zoom on [0.0, 0.1]); (b) Distance thresholding method: the threshold h is the ordinate y
of the farthest point P to the point (1.0, 1.0).
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Figure 9: Fifth step: (a) Rosin thresholding method: the threshold h is the ordinate y of
the farthest point P to the Rosin’s line; (b) Adaptive thresholding method: the threshold
h is the ordinate y of the farthest point P to the Adaptive point Q.
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threshold h proposed by the Adaptive method is 0.0 and all the break points
would be considered as dominant points, which would be undesirable. In
other to avoid this drawback, if the threshold h proposed by the Adaptive
method is 0.0, then the threshold h proposed by the Proximity method will
be used instead.
The performances of these four thresholding methods have been analyzed
empirically (see the first experiment in Section 4.2) and the Adaptive method,
with the modification for special cases described previously, has obtained the
best results and, therefore, it has been chosen for the fifth step of the new
algorithm.
The computational complexity of this fifth step is linear: O(n).
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
N
or
m
al
iz
ed
 S
ig
ni
fic
an
ce
Normalized Contour Points
d5d1
Adaptive point Q
Point (3/N, 0.0)
Corner Point P5
New Corner Point P1
(a) (b)
Figure 10: Special case: (a) contour adjustable-spanner (N = 484 points; only 131 break
points = 27,07 %) and (b) its normalized significance curve. The corner point P4 proposed
by the fourth method is changed by the corner point P1 proposed by the first method.
(d1 = 0.9919, d4 = 1.0)).
3.6. Sixth step: thresholding of the normalized significance values
In order to obtain the dominant points, a thresholding method is applied
to the normalized significance values of the contour points. If NSig(P ) repre-
sents the normalized significance value of the point P and h is the threshold
proposed by any of the thresholding methods (see Section 3.5) then the dom-
inant points of the contour will be the points with normalized significance
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value greater than the threshold h:
Dominant Point(P ) =

True if (NSig(P ) > h)
False On the contrary.
(1)
The computational complexity of this step is linear: O(n).
4. Experiments and results
Two experiments have been developed to measure the quality of the new
algorithm for dominant points detection:
• In the first experiment (see Section 4.2), the performances of the four
proposed thresholding methods (see Section 3.5) have been analyzed
and the Adaptive thresholding method has obtained the best results.
This method has been chosen for the fifth step of the new algorithm
for polygonal approximations.
• In the second experiment (see Section 4.3), the new proposal, using
the Adaptive thresholding method, has been compared with the non-
parametric dominant point detection algorithms proposed by Prasad
et al. [30].
The database of shapes “MPEG-7 Core Experiment CE-Shape-1 Test Set
(Part B)” [12] has been used in the experiments [26, 27]. This database is
available in [16] and contains 1400 images, classified into 70 categories, and
each category includes 20 samples, with different rotation, size and position,
and even image resolution [15]. The shapes contours have been extracted
using the algorithm implemented in OpenCV 2.4.6. The contours obtained
from the shapes of the database are affected by digitization and noise pro-
blems that occur in real situations.
4.1. Performance quality measures
In order to evaluate the quality of the polygonal approximations generated
by the algorithms, several measures have been proposed [6, 14, 26, 27, 32].
Compression ratio CR = n
nd
, where n is the number of contour points and nd
is the number of dominant points, measures the normalized compression rate
of the polygonal approximation. On the other hand, the fitting of the poly-
gonal approximation to the original contour can be evaluated using several
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measures: (a) Integral square error ISE =
∑n
i=1 e
2
i , where ei is the distance
of contour point Pi to the polygonal approximation; (b) Maximum error
E∞ = maxi∈{1,···,n}{ei}. ISE may not take into account some relevant
information of the contour when hides large deviation at particular point
due to closeness of approximating polygon at other parts of the curve. Such
approximation behavior is not desirable. E∞ is proposed to solve this lack
of accuracy of ISE [21].
In order to combine the number of vertices and the fitting of the polygonal
approximation, some measures have been proposed. Sarkar [36] proposed the
Figure of Merit FOM = CR
ISE
to make the tradeoff between the compression
ratio (CR) and the total distortion (ISE) caused [22]. Rosin [32] showed
that the two terms CR and ISE used by FOM are not balanced, causing
the measure to be biased towards approximations with lower ISE (which can
be easily attained by increasing the number of detected dominant points).
This drawback becomes more evident for real contours, which usually contain
large numbers of points. Hence, FOM is not the best measure for comparing
contours with different numbers of dominant points. The weighted sum of
squared error WE = ISE
CR
is defined as the inverse of FOM [38, 39]. The
weighted maximum error WE∞ = E∞CR has also been proposed [18, 21, 39].
Technically, WE and WE∞ are similar to FOM and suffer similar problems
[21].
A parameterized version WEn =
ISE
(CR)
n has also been proposed [5, 20, 25,
26] to balance the contribution of ISE and CR, where n = 1, 2, 3. Carmona
[4] demonstrated that the value n = 2 obtains the best performance.
Rosin [32] proposed a new measure to avoid the drawback of FOM : Merit
=
√
Fidelity × Efficiency, where Fidelity = Eopt
Eappr
× 100 and Efficiency =
Nopt
Nappr
× 100 where Eappr and Nappr are the error and the number of dominant
points of suboptimal polygonal approximation, Eopt is the error produced by
the optimal algorithm with the same number of dominant points and Nopt
represents the number of dominant points that would require an optimal
algorithm to produce the same error [28]. The Fidelity measures how well
the polygon obtained by the algorithm to be tested fits the curve relative to
the optimum polygon, in terms of the approximation error. The Efficiency
measures the compactness of the polygon obtained by the algorithm to be
tested, relative to the optimum polygon that incurs the same error [32].
The Rosin’s evaluation can compare results of different algorithms with
different number of dominant points. Nevertheless, Masood [22] pointed out
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that this method also suffers a few weaknesses. The polygon that consists
of just break points will produce Fidelity = 100, Efficiency = 100 and Merit
= 100. It means that the set of break points taken as dominant points will
produce a perfect approximation, whereas this type of approximation is of no
practical use since its compression ratio is very low. Carmona [6] proposed a
new measure for assessing polygonal approximation of curves. This measure
uses the method of Pe´rez and Vidal [28] and the optimization of an objective
function based on the WE2. The main drawback of these measures proposed
by Rosin [32] and Carmona [6] is that they need optimal solutions which are
computationally very expensive [28].
In summary, when the number of dominant points (DP ) is the same,
ISE and E∞ are the most appropriate quantitative measures for comparison
of polygonal approximations [21]. If the number of DP is different, then the
parameterized WE2 has showed better performance [4]. In the experiments,
for the sake of completeness, the values of DP , CR, ISE, E∞, WE, WE2
and WE3 have been used (see tables 1 and 2).
4.2. First experiment: selection of the best thresholding method of the fifth
step of the new algorithm
The new algorithm for polygonal approximations consists of six steps (see
section 3), but four thresholding methods have been proposed for the fifth
step (see Section 3.5): Proximity, Distance, Rosin and Adaptive methods.
The aim of this first experiment is to select the best thresholding method.
Taking into account the proposed thresholding methods, four versions
of the new algorithm have been applied to 1400 contours extracted from
the shapes of the MPEG-7 Core Experiment CE-Shape-1 Test Set (Part B)
database [12]. Figures 11-13 show some polygonal approximations generated
using the four thresholding methods. These figures show that the Adaptive
thresholding method generates the best polygonal approximations. In order
to facilitate the comparisons, the figures indicate the number of dominant
points (DP ) and the value of WE2.
The quantitative evaluation of the thresholding methods is based on Ta-
ble 1, that shows the average values of the quality measures. The Adaptive
method has obtained the best results with the measures WE∞, WE, and
WE2 and a very good result, in relation to the best, with the measure WE3.
The Adaptive method generates polygonal approximations with a few more
dominant points (DP) than the other methods, but the fitting to the con-
tour is significantly improved (see Figures 11-13). Therefore, the Adaptive
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(a) Proximity (b) Distance
DP = 20, WE2 = 0.6193 DP = 22, WE2 = 0.5908
(c) Rosin (d) Adaptive
DP = 7, WE2 = 0.6594 DP = 23, WE2 = 0.5334
Figure 11: First experiment: polygonal approximations for bell-7 (N = 406 points) using
the proposed thresholding methods.
Table 1: First experiment: performance comparison of the new algorithm using different
thresholding methods.
Thresholding Average values
method DP CR E∞ ISE WE∞ WE WE2 WE3
Proximity 32.09 41.16 4.25 3908.34 0.122 91.812 2.428 0.073
Distance 33.18 40.97 3.98 3713.35 0.115 81.531 2.134 0.066
Rosin 25.01 56.03 6.22 9576.40 0.131 145.134 2.868 0.067
Adaptive 45.07 30.97 2.76 2024.67 0.105 53.976 1.751 0.069
Note: the average number of contour points of MPEG-7 CE-Shape-1 (Part B) is 1271.04 points.
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method has been chosen as the thresholding method of the fifth step of the
new algorithm. Once the best thresholding method has been chosen, the new
algorithm can automatically generate polygonal approximations of closed dig-
ital planar curves without using any parameters.
(a) Proximity (b) Distance
DP = 50, WE2 = 3.1546 DP = 55, WE2 = 2.6223
(c) Rosin (d) Adaptive
DP = 43, WE2 = 3.3029 DP = 79, WE2 = 1.0007
Figure 12: First experiment: polygonal approximations for octopus-14 (N = 1211 points)
using the proposed thresholding methods.
4.3. Second experiment: comparison with the non-parametric algorithms pro-
posed by Prasad
In the second experiment, the new proposal for polygonal approximations,
using the Adaptive thresholding method, has been compared with the versions
of RDP, Carmona and Masood algorithms proposed by Prasad et al. [30].
These algorithms have been selected because they can automatically generate
polygonal approximations of digital planar curves.
The computational complexity of the proposed algorithm is O(nlog(n)),
which is similar to the computational complexity of the RDP method [9].
The computational complexity of the Carmona algorithm is O((m − nd)n),
where n is the number of the contour points, m is the number of initial break
points, and nd is the number of final dominant points [5]. The computational
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(a) Proximity (b) Distance
DP = 24, WE2 = 1.4050 DP = 28, WE2 = 1.0998
(c) Rosin (d) Adaptive
DP = 14, WE2 = 2.8965 DP = 35, WE2 = 0.6256
Figure 13: First experiment: polygonal approximations for ray-17 (N = 689 points) using
the proposed thresholding methods.
complexity of the Masood method can be given as O((m− nd)n2) owing to
its optimization process [23].
The algorithms have been applied to 1400 contours extracted from the
shapes of MPEG-7 Core Experiment CE-Shape-1 Test Set (Part B) database
[12] to analyze their performances. The figures 14-18 show some polygonal
approximations generated by these algorithms. Besides, the well-known con-
tour semicircles has been used to show the performances of the algorithms
with symmetric contours (see Figure 19). In order to facilitate the compa-
risons, the figures indicate the number of dominant points (DP ), and the
value of WE2.
The figures 14(d)-18(d) show that the polygonal approximations gene-
rated by the new proposal properly fit to the contours. On the contrary, the
performance of the algorithms proposed by Prasad et al. depends on the
contours. For instance, these algorithms generate many dominant points for
some contours (see Figures 14, 16 and 17) and very few dominant points for
other contours (see Figures 17(c)) and 18(b) and (c)).
The new proposal is not affected by the digitization noise of the contours
used in the experiments (see, for instance, Figure 15). In addition, the new
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(a) RDP (b) Carmona
DP = 255, WE2 = 9.9899 DP = 134, WE2 = 8.7495
(c) Masood (d) Proposal
DP = 401, WE2 = 12.7870 DP = 54, WE2 = 3.8040
Figure 14: Second experiment: polygonal approximations for chicken-5 (N = 1364 points).
(a) RDP (b) Carmona
DP = 50, WE2 = 0.3052 DP = 22, WE2 = 0.6544
(c) Masood (d) Proposal
DP = 84, WE2 = 0.5312 DP = 33, WE2 = 0.1595
Figure 15: Second experiment: polygonal approximations for device6-9 (N = 1590 points).
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algorithm takes into account the symmetry of the contours, whereas the
versions proposed by Prasad et al. do not. See the polygonal approximations
generated for the contour semircicles in the Figure 19.
(a) RDP (b) Carmona
DP = 344, WE2 = 14.2366 DP = 171, WE2 = 13.3103
(c) Masood (d) Proposal
DP = 525, WE2 = 17.2215 DP = 65, WE2 = 2.9114
Figure 16: Second experiment: polygonal approximations for butterfly-13 (N = 1786
points).
The table 2 shows the average values of the quality measures obtained
by the algorithms. The performance of the algorithms depends on the qua-
lity measures. The new proposal has obtained the best results for WE2 and
WE3, and the second best results for WE∞ and WE. This table also shows
that the new method generates far fewer dominant points (DP) than the
other methods. In our opinion, this experiment shows, once again, that WE
(inverse of FOM) is not the best measure for comparing polygonal appro-
ximations with different numbers of dominant points because it is biased
towards approximations with lower ISE, what it can be easily achieved by
increasing the number of dominant points [20].
In summary, the second experiment has shown that the new proposal
has good performance for generating polygonal approximations of 2D closed
contours, and it has outperformed the non-parametric versions proposed by
Prasad et al. [30].
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(a) RDP (b) Carmona
DP = 110, WE2 = 1.5203 DP = 104, WE2 = 3.9602
(c) Masood (d) Proposal
DP = 4, WE2 = 4.9548 DP = 42, WE2 = 0.8483
Figure 17: Second experiment: polygonal approximations for bell-10 (N = 1202 points).
(a) RDP (b) Carmona
DP = 40, WE2 = 0.5063 DP = 12, WE2 = 2.1101
(c) Masood (d) Proposal
DP = 11, WE2 = 1.293 DP = 40, WE2 = 0.5001
Figure 18: Second experiment: polygonal approximations for truck-07 (N = 277 points).
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(a) RDP (b) Carmona
DP = 19, WE2 = 0.5518 DP = 15, WE2 = 0.8140
(c) Masood (d) Proposal
DP = 21, WE2 = 0.3941 DP = 16, WE2 = 0.7711
Figure 19: Second experiment: polygonal approximations for semicircles (N = 102 points).
Only the new proposal generates a symmetric polygonal approximation.
Table 2: Second experiment: performance comparison of the algorithms.
Average values
Algorithm DP CR E∞ ISE WE∞ WE WE2 WE3
RDP 110.12 17.78 1.23 219.34 0.103 19.554 2.266 0.313
Carmona 67.70 32.59 3.63 2168.16 0.159 61.959 3.164 0.242
Masood 132.15 39.52 5.10 91376.80 0.114 279.230 3.451 0.505
Proposal 45.07 30.97 2.77 2024.67 0.105 53.976 1.751 0.069
Note: the average number of contour points of MPEG-7 CE-Shape-1 (Part B) is 1271.04 points.
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5. Conclusions
The present paper has proposed a new approach for polygonal approxi-
mations of closed digital planar curves. The new proposal consists of six
steps and is focused on detecting dominant points which are usually used
for automatically generating a polygonal approximation of the given closed
curves. The significance values of the contour points are computed using a
new version of the RDP method taking into account the symmetry of the con-
tour, which is a common feature of the natural shapes. The final dominant
points are located using a new Adaptive method to threshold the normalized
significance values of the contour points. The proposed algorithm is auto-
matic and non-parametric, and its computational complexity is O(nlog(n)).
The experiments have shown that the new algorithm can generate efficient
and effective polygonal approximations for digital planar curves.
Finally, the proposed approach based on a thresholding method can be a-
pplied by any dominant points detection algorithm that assigns a significance
values to the contour points.
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