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A B S T R A C T
Since an ever-increasing part of the population makes use of social media in their day-to-day lives, social media
data is being analysed in many different disciplines. The social media analytics process involves four distinct
steps, data discovery, collection, preparation, and analysis. While there is a great deal of literature on the
challenges and difficulties involving specific data analysis methods, there hardly exists research on the stages of
data discovery, collection, and preparation. To address this gap, we conducted an extended and structured
literature analysis through which we identified challenges addressed and solutions proposed. The literature
search revealed that the volume of data was most often cited as a challenge by researchers. In contrast, other
categories have received less attention. Based on the results of the literature search, we discuss the most im-
portant challenges for researchers and present potential solutions. The findings are used to extend an existing
framework on social media analytics. The article provides benefits for researchers and practitioners who wish to
collect and analyse social media data.
1. Introduction
Social media has evolved over the last decade to become an im-
portant driver for acquiring and spreading information in different
domains, such as business (Beier & Wagner, 2016), entertainment
(Shen, Hock Chuan, & Cheng, 2016), science (Chen & Zhang, 2016),
crisis management (Hiltz, Diaz, & Mark, 2011; Stieglitz, Bunker,
Mirbabaie, & Ehnis, 2017a) and politics (Stieglitz & Dang-Xuan, 2013).
One reason for the popularity of social media is the opportunity to re-
ceive or create and share public messages at low costs and ubiquitously.
The enormous growth of social media usage has led to an increasing
accumulation of data, which has been termed Social Media Big Data.
Social media platforms offer many possibilities of data formats, in-
cluding textual data, pictures, videos, sounds, and geolocations. Gen-
erally, this data can be divided into unstructured data and structured
data (Baars & Kemper, 2008). In social networks, the textual content is
an example of unstructured data, while the friend/follower relationship
is an example of structured data.
The growth of social media usage opens up new opportunities for
analysing several aspects of, and patterns in communication. For ex-
ample, social media data can be analysed to gain insights into issues,
trends, influential actors and other kinds of information. Golder and
Macy (2011) analysed Twitter data to study how people’s mood
changes with time of day, weekday and season. In the field of In-
formation Systems (IS), social media data is used to study questions
such as the influence of network position on information diffusion
(Susarla, Oh, & Tan, 2012).
Many existing research papers are isolated case studies (Kim, Choi,
& Natali, 2016; Li & Huang, 2014; Oh, Hu, & Yang, 2016) that collect a
large data set during a specific time frame on a specific subject and
analyse it quantitatively. Despite the variety of disciplines such projects
can be found in, they have much in common. The steps necessary to
gain useful information or even knowledge out of social media are often
similar. Therefore, the field of “Social Media Analytics” aims to com-
bine, extend, and adapt methods for the analysis of social media data
(Stieglitz, Dang-Xuan, Bruns, & Neuberger, 2014). It has gained con-
siderable attention and subsequently acceptance in academic research,
but there is still a lack of comprehensive discussions of social media
analytics, and of general models and approaches. Aral, Dellarocas, and
Godes (2013) presented a framework to organise social media research,
and van Osch and Coursaris (2013) proposed a framework and research
agenda explicitly limited to organisational social media. Both frame-
works are geared towards classifying areas of research and, by exten-
sion, research questions, not methods to address these questions. While
such frameworks are useful to decide what to research, and to locate
individual projects within a larger context, they do not offer guidance
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on how to carry out the research, and which challenges might arise. Of
course, there is also research that discusses challenges researchers face
when employing specific methods for analysing social media data, such
as social network analysis (Kane, Alavi, Labianca, & Borgatti, 2014) or
opinion mining (Maynard, Bontcheva, & Rout, 2012), and there are
literature reviews focused on specific goals such as the identification of
users who are influential offline (Cossu, Labatut, & Dugué, 2016) or on
specific topics such as social bots (Stieglitz, Brachten, Ross, & Jung,
2017b). Yet social media analytics consists of several steps, of which
data analysis is only one. Before the data can be analysed, they have to
be discovered, collected, and prepared. An overview of the challenges
of social media analytics is needed to be able to manage the complexity
of conducting social media analytics.
We therefore carried out a systematic literature review, arguing that
the complexity of these equally important steps has not yet been ade-
quately covered in research, and there are no widely accepted standards
on how to proceed within each of the steps. We explicitly focused on
papers that deal with the challenges researchers face when discovering
topics, and when collecting and preparing social media data for ana-
lysis, regardless of the method they later use during the analysis.
Our paper focuses on the following research question:
• RQ: What challenges do researchers face when discovering topics,
collecting and preparing social media data for further analyses?
The answers to this question will help researchers who have little
experience with the analysis of social media data, and still be useful for
those who are experienced. Newcomers to the field will find the over-
view of common challenges and proposed solutions useful, so that
difficulties can be considered before they arise, when setting up the
research design, instead of encountering problems in an advanced
phase of the research. Experienced researchers will get a bird’s eye view
of the existing research, which helps identify areas that may need fur-
ther investigation and challenges that have not been addressed ade-
quately yet.
The remainder of our paper proceeds as follows: first we provide a
status quo of the literature on social media analytics and highlight the
theoretical background for our article afterwards. Second, we describe
our research design and highlight our findings afterwards. Third, we
discuss our results, point out their impact, and discuss a model for so-
cial media analytics. Finally, we conclude our article and derive aspects
for further research.
2. Theoretical background
The interdisciplinary research field of social media analytics (SMA)
deals with methods of analysing social media data. Researchers have
divided the analytics process into several steps. We use the steps of
discovery, collection, preparation, and analysis, which we adapted from
Stieglitz et al. (2014). The particular challenges of social media data,
however, have not been addressed comprehensively in the SMA lit-
erature. To be able to classify these challenges, we draw on theory from
the big data literature instead. In particular, we use the four V’s: vo-
lume, velocity, variety, and veracity.
2.1. Social media analytics
Since the rise of social media usage in the last decade, people have
been seeking to gain information from the crowd as an additional
source to traditional media. We use the term social media to refer to
“Internet-based applications that build on the ideological and techno-
logical foundations of Web 2.0”, where Web 2.0 means that “content
and applications are no longer created and published by individuals,
but instead are continuously modified by all users in a participatory and
collaborative fashion” (Kaplan & Haenlein, 2010). Because of the broad
definition of social media, its application purposes are manifold.
Despite the large variety of platforms, some characteristics are
common to many of them. Because of the amount of the content pro-
duced daily and the number of active users on the platforms, organi-
sations are motivated to understand which issues and trends evolve to
identify risks and chances in the communication and derive useful
implications. Besides the amount of content, it is also relevant for or-
ganisations to understand who creates the content and which actors are
the most influential drivers in the communication. Both businesses and
non-profit organisations seek to collect the data produced by the crowd
in order to gain insights into mass communication. The data is often
collected with tools which communicate with the respective API of the
social media platform, if one exists, and crawl the data.
The term “Social Media Analytics” has gained a great deal of at-
tention. It is defined as “an emerging interdisciplinary research field that
aims on combining, extending, and adapting methods for analysis of social
media data” (Zeng, Chen, Lusch, & Li, 2010). Whilst the perspective on
the system is one important aspect, another aspect is the perspective on
the users who create the content. Research that adopts this perspective
explores different roles in the communication and the effects a re-
spective role can have on the communication and the diffusion of in-
formation (Stieglitz et al., 2017c). Influencers or opinion leaders, for
example, can be identified through a social network analysis, and by
examining their follower network, one can reveal the reach of such an
individual (Mirbabaie, Ehnis, Stieglitz, & Bunker, 2014; Mirbabaie &
Zapatka, 2017). Furthermore, the behaviour of the roles is examined in
order to understand the causes of a key role in the network and the
effects it has on the overall network (Bhattacharya, Phan, & Airoldi,
2015; Kefi, Mlaiki, & Kalika, 2015; Mirbabaie et al., 2014; Zhang, Zhao,
Lu, & Yang, 2016). Companies such as media agencies have recognised
the importance of influencers and use them e.g. for product placement.
Furthermore, the analysis of social media content evolved in the last
few years to one of the main research purposes in Information Systems.
One research goal might be to identify and analyse the information
diffusion (Liu, 2015; Zhang & Zhang, 2016).
Among others, three domains in which social media is important
and generates visible benefits are 1) in businesses, in 2) crisis com-
munication, mainly in disaster management, and in 3) journalism and
political communication.
In one of the main areas of social media analytics, businesses make
use of social media data, for several purposes (Kleindienst, Pfleger, &
Schoch, 2015). Social media data can be useful for detecting new trends
in the communication or issues which could involve uncontrollable bad
publicity (Bi, Zheng, & Liu, 2014). Social media is also used as a
channel to communicate with customers (Griffiths & McLean, 2015;
Pletikosa Cvijikj et al., 2013). For supporting decision-making pro-
cesses, companies make use of social media reports, created ex post and
based on predefined key performance indicators, or they make use of a
dashboard for getting on-going analyses based on real-time social
media data (Tsou et al., 2015). Social Media is also used for product
placement (Liu, Chou, & Liao, 2015) in the social web.
Crisis communication research is an example of a field where social
media data has had an impact. Social media is often used as a channel
for emergency management agencies to inform people in an affected
area on the current status of the respective crisis or how to behave (Liu,
2015). Social media data in the context of crisis communication can
also be analysed to gain additional, previously unknown information, if
volunteers e.g. take pictures or videos and spread the information into
the crowd. Collected social media data can be also analysed for de-
tecting a specific location or area where the crisis occurs. By analysing
GPS data if it is included in the data or by applying the method of
Named Entity Recognition the location could be also derived from the
text (Alsudais & Corso, 2015; Bendler, Ratku, & Neumann, 2014;
Mirbabaie, Tschampel, & Stieglitz, 2016). The spread of a disease can
be monitored by mining emotional tweets (Ji, Chun, Wei, & Geller,
2015). Especially for Emergency Management Agencies, it is important
to understand the communication behaviour and the current status
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through social media, to be able to react faster and more efficiently.
Furthermore, such agencies are also able to make use of the benefits of
reaching a crowd through social media and diffuse relevant and life-
saving information in their channels (Gill, Alam, & Eustace, 2014; van
Gorp, Pogrebnyakov, & Maldonado, 2015).
Finally, social media platforms have been established in recent years
as sources of data on political communication and for journalism.
People debate on current issues and further actions of politicians and
discuss the consequences. Social media analytics examines, for ex-
ample, factors that influence political participation (Johannessen &
Følstad, 2014; Meth, Lee, & Yang, 2015). Political parties and govern-
ments use social media as a channel to communicate with users, to
reach a broader audience, in order to gain more followers on their
political opinions (Blegind & Dyrby, 2013; Hofmann, 2014; Jungherr,
Schoen, & Jürgens, 2016). People express their scepticism, fury, overall
satisfaction or propose changes in social media. Through conducting
social media analytics, governments and political parties are aiming to
gain insights from the communication for deriving useful strategies for
the next period of elections (Nulty, Theocharis, Popa, Parnet, & Benoit,
2016; Vaccari et al., 2013).
However, social media data can also have negative side effects
(Wendling, Radisch, & Jacobzone, 2013). This has been recently la-
belled as “the dark side of social media” (Jalonen & Jussila, 2016;
Kalhour & Ng, 2016; Payton & Conley, 2014). Rumours and false in-
formation could have a negative influence on the behaviour of other
social media users. Therefore it becomes necessary to identify mis-
information (Li, Sakamoto, & Chen, 2014; Wang, Ding, & Yang, 2014),
rumours and fake news (Qin, Cai, & Wangchen, 2015), and the overall
credibility of a user (Yu & Zou, 2015). Therefore, mechanisms are
needed for detecting these categories of content. Another aspect is the
usage of spam in social media data, which is not related to the topic and
represents e.g. advertisement. Spam increases the amount of data and
makes the analyses more difficult.
Overall, it can be stated that social media analytics is a highly
complex process with different aspects regarding the respective appli-
cation domain and the use of different methods. It is therefore useful
and necessary to standardise this phenomenon to a process model,
considering each step.
2.2. Steps of social media analytics
To explicate this process, researchers have developed frameworks
that create a common basis for conducting social media analytics. Aral
et al. (2013) describe research opportunities of social media analytics
and propose a research framework for understanding the relationships
among society, business, and social media. Their framework consists of
four types of social media-related activities, and three levels of analysis
that researchers may focus on when examining these activities. Simi-
larly, in a review of the literature on organisational social media, van
Osch and Coursaris (van Osch & Coursaris, 2013) classified relevant
studies according the artefact, actor and activity they examined.
However, few research articles consider the steps of social media
analytics. Such frameworks take the form of process models. Fan and
Gordon (2014) propose a process for social media analytics consisting
of three steps “capture”, “understand”, and “present”. The authors state
that the step of capture consists of gathering the data and preprocessing
it, whereas pertinent information is extracted from the data in this step.
Afterwards, noisy information, if existing in the data, should be re-
moved. However, the core of this step consists of applying a key tech-
nique, such as a sentiment analysis or social network analysis, for un-
derstanding the data. In the last step the findings should be summarised
and presented (Fan & Gordon, 2014). Stieglitz et al. (2014) also propose
a framework for social media analytics (SMA), which is the most ac-
cepted one in information systems, based on the citations of the paper
in IS literature. The authors describe the SMA process as consisting of
three steps (see Fig. 1).
We adapt their framework, adding a discovery phase that comes
before the tracking phase, for the following reasons. The framework
was originally developed in the context of political communication. In
principle, it can easily be adapted for other research domains. The goals
and analysis methods might be different, but the process is essentially
the same. The researchers still need to take the same decisions re-
garding data sources, approaches, software architecture and data sto-
rage. In politics, it is often known beforehand which topics should be
tracked, e.g. the prevailing sentiment surrounding a political party. In a
more general context the topics might not be known a priori, and have
to be discovered first. Even when the topic on which data will be col-
lected, such as a crisis situation, is already known, these methods can
help identify the keywords and hashtags frequently used to talk about
this topic. When employed as a preliminary step, this can help re-
searchers achieve better coverage of a topic than would have been
possible with terms defined a priori. Additionally, recent research has
identified challenges commonly encountered in topic discovery
(Chinnov, Kerschke, Meske, Stieglitz, & Trautmann, 2015). This sug-
gests that the addition of this step and its explicit inclusion in a lit-
erature review results in a more comprehensive coverage of challenges.
This results in the following four-step framework:
• Discovery: The “uncovering of latent structures and patterns”
(Chinnov et al., 2015)
• Tracking: This step involves decisions on the data source (e.g.
Twitter, Facebook), approach, method and output. A detailed sub-
division of this step can be found in Stieglitz et al. (2014). In several
studies the completeness of different Twitter sources was compared
(Driscoll & Walker, 2014; Morstatter, Pfeffer, & Liu, 2014;
Morstatter, Pfeffer, Liu, & Carley, 2013).
• Preparation: Beyond this, the original framework does not elaborate
on the preparation steps necessary.
• Analysis: Depending on the purpose there are several methods
available, including social network analysis and opinion mining.
2.3. Types of challenges in big data analytics
As shown above, the existing SMA literature elaborates on the steps
involved to some extent. However, to our knowledge, there is no
comprehensive discussion of the challenges involved in these steps. To
fill this gap, we draw on the literature on “big data”. It can be argued
that social media data shares many characteristics of “big” data, a term
that encompasses data obtained from vastly different sources and in
very different disciplines. It also includes nucleotide and protein se-
quences stored in massive bioinformatics databases (Howe et al., 2008)
and weather and radar data used to predict flight arrival times (McAfee
& Brynjolfsson, 2012). The two streams of research have much in
common. Discussions of social media data are commonly found in
publications on big data (Cao, Basoglu et al., 2015; McAfee &
Brynjolfsson, 2012), and social media researchers frequently refer to
the big data literature. This has been called “social big data” (Guellil &
Boukhalfa, 2015) or “social media big data” (Lynn et al., 2015).
The notion that today's “big” data poses new challenges is widely
acknowledged in various fields. The key factors by which this new
phenomenon differs from traditional analytics can be summarised as
follows:
• volume, the storage space required
• velocity, the speed of data creation coupled with the advantage
gained from analysing the data in real time
• variety, the fact that data takes many different forms. It is often
unstructured or its structure is specific to the data source, and
• veracity, uncertainty especially with regard to data quality.
The first three of these “four V’s” were proposed by McAfee and
Brynjolfsson (2012). Several other V’s have been proposed in addition.
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Veracity is frequently used. Some researchers use it only to refer to in-
formation security issues such as data integrity and authenticity
(Demchenko, Grosso, Laat, & Membrey, 2013; Kepner et al., 2014).
Others use a broader definition similar to the one given above (Artikis,
Etzion, Feldman, & Fournier, 2012; Saha & Srivastava, 2014).
Lukoianova and Rubin (2014) define the three dimensions of veracity
as objectivity, truthfulness, and credibility. Another “V” sometimes
proposed in the context of business analytics is value (Yin & Kaynak,
2015), which refers to the financial benefits generated by big data for
an organisation. In the context of academic research, it is of course
crucial that the research promises to be of value, but this is not a
technical or methodological challenge.
Clearly the first four V’s correspond to immediate technical chal-
lenges. For example, when the data takes up so much physical space
that it does not fit into memory, many algorithms run considerably
slower. The real-time nature and variety of the data directly influence
architectural choices. boyd and Crawford (2012) argue that the use of
big data in science raises methodological questions in addition to the
technical ones. For example, data errors abound and must be dealt with,
social media users are not representative of the general population, and
publishing Facebook data is morally questionable when the data can
easily be linked to individuals. Their concerns about ethics and access
barriers are related to steps of the research process that are outside the
scope of this article. Yet the data's lack of accuracy, representativeness
and context is affected by the chosen data source and method of ex-
traction. These issues fall under the broader definition of veracity.
In social sciences veracity is the main criterion for the assessment of
big data (Bruns, 2013; King, 2011; Lin, 2015; Mahrt & Scharkow, 2013;
Shah, Cappella, & Neuman, 2015). Social media promise a complete
and real-time record of “natural” user activities. Issues relating to va-
lidity and representativeness have often been discussed and explored
(Diaz, Gamon, Hofman, Kiciman, & Rothschild, 2016; Jungherr et al.,
2016; Ruths & Pfeffer, 2014; Tufekci, 2014). It has even been debated
and explored if SMA can replace traditional and more expensive ways
of data collection such as population surveys (Diaz et al., 2016;
Hargittai, 2015; Japec et al., 2015; Jungherr et al., 2016; Schober,
Pasek, Guggenheim, Lampe, & Conrad, 2016). But it was also criticised
that there is a lack of tested standard procedures for data collection
(Jungherr, 2016) and a danger of data-driven, non-theoretical ap-
proaches (Kitchin, 2014). We therefore use these four V's as categories
for the purpose of classifying the individual difficulties faced by re-
searchers. For example, spam and missing data both compromise the
veracity of the data, and they are not likely to benefit from a technique
that is designed to cope with its velocity. This classification allows us to
determine quantitatively which types of problems are the most fre-
quent, and which types of problems the proposed solutions address.
3. Research design
We chose to conduct a literature review to answer our research
question. A review can “tackle an emerging issue that would benefit from
exposure to potential theoretical foundations” (Webster & Watson, 2002).
We argue that social media analytics is such an emerging research area
that will benefit from a logical conceptualisation.
Our research design therefore consists of three principal steps. First,
we use the theoretical foundations laid out above as a framework in
classifying the existing research on the challenges of SMA. As Bem
(1995) noted, “a coherent review emerges only from a coherent conceptual
structuring of the topic itself”. In our case, the steps of SMA and the
challenges of big data serve as this conceptual a priori structure. This
deductive step resulted in a rough categorisation of the articles found.
In a second step, we examined the literature in more detail to identify
similarities and differences between the individual articles. We thereby
determined how the big data challenges become apparent in the SMA
steps, and which solutions researchers have proposed. This step serves
to inductively synthesise prior research and group related articles into
logical concepts. Finally, in the third step, we considered the larger
implications of our analysis for future research and derived an exten-
sion of the SMA framework.
Our literature review follows the systematic sequential process
proposed by vom Brocke et al. (2009) and vom Brocke et al. (2015).
(1) First, we searched for predefined terms in the selected databases
and read the title and abstract of each of the results to determine its
relevance. The main problem we address in this article is which chal-
lenges researchers face when discovering, collecting and preparing so-
cial media data for further analysis. The search terms were chosen in
order to identify papers from the area of social media analytics that
explicitly mention challenges or difficulties. We expanded the search
with other roughly synonymous search terms (see Table 1). We refined
the search terms iteratively and formulated them so as to exclude many
irrelevant publications but include many relevant ones. For example,
we did not search for mentions of individual social media such as
Twitter and Facebook because our aim was to uncover challenges that
are common to many different platforms. Likewise, we limited the
search to the title, abstract and keywords, which helped us only find
articles that treat challenges as a crucial part of their content, and do
not simply mention them as an afterthought, for example, when
pointing out opportunities for future research. We considered
Fig. 1. The Social Media Analytics Framework
(Stieglitz et al., 2014; Stieglitz & Dang-Xuan, 2013).
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restricting our search further to include only articles that mentioned
one of the SMA steps in the abstract. However, this would have greatly
limited the number of articles considered because researchers may use
other words for the steps, or not label them explicitly at all. Finally, we
are aware that most of the search terms we used were coined fairly
recently. Prior research into similar issues used other related terms such
as Web 2.0 and User-Generated Content. Due to our choice of search
terms, this research is not present in our review, and the oldest relevant
paper is from 2011. We do not consider this restriction problematic
because we aim to portray the state of the art, not the history of the
field. Older problems that have not been solved yet are likely to be
mentioned again in the current literature.
Our search was predominantly database-oriented and took into ac-
count all journal articles and conference publications from four bib-
liographic databases in order to represent the fields of computer science
(ACM and IEEE), information systems (AIS) and the social sciences
(ScienceDirect). The final search terms, databases and fields considered
are listed in Table 1.
(2) To assess the potential relevance of a given hit, we carefully read
the title, abstract and keywords. Relevant research publications are
those that address challenges all researchers in SMA face during the
discovery, collection and/or preparation phases, independent of the
method they use later during data analysis. For example, publications
were excluded if they only referred to challenges that are tied to specific
methods, such as feature selection when using machine learning algo-
rithms (Tang, Hu, Gao, & Liu, 2012), or difficulties associated with
individual domains such as medical research (Wegrzyn-Wolska,
Bougueroua, & Dziczkowski, 2011). Editorials and other non-research
publications were also deemed irrelevant. We did not, however, exclude
papers which demonstrate the feasibility of a solution in the context of a
specific application if the underlying problem is likely to appear in
other contexts as well. For example, Anderson et al. (2015) describe an
architecture for the analysis of crisis-related social media data but their
approach could equally be applied to any type of event.
(3) We then categorised papers that were relevant to our search
according
• to the phase of the social media analytics process that the difficulties
surfaced in (discovery, collection or preparation),
• and to the type of the problem (volume, velocity, variety or vera-
city).
Table 2 illustrates how we operationalised this categorisation, by
providing example sentences from the classified articles that led to the
corresponding categorisation.
(4) As the last step, we conducted a backward search, to find
seminal highly cited papers which may also be relevant to the research
question. To carry out the backward search we first collected all re-
ferences from the relevant papers. Only references to other academic
publications were counted. References to web pages, business reports
and similar items were discarded. We then created a citation graph
where each research article is a node and each citation an edge from the
citing article to the cited article. The most frequently cited papers− the
ones with the most incoming edges − can be assumed to be seminal
publications that had a great deal of influence on the field. We de-
termined their relevance according to the above criteria and read the
relevant sections of the citing papers to determine the context they were
frequently cited in.
4. Findings
4.1. Overview of the results
The execution of the systematic literature review, by searching for
the search terms in all combinations and in all predefined databases and
conducting a backward search, resulted in 49 relevant articles.
Table 3 shows the number of search results in each database. Of the
articles returned by the search query, only about one in five were re-
levant to the research question. Most articles either dealt with the
challenges of specific methods, such as feature extraction in machine
learning, or domains, e.g. disaster response.
The classification enables us to take a closer look at the distribution
of papers across categories (see Table 4). This makes it possible to ex-
amine which areas a large amount of research has been done in, and
which ones have received less attention. This section is only intended as
an overview of the current environment. We do not claim that areas in
which less research has been done should receive more attention, be-
cause it may also simply mean that the problem is not as big as it may
seem.
Challenges in the discovery step are most often due to the data
volume. More precisely, the sheer volume of data is often cited as the
primary motivation behind the development of topic discovery and
event detection algorithms (Chang, Yamada, Ortega, & Liu, 2014;
Chinnov et al., 2015; Hashimoto, Shepard, Kuboyama, & Shin, 2015). In
contrast, there has been comparatively little research on discovery in a
high-velocity, high-variety, or low-veracity environment. There are a
few exceptions, however. Pletikosa Cvijikj and Michahelles (2011), who
developed a trend detection system for Facebook, stress the importance
of the real-time nature, or velocity, of social media, and Huang, Liu, and
Nguyen (2015) mention the semi-structured nature of the data, or
variety, as a challenge. Yang and Ng (2011) use an approach designed
to cope specifically with noisy data, i.e. low veracity.
In the collection and preparation steps, data volume was also
mentioned frequently. For example, Rehman, Weiler, and Scholl (2013)
show how data warehousing can be extended to deal with social media
data. However, variety was another challenge frequently mentioned,
usually in relation to the processing of structured, semi-structured and
unstructured data (Immonen et al., 2015).
Table 5 presents all the relevant papers found. Some of the cate-
gories are highly correlated. For example, all of the papers falling into
the velocity category, i.e. streaming data, also mentioned the volume of
data in one form or another.
Next, we present the results of the backward search. Recall that the
purpose of the backward search was to find the most frequently cited
publications that can be assumed to be seminal articles which greatly
influenced the field. We therefore examined the most frequently cited
publications more closely. The following Fig. 2 visualises the citation
network.
Most of the highly cited articles deal with specific methods. For
example, Latent Dirichlet Allocation (Blei, Ng, & Jordan, 2003) is very
widely used in the field of topic modelling. They all present event de-
tection models and discuss challenges and difficulties which arise
through data volume, velocity and variety. However, three of the
publications would be considered relevant according to the criteria
used earlier (Petrović et al., 2010; Ritter et al., 2012; Weng et al.,
2011). All three of them motivate or discuss their models in the context
of each of the challenges, from the ever increasing amount of real-time
data to the variable and dynamic nature of the data and the noise in
tweets in the form of “pointless ‘babbles”' (Weng et al., 2011). However,
Table 1
Keywords and databases which were used for the Systematic Literature Review.
Search terms Databases Fields
(“social media
analytics”
AND (challenges ACM Digital
Library
Title,
Abstract
OR “social media
analysis”
OR difficulties AIS Electronic
Library
OR “social media
data”
OR problems IEEE Xplore
OR “social media
mining”)
OR complexity) ScienceDirect
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none of the publications found in the backward search deal specifically
with data collection or preparation. It seems that researchers who face
challenges in these areas have no widely accepted sources to turn to.
4.2. Identified major challenges and solutions
In addition to the classification of articles according to types of
challenges, the following subsection provides an overview of how the
challenges, such as data volume, manifest themselves in the individual
steps. Articles are grouped under a common heading if they considered
similar challenges at similar stages of the research process. This quali-
tative approach supplements the rough classification above, yet allows
for a much more detailed analysis of the findings. In addition, we ex-
amined the articles to find possible solutions to the challenges, and
summarise them. For example, data volume became apparent fre-
quently in the discovery step, giving rise to the need for topic discovery
and event detection algorithms, and the volume and velocity of data
mean that in the collection phase, the choice of an appropriate software
architecture becomes important.
4.2.1. Bridge the gulf between the social and the computational sciences
4.2.1.1. Challenge. Since social media analytics is an interdisciplinary
field (Stieglitz et al., 2014), social media data is being analysed by
researchers with very different backgrounds. Each discipline has its
own tradition and merits, but also its own prejudices. In particular,
Tinati et al. (2014), who consider social media analytics in a broader
framework of Web Science, point out the gap between social and
computer science and speak of an “unhelpful gulf”. This gulf becomes
evident throughout the entire research process, as social scientists do
not have the methods at their disposal necessary to discover, collect and
prepare relevant big social media data. On the other hand, many of the
researchers who are currently applying computational approaches
could benefit from a more solid grounding of their approaches in
existing social theory.
4.2.1.2. Solutions. Tinati et al. (2014) argue that techniques from
computer science and theories from social science should be
combined to solve challenges in social media analytics. They propose
a critical approach that makes use of social theory to ask critical
questions early in the research process, before data collection, with
practical implications on the decision which data should be collected.
In the words of the authors, “Social action becomes an essential part of
the data collection rather than only a product of analysis.”
A possible solution that allows researchers to harness the power of
social media big data while staying true to the established theories and
methodologies from the social sciences is to integrate qualitative and
quantitative research. For example, Chen, Vorvoreanu et al. (2014)
examined issues and problems of engineering students based on their
Twitter posts and saw the main challenge in the integration of quali-
tative analysis and large-scale data mining techniques. To solve this
challenge, the authors first conducted a qualitative analysis of students’
comments and then developed a multi-label classification algorithm on
the basis of these results, in order to classify the tweets by the students
and thus to gain insights into their needs and problems. Tinati et al.
(2014) also present a system that helps researchers identify network
roles in Twitter data by automatically extracting the data and calcu-
lating quantitative network metrics, but also enables an in-depth qua-
litative content analysis.
The information systems discipline can offer its own unique per-
spective in this area. IS researchers know that the call to approach so-
cial media data with a combination of wildly different methods from
various disciplines, in particular, to combine qualitative and quantita-
tive methods into a mixed-methods approach, is not new. This dis-
cipline has a long history of combining the two paradigms, and re-
searchers struggling to accomplish the same in their own research may
find the IS literature on the subject useful (Venkatesh, Brown, & Bala,
2013; Venkatesh, Brown, & Sullivan, 2016).
Finally, more broadly speaking, it seems from the analysed litera-
ture that the solution to this challenge is always to consider the big
picture and think of new ways and different perspective to look at one’s
data. This requirement is of course not limited to research. As Carr et al.
(2015) point out, in the business context, social media, which have
traditionally mostly been used as a marketing research tool and to
engage with the customers of an existing product, should also be con-
sidered in other areas such as product and category research.
Table 2
Example mentions of steps and challenges in the articles.
Example mention
Social media analytics step
Discovery “one of the challenges is to automatically tease apart the emerging topics of discussion from the constant background chatter“ (Kasiviswanathan, Melville, Banerjee,
& Sindhwani, 2011)
Collection “It is challenging to collect social media data related to students’ experiences because of the irregularity and diversity of the language used.“ (Chen, Vorvoreanu, &
Madhavan, 2014)
Preparation “performing a longitudinal analysis of these data becomes a Big-Data problem that cannot be tackled with traditional tools, storage or processing infrastructures“
(Ruiz, Calleja, & Cazorla, 2015)
Challenge type
Volume “the sheer volume of the data produced on social media is overwhelming and acts as a major obstacle for manual inspection“ (Khare, Torres, & Heravi, 2015)
Velocity “we envision and develop a unified big data platform for social TV analytics, extracting valuable insights from TV social response in a real-time manner. Such a
platform presents tremendous challenges …“ (Hu, Wen, Gao, Chua, & Li, 2015)
Variety “In the field of big data research, analytics on spatio-temporal data from social media is one of the fastest growing areas and poses a major challenge on research
and application“ (Zhang, Sun, Liu, Xu, & Wang, 2015)
Veracity “the unstructured and uncertain nature of this kind of big data presents a new kind of challenge: how to evaluate the quality of data and manage the value of data
within a big data architecture?“ (Immonen, Paakkonen, & Ovaska, 2015)
Table 3
Number of search results per database.
Database Number of results Number of relevant results
ACM Digital Library 78 4
AIS Electronic Library 3 2
IEEE Xplore 122 34
ScienceDirect 46 6
Backward search 9 3
Total 260 49
Table 4
Number of search results by step and challenge.
Step Volume Velocity Variety Veracity
Discovery 15 5 4 3
Collection 19 11 17 7
Preparation 16 9 14 5
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4.2.2. Discover relevant topics and events
4.2.2.1. Challenge. The volume of data makes it difficult to discover the
relevant topics, trends and events in dynamic social media
communication (Kasiviswanathan et al., 2011). However, the need for
a structured and efficient approach is high across all of the application
areas of social media analytics. Companies have realised the benefits of
detecting the rise of new topics, such as discussions of their brands
(Pletikosa Cvijikj & Michahelles, 2011). Likewise, for emergency
response agencies, the quick detection of social media posts related to
natural disasters is crucial (Kraft et al., 2013). Finally, social media
have become a major news source for journalists (Khare et al., 2015).
4.2.2.2. Solutions. Most of the surveyed research focuses on developing
topic modelling algorithms with the specific goal of event detection.
While these algorithms are often tailored to the specific characteristics
and unique challenges of social media data, they can usually be used
with data from very different social media platforms. In this line of
research, for example, Kasiviswanathan et al. (2011) state that the
discovery of topics is a challenging task in the volume of social media
data. They propose a solution for this challenge that makes use of
dictionary learning, and evaluate it on Twitter data. Hashimoto et al.
(2015) also evaluated their algorithm for detecting events accurately
and in a short period of time on a Twitter data set. In their case the data
set consisted of communication regarding an earthquake in Japan.
Event detection has also been attempted based on Flickr data (Liu &
Huet, 2012; Reuter & Cimiano, 2012), making use of image tags and
titles. In this research area, Liu and Huet (2012) propose an approach
for detecting events in a given location that makes use of Latent Di-
richlet Allocation (LDA). Reuter and Cimiano (2012) argue that the
process of automating document management, i.e. “that incoming
documents can be assigned to their corresponding event without any
user intervention” is a challenge. They propose a system for classifying
social media data into a set of events, which grows and evolves, and
focus on Flickr as a data basis.
The argumentation of Qian et al. (2016) is that is has become
“difficult to exactly find and organize the interesting events from
Table 5
Relevant papers found in the Systematic Literature Review.
Database Article Phase Challenge
Discovery Collection Preparation Volume Velocity Variety Veracity
IEEE (Abbasi, Fu, Zeng, & Adjeroh, 2013) X X
IEEE (Al-Qurishi et al., 2015) X
ACM (Alsubaiee, Carey, & Li, 2015) X X X
IEEE (Anderson et al., 2015) X X X X
IEEE (Bindra, Kandwal, Singh, & Khanna, 2012) X X
SD (Cao, Wang et al., 2015) X X X X X
SD (Carr et al., 2015) X X
SD (Chae et al., 2014) X X X X
IEEE (Chang et al., 2014) X X
IEEE (Chen, Guo et al., 2014) X X
IEEE (Chen et al., 2016) X X
IEEE (Chen, Guo et al., 2014) X X X
AIS (Chinnov et al., 2015) X X X X
IEEE (Pletikosa Cvijikj and Michahelles, 2011) X X X X
SD (Garcia, 2013) X X
IEEE (Hashimoto et al., 2015) X X
IEEE (Hernandez et al., 2013) X X
IEEE (Hu et al., 2015) X X X X X
IEEE (Huang, Dong, Yesha, & Zhou, 2014) X X X X X
IEEE (Immonen et al., 2015) X X X X
ACM (Kasiviswanathan et al., 2011) X X
IEEE (Kepner et al., 2014) X X X
IEEE (Khare et al., 2015) X X
IEEE (Kraft et al., 2013) X X X X
IEEE (Kumar & Rishi, 2015) X X X X X
IEEE (Lai, Rajashekar, & Rand, 2011) X X X
IEEE (Li et al., 2014) X X
IEEE (Liu & Huet, 2012) X X
IEEE (Liu et al., 2012) X X X
IEEE (Musaev, Wang, Shridhar, Lai, & Pu, 2015) X X X X
IEEE (Patel, Gheewala, & Nagla, 2014) X X X
IEEE (Qian, Zhang, Xu, & Shao, 2016) X X
IEEE (Rama Satish & Kavya, 2014) X X X X X
IEEE (Rehman, Weiler, & Scholl, 2013) X X X X
ACM (Reuter & Cimiano, 2012) X X
IEEE (Ruiz et al., 2015) X X X
IEEE (Simmonds, Watson, Halliday, & Missier, 2014) X X X X
IEEE (Song & Kim, 2013) X X X X X
AIS (Stieglitz et al., 2014) X X X X X X
ACM (Tinati, Phillipe, Pope, Carr, & Halford, 2014) X
SD (Vavliakis, Symeonidis, & Mitkas, 2013) X X X
IEEE (Wang & Chen, 2015) X X X X X
SD (Weiler et al., 2016) X X X X X
IEEE (Yang & Ng, 2011) X X X
IEEE (Zhang et al., 2015) X X X X
IEEE (Zhao et al., 2015) X X X
Backward search (Petrović, Osborne, & Lavrenko, 2010) X X X X X
(Ritter, Etzioni, & Clark, 2012) X X X X X
(Weng, Yao, Leonardi, & Lee, 2011) X X X X X
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massive social media data.” The authors go beyond the detection of
topics and also consider the evolvement of trends in their research
paper, by proposing a multi-modal social event tracking and evolution
framework (mmETM), which is evaluated on Google News data. Fi-
nally, Vavliakis et al. (2013) also state that the identification of im-
portant events (online or real-life) from large textual documents is a
problem. The authors propose an algorithm for detecting events se-
mantically from document streams from social media, and evaluate in
on blog posts.
In two cases, the algorithms were specifically tailored to the social
media platform. Kraft et al. (2013) address the challenge of real-time
detection of events on Twitter. They argue that the specific difficulty of
Twitter data is the 140-character limit, because of which the tweet
contents tend to contain very little of the information typically needed
for reliable extraction. They propose methods to extract temporal and
geographical indicators from tweets, and argue in favour of a visual
approach for analysing events in real time. Pletikosa Cvijikj and
Michahelles (2011) argue that the bulk of existing research addresses
trend monitoring on Google and Twitter, whereas trend monitoring on
Facebook is still challenging and under-researched. They suggest and
evaluate a trend detection system based on the characteristics of con-
tent shared on Facebook. Thus, the authors develop 1) an algorithm for
collecting data from Facebook and 2) an algorithm for trend detection
over Facebook public posts. Building a real-time trend detection system
for Facebook is not straightforward because Facebook’s Graph API does
not offer real-time streaming access in the way the Twitter Streaming
API does. Therefore, their system relies on fetching the most recent
posts repeatedly in short intervals to achieve near-real-time coverage.
Besides the research focused on developing new algorithms or
modifying existing ones, there is also research on how to combine ex-
isting algorithms into frameworks for practical applications. Khare et al.
(2015)’s framework for detecting events adopts an information retrieval
perspective and is aimed at journalists.
In contrast to the above text-based methods for identifying in-
dividual topics and events, Chang et al. (2014) model the rise and fall of
topics using a time series model, yielding insights into the way topics
evolve over time. They argue that the reason buzz modelling is
especially challenging is because their characteristic features, sudden
spikes and heavy tails, are not captured by conventional time series
models. They suggest a mixture of Product Life Cycle models as a so-
lution, and they develop a probabilistic graphical model for discovering
life cycle patterns in a collected dataset.
As it has become clear, there is already a large stream of research
that deals with the detection of topics in social media data. However, as
Chinnov et al. (2015) put it, “the need for automatic methods of topic
discovery in the Internet grows exponentially with the amount of
available textual information”. We point the reader to their paper,
which gives a more comprehensive overview of topic detection algo-
rithms used in conjunction with social media data, and the challenges
that arise there, and to the survey of event detection techniques pre-
sented by Goswami and Kumar (2016).
4.2.3. Choose an appropriate software architecture and storage technology
4.2.3.1. Challenge. The volume and velocity of data make it necessary
to choose appropriate software architectures for the data collection
stage. In conventional “small data” settings, a single machine, or a small
group, runs a relational database management system (DBMS) that
implements the Structured Query Language (SQL) standard, e.g.
Microsoft SQL Server, PostgreSQL and MySQL. In the “big” data
setting, these solutions are often no longer considered sufficient
(Alsubaiee et al., 2015).
4.2.3.2. Solutions. Solutions specifically designed to handle social
media “big” data (Kumar & Rishi, 2015; Patel et al., 2014) mostly
focus on data storage technology and the algorithms used to process the
data. In the “big” data setting, typical software architectures involve
several layers of relational and non-relational database management
systems, for permanent storage (such as Cassandra) and for caching
(e.g. Redis), possibly additional technology for full-text search and real-
time indexing such as Apache Solr (Anderson et al., 2015), and a web
frontend to analyse and visualise the results.
Some of these architectures come from the tradition of data ware-
housing and online analytical processing (OLAP) technology, which is
rooted in the field of business intelligence (Cao, Basoglu, Sheng, &
Lowry, 2015; Liu et al., 2012). They involve a split between the
transactional database, into which data is inserted at a high volume,
and a separate database used only for analytical purposes. Im-
plementations of data warehouses use a database schema, which for-
mally describes the structure of the data, that is different from the ones
used in conventional relational databases. Yet they build on many of the
same technologies and rely on SQL. Moalla, Nabli, Bouzguenda, and
Hammami (2017) provide a thorough review of data warehouse design
for social media data.
Another frequently proposed solution for storing and processing
large amounts of social media data is to make use of NoSQL. This
umbrella term includes many different families of storage technologies
that do not rely on relational schemas. Popular examples include
Apache HBase (Huang et al., 2014), Cassandra (Anderson et al., 2015;
Simmonds et al., 2014) and Redis (Song & Kim, 2013).
When the data is partitioned across several nodes in a computer
cluster, new challenges arise with respect to how to process it. Efficient
parallel implementations of algorithms are not always straightforward.
The map-reduce paradigm is especially prominent among the solutions
proposed for computational tasks such as the ones that arise in pre-
processing. They often use the Apache Hadoop framework (Hu et al.,
2015; Ruiz et al., 2015; Wang & Chen, 2015; Zhang et al., 2015; Zhao
et al., 2015).
Writing a map-reduce job to analyse data can be significantly more
difficult than writing a corresponding query for a single node, for which
a single SQL statement is sometimes enough. Garcia (2013) describes
how to implement a sequential algorithm in map-reduce, using an ex-
ample from social media analytics. However, there are some attempts to
reduce this burden, including Apache Pig (Anderson et al., 2015).
Allan et al. (1998)
Blei et al. (2003)
Weng et al. (2011)
Tumasjan et al. (2010)
Kwak et al. (2010)
Sakaki et al. (2010)
Allan (2002)
3etURYiü et al. (2010)
Ritter et al. (2012)
Fig. 2. Visualisation of the backward search results. Nodes represent the papers in the
network and edges are citations. Green nodes are the papers which were found in the
database search. The size of a node reflects the number of citations by other papers which
were found in the database search. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)
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Programs are written in a conventional procedural style and then
converted into a map-reduce job.
Yet, despite the proliferation of NoSQL-based solutions in current
research, these technologies have drawbacks. Importantly they do not
usually allow queries nearly as sophisticated as conventional SQL does.
For example, Cassandra, another NoSQL database management system,
does not efficiently provide a list of all row keys. After inserting Twitter
data, if each tweet is stored as a row, simply listing all the tweets stored
in the database is a time-consuming operation. Limiting this list to
tweets published within a specific time frame which also contain one of
a set of key words requires additional software development, as
Cassandra does not natively provide this kind of functionality in an
efficient way. Anderson et al. (2015) solved the problem by im-
plementing an in-memory caching layer using Redis, which stores, for a
list of tweets, the keys it can be found under in Cassandra. When Huang
et al. (2014) designed a community discovery system using HBase, they
equipped it with Apache Lucene to add full-text search capabilities,
which HBase does not offer natively.
The previously mentioned articles address high-level architectural
questions such as which database management system to use. Other
articles relating to social media analytics found in the literature review
were written by computer scientists who are developing new algorithms
and data structures that power these database management systems
under the hood, or who are rediscovering older technologies. Alsubaiee
et al. (2015) describe the advantages of LSM-based indices in this
context, and Kepner et al. (2014) address the question of what a da-
tabase system should look like that preserves confidentiality.
4.2.4. Obtain high-quality data
4.2.4.1. Challenge. The veracity of data leads to issues in the data
preparation step. The obtained social media data is often incomplete or
noisy. Existing data may be of low quality. Apart from the problem of
noisy and unreliable data, information may be missing altogether
because the user did not choose to provide it, or because the financial
or computational cost is too high to effectively collect it (Valkanas,
Katakis, Gunopulos, & Stefanidis, 2014).
4.2.4.2. Solutions. To address the problem of low-quality data, one
solution is to remove it by incorporating a filtering step in the
preparation phase. To give an example from the analysed literature,
Abbasi et al. (2013) faced medical sources of questionable credibility,
and developed a crawler in response that filters out untrustworthy
information.
To address the second problem of missing data, the naïve solution is
to simply ignore incomplete observations. However, due to the amount
of data missing, this may result in an undesirable reduction of the data
set size. For example, researchers report consistently that only 1–2% of
tweets contain global positioning system (GPS) coordinates (Hernandez
et al., 2013; Valkanas et al., 2014). Ignoring all non-geotagged tweets
may also lead to bias in the data, as only mobile devices typically add
geolocations to tweets. Valkanas et al. (Valkanas et al., 2014) compared
two differently sized samples of Twitter data, the smaller of which is the
one available to the general public. They applied a number of popular
analysis methods such as topic detection and sentiment analysis. For
some research questions, they found the smaller sample adequate, but
for others the information was stale and not representative.
The alternative solution for the problem of missing data is to infer it.
Hernandez et al. (2013) use Twitter user descriptions to infer consumer
profiles, predicting attributes such as parental status from the textual
content. They also used textual clues such as “gotta love Florida foot-
ball”, Foursquare check-ins, geo-tagged messages, time zone settings
and mentions of regional events to infer user location with a precision
of 94%. A few months’ worth of tweets was enough to infer these two
attributes for more users than could be deduced from the profile de-
scription. Bindra et al. (2012) developed a method to correct for
missing data in information cascade models. Musaev et al. (2015)
present an event detection approach specifically geared towards
dealing with noisy data and lack of geolocations.
4.2.5. Visualise the data meaningfully
4.2.5.1. Challenge. The volume and variety of data make it difficult to
visualise the data in the preparation step. Visualisations can be crucial
when decisions have to be taken quickly (Al-Qurishi et al., 2015; Liu
et al., 2012). Decision makers, such as emergency management
agencies, are forced to act quickly, and thus to save people’s lives.
Social media data can support the decision-making process, as
volunteers or bystanders share information about the crisis, but this is
only possible when a clear and concise representation of the data can be
found. This is especially difficult as the volume of data exceeds the
capabilities of conventional tools, and the data to be visualised are
available in different formats, e.g. textual content and geo-data.
4.2.5.2. Solutions. A considerable body of research is concerned with
developing innovative solutions to the data visualisation problem. The
focus of Yang and Ng (2011) lies on web opinion mining and its
visualisation. They argue that the web opinions are short text passages
and contain noisy content. Thus, classic document clustering techniques
are inappropriate for clustering all documents. The authors suggest a
density-based clustering algorithm and the scalable distance-based
clustering technique for Web opinion clustering.
Other solutions address the visualisation of geographical informa-
tion (Cao, Wang et al., 2015; Weiler et al., 2016). Cao, Wang et al.
(2015) propose a general computational framework for dealing with
geo-spatial social media data for scalable spatiotemporal analysis. The
authors propose a data cube model for calculating the spatiotemporal
distribution and dynamics and make use of the concept of space–time
trajectories to visualise the activities of the users. The authors describe
their implementation of the framework using Twitter as the main data
source. Weiler et al. (2016) also address the visualisation of social
media data in their work, with respect to the issues of detecting events
and topics. However, the authors also consider the spatial and temporal
dimension in the visualisation. The main data source for their research
paper is Twitter. The authors address the issue by suggesting a clock-
face metaphor solution and visualising, besides the spatial and temporal
dimension, also the sentiments of the content.
Many of the articles found in our literature review make explicit
reference to the research field of visual analytics (Chae et al., 2014;
Chen, Guo et al., 2014; Chen et al., 2016). Visual analytics integrates
interactive visualisations and the automated processing of data (Keim
et al., 2008). Data visualisations are not only considered as an output of
the research process, or as a way of communication results, but as an
integral part of it. One of the stated goals of this discipline is to “derive
insight from massive, dynamic, ambiguous and often conflicting data”
(Keim et al., 2008). Chen, Vorvoreanu et al. (2014) propose a visual
analytics system for analysing the public (social media) behaviour.
Their system is built for disaster management and evacuation planning
and supports decision makers to verify and examine certain aspects of
the crisis situations, by considering spatial and temporal data. et al.
(2014) also propose in their work a visual analytics tool for detecting
patterns in people’s daily lives, i.e. the geolocations, by using an in-
teractive multi-filter visualisation approach. Because of the sparseness
and irregularity type of the data, the authors propose a self-developed
system, track the movements of the users and analyse these in their
system. As the data source, the authors used Weibo, a Chinese micro-
blogging service.
5. Discussion
In this article, we set out to summarise the most frequently men-
tioned challenges researchers face even before they can begin to ana-
lyse social media data. As the results show, the discovery, collection
and preparation of social media data is no easy task. There are plenty of
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challenges to be encountered in each of the steps, and they need to be
addressed adequately. Fig. 3 visualises our findings in the context of the
original framework of Stieglitz et al. (2014). The challenges identified
are placed above the steps they are most likely to arise in. To ensure the
success of a new social media analytics project, researchers and prac-
titioners should plan ahead and carefully consider how they will ad-
dress each of these challenges well before they arise.
We drew on the four V’s from the big data literature to categorise
the challenges found in our analysis of the literature. This approach
allowed us to show that the volume of data is the most frequently
mentioned challenge overall. Researchers seem to feel inundated with
the overabundance of social media data. This intimidating effect looks
to be the strongest in the early stages of a research endeavour, since the
challenge of volume was found to be especially predominant in the
discovery phase. Not all of the data is relevant to the research topic, and
thus irrelevant topics need to be filtered out. Advanced topic detection
algorithms promise to solve this problem.
In later stages, the variety of data becomes another major challenge.
The dynamic nature of social media data makes its collection and
preparation for analysis especially complicated. Through literature
search, we identified solutions from sophisticated software archi-
tectures to visual analytics.
Topic discovery and event detection are already well-established
research fields. This is demonstrated by the concentration of citations
observed during the backward search. Many of the articles on these
topics cite a few high-profile publications around which research is
centred. The same cannot be said for the other two stages, data col-
lection and preparation. The backward search revealed no high-profile
publications on these stages. Existing publications on these subjects do
not seem to reach a wide enough audience. Yet, more individual papers
mention challenges in the first two stages than in the discovery phase.
This finding clearly emphasises the need for more articles addressing
the early stages of the research process. In identifying the individual
challenges researchers encounter in these stages, and pointing re-
searchers to other relevant articles, we contribute to filling this gap.
In the papers that already document the tracking and preparation
steps, usually in the research methodology section, these steps are often
dealt with superficially, whereas a much longer portion of the section is
devoted to data analysis. If the documentation is lacking and there are
no standardised procedures and published best practices, research be-
comes more difficult to reproduce and access to the field is more dif-
ficult for researchers without a technical background. This problem
mirrors the divide in the research community between social scientists
and computer scientists, which was revealed in the literature review.
boyd and Crawford (2012) highlighted that researchers are divided into
the “data rich” and the “data poor”. This concerns the financial means
available to universities, since access to data may depend on funding.
However, it also concerns skill sets: Researchers with a technical
background are more likely to be able to collect and analyse “big data”.
The value of social science is not always recognised any more, and the
resulting perceived hierarchy is problematic. The database search re-
vealed similar results. Tinati et al. (2014) stress the “methodological
impasse” that social science offers a rich theoretical understanding of
human social interactions, but lacks the expertise to deal with the scale
and dynamism of real social media data—in other words, its volume
and variety. Meanwhile the sophisticated computational approaches
which have been developed to deal with these challenges have a ten-
dency to give little weight to the social nature of the data, limiting
themselves to a technical perspective.
As conventional tools such as SPSS and Excel fail when used with
datasets of several million rows, more and more researchers can benefit
from at least a cursory understanding of programming, which enables
them to quickly run analyses without the help of software developers.
In many domains, researchers are increasingly turning towards lan-
guages such as R that solve precisely this problem. Therefore, in order
to bridge the divide between those with technical skills and those
without, we call upon researchers to document their data collection
process more thoroughly so it can be replicated more easily by others.
Of course, any literature review comes with certain limitations. In
this case, we relied on the papers specifically mentioning the challenges
they solve. Some authors may have proposed solutions without giving
examples of applications. In addition, the fact that many researchers
propose solutions to a problem does not necessarily mean that many
researchers face this problem in the first place.
6. Conclusion
Social media analytics is still a relatively new research area, but it is
Fig. 3. The identified challenges in the context of the Social Media Analytics Framework (Stieglitz et al., 2014; Stieglitz & Dang-Xuan, 2013).
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of great interest to the Information Systems community and many re-
searchers are embarking on SMA projects in our field. This article
contributes to the Information Systems literature by presenting a
summary of the main challenges and difficulties researchers face in the
steps of the social media analytics research process that come before the
data is analysed: discovery, collection and preparation. As a second
contribution to the literature, we also point researchers to possible
solutions for these challenges. These findings are equally relevant to
practitioners, as businesses are increasingly looking to extract mean-
ingful information from social media data, and are facing many of the
same challenges researchers do.
Conceptualising the problem using the three-step social media
analytics framework by Stieglitz et al. (2014) and the four “big data”
V’s provides a framework in which to think about possible difficulties
before they arise. Which volume of data do we expect? How do we
discover the parts which are relevant to our research? Do we have
adequate infrastructure to cope with that volume when collecting and
preparing the data? Which format will the data be in? If the data is
unstructured, how can we extract the relevant structured information
from it? This article is meant to help researchers ask and find answers to
questions such as these. If the challenges highlighted above are ad-
dressed successfully, the social media analytics project will be much
more likely to be a success.
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