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Abstract
We establish inequalities on vertical Littlewood–Paley square functions for heat
flows in the weighted L2 space over metric measure spaces satisfying the RCD∗(0, N)
condition with N ∈ [1,∞) and the maximum volume growth assumption. In the
noncompact setting, the later assumption can be removed by showing that the volume
of the ball growths at least linearly. The estimates are sharp on the growth of the
2-heat weight and the 2-Muckenhoupt weight considered. The p-Muckenhoupt weight
and the p-heat weight are also compared for all p ∈ (1,∞).
MSC 2010: primary 60J60, 42A61; secondary 42B20, 35K08
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1 Introduction
The Littlewood–Paley inequality in Rn is originated from the Lp boundedness for all
1 < p < ∞ of the Littlwood–Paley g-function (which was introduced first by Littlewood
and Paley [35] in R to study the dyadic decomposition of Fourier series); see [46] or [47,
Chapter IV, Theorem 1]. There are numerous studies and extensions on this result, and we
are more concerned with the vertical (i.e., derivative with respect to the spacial variable)
Littlewood–Paley square functions in curved spaces. Let M be a complete Riemannian
manifold with volume measure vol, the non-negative Laplace–Beltrami operator ∆, and
the gradient operator ∇. Denote (e−t∆)t≥0 and (e−t
√
∆)t≥0 the heat flow and Poisson
flow, respectively. For every f ∈ C∞c (M), the vertical Littlewood–Paley H-function and
G-function are defined respectively by
H(f)(x) =
(∫ ∞
0
|∇e−t∆f |2(x) dt
)1/2
,
and
G(f)(x) =
( ∫ ∞
0
t|∇e−t
√
∆f |2(x) dt
)1/2
,
for every x ∈M , where | · | is the norm in the tangent space induced by the Riemannian
distance. The operator H (resp. G) is said to be bounded in Lp(M, vol) for any p ∈ (1,∞),
if there exists a positive constant Cp such that, for any f ∈ C∞c (M),
‖H(f)‖Lp(M,vol) ≤ Cp‖f‖Lp(M,vol) (resp. ‖G(f)‖Lp(M,vol) ≤ Cp‖f‖Lp(M,vol)). (1.1)
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For 1 < p ≤ 2, no additional assumptions on the complete and noncompact Riemannian
manifold M are needed for the boundedness of H and G in Lp(M, vol); see e.g. [17,
Theorem 1.2]. However, for 2 < p <∞, much stronger assumptions are need; for instance,
see [16, Proposition 3.1] for the condition on the control of the gradient of the semigroup by
the semigroup applied to the gradient, i.e., |∇e−t∆f |2 ≤ Ce−t∆|∇f |2 for any f ∈ C∞c (M).
See also [48, 38, 39, 36, 33] for other related studies.
In the other aspect, it is well known that many classical operators from harmonic
analysis are bounded in the weighted Lp space for all 1 < p < ∞, where the “weight” is
referred to a p-Muckenhoupt weight or commonly called an Ap weight, i.e., a non-negative
locally integrable function satisfying the Muckenhoupt condition (see [40] or Definition
4.1 below). One of the important questions is to find sharp dependence on the growth of
the 2-Muckenhoupt weight w; more precisely, given an operator S : L2w(R
n) → L2w(Rn),
prove
‖S(f)‖L2w(Rn) ≤ C(n, S)φ
(‖w‖A2(Rn)) ‖f‖L2w(Rn), (1.2)
where φ : R+ → R+ is some function describing the optimal growth of ‖w‖A2(Rn), C(n, S)
denotes a constant, and ‖ · ‖A2(Rn) is defined in Definition 4.1 below. The problem (1.2)
was first studied by Buckley [14] and solved for the Hardy–Littlewood maximal operator.
Then Petermichl and her coauthors proved (1.2) for the Beurling–Ahlfors operator, the
Hilbert transform, the Riesz transform and the Haar shift; see [44, 42, 43, 30]. Refer
to [18, 19] for simplified proofs for Haar shifts. Later, Hyto¨nen [25] proved (1.2) for the
general Caldero´n–Zygmund operator; see also [26] and [31] for simplified proofs. In a very
recent work [11], by establishing sharp weighted L2 martingale inequalities, Ban˜uelos and
Osekowski proved (1.2) for the dyadic square function, as well as the weighted version of
(1.1).
Motivated by [11], we are going to establish weighted L2 versions of vertical Littlewood–
Paley square functions corresponding to the heat flow in the RCD space, which is presented
in Section 3 below. In Section 2, we recall the definition of RCD spaces and some known
results. In Section 4, we compare the p-heat weight and the p-Muckenhoupt weight,
which is motivated by [44, Section 3]. In Section 5, we study the smooth Riemannian
manifold setting as a typical example, and finally we remark that similar results should
be established on a large class of sub-Riemannian manifolds.
2 Preliminaries
In this section, we present some notions and know results; refer to [4, 5, 22, 24] for
more details.
2.1 RCD spaces
Throughout this work, (M,d) will always denote a complete and separable met-
ric space. Let C([0, 1],M) be the Banach space of continuous curves from [0, 1] to M
equipped with the supremum norm. For every t ∈ [0, 1], recall that the evaluation map
et : C([0, 1],M)→M is defined by
et(γ) = γt, for any γ ∈ C([0, 1],M).
Let q ∈ [1,∞]. A curve γ : [0, 1]→M is said to be absolutely continuous, denoted by
γ ∈ ACq([0, 1],M), if there exists a function h ∈ Lq([0, 1]) such that,
d(γs, γt) ≤
∫ t
s
h(r) dr, for any 0 ≤ s < t ≤ 1. (2.1)
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If γ ∈ ACq([0, 1];M), then it can be proved that the metric slope
lim
ǫ→0
d(γr+ǫ, γr)
|ǫ| ,
denoted by |γ˙r|, exists for a.e. r ∈ [0, 1], belongs to Lq([0, 1]), and it is the minimal
function h such that (2.1) holds (see Theorem 1.1.2 in [2] for the proof). For every
γ ∈ C([0, 1],M), we use the notation ∫ 10 |γ˙r|q dr, which may be +∞ if γ is not absolutely
continuous.
Endow (M,d) with a non-negative Radon measure µ with full topology support. We
call the triple (M,d, µ) a metric measure space.
We recall first the notions of test plan and Sobolev class; see [3, 24] for more details.
Definition 2.1. A probability measure π on C([0, 1],M) is called a test plan if, there
exists a positive constant C such that
(et)♯π ≤ Cµ, for any t ∈ [0, 1],
and ∫ ∫ 1
0
|γ˙t|2 dt dπ(γ) <∞,
where (et)♯π(E) := π(e
−1
t (E)) for every Borel subset E of M .
Definition 2.2. The Sobolev class S2(M) := S2(M,d, µ) is the space of all Borel functions
h : M → R, for which there exists a non-negative function f ∈ L2(M) such that, for each
test plan π, it holds
∫
|h(γ1)− h(γ0)|dπ(γ) ≤
∫ ∫ 1
0
f(γt)|γ˙t|dt dπ(γ). (2.2)
It turns out that for each h ∈ S2(M), there exists a unique minimal function f in the
µ-a.e. sense such that (2.2) holds. The minimal function f is represented by |∇h|w and
called the minimal weak upper gradient of h. See e.g. [3].
The Sobolev space W 1,2(M) := W 1,2(M,d, µ) is defined as S2(M) ∩ L2(M), which is
a Banach space with the norm
‖f‖W 1,2(M) :=
(
‖f‖2L2(M) + ‖|∇f |w‖2L2(M)
)1/2
,
but, in general, not a Hilbert space.
Now we recall the definition of the so-called reduced curvature-dimension condition
CD∗(K,N), which is first introduced in [8] and it is a modification of the curvature-
dimension condition CD(K,N) introduced independently by Lott–Villani [37] and Sturm
[49, 50]. In particular, CD(0, N) and CD∗(0, N) coincide with each other.
Let K,N ∈ R with N ≥ 1. For every (t, θ) ∈ [0, 1] × [0,∞), define
σ
(t)
K,N(θ) =


sinh
(
tθ
√
−K/N
)
sinh
(
θ
√
−K/N
) , if Kθ2 < 0 and N > 1,
t, if Kθ2 = 0, or if Kθ2 < 0 and N = 1,
sin
(
tθ
√
K/N
)
sin
(
θ
√
K/N
) , if 0 < Kθ2 < Nπ2,
+∞, if Kθ2 ≥ Nπ2.
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Let Pb(M) denote the class of Borel probability measures on (M,d) with bounded support.
Given two metric measure spaces (X1, d1, ν1) and (X2, d2, ν2), we say that a measure γ
on the product space X1 ×X2 is a coupling of ν1 and ν2 if
γ(A×X2) = ν1(A), γ(X1 ×B) = ν2(B),
for all Borel subsets A of X1 and B of X2.
Definition 2.3. Let K ∈ R and N ∈ [1,∞). We say that the metric measure space
(M,d, µ) is a CD∗(K,N) space, if for every pair η0, η1 ∈ Pb(M) with ηi = ρiµ, i = 0, 1,
there exists an optimal coupling π of η0 and η1 such that∫
X
ρ
1− 1
N′
t dµ
≥
∫ [
σ
(1−t)
K,N ′ (d(γ0, γ1))ρ
− 1
N′
0 (γ0) + σ
(t)
K,N ′(d(γ0, γ1))ρ
− 1
N′
1 (γ1)
]
dπ(γ),
for all t ∈ [0, 1] and all N ′ ≥ N , where ρt denotes the Radon–Nikodym derivative d(et)#πdµ
for every t ∈ [0, 1].
In order to rule out Finsler structures, the Riemannian curvature-dimension condition
(RCD for short) is introduced in [4, 1] (with N =∞) and then in [24, 22] (including N <
∞), which is more restrictive than the reduced curvature-dimension condition CD∗(K,N)
by requiring additionally the Banach space W 1,2(M) to be a Hilbert space.
Definition 2.4. Let K ∈ R and N ∈ [1,∞). We say that a metric measure space (M,d, µ)
is an RCD∗(K,N) space if it is a CD∗(K,N) space and W 1,2(M) is a Hilbert space.
Typical examples of RCD∗(K,N) spaces are complete weighted Riemannian manifolds
satisfying the Bakry–Emery curvature-dimension condition (see [9]), as well as their limit
spaces in the measured Gromov–Hausdorff sense (see [49, 50, 37]), Alexandorv spaces
(with curvature bounded from below) (see [45, 52]), and so on.
We recall the volume comparison property (see [8, Theorem 6.2]) which will be applied
to the proof of main results below.
Proposition 2.5. Let (M,d, µ) be a CD∗(0, N) space with N ∈ [1,∞). For any x ∈ M
and any r,R ∈ (0,∞) with R ≥ r,
µ
(
B(x,R)
)
RN
≤ µ
(
B(x, r)
)
rN
.
2.2 Martingale inequalities
Let (Ω,F ,P) be a complete probability space equipped with a filtration (Ft)t≥0, a
nondecreasing right continuous family of sub-σ-fields of F such that F0 contains all the
events with probability 0. Fix T ∈ (0,∞]. Let X = (Xt)t≥0 be an adapted and uniformly
integrable martingale having continuous path, and 〈X〉 = (〈X〉t)t≥0 be the quadratic
variation process. Let Y = (Yt)t≥0 be a non-negative, uniformly integrable martingale
with continuous path such that Y0 = E(YT ). For 1 < p < ∞, following Izumisawa and
Kazamaki in [27], we say that Y satisfies the Muckenhoupt condition Amartp if
‖Y ‖Amartp := sup
0≤t≤T
∥∥∥(E[( Yt
YT
)1/(p−1)∣∣∣Ft
])p−1∥∥∥
L∞(P)
<∞,
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where Yt = E(YT |Ft). The process Y gives rise to a probability measure Q defined by
Q(A) =
∫
A
YT dP, A ∈ FT ,
and hence, it can be regarded as a weight.
Now we adapt results from [11, Section 4] (see [21, Theorem 1] for a more general result
on Hilbert space valued differentially subordinate martingales, as well as [20] for sharp
weighted Lp estimate on the maximal function of adapted uniformly integrable ca`dla`g
Hilbert space valued martingales) in the next theorem, which is one of the key tools to
establish our main results.
Theorem 2.6. Fix T ∈ (0,∞]. Let X = (Xt)t≥0 be an adapted, real valued and uniformly
integrable martingale with continuous path, and Y = (Yt)t≥0 be a non-negative, uniformly
integrable martingale with continuous path. Suppose that X is bounded in L2(Q) and Y
satisfies the Muckenhoupt condition Amart2 . Then
‖XT ‖L2(Q) ≤
(
80‖Y ‖Amart2
)1/2‖〈X〉1/2T ‖L2(Q), (2.3)
and
‖〈X〉1/2T ‖L2(Q) ≤ inf1<r<2
( r
2− r‖Y ‖Amartr
)1/2‖XT ‖L2(Q). (2.4)
Moreover,
‖〈X〉1/2T ‖L2(Q) ≤ 27/4‖Y ‖Amart2 ‖XT ‖L2(Q). (2.5)
3 Weighted L2 inequalities in RCD spaces
In this section, let (M,d, µ) be an RCD∗(K,N) space with K ∈ R and N ∈ [1,∞).
Then (M,d) is a locally compact length space, and indeed, a geodesic and proper space
(i.e., every bounded and closed subset is compact); see e.g. [6, Remark 6.2]. For any
function f ∈W 1,2(M), define
D(f) =
∫
M
|∇f |2w dµ.
Then, for f, g ∈W 1,2(M), let
D(f, g) =
1
4
[D(f + g) −D(f − g)].
By the parallelogram law (due to the Hilbert structure of W 1,2(X)), we immediately
derive that
D(f, g) =
1
4
[ ∫
M
|∇(f + g)|2w dµ−
∫
M
|∇(f − g)|2w dµ
]
=
∫
M
Γ(f, g) dµ,
where
Γ(f, g)(x) := lim
ǫ↓0
|∇(g + ǫf)|2w(x)− |∇g|2w(x)
2ǫ
, for µ-a.e. x ∈M,
and the limit is taken in L1(M), which represents right the carre´ du champ (see e.g. [9]).
It is known that (D,W 1,2(M)) is a strongly local and regular Dirichlet form; see [4, Section
5
4.3] and [5]. Recall that the Dirichlet form (D,F ) is called regular if W 1,2(M) ∩ Cc(M)
is dense both in W 1,2(M) (with respect to the D
1/2
1 -norm defined by D1(f, g) = D(f, g)+∫
M fg dµ) and in Cc(M) (with respect to the supremum norm), and (D,F ) is called
strongly local if for any f, g ∈ W 1,2(M), (f + a)g = 0 µ-a.e. in M for some a ∈ R, then
D(f, g) = 0. See e.g. [23].
Denote by (Pt)t≥0 and ∆ the heat flow and the infinitesimal generator, respectively,
corresponding to (D,W 1,2(M)). Let (pt)t≥0 be the heat kernel corresponding to (Pt)t≥0.
Then it is symmetric, i.e., for every t > 0, pt(x, y) = pt(y, x) for all (x, y) ∈M ×M , and
stochastically complete, i.e.,
∫
M
pt(x, y) dµ(y) = 1, for all t > 0 and for all x ∈M. (3.1)
Moreover, the author with Jiang and Zhang obtained the following heat kernel upper and
lower bounds (see [28, Theorem 1.1]).
Proposition 3.1. Let (M,d, µ) be an RCD∗(0, N) space with N ∈ [1,∞). Then, there
exists a positive constant C depending on N such that
1
Cµ(B(x,
√
t))
exp
{
− d
2(x, y)
3t
}
≤ pt(x, y) ≤ C
µ(B(x,
√
t))
exp
{
− d
2(x, y)
5t
}
, (3.2)
for any t > 0 and any x, y ∈M .
For f ∈ Cc(M) and x ∈M , define the Littlewood–Paley H-function and H∗-function
by
H(f)(x) =
( ∫ ∞
0
|∇Ptf |2w(x) dt
)1/2
,
and
H∗(f)(x) =
( ∫ ∞
0
∫
M
|∇Ptf |2w(y)pt(x, y) dµ(y)dt
)1/2
,
respectively. Then, it is easy to know that both H(f) and H∗(f) are bounded in L2(M,µ).
Indeed, on the one hand,
∫
M
|H(f)(x)|2 dµ(x) =
∫
M
∫ ∞
0
|∇Ptf |2w(x) dtdµ(x)
=
∫ ∞
0
(∫
M
−∆(Ptf)Ptf dµ
)
dt
=−
∫ ∞
0
∫
M
( d
dt
Ptf
)
Ptf dµdt
=−1
2
∫ ∞
0
∫
M
d
dt
(Ptf)
2 dµdt
≤ 1
2
∫
M
f2 dµ,
and on the other hand, by the symmetry pt(x, y) = pt(y, x) and the stochastic complete-
ness,
∫
M
|H∗(f)(x)|2 dµ(x) =
∫
M
∫ ∞
0
∫
M
|∇Ptf |2w(y)pt(x, y) dµ(y)dtdµ(x)
=
∫ ∞
0
∫
M
|∇Ptf |2w(y)
( ∫
M
pt(x, y) dµ(x)
)
dµ(y)dt
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=∫ ∞
0
∫
M
|∇Ptf |2w(y)
( ∫
M
pt(y, x) dµ(x)
)
dµ(y)dt
=
∫
M
∫ ∞
0
|∇Ptf |2w(y) dtdµ(y);
hence, ‖H∗(f)‖L2(M,µ) = ‖H(f)‖L2(M,µ) ≤ ‖f‖L2(M,µ)/2.
Following [44, Page 252] (see also [11]), we define the p-heat weight corresponding to
the heat flow in the metric measure space.
Definition 3.2. Let w : M → [0,∞] be a locally integrable function. For p ∈ (1,∞), we
say that w is a p-heat weight, denoted by w ∈ Aheatp (M), if
‖w‖Aheatp (M) :=
∥∥Ptw(Ptw−1/(p−1))p−1∥∥L∞(M×[0,∞),µ×L1) <∞,
where L1 is the one-dimensional Lebesgue measure restricted on [0,∞).
Note that, by the Ho¨lder inequality, we immediately have, for any 1 < s ≤ t <∞,
Aheats (M) ⊂ Aheatt (M).
Indeed, for w ∈ Aheats (M), Ho¨lder’s inequality implies that
(
Pτw
−1/(t−1))t−1(x) = (
∫
M
w(y)−1/(t−1)pτ (x, y) dµ(y)
)t−1
≤
(∫
M
(w(y)−1/(t−1))(t−1)/(s−1)pτ (x, y) dµ(y)
)s−1(∫
M
pτ (x, y) dµ(y)
)t−s
≤ (Pτw−1/(s−1))s−1(x),
for any τ ≥ 0 and x ∈M .
Now we are ready to present the main results. For any p ∈ [1,∞) and non-negative
function w ∈ L1loc(M), let
Lpw(M,µ) =
{
f : M → R measurable
∣∣∣
∫
M
|f |pw dµ <∞
}
,
and the norm of f ∈ Lpw(M,µ) is defined by
‖f‖Lpw(M,µ) =
(∫
M
|f |pw dµ
)1/p
.
Theorem 3.3. Let (M,d, µ) be an RCD∗(0, N) space with N ∈ [1,∞) and w ∈ Aheat2 (M).
Suppose that
lim sup
r→∞
µ(B(o, r))
rN
> 0, for some o ∈M. (3.3)
Then, for every f ∈ Cc(M),
‖f‖L2w(M,µ) ≤ (320‖w‖Aheat2 (M))
1/2‖H∗(f)‖L2w(M,µ), (3.4)
‖H∗(f)‖L2w(M,µ) ≤
√
2
2
inf
1<s<2
( s
2− s‖w‖Aheats (M)
)1/2‖f‖L2w(M,µ), (3.5)
and moreover,
‖H∗(f)‖L2w(M,µ) ≤ 25/4‖w‖Aheat2 (M)‖f‖L2w(M,µ), (3.6)
‖H(f)‖L2w(M,µ) ≤ 27/4‖w‖Aheat2 (M)‖f‖L2w(M,µ). (3.7)
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An immediate observation is that lim supr→∞
µ(B(x,r))
rN
is independent of x. Indeed,
for any x, y ∈M ,
lim sup
r→∞
µ(B(x, r))
rN
≤ lim sup
r→∞
µ(B(y, r + d(x, y)))
rN
= lim sup
r→∞
µ(B(y, r))
rN
,
and the same inequality holds if we interchange the roles of x and y. In addition, if the
dimension N is required to be an integer no less than 2, then sharper heat kernel estimates
can be established; see [32, Theorem 3.12].
Let Z =
(
(Zt)t≥0, (Px)x∈M\N
)
be the µ-symmetric Hunt process corresponding to the
Dirichlet form (D,W 1,2(M)), where N is a properly exceptional set in the sense that
µ(N ) = 0 and Px(Zt ∈ N for some t > 0) = 0 for all x ∈ M \ N . Indeed, Z is a
µ-symmetric diffusion with continuous path in the sense that
Px
(
t 7→ Zt is continuous for t ∈ [0, ζ)
)
= 1, for every x ∈M \ N ,
where ζ is the life time of Z. See [23] for instance. Furthermore, it can be shown by the
approach used to prove [7, Thoerem 1.2 (c)] that
Px
(
t 7→ Zt is continuous for t ∈ (0,∞)
)
= 1, for every x ∈M.
Now fix T > 0. For f ∈ Cc(M), define the processes M(f) = (M(f)t)0≤t≤T and
N (f) = (N (f)t)0≤t≤T by
M(f)t = PT−tf(Zt)− PT f(Z0), 0 ≤ t ≤ T,
and
N (f)t = PT−tf(Zt), 0 ≤ t ≤ T,
respectively. Denote the natural filtration of the process (Zt)t≥0 by (Ft)t≥0. Then the
following lemma shows that (M(f)t,Ft)0≤t≤T and (N (f)t,Ft)0≤t≤T are martingales. We
should mention that the result is not new in the smoothing setting and can be derived
directly from Itoˆ’s formula; see e.g. [10]. The approach of proof employed below is general
and does not depend on Itoˆ’s formula (see a recent work [34, Section 3] for non-local
Dirichlet forms case).
Lemma 3.4. Suppose that (M,d, µ) is an RCD∗(K,N) space with K ∈ R and N ∈
[1,∞). Let T > 0 and f ∈ Cc(M). Then (M(f)t,Ft)0≤t≤T and (N (f)t,Ft)0≤t≤T defined
above are uniformly integrable martingales with continuous path, and moreover, for any
t ∈ [0, T ], the quadratic variations are
〈M(f)〉t = 2
∫ t
0
|∇PT−rf |2w(Zr) dr,
and
〈N (f)〉t = |PT f(x)|2 + 2
∫ t
0
|∇PT−rf |2w(Zr) dr,
respectively.
Proof. We only need to prove the assertions forM(f), since the proof for N (f) is similar.
Let 0 ≤ s ≤ t ≤ T . By the Markov property,
PT−tf(Zt) = EZtf(ZT−t) = E[f(ZT )|Ft],
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and hence
E[M(f)t|Fs] =E[PT−tf(Zt)− PT f(Z0)|Fs]
=E[PT−tf(Zt)|Fs]− PT f(Z0)
=E{E[f(ZT )|Ft]|Fs} − PT f(Z0)
=E[f(ZT )|Fs]− PT f(Z0)
=PT−sf(Zs)− PT f(Z0)
=M(f)s,
which implies that (M(f)t,Ft)0≤t≤T is a martingale with continuous path, since t 7→ Zt is
continuous and the map (t, x) 7→ Ptf(x) belongs to Cb((0,∞) ×M) (see [1, Theorem 7.1
(iii)]). In addition, it is easy to know that the family {M(f)t : 0 ≤ t ≤ T} is uniformly
integrable
For every x ∈M , since
Ex[M(f)2t ] =Ex[(PT−tf(Zt)− PT f(Z0))2]
=Ex[(PT−tf(Zt))2]− 2PT f(x)Ex[PT−tf(Zt)] + (PT f(x))2
=Pt(PT−tf)2(x)− (PT f(x))2,
we have
Ex[M(f)2t −M(f)2s] =Pt(PT−tf)2(x)− Ps(PT−sf)2(x)
=
∫ t
s
dPr(PT−rf)2(x)
dr
dr
=
∫ t
s
(
∆Pr(PT−rf)2(x)− 2Pr
(
PT−rf ·∆(PT−rf)
)
(x)
)
dr
=
∫ t
s
Pr
(
∆(PT−rf)2 − 2PT−rf ·∆(PT−rf)
)
(x) dr
=2
∫ t
s
Pr
(
Γ(PT−rf)
)
(x) dr
=Ex
[
2
∫ t
s
|∇PT−rf |2w(Zr) dr
]
,
where in the last line we used the fact that (see e.g. [4, 6])
|∇f |2w = Γ(f, f) :=
1
2
(
∆(f2)− 2f∆f), for every f ∈W 1,2(M).
Hence, applying the Markov property again, we derive that
Ex
[
M(f)2t − 2
∫ t
0
|∇PT−rf |2w(Zr) dr
∣∣∣Fs
]
=M(f)2s − 2
∫ s
0
|∇PT−rf |2w(Zr) dr.
Thus, (
M(f)2t − 2
∫ t
0
|∇PT−rf |2w(Zr) dr, Ft
)
0≤t≤T
is also a martingale.
Therefore, since M(f)0 = 0, the quadratic variation of M(f)t is
〈M(f)〉t = 2
∫ t
0
|∇PT−rf |2w(Zr) dr.
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The next lemma expresses the H∗,T -function as a conditional distribution of the
quadratic variation of M(f), given ZT . The proof, which we present here for the sake of
completeness, is the same as the one for [11, (5.18)]. Note that only the symmetry of the
heat kernel and the stochastic completeness are used in the proof.
Lemma 3.5. Suppose that (M,d, µ) is an RCD∗(K,N) space with K ∈ R and N ∈ [1,∞).
Let T > 0, f ∈ Cc(M) and x ∈M . Define
H∗,T (f)(x) =
( ∫ T
0
∫
M
|∇Ptf |2w(y)pt(x, y) dµ(y)dt
)1/2
.
Then limT→∞H∗,T (f)(x) = H∗(f)(x), and
H∗,T (f)(x) =
(∫
M
Ey
[ ∫ T
0
|∇PT−rf |2w(Zr) dr
∣∣∣ZT = x
]
pT (x, y) dµ(y)
)1/2
.
Proof. We only need to prove the second assertion. By the symmetry of the heat kernel
and the stochastic completeness,
H∗,T (f)2(x) =
∫ T
0
∫
M
|∇Psf |2w(z)ps(x, z) dµ(z)ds
=
∫ T
0
∫
M
pT−r(z, x)|∇PT−rf |2w(z) dµ(z)dr
=
∫ T
0
∫
M
pT−r(z, x)|∇PT−rf |2w(z)
( ∫
M
pr(y, z) dµ(y)
)
dµ(z)dr
=
∫
M
( ∫ T
0
∫
M
pr(y, z)pT−r(z, x)
pT (y, x)
|∇PT−rf |2w(z) dµ(z)dr
)
pT (y, x) dµ(y)
=
∫
M
Ey
[ ∫ T
0
|∇PT−rf |2w(Zr) dr
∣∣∣ZT = x
]
pT (x, y) dµ(y),
where we used the definition of the conditional distribution of Zr under P
y given ZT = x
in the last equality.
We borrow a lemma from [11, Lemma 5.2] and omit its proof here.
Lemma 3.6. Fix T > 0 and x ∈ M . Let (Zt)t≥0 be the diffusion process as above with
Z0 = x. Suppose w ∈ Aheatp (M). Consider the process Yt = PT−tw(Zt), 0 ≤ t ≤ T , under
the probability measure Px. Then YT ∈ Amartp and
‖YT ‖Amartp ≤ ‖w‖Aheatp (M).
Now we are ready to prove Theorem 3.3. The basic idea of proof is not new. It comes
from [11, Section 5] for Cauchy semigroups in the Euclidean setting.
Proof of Theorem 3.3. (1) Fix T > 0. Let f ∈ Cc(M) and K = supp(f). Then, by the
stochastic completeness and the symmetry of the heat kernel, we have
∫
M
|f(x)|2w(x) dµ(x) =
∫
M
∫
M
|f(y)|2w(y)pT (y, x) dµ(x)dµ(y)
=
∫
M
∫
M
1K(y)|f(y)|2w(y)pT (y, x) dµ(x)dµ(y)
=
∫
M
( ∫
M
1K(y)|f(y)|2w(y)pT (x, y) dµ(y)
)
dµ(x)
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=∫
M
Ex
[
1K(ZT )|f(ZT )|2w(ZT )
]
dµ(x)
≤ 2
∫
M
Ex
[
1K(ZT )|f(ZT )− PT f(x)|2w(ZT )
]
dµ(x)
+2
∫
M
Ex
[
1K(ZT )|PT f(x)|2w(ZT )
]
dµ(x)
= : I + II.
Let Yt = PT−tw(Zt) for 0 ≤ t ≤ T . Then YT = w(ZT ). Define dQ = YTdP. Applying
(2.3) and Lemma 3.4, we derive that
Ex
[|f(ZT )− PT f(x)|2w(ZT )]
=Ex
[M(f)2TYT ] = ‖M(f)T ‖2L2(Q)
≤ 80‖YT ‖Amart2 ‖〈M(f)〉
1/2
T ‖2L2(Q)
=160‖YT ‖Amart2 Ex
[
w(ZT )
∫ T
0
|∇PT−rf |2w(Zr) dr
]
,
Then, by the Markov property, we obtain that
I :=
∫
M
Ex
[
w(ZT )
∫ T
0
|∇PT−rf |2w(Zr) dr
]
dµ(x)
=
∫
M
Ex
{
Ex
[
w(ZT )
∫ T
0
|∇PT−rf |2w(Zr) dr
∣∣∣FT
]}
dµ(x)
=
∫
M
Ex
{
Ex
[ ∫ T
0
|∇PT−rf |2w(Zr) dr
∣∣∣FT
]
w(ZT )
}
dµ(x)
=
∫
M
Ex
{
Ex
[ ∫ T
0
|∇PT−rf |2w(Zr) dr
∣∣∣ZT
]
w(ZT )
}
dµ(x).
Denote
ϕ(ZT ) = Ex
[ ∫ T
0
|∇PT−rf |2w(Zr) dr
∣∣∣ZT
]
.
Then
I=
∫
M
Ex [ϕ(ZT )w(ZT )] dµ(x)
=
∫
M
( ∫
M
ϕ(y)w(y)pT (x, y) dµ(y)
)
dµ(x)
=
∫
M
( ∫
M
ϕ(y)pT (x, y) dµ(x)
)
w(y) dµ(y)
=
∫
M
( ∫
M
Ex
[ ∫ T
0
|∇PT−rf |2w(Zr) dr
∣∣∣ZT = y
]
pT (x, y) dµ(x)
)
w(y) dµ(y)
=
∫
M
H∗,T (f)(y)2w(y) dµ(y),
where we applied Lemma 3.5 in the last line. Thus,
I≤ 320‖YT ‖Amart2
∫
M
H∗,T (f)(x)2w(x) dµ(x)
≤ 320‖w‖Aheat2 (M)
∫
M
H∗,T (f)(x)2w(x) dµ(x),
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where we applied Lemma 3.6 in the second inequality.
Applying the heat kernel upper bound (3.2), we immediately have
|PT f(x)|2 ≤PT (|f |2)(x) =
∫
M
pT (x, y)|f(y)|2 dµ(y)
≤
∫
M
C
µ(B(x,
√
T ))
|f(y)|2 dµ(y)
=
C
µ(B(x,
√
T ))
‖f‖2L2(M,µ),
where C is a positive constant. By the assumption (3.3), we have
µ(B(x, r)) ≥ θrN , for any x ∈M, r > 0, (3.8)
where θ := lim supr→∞[µ(B(o, r))/rN ] > 0. Indeed, by the volume comparison property
in Proposition 2.5, for any x ∈M and r > 0,
µ(B(x, r))
rN
≥ lim sup
R→∞
µ(B(x,R))
RN
≥ lim sup
R→∞
µ(B(o,R− d(o, x)))
RN
= lim sup
R→∞
(µ(B(o,R − d(o, x)))
(R − d(o, x))N ·
(R − d(o, x))N
RN
)
≥ θ.
Hence,
II = 2
∫
M
|PT f(x)|2Ex[1K(ZT )w(ZT )] dµ(x)
≤C‖f‖2L2(M,µ)
∫
M
1
µ(B(x,
√
T ))
( ∫
K
w(y)pT (x, y) dµ(y)
)
dµ(x)
≤ C
θ
‖f‖2L2(M,µ)T−N/2
∫
M
∫
K
w(y)pT (x, y) dµ(y)dµ(x)
=
C
θ
‖f‖2L2(M,µ)T−N/2
∫
K
w(y) dµ(y),
where we used the symmetry of the heat kernel and the stochastic completeness again in
the last line. Obviously, the term in the last line tends to 0 as T →∞.
Therefore, combining the estimates on I and II, we arrive at
∫
M
|f(x)|2w(x) dµ(x)≤ 320‖w‖Aheat2 (M)
∫
M
H∗,T (f)(x)2w(x) dµ(x)
+
C
θ
‖f‖2L2(M,µ)T−N/2
∫
K
w(y) dµ(y).
Letting T →∞, by the monotone convergence theorem, we prove (3.4).
(2) Similar as the argument above, we have
∫
M
H∗,T (f)2(y)w(y) dµ(y)
=
∫
M
Ex
[
w(ZT )
∫ T
0
|∇PT−rf |2w(Zr) dr
]
dµ(x)
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≤ 1
2
∫
M
Ex
[(
|PT f(x)|2 + 2
∫ T
0
|∇PT−rf |2w(Zr) dr
)
w(ZT )
]
dµ(x)
=
1
2
∫
M
Ex
[〈N (f)〉Tw(ZT )] dµ(x).
Then, applying (2.4), we obtain
∫
M
H∗,T (f)2(y)w(y) dµ(y)
≤ 1
2
∫
M
inf
1<s<2
( s
2− s‖YT ‖Amarts
)
Ex
[N (f)2Tw(ZT )] dµ(x)
=
1
2
∫
M
inf
1<s<2
( s
2− s‖YT ‖Amarts
)
Ex
[|f(ZT )|2w(ZT )] dµ(x)
≤ 1
2
inf
1<s<2
( s
2− s‖w‖Aheats (M)
) ∫
M
|f(x)|2w(x) dµ(x),
where we used Lemma 3.6 in the last inequality. Thus, we prove (3.5).
(3) By the same approach as above, applying (2.5) instead of (2.4), we obtain (3.6).
(4) By the inequality (see e.g. [5])
|∇Ptf |2w ≤ Pt|∇f |2w, for every f ∈W 1,2(M),
we deduce that
H(f)2(x) =
∫ ∞
0
|∇Ptf |2w(x) dt
≤
∫ ∞
0
Pt/2
(|∇Pt/2f |2w)(x) dt
=
∫ ∞
0
∫
M
|∇Pt/2f |2w(y)pt/2(x, y) dµ(y)dt
=2
∫ ∞
0
∫
M
|∇Ptf |2w(y)pt(x, y) dµ(y)dt
=2H∗(f)2(x).
Thus, combining this and (3.6), we obtain (3.7) immediately.
Therefore, the proof is completed.
Remark 3.7. The RCD∗(0, N) space with N ∈ [1,∞) turns out to be a convenient setting
to establish Theorem 3.3. However, it seems that the method also works in more general
situations.
(1) In the above proof, we do not use the full upper bound of the heat kernel in (3.2);
indeed, the estimate
pt(x, y) ≤ c
µ
(
B(x,
√
t)
) , for any x, y ∈M and t > 0,
is enough, where c is a positive constant.
(2) In fact, for Theorem 3.3 to hold, it is enough to assume that, there exist some
constants C > 0 and δ > 0 such that
µ
(
B(x0, r)
) ≥ Crδ, for some x0 ∈M and for any big r > 0, (3.9)
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in stead of the maximum volume growth assumption (3.3). It is clear that (3.9) does not
depend on the choice of x0, since from Proposition 2.5, for any x ∈M ,
µ
(
B(x0, r)
) ≤ µ(B(x, d(x0, x) + r)) ≤
(r + d(x0, x)
r
)N
µ
(
B(x, r)
) ≤ 2Nµ(B(x, r)),
for any r ≥ d(x0, x). Moreover, every noncompact CD∗(0, N) space (in particular,
RCD∗(0, N) space) (M,d, µ) has at least linear growth of the µ-measure of the ball,
which is implied by Lemma 3.8 below.
Lemma 3.8. Let (M,d, µ) be a noncompact CD∗(0, N) space with N ∈ [1,∞). Then
µ(M) =∞, and moreover, for every o ∈M , there exists a positive constant C such that
lim inf
r→∞
µ
(
B(o, r)
)
r
> C. (3.10)
Proof. Fix an arbitrary r > 0. For any t > r and any y ∈ M , by the volume comparison
property in Proposition 2.5,
µ
(
B(y, t)
)
tN
− µ
(
B(y, t)
)− µ(B(y, r))
tN − rN
=
rN
tN − rN
[µ(B(y, r))
rN
− µ
(
B(y, t)
)
tN
]
≥ 0.
Let x ∈ ∂B(o, t) (the boundary of the ball B(o, t)). The triangular inequality implies that
B(o, r) ⊂ B(x, t+ r) \B(x, t− r) and B(x, t− r) ⊂ B(o, 2t). Hence,
µ
(
B(o, 2t)
) ≥ µ(B(x, t− r))
≥ (t− r)
N
(t+ r)N − (t− r)N
[
µ
(
B(x, t+ r)
)− µ(B(x, t− r))]
≥ (t− r)
N
(t+ r)N − (t− r)N µ
(
B(o, r)
)
.
Let N˜ = ⌊N⌋+ 1, where ⌊N⌋ is the integer part of N . For any t ≥ 2r, since
(t− r)N
(t+ r)N − (t− r)N =
1(
1 + 2rt−r
)N − 1 ≥
1(
1 + 2rt−r
)N˜ − 1
=
1
N˜∑
k=1
(
N˜
k
)(
2r
t−r
)k ≥
t− r
r
· 1
N˜∑
k=1
(
N˜
k
)
2k
≥ t− t/2
r
· 1
N˜∑
k=1
(
N˜
k
)
2k
=
t
2r
N˜∑
k=1
(N˜
k
)
2k
=
t
2(3N˜ − 1)r = ct,
where 1c = 2(3
N˜ − 1)r. Thus,
µ
(
B(o, 2t)
) ≥ cµ(B(o, r))t, for any t ≥ 2r.
It combined with Remark 3.7 (2) implies (3.10), and hence µ(M) = ∞ obviously. The
proof is completed.
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Remark 3.9. Lemma 3.8 is a generalization of the result obtained separately by E. Calabi
in [15] and S.T. Yau in [51] on complete and noncompact Riemannian manifolds with
nonnegative Ricci curvature. The proof of Lemma 3.8 is elementary and only depends
on the volume comparison property (see Proposition 2.5 above). Hence, it seems that
property (3.10) also holds in the more general setting, i.e., the noncompact metric measure
space satisfying the so-called measure contraction property MCP(0, N) with N ∈ [1,∞)
(see e.g. [41, Definition 2.1 and Theorem 5.1] for the definition and the volume comparison
property, as well as [50, Section 5]).
From Remark 3.7 (2) and Lemma 3.8, we immediately obtain the following proposition.
Proposition 3.10. Let (M,d, µ) be a noncompact RCD∗(0, N) space with N ∈ [1,∞).
Then all the inequalities (3.4)–(3.7) hold.
Now we turn to study the Lusin area function in the metric measure space setting.
Let α > 0 and x ∈M . Define
Cα(x) = {(y, t) ∈M × R+ : d(y, x) < α
√
t},
which is the so-called parabolic cone with vertex at x and aperture α. For every f ∈
Cc(M), define the Lusin area function as
Aα(f)(x) =
( ∫
Cα(x)
t−N/2|∇Ptf |2w(y) dµ(y)dt
)1/2
.
Corollary 3.11. Let (M,d, µ) be an RCD∗(0, N) space with N ∈ [1,∞) and w ∈ Aheat2 (M).
Suppose that (3.3) (or (3.9)) holds and
lim inf
r→0
µ(B(x, r))
rN
= κ, (3.11)
for every x ∈M and some constant κ > 0. Then, for every f ∈ Cc(M),
‖Aα(f)‖L2w(M,µ) ≤
( κ
C
)1/2
eα
2/6‖w‖Aheat2 (M)‖f‖L2w(M,µ),
for some constant C > 0 depending on N .
Proof. From Proposition 2.5, we know that the function r 7→ µ(B(x, r))/rN is non-
decreasing in (0,∞) for every x ∈M . Hence, the assumption (3.11) implies that
µ
(
B(x,R)
)
RN
≤ lim inf
r→0
µ
(
B(x, r)
)
rN
= κ,
for any x ∈M and all R > 0. Applying the heat kernel lower bound in (3.2), we derive
pt(x, y)≥ C
µ(B(x,
√
t))
exp
(
− d
2(x, y)
3t
)
≥ C
κtN/2
exp
(
− d
2(x, y)
3t
)
,
for any y ∈M . Then
t−N/2 ≤ κ
C
exp
(d2(x, y)
3t
)
pt(x, y).
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Hence,
Aα(f)(x)≤
(∫
Cα(x)
κ
C
eα
2/3|∇Ptf |2w(y)pt(x, y) dµ(y)dt
)1/2
≤
( κ
C
)1/2
eα
2/6H∗(f)(x).
Thus, combining this with (3.6), we complete the proof.
Clearly, in the noncompact setting, the inequality in Corollary 3.11 also holds without
assumption (3.3) (or (3.9)), due to Proposition 3.10.
4 The comparison of p-heat weight and p-Muckenhoupt weight
Now let us recall the definition of the p-Muckenhoupt weight in the setting of metric
measure spaces.
Definition 4.1. Let (M,d, µ) be a metric measure space and w :M → [0,∞] be a locally
integrable function. For p ∈ (1,∞), we say that w is a p-Muckenhoupt weight, denoted by
w ∈ Ap(M), if
‖w‖Ap(M) := sup
B
( 1
µ(B)
∫
B
w dµ
)( 1
µ(B)
∫
B
w−1/(p−1) dµ
)p−1
<∞,
where the supremum is taken over all balls B ⊂M .
It is an interesting question to ask about the relationship between the p-heat weight
and the p-Muckenhoupt weight in our metric measure space setting. The next theorem
shows that the p-heat weight and the p-Muckenhoupt weight are comparable for each
1 < p <∞. So, it is natural to regard the p-heat weight as a probabilistic representative
of the p-Muckenhoupt weight. The same conclusion (4.1) below for p = 2 in R2 was
obtained by Petermichl and Volberg in [44, Theorem 3.1].
Theorem 4.2. Let (M,d, µ) be an RCD∗(0, N) space with N ∈ [1,∞) and let 1 < p <∞.
Then, there exist positive constants c1 and c2 depending on N such that
c1‖w‖Aheatp (M) ≤ ‖w‖Ap(M) ≤ c2‖w‖Aheatp (M). (4.1)
Proof. The constant C below may vary from line to line. We assume that w ∈ Ap(M)
and then prove the first inequality in (4.1). For any x ∈ M and t > 0, let B−1 = ∅,
Bk = B(x, 2
k
√
t) and Ck = Bk \ Bk−1, k = 0, 1, 2, · · · . Then, by the heat kernel upper
bound in (3.2),
( 1
µ(B0)
∫
B0
w dµ
)(
Pt(w
−1/(p−1))(x)
)p−1
=
( 1
µ(B0)
∫
B0
w dµ
)( ∫
M
pt(x, y)w
−1/(p−1)(y) dµ(y)
)p−1
≤
( 1
µ(B0)
∫
B0
w dµ
)( ∫
M
C
µ(B0)
exp
[
− d
2(x, y)
5t
]
w−1/(p−1)(y) dµ(y)
)p−1
≤
( 1
µ(B0)
∫
B0
w dµ
)( ∞∑
k=0
∫
Ck
C
µ(B0)
exp
[
− d
2(x, y)
5t
]
w−1/(p−1)(y) dµ(y)
)p−1
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≤
( 1
µ(B0)
∫
B0
w dµ
)( C
µ(B0)
∞∑
k=0
µ(Bk) exp
(
− 2
2k−2
5
) 1
µ(Bk)
∫
Bk
w−1/(p−1) dµ
)p−1
,
where C is a positive constant depending on N . Since
( 1
µ(Bk)
∫
Bk
w dµ
)( 1
µ(Bk)
∫
Bk
w−1/(p−1) dµ
)p−1
≤ C,
for some constant C > 0, we have
( 1
µ(B0)
∫
B0
w dµ
)(
Pt(w
−1/(p−1))(x)
)p−1
≤
( 1
µ(B0)
∫
B0
w dµ
){ C
µ(B0)
∞∑
k=0
µ(Bk) exp
(
− 2
2k−2
5
)
×
( 1
µ(Bk)
∫
Bk
w dµ
)−1/(p−1)}p−1
,
where, by the volume comparison property (see Proposition 2.5),
1
µ(Bk)
∫
Bk
w dµ=
µ(B0)
µ(Bk)
· 1
µ(B0)
∫
Bk
w dµ
≥ 2−kN 1
µ(B0)
∫
B0
w dµ.
Hence, by the volume comparison property in Proposition 2.5 again,
( 1
µ(B0)
∫
B0
w dµ
)(
Pt(w
−1/(p−1))(x)
)p−1
≤
( 1
µ(B0)
∫
B0
w dµ
){ C
µ(B0)
∞∑
k=0
µ(Bk) exp
(
− 2
2k−2
5
)
×
( 1
µ(B0)
∫
B0
w dµ
)−1/(p−1)
2kN/(p−1)
}p−1
≤
{ C
µ(B0)
∞∑
k=0
2kN/(p−1)µ(Bk) exp
(
− 2
2k−2
5
)}p−1
≤C
{ ∞∑
k=0
2pkN/(p−1) exp
(
− 2
2k−2
5
)}p−1
,
which implies that
( 1
µ(B0)
∫
B0
w dµ
)(
Pt(w
−1/(p−1))(x)
)p−1 ≤ C, (4.2)
for any x ∈M and t > 0, where C is a positive constant depending on N . Then, applying
the heat kernel upper bound in (3.2) again, we derive that
Ptw(x)
(
Pt(w
−1/(p−1))(x)
)p−1
=
(
Pt(w
−1/(p−1))(x)
)p−1 ∫
M
pt(x, y)w(y) dµ(y)
≤ (Pt(w−1/(p−1))(x))p−1
∞∑
k=0
∫
Ck
pt(x, y)w(y) dµ(y)
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≤ (Pt(w−1/(p−1))(x))p−1
∞∑
k=0
∫
Bk
C
µ(B0)
exp
(
− 2
2k−2
5
)
w(y) dµ(y)
=
(
Pt(w
−1/(p−1))(x)
)p−1 ∞∑
k=0
Cµ(Bk)
µ(B0)
exp
(
− 2
2k−2
5
)( 1
µ(Bk)
∫
Bk
w(y) dµ(y)
)
≤C(Pt(w−1/(p−1))(x))p−1
∞∑
k=0
2kN exp
(
− 2
2k−2
5
)(
P22kt(w
−1/(p−1))(x)
)−(p−1)
,
where we used the volume comparison property and (4.2). By the heat kernel lower and
upper bounds (3.2) and the volume comparison property,
P22kt(w
−1/(p−1))(x) =
∫
M
p22kt(x, y)w
−1/(p−1)(y) dµ(y)
≥
∫
M
C
µ(B2k)
exp
(
− d
2(x, y)
3 · 22kt
)
w−1/(p−1)(y) dµ(y)
=
∫
M
C
µ(B0)
( µ(B0)
µ(B2k)
)
exp
(
− d
2(x, y)
3 · 22kt
)
w−1/(p−1)(y) dµ(y)
≥
∫
M
2−2kN
C
µ(B0)
exp
(
− d
2(x, y)
3 · 22kt
)
w−1/(p−1)(y) dµ(y)
≥C2−2kNPt
(
w−1/(p−1)
)
(x).
Thus, for any x ∈M and any t > 0,
Ptw(x)
(
Pt(w
−1/(p−1))(x)
)p−1
≤C(Pt(w−1/(p−1))(x))p−1
∞∑
k=0
2kN exp
(
− 2
2k−2
5
)( 22kN
Pt
(
w−1/(p−1)
)
(x)
)p−1
=C
∞∑
k=0
2(2p−1)kN exp
(
− 2
2k−2
5
)
≤ C,
which proves the first inequality of (4.1).
Now we assume that w ∈ Aheatp (M) and prove the second inequality in (4.1). Indeed,
for any t > 0 and x ∈M , we can choose a constant C > 0, depending on N , such that
µ(B(x,
√
t))−11B(x,√t)(·) ≤ Cµ(B(x,
√
t))−1 exp[−d2(x, ·)/(5t)] ≤ Cpt(x, ·),
and hence,
( 1
µ(B(x,
√
t))
∫
B(x,
√
t)
w dµ
)( 1
µ(B(x,
√
t))
∫
B(x,
√
t)
w−1/(p−1) dµ
)p−1
≤C
(∫
M
pt(x, y)w(y) dµ(y)
)(∫
M
pt(x, y)w(y)
−1/(p−1) dµ(y)
)p−1
=CPtw(x)
(
Pt(w
−1/(p−1))(x)
)p−1
,
which implies that the second inequality of (4.1) holds for some positive constant c2
depending on N .
Corollary 4.3. Under the assumption of Corollary 3.11, if w ∈ A2(M), then for every
f ∈ Cc(M), there exists a constant C > 0 such that
‖f‖L2w(M,µ) ≤ C‖w‖
1/2
A2(M)
‖H∗(f)‖L2w(M,µ),
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‖H∗(f)‖L2w(M,µ) ≤ C inf1<s<2
( s
2− s‖w‖As(M)
)1/2
‖f‖L2w(M,µ),
‖H∗(f)‖L2w(M,µ) ≤ C‖w‖A2(M)‖f‖L2w(M,µ),
‖H(f)‖L2w(M,µ) ≤ C‖w‖A2(M)‖f‖L2w(M,µ),
‖Aα(f)‖L2w(M,µ) ≤ Ceα
2/6‖w‖A2(M)‖f‖L2w(M,µ).
Proof. By Theorem 3.3, Corollary 3.11 and Theorem 4.2, we immediately prove the corol-
lary.
5 Remarks
In this section, we give some remarks to illustrate the main results and to point out
another interesting setting where the results should be established in a similar manner.
Let M be a complete smooth Riemannian manifold, d be the Riemannian distance,
µ be the Riemannian volume measure and Ric be the Ricci curvature. Let ∆ be the
Laplace–Beltrami operator on M . The corresponding heat flow and heat kernel are still
denoted by (Pt)t≥0 and (pt)t≥0, respectively. Then, applying the same approach as in
Sections 3 and 4, we can prove the following theorem.
Theorem 5.1. Let M be a complete and noncompact Riemannian manifold with dimen-
sion n ≥ 2. Suppose that Ric ≥ 0 and w ∈ Aheat2 (M). Then, all the inequalities in
Theorem 3.3 and Corollary 3.11 hold true, as well as the result in Theorem 4.2.
Note that the Riemannian manifold (M,d, µ) with Ric ≥ 0 is a particular RCD∗(0, n)
space. Hence, Theorem 5.1 is an immediate consequence of Proposition 3.10. We should
mention that, the former part of assertions in Theorem 5.1 is not new, which have been
obtained recently in [11, Theorem 6.1] without assuming the topological property that M
is noncompact but instead under an additional assumption on the heat kernel that
sup
x∈M
pt(x, x) = ct → 0, as t→∞. (5.1)
However, from the heat kernel upper bound in (3.2) and Lemma 3.8, we immediately see
that (5.1) holds under the assumption of Theorem 5.1.
Finally, we remark that results in Theorem 3.3, Proposition 3.10, Corollary 3.11 and
Theorem 4.2 should be similarly established on sub-Riemannian manifolds satisfying the
generalized curvature-dimension condition CD(0, ρ2, κ,m) with ρ2 > 0, κ ≥ 0 and 2 ≤
m < ∞, in the sense of Baudoin–Garofalo [12, 13], although, generally speaking, in that
setting, the curvature-dimension dimension condition in the sense of Lott–Sturm–Villani
is not available (see e.g. [29]).
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