Abstract-The research of stock price volatility is very important. Traditionally, the stock price is usually processed as a time series, and don't consider the influence of stock trading volume. In this paper, we use Gaussian Mixture Model method to the clustering analysis of stock price volatility based on stock trading volume. The method is used to analysis the real data of Wuliangye stock in Shenzhen stock market of China. The experimental results show that it is possible to get the better clustering results by considering the influence of daily trading volume to stock closing price.
INTRODUCTION
The research of stock price volatility not only has important academic significance, but also has important practical significance. Traditionally, the stock price is usually processed as a time series. The modelling of such time series is extremely important and vital, and has been attracting the attention of both practitioners and researchers. However, it is also considered a rather difficult problem, due to the many complex features frequently present in stock price series , such as irregularities, volatility, trends and noise, and so on. A number of techniques have been developed in an attempt to model stock price series based on their present and past behavior.
Traditional time series modelling technologies, such as autoregressive integrated moving average(ARIMA) [1] , exponential smoothing [2] , decomposition [3] , etc., have been widely and successfully used. More recently a number of machine learning techniques, such as neural networks [4] , fuzzy systems [5] , genetic algorithm [6] , and SVM [7] are becoming promising directions in this fields. Some showed improvement compared to traditional models.
Among modern intelligent methods, cluster analysis method is an important technology. Cluster analysis [8] classifies a set of observations into two or more mutually exclusive unknown groups based on combinations of interval variables. The goal is that the objects within a group be similar to one another and different from the objects in other groups, and is to discover the share properties of the groups. The greater the similarity within a group and the greater the difference between groups, the better or more distinct the clustering. Clustering algorithms can be divided into partitioning, hierarchical, density-based, and grid-based algorithms.
Gaussian Mixture Models (GMMs) [9] are among the most statistically mature methods for clustering. The Gaussian Mixture Models are parametric probability density function represented as a weighted sum of Gaussian component densities. GMMs are commonly used as a parametric model of the probability distribution of continuous measurements or features in data. The parameters of GMMs are usually estimated by the Expectation-Maximization (EM) algorithm [10] . This work uses the GMMs with EM algorithm to analysis the stock daily closing price based on the influence of stock daily trading volume.
II. METHODOLOGY

A. Gaussian Mixture Model
The hypothesis of Gaussian Mixture Model (GMM) is very simple, and has the assumption that the data obey the Gauss distribution. In other words, the data can be seen as generated from a number of Gaussian Distribution. In fact, GMM and k-means is actually very similar, the only difference between k-means and GMM is that the probability is introduced in the GMM. The GMM usually estimates probability density distribution of the sample, and the model estimated is a weighted sum of several Gaussian model. However, each Gaussian model is on behalf of a cluster. The probability of each cluster will be obtained when data samples are projected on several Gaussian model. Then we can choose the cluster with maximum probability as the result. In addition, Mixture Model itself actually can become arbitrarily complex, by increasing the number of Model, we can arbitrarily approximate any continuous probability density distribution. Each of the GMM is composed of K Gaussian distribution, that each Gaussian distribution is called a "Component", and the linear addition of these "Component" together constitute the probability density function of GMM, by,
where,
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x is a column vector of dimension d, u is the model expectation, and Σ is model variance.
When Gaussian mixture models are used for data clustering, clusters are assigned by selecting the component that maximizes the posterior probability. Usually, we want to find a set of parameters θ, so that the probability of generating these data points is maximum. The probability is,
which is called likelihood function. For the convenience of calculation, we take the logarithm of both sides of the equation (3) 
which is called log-likelihood function.
B. EM Algorithm
EM（Expectation-Maximization）algorithm is to find the maximum likelihood estimation algorithm of parameter in the probability model, in which probabilistic models rely on hidden variables that cannot be observed. Expectation-Maximization algorithm calculating by two steps alternately, the first step is to calculate the expectation (E), in which the hidden variables is contained as can be observed, to calculate the maximum likelihood expectation; the second step is to maximize (M), in which maximum likelihood expectation found in the E step is maximized to calculate the maximum likelihood estimates of the parameters. This process continues alternately.
1) E step A latent variable Z is introduced in model. Under the assumption that the model parameters is known, it is to seek the expectations that hidden variable Z take z1, z2, ..., respectively. It is to seek the probability of data points generated by each component in GMM, by ( , ) ( ; , , )
where weight factor αk represents the frequency of data points of the training set belonging to the category zk. So 1 ( ; , ) ( , ) ( ; , )
2) M step
It is to use the maximum likelihood method to obtain model parameters. Now we think that ( , ) ik  is the probability of a data point xi generated by the component k obtained in the previous step. Therefore, it can be obtained by,
III. EXPERIMENTS AND RESULTS
In this paper, we use the data of Wuliangye stock(2013/7/1-2014/6/20) in Shenzhen stock market of China to test our proposed method. The testing process mainly choose daily closing price and daily stock trading volume of Wuliangye stock as test data. The data chosen is totally 238 groups, we choose the first 233 groups as training data, and the remaining 5 groups as test data. The reason that only five data is selected as test data, is that the volatility of stock price leads to its long-term forecasting poorly, and the user is more concerned about the shortterm predictions. The selected daily closing price data of Wuliangye stock is shown in Fig .1 , and the corresponding daily trading volume is shown in Fig .2 .
In the clustering process, it is need to calculate similarity distance between the data. However, the data of stock price and stock trading volume has the different scaling factors. In order to eliminate the influence of different scale factor to the similarity distance, we first normalize the values in the data before calculating the distance information. The data processed is shown in Fig .3 . Otherwise, before performing Gaussian mixture model clustering analysis, we must first determine the number of Gaussian mixture model components, namely the number of clusters. The AIC information of models with different number of components is calculated, and the model with lowest AIC information is selected to get the number of clusters which is 4. The information of the number of clusters is shown in table 1. The probability density contour of the training data is shown in Fig .4 , and the fitted results of the training data is shown in Fig .5 . The posterior probability of corresponding to component 1 of the training data is shown in Fig .6 , in which the color blue indicates that posterior probability is small, and the color red indicates that the posterior probability is big. The fitted results of the test data is shown in Fig .7 , and Table 2 , and it is shown clearly the clustering results of the test data fitted by GMM. The results shows that the combination of stock price and stock trading volume get a better clustering results. 
