Abstract: Displaying useful and meaningful information from 3D data is known as volume rendering. Ray casting is one of the most frequently used direct volume rendering methods. It consists of data preparation, sampling, classification, compositing, and shading steps. Normal values are needed for efficient shading. However, 3D volumetric data are discrete and cannot be used directly for shading. Hence, the estimation of normal values, at each voxel on the surface, is needed for realistic shading. In normal estimation, the use of small voxel neighborhoods results in the staircase effect. On the other hand, the use of larger voxel neighborhoods causes loss of details in the final image. In this work, an alternative normal estimation method that uses large voxel neighborhoods is proposed for providing smoother images without losing details.
Introduction
Volume visualization provides meaningful information from 3D volumetric data [1, 2] . It is used in many applications such as medical diagnostic purposes, treatment planning, and computational simulations. Volumetric data can be visualized by surface rendering or volume rendering techniques. While surface rendering techniques cause a loss of dimension information, volume rendering provides more information. In contrast, volume rendering methods are more complex and take quite a long time. Volume rendering is used for preserving information contained in data, which cannot be displayed with surfaces adequately. Volume rendering methods create 2D images from 3D data. Volume rendering can be implemented in two ways: indirect and direct volume rendering. Indirect volume rendering methods include an intermediate step for converting volumetric data into a set of polygons. In contrast, direct volume rendering (DVR) directly renders volumetric data without the intermediate conversion step [3, 4] . DVR is divided into three different categories, named as object-order, image-order, and domain-order. While volumetric data are mapped onto the image plane through a forward mapping in object-order rendering, in the image-order rendering technique each pixel in the image plane sends a ray to the volumetric data to generate the final pixel value. Domain-order techniques consist of two steps: domain transformation and projection [3, 4] . Typically, DVR algorithms include preparation, classification, sampling, shading/lighting, and compositing steps. First, the volumetric data are preprocessed and appropriate data are extracted. Second, the classification and sampling are carried out through color, opacity mapping, and interpolation, respectively. In the third step, the image is shaded/lighted after gradient computations. Finally, alpha blending creates the composite rendered image [4] . * Correspondence: ucevik@cu.edu.tr
Ray casting is an image-order rendering technique, developed for generating 2D images from 3D data without any boundary detection and hidden surface removal process. It is based on the idea of casting a ray from each pixel of the image plane to the surface. If the ray intersects the surface, shading occurs at the intersection point, and the resulting color is assigned to the pixel. In order to determine the first intersection point along the ray, the ray is stepped at regular intervals until it intersects with the object. This method is called the stepping technique. Intensity values are sampled at evenly spaced intervals along the ray by trilinear interpolation of the surrounding voxels [5] . Transfer functions are used to map the sampled values to an appropriate color and opacity. Local gradients are calculated and combined with an illumination model for each sample to obtain a realistic shading. Obtained color and opacity values are composited for finding final pixel values. According to Levoy's ray casting algorithm, shading is separated from the classification. The method contains four steps, namely data preparation, shading and classification, ray casting, and compositing [6, 7] . Ray casting systems need a data structure for storing several voxel values calculated using a neighborhood of the current voxel, such as the calculated ray path, to determine the voxels intersecting with the ray, interpolated intensity, estimated gradients for the surface normal, etc. [8] . Gradient estimation is an important part of the ray casting algorithm due to its effect on classification and shading [8, 9] . This kind of shading is called normal-based contextual shading, which examines a small neighborhood of the current voxel. It determines whether they belong to the same surface or not. In this method, a normal is calculated by fitting a surface to determined voxels [9] . It is based on the idea of estimating the normal when a zero-order interpolation is used. Gray-level shading produces more accurate results when there is a partial volume effect, for which it is assumed that values of the neighborhood of a surface voxel reflect the average of other surface types [9, 10] . Assuming that the ray-surface intersection point is (x, y, z), the gray-level gradient at this point can be estimated with the central difference as in Eq. (1), where D x D y and D z denote the distances between neighboring samples at the intersection point directions, and f represents the zero-order interpolation function. Although the zero-order interpolation provides advantages in speed and simplicity, it may cause staircase effects in the image. Hence, high-order interpolation functions provide more accurate images.
In [10] , another shading approach based on gray-level shading was proposed. It uses intensity projection to calculate shaded intensity values. It is reported that the sum of depth shading values provides a better image. Hence, a 3 × 3 neighborhood is used to calculate summed depth shading values, and the shaded intensity value in the image plane is calculated as in Eq. (2), where (i, j, k T (i, j)) are gray values of k T (i, j) th depth, A and B are scale factors, and C is the fraction of depth shading.
Gradient magnitude and normalized gradient vectors are also used for shading in several methods. Local surface interpolation is one of these methods. It is based on the idea of approximating a biquadratic surface by using the gray-level values of the 26 neighbors of a voxel. Implementation of this method takes quite a long time.
The depth gradient shading method uses a depth buffer storing the distances between the visible voxels and the observer. The normal is calculated by the gradient vector
. For the calculation of the partial derivatives, differences between the depth value of the current pixel and its depth neighbors are used. These differences can be calculated as backward β x,y , forward ρ x,y , or central γ x,y . Assuming that the depth value of (x, y) is δ x,y , backward, forward, and central the differences are as in Eq. (3), respectively. This method also has low resolution disadvantage as in normal-based contextual methods. Moreover, since surface boundaries are not known, the final image may include silhouettes and dark bands.
In gradient estimation, the use of a small neighborhood results in the staircase effect. On the other hand, use of a larger neighborhood causes loss of details in the final image. In addition, discontinuities may occur, as well.
Weighted average function and interpolation of gradients of two adjacent neighbors are methods introduced for solving discontinuity and staircase effect problems of depth gradient shading.
In [11] , a 4D linear regression-based gradient estimation is proposed. It uses a 26-connected neighborhood for regression and mean squared error for approximation. Moreover, the reciprocals of the squared Euclidean distances from the center voxel (13th voxel) are used as weight values for the other voxels. The weight of the center voxel is 0.
In [12] , Lagrange interpolators were used for gradient estimation. In this method, an interpolating function is used to estimate each partial derivative. Moreover, this approach uses 2d points denoting the evaluated points in one direction of the function. Assuming that f : R n → R is a 2d times continuously differentiable function. For x ∈ R n , the approximated function is as in Eq. (4), where g (x) is the approximated function and E (x) is the error function.
. The definition of the interpolating polynomial
, where z k = e k x k , and e k is the k th unit vector of dimension n.
It can be seen that, for observed points,
Lagrange functions on observed points L y,k can be defined as in Eq. (6), where i denotes the i th element of the observed points.
For all observed points y ,
, and the derivative of the function is given in Eq. (7). As can be seen from the formula, partial derivatives are calculated through linear combinations of observations.
In this work, an alternative linear interpolation-based normal estimation is proposed. It is based on the Neville interpolation method [13] using an iteratively decreased number of sampled points. Since this effectively reduces the size of the neighborhood, at each iteration, the proposed method provides images without losing details. The method was tested on the CThead dataset with a size of 256 × 256 × 113 and it was compared with the other normal estimation methods mentioned above. The method was also tested on the Engine and Boston Teapot datasets with sizes of 256 × 256 × 128 and 256 × 256 × 178, respectively.
Materials and method
In this study, an alternative normal estimation method, based on interpolating surface normals of 26-connected neighborhoods of voxels using Neville's interpolation, is proposed. We applied the method on the well-known CThead dataset whose size is 256 × 256 × 113. The aim of this method is to provide images with a smooth nature without losing details and having a low computational burden. The method is based on the 25th degree Lagrange interpolation that is expressed as in Eq. (8) . Since a high degree of interpolation is required and the Lagrange interpolation may be expensive from the computational point of view [13] , the Neville interpolation method, which uses the Lagrange interpolation while halving the number of voxels at each step, is utilized in the proposed method. It uses successive linear interpolations of the normals to converge.
For n + 1 surface normals within a neighborhood, there will be a polynomial F 0...n (x) , of degree n, as in Eq. (9), where x denotes the current voxel's normal, and x 0 and x n denote the normals of the first and nth voxels, respectively, within the current neighborhood. Assuming that there are four voxels in a neighborhood, Neville's algorithm calculates the estimated normal F 0123 (x) as shown in Figure 1 . In our case, this iterative interpolation is carried out on a 26-connected neighborhood, as shown in Figure 2 . Here, the 13th point is the current voxel.
The method starts with a linear interpolation over 13 voxel pairs. Then the next interpolation is calculated with 6 pairs. In each step, the number of voxel pairs is halved. The linear interpolation continues until only one normal is obtained for the current voxel.
Starting with all voxels in a neighborhood and having an iterative structure make the proposed method efficient in terms of smoothness. In addition, since the number of voxels are decreased in each step, the normal estimation process yields an image with details, and it is completed in a shorter time. This is the main difference between the linear regression approach and the proposed method. 
Results
We present the CThead images rendered using the existing methods and the proposed method under exactly the same lighting and orientation conditions to make a comparison between them. As seen from Figure 3 , the central difference-based normal estimation method, a depth gradient shading variant, causes staircase effects on the right cheek, chin regions, and ear of the figure, since it uses only right and left neighbors of a voxel on each direction in computations (small neighborhood). Moreover, at the neck region, there are small discontinuities. The resulting images obtained from both the backward-based normal estimation and the forward-based normal estimation methods, which are of the depth gradient shading variant as well, include more staircase effects than the central-based method, such as on the cheeks, eyes, and chin ( Figure 4 and 5) due to the usage of a small neighborhood again, only one neighbor of a voxel in each direction. In addition, while the backward-based estimation method causes loss in details at just above the right eyebrow, the forward-based estimation method preserves details.
Although the gray-level shading method uses 6 neighbors (a larger neighborhood than the previous one) of a voxel to estimate the normal, similar to the central difference-based method, the image from the gray-level shading method, seen in Figure 6 , includes discontinuities on the neck and staircase effect on the right cheek, too. On the other hand, the gray-level shading method causes less staircase effect on the chin region than the others. Since the linear regression-based method approximates a normal by using the sum of the weighted 26-connected neighborhood of the voxel, it provides a final image without staircase effect as shown in Figure 6 . Although the linear regression-based estimation provides smoother images than the others, it causes a slight loss in details. For instance, in Figure 7 , both the neck and mouth regions have some losses in details.
The image rendered with the Lagrange interpolation-based normal estimation method is shown in Figure  8 . Since it uses 26-connected neighborhoods in each iteration (a large neighborhood), it causes an oversmoothing problem, especially on the eye and neck regions.
The proposed method provides almost the same smoothness with the linear regression-based method and causes minimal staircase effect, because it uses a 26-connected neighborhood at the beginning of the calculation. Moreover, by halving the number of voxels used in the gradient calculation, in each iteration, it preserves details at the eyebrow, neck, and mouth regions, as shown in Figure 9 . Rendering times of these methods are also compared and shown in Figure 10 . The central difference, backward, forward, and gray-level gradient shading methods require a shorter time than the linear regression and the proposed method due to their lower computational complexities. Since the linear regression-based method is iterative and it uses 26-connected neighborhoods, it requires more rendering time than the others. Although the Lagrange interpolation-based method is also iterative and uses 26-connected neighborhoods, it has simpler calculations than the regression-based method; hence, it requires less rendering time. The proposed method requires a further shorter time than the linear regression-based and Lagrange-based approaches, since it halves the number of used voxels in each iteration. 
Conclusion
In this study, an alternative normal estimation approach was proposed. The main aim of the study was to provide more accurate images within a shorter time. To achieve this, Neville's interpolation algorithm was utilized. The proposed algorithm uses 26-connected neighbors of a voxel to estimate its normal. Although the usage of 26-connected neighborhoods provides smoother images that would cause loss of details, the proposed method is able to preserve details by halving the number of voxels used in calculations in each iteration. Due to the dynamic programmability nature of Neville's interpolation, higher degree interpolations are obtained in shorter times in the proposed method. In comparison with the other methods, the proposed method provides comparable images without loss of details.
