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h i g h l i g h t s
• We include drug therapies on a cellular automata model that describes the dynamics of HIV infection.
• The effectiveness of different drug types depends on the infection load at each time step.
• The model reproduces the time scales in which relevant changes on T cell counts occur during the drug therapy.
• The model reproduces qualitatively the results observed for the first two years of treatment on different cohort studies.
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a b s t r a c t
The dynamics of human immunodeficiency virus infection under antiretroviral therapy
is investigated using a cellular automata model where the effectiveness of each drug is
self-adjusted by the concentration of CD4+ T infected cells present at each time step. The
effectiveness of the drugs and the infected cell concentration at the beginning of treatment
are the control parameters of the cell population’s dynamics during therapy. The model
allows describing processes of mono and combined therapies. The dynamics that emerges
from this model when considering combined antiretroviral therapies reproduces with fair
qualitative agreement the phases and different time scales of the process. As observed in
clinical data, the results reproduce the significant decrease in the population of infected
cells and a concomitant increase of the population of healthy cells in a short timescale
(weeks) after the initiation of treatment. Over long time scales, early treatmentwith potent
drugsmay lead to undetectable levels of infection. For late treatment or treatments starting
with a low density of CD4+ T healthy cells it was observed that the treatmentmay lead to a
steady state in which the T cell counts are above the threshold associated with the onset of
AIDS. The results obtained are validated through comparison to available clinical trial data.
© 2013 Elsevier B.V. All rights reserved.
1. Introduction
The dynamics of human immunodeficiency virus (HIV) infection has challenged researchers in various fields of knowl-
edge due to its extremely complex pathogenesis and the extent of medical and social impact that its understanding should
provide. The HIV pandemic remains a major global public health challenge: more than 60million people have been infected
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with the HIV virus and nearly 30million people have died of AIDS, since its beginning. Recent data reveals that in 2010 there
were an estimated 34 million people living with HIV, 2.7 million newly infected, and 1.8 million AIDS-related deaths [1].
This latter annual indicator is steadily decreasing since 2004 due to different factors including among them the increasing
availability of antiretroviral therapy. In particular regions, such as in North America andWestern and Central Europe, deaths
due to AIDS began to decline soon after antiretroviral therapy was introduced in 1996 [1].
Currently jointmultidisciplinary efforts are focused towards twohighly related goals: the desperate search for developing
a prophylactic vaccine and the achievement of therapies that provide long-term drug-free remissions in HIV-infected
patients [2–4]. In particular, mathematicians, bio-mathematicians and physicists have invested great efforts in this subject
through the formulation of mathematical models to describe the time evolution of the virus population and the repertoire
of cells involved in the infection.
In the nineties, after the appearance of antiretroviral therapies, a large number ofmathematicalmodels have been formu-
lated to describe HIV infection and its interaction with the immune system, manifested mainly by the observed decrease of
CD4+ T cell population. Most of these models were composed of a system of ordinary differential equations (ODEs) describ-
ing the time evolution of the average populations of involved cells and viruses considered in eachmodel. Both deterministic
and stochastic models were considered. Among them, for instance, the earlier works of Perelson et al. [5,6], and that of
Kirschner andWebb [7] andWei et al. [8], who investigated strategies in themono-therapy in the presence of drug resistant
strains. For an intuitive introduction on the basic elements and concepts involved in modeling the dynamics of HIV and
other viruses and their interactions with the immune system, the text by Nowak and May [9] is highly indicated, while the
one of Perelson and Nelson [10] is recommended for a review of mathematical models formulated at the time.
Over the past decade, with the development of potent antiretroviral therapies, based on a combination of three or more
drugs the models become more complex and sophisticated. These models include new types of cells that participate in the
immune response (e.g. Refs. [11–13]) and consider their interactions with free virions and with the reverse transcriptase
and protease inhibiting drugs [14]. Other aspects involved in antiretroviral therapies, such as drug resistant strains, different
protocol strategies and adherence to drug treatments, were also investigated using models based on ODEs [15,16].
The models based on systems of ordinary differential equations (ODE) contributed significantly to the understanding of
various aspects of the dynamics of HIV infection. However, in general, such compartmentalized models describe the time
average behavior of virus and cell populations but they cannot capture the properties of the dynamics of HIV infection
emerging from local interactions among such populations.
Cellular automata are an alternative and powerful methodology to the study of spatiotemporal systems where complex
phenomena emerge frommany simple local interactions. In particular, CAmodels have shown to be appropriated to describe
for instance the common HIV infection pattern observed in patients [17] using a unique set of parameters. This approach,
although less explored, has been used since the beginning of the 90s to describe some aspects of HIV infection [18–20].
The model we study in this work is an extended version of a previous CA model, from now on referred to as HIV-CA,
proposed by two of us in 2001 to describe the course of HIV infection. Through the behavior of the population of T cells in
lymph nodes [17] the HIV-CA model shows that the combination of a healthy immune system with high viral proliferation
and mutation rates and a fair amount of spatial localization of the target cells in lymphatic tissues [21] describes the entire
course of infection. The local interactions occurring between cells and virus in the lymph nodes allow for reproducing
qualitatively the three stages (primary infection, clinical latency and onset of AIDS) and the two time scales involved on
the HIV dynamics. The results have been proved to be robust on different regions of the parameter space [22,23] contrary
to what was claimed in Ref. [24]. A rigorous mathematical analysis of the time scales and dynamical aspects of the HIV-CA
model was carried out by Burkhead et al. [25] using ergodic theory and techniques like topological dynamics. Inspired by
these results other extended versions of the HIV-CAmodel have been proposed to investigate other aspects of HIV infection
and antiretroviral drug therapies [26–30].
The aim of this work is to investigate the dynamics of CD4+ T cells during HIV infection under the action of multiple
antiretroviral therapy introducing an extended version of the HIV-CA model [17] that include some of the mechanisms of
antiretroviral therapies currently in use.
In the following Sections 1.1 and 1.2 we briefly describe the pathogenesis of HIV and discuss the mechanisms in which
the antiretroviral therapies are based. This will help the reader to better understand the extended HIV-CA model proposed
in this work.
1.1. The HIV pathogenesis
TheHIV infection occurswhen viral particles of HIV are transferred fromone individual to another by sexual or parenteral
routes. After binding to the target cells the viral particle is transported to lymph nodes where its replication takes place
establishing a permanent infection [31]. Themain target of HIV are cells of the immune system such as T cells, macrophages
and dendritic cells and the viral entrance depend on CD4 receptors and co-receptors CCR5 (macrophages, dendritic and T
cells) or CXCR4 (only T cells).
After binding to the appropriate receptors, the HIV enters the cell by endocytose and fusion [32] and release of the HIV
viral core into the cell interior. Successful uncoating generates the viral reverse transcription and its completion gives rise
to a viral double stranded cDNA that may have different fates. From the point of view of virus replication the most im-
portant fate is its effective integration into the host chromosome [33]. The HIV provirus can integrate in many different
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chromosome locations and most infected cells harbor more than one provirus. The chromosome environment helps the
provirus transcriptional activity or favor quiescence. After successful transcription of viral genome, a dozen of transcripts
are generated and transported from the nucleus to the cell cytoplasm. Specific viral proteins (enzymatic and structural) are
produced and transported to plasma membrane where the viral assembly is facilitated giving rise to new progeny virions
that would be released by the infected cell [34]. The HIV high mutation rate allows for refinement and optimization of its
interactionswith the host proteins promoting its fast replication and spreading. The silent provirus reservoir (resulting from
quiescent states) is responsible for the non-complete eradication of HIV infection after potent antiviral therapies and allows
for the reemergence of HIV burden when the immune defenses grow weaker.
The successful cell infection process leads to its death after the viral replication cycle is complete. The low levels of CD4+ T
cells observed in infected patients therefore can be explained, among other mechanisms, by the viral cycle itself and by the
increasing rates of apoptosis generated by immune system cytotoxic mechanisms.When CD4+ T cell counts decrease below
a critical threshold, the cell-mediated immunity is compromised leading the infected individual to acquire immunodeficiency
syndrome (AIDS). At this stage the individual becomes progressively more susceptible to AIDS and non-Aids opportunistic
infections increasing the individual’s probability of dying from complication of one of them [31].
The typical course of HIV infection observed in non-treated patients is expressed by the time evolution of CD4+ T cell
counts and plasma viremia titer, as illustrated in Fig. 1 of Ref. [35]. TheHIV infectious process in non-treated patients exhibits
a common pattern with three distinct phases and two time scales that may vary from patient to patient [35,36]:
Primary infection: it is the first stage of the disease characterized by a broad viral dissemination, which declines markedly
in weeks after the emergence of the HIV-specific immune response [37]; its duration is delimited by the decrease
of the viral burden to (almost) undetectable levels without its complete elimination.
Clinical latency period: it is the period of time that follows the primary infection andmay vary fromweeks (fast progression
disease) to years (10 years or more for non-treated patients); during this stage patients are usually asymptomatic
but in all cases a gradual but progressive decrease on CD4+ T cell counts in the presence of a very low viral burden
is observed [35].
Onset of AIDS: when the concentration of the T cells becomes lower than a threshold value, which can vary between 350
and 200 cells/mm3, the patient is considered to have acquired the immunodeficiency syndrome and to be at
the risk of opportunistic diseases [38]. From now on we shall refer to this critical CD4+ T cell count as the AIDS
threshold.
The HIV infection is a multifactorial disease and the progressive depletion of CD4+ T cells is one of its clinical hallmarks.
Studies of infected individuals’ lymphoid tissues have shown that these tissues become HIV reservoirs and generate the
necessary environment for viral replication [39]. The ability to measure the plasma viremia allowed for many insights about
the HIV pathogenesis, including the understanding of the importance of the balance between virus productions and T cell
dynamics [40]. It alsomade it possible to use the viral load of untreated patients as a prognosis for disease progression. In the
past decades, amongmany advances and discoveries related to HIV infection, we havewitnessed an enormous development
of more effective antiviral drugs improving the quality of and lifetime of infected individuals. However, the understanding
of what would generate HIV immune protection remains an open question and a challenge.
1.2. Antiretroviral therapies
The spectrum of HIV antiviral drugs developed up to now is mainly focused on the vulnerable points of the virus replica-
tion cycle. The first effective drug against HIV that appeared in the late 80’s was the reverse transcriptase inhibitor [41,42]
that inhibits viral replication and since then different types of this enzyme have been used in HIV drug therapies. The isola-
tion of HIV protease enzyme has facilitated the design of protease inhibitors, another class of antiretroviral drugs (ARV) that
also interferes with the HIV replication. Later on fusion inhibitors appeared blocking the fusion of the viral envelope and the
entrance of the virus into the cell membrane and integrase inhibitors impeaching the insertion of the proviral DNA to host
cell chromosomes. Up to now the US Food and Drugs Administration (FDA, USA) has approved more than 35 ARV drugs and
therapies that have had a great impact on the control viral replication [31,43]. The use of drug therapies for more than two
decades [42] has changed the pattern of morbidity and mortality associated with HIV infection [44] in nations where such
drugs are available for infected patients.
In general antiretroviral therapies (ART) involve the use of two ormore classes of antiretroviral drugs. Themost common
combinations usually consist of two nucleoside reverse transcriptase inhibitors (NRTI) plus either a protease inhibitor (PI) or
a non-nucleoside reverse transcriptase inhibitor (NNRTI). The nucleoside/nucleotide reverse transcriptase inhibitors (NRTI),
and the non-nucleoside reverse transcriptase inhibitor (NNRTI) are classified as competitive substrate inhibitors and act in
very similar ways: when one of them is incorporated into the growing viral DNA chain, its synthesis is halted, inhibiting HIV
replication [41,42]. Protease inhibitors (PI) play an essential role in viral reproduction. This enzyme is fundamental for the
formation of the HIV protein coat and its blockage leads to the production of non-infectious virus species [45,46]. Currently,
there are nine PIs approved for clinical use but resistance to all protease inhibitors has been observed and the genetic basis
of resistance has been well documented over the past 15 years.
Although the current adopted therapiesmay improve the lifetime of individuals, they are toxic, have side effects [42] and
do not cure the individual. When the treatment is effective, the important consequence is a decrease in the viral load (that
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can reach up to 90%) after few weeks when compared to the initial baseline at the time of treatment’s initiation. After six
months, these values may fall to undetectable levels for common tests.
In this work, the inhibitory effects of ARV drugs would be incorporated into the rules of the HIV-CA model, taking into
account its intrinsic effectiveness as explained in the next section.
The paper is organized as follows: in Section 2 we briefly review the rules of HIV-CA model and present its extended
version including ARV drug effects on the HIV dynamics that will be the subject of study in this paper. In Section 3, the
results of the model are presented and discussed, and also compared with clinical data available in literature. Finally, in
Section 4 the conclusions are summarized.
2. Cellular automata model for HIV infection under antiretroviral therapies
A major challenge on modeling the dynamics of the HIV infection is to capture the mechanisms that allow for the
persistence of the viral infection even in the presence of the immune response. The viral persistence is the main feature
that makes the HIV infection different from other viruses. This point was well described in the HIV-CA model and therefore
we expect that by extending the model to include some of the effects of drug therapies we would also learn more about the
drug effects and maybe gain insights on the subject.
Previous studies usingmodels based on theHIV-CAmodelwere proposed aiming to include themechanisms of antiretro-
viral therapies. We highlight the works by Sloot et al. [26] and Shi et al. [29], which consider mechanisms to describe the
effectiveness of treatments as we also do here. On the model presented in Ref. [26] the effects of the drug therapies are
described by a parameter that reduces the extent of the infected cell’s action on its neighborhood. Besides, they consider a
time dependent decreasing linear probability function to simulate the decrease of the effectiveness of the drugs used in the
treatment. With such ad hoc mechanisms their results indicate the possibility of survival of individuals, depending on the
effectiveness of drugs and of certain response functions. Their results also suggest that the high quality of medicines can
prevent, in a way, replication of the virus and the emergence of resistant strains. In Ref. [29] a similar mechanism based on
the viral load was considered to self-adjust the active neighborhood of an infected cell; in addition a drug resistance mech-
anismwas introduced through an exponential decay function without any biological justification. Shi et al. [29] also include
in their model a new pool of the CD4+ T cells, which are recruited from regular healthy cells, representing the cells that
have been exposed to HIV but remain healthy as a consequence of the treatment. Their results reproduce the three stages
of the HIV dynamics and suggest the possibility to adopt a new type of controlled therapy by adjusting drug doses and its
schedule. However, no validation by comparison with clinical data or analysis of the parameter space is provided.
It is important to notice that none of the above mentioned works [26,29] considered the effectiveness of treatment as
a direct function of the infection level at each instant of time as suggested by the medical and biological reality [6,47,48].
The model introduced in the present work consider mechanisms of antiretroviral therapies whose effectiveness that would
be self-adjusted at each time step according to the infection intensity, in this case represented by the density of infected
CD4+ T cells.
2.1. Present model
The cellular automata model considered in this work extends the HIV-CA model, previously proposed in Ref. [17] by
including new rules and new cell states that allow for considering the effects of ARV therapies on the dynamics of the HIV
infection. In the model we will consider that the therapy would start at time t0 corresponding to any time of the regular
dynamics of infection in the absence of treatment. Therefore the dynamics preceding the initiation of drug therapy is the
same one defined on the HIV-CA model which is briefly reviewed below.
HIV-CA model
Thismodel describes the dynamics of HIV infection in lymphoid tissue by considering the interaction among the immune
cells and HIV [17]. In themodel the cells are described by four-state automata representing different states of the CD4+ cells
during the course of infection: susceptible healthy cells H, productive infected cells A1 not yet identified by the immune
system, less productive infected cells A2 already detected by the immune system but still capable of infecting healthy cells
and D dead cells that give place to vacancies in the spatial structured model. A square lattice, each site being occupied by a
target cell, simulates the lymphoid tissues. In the initial configuration the great majority of the sites are occupied by healthy
cells but a small concentration pHIV of infected cells (A) is considered. At each time stepwe perform a parallel updating using
periodic boundary conditions and following the chart flow presented in Fig. 1 that describes the following rules:
Rule 1: A healthy cell H becomes an infected-A1 cell, if it has at least one infected-A1 cell among its nearest neighbors, or
at least four (R = 4) neighboring cells in the state infected-A2. Otherwise, it remains healthy H.
Rule 2: An A1-infected cell remains τ time steps in this state, after which it becomes an infected-A2 cell. τ represents
the period of time necessary for a new infected cell that carries new viral particles to be detected by the immune
system.
Rule 3: An A2-infected cell becomes a dead cell (vacancy) (D-cell) in the next time step.
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Fig. 1. Flow chart of the progression of the HIV-CA model (Ref. [17]), which describes the present model before initiation of treatment.
Rule 4: A dead cellD (vacancy) is replaced by a healthy cellHwith probability (1−pinfec) preg, or by an A1-infected cell with
probability preg pinfec, otherwise it remains in a dead state. The replacement simulates the dynamics generated in
lymphoid tissues due to the blood incoming flux.
The rules and the model parameters were defined based on biological grounds and its values chosen consistently with
clinical and experimental observations, as described in detail in Refs. [17,22,23].
Rules 1 and 2 mimic the spread of HIV infection by contact or proximity. Productive infected cells spread the virus to
healthy neighboring cells either by direct contact or by release of viral particles in their neighborhoods. The difference be-
tween the two rules is related to the power of infection of the infected cells: infected cells not detected by the immune
systems spread the infection more easily than those already detected. As shown before [23] τ is a key parameter for obtain-
ing different time scales on the dynamics of themodel since it regulates the time scale of primary infection. As wewill show
later on τ also defines the short-range time scale for the response to antiretroviral drugs treatment. Rule 3mimics the deple-
tion of the infected cells by the immune response. Rule 4 describes the replacement of dead cells by new CD4+ T cells taking
into account the hypothesis that the capacity of replenishment of the immune system is unaffected by infection, but also
taking into account the fact that the vacancies can be occupied by infected cells coming fromother compartments. Hence the
probabilities preg and pinfec introduced in Rule 4 account for all mechanisms governing the (re) infection process [2,49–51].
Under treatment
In order to consider the effects and effectiveness of ARV therapies it is necessary to introduce three new states for healthy
cells that would be considered after the beginning of the treatment (t ≥ t0). Specifically, these stateswould describe healthy
CD4+ T cells, which have absorbed either the reverse transcriptase inhibitor (HRT) or the protease inhibitor (HP) at any time,
or simultaneously absorbed both inhibitors (HRTP). These stateswere originally conceived by Smith andWahl [14] to describe
the dynamics of CD4+ T cells interacting with free virions and under the effects of reverse transcriptase and protease drug
inhibitors in a model based on coupled ordinary differential equations. The need to consider the evolution of such states to
CD4+ T cells at each time step of the dynamics is justified by the fact that the average intracellular half-time of the inhibitors
drugs is of the order of hours while the lifetime of an uninfected CD4+ T cell is of the order of days.
When the treatment starts the rule concerning healthy cells should be split in new rules to account for the interactions
of healthy cells and the drugs adopted in the therapy.
Healthy cells under therapy should continue to interactwith viral particles (according toHIV-CA rules) but forcibly should
also interact with drugs, which in the case considered herewould possibly inhibit reverse transcriptase and/or protease. Any
combination of these three possible interactions may occur at each step of the simulation. If a given healthy cell becomes
infected and it has absorbed either or both drugs, it will produce a non-infectious virus. Therefore under treatment the new
Rule 1 is summarized in Figs. 2 and 3(a) and explained as follows:
Rule 1a. Under treatment a healthy cell H state becomes HRTP with probability pRTI × pPI; or becomes HP with probability
(1− pRTI)× pPI; or becomes HRT with probability pRTI × (1− pPI); or becomes an infected-A1 cell with probability
(1− pRTI)× (1− pPI) provided it has at least one infected-A1 cell or R = 4 A2 cells amongst its nearest neighbors,
otherwise remains healthy H.
Rule 1b. A healthy cell HRT becomes a HRTP cell with probability pPI; or remains a HRT cell with probability (1− pPI)× pRTI;
or becomes an infected-A1 cell with probability (1− pPI)× (1− pRTI) and if it has at least one infected-A1 cell or
R = 4 A2 cells amongst its nearest neighbors, otherwise remains a healthy H cell.
Rule 1c. A healthy cell HP becomes a HRTP cell with probability pRTI, or remains a HP cell with probability (1 − pRTI) × pPI
or an infected-A1 cell with probability (1− pPI)× (1− pRTI) and if it has at least one infected-A1 cell amongst its
nearest neighbors, or at least R = 4 neighbors in infected-A2 state, otherwise remains a healthy H cell.
Rule 1d. A healthy cell HRTP becomes a healthy cell H in the next time step.
It is important to note that a healthy cell H that absorbs one of two inhibitor drugs (or both) and has contact with an
infected cell or viral particle will become infected but will no longer act as a productive infected-A1 cell, at most it will
produce non-infective virus particles. Therefore, in case a healthy cell escapes from the inhibitory drug effects, itmay become
an infected-A1 cell capable of spreading the infection, as clearly illustrated in the flowcharts shown in Figs. 2 and 3(a).
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Fig. 2. Flowcharts of the progression of healthy CD4+ T cells (panel (a)) and healthy-HRT (panel (b)) under cART. Rectangles indicate the reservoirs of CA
states of the cells: blue for the healthy H-cells, cyan for healthy cells that have absorbed inhibiting drugs (HRT , HP and HRTP) and yellow for the infected-A1
cells. R (1-R) indicates the compliance (non-compliance) of the conditions for infection to occur by contiguity, according to Rule 1. (For interpretation of
the references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 3. Flowcharts of the progression of healthy-HP cells (panel (a)) and dead-D cells (panel (b)) under cART. Rectangles indicate the reservoirs of CA states
of the cells: blue for the healthy H-cells, cyan for healthy cells that have absorbed inhibitory drugs (HRT,HP and HRTP), yellow for the infected-A1 cells and
red for dead D cells. R (1-R) indicates the compliance (non-compliance) of the conditions for infection to occur by contiguity, according to Rule 1. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Rule 1d describes the progression of healthy HRTP cells, which had previously absorbed both RTI and PI drugs. Once the
drug effects are ceased they become regular healthy H cells.
The eventual absorption of ARV drugs by infected-A1 cells would not affect the dynamics of the model, since if it absorbs
an RT inhibitor, its infective capacity will not change immediately, and before the inhibition effect takes place the cell may
release its internal viral particles. On the other hand, if the PI inhibitor is absorbed, the viral protease is inhibited and new
infectious virus particles cannot be released but the cell’s infection capacity by direct contact still remains active. Therefore,
in both cases, the cell would continue to act as a drug-free infected-A1 cell and will evolves to the infected-A2 state after τ
time steps.
Finally, the replacement of dead cells follows the same rules defined on the HIV-CAmodel as described by the flow chart
exhibited in Fig. 3(b).
Fig. 4 shows the closed flow chart (from now on referred as cART) of the states of automata after initiation of a combined
ARV therapy where both kinds of drugs are considered.
Self-adjusting effectiveness
Many factors influence the effectiveness of antiretroviral treatments, which can vary widely among patients. The high
rate of HIV replication and its inherent genetic variations are considered the chief hypotheses explaining the virus perma-
nence. Mutations of the HIV genome confer resistance to drugs [45] suggesting that low levels of ongoing viral replication
continue to persist as observed in patients that received cART for extended periods of time [52]. Pharmacokinetics and
imperfect adherence to prescribed ARV drugs are other important factors for the failure of cART [53]. For instance, a high
adhesion rate to treatment by HIV infected patients was observed to be associated with the increasing rates of viral sup-
pression balanced by the increasing rates of drug resistance among patients [54].
However, since the current antiretroviral drugs are not able to eliminate all strains of virus, a significant population of
virus-resistant infected cells remains active.
In the present study, the intracellular biochemical factors that influence the effectiveness, such as the susceptibility of
inhibiting drugs is considered. The effects due to extracellular factors like pharmacokinetic and adherence will be taken into
account later on.
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Fig. 4. Flow chart of the progression of the HIV-CA model including cART after initiation of therapy.
Recent studies show that after the initiation of antiretroviral therapy, there is a rapid decrease in HIV viral load in the
first weeks (∼35 days) and a concomitant rise in the concentration of healthy CD4 cells [55,53]. However, since the current
antiretroviral drugs are not able to eliminate all strains of virus the patient ends up developing a drug resistance, i.e., a
population of cells remains infected by active resistant viruses. Thus, after initiation of therapy the drugs should become
progressively less effective to the remaining population of infected cells. Following this reasoning, the reduction of the
concentration of infected cells during the first weeks after initiation of treatment would also reflect the loss of effectiveness
of drugs for this population.
Since the drug actionhas limited effects ondisease control anddevelopment of new resistant strains of viruses, after a cer-
tain time after the initiation of the drug therapy the population of infected cellswould reach aminimumvalue thatwould de-
pend on the patient’s conditions and on the adopted drug therapy. However, given that newdrug resistant and non-resistant
strains of virus continue to be released, the population of infected cells starts to grow again after reaching its minimum con-
centration. The balance between the growth of drug resistant and non-drug resistant virus populations (infected cells) and
the self-adjusted drug effectiveness will lead to fluctuations in the population of infected cells till reaching a steady state.
Here we consider a self-adjusting mechanism of drug effectiveness that depends on the concentration of infected cells
and follows some biological requirements: (a) the effectiveness should have a maximum value for the concentration of
infected cells at time of treatment initiation; (b) just after the beginning of the treatment, such dependence should decrease
the effectiveness to its smallest value when the concentration of infected cells has reached its minimum value; (c) it should
reproduce the viral rebound (increase in viral turnover) observed experimentally [56] and the correlated increase of the
population of infected cells leading to its stationary behavior. The self-adjustingmechanismwould be defined independently
for each type of drug, RT or P, and would be described by the probabilities pRTI and pPI on the rules of the model. Each
probability would be a function of infected cell concentrations at time t satisfying the above requirements, and among












where pj(t) is the effectiveness at instant t after initiation of treatment, the index j = RTI or PI denoting the RT and P
inhibitors, respectively. p0j is the maximum value of effectiveness, which characterizes the intrinsic effectiveness of the
corresponding type of drug. DI0 corresponds to the concentration of infected cells at the initiation of treatment while DI(t)
corresponds to this concentration at a subsequent time t . Fig. 5 exhibits plots describing the 90% drug effectiveness function
for four different initial concentrations of infected cells. Each plot should be used to adjust the corresponding inhibiting drug
probability (for mono or combined therapies) initiatedwith the correspondingDI0. The red curve, for instance, describes the
effectiveness dependence on the infected cell density for the particular case when DI0 = 0.6, which corresponds to the drug
effectiveness of p0j = 90%. In other words, given DI0 at t0 the drug effectiveness curve is defined with its maximum value
p0j at DI0, while other values of pj(t) in the following time steps would be determined by the ordinate associated with the
corresponding abscissa DI(t). In the example above, if the concentration of infected cells drops, the left hand side of the
curve will describe the behavior of the effectiveness, while the right hand side would describe this behavior when this
concentration eventually becomes greater than 0.6. By choosing this mechanism to describe the treatment’s effectiveness
wewould be able to describe the particularities that can be observed for different patients (samples) using the sameprotocol.
3. Results
The CA simulations were performed on a two-dimensional lattice of size L = 700 using periodic boundary conditions
and considering theMoore neighborhood for each cell. For comparison purposes we have adopted the same parameters used
in the original model [17], which are pHIV = 0.05, pinfec = 0.00001, preg = 0.99 and τ = 4.
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Fig. 5. Effectiveness pj(t) as a function of the concentration of infected cell DI (t) at the time t after initiation of treatment. For all plots the maximum
value of effectiveness adopted is p0j = 0.9 but each plot corresponds to a different density of infected cells at the time of initiation of treatment: DI0 = 0.2
(black), 0.4 (blue), 0.6 (red) and 0.8 (green), respectively. (For interpretation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)
We investigate the changes over the dynamics of infection produced by three types of antiretroviral therapy initiated
from t0 and maintained without interruptions. Two types of mono-therapies (RT or P inhibitors) and the combined therapy
are considered by taking into account in each case low,moderate and high effectiveness. We analyze the results of the model
(concentration of healthy, infected and dead cells) with respect to the drugs utilized in the different treatments. Initially,
we discuss the changes over the infection dynamics in a long time scale (of the order of years) until the steady state is
reached, focusing subsequently on the variations of such concentrations on a short time scale (of the order of weeks) after
the beginning of treatment.
3.1. HIV infection under ARV therapy in long time scales
Fig. 6 shows the results obtained for mono (RTI and PI) and combined (cART) therapies starting at t0 = 300 weeks for
drugs of low (p0j = 0.5) effectiveness. For the same initial set of parameters, the different concentrations of cells shown on
panels (a) and (b) exhibit similar behaviors for the two types ofmono-therapies, but differ substantially from the casewithout
any treatment on panel (d). Besides the disturbance observed on the short time scale after the treatment’s initiation, the
major differences observed on the plots presented onpanels (a) and (b) comparedwith those on panel (d) are the steady state
cell concentrations: a reduction in infected and dead cell concentrations and a corresponding increase of the concentration
of healthy cells, leading the system slightly above the threshold of AIDS (∼20%). When cART is considered, as shown on
panel (c), such a difference with respect to panel (d) is magnified due to the combined action of two different types of drugs.
The resulting effects seem to be cumulative driving the system above the threshold of AIDS (∼40%) although still keeping
the healthy CD4+ T cell concentration below the level of non-infected individuals.
The effects caused by the variation from low to moderate and high drug effectiveness are explored for the combined
drug therapy, while maintaining the same initial conditions at the beginning of the treatment. Fig. 7 illustrates such a
comparison. We observe that there is a decrease of the steady-state infected cell concentration (Fig. 7(a)) and an increase
of the healthy cell one (Fig. 7(b)) when effectiveness is increased form 50% to 70% and 90%. Furthermore, the effects of drug
therapies emerge on the same short time scale (a fewweeks) regardless of its effectiveness, an aspect that will be discussed
in Section 3.2.
We have also analyzed the importance of the time of initiation of treatment (t0) on the course of the infectionwhen using
highly effective drugs. Fig. 8 shows the concentrations of infected (panel (a)) andhealthy cells (panel(b)) as a function of time.
In each panel, different plots correspond to different times chosen for the initiation of treatment (t0 = 50, 150, 250 and 350
weeks, respectively). Note that the earlier treatment begins, the lower (higher) is the steady state concentration of infected
(healthy) cells. Similar results (not shown) are obtained when low and moderate effectiveness is considered. The error bars
shown in the graphs were obtained averaging over 50 samples and reflect the variations on the concentrations of infected
and healthy cell behaviors among different patients that started the combined drug therapy at the same t0. According to our
results, the sooner the treatment begins, the greater would be the recovery of the healthy cell population driving the system
away from the threshold of AIDS.
The graphs shown in the two previous figures illustrate the time evolution of the average cell concentration on the course
of the infection, focusing on its steady state values with respect to the strength of effectiveness and the instant of initiation
of treatment. However, it is also important to observe each sample behavior individually by analyzing the dependence of
the results with respect to the concentration of infected or healthy cell baselines at themoment of the treatment’s initiation.
Such analysis leads to the estimate of the best time to start antiretroviral treatment during the course of HIV infection, an
issue still controversial in HIV-infected patient care [57,58].
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Fig. 6. Plots of the fractions of healthy (blue squares), infected A1 plus A2 (yellow circles) and dead (red down-triangles) cells for ARV treatments using
low effectiveness (p0j = 0.5) initiated at t0 = 300 weeks. (a) RTI mono-therapy, (b) PI mono-therapy, (c) combined drug therapy (cART) and (d) absence
of therapy. In all panels dashed blue lines mark the threshold of AIDS.
Fig. 7. Plots of the concentration of infected (A1 + A2) cells (panel (a)) and of the concentration of healthy cells (panel (b)) for a combined drug therapy of
low (p0RTI = p0PI = 0.5, squares),moderate (p0RTI = p0PI = 0.7, circles) and high effectiveness (p0RTI = p0PI = 0.9, diamond) therapies initiated at t0 = 350
weeks. In panel (b) the dashed blue line marks the threshold for AIDS.
Fig. 9 shows the density plot of the steady state concentration of healthy cells as a function of the effectiveness (p0j) and
the density of infected cells (DI0) at the initiation of a cART. In this diagram three regions emerge depending on the course
of infection after the treatment’s initiation. On the upper left corner, there is a small region associated with the possibility of
remission, provided drugs with high effectiveness are used during early infection, when the density of infected cells or viral
load is very low. The borderline of this region is defined by samples exhibiting stationary concentrations of the order of 1%
for infected cells and almost 99% of healthy cells. This region corresponding to 1.5%–2% of the entire plot’s area represents
the fraction of patients thatmay go over remission, an aspect that depends on the sensitivity of tests detecting viral particles.
When the effectiveness of drugs are less than 40%, no matter how early the treatment starts, the results indicate that the
patient would acquire immunodeficiency syndrome. However, if the drug effectiveness is higher than 40% the treatment
will always be worth keeping the patient healthy cell concentration above the AIDS threshold. In this case, as supported by
clinical data [59], the lower the concentration of cells infected at the beginning of treatment, the greater the concentration
of healthy cells at the steady state, reducing the risk of the patient reaching the onset of AIDS [59].
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Fig. 8. Panel (a): plots of the concentration of infected A1 plus A2 for the combined RTI plus PI therapies of high effectiveness (p01 = p02 = 0.9) for
therapies initiated at t0 = 50 (down triangles), 150 (diamond), 250 (circles) and 350 (squares) weeks, after primary infection. Panel (b): corresponding
graphs for the concentration of healthy cells. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version
of this article.)
Fig. 9. Cell density diagram showing different behaviors of the dynamics of infection following cART therapy when varying the drug effectiveness p0j and
the initial fraction of infected cells DI0 . Solid circles delimitate the boundary of the remission region, while solid squares define the boundary of the AIDS
region with the seropositive one. The remission region corresponds to samples that reach a steady-state with the concentration of infected cells below
0.01 corresponding to a viral load below the detection limit (50 viral copies/ml). The seropositive region corresponds to samples which end upwith a finite
concentration of infected cells but with healthy cell concentration still above the threshold to AIDS. The development of AIDS is the region of samples
whose stationary value of infected cells is high and the healthy cell concentration is below the threshold to AIDS. Dashed lines are drawn from numerical
fitting as a visual guide.
In Fig. 9, a rough estimate of the area of seropositive individuals indicates that it corresponds to 58%–59% of the total area
leaving 38%–40% of it for the cases in which the healthy cell concentration is below the AIDS threshold and the individual
becomes susceptible to opportunistic diseases.
Comparison with clinical data
In the 90’s, several studies of the dynamics of treatment were conducted on the first and second years following the ini-
tiation of treatment [31,43]. In all cases, a significant increase in the concentration of the healthy cells during the first weeks
of treatment when compared to its initial baseline (concentration of healthy cells at the beginning of the treatment) [60]
was observed. All the studies have followed the same protocol performing periodic measurements of the CD4+ T cell counts
during the first two years after the treatment’s initiation; the interval between any two counts varies among the different
studies.
Some studies, whose data on the CD4+ T cell counts are published, were chosen to be compared to the results obtained
with the extended HIV-CA model introduced in this work. Figs. 10 and 11 compare the time evolution of the density of
CD4+ T cells obtained through the CA model with those measured on patients peripheral blood during clinical trials using
mono-therapy and cART, respectively.
In Fig. 10, panel (a) shows the time-evolution of the average CD4+ T cells counts, measured every three months in
peripheral blood (per mm3) of 28 patients submitted to mono-therapy over a period of 18 months as reported in Ref. [61].
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Fig. 10. Comparison with mono-therapy clinical data. Panel (a): plot of the time evolution of the average CD4+ T cells counts in blood (per mm3) of 28
patients reported in Ref. [61] (up triangles). Panel (b): plot of the time evolution of the average concentration of CD4+ T cells obtained from 28 simulations
with effectiveness p0j = 0.9 (solid circles) and p0j = 0.5 (open circles) and same plot of panel (a) but with values divided by the average cell CD4+ T counts
on non-infected individuals of 900± 200 cells µl (down triangles). The solid lines depict the results obtained from the models for every week. Error bars
represent the standard deviation from simulation.
Fig. 11. Comparison with cART clinical data. Panel (a): time evolution of the fraction of healthy CD4+ T cell counts in blood from nine patients collected
at baseline, day 2 and weeks 3, and 24. Panel (b): similar plots for the fraction of healthy cells obtained from the lymphoid tissue (LT) at baseline, weeks
3, 24 and 60. In both panels open blue triangles represent the clinical data of each patient, solid blue triangles illustrate the corresponding average value
and open circles indicate the plot emerging from the CA model for p0j = 0.9 and 9 simulations. Clinical data are reported in Table 2 of Ref. [62]. The open
circles depict the average values obtained for every week and the error bars represent the standard deviation obtained from model results.
Panel (b) shows the comparison of the clinical data and the ones obtained with the present model for mono-therapies with
low and high drug effectiveness; in this case the concentrations are expressed in units of percentage relative to the average
count of CD4+ T cells for non-infected individuals. The theoretical results are generated by the CAmodel running a set of 28
simulations for which the beginning of the treatment is set for a concentration of CD4+ T cells roughly equal to the value
reported on the clinical data at initiation of therapy. The results obtained with our model reproduce the increase in CD4+ T
cell counts observed in the first weeks after the beginning of treatment and the subsequent gentle decline that occurs on
the time scale of months as reported in Ref. [61]. It is interesting to note that the results that best reproduce the clinical data
were obtained for drugs with low effectiveness (p0j = 0.5).
In Ref. [62], the authors report the CD4+ T cell counts in blood and lymphoid tissues of nine patients treated with cART
during 60 weeks without any previous history of treatment. Fig. 11 shows the time course of the CD4+ T cell counts for
each patient (including its average values) in peripheral blood (a) and lymphoid tissues (b) compared to results (open
circles) obtained by using the extended HIV-CA model. For the sake of clarity the clinical data is given in units of relative
percentages to the average count of CD4+ T cells in HIV seronegative individuals (970 ±250/mm3 according to Ref. [62]).
The results obtained with our model consider 90% of drug effectiveness and concentration of healthy cells at the beginning
of the treatment around the same value of the initial baseline described in the clinical data. Despite the small amount of
data and its large dispersion, our model captures the population growth of CD4+ T cells observed in the first weeks after
the treatment initiation and its smooth decrease in the scale of months that allow for the concentration of T cells remaining
above the initial baseline.
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Fig. 11(b) presents the CD4+ T cell counts, measured in the lymphoid tissue (LT) (per µg) of the patients at initiation of
the treatment (baseline) and at weeks 3, 24 and 60, as reported in Table 2 of Ref. [62]. This panel also displays the equivalent
results obtained using the extendedHIV-CAmodel considering treatmentswith 90% of drug effectiveness; the concentration
of healthy cells at t0 was chosen to be close to the value observed on the clinical data baselines. For an appropriated
comparison the clinical data is shown in units of percentages relative to the average count of CD4+ T cells in the lymphoid
tissue of HIV of non-infected individuals (320 ± 39/µg according to Table 1 of Ref. [62]). The results obtained including
drug therapies to the HIV-CA model also reproduce the short timescale behavior observed in clinical data of CD4+ T cell
counts in lymphoid tissues, i.e. a rapid population growth in the first weeks. In the timescale of months, however, themodel
results indicate stabilization towards a steady state, while the clinical data reveal a smooth growth. The same timescales
and behavior observed in Refs. [60,62] were also observed in many other clinical studies on the evolution of CD4+ T and
CD8+ T cell counts (see for instance Fig. 2(B) and (C) of Ref. [63], Fig. 1(C) and (D) of Ref. [60], Fig. 1(B) and (C) of Ref. [64]
and Fig. 7 of Ref. [21]).
Concerning the comparisons between the clinical data and model results, illustrated in Figs. 10 and 11, it is important to
emphasize two points. First, the relevant result of this study concerns the reproduction of time scales in which significant
changes in the CD4+ T cell count take place during treatment of the infection. The comparison of the numeric values of
the clinical data (fractions) with those obtained by the model at each time must be regarded in a qualitative manner, since
to estimate the fractions of healthy or infected CD4+ T cells in blood (per µL) or in LT (per µg) during the infection it is
necessary to know such values in non-infected individuals, which vary appreciably from individual to individual according
to several factors. Second, the only parameters used to describe the treatment in the model were the effectiveness of drugs
(p0j) and the time of the treatment initiation (t0), which for the comparisons donewere chosen in such away that the density
of healthy cells was close of the value of baseline clinical data. All other parameters of the model are chosen and fixed at
the beginning of the course of infection, which is described by the HIV-CA model. We have also observed that when other
p0j values are considered, the time scales in the horizontal axis remain unchanged and only the values on the vertical axis
of the graphs are changed.
In the next Section we will explore in more detail the model results in a short timescale when compared with data.
3.2. Dynamics of HIV infection under ARV therapy in short timescale after therapy
The dynamics of HIV infection in patients under cART over a short time scale has generally been investigated through
measurements of the viral load in plasma. The quantitative relationship between the number of virus producing cells and
plasma viral load is notwell established but a non-linear relationship between viral load in plasma andHIV νRNA-expressing
cells in lymph node tissues was observed in Ref. [65].
The concentration of HIV RNA declines rapidly in a few weeks after starting treatment, as reported on measurements in
plasma [55,66,56] and in other fluids such as the cerebrospinal one [67,66], aswell as in follicular dendritic andmononuclear
cells of the lymphoid tissues [68]. The patterns of the dynamics of viral load have also been investigated with the aid
of ordinary differential equation mathematical models [6,69–72,38]. Two dynamic phases can be separated from these
observations and studies, apart from the initial pharmacological delay of the order of hours after initiation of therapy. In the
first phase, there is an exponential decay in 2–4 decades of magnitude (in log10 scale) on a timescale of 4–12weeks, which is
followed by a second phase of slower decay in time scale of the order ofmonths. The reduction of virus load in the first phase
is attributed to the clearance of free virus particles by ARV drugs and the consequent decline in productively infected cells.
The attenuation of this decay is attributed to the combined effect of the emergence of resistant virus [8,40], the imperfect
effectiveness of drugs (<100%) and the existence of reservoirs of latently infected cells, such as restingmemory CD4+ T cells
or dendritic cells and macrophages present in the lymph nodes, which may continuously produce virus particles [3,68,70,
71,73].
To validate the present CA model, a comparison was made between clinical data of HIV RNA count of individuals under
cART with results for infected cells. The time scales of HIV RNA count in plasma are comparable to those seen in infected
follicular dendritic and mononuclear cells of the lymphoid tissues [68].
Fig. 12 displays the early stages trajectories of HIV RNA counts (in log10 (RNA) copies/mL) for 42 patients enrolled in
the AIDS Clinical Trial Study-A5055 [55]. Panel (a) illustrates the profiles of the viral load observed in the first 35 days
after initiation of treatment, while panel (b) extends the observations from day zero up to 200 days. Two time scales are
evident from these data. A short-term one of about 35 days during a rapid decrease in HIV RNA count of approximately
two to three orders of magnitude and a long time scale (of the order of months) with a slower decay of about one order of
magnitude. Similar time scales can also be seen in other clinical data after the initiation of antiretroviral therapies and have
been investigated by several authors, e.g. Refs. [53,69–74].
The effects of therapy over short time scales can be observed by analyzing the concentrations of infected cells in the
framework of the model presented here, when focusing on its evolution just after the initiation of the treatment t0. For the
sake of comparison, Fig. 13 illustrates the course of the infected CD4+ T cells for 42 independent runs (same parameters and
different initial configurations) during 5 weeks (panel a) and 20 weeks (panel b), after initiation of treatment at t0 = 300
weeks. The results show that the concentration of infected cells in most of the cases declines rapidly, reaching a minimum
value 5 weeks after initiation of drug therapy. The same characteristic timescale is observed in the clinical data shown in
Fig. 13.
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Fig. 12. Course of the concentration of plasma HIV-1 RNA (viral load) from a group of 42 subjects enrolled in the AIDS Clinical Trial Study [55]. Panel (a)
Interval of the first 5 weeks (b) Interval for the 28 weeks of study. Colors were used to differentiate between each individual. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 13. Plots of the concentration of infected CD4+ T cells after beginning of therapy for 42 independent simulations, considering effectiveness parameter
p01 = p02 = 0.7 and the treatment initiating at t0 = 300 weeks. Panel (a) Interval of the first 5 weeks afterwards; (b) Interval of 30 weeks afterwards. The
insets display the plot for the average concentrations with error bars indicated. Initial parameters: pHIV = 0.05, pinfec = 0.00001, preg = 0.99 and τ = 4.
(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
The comparisons exhibited in Figs. 12 and 13 show that our model reproduces the timescales and behavior of CD4+ T
cell counts observed during the first weeks after the initiation of cART as observed on clinical data, therefore validating the
model to describe the follow up of (mono or combined) drug therapies after its initiation.
4. Conclusions
In this work the dynamics of HIV infection under the action of antiretroviral therapy is investigated using a cellular
automata model. The course of the infection before the beginning of treatment (t = t0) is described by the HIV-CA
model previously proposed in Ref. [17]. To account for the mechanisms of the treatment at t > t0, three new states were
incorporated to the CD4+ T healthy-cell automata with their respective dynamic rules describing the process of absorption
of the antiretroviral drugs. The efficacy of the treatment is taken into account through a self-adjusting process for the
effectiveness of each type of drug according to the viral load (infected cell counts) at each time step. This mechanism is
the key point of the present model.
Themechanism of self-adjusting the drug’s effectiveness allows us to describe separately the ARV treatment of each indi-
vidual, since the efficacy of each drug is fixed by the particular value of the fraction of infected cells at each time instant of the
simulation. Moreover, this mechanism also incorporates the hypothesis of the high mutation rate of HIV as responsible for
the loss of drug efficacy over time. These features are in accordancewith the great variability observed in the patients’ clinical
data in both the short time scale after initiation of treatment, as well as throughout the subsequent course of infection.
The long-term results emerging from the CAmodel suggest that the combination of antiretroviral treatments conducted
with highly potent drugs and starting when the population of infected cells is low, can lead to a course of the infection char-
acterized by a stable population of infected cells below detectable levels. If the drugs havemoderate effectiveness, however,
the behavior may be stable with low levels of infected cells corresponding to that of healthy CD4+ T cells at levels above the
threshold for the development of AIDS. For low drug effectiveness the T cell counts may remain below the threshold. When
compared to clinical data the presentmodel reproduces the qualitative behavior observed in the evolution of the population
of CD4+ T cells during a period of 18 months, but the best results are obtained for ineffective drugs (p0j = 0.5).
When analyzed on a short time scale after initiation of treatment, the results obtained by the simulations show clearly
that in most cases there is a marked decrease of the population of infected cells in the range of about 5 weeks, as observed
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in most of the equivalent cases reported in the literature. The occurrence of this sharp drop in viral load at a short time scale
of the order of weeks after initiation of treatment was seen in the clinical count of HIV-1 RNA in plasma, as illustrated in
Figs. 12 and 13 of this study. Furthermore, following the sharp reduction in viral load, the results also show a subsequent
rebound in the concentration of infected cells. Such rebound behavior was also observed in some measurements of HIV-1
RNA in plasma, which may be associated with resistance to cART as discussed in Ref. [72].
As a general conclusion of this study, we found that the HIV-CA original model [17] with the inclusion of mechanisms
that describe the processes of antiretroviral therapies, based on a biological hypothesis, is capable of reproducing the time
scales of the inherent phenomena of the dynamics of HIV infection in patients under drug therapies.
As concluding remarks, we emphasize that the results that emerge from the simulations show a large dispersion with
respect to the initial concentration of infected cells at t = 0, the initial contamination characteristic of each patient, while
the other parameters are kept constant. Such variability remains after the beginning to treatment at t = t0 in accordance
with the observed clinical data. In addition, we expect that the proposed model can be used in future as a tool to investigate
different treatment protocols. The starting time t0, the period of application of drugs, the effectiveness parameter of each
drug p0j can be varied in a simple way to describe other aspects of the HIV infection such as pharmacokinetic effects of
adherence and to establish more effective treatment strategies.
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