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Abstract
Cellular genetic information is encoded in DNA. The passage of this information from
DNA to proteins is regulated at multiple levels and each level gives cells the chance
to control the structure and function of their components. Transcriptional regulation
is an important part of this multi-level process. By using feedback loops as part of
transcriptional gene networks, cells can tune the level and stability of gene expression.
In the first half of my thesis, I will discuss how isogenic cells can be re-programmed
to have varying levels of memory associated with previous growth conditions and how
genetic noise limits the stability of this cellular memory.
Noise in gene expression, through the phenotypic heterogeneity it promotes, has
the potential to be a mechanism implemented by cells to cope with the uncertainties
in environmental conditions. By randomly expressing multiple phenotypes, each fit
to a certain environment, cells can survive unexpected changes in the extracellular
environment. In this way, a population can hedge its bets against environmental
uncertainty. Depending on how often the cells choose to display various phenotypes,
the population can range from being highly diverse (heterogenenous) to being less
diverse (homogenenous). In the second half of my thesis, I will discuss how the
degree of phenotypic diversity for an isogenic population of cells can be tuned by
re-engineering a gene network. I will present results from experiments which test the
effect of noise-induced diversity on population fitness in the presence of fluctuating
environments. The results demonstrate that for an optimum population growth in
fluctuating environments, cells need to match the rates of inter-phenotypic switching
to the frequency of environmental changes.
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Chapter 1
Introduction
1.1 Building complexity into cellular systems: one
feedback loop at a time
Cells use gene and protein regulatory pathways to respond to changes in their intra-
and extra-cellular environments. These changes can be in anything; from the con-
centrations of nutrients to temperature. Regulatory pathways are composed of func-
tionally interacting pathway components, each specialized for a certain task in the
cell. For example, for pathways responsible for metabolizing sugars, transporting the
sugar into cells would be one such task. One big challenge awaiting the post-genomic
era scientists is to find out how components of cellular pathways dynamically inter-
act with each other to give rise to cellular structure and function. In this context,
feedback regulation in gene networks arises as a mechanism implemented by cells
to control gene expression levels. In the second chapter of my thesis, I will discuss
how positive and negative feedback loops of a gene network take part in setting up
the stability of gene expression levels in the network [5]. In the third chapter of my
thesis, I will present results showing how feedback-loop mediated stability can be
utilized as a mechanism for cells to cope with the uncertainties in the environmental
conditions [6].
1.2 Central dogma of molecular biology and ex-
pression of gene network components
Every cell has a genetic identity established by the information encoded into its DNA.
The transfer of this information from DNA to mRNA (via transcription) and then to
proteins (via translation) is called the Central Dogma of Molecular Biology (Figure 1-
1).
Gene
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I
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Figure 1-1: Flow of genetic information encoded in DNA to messenger RNA to pro-
tein. Figure adapted from [1]. Copyright @Concepts of Genetics by William S. Klug
and Michael R. Cummings. Reprinted by permission of Pearson Education, Inc.
DNA is a double stranded polymer composed of nucleotides as its monomers.
Each nucleotide is composed of a base (adenine, thymine, guanine, or cytosine), a
sugar (deoxyribose), and phosphate groups. The two strands of the DNA are kept to-
gether through hydrogen bonds between bases on each strand. Adenine pairs up with
thymine and guanine pairs up with cytosine. The number of hydrogen bonds formed
between adenine-thymine and guanine-cytosine are two and three, respectively.
RNA, on the other hand, is a single stranded polymer. Like DNA, it is also com-
posed of nucleotides as its monomers. However, there are a few differences between
nucleotides of DNA and RNA. The nucleotides composing an RNA molecule carry
uracil instead of thymine as one of the four bases and they have the sugar ribose in-
stead of deoxyribose. There can be local double stranded structures on RNA (termed
as 'RNA secondary structures') visualized as hairpin loops, because of the local base
pair complementarities between adenine-uracil and guanine-cytosine.
Unlike DNA, there are various types of RNA, such as messenger RNA (mRNA),
transfer RNA (tRNA), ribosomal RNA (rRNA), micro RNA (miRNA), and small
interfering RNA (siRNA). mRNA and tRNA are the major RNA types involved in
the information passage from DNA to proteins.
An mRNA molecule with a sequence complementary to the DNA is synthesized
(transcribed) from one of the strands of DNA by an enzyme called RNA polymerase.
Upon transcription (and after the post-transcriptional modifications for eukaryotes),
each mRNA goes to the ribosomes in the cytoplasm. Therefore, mRNAs deliver the
genetic information from DNA to the ribosomes where translation occurs and the
genetic information is encoded into the polypeptide chains. tRNAs play a role during
translation; they attach aminoacids specified by the information carried by mRNA
to the growing polypeptide chains.
The process of transcription involves three steps: initiation, elongation, and ter-
mination. It is initiated when RNA polymerase binds to the promoter region on
DNA. Promoters are located upstream of genes on DNA. The DNA strand on which
RNA polymerase lands is called the template strand. A primer is not necessary to
initiate the transcription. Specific sequences on the promoter region are recognized
by specific 'transcription factors' giving rise to the binding of those factors to the
promoter. When this happens, the DNA becomes ready to attract RNA polymerase
enzyme to initiate the transcription from the promoter (Figure 1-2). Elongation in
the 5'-to-3' direction follows the initiation and the process is terminated when the
RNA polymerase runs into a termination sequence on the template DNA.
Figure 1-2: The assembly of transcription factors required for the initiation of tran-
scription by RNA polymerase II [1]. Copyright @Concepts of Genetics by William
S. Klug and Michael R. Cummings. Reprinted by permission of Pearson Education,
Inc.
The genetic code transcribed onto the mRNA molecules is translated to aminoacid
chains at the ribosomal sites in the cytoplasm. Each 'word' within the genetic code
(mRNA) is composed of three ribonucleotide 'letters'. These words are called 'codons'
and each codon corresponds to a single aminoacid during the process of translation.
Due to the fact that as many as 64 different triplet codons can be specified using a
four-letter alphabet and there are twenty amino acids present in cells, many amino
acids are specified by more than one codon (Figure 1-3). In fact, this is the case
for 18 out of 20 amino acids. The translation is initiated and terminated by certain
codons. Most polypeptide chains start with the amino acid Methionine. The codon
AUG encodes for this particular amino acid. The codons UAG, UAA, and UGA,
on the other hand, are the stop codons terminating translation. They do not code
for any amino acids. The aminoacid chains produced after translation are ultimately
folded into proteins [1].
Figure 1-3: The coding dictionary. AUG encodes methionine, which initiates most
polypeptide chains. All other amino acids except tryptophan, which is encoded only
by UGG, are represented by two to six triplets. The triplets UAA, UAG, and UGA
are termination signals and do not encode any amino acids [1]. Copyright @Concepts
of Genetics by William S. Klug and Michael R. Cummings. Reprinted by permission
of Pearson Education, Inc.
In transferring the genetic information from DNA to the proteins, cells take an
indirect approach by having an intermediate messenger molecule. In doing so, there
are at least two major advantages for cells: first, the more intermediate steps involved,
the more opportunities obtained by cells in controlling the gene expression. Second,
it is safer for the cell to have a molecule other than the DNA as the subject of
biochemical 'processing' at the ribosomes.
1.3 Regulation of gene expression
Gene expression is a multi-step process including chromatin remodeling (specific to
eukaryotes), transcription, post-transcriptional modifications (specific to eukaryotes),
transport of mRNA from nucleus to cytoplasm (specific to eukaryotes), mRNA degra-
dation, translation, and post-translational modifications (Figure 1-4).
Cells regulate the expression of their genes by controlling the efficiency and yield
of these steps. By doing this, the amount of protein production in the cell is brought
to specific levels.
Now if we look, in more detail, at some of the steps in gene expression regulation
[1]:
Chromatin remodeling: Unlike prokaryotes, eukaryotes keep their DNA in a highly
condensed form called 'chromatin'. DNA is tightly wrapped around special proteins
such as histones. Unless the chromatin structure gets remodeled by opening up, the
transcription factors and ultimately RNA polymerase enzyme cannot access the DNA
to initiate the transcription (Figure 1-5). Therefore chromatin remodeling can be a
very strong regulatory mechanism controlling gene expression. It occurs through the
modification of histone tails by acetylation (adding an acetyl group), phosphorilation
(adding a phosphate group), and methylation (adding a methyl group).
Post-transcriptional modifications: In eukaryotes, mRNAs (or 'pre-mRNAs' to be
more precise) transcribed from the DNA are processed before their transport to the
cytoplasm for translation. The processing of the 'pre-mRNA' includes capping at
the 5' end to protect the mRNA from being degraded by the 5' exonuclease enzyme,
splicing to get rid of noncoding introns from the mRNA, and addition of poly(A) tail
to increase the half-life of the mRNA by giving the 3' exonuclease enzyme junk RNA
Various levels of regulation that are possible during the expression of
material [1]. Copyright @Concepts of Genetics by William S. Klug and
Cummings. Reprinted by permission of Pearson Education, Inc.
Figure 1-4:
the genetic
Michael R.
Figure 1-5: Histone acetyltransferases (HATs) are enzymes that add acetate groups
to the tails of histones in nucleosomes of closed chromatin (top left). Action of
a HAT complex converts closed chromatin to open chromatin (top right), allowing
transription of mRNA to take place [1]. Copyright @Concepts of Genetics by William
S. Klug and Michael R. Cummings. Reprinted by permission of Pearson Education,
Inc.
to 'chew'.
Post-translational modifications: After the translation, the structure and function
of a protein can be modified through cleavage from one end or attachment of certain
functional groups such as phosphate groups. All these manipulations are catego-
rized as post-translational modifications. They give cells opportunities to control the
amount, structure, and function of the proteins produced.
Although each cell in an organism carry the same genetic material and the same
gene regulatory mechanisms are involved to produce proteins in cells, isogenic cells
can gain non-genetic individuality by having differences in the number of proteins
produced. Noise in gene expression is a mechanism giving rise to such individual-
ity [2, 7, 8]. Noise can also enhance phenotypic diversity in isogenic populations by
promoting cellular switching between the phenotypes expressed [5,9].
1.4 Noise in gene expression
Noise in the expression of a single gene is defined as the standard deviation divided
by the mean gene expression level [10].
<q>
q, gene expression level (a.u.)
Figure 1-6: Variability or noise in the expression of a single gene for isogenic cells
Depending on its source, genetic noise can have intrinsic and extrinsic components
[2].
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Figure 1-7: a, Cyan (CFP) and yellow (YFP) fluorescent proteins driven by the same
promoter in single cells. b, Each filled-circle represents a single cell with mean CFP
and YFP intensities. Variations perpendicular to the diagonal on which CFP and
YFP intensities are equal correspond to intrinsic noise. However, cell-cell variations
in parallel to the diagonal correspond to extrinsic noise. (Figure adapted from [2])
Intrinsic noise arises due to the inherently random nature of the biochemical pro-
cesses such as mRNA decay. Intrinsic noise gives rise to differences even in the
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expression levels of identical genes in a single cell. Extrinsic noise, on the other hand,
arises due to effects which are the same for a single cell but change from one cell to
another. Noise coming from differences in ribosome numbers, for example, is consid-
ered as an extrinsic noise source and generally termed as global noise affecting genes
in a cell at the same level.
The physiological impact of the noise-induced non-genetic variability on cells is
dependent on the number of molecules involved in the gene expression processes af-
fected by noise. For example, the number of mRNA molecules in a cell is usually much
lower compared to the number of proteins. Therefore, the physiological consequences
of the stochastic variability in the number of mRNA molecules are expected to be
much more drastic for cells than the consequences of the variability in the number of
proteins.
Experiments [11, 12] designed to elucidate relative strengths of different noise
sources in eukaryotes have shown that extrinsic noise is a more dominant noise source
compared to the intrinsic noise. In addition to the progress made in understanding
the origins of noise in gene expression, recent experimental studies [6, 13] have also
addressed its biological relevance. For example, the work presented in the third chap-
ter of this thesis has provided a direct experimental demonstration of how single cells
can enhance survival in altering environmental conditions by utilizing stochasticity in
their gene expression. Noise has the potential to be detrimental to the coordination
of cellular activities; however, through the population heterogeneity it creates, noise
might also act as a mechanism to help cells cope with the uncertainty in environments
with fluctuating nutrient and fitness conditions [14-16]. In the third chapter of my
thesis, I discuss how noise in gene expression can be beneficial for cells in constantly
fluctuating environmental conditions. The results from this work give a quantita-
tive basis for understanding the effect of gene expression noise on the growth of cell
populations. As another example [13] to show how noise in gene expression can be
useful for cells, Wernet and colleagues have shown that the stochastic expression of
the transcription factor, spineless, defines the retinal mosaic structure necessary for
color vision in the fruit fly Drosophila.
1.5 Structure and function of gene network motifs
When we look at the structure of gene regulatory pathways in cells, we realize that
they are made up of recurrent network motifs. Network motifs are defined as patterns
of connections between different network elements that occur much more frequently
than they do in randomized networks [17]. For example, the feed-forward loop struc-
ture is a network motif. In the past few years, there has been an important amount of
work [3, 18] done on identifying network motifs that are recurrent in regulatory net-
works of E. coli and Saccharomyces cerevisiae. For example, a genome-wide location
analysis [3] has identified six different types of network motifs (Figure 1-8) employed
by the yeast Saccharomyces cerevisiae to set its complex gene expression program.
These include the autoregulatory motif, multi-component loop, the feedforward loop,
the multi-input module, the single-input module, and the regulator cascade. These
network motifs recur in a variety of different endogenous pathways [3] regulating gene
expression in yeast.
autoregulatory feedforward multi-component multi-input single-input
motif loop loop module module
: promoter
0: regulator
regulator
cascade
Figure 1-8: Network motifs in the yeast Saccharomyces cerevisiae. Light green rect-
angles and light blue circles represent promoters and regulators respectively. (Figure
adapted from [3])
Network motifs can be considered as the building blocks of complexity in biological
pathways. Therefore understanding the structure and function of these motifs is
crucial for understanding complexity in cellular systems.
1.5.1 Autoregulatory motif
The autoregulatory motif is formed when a transcriptional regulator regulates its own
expression by binding to the promoter of its own gene. The nature of this regulation
can be either positive or negative. In the case of positive autoregulation, the transcrip-
tional regulator enhances its own production. Perhaps the most important realization
of positive autoregulatory systems is their ability to establish bistability [19]. How-
ever, positive autoregulation alone is not sufficient to give rise to bistability [20]. The
system should also have enough nonlinearity. This could be achieved, for example, by
the dimerization of the transcriptional regulator before binding to its own promoter.
Negative autoregulation, or negative feedback, occurs when the transcriptional reg-
ulator represses its own expression level. Negative feedback loops provide systems
with the ability to increase gene expression stability by decreasing expression level
variations [21].
1.5.2 Multi-component loop
The multi-component loop is composed of two regulatory proteins regulating the
expression level of one another. The nature of the regulation can be both positive
and negative [20]. In the case of two negative regulatory loops, corresponding to a
toggle-switch, the system switches between the ON or OFF states of both regulators
in an alternating fashion. In the case of two positive regulatory loops corresponding
to a positive feedback structure, on the other hand, the activity of the two regulators
switches between their ON and OFF states in parallel.
1.5.3 Feedforward loop
In a feedforward loop motif (Figure 1-9) [4], two regulatory proteins (X and Y) inde-
pendently bind to the promoter region of a gene (Z). One of the regulators (X) also
controls the expression of the second regulator (Y).
Depending on the nature (activation or repression) of the interaction between the
elements of this three-component structure, there can be 8 different (Figure 1-10)
m
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Figure 1-9: The structure of feedforward loop network motif. Inducer(X) and in-
ducer(Y) activate or inhibit the activity of X and Y. (Figure adapted from [4])
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Figure 1-10: Structure of coherent and incoherent feedforward loop
adapted from [4])
motifs. (Figure
If the sign of the interaction between X and Z is the same as the overall sign
of the chain of interactions between X, Y, and Z, then the motif is called 'coherent
feedforward loop'. If, on the other hand, the signs are different, the motif is called
'incoherent feedforward loop'. The two categories of the feedforward loop motif are
further specialized with respect to the type of the cis-regulatory logic at the Z pro-
moter: if both X and Y are necessary to express Z, then there is 'AND-gate logic at
Z'; if either X or Y is enough to give rise to Z expression, then there is 'OR-gate logic
at Z'. Feedforward motifs can be used to implement several functional characteristics
into gene networks. For example, the type-1 feedforward motif with the 'AND-gate
logic at Z' functions as a persistence detector: only for the persistent rather than tran-
sient inputs to X (or only for the persistent activation of the transcriptional activity
of X), the motif would be functional.
1.5.4 Multi-input module
This motif consists of multiple regulators binding to a set of promoters to activate
them. Therefore, this module could implement transcriptional bet-hedging strategy
for cells. If a promoter can get activated with any one of a set of activators (which
would be expressed at different levels in different environments), the cells would have
a greater chance of having that promoter activated.
1.5.5 Single-input module
In this motif, a single transcriptional regulator is responsible from regulating the
expression of several genes. This type of motif structure is frequently observed in
metabolic pathways in which a set of genes take roles to metabolize a compound.
For example [5], in the galactose utilization pathway of the budding yeast, the tran-
scriptional regulator Gal4p binds to the promoters of several GAL pathway genes to
activate their expression.
1.5.6 Regulator cascade
Regulator cascade motif is formed by a linear chain of regulator-promoter interactions,
the first regulator binding to the promoter of a second regulator and that second
regulator binding to the promoter of a third regulator, and so on. In the budding
yeast genome, 188 regulator cascade structures have been found [3], each having
between 3 to 10 regulators involved. Among the different network motifs observed
in the yeast genome, this motif is the one with the highest recurrence frequency.
An important question to ask at this point would be what is so special about this
motif so that it is utilized in gene networks much more frequently than other motifs.
The answer to this question might lie in the functional characteristic of this network
motif. Regulatory cascade motifs give the cellular networks the chance to separate
the transcriptional events temporally. Only after the expression of the first regulator
of the chain can the second regulator 'be in the game', providing cells with more
control over the timing of transcriptional regulation.
1.6 Bistability in gene networks
Bistability in a gene network is set up by two gene expression states corresponding
to the two activity levels of the network: ON (active) and OFF (inactive, basal). In
order for a system to exhibit bistability [20], first, it has to have positive feedback or
double negative feedback embedded into it. Second, the expression of the elements of
the feedback loops should be nonlinearly regulated by their upstream regulatory pro-
teins. For example, dimerization of an upstream regulatory protein could build such
nonlinearity into the system. A bistable system will usually also exhibit hysteresis.
For a bistable gene network, hysteresis (Figure 1-11) is realized as history depen-
dent gene expression level differences for isogenic cells exposed to the same environ-
mental condition. The time-scale for hysteresis in a bistable system is set by the rates
of stochastic transitions between the two states. If one waits long enough, no matter
how strong the initial hysteresis is, the system (coming from different expression pro-
files corresponding to different histories) always ultimately reaches the same unique
expression profile.
no hysteresis
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Figure 1-11: The presence and absence of hysteresis in a gene expression system.
Red(blue) color indicates ON(OFF) history cells. a, Cells initially prepared in their
ON and OFF states can give rise to different expression distributions for the same
induction level. b, ON and OFF history cells show the same expression profiles at all
times
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Chapter 2
Enhancement of Cellular Memory
by Reducing Stochastic Transitions
2.1 Summary
Upon induction of cell differentiation, distinct cell phenotypes are encoded by com-
plex genetic networks [22-24]. These networks can prevent the reversion of estab-
lished phenotypes even in the presence of significant fluctuations. In this chapter,
using the yeast galactose-signalling network as a model system, the key parameters
that determine the stability of cellular memory are explored. The galactose network
contains multiple nested feedback loops. From the two positive feedback loops only
the Gal3p-mediated loop is able to generate two stable expression states with a persis-
tent memory of previous galactose consumption states. The parallel, Gal2p-mediated
loop only increases the expression difference between the two states. A negative feed-
back through Gal80p reduces the strength of the core positive feedback. Despite
this fact, a constitutive increase of the Gal80p concentration tunes the system from
having destabilised memory to persistent memory. A model reveals that fluctuations
are trapped more efficiently at elevated Gal80p levels. Indeed, the rate at which
single cells randomly switch back-and-forth between expression states, was reduced.
These observations provide quantitative understanding of stability and reversibility
of cellular differentiation states.
2.2 Introduction
Complex gene and protein networks store cellular memory by creating two or mul-
tiple discrete, stable states of network activity [25-27]. Generation of bistability by
simple feedback loops in synthetic circuits is well understood [19, 28-30]. However,
naturally occurring networks, in particular in eukaryotic organisms, exhibit a complex
organisation of multiple nested feedback loops making an analysis of system dynamics
disproportionately more complicated [31,32]. Such a network is exemplified by the
galactose signalling pathway in the yeast Saccharomyces cerevisiae. Despite exten-
sive data on its molecular interactions, an a priori prediction of its dynamical system
behaviour is challenging [33,34]. The galactose signal propagates through a four-
stage signalling cascade. At the uppermost stage is the galactose transporter Gal2p,
which imports extracellular galactose into the cell. Subsequently, intracellular galac-
tose binds to and activates the cytoplasmic signal transducer Gal3p [35,36]. At the
third stage of this cascade, the activated Gal3p binds to and sequesters the inhibitor
Gal80p to the cytoplasm depleting Gal80p from the nucleus [37]. The transcriptional
activator Gal4p, which is constitutively bound to promoters of the GAL genes [38], is
then released from the inhibitory action of Gal80p and activates expression of genes
at the output of the cascade, including GAL1, GAL2, GAL3, and GAL80. Since an
increase in Gal2p and Gal3p concentration results in enhanced transcriptional activ-
ity, these proteins close two positive feedback loops. The opposite holds for Gal80p
that is part of a negative feedback loop. To read out the Gal4p activity in single yeast
cells we monitored the expression of yellow fluorescent protein (YFP) driven by the
GAL1 promoter (Figure 2-1).
2.3 Bistability in the galactose network
Since the GAL regulatory network contains two positive feedback loops, this network
has the potential to exhibit multistability. A convenient experimental way to probe
for multistability is to subject the network to different initial conditions and explore
- Gal2p
Gal3p
@feedback
@feedback
Figure 2-1: The galactose signalling pathway. Red arrows denote the four stage
signalling cascade in which the external galactose signal controls the transcriptional
activity of the GAL genes. The galactose bound state of Gal3p is denoted by Gal3p*.
Pointed and blunt arrows reflect activation and inhibition, respectively. The double
red arrows represent shuttling of Gal80p between the cytoplasm and the nucleus. The
blue arrows denote feedback loops established by Gal2p, Gal3p, and Gal80p.
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if the network gets locked in different stable expression states. Therefore, wild type
cells were grown for 12 hours either in the absence of galactose ('raffinose history') or
in the presence of 2 percent galactose ('galactose history') and subsequently grown for
an additional 27 hours at a certain concentration of galactose. Raffinose was chosen
as a neutral sugar since it neither activates nor represses the galactose regulated
genes [39]. In order to maintain a constant concentration of galactose in the culture
media, cells were grown at low densities so that galactose depletion was negligible
(Appendix B). In Figure 2-2a expression histograms are shown for wild type cells for
the two initial conditions and several galactose concentrations.
At low galactose concentrations cells exhibit a basal expression of YFP reflect-
ing low Gal4p activity, whereas at larger galactose concentrations YFP expression is
more than 100 fold higher, reflecting high Gal4p activity. Interestingly, the response
to the two different initial conditions depends strongly on the galactose concentra-
tion. At low (< 0.012 percent) and high (> 0.35 percent) galactose concentrations
the expression distributions after 27 hours do not depend on the history, and typically
reach a steady-state after 6 hours. We classify this behaviour as history independent
(absence of memory) since the system approaches the same unique expression distri-
bution coming from different initial conditions. However for intermediate galactose
concentrations the expression distributions obtained from the two different histories
are significantly different and the system displays a memory of the initial galactose
consumption state. We will classify this behaviour as history dependent (persistent
memory) since cells get stably locked into two different expression states for periods
much longer than the history independent system would need to reach steady state.
Very similar behaviour is obtained when different promoters with Gal4p binding sites
are used (Figure 2-6a) to drive YFP expression. Additionally, when the activity of
two different GAL promoters are simultaneously monitored in single cells a strong
correlation between promoter activities is observed (Figure 2-3). This implies that
the transcriptional activity of the GAL1 promoter and therefore YFP fluorescence,
is a faithful reporter for Gal4p activity.
To pinpoint the network interaction responsible for the persistent memory we
- raffinose history
- galactose history
gal2A
log1 0 (PGAL1 YFP fluorescence)
Figure 2-2: History dependent experiments reveal the regulatory interaction necessary
for persistent memory. Expression distributions were obtained from at least 10000
cells and are plotted as a function of log(YFP fluorescence). Day-to-day variation in
the expression histograms is typically less than 5 percent. Blue and red distributions
denote cells that were initially grown for 12 hours without galactose and with 2
percent galactose, respectively. After this initial incubation cells were grown for an
additional 27 hours in various concentrations of galactose as specified. a, Wild type
strain MA0207. b, Agal2 strain MA0215. The intensity of the high state is about
50 fold smaller than wild type. c, GAL3 loop-knockout (MA0182). A doxycycline
concentration of 0.05~ig/ml was used. For this concentration the Gal3p expression
corresponds to 80 percent of the Gal3p level observed in a wild-type strain induced
with 0.5 percent galactose (Figure 2-4). d, GAL80 loop-knockout (MA0188). A
doxycycline concentration of 0.05pg/ml was used. For this concentration the Gal80p
expression is very similar to the Gal80p level observed in a wild-type strain induced
with 0.5 percent galactose (Figure 2-8).
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Figure 2-3: Single-cell two-color correlation experiments. a, Activities of GALl and
GAL3 promoters driving YFP and CFP, respectively, were measured using fluores-
cence microscopy (strain MA0231). b, Activities of GALl and GAL80 promoters
driving YFP and CFP, respectively, were measured using fluorescence microscopy
(strain MA0242). 0.040 percent Galactose has been used to induce 'raffinose history'
cells for 27 hours. Both histograms and the scatter plots indicate a strong corre-
lation between the activities of the two promoters in single cells. We corrected for
bleed-through between the CFP and YFP filters.
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systematically interrupted the three feedback loops. Interestingly, the positive feed-
back loop mediated by Gal2p turned out not to be necessary for memory storage
(Figure 2-2b). gal2A cells still display history dependent behaviour though the ex-
pression difference between the two states is reduced. In this case galactose is taken
up by non-essential sugar transporters [40]. The non-essential nature of this feedback
loop for memory storage contrasts prokaryotic metabolic networks where positive
feedback through sugar transporters often defines the dynamics of the system [41].
To explore the role of the feedback loops through GALS and GAL80, we con-
structed loop-knockouts in which the feedback loop was interrupted by replacing the
endogenous, Gal4p dependent, promoter by an externally inducible, Gal4p indepen-
dent, PTET promoter. The capacity of storing the initial galactose consumption state
was abolished by disrupting the GAL3 loop. Irrespective of initial conditions the cell
population approaches the same unique distribution (Figure 2-2c). The mean expres-
sion level increases gradually with increasing galactose concentration in contrast to
the discrete transition observed for the wild type and gal2A cells (Figures 2-2a-b).
This behaviour was observed for the entire GAL3 expression range examined (from 5
percent to 300 percent with respect to wild-type Gal3p levels, Figure 2-4) and shows
that feedback through Gal3p is necessary for memorizing the initial metabolic state
in the wild type network.
A slow response of GAL genes has been observed in strains lacking a functional
GALS gene, several days after induction with galactose [42, 43]. The impact of this
long-term adaptation depends strongly on which media or carbon source is used. In
our media, having raffinose always present as a carbon source, long-term adaptation
is not observed within 120 hours after adding galactose to the media and is therefore
not relevant for the memory experiments (Figure 2-5).
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Figure 2-4: Loss of memory in the GALS loop knock out (strain MA0182). a, Galac-
tose and doxycyline concentrations are indicated for each experiments shown in b.
The amount of Gal3p driven by the doxycycline inducible TET promoter is indicated
relative to the wild-type expression (when induced with 0.5 percent galactose for 27
hours) as determined by fluorescence microscopy using Gal3p-CFP fusion proteins.
The red dotted line represents the wild-type Gal3p level. b, MA0182 strain expression
histograms (after 27 hr induction period) for a wide range of galactose and doxycyline
concentrations.
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Figure 2-5: Occurrence of long-term adaptation in media with various carbon sources.
a, Population averaged YFP levels in gal3A cells (strain MA0226) as a function of
time for which the cells were induced with 2 percent galactose. b, Fraction of YFP
expressing cells (strain MA0226) as a function of time. Long-term adaptation is not
observed using synthetic media containing 2 percent raffinose and 2 percent galactose
(red triangles). However when YEP is supplemented with 3 percent glycerol, 2 percent
lactate, and 2 percent galactose (blue circles) long-term adaptation is observed as
early as 30 hours after addition of 2 percent galactose to the media.
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2.4 A phase diagram on the galactose vs. GAL80
parameter space
When Gal80p was expressed constitutively at levels comparable to wild-type levels,
the range of galactose concentration over which this system displays persistent mem-
ory significantly widened compared to wild type cells (Figure 2-2d). This is consistent
with the earlier observation that the positive feedback through Gal3p is necessary for
memory storage. In wild-type cells, the negative feedback through Gal80p effectively
weakens the effect of the positive feedback through Gal3p and therefore decreases the
persistent memory region in comparison to the GAL80 loop knock out in which the
negative feedback is abolished. For high concentration of galactose (> 0.1 percent)
the expression distributions after 27 hours are indistinguishable from the initial condi-
tions demonstrating extreme persistence of the initial expression states. For example,
cells initially grown in the absence of galactose, still exhibit the same low Gal4p ac-
tivity level even after 27 hours growth in 0.5 percent galactose. At this galactose
concentration wild type cells would display maximum Gal4p activity (Figure 2-2a).
In this regime the initial condition determines the future expression state, not the
current concentration of galactose in the media.
This system was systematically explored over a broad range of GAL80 expression
(Figure 2-6b and Figure 2-8). In a large part of parameter space (galactose versus
GAL80 expression) the system displays persistent memory bordered by regions in
which system memory is absent. In the latter case the system either approaches a state
of low Gal4p activity (OFF) or high Gal4p activity (ON) independently of the history.
Interestingly, at lower GAL80 expression level a small region in parameter space was
identified in which system behaviour displays destabilized memory. In this region the
expression distribution displays two distinct peaks however the system response is not
history dependent. We hypothesized that although the system has two stable states,
fluctuations in gene expression of key regulators drive random transitions between the
two states resulting in a destabilization of the memory. Indeed a significant cell-to-
cell variation of gene expression levels was observed for several promoters in budding
yeast [11, 12].
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Figure 2-6: a, The range over which the system displays persistent memory is similar
for different strains (from left to right column: MA0207, MA0208, MA0231, MA0212,
MA0213, MA0242) in which the reporter gene is driven by different GAL promoters.
b, System behaviour as a function of the control parameters: the external galac-
tose concentration and the intracellular Gal80p concentration. GAL80 expression is
controlled by a doxycycline inducible promoter (MA0188) and is measured relative
to wild-type Gal80p expression (induced by 0.5 percent galactose, Figure 2-8). Red
circles indicate experimentally determined boundaries between different system be-
haviours and the black solid lines represent the theoretical prediction based on the
regulatory network depicted in Figure 2-1. The critical point is defined as C. The
coordinate s defined on the path from C to the endpoint E is used in Figure 2-7b to
demonstrate the concept of energy barriers.
2.5 Predicting and experimentally testing the sta-
bility of cellular memory using the concept of
energy landscapes
In order to reveal the effect of these fluctuations on the memory, the stability of
the expression states was quantified using the concept of energy landscapes [44-
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Figure 2-7: a, The energy landscape was calculated by integrating the difference
between the creation f(x) and destruction rates g(x) of Gal3p with respect to the
Gal3p concentration denoted by x. b, Magnitude of the energy barriers as a function
of the coordinate s from C to E as defined in Figure 2-6b.
46]. The first-order differential equation describing the time evolution of the Gal3p
concentration is analogous to the equation of motion of an overdamped particle in
an energy landscape, where the particle position is analogous to the concentration of
Gal3p. This analogy provides an intuitive representation for the stability of cellular
expression states since minima in the energy landscape correspond to stable states
that are separated by an energy barrier (Figure 2-7a). Fluctuations in gene expression
are naturally introduced by analogy with the temperature experienced by the particle
in the energy landscape. A particle trapped in an energy well at zero temperature
will never escape, however at elevated temperatures the particle will display thermally
activated transitions across the barrier. In this case the escape rate is proportional to
e- A U/kBT , where AU represents the energy barrier, kB the Boltzmann constant, and
T the absolute temperature [47]. The larger the energy barrier, the more efficiently
the fluctuations are trapped in the vicinity of the stable states. The GAL system
is characterized by two energy barriers: the barrier AUOFFON an OFF cell has to
overcome to switch ON and the barrier AUON-OFF for the opposite transition. The
barrier height strongly depends on the system parameters. The barriers are high in
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Figure 2-8: Behaviour of the GAL80 loop knock out (strain MA0188). a, Galactose
and doxycyline concentrations are indicated for each experiments shown in b. The
amount of Gal80p driven by the doxycycline inducible TET promoter is indicated
relative to the wild-type expression (when induced with 0.5 percent galactose for 27
hours) as determined by fluorescence microscopy using Gal80p-CFP fusion proteins.
The red dotted line represents wild-type levels of Gal80p. b, MA0188 expression
histograms (after 27 hr induction period).
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the 'persistent memory' region and vanish as the critical point C is approached at
lower GAL80 expression level (Figure 2-6b and Figure 2-7b).
These predictions were verified by measuring the switching rates between the two
states (Figure 2-9). For this purpose, we monitored the time evolution of the expres-
sion distribution as the system approached steady-state. An example of a bimodal
distribution is shown in Figure 2-9a (top graph) obtained from the GAL80 loop knock
out operating in the 'destabilized memory' region (Figure 2-6b): some cells have high
Gal4p activity while other cells display 100 times lower Gal4p activity. From this
mixed population, two subpopulations were sorted that represent the two extremes of
this distribution (Figure 2-9a, t = 0). Subsequently, these two subpopulations were
separately grown in the same media as before sorting. The example in Figure 2-9a
shows that both subpopulations relax back to the same bimodal distribution. These
experiments therefore rule out static disorder and strongly suggest that cells switch
back and forth between expression states. The switching rates strongly depend on
the Gal80p level and the galactose concentration (Figure 2-9b). When the system op-
erates in the 'destabilized memory' region close to the critical point C (Figure 2-6b)
the system approaches steady-state in about 10 hours (Figure 2-9b, circles). However
if the system operates closer to the boundary between the destabilized and persistent
memory regions this process takes much longer (Figure 2-9b, triangles). At sufficiently
high barriers, cells are almost irreversibly locked in one of the cellular states.
2.6 Escape rates as a function of energy barrier
heights and the biological relevance of cellular
memory
Figure 2-9c shows the experimental escape rates as a function of the calculated energy
barrier. Escape rates drop precipitously as the height of the energy barrier increases,
a correlation typical of noise induced transitions bounded by energy barriers. Inter-
estingly, for the same barrier height, escape rates from the ON state are larger than
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Figure 2-9: Stochastic switching dynamics between two stable expression states
(strain MA0188). a, An initially bimodal population (0 percent galactose and O0g/ml
doxycycline, 27 hours of growth after raffinose history) was sorted by fluorescent acti-
vated cell sorting (FACS) into cells expressing low and high levels of YFP. At different
times, indicated in hours after sorting, expression distributions were measured. b, The
fraction of ON cells as a function of time after sorting in the absence of doxycycline
and galactose (closed circles) and in the presence of 0.01/g/ml doxycycline and 0.040
percent galactose (closed triangles). Black and red solid lines (guides to the eye)
reflect the sorted population that was initially fully OFF and ON respectively. The
standard error on the fractions is smaller than 5 percent as determined by reproduc-
ing a representative histogram 10 times. c, Experimentally measured escape rates as
a function of the calculated energy barriers (Section 2.8). Black lines and symbols
indicate experimentally determined escape rates from the ON state whereas red lines
and symbols denote escape rates from the OFF state. Energy barriers were calculated
using experimentally determined parameters obtained from fitting the experimentally
determined boundaries (Figure 2-6b, red circles) to the network model (Figure 2-6b,
solid black lines, Section 2.8). The solid lines are guides to eye.
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escape rates from the OFF state. Indeed the fluctuations in GAL3 expression are
larger in the ON state compared to the OFF state (Figure 2-10). However, given the
complexity of this network and the presence of multiple noise sources [44, 45], it is
unlikely that GALS expression fluctuations can solely account for this difference in
switching rates.
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Figure 2-10: The role of Gal3p fluctuations in stochastic transitions. Raffinose history
cells (strain MA0239) were induced with four different concentrations of galactose and
doxycycline for 27 hours, each letter corresponding to a specific set of galactose and
doxycycline: a 0 percent galactose, Opg/ml doxycycline, b 0.004 percent galactose,
0.00185 pg/ml doxycycline, c 0.007 percent galactose, 0.0031pg/ml doxycycline, d
0.017 percent galactose, 0.00685pg/ml doxycycline. Fluorescence microscopy was
used to determine CFP levels in individual cells. The resulting histograms were
analyzed to determine the average PGAL3CFP expression and the standard deviation
(as a measure of GAL3 fluctuations) for both OFF and ON state.
Next we explored if cellular memory could affect the growth rate of a population.
Increased growth rate of the ON cells relative to the OFF cells was observed when
the cells were grown in media in which galactose was the predominant carbon source
(Figure 2-11). Since the fraction of ON cells in a population is strongly dependent
on cellular memory, this indicates that memory might be an important concept in
understanding fitness of a population in habitats in which carbon sources are fluctu-
ating.
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Figure 2-11: Growth rate is affected by history. Two populations of MA0188 cells
(gal80APTETGAL8O) were prepared with a raffinose and galactose history in the
persistent memory region (0.25 percent galactose, 0.15fpg/ml doxycycline, 2 percent
raffinose) for 27 hours. Subsequently these cells were washed and transferred to media
lacking raffinose but having the same concentration of galactose and doxycycline (0.25
percent galactose, 0.15pg/ml doxycycline). After a lag phase of about 4 hours an
exponential growth for both histories is observed, however, the galactose history cells
divide at a rate that is about 1.5 fold larger than the raffinose history cells.
2.7 Discussion
The galactose signalling pathway of budding yeast has the potential to reliably store
information on prior galactose exposures for hundreds of generations. A core positive
feedback loop through GAL3 is necessary for this cellular memory, whereas a negative
feedback loop through GAL80 competes with the positive GAL3 loop and reduces the
potential for memory storage. Consistently, when the negative feedback loop is opened
and Gal80p levels are controlled constitutively, the memory persistence can be tuned
from hours to months. A quantitative understanding of cellular differentiation would
require a similar system-level approach as we employed for the galactose signalling
pathway. Systematically opening the underlying feedback loops complemented by
stochastic and stability analyses, provides a quantitative tool to identify network
architectures responsible for the stability of differentiated cellular states.
2.8 Supplementary information
2.8.1 Modeling the galactose signaling pathway
The regulation of gene expression in the galactose signalling pathway was modeled by
separating the fast reactions such as protein-protein and protein-galactose interactions
from the relatively slow mRNA synthesis. Gal3p is a cytoplasmic protein [37], which
gets activated upon galactose binding [35, 36]. The activated form of Gal3p will be
denoted by gal*Gal3p. Gal80p shuttles between the nucleus and the cytoplasm [48].
Cytosolic Gal80p (Gal80p c ) binds to activated Gal3p (gal.Gal3p) whereas nuclear
Gal80p, denoted by Gal80p", binds to and inhibits the transcriptional activator,
Gal4p [37]. Gal4p is constitutively bound to the upstream activation sequences (UAS)
of most of the GAL network genes [38]. UASfree indicates the UAS concentration
not bound to Gal80p, UAS*Gal80p denotes the DNA bound form of Gal80p. Gal80p
is expected to exist as dimers since Gal80p dimerizes with high affinity [49]. The
tri-molecular complex composed of Gal80p, Gal3p, and galactose is denoted by T.
The fast reactions, assumed to be in equilibrium with respect to the relatively slow
transcriptional processes, are:
gal + Gal3p -• gal * Gal3p
Gal80pc + gal * Gal3p --+ T
Gal80pC c Y Gal80pN
UASfree + Gal80pN (-- UAS * Gal80pN
The corresponding equilibrium constants are defined by:
[gal] [Gal3p]
[gal * Gal3p]
S[gal * Gal3p][Gal80pCI
[T]
[Gal80pC]
[Gal8OpN]
S[UASjree] [Gal8OpN]
[UAS * Gal80pN]
The total concentrations of the Gal3p, Gal80p, and UAS are given by the following
mass-balance equations:
[Gal80p]Total = [Gal80pC] + [Gal80pN] + [UAS e Gal80pN] + [T]
[Gal3p]Total = [Gal3p] + [gal * gal3p] + [T]
[UAS]Total = [UASfree] + [UAS * Gal80pN]
The last two sets of equations are now used to determine [UASfree] for a given
total concentration of Gal80p, Gal3p, UAS, and galactose. This involves solving the
following equation:
Bx
Ax +
C+x
Dx
+ -F=O
E+x
where
x [Gal80pc ]
7+1
B [Gal3p]Total
C , +(1  )[Gal]
DE [UAS]Total
F [Gal80p]Total/Fo
In the experiments the total concentration of Gal80p is tuned by using a doxycy-
cline inducible TET promoter. The relative concentration of Gal80p with respect to
wild-type Gal80p levels (induced with 0.5 percent galactose) is determined by fluo-
rescence microscopy using strains (MA0283 and MA0291) in which Gal8Op is fused
to CFP. Since these measurements provide only a relative measure, the parameter Fo
was introduced as a scaling factor. The last equation above was solved using Matlab
6.0 (Mathworks, Inc.). Below we calculate the stability diagram for the Gal80p neg-
ative loop knock-out. The differential equation describing the dynamics of the core
positive feedback by Gal3p is:
O[Gal3p]Total&[ = k[UASfree] - r[Gal3p]Total
where k and F are the rate constants for creation and destruction of Gal3p, re-
spectively. [UASfree] is determined by the solution of the above equation in x, .i:
[UAS]Total[UAS ree
The final goal is to determine the number of solutions of the differential equation
in the steady-state. Defining E -DEk/F and z = [Gal3p]tota/ll and utilizing the
equation in x, the following polynominal in z holds:
D3z 3 + D2 z2 + D 1Z + Do = 0
where:
D3 = DE 2 - EE - CDE
D2 = AE 2 - ACE- 2DE +EF + +CD - CF
D1 = -2AE + AC + D - F
Do = A
If this equation has one real root the system is monostable, if it has 3 real roots
it is bistable. The boundaries between the monostable and bistable regime are found
by realizing that at the boundary the polynomial in z has exactly two real solutions
and therefore it can be written as:
D2 2 D1 Doz3 + ± + Dz+ D (z-a) 2 (z-b)=O
D D3D3 D3
This results in the following conditions:
D22 = -(2a + b)
D3
D1= a2 + 2abD3
= -a 2b
D3
Using the first two conditions results in two solutions for a:
1+ D2 3D3D1a [ 1 1]3 D3 D2
1 D2 3D3D1a D [ 1- +1]
3 D3 Dj1
In principle the last two sets of equations can now be solved implicitly and the
boundaries are obtained. However an accurate explicit form of the boundaries is found
by approximating the last two equations with a second order Taylor expansion with
respect to 3D 3D1/D 22. The advantage of the explicit method is that the experimental
boundaries can be fitted directly without numerically solving the last two sets of
equations above. Figure 2-12 demonstrates the accuracy of the approximate method.
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Figure 2-12: Phase boundaries determined by the approximate explicit method and
the exact implicit method. For the left boundary both methods yield indistinguishable
results. For large relative Gal80p concentrations the approximate result deviates
slightly with respect to the exact result.
Substituting a+ into Do/D 3= -a 2b gives the condition for one of the phase bound-
aries:
-64D D8 - 32D3D D3 + 108DD4 D + 108D D3D2 + 27D D4 + 256DoD 0
Since terms with high orders of D2 dominate, an adequate approximation is:
D = 4DoD2
* Experimental boundaries
- Exact implicit model
- Approximate explicit model
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Similarly, by substituting a- into Do/D 3  -a 2b the other boundary is found.
The condition for the second boundary is:
2D = 9D 3DI
The last two relations were fitted to the experimental data using a, Fo, and
k/F as fit parameters. The equilibrium constants 3 = 0.06 nM and 6 = 0.05 nM
were obtained from literature [49, 50]. The shuttling constant y~ was estimated
from localization studies of GFP-Gal80p [37, 48]. The total concentration of UAS
was assumed to be 50 nM based on the total number of GAL4 binding sites in the
yeast genome [51] and an approximate nuclear volume of 1prm3 . The experimentally
obtained boundaries (red circles, Figure 2-6b) were best fitted using the parameters
a = 1 percent, Fo = 520pM, and k/F = 470. The theoretical boundaries are denoted
by the solid black lines in Figure 2-6b. These parameters were subsequently used to
calculate the energy landscapes and energy barriers as defined in Figure 2-7a :
f[Gal3P]T
U =- (k[UASfree] - F[Gal3p]Total)d[Gal3p] Total
Note that [UASjfree] is a function of [Gal3p]Total. Therefore, this integral has to
be evaluated numerically.
2.8.2 Determining experimental escape rates
The dynamics of noise induced transitions between the two stable states of a bistable
system can be studied by a three parameter model composed of the fraction of the
cells in the OFF or ON states and the rates specifying the likelihood of the transitions
between those two states. In what follows, the fraction of OFF-cells is represented by
a0o, and that of ON-cells by al = 1 - ao. The forward and backward switching rates
are denoted by a+ and a_, respectively. The growth rates associated with the OFF
and ON cells are assumed to be equal which is consistent with the experimentally
obtained growth rates. In this analysis the stability of the fluorescent reporter YFP
is ignored. Fluorescent reporters are typically very stable. However cells grow at a
rapid rate and therefore dilute out the intracellular YFP at a rate that equals the cell
growth rate. Since the exponential dilution rate due to cell growth (0.5 hour-') is
much faster than the typical stochastic switching rates (<< 0.1 hour - 1 , Figure 2-9c),
the switching rates are adequately approximated. The switching dynamics between
the two states is described by the following differential equations:
dao
dt - aal - a+ao
dat
dt= a+ao - a•al
Since a0o + al = 1, the solution to these differential equations is:
a, (t) al (0) + ( + - a · (0))(1 - e-( o +± )t)
ao+ + _-
where a1 (0) is the initial fraction of ON cells. Cells pre-grown with and without
galactose will have different initial fractions defined by a, (0)G and a, (0)R, respectively.
Subtracting al(t)R from al(t)G leads to:
In(al(O)G- al(0))
aj(t)G-a1(t)R
t
Substituting this equation in al(t)R, a•+/(a±++a_) is found:
__+ al(t)R - al(0)R + a1(0)R(1 - al__)_-al[ al(O)G--a(O)R
0•+ -OL_ 1 al(t)G-al(t)R
al ()G-al(0)R
Since the initial fractions (a (0)G , a (0)R) and fractions at a specific time (al(t)c
al(t)R) are experimentally known, the escape rates a+ and a_ for the two stable
states can be estimated.
2.8.3 Doxycycline inducible PTET system
To externally control the Gal3p and Gal80p levels in strains MA0182 and MA0188
respectively, the GALS and GAL80 genes were placed under the control of the PTET
promoter. In the presence of doxycycline, this promoter is activated by the tran-
scriptional activator rtTA, comprised of the VP16 activator and the TetR(S2) DNA
binding domains. rtTA was chosen to control the Gal3p and Gal80p levels, since it
is a transcriptional activator with a broad regulatory range [52].
2.9 Methods
2.9.1 Plasmid and strain constructions
KpnI-promoter-BamHI, BamHI-YFP-EcoRI fragments were cloned into pRS402 back-
bone upstream of CYC1 transcriptional terminator (for PGAL4 promoter, BglIII was
used instead of BamHI). The PGAL1, PGAL2, PGAL3, PGAL4, PGAL6, PGAL7, PGAL10,
PGAL80, and PMY02 promoter sequences correspond to 669, 960, 830, 633, 590, 724,
667, 632, and 677 base pair regions upstream of the start codon of the respective genes.
The GAL3 and GAL80 genes were cloned downstream of KpnI-PTETo2-BamHI as
BamHI-EcoRI fragments into pRS306. PGAL3- GALS, PGAL80- GAL80, PTET02- GAL3S,
PTETO2- GAL80 missing the stop codon were cloned upstream of BamHI-CFP-EcoRI
as KpnI-BamHI fragments in pRS306. All strains were derived from W303. PCR
and Southern blot were used to verify the integrations. Complete descriptions of the
strains used in this study can be found in Appendix A.
2.9.2 Growth conditions and media
Cultures were grown in synthetic dropout media with the appropriate aminoacid sup-
plement and 2 percent raffinose as a carbon source. Media used for 'galactose history'
experiments were supplemented with 2 percent galactose, while media for 'raffinose
history' experiments contained raffinose as the sole carbon source. Overnight grown
cells were diluted to an OD 600 value such that after 27 hours growth, the galactose
concentration in the media would not change by more than 10 percent (section 2.9.4).
Cells were grown at 300C. After the induction period of 27 hours, the expression dis-
tributions were determined by flow cytometer (FACScan, Becton-Dickinson). For
cell sorting, the bimodally distributed cells were sorted into OFF and ON cells as
indicated in Figure 2-9a.
2.9.3 Gal3p and Gal80p levels in inducible strains relative to
wild-type levels
To determine how Gal3p and Gal80p levels in strain MA0182 and MA0188 respec-
tively, compare to native levels of Gal3p and Gal80p in wild type cells, strains were
constructed in which the C terminus of Gal3p and Gal80p was fused to CFP. Using
fluorescence microscopy the levels of doxycycline-induced GALS and GAL80 expres-
sion relative to the wild-type expression were determined. We find that addition of
0.07pg/ml and 0.05p1 g/ml doxycycline results in expression of wild-type levels (wild-
type cells fully induced with 0.5 percent galactose) of Gal3p and Gal80p, respectively
(Figure 2-4 , Figure 2-8).
2.9.4 Determination of galactose consumption rate
To determine the galactose consumption rate aliquots from cultures were filtered and
the galactose concentration of the cell-free media was analysed as follows. 0-galactose-
dehydreogenase was used to oxidise galactose in the presence of 2.5 mM NAD dissolved
in a buffer containing 50 mM imidazole, 5 mM MgC12 pH=7.0 [53]. Conversion of
NAD into NADH was followed spectrophotometrically at 340 nm (Appendix B).
Chapter 3
Phenotypic Bet-Hedging as a
Survival Strategy in Yeast
Populations
3.1 Summary
A classic problem in evolutionary and population biology is to understand how a pop-
ulation optimizes its fitness in fluctuating environments. Rather than maintaining a
phenotypically homogenous population, it has been suggested that a 'bet-hedging'
strategy might be more beneficial in uncertain environments. Following this strat-
egy, a population consisting of a variety of phenotypes enhances its fitness by en-
suring that, at any given time, some of its members are prepared for an unforeseen
environmental fluctuation. We experimentally test this hypothesis in vivo using a
re-engineered yeast strain that randomly transitions between two phenotypes. Each
phenotype is designed to confer a growth advantage over the other phenotype in a
certain environment. We show that, in order to optimize population growth, cells
have to match their inter-phenotype switching rate to the frequency of environmental
changes. Our data suggest that when transition rates are correctly tuned, random
bet-hedging constitutes a simple, yet effective, survival strategy to cope with fluctu-
ating environments without the need to actively sense environmental conditions.
3.2 Introduction
Unlike controlled laboratory environments, cells in the wild have to face and surmount
the challenges raised by random fluctuations in extracellular conditions [54-57]. Sig-
nal transduction pathways allow cells to actively sense and respond to particular
environmental changes. However, given the myriad of environmental conditions and
the limited number of signal transduction pathways, it is likely that cells use comple-
mentary, more passive methods to anticipate changes in the environment. Without
the need to sense the environment, cells can 'blindly' anticipate and survive envi-
ronmental changes by randomly switching between multiple phenotypes, each fit to
a particular environment. Following this bet-hedging strategy [56, 58, 59], a popula-
tion consisting of a variety of phenotypes enhances its fitness by ensuring that, at any
given time, at least some of its members are prepared for an unforeseen environmental
fluctuation.
This random bet-hedging is naturally employed by many microbial systems in
order to cope with environmental uncertainty [16]. One prominent example is known
as phase variation [60], which defines two distinct phenotypes between which cells
reversibly transition. Phase variation in the expression of surface pili of Escherichia
coli during infection of the urinary tract allows single cells to have two phenotypes:
a free-floating phenotype and a phenotype that adheres to the urinary tract surface
[61, 62]. Similarly, the methylation state of the agn43 promoter of E. coli defines
two phenotypes: a individual planktonic life-style or community life in the biofilm
[63]. More examples include the transition to competence in Bacillus subtilis [64, 65],
bistability in metabolic networks [41,66], and antibiotic tolerance in many prokaryotes
[67]. Transitions between the two distinct phenotypes are thought to be random and
rare, meaning that the transition frequency is much smaller than the cell division
rate. Therefore an important question which arises in this context is how the inter-
phenotype transition rates related to the fitness of the population.
Several recent theoretical models, developed to address this topic, have proposed
that an optimum bet-hedging strategy is achieved when the rate of stochastic tran-
sitions between phenotypic states is tuned to match the rate of fluctuations in the
environment [14-16, 68, 69]. Here we experimentally test this hypothesis in vivo using
a re-engineered version of the galactose utilization network of the budding yeast Sac-
charomyces cerevisiae. We use this particular re-engineered network because it allows
a more quantitative control over both the inter-phenotype switching rates and phe-
notypic growth rates than would be possible using one of the natural systems where
bet-hedging is thought to play an important role. Stochastic fluctuations in gene
expression [5, 8-10, 70] in the re-engineered network allow a single cell to randomly
switch back-and-forth between two distinct phenotypes. Each phenotype is designed
to confer a growth advantage over the other phenotype in a certain environment. We
experimentally demonstrate that in order to optimize population growth, cells have to
match the inter-phenotype switching rate to the frequency of environmental changes.
Our experiments demonstrate that random bet-hedging can constitute a simple, yet
effective, survival strategy to cope with fluctuating environments without the need to
actively track environmental conditions.
3.3 A discrete switching model for random bet-
hedging
In general, cells are faced with a continuous spectrum of dynamically changing envi-
ronmental conditions, including fluctuations in temperature, pH, and concentrations
of nutrients and toxins. To cope with these diverse environmental conditions, cells
could potentially explore a multitude of phenotypes. Here we focus on a simpler,
discrete system with two environments and two phenotypic states (Figure 3-la) that
captures the important properties of bet-hedging strategies [14, 16, 69].
If the stochastic switching between the two phenotypic states is much faster than
the switching between the two environmental states, a high level of phenotypic diver-
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Figure 3-1: a, Two states (phenotypes) exist for each cell, ON (orange) and OFF
(green). Cells randomly switch between the two states with frequencies roN and
rOFF. The first environment (El) has no uracil, while the second (E2) has both
5-FOA and uracil. A cell is either fit or unfit to its environment depending on the
specific phenotype it displays. For example in El, on-state cells are fit with a growth
rate, 'ON, but the unfit off-state cells proliferate with a smaller growth rate, YOFF.
b, Cellular lineage for fast and slow switchers. Single cells with different switching
frequencies (fast and slow) grow in alternating environments. Orange and green
colors represent the first and second environments, respectively. Color change in the
cellular lineage diagram corresponds to the change in phenotypic expression for a
particular cell. If a cell finds itself in the unfit state after a switching event, it ceases
to proliferate. In the case of slow switchers, reduced cell-to-cell variability in each
environment is depicted by a more dominant use of a single color.
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sity is expected (Figure 3-1b, left panel). However, if the phenotypic switching rate is
much slower than the environmental switching rate, the population is more homoge-
nous at any given point in time (Figure 3-1b, right panel). In a constant environment,
the slow switchers maintain larger growth rates than fast switchers due to a greater
fraction of cells in the fit state. However, slow switchers suffer greater losses and take
more time to recover whenever an environmental transition occurs. In other words,
a population must balance the rate at which cells transition between the phenotypic
states with the frequency of environmental changes to maintain a reasonable num-
ber of cells in the unfit phenotype. This suggests that in order to optimally benefit
from the diversity, cells should tune their switching rates to match the frequency of
environmental changes [14-16, 68, 69]
3.4 Re-engineering the galactose utilization net-
work
To experimentally test this hypothesis we implemented this discrete switching system
(Figure 3-1a) in vivo. Bistable gene networks [31, 71, 72] provide promising experi-
mental systems to implement discrete phenotypic states. The stochastic nature of
gene expression drives rare transitions between these states [9, 10, 44, 46, 70]. We uti-
lize the bistable galactose utilization pathway of the budding yeast Saccharomyces
cerevisiae [5,73], because the switching rates between the two phenotypic states can
be tuned experimentally giving us precise control over the system [5].
The wild type network was re-engineered as shown in Figure 3-2a. The activity
of the pathway was read out at the single cell level using yellow fluorescent protein
(YFP) under the control of the GAL1 promoter.
For certain extracellular galactose concentrations, cells in an isogenic popula-
tion display either a basal pathway activity (OFF) or an approximately 100-fold
up-regulated activity (ON). Figure 3-2b and Figure 3-2c illustrate the stochastic tran-
sitions between these phenotypic states in single cells. Here a single progenitor cell
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Figure 3-2: a, The galactose-signaling pathway. The activity of the galactose pathway
is read out by using YFP driven by the GAL1 promoter. Similarly, the endogenous
URA3 expression is also under the control of the GAL1 promoter, coupling the
synthesis of the Ura3 proteins to the activity of the GAL pathway. In environment
El, ON cells will synthesize uracil and thrive, while in environment E2 the URA3 gene
product is converted to a toxic intermediate in the presence of 5-FOA. By changing the
extracellular galactose and doxycycline concentrations, the transition rates between
the ON and OFF states can be altered, providing us with the fast and slow switchers.
b, A single cell initially in the OFF state gives rise to both ON (green) and OFF
(black) cells due to stochastic transitions between states. c, Similarly an ON cell
(green) gives rise to a mixed population.
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initially in either the ON or the OFF state gives rise to a diverse population of both
ON and OFF cells due to stochastic transitions between the two phenotypes.
In our system, GAL2 and GAL3 remain under the control of their endogenous
promoters, while the expression of GAL80 is placed under the control of the TET
promoter, which is induced using doxycycline. Because of this modification, this
strain has externally tunable stochastic transition rates, roN and rOFF (Figure 3-la),
between the two phenotypic expression states. The rates are controlled by changing
the extracellular concentration of galactose and doxycycline, with low (high) amounts
of galactose and doxycyline leading to high (low) transition rates [5]. This feature
allows us to create populations of cells with both fast and slow switching rates.
To provide the two phenotypic states with two distinct growth rates we placed the
endogenous URAS expression, necessary for uracil biosynthesis, under the sole control
of the GAL1 promoter. In this scenario, the two environments (El and E2) affect the
growth rates of the two phenotypes in an antagonistic manner. Environment El lacks
uracil and therefore favors the growth of ON cells to the disadvantage of the OFF
cells. In contrast, E2 contains both uracil and the small molecule 5-Fluoroorotic
acid (5-FOA), which is converted into the toxic intermediate 5-Flurouracil in the
presence of Ura3 protein, conferring a growth advantage to OFF cells [74]. There-
fore, this experimental system provides us with a quantitative control over both the
inter-phenotype switching rates and the growth rates of both phenotypes in the two
different environments.
3.5 Characterization of inter-phenotypic switching
rates and antagonistic selection
We first create two distinct populations of cells: one with fast and one with slow
phenotypic transition rates, rON and rOFF, by externally controlling the concentration
of galactose and doxycycline present in the extracellular medium. Figures 3-3a-b
experimentally demonstrate the behavior of these two populations in non-selective
media.
Due to stochastic transitions between the two phenotypes, the t=0 expression dis-
tributions corresponding to fast (0.004 percent galactose, 0.002821pg/ml doxycycline)
or slow (0.03 percent galactose, 0.0135pg/ml doxycycline) switching cells change at
the end of the 24 hours growth period. By measuring the fraction of cells in each
state at several points in time (Figure 3-4), we are able to estimate that the transi-
tion rates are roughly ten times greater for the fast switching cells, (roN = 0.047hr -1 ,
rOFF M 0.035hr- 1), than for the slow switching population, (roN M 0.004hr - 1, rOFF
. 0.007hr - 1).
Figures 3-3c-d experimentally demonstrate the selection pressures imposed by each
environment on the two phenotypes, ON and OFF. In the absence of any selection,
both OFF and ON cells grow at very similar rates. In this case, for both the fast and
slow switchers we observe steady-state bimodal distributions of network activity with
roughly equal numbers of cells in either phenotypic state (Figs 3-3c-d, top panels).
However, when cells are grown for 4 days in either environment El or E2, the pop-
ulation significantly enriches in ON or OFF cells, respectively (Figs 3-3c-d, bottom
panels). The fast switchers display a more diverse distribution of expression values
compared to the slow switchers, because the fast switchers transition more frequently
to the unfit phenotype.
3.6 Growth rate dynamics of fast and slow switch-
ers
Next, we explored how this increased diversity impacts the growth rate of the pop-
ulation. To measure growth rates over long periods we utilized turbidostats [75]
enabling accurate and automatic on-line measurements of population growth rates
(Figs 3-5a-b).
Cells are maintained at a constant optical density in liquid culture by continuous
measurement of the culture's relative absorbtion coefficient (Figure 3-5b, upper panel
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Figure 3-3: a, YFP fluorescence distribution of fast switching cells that have been
grown in non-selective media to obtain the t = 0 distributions (Section 3.10). Af-
ter an additional 24 hours in non-selective media (with 0.004 percent galactose and
0.00282pg/ml doxycycline corresponding to fast switchers), the distributions show
very little history dependence indicating that cells are switching much faster than
1/24 hours-'. b, YFP fluorescence distribution of slow switching cells that have been
grown in non-selective media to obtain the t = 0 distributions (Section 3.10). Af-
ter an additional 24 hours in non-selective media (with 0.03 percent galactose and
0.0135pg/ml doxycycline corresponding to slow switchers), the distributions show a
large history dependence indicating that the switching rates are much slower. c, Fast
switching cells grown in non-selective media display a bimodal distribution. When
cells are grown in El (E2), the interaction of the URAS gene with the environment
causes ON (OFF) cells to proliferate. d, Similar selection is observed for slow switch-
ing cells, however fewer unfit cells are observed compared to the fast switchers.
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Figure 3-4: Determination of switching rates for fast and slow switchers. The fraction
of ON cells as a function of time in non-selective media for the galactose (orange) and
raffinose (green) history cells. To estimate the fraction at 96 hours the steady state
distribution of cells (taken from Figs 3-3c-d) were determined. By fitting the data
with the function: foN(t) -= ON + (foN(t = 0)- r- o )e - (ron + roFF)t and
rOFF+TON rOFF+TON
minimizing the X2 cost function, we determine that the inter-phenotype switching
rates for the fast switchers are roN = (0.0474 ± 0.026)hours- 1 and rOFF = (0.035 ±
0.020)hours- 1 . The inter-phenotype switching rates for the slow switchers are: roN =
(0.0039 ± 0.0002)hours-1 and rOFF = (0.007 ± 0.0007)hours-1 .
- blue line). When the cellular density exceeds a pre-set threshold (Figure 3-5b, upper
panel - red line) a pump is activated (Figure 3-5b, middle panel) which dilutes the
culture back below the threshold. By measuring the amount of media needed to
maintain the culture in this way, we can accurately calculate the population's growth
rate (Figure 3-5b, lower panel) over time.
To quantify the relationship between population diversity and growth rate, we
measured the growth rate dynamics as the population transitions from one environ-
ment to the other. We first prepared separate cultures of fast and slow switchers by
allowing them to reach a steady-state YFP expression distribution in environments
El and E2 (Figs 3-3c-d, bottom panels). Subsequently, cells were transferred to the
other environment (at time t = 0 as defined in Figs 3-5c-d) during which the pop-
ulation growth rate 7 was monitored (Figs 3-5c-d). Figure 3-5c demonstrates the
growth rate dynamics when the environment switches from E2 to El. The growth
rates of both the fast and slow switchers initially decreased rapidly within the first
few hours since most cells were initially in the unfit (OFF) state and were unable to
produce their own uracil. After a lag period of 3-5 hours, both fast and slow switching
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Figure 3-5: a, Schematic of the custom-made turbidostat setup used for all growth
rate measurements. An infrared LED (dark gray) and photodiode (light gray) pair
were used to continuously measure the relative optical density of the culture. A
peristaltic pump intermittently provided fresh media to dilute the population while
second continuously operating peristaltic pump coupled to a pickup tube kept the
culture volume fixed. b, Whenever the photodiode voltage (blue line) went above
a pre-set threshold (red line) the pump was activated (black line) to provide fresh
media. The pumping rate was then used to calculate the dynamic population growth
rate y(t) (blue circles). c, Growth rates corresponding to cells prepared in an E2
history and transferred to El at t = 0 show a transition period and a steady state
region. Fast switching cells (red line) recover from the effect of environment change
faster than slow switching cells (blue line) but have a lower steady-state growth rate.
d, Growth rates for cells prepared in an El history and transferred to E2 at t = 0.
The red line corresponds to fast switchers and the blue line to slow switchers. Solid
lines are generated by the model.
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populations began to increase their growth rates, and reached a steady-state growth
rate after about 18 hours (Figure 3-5c, Figure 3-6).
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Figure 3-6: Dynamic measurement of cellular expression levels in the two environ-
ments. a, Fast switching cells growing in E2 were transferred to El at t = 0 and the
fraction of ON and OFF cells were measured at several points in time (red symbols).
The increase in the dynamic growth rate (gray line) coincides with the increase in
the fraction of fit cells (ON). b, Fast switching cells growing in El were transferred
to E2 at t = 0. The increase in growth rate coincides with a significant increase in
the fraction of fit cells.
Although the growth rates for fast and slow switchers in Figures 3-5c-d show
qualitatively similar dynamics, the quantitative differences between them illustrate
the effects of diversity on the transient and steady-state growth rates. First, the fast
switchers reached their steady-state about 4 hours sooner than the slow switchers.
This is because they enter the new environment with a larger population of fit (ON)
cells and also because more members of the initially large fraction of unfit (OFF) cells
can switch to the fit (ON) state during the first few hours. During this initial phase the
fast switching strategy is more competitive than the slow switching strategy. However,
once the growth rates have reached steady-state, the slow switching strategy becomes
Environment:E El
more competitive because the slow switchers less frequently transition to the unfit
(OFF) phenotype. This results in a systematically larger steady-state growth rate
compared to the fast switching strategy. We observe similar growth rate dynamics
when cells transition from El to E2 (Figure 3-5d). The transient dynamics is overall
slower in E2 most probably due to the slow synthesis of the toxic intermediate 5-
Flurouracil. After the adaptation period in E2, both fast and slow switchers show
similar growth rates to what was observed in environment El (Figure 3-5c). Taken
together, this shows that after transitioning to a new environment, fast switchers have
higher growth rates during the transition to steady-state but lower growth rates than
the slow switchers during the steady-state.
3.7 A prediction for growth in periodic environ-
ments
To further demonstrate that the observed behavior is due to the differences in switch-
ing rates between fast and slow switchers, we built a quantitative model composed
of ordinary differential equations. The model quantifies the number of cells in each
of the two discrete phenotypes, ON and OFF, which both grow at different rates,
YON(t) and -YOFF(t) respectively (Figure 3-la). These growth rates reflect the fitness
advantage or disadvantage conferred by the surrounding medium by quantifying both
the steady state growth rate of each phenotype as well as the time required for each
phenotype to reach steady state (Figure 3-7).
In addition, cells also transition from the OFF to ON (ON to OFF) phenotypes
at a constant rate rON (rOFF) as shown in Figure 3-4.
The model consists of two differential equations which characterize the dynamics
of the number of cells in the ON and OFF states, NON and NOFF respectively:
d
-NoN = -ONNON 
- rOFFNON + roNNoFFdt
NOFF = YOFFNorFF +rorFFNON 
- roNNorFdt
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Figure 3-7: Modeling cellular growth in fluctuating environments. a, In environment
El, OFF cells (green) exponentially cease their growth rate due to the lack of intra-
cellular uracil. Similarly, ON cells (orange) are assumed to need some time to recover
from the previous environment (E2 with 5-FOA) and begin growing at their maximal
rate. b, In E2, the opposite scenario occurs where ON cells (orange) decrease their
growth rate with time as the effects of 5-FOA build up in the cell, and OFF cells
(green) recover their maximal growth rate on a slightly longer timescale.
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The population growth rate is given by:
d NoN + - NOFF
NON + NOFF
The parameter roN (rOFF) characterizes the rate of transitions to the ON (OFF)
state. The values YON and 7OFF are the instantaneous growth rates of the ON and
OFF phenotypes and depend on which environment the cells are in. In El the rates
are given by ToN(t) = 71(1 - e-rlt) and 7OFF(t) = 71e - dlt, while in E2 the rates
are given by YOFF(t) = 2 ( 1- e-r2t) and "YON(t) = y2e - d2t (Figure 3-7). In these
equations t represents the amount of time since the last environmental transition,
and the constants yi and 72 represent the steady-state growth rates achieved by the
fit phenotype in each environment. The constants rl and r 2 represent the amount
of time it takes for cells to recover from a transition from their unfit to their fit
environment. Similarly dl and d2 represent the time it takes for unfit cells to cease
growing after a transition from their fit environment to their unfit environment. The
parameters rl, r2, dl, and d2 (Section 3.10.4) are fit to the data in Figures 3-5c-d by
minimizing the X2 cost function with custom Matlab scripts. The model fit is depicted
by the red and blue lines in Figures 3-5c-d. The only difference between fast and slow
switching cells in the model is the difference between transition rates (ToN, rOFF),
indicating that the observed growth rate differences between fast and slow switching
cells can be accounted for by switching rates alone.
Using this population dynamics model, we can now predict which of the two
switching strategies is more beneficial in fluctuating environments. In the model,
the environment periodically alternates between environment El (with a duration
T1) and E2 (with a duration T2) as depicted in Figure 3-la. The fitness F of the
population is defined as the average population growth rate over one period. The
resulting fitness is calculated as a function of T1 and T2 for the fast ( fast) and slow
(Fs1 w,) switching strategies. For both strategies short environmental periods lead to
decreased fitness levels, since more time is spent in the transient recovery stage of
growth. However, the fitness difference between slow switching and fast switching
populations can either be positive or negative depending on Ti and T2 (Figure 3-8a).
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Figure 3-8: a, Heat map showing the predicted fitness difference (mean growth rate)
between fast and slow switching cells as a function of the environmental period (T1,
T2). For short periods, the fast switchers display higher mean growth rates. On the
other hand, for longer periods slow switchers show a fitness advantage over the fast
switchers. b, Phase diagram demonstrating regions where fast or slow switchers are
predicted to be more fit. Two points were chosen in each part of the phase diagram
to be further explored. The values of these points correspond to T1 = 20 hours, T2
= 37 hours (circle) and T1 = 96 hours, T2 = 96 hours (triangle).
This analysis shows that in rapidly changing environments fast switchers would
out-compete the slow switchers, whereas for slowly varying environments the slow
switchers would dominate. Figure 3-8b shows which of the two strategies is more
beneficial given the times T1 and T2.
3.8 Growth rate dynamics in periodic environments
To experimentally test these predictions, we choose two points in the (T1, T2) space
to measure fitness: T1 = 20 hours, T2 = 37 hours (circle, Figure 3-8b) and T1 = 96
hours, T2 = 96 hours (triangle, Figure 3-8b). As with the previous experiments, we
grow the cells to steady state (4 days) in E2 then transition them to El at t = 0. After
T1 hours, the extracellular environment was changed again to E2 for an additional T2
hours. The dynamically measured growth rates for these two fluctuating environments
I
k
are shown for both fast and slow switching populations in Figures 3-9a-b along with
the population growth rates predicted by the model (Figures 3-9a-b, solid lines).
As the phase diagram suggests, the fast switching cells out-compete the slow
switchers in the rapidly changing environment (Figure 3-9a), while the situation is
reversed in the slowly changing environment (Figure 3-9b). This is shown as a fit-
ness difference between the fast and slow switchers in Figures 3-9e-f as quantified by
the average growth rate. Here, in the rapidly changing environment the difference
between growth rates is 20 percent, while in the slowly changing environment it is
6 percent. Due to exponential growth these differences greatly magnify the relative
competitiveness over even moderate time-scales. This out-competition is made dra-
matically obvious when comparing the number of cells that would have been produced
in a non-limiting environment at the end of each run (Figures 3-9c-d).
3.9 Discussion
Our data suggest that bet-hedging constitutes a simple, yet effective, survival strategy
to cope with fluctuating environments. Following this strategy, an isogenic population
improves its fitness by promoting phenotypic diversity so that, at any given time,
some of its members are prepared for an unforeseen environmental fluctuation. The
diversity is introduced naturally through the stochastic nature of gene expression
allowing isogenic populations to spread the risk by not putting "all of their eggs
in one basket". Recent work suggested that cell-to-cell variability can have a large
impact on the fitness of a population during times of adversity [76, 77]. Here we
show that it is the frequency of the environmental fluctuations that constrains the
inter-phenotype transition rates. In particular, a population optimizes its chances of
survival in fluctuating environments by tuning the phenotypic switching rates with
respect to the durations of environmental exposures. In this 'resonant' condition bet-
hedging provides an effective survival strategy by 'blindy' anticipating environmental
changes. This strategy could be utilized by cellular populations that are lacking
dedicated signal transduction machinery for particular extracellular signals or when
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Figure 3-9: Testing the model predictions: growth dynamics in fluctuating envi-
ronments with short and long periods. Growth rates for fast (red) and slow (blue)
switchers grown for a, short environmental periods (20 hours in El, 37 hours in E2,
circle Figure 3-8b) and for b, long environmental periods (96 hours in El, 96 hours in
E2, triangle Figure 3-8b) are compared to the growth rates predicted by the model
(solid lines). The calculated number of cells is shown for c, the short period and d,
the long period environment, highlighting the relative fitness advantage of fast and
slow switchers respectively. The experimentally measured fitness (mean growth rate)
e, in the short period and f, the long period environment. Error bars represent a 2.8
percent error estimated from the standard deviation of the growth rate measurements.
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it is crucial for a population to act at a faster timescale than is possible by signal
transduction.
3.10 Methods
3.10.1 Measurement of inter-phenotypic switching rates
Cells were grown using non-selective synthetic dropout media (including 0.02 mg/ml
uracil but lacking 5-FOA) in 2 percent raffinose. After overnight growth, cells were
grown in 5 ml cultures for 30 hours in 2 percent raffinose ('raffinose history') and
2 percent raffinose and 2 percent galactose ('galactose history'). Subsequently, the
raffinose and galactose history cells were separately grown for another 24 hours in
media having 0.004 percent galactose and 0.00282/pg/ml doxycycline (fast switchers)
and 0.03 percent galactose and 0.0135p/g/ml doxycycline (slow switchers). Culture
volume during this period was 10 ml and the OD 600 did not exceed 0.315. The ex-
pression distributions displayed were determined by flow cytometer (FACScan; Becton
Dickinson).
We use a first order kinetic model to estimate the amount of time required for a cell
to transition from one state to the other once it has decided to make the switch. Here
we assume that ON cells produce YFP and Ura3 protein at a constant rate while OFF
cells produce none. Removal of these proteins is assumed to be set by the dilution
rate due to growth. Using this model we calculate that it requires approximately 1.3
hours for an average OFF cell to enter into the ON phenotype peak, while it requires
approximately 6.5 hours for an ON cell to dilute enough YFP to be indistinguishable
from an OFF cell. Both of these time-scales are smaller than the switching rates
demonstrating that our approximation of the population as two distinct phenotypes
is reasonable.
3.10.2 Strain construction and growth conditions
In order to couple the expression of the URA3 gene to the activity of the galactose
pathway, the diploid strain MA0188 [5] was modified. The promoter of the URA3 gene
was replaced by the GAL1 promoter using homologous recombination of transformed
PCR product. The Candida albicans HIS5 gene was used as a marker. Integrations
were verified by PCR.
Cultures were grown in synthetic dropout media with the appropriate amino-acid
supplement and 2 percent raffinose as a carbon source. Prior to their turbidostat en-
vironments, cells were grown for 4 days in liquid culture in a shaker at 30C. The cul-
ture volume was 5 ml for the initial overnight growth and 10-15 ml afterwards. These
'pre-turbidostat' media contained uracil (at a final concentration of 0.02 mg/ml) and
5-FOA (at a final concentration of 0.19 mg/ml). During this period, cells were pre-
vented from reaching stationary growth phase by serial dilution. Next, cells were
washed with their prospective 'in-turbidostat' media (lacking uracil and 5-FOA) and
were transferred to the turbidostat. The turbidostat maintains constant optical den-
sity levels (OD) corresponding to exponential growth (0.05 < OD 60o < 0.2). When
switching to environment E2, uracil (0.02 mg/ml) and 5-FOA (0.19 mg/ml) were
added to the turbidostat media. The turbidostat temperature was maintained at
300 C. Fast and slow switching phenotypes were obtained by supplementing the syn-
thetic dropout media with galactose and doxycycline. For the fast switching pheno-
type, 0.004 percent galactose and 0.00282pg/ml doxycycline were used. For the slow
switching phenotype, 0.03 percent galactose and 0.0135jpg/ml doxycycline were used.
The expression distributions were determined by flow cytometer (FACScan; Becton
Dickinson).
3.10.3 Turbidostat measurements
All growth rate measurements were made using a custom made turbidostat (Figs 3-5a-
b). Cells were maintained at 10-15 ml volumes in test tubes while magnetic stir bars
kept the cultures well mixed. An infrared LED/Photodiode pair (940 nm) was used
to measure the relative OD through a D/A converter and custom Labview software.
A peristaltic pump provided fresh media to dilute the population whenever the OD
went above a critical threshold value. A second continuously operating peristaltic
pump coupled to a pickup tube kept the culture volume fixed.
Growth rates are calculated by recording the fraction of time the pump is actively
providing fresh media during each hour-long interval and converting this into a pump
flow rate by multiplying by the pump's maximal possible flow rate. This raw pump
activity is then converted into a growth rate by normalizing with the volume of the
turbidostat culture using the formula, 7(t) = p(t)/Vcultre , where p(t) represents the
measured pumping rate in ml/hr and Vcltre represents the culture volume in ml.
3.10.4 Model parameters
The following table shows the parameters used in our model.
Parameter Environment
roN (slow) 1 & 2
row (slow) 1 & 2
roN (fast) 1 & 2
roFF (fast) 1 & 2
1
2
di
d2 2
ri I
r2 2
Value
0.0039 ± 0.0002 hours"1
0.007 ± 0.0007 hours-'
0.0474 ± 0.026 hours'f
0.035 ± 0.02 hours-1
0.50 ± 0.01 hours'1
0.46 ± 0.01 hours"1
0.62 hours'1
0. 17 hours'1
0. 12 hours-1
0.042 hours'"

Chapter 4
Conclusion
Cells respond to environmental changes by activating their regulatory pathways. Reg-
ulatory pathways, especially in eukaryotic organisms, can have a complex net of in-
teractions between the pathway components [23]. When it comes to understanding
this complexity in cellular pathways, one approach to take would be to break apart
their complex structure into modular pieces, understand the structure and function
of the modules in detail, and at the end put the knowledge coming from each module
back together to have a complete, 'big-picture' understanding of the original regu-
latory pathways. However, one crucial assumption is that biological networks are
modular structures. Indeed, when we analyze the structure of cellular networks in
detail [5,23], we often see that they are made up of recurrent, modular network struc-
tures, or network motifs. In this context, using the galactose signaling pathway of the
budding yeast Saccharomyces cerevisiae, in the first half of my thesis, I have focused
on understanding the effects of feedback loops in the pathway on the establishment
and stability of cellular memory (the ability for cells to remember environmental
conditions reliably for many generations).
The positive feedback loop established by Gal3p, the inducer of the galactose
pathway, was responsible from building bistability into the wild type network. This
positive feedback loop was providing cells with the ability to remember environmen-
tal conditions. Using energy landscapes to understand the dynamics of the system
intuitively, we found that genetic noise was limiting the stability of cellular memory.
The feedback loop established by Gal80p (the repressor of the pathway) was shown
to be decreasing the range of bistability in the wild-type network.
Cells in the wild are exposed to a variety of environmental conditions. Sometimes
environments fluctuate frequently, but sometimes they tend to stay constant. Cells,
on the other hand, often display multiple phenotypes and cellular populations can
have different levels of phenotypic diversity as determined by the rates of phenotypic
switching between the phenotypes displayed. Since each environment can impose its
own fitness condition on a particular phenotype, an essential question arising in this
context would be how the overall fitness of a population is optimized in terms of the
frequency of environmental fluctuations and the level of phenotypic diversity.
In order to find an answer to this question, in the second half of my thesis, I
focused on understanding the relationship between the rates of phenotypic switching
between the two states of the bistable galactose network and the rates of fluctuations
in the environmental conditions. The wild type galactose signaling pathway was
re-engineered to give rise to varying population heterogeneity levels in terms of the
relative number of cells expressed in their ON or OFF phenotypes. Cells were exposed
to two different environments (each fit for one of the two phenotypes and unfit for
the other phenotype) and population growth rates were measured dynamically when
the cellular environment fluctuated. Our results showed that, in order to reach an
optimum population fitness level, the frequency of environmental fluctuations should
match the frequency of inter-phenotype switching.
The work composing my thesis demonstrates that systematically perturbing the
underlying feedback loops in a network offers a general, powerful analysis method
that can be applied to more complicated cellular networks in higher organisms to
dissect the structure-function relationships of their components.
When we look at the types of network motifs recurrent in cellular pathways [3,18],
we find that they are surprisingly small in number. In principle, there could be many
more types of interaction topologies between the elements of endogenous pathways,
but cells utilize only a small fraction of all possible interaction schemes in achieving
desired pathway activity levels. Why are there only a small number of network motif
types in cellular pathways? How can environmental conditions affect the structure
and recurrence frequency of network motifs? Future work focusing on dissecting the
mechanisms which have been shaping the structure and function of gene networks
will take us one step closer to understanding life at the cellular level.

Appendix A
Strain List
1. MA0182 = MATa/a, ura3/ura3::URA3-PTETo2-GAL3, his3::HIS3/his3, ade2::ADE2-
PMYO2-rtTA/ade2::ADE2-PGAL1- YFP, galSA::KanMX/gal3A::KanMX
2. MA0188 = MATa/a, ura3/ura3::URA3-PTETO2-GAL80, his3::HIS3/his3, ade2::ADE2-
PMYo 2-rtTA/ade2::ADE2-PGAL1 -YFP, gal8OA ::KanMX/gal80A::KanMX
3. MA0207 = MATa/a, his3::HIS3/his3, ade2/ade2::ADE2-PGAL1-YFP
4. MA0208
PGAL2- YFP
5. MA0210
PGAL4- YFP
6. MA0211
PGAL6- YFP
7. MA0212
PGAL7- YFP
8. MA0213
PGAL10- YFP
= MATa/a, ura3/ura3::URAS, his3::HIS3/his3, ade2/ade2::ADE2-
= MA Ta/a,
= MATa/a,
= MATa/a,
= MATa/a ,
ura3/ura3::URA3, his3::HIS3/his3, ade2/ade2::ADE2-
ura3/ura3::URA3, his3::HIS3/his3, ade2/ade2::ADE2-
ura3/ura3: URA3, his3::HIS3/his3, ade2/ade2::ADE2-
ura3/ura3::URA3S, his3::HIS3/his3, ade2/ade2::ADE2-
9. MA0215 = MATa/a, ura3/ura3::URA3, his3::HIS3/his3, ade2::ADE2-PMYo2-
rt TA/ade2::ADE2-PGAL1- YFP, gal2A::KanMX/gal2A ::KanMX
10. MA0226 = MATa/a, ura3/ura3::URA3, his3::HIS3/his3, ade2::ADE2-PMYo2-
rtTA/ade2::ADE2-PGAL1- YFP, gal3A ::KanMX/gal3A ::KanMX
11. MA0231 = MATa/a, ura3/ura3::URAS, his3::HIS3/his3, ade2::ADE2-PGAL3-
CFP/ade2::ADE2-PGAL 1- YFP
12. MA0239 = MATa/a, ura3/ura3::URA3-PTETo2-GAL80, his3::HIS3/his3,
ade2::ADE2-PMY02 -rttTA/ade2::ADE2-PGAL1 
-YFP, trpl:: TRPl-PGAL3- CFP/trpl,
gal80A::KanMX/gal80A ::KanMX
13. MA0242 = MATa/a, ura3/ura3::URA3, his3::HIS3/his3, ade2::ADE2-
PGAL80- CFP/ade2::ADE2-PGAL1- YFP
14. MA0273 = MATa/a, ura3/ura3:: URA3-PTETO2-GAL3-CFP, his3::HIS3/his3,
ade2::ADE2-PMY02 -rtTA/ade2::ADE2-PGAL1 - YFP
15. MA0282 = MATa/al, uraS/ura3:: URA3-PGAL3-GAL3-CFP, his3::HIS3/his3,
ade2::ADE2-PMYo2-rtTA/ade2::ADE2-PGAL- YFP, gal3A::KanMX/GAL3
16. MA0283 = MATa/a, ura3/ura3::URA3-PGAL8O-GAL80-CFP, his3::HIS3/his3,
ade2::ADE2-P MYo2-rtTA/ade2::ADE2-PGAL- YFP, GAL80/gal80A::KanMX
17. MA0291 = MATa/a, ura3/ura3:: URA3-PTETO2-GAL80-CFP, his3::HIS3/his3,
ade2::ADE2-PMYO2-TtTA/ade2::ADE2-PGAL1 -YFP
Appendix B
Galactose Depletion Experiments
Construct G alacto se consumption rate Density o f culture when
c (mM-(OD 6oo-hours)-') galactose concentration
changes by 10% (OD6 oo)T
WT 0.084±0.010 0.431
ga•lOA PmxGAL&O 0.062±0.041 0.574
gal3A PryGAL3 0.639±0.0 83 0.056
f tThe density of the culture was calculated from kg/c, where k is cell division rate, g is the change
in galactose concentration. g=0.002 percent, which corresponds to a 10 percent change when the
initial galactose concentration is 0.020 percent. At the beginning of the experiment OD 600 = 10 - 7 . A
concentration of 30pg/ml doxycycline was used to obtain a maximum GAL3 and GAL80 expression.
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