A construction analogous to that of Godefroy-Kalton for metric spaces allows to embed isometrically, in a canonical way, every quasi-metric space (X, d) to an asymmetric normed space Fa(X, d) (its quasi-metric free space, also called asymmetric free space or semi-Lipschitz free space). The quasimetric free space satisfies a universal property (linearization of semi-Lipschitz functions). The (conic) dual of Fa(X, d) coincides with the nonlinear asymmetric dual of (X, d), that is, the space SLip 0 (X, d) of semi-Lipschitz functions on (X, d), vanishing at a base point. In particular, for the case of a metric space (X, D), the above construction yields its usual free space. On the other hand, every metric space (X, D) inherits naturally a canonical asymmetrization coming from its free space F (X). This gives rise to a quasi-metric space (X, D + ) and an asymmetric free space Fa(X, D + ). The symmetrization of the latter is isomorphic to the original free space F (X). The results of this work are illustrated with explicit examples.
The notion of Lipschitz-free space (or simply, free space) over a metric space (X, D) was introduced by Godefroy and Kalton in [18] (see also [17, 31] ). The main feature of this notion is a linearization of both the metric space and its natural morphisms (Lipschitz functions between metric spaces). Free spaces have rapidly gained the interest of many researchers in Functional Analysis ( [2] , [3] , [7] , [14] , [20] e.g.) and the topic became, arguably, one of its most active trends nowadays. Let us outline below the construction. Given a metric space (X, D) with a distinguished point x 0 (called base point ), the free space F (X) is constructed as follows: we first consider as pivot space (non-linear dual of X) the Banach space Lip 0 (X) of real-valued Lispchitz functions vanishing at the base point, endowed with the norm f Lip = sup x,y∈X x =y |f (x) − f (y)| D(x, y) .
Then each x ∈ X is identified to a Dirac measurex acting linearly on Lip 0 (X) as evaluation. Then the mappingδ : X → Lip 0 (X) * that maps x tox is an isometric embedding. The Lipschitz-free space F (X) over X is defined as the closed linear span ofδ(X) in Lip 0 (X) * . Furthermore, the free space is a predual for Lip 0 (X), meaning that F (X) * is isometrically isomorphic to Lip 0 (X) (therefore, the space Lip 0 (X) is at the same time the (linear) dual of F (X) and the nonlinear dual of X). For a survey on the properties and development of Lipschitz-free spaces, we refer the reader to [19] . We also refer to [4] , [5] and [24] , for relevant literature and prior constructions based on evaluations over some algebra of functions acting on X.
In this work, using the aforementioned embedding, we show that metric-spaces can be canonically asymmetrized, giving rise to quasi-metric spaces, that is, spaces equipped with an asymmetric distance (see forthcoming Definition 2.2). Semi-Lipschitz functions (Definition 2.26) are the natural morphisms for such spaces. Starting from a quasi-metric space (X, d) with a base point x 0 ∈ X, the normed cone structure (Definition 2.16) of the set SLip 0 (X) of real-valued semi-Lipschitz functions on X, vanishing at x 0 is used as an asymmetric pivot space to obtain a semi-Lipschitz free construction, which is analogous to the Kalton-Godefroy symmetric construction (this latter uses as pivot the Lipschitz functions). This leads to an adequate notion of semi-Lipschitz free space (or quasi-metric free space) F a (X, d) for (X, d), where the set SLip 0 (X) is both the nonlinear (conic) dual of X and the (linear, conic) dual of F a (X, d).
We emphasize the fact that SLip 0 (X) is not a linear space in general, therefore we need to enhance in the duality of normed cones. This being said, the semi-Lipschitz free construction remains compatible with the classical one in the symmetric case. Moreover, it is also compatible with the aforementioned canonical asymmetrization (whenever it exists), in the sense that the semi-Lipschitz free space of the canonical asymmetrization of a metric space and the asymmetrization of its free space are often identical (Proposition 3.15) and in any case they have isomorphic symmetrizations (Theorem 3.13).
Quasi-metric spaces and asymmetric norms have recently attracted a lot of interest in modern mathematics: they arise naturally when considering non-reversible Finsler manifolds [8, 12, 27] (see also [6, 13] ), and meet applications in physics [21] , as well as in game theory [1, 16] . The properties of spaces with asymmetric norms have been studied by several authors (see [10] , [28] and references therein), emphasizing similarities and differences with respect to the theory of (symmetric) normed spaces. Besides its intrinsic interest, and the aforementioned applications, this theory was also stimulated by the study of oriented graphs and by applications in Computer Science, mainly to the complexity of algorithms. In this work we endeavor a new insight in the current State-of-the-art, by showing that morphisms of quasimetric spaces can be linearized in a similar manner as in the symmetric case through an asymmetric free space, and that this asymmetric free theory behaves equally well and it is fully compatible to the symmetric theory in a canonical manner. Indeed, there is a canonical way to pass from a symmetric to an asymmetric space and vice-versa, which in addition, is compatible with the embeddings to their free spaces.
The manuscript is organized as follows: in Section 2 we recall basic notions, definitions and we fix our notation. We also give some auxiliary results required for the development of the theory in the asymmetric case, together with results about linear functionals, dual conic-norms and continuity on normed cones. We also give the definition of a canonical asymmetrization of a metric space. The main result will be established in Section 3, with the definition of the semi-Lipschitz free space F a (x) of a quasi-metric space X (Definition 3.4) and its characteristic feature that its dual is exactly the space SLip 0 (X) (c.f. Theorem 3.5). The semi-Lipschitz free space F a (X) is a bi-complete asymmetric normed space (it is naturally endowed with an asymmetric norm). For this reason, we shall also refer to it as the asymmetric free space of X. In Section 4, through a simple diagram-chasing argument, we shall show that semi-Lipschitz free spaces enjoy a canonical (and useful) linearization property: every semi-Lipschitz map between pointed quasi-metric spaces extends to a linear map between the corresponding semi-Lipschitz free spaces (see Corollary 4.4) . In Section 5 we shall give four concrete examples of asymmetric free spaces which will help the reader to get an insight for this new theory.
Notation, Preliminaries
Throughout this article, R + stands for the set of non-negative real numbers. Given a vector space E, we denote by · : E → R + a norm on E and by · | : E → R + an asymmetric norm on E, that is, a function satisfying:
If we replace the second condition by
then we say that · | : E → R + is an asymmetric hemi-norm on E. The terminology of asymmetric normed space refers to pairs (E, · |) having either asymmetric norms or asymmetric-hemi norms on E.
We may also consider, keeping the same notation, extended asymmetric norms, allowing · | to take the value +∞. Finally, we denote by u the asymmetric hemi-norm on R defined by
Remark 2.1 (Asymmetrizations in F (X)). There is a natural way to asymmetrize the norm · F of the free space F (X) of a given metric space (X, D), based on the dual space L := Lip 0 (X). Let us denote by ·, · the duality map of the duality pair L, F (X) . Then the norm || · || F of F (X) can be represented as follows:
Consider any generating closed cone P of L (i.e., L = span (P ) = P − P ) that satisfies:
We set:
Notice that for any Q ∈ F (X) we have max { Q| FP , −Q| FP } ≤ Q F . Since the supremum in (2) is attained at some φ ∈ L with ||φ|| L = 1 (by Alaoglu's theorem), using the decomposition (3) we deduce:
This shows that (ii) ′ holds and (4) defines an asymmetric (hemi-)norm · | FP on the vector space F (X).
We shall refer to this as the P -asymmetrization of the free space F (X). Whenever we use this term it will be implicitly assumed that (3) holds.
Canonical asymmetrization of the free space. If P is the cone of positive Lipschitz functions, that is:
then we call the asymmetrization of F (X) canonical and we denote the arising asymmetric norm by ·| F+ (notice that if φ(= φ + − φ − ) ∈ L then its positive, φ + , and negative, φ − , parts are also in L and they satisfy |φ
for all x, y ∈ X, which leads to (3)).
More generally, a P -asymmetrization of F (X) is called canonical, if P is of the form
where T is a linear isometry that identifies canonically L with some Banach lattice.
2.1.
Quasi-metric spaces. Let us introduce the notion of a quasi-metric space, which will be the main focus of this work.
is a function, called quasi-metric, satisfying:
If we replace the last condition by
then we say that d is a quasi-hemi-metric. In this work we shall also consider extended quasi-metrics d : X × X → [0, ∞], that is, quasi-metrics that satisfy the same two conditions above, but are also allowed to take the value +∞. If X is a vector space equipped with an (extended) asymmetric (hemi-)norm · |, then the function
is an (extended) quasi-(hemi-)distance on X that satisfies:
for all x, y, z ∈ X and r ∈ R + . Furthermore, for every x, y ∈ X the reverse quasi-metricd is defined bȳ
Throughout this paper, we shall treat both variants of quasi-metric spaces. The terminology of quasimetric space will thus refer to a pair (X, d) where d is either a quasi-distance or a quasi-hemi-distance.
Remark 2.3 (Terminology alert I).
The reader should be alerted that terminology may slightly vary according to the authors. Some authors allow the quasi-hemi-metric and the asymmetric hemi-norm to also take negative values. They also use the terms hemi-metric and hemi-norm for our quasi-hemi-metric and asymmetric hemi-norm, respectively (see, for instance, [16] ). In our work, the adjective quasi refers to the asymmetry of the metric, and the adjective hemi to the fact that distinct elements x, y in X may have a quasi-distance d(x, y) equal to 0.
Two quasi-metric spaces can be completely identified via isometries. (The reader should be alerted that the slightly weaker notion of almost isometry also exists, and is more appropriate in relation with Banach-Stone type theorems, see [8, 12] .) Definition 2.4 (Isometry). A bijective mapping Φ between extended quasi-metric spaces (X, d) and (Y, ρ) is called an isometry if for every x 1 , x 2 ∈ X, it holds
Definition 2.5 (Canonical asymmetrization of a metric space). Let (X, D) be a metric space with a base point x 0 ∈ X. Every P -asymmetrization of the free space F (X) (c.f. Remark 2.1) induces, via the isometric injection of X into F (X), an asymmetrization of the distance D, defined by:
for all x, y ∈ X.
The quasi-(hemi-)distance D P is called the P -asymmetrization of (X, D). If · | FP is a canonical asymmetrization of F (X), then D P will be called a canonical asymmetrization of D. In case P = L + , the canonical asymmetrization will be denoted by D + . The diagram below illustrates the situation.
Let us illustrate the above notion of canonical asymmetrization by means of the following simple example. leads to two different canonical asymmetrizations of R (via the asymmetrizations · | F+ and respectively · | FP of its free space). The first asymmetrization is given by the formula
Notice that D + (x, y) ≤ max{|y − x|, |y|}. It can be easily seen that if y > x > 0 or y < x < 0, then D + (x, y) = |y −x| (take φ * (t) = |t| in L + with ||φ|| L = 1). However, D + (1, n) = n−1, while D + (n, 1) = 1 for every n ≥ 1.
The second asymmetrization, thanks to the monotonicity of every φ in P , yields that for all x, y ∈ X
where u(·) is the asymmetric hemi-norm of (1) and d u the corresponding quasi-hemi-distance.
2.2.
Symmetrized distance and topologies. Every quasi-metric distance can be symmetrized in the sense of the following definition. 
Moreover, in case that X is a vector space and d satisfies (7) , the above symmetrizations preserve the invariance by translations and homothety. Notice further that if d is an extended quasi-metric, then so is d. In this case, d s will be an extended metric. The symmetric distances defined in (10) are bi-Lipschitz equivalent. Moreover, (5) shows that the symmetrization of the P -asymmetrized norm · | FP of a free space F (X) is equivalent to · F (c.f. Remark 2.1) and a similar remark applies to the symmetrization of the P -asymmetrization of the distance of a metric space (X, D) (c.f. Definition 2.5).
Proposition 2.8 (Asymmetrization vs symmetrization). Assume that (X, D P ) is a P -asymmetrization of a metric space (X, D) (c.f. Definition 2.5) . Then the symmetrization D s P is bi-Lipschitz equivalent to the initial distance D, and consequently, the Banach spaces Lip 0 (X, D) and Lip 0 (X, D s P ) are isomorphic.
Proof. Take x, y ∈ X. Letφ be a function in L = Lip 0 (X, D) with φ L ≤ 1 such that
.
. Thus, the distances D s P and D are equivalent, and Lip 0 (X, D) is linear isomorphic to Lip 0 (X, D s P ).
Every (possibly extended) quasi-metric space (X, d) can be endowed with three "natural" topologies: (iii) The symmetric topology T s , generated by the family of sets
Notice that the symmetric topology is generated by the symmetrized distance d s0 or d s in (10), therefore it is a metric topology.
Unless stated otherwise, the default topology on a quasi-metric space (X, d) will be its forward topology, which is either a T 1 -topology (when d is a quasi-metric) or a T 0 -topology (when d is a quasi-hemi-metric).
Example 2.9 ((R, d u )). Let us consider R with its (canonical) asymmetric distance d u (see Example 2.6).
It is easy to check that T (d u ) has a local basis of the form
has a local basis consisted of sets of the form (x 0 − ε, x 0 ], and T (d s u ) is the usual topology of R. Notice that d u is issued from the asymmetric hemi-norm u(x) = max{x, 0} for all x ∈ R, see (1) and (6) . Moreover, the unit ball B(0, 1) = {y ∈ R :
Notice also that, for every topological space X, a function f : X → R is upper semicontinuous if and only if f : X → (R, u) is continuous.
The following example reveals that the topology of a quasi-metric space, which is T 1 , may not be T 2 .
Example 2.10. Let {x n } n∈N be a sequence of distinct elements and consider the space
wherex andȳ are different from each other and from any element of the sequence. Then the function d defined on X × X by d(x, x n ) = d(ȳ, x n ) = 1/n, for every n ∈ N, and d(x, y) = 1 for all other cases where x = y, is a quasi-metric on X. In this case, the forward topology T (d) cannot be T 2 , since {x n } n converges to bothx andȳ. Notice that the symmetrized distance d s is discrete, with d s (x, y) > 1, whenever x = y.
2.3.
Cones and conic norms. In this subsection we shall recall from [30] the notion of an abstract cone. To this end, let us first recall that a monoid is a semigroup (X, +) with neutral element 0. Definition 2.11 (Abstract cone). A cone on R + is a triple (C, +, ·) such that (C, +) is an abelian monoid, and · is a mapping from R + × X to X such that for all x, y ∈ C and r, s ∈ R + :
A subcone of a cone (C, +, ·) is a cone (S, +| S , ·| S ) such that S is a subset of C and +| S and ·| S are, respectively, the restriction of + and · to S × S.
It follows readily that every cone that embeds to a linear space is cancellative. Before we proceed, let us give examples of abstract cones which are not cancellative.
Example 2.13 (Non-cancellative cone). (i). Consider a cone C and let S(C) be the set of subcones of C, with the usual operations of subset addition and scalar product. Then S(C) may not be cancellative: Indeed, for C = R 2 , let us consider the following elements of S(C):
(ii). For a nonempty set X, consider the set of non negative functions R X + , with the operations λ⊙ f = f λ and f ⊕ g = f · g as scalar product and addition respectively. Then R X + is not cancellative.
Definition 2.14 (Cone morphisms).
A linear mapping from a cone (C 1 , +, ·) to a cone (C 2 , +, ·) is a mapping f :
for any x, y ∈ C 1 and any α, β ∈ R + .
Remark 2.15 (Compatibility of cone morphisms
). Let f be a linear mapping between two cones C 1 and
In particular, the restriction of f onto H 1 yields a linear mapping between the linear spaces H 1 and H 2 .
We shall now introduce the notion of a conic-norm, which will be relevant for our developments.
Definition 2.16 (Conic norm). A conic-norm on a cone (C, +, ·) is a function · |: C → R + such that for all x, y ∈ C and r > 0:
The pair (C, · |) is called normed cone. If we replace condition (ii) by (ii) ′ x = 0 ⇐⇒ ∀z ∈ C : x + z = 0 we have x| = z| = 0 then we say that · |: C → R + is a conic hemi-norm, but we keep the terminology of a normed cone for (X, · |). Notice that C is not necessarily a cancellative cone.
In the case that C is a vector space, the above definition is compatible with that of the asymmetric norm.
where u is the canonical asymmetric hemi-norm of R defined in (1) (see also Example 2.6). By restricting · | to any cone C ⊆ R 2 , we obtain a conic-hemi-norm. The case C = R 2 − corresponds to an example of normed cone with the trivial conic hemi-norm equal to 0 everywhere. Remark 2.18 (Terminology alert II). The reader should again be alerted that some authors ([30] e.g.) employ the term of quasi-norm to refer to what we call "conic hemi-norm". We decided to opt for the term "conic hemi-norm" because it is more suggestive. At the same time, the term "quasi-norm" might have a different meaning in the theory of asymmetric Banach spaces ( [2] , e.g.). The asymmetric aspect of the conic-norm is inherent to the definition of a cone, and therefore does not require the prefix "quasi". Remark 2.19 (Conic-norm vs asymmetric norm). If the cone happens to be a linear space X, then the conic-norm corresponds to an asymmetric norm on X, and instead of the term "normed cone" we use the term asymmetric normed space, as in [10] . The same applies to the case of conic hemi-norms and asymmetric hemi-norms. Given an asymmetric normed space (X, · |), one can define the reverse norm of an element x ∈ X as −x|, and the symmetrization of the norm
satisfies the conditions of Definition 2.7. It is clear that x| φ is a (symmetric) norm on X. As a particular case of this symmetrization we have x| s = x| + −x|.
An extended quasi-metric d on a cone (C, +, ·) is called invariant if it satisfies (7) , which is the case whenever the extended quasi-metric d is induced by a conic-norm which is the restriction of an asymmetric norm of a vector space that contains C. An extended quasi-metric d on a cone (C, +, ·) is called subinvariant if d(x + z, y + z) ≤ d(x, y) instead of the first part of (7) . More generally, the following result, established in [15, Proposition 1] , states that given a normed cone (C, · |), there is a natural way to generate an extended quasi-metric d e . Proposition 2.20 (Extended quasi-metrics generated by conic-norms). Let · | be a conic-(hemi-)norm on a cone (C, +, ·). Then the function d e defined on C × C by
For x ∈ C, r ∈ R + \{0} and ε > 0, we have (ii) If C is a cancellative cone, then the infimum in the above definition becomes superfluous, and if C is a linear space, the definition of d e coincides with the definition of the quasi-metric given in (6) . (iii) The quasi-metric induced by the reverse norm coincides with the one obtained by the reverse quasimetric. The same is true for the symmetrized metric which coincides with the metric obtained by the symmetrization of the asymmetric norm.
Using the extended quasi-metric of Definition 2.20, we define an equivalence between normed cones. Definition 2.22 (Isomorphisms between normed cones). A bijective mapping Φ between two normed cones is called an isometric isomorphism if it is linear (c.f. Definition 2.14) and an isometry between the corresponding extended quasi-metrics, that is,
We shall now proceed to define a notion of completeness for a quasi-metric space. Even though there are several non-equivalent notions of completeness in quasi-metric spaces (all of them generalizing, in some sense, completeness on metric spaces), we will focus on the one which is compatible with normed cones and asymmetric normed spaces:
If X is a linear space and d is the quasi-metric induced by an asymmetric norm · |, we say (X, · |) is a bi-Banach space.
such that:
(i) ι is an isometric embedding;
(ii) ι(X) is dense inX for the symmetrized topology;
(iii) X ,d is bicomplete.
An important result regarding bicompleteness on normed cones (and therefore asymmetric normed spaces) is the existence and uniqueness of the bicompletion, see [26, Theorem 3.13 ]. This result, once again, generalizes the usual completion of normed linear spaces. Proposition 2.25 (Uniqueness of bicompletion for cancellative normed cones). Let (C, · |) be a cancellative normed cone. Then there exists a unique (up to an isometric isomorphism) bicompletion of (C, · |), which is also a normed cone, and the embedding into the bicompletion is linear. If C is a linear space, then its bicompletion is an asymmetric normed space.
Semi-Lipschitz functions and dual cones.
Let us now define the class of semi-Lipschitz functions, which reflects naturally the asymmetry in the definition of a quasi-metric space.
The class of semi-Lipschitz functions on X is denoted by SLip(X).
Let us recall that a Lipschitz function f satisfies |f ( The following proposition holds easily.
In this case,
, then the following equality holds:
Therefore, semi-Lipschitz functions, being d-monotonic, satisfy (12) . , differs from the one that is usually considered in the literature and is based on an inequality of the form:
A function f : (X, d) → R is semi-Lipschitz according to Definition 2.26 if and only if it is semi-Lipschitz on (X,d) according to (13) . This is also equivalent to −f being semi-Lipschitz on (X, d) according to (13) . Therefore, the difference between these two definitions of a semi-Lipschitz function is equivalent to either a change of orientation of the quasi-metric (replace d byd) or of the sign of the values of f (replace f by −f ). With this in mind, let us now justify our choice for Definition 2.26:
(i) If (X, · |) is a normed cone, the norm · | may not be semi-Lipschitz according to (13) , while − · | is always semi-Lipschitz according to (13) . (ii) In general, if (X, d) is a quasi-metric space, the functions of the form d(x 0 , ·) that characterize forward convergence (in the sense that {x n } n → x 0 in the forward topology if and only if d(x 0 , x n ) → 0) may not be semi-Lipschitz according to (13) , while −d(x 0 , ·) and d(·, x 0 ) will be so. Therefore, to avoid/circumvent the above inconveniences, we shall opt for Definition 2.26. This definition, in particular, is compatible with the natural definition of a semi-Lipschitz function from a quasi-metric space (X, d) towards an asymmetric normed space or normed cone (Y, · |): indeed, denoting by d ·| the distance associated to the asymmetric norm · |, it is natural to ask
which coincides with our definition when taking (Y, · |) = (R, u), see (1) . In fact, the quasi-metric space (R, u) is involved in the definition of the dual of both an asymmetric normed space and a normed cone, and consequently, it is of great importance in this theory. Furthermore, as we shall see in Proposition 2.35, a real valued linear functional on a normed cone will belong to the dual cone (see forthcoming Definition 2.37) if and only if it is semi-Lipschitz according to Definition 2.26. Definition 2.32 (Asymmetric pivot space). Let (X, d) be a quasi-metric space and x 0 ∈ X be a base point. We define the asymmetric nonlinear dual (pivot space)
In case there is no ambiguity regarding the considered quasi-metric, we simply write SLip 0 (X).
Remark 2.33. (i). It is easy to see that (SLip 0 (X), · | S ) is a cancellative normed cone. (ii). Any semi-Lipschitz function on a quasi-metric space (X, d) is Lipschitz on the (symmetrized) metric space (X, d s ). Therefore, both cones of semi-Lipschitz functions SLip(X, d) and SLip(X,d) are contained in the linear space Lip(X, d s ) of Lipschitz functions on (X, d s ).
Let (R, u) be the asymmetric normed space evoked in Example 2.6. Then the asymmetric norm u generates the upper topology on R, which is the topology that characterizes upper semicontinuity in the following way: a function from a topological space f : (X, τ ) → (R, u) is continuous for the forward topology of (R, u) if and only if f is upper semicontinuous for the usual norm on R (which is the symmetrization of u).
Example 2.34. Let (X, d) be a quasi-metric space with base point x 0 . Then for each x ∈ X, the function f (·) = d(x, ·) − d(x, x 0 ) belongs to SLip 0 (X, d) and satisfies f | S = 1. Indeed, it follows directly from the triangular inequality that f is semi-Lipschitz with f | S ≤ 1. We obviously have f (
The previous example becomes relevant in order to define duality for normed cones and asymmetric normed spaces. The following proposition gives some insight for this duality. The proof has no essential difficulty and is included for the reader's convenience. Proof. Let us show that (i) implies (ii). Assume that the linear functional ϕ is usc. Then there exists α > 0 such that ϕ (B(0, α)) ⊆ (−∞, 1). Set M = 2/α. Then for every x ∈ C with x| = 0, we havẽ x = αx 2 x| ∈ B(0, α), hence ϕ (x) < 1 and ϕ(x) < M x|. If x ∈ C with x| = 0, then for every r > 0 we have rx| = 0 and ϕ(rx) < 1, which implies ϕ(x) < 1 r and necessarily ϕ(x) ≤ 0. Let us now show that (ii) implies (iii). We need to establish that ϕ(x) − ϕ(y) ≤ L d e (y, x), ∀x, y ∈ C, for some L ≥ 0. If d e (y, x) = ∞, the inequality becomes trivial. If not, then x ∈ y + C, so we can write x = y + z, and then ϕ(x) − ϕ(y) = ϕ(z) ≤ M z|. By taking infimum of all z such that x = y + z, we get that ϕ(x) − ϕ(y) ≤ M d e (y, x), that is, ϕ is semi-Lipschitz. Let us finally assume (iii) and take {x n } n ⊆ C such that d e (x, x n ) → 0. Since ϕ is semi-Lipschitz, we have ϕ(x n ) − ϕ(x) ≤ Ld e (x, x n ) for some L ≥ 0, which yields that ϕ(x) ≥ lim sup ϕ(x n ).
Remark 2.36. Each one of the above statements is also equivalent to ϕ being lower semicontinuous (in short, lsc) for the reverse extended quasi-metricd e . We leave the details to the reader. 
It is easy to check that · | * is a conic-norm on C * (obviously ϕ| * ≥ 0, since ϕ(0) = 0). Moreover, if (C, · |) is a normed cone with conic-hemi-norm, then · | * is a conic-hemi-norm on C * .
The proof of the following result is reasonably simple. As in the case of normed spaces, there is a direct relation between the semi-Lipschitz constant and the dual norm of a linear functional: Corollary 2.39 (Dual conic-norm and semi-Lipschitz constant). Let (C, · |) be a normed cone, and ϕ ∈ C * . Then ϕ| * = ϕ| S and the subcone of linear functionals of SLip 0 (C) (linear semi-Lipschitz functions) is isometrically isomorphic to (C * , · | * ) (linear usc functions).
Proof. The inequality ϕ| S ≤ ϕ| * follows from Proposition 2.35 (see (ii)⇒(iii)). For the opposite inequality, since ϕ is semi-Lipschitz and ϕ(0) = 0 we get:
yielding by Proposition 2.38 that ϕ| * ≤ ϕ| S . The proof is complete.
2.5.
Duality of asymmetric normed spaces. In this subsection we consider the particular case that the normed cone is an asymmetric normed space (X, · |). 
Furthermore, (X, · |) * is also an asymmetric normed space satisfying that for every ϕ ∈ (X, · |) * , −ϕ ∈ (X, · |) * and − ϕ| * ≤ M ϕ| * . In particular, (X * , · |) is a linear space (not only a normed cone).
Proof. Let B = {x ∈ X : x| ≤ 1} be the unit ball of X. Since any norm is equivalent to the Euclidean norm, it is satisfied that B is convex, closed and 0 ∈ int B. Thus we can assure the existence of
The proof is complete. 
Then f n | = 1 √ n for each n ∈ N and − f n | tends to ∞, which contradicts (15) . Furthermore, X * is in general a normed cone (not a vector space). To see this, let δ 0 : C([0, 1]) → R be defined as δ 0 (f ) = f (0). Then δ 0 (f n ) = −n goes to −∞ and δ 0 (0) = 0, which means that δ 0 is not upper semicontinuous. Then, the dual of (L 1 (R), · | 1,+ ) is isometrically isomorphic to (L ∞ + (R), · ∞ ), where L ∞ + (R) denotes the cone of nonnegative functions in L ∞ (R).
Proof. The fact that (L 1 (R), ·| 1,+ ) is an asymmetric normed space and (L ∞ + (R), · ∞ ) is a normed cone is straightforward. Take ϕ ∈ (L 1 (R), · | 1,+ ) * . Then ϕ : L 1 (R) → R is linear and ( · | 1,+ -u)-continuous (see Example 2.6). Then, by Remark 2.33, ϕ is continuous for the symmetrized norms in both spaces, therefore
where · * denotes the dual norm of the normed space (L 1 (R), ( · | 1,+ ) s ) and · 1 is the usual norm on L 1 (R). It follows that ϕ is ( · 1 -| · |)-continuous, and therefore there exists g ∈ L ∞ (R) such that ϕ(f ) = gf dλ for all f ∈ L 1 (R). We claim that g ≥ 0 almost everywhere: Indeed, suppose, towards a contradiction, that there exists a set E of measure 0 < λ(E) < ∞ such that g < 0 on E. Consider the sequence f n = −n1 E (where 1 E is the characteristic function of E), which clearly belongs to L 1 (R). On the other hand, since f n | 1,+ = 0 for all n ∈ N, the function f n belongs to the unit ball of the asymmetric norm · | 1,+ . Then, we deduce
Therefore, ϕ can not be ( · | 1,+ -u)-continuous, a contradiction.
Notice now that any g ∈ L ∞ + (R) defines a linear ( ·| 1,+ -u)-continuous functional ϕ in the same manner:
which yields that ϕ| * ≤ g ∞ . On the other hand, take ε > 0 and a set E of finite measure such that
Then consider the function f = sgn(g) λ(E) 1 E and note that f | 1,+ ≤ 1.
Then
It follows that ϕ| * = g ∞ , and therefore, we can identify the dual of (L 1 (R), · | 1,+ ) to (L ∞ + (R), · ∞ ) by an isometric isomorphism.
Let us now give the following definition. Definition 2.44 (Asymmetric weak topologies). Let X be a (asymmetric) normed space with dual X * . (i) The weak topology w on X is defined as the coarsest topology for which every φ ∈ X * remains upper semicontinuous.
(ii) The weak-star topology w * on X * is defined as the coarsest topology that makes every evaluation functional {x : X * → (R, |·|), x ∈ X} continuous (notice by Remark 2.42 thatx is always ·| * -continuous, where · | * is the conic hemi-norm of X * ).
Therefore the weak-star topology w * on X * is weaker than the forward · | * -topology. In what follows, we shall make use of the notation y * , y = y * (y). Lemma 2.45 (X is an asymmetric w * -predual of (X * , · | * )). Let X be an asymmetric normed space with dual X * , and ϕ : X * → R a linear w * -continuous functional. Then there exists
Proof. Since ϕ is w * -continuous, the set ϕ −1 (−1, 1) is a w * -neighbourhood of 0, so there exist
Ker(x i ) ⊆ Ker(ϕ).
The above kernels are contained in the cone X * . We can linearly extend ϕ and the evaluation functionalŝ x 1 , ...,x n from the normed cone X * to the linear space span(X * ) ⊆ R X . This operation preserves the inclusion (16) on the linear space span(X * ). It follows that the extension of ϕ is a linear combination of the extensions ofx ϕ ofx 1 , ...,x n , so ϕ =x ϕ .
The following result is analogous for the classical one in the operator theory (see [29, Theorem 4.10] ).
Lemma 2.46. Let (X, · | X ), (Y, · | Y ) be asymmetric normed spaces, X * and Y * their respective dual cones and T : Y * → X * a linear bounded operator (meaning that there exists K ≥ 0 such that T y * | Y ≤ K y * | X for all x ∈ X). If T is (w * -w * )-continuous, then there exists a linear bounded operator S : X → Y such that T = S * , in the sense that y * , Sx = T y * , x , for all x ∈ X and y * ∈ Y * .
Furthermore, if T is a bijective isometry, so is S.
Proof. Let x ∈ X, and define f : Y * → R as f (y * ) =x(T y * ) = y * (y x ) =ŷ x (y * ), which is w * -continuous, and therefore by Lemma 2.45 there exists y x such thatx(T ) =ŷ x and y * (y x ) =xT y * , and define Sx = y x , which is linear and bounded, since
And S * = T , as S * y * , x = y * , Sx = x • T, y * = T y * , x
for all x ∈ X and y * ∈ Y * , so S * = T . Finally, if T is an isometry then
where the first equality follows as a corollary of the Hahn-Banach theorem ([10, Corollary 2.2.4]).
The following proposition shows that an asymmetric normed space and its bicompletion have the same dual. This fact will be relevant for our main result. Proof. Thanks to the Hahn-Banach theorem [10, Theorem 2.2.1], ϕ has at least one linear usc extension to X. Let us assume, towards a contradiction, that ϕ has two different extensions φ 1 and φ 2 , with φ 1 (x) < φ 2 (x) for some x ∈ X. Since D is dense for the symmetrized extended quasi-metric (c.f. Definition 2.7), there is a sequence {x n } n ⊆ D such that x n → x in both d e andd e . Since φ 1 and φ 2 are usc for d e , we deduce that they are also lsc ford e (see Remark 2.36). Moreover, both functionals coincide on the sequence {x n } n . We deduce:
which is a contradiction. Therefore φ 1 = φ 2 . Proposition 2.48 (Dual of an asymmetric normed space). Let (X, · |) be an asymmetric normed space and (X, · | ∼ ) its bicompletion. Then, the respective dual cones are isometrically isomorphic.
Proof. We already know that ι is a bijection, in virtue of Proposition 2.47). To check that it is an isometry, if φ :X → R is an arbitrary linear function we only need to check that φ| X | * ≥ φ| * , since the reverse inequality is obvious. Let BX be the unit ball ofX for the forward distance, and consider {z n } n a sequence on BX such that φ(z n ) → φ| * := sup z∈BX φ(z), for every linear function φ :X → R. Since X is dense for the symmetrized topology inX (by definition), for each n ∈ N there exists a sequence {x j n } j ⊆ B X such that {x j n } converges to z n with the symmetrized distance ofX. In particular, {x j n } j converges for both quasi-metrics d e andd e . Since φ is lsc ford e , we have that φ (z n ) ≤ lim inf j φ x j n , for every n ∈ N. Then, for any ε > 0 there exists n 0 ∈ N such that φ| * < ε + φ (z n0 ), and consequently
The proof is complete.
The semi-Lipschitz free space
Throughout this section, (X, d) will denote a quasi-metric space, with d being possibly a quasi-hemimetric, and with base point x 0 ∈ X.
3.1.
Construction of F a (X). We are ready to proceed to the construction of the (asymmetric) semi-for any linear combination of evaluation functionals. First, we check that Φ is well defined: Φ is obviously linear and we next demonstrate the condition ii) of Proposition 2.35. For any f ∈ SLip 0 (X) and any i λ ixi ∈ span (δ(X)), we have
Therefore f | S ≥ Φ(f )| * * , where · | * * is the norm on (span (δ(X)) , · | * ) * . Conversely, consider f ∈ SLip 0 (X). Then, by Proposition 2.28, we have
from which we deduce that Φ is an isometry. Since Φ is obviously linear and injective, it remains only to establish surjectivity. This follows from the fact that any ϕ ∈ (span (δ(X)) , · | * ) * can be seen as Φ (ϕ • δ), with ϕ • δ being semi-Lipschitz on X: indeed, for every x, y ∈ X we have:
This shows that ϕ • δ belongs to SLip 0 (X) and Φ is surjective.
Remark 3.6 (Compatibility with the classical theory of metric free spaces). If (X, d) is a metric space, then SLip 0 (X) = Lip 0 (X). Moreover, every linear usc functional on a normed space is continuous; thus, the dual cone of a normed linear space is the same as the usual dual. We deduce that F a (X) = F (X).
Remark 3.7. For a quasi-metric space (X, d), it is easy to check that the space of semi-Lipschitz functions for the reverse quasi-metric SLip 0 (X,d) is exactly −SLip 0 (X, d) , and that f | S = −f |S for any f ∈ SLip 0 (X, d) , where −f |S denotes the semi-Lipschitz constant of −f on (X,d). Using this isometry, we can identify the dual cones of SLip 0 (X,d) by the isometry Ψ defined by Ψ(µ)(f ) = µ(−f ) for all f ∈ SLip 0 (X, d), and therefore we obtain that F a (X, d) = Ψ(F a (X,d) ) and that Ψ(µ)| * d = −µ| * , where · | * d is the norm of F a (X,d).
For the following proposition, we refer to the reader to [25] for a survey on the extensions of semi-Lipschitz functions on quasi-metric spaces.
Proposition 3.8 (The free space of a quasi-metric subspace). Let (X, d) be a quasi-metric space with base point x 0 , and consider (M, d) a subspace of (X, d) such that x 0 ∈ M . Then F a (M ) is isometrically isomorphic to a subspace of F a (X).
Proof. Let f ∈ SLip 0 (M ) be a semi-Lipschitz function with associated conic-norm f | S . Then the expressionf (x) = inf m∈M {f (m)+ f | S d(m, x)}, x ∈ X (which is an adaptation of the McShane extension of Lipschitz maps), provides a semi-Lipschitz extension with the same associated conic-norm f | S . Now, define the mapping determined by sending δ M ∈ F a (M ) (where δ M (x) =x, x ∈ M ) to the restriction δ X | M ∈ F a (X) (where δ X (x) =x, x ∈ X). Then, by above, it is (injective and) an isometry, which proves the result.
3.2.
Relation with molecules. Given (X, d) a quasi-metric space (always with a base point x 0 ∈ X), we next give a description of the closed unit ball of F a (X) by means of the semi-Lipschitz evaluation functionals (molecules)
where x, y ∈ X such that d(y, x) > 0. LetM X denote the set {M (x,y) : x, y ∈ X with d(y, x) > 0}. Before going to this, if (X, d) is an asymmetric locally convex space, it is worth noting that the asymmetric polar of a subset Y ⊂ X in the case of the asymmetric dual X * can be defined as [10, p. 161] Y α = {ϕ ∈ X * : ϕ(y) ≤ 1, for all y ∈ Y }.
Analogously, we can define the asymmetric polar of a subset W of the dual X * by [10, p. 165 ] Proof. Let B SLip 0 (X) , B Fa(X) and B Fa(X) * denote respectively the closed unit balls of SLip 0 (X), F a (X) and F a (X) * , and consider the isometry Φ : SLip 0 (X) → (span (δ(X)) , · | * ) * defined in the proof of Theorem 3.5 as
for any linear combination of evaluation functionals. If f ∈ SLip 0 (X), the condition f | S ≤ 1 is equivalent to f (x)−f (y) d(y,x) ≤ 1, for all x, y ∈ X with d(y, x) > 0 (by Proposition 2.28). Since Φ is an isometry, f | S ≤ 1 also yields Φ(f ) (M (x,y) ) ≤ 1, for all M (x,y) ∈M X . Hence
Moreover,
Remark 3.10. Let (X, d) be a quasi-metric space and x / ∈ X. Then settingX = X ⊂ {x} and extending d from X × X toX ×X byd(x, x) =d(x, x) = 1 andd(x, x) = 0, we obtain a new quasi-metric space (X,d) with base point x 0 ≡ x. Then the above construction will correspond to an asymmetric version of the Arens-Eells approach (c.f. [4] ).
3.3.
Relation with asymmetrizations. Let X = (X, D) be a metric space with a base point x 0 ∈ X and denote by L = (Lip 0 (X, D), · L ) (17) its nonlinear dual of (X, D). Let P ⊆ L be a cone satisfying (3) and let us denote by D P the Pasymmetrization of X (c.f. Definition 2.5). We also denote by SL = (SLip 0 (X, D P ), · | S )
the nonlinear asymmetric dual of (X, D P ), that is, the normed cone of semi-Lipschitz functions on (X, D P ).
Lemma 3.11 (Isometric injection of P into SL). For every metric space (X, D) and every P -symmetrization (X, D P ): (i) there exists an isometric injection of P into SL;
(ii) there is a non-expansive injection of SL into L.
Proof. Let φ : (X, D) → R be in P with φ L = 0. Then φ 1 = φ φ L is also in P and φ 1 L = 1. Given x, y ∈ X, then
which yields that φ ∈ Lip 0 (X, D) and φ L ≤ φ| S . Hence φ L = φ| S and the result holds.
Let us set
where δ (respectively,δ) is the canonical injection of (X, D P ) into SL * (respectively, of (X, D) into L * ).
There is a canonical bijection between F andF , under which a general element Q = n i=1 λ i δ(x i ) of F is identified with the elementQ = n i=1 λ iδ (x i ) ofF . Using this bijection, we have the following result. Proposition 3.12 ( || · || F is equivalent to the symmetrization of · | FP ). For any Q ∈ F it holds:
Proof. Let F = span (δ(X)) and Q ∈ F . Then Q is of the form Q = k i=1 λ i δ(x i ) for some n ∈ N, λ i ∈ R and x i ∈ X, i = 1, . . . , n, and
We also obtain −Q| FP ≤ −Q| Fa . Now, if ϕ ∈ SL satisfies φ| S ≤ 1, then by Lemma 3.11(ii) we deduce that ϕ ∈ L and ϕ L ≤ ϕ| S ≤ 1. Hence
and the result follows.
In the sequel, we shall identify F withF , defined in (19) . Under this identification, the norm · F can be considered to be also defined on F . Under this convention, the statement of Proposition 3.12 reads as follows: the norm || · || F is equivalent to the symmetrization of · | Fa and consequently
which yields that F a (X, D P ) and F (X, D) can be identified as sets. Moreover
Hence the following result holds.
Theorem 3.13 (Compatibility). Let (X, D) be a metric space with a P -asymmetrization. Then, the symmetrizations of (F (X, D), · | FP ) and (F a (X), · | Fa ) are both isomorphic to the Lipschitz-free space (F (X, D), · F ).
The following diagram illustrates the situation of Theorem 3.13.
3.4. Properties (S) and (S * ). We have shown that the P -asymmetrization of a metric space (X, D) gives rise to a quasimetric space, for which the symmetrization of its asymmetric free space is isomorphic to the free space (F (X), · F ). In this subsection we shall be interested in cases in which the aforementioned isomorphism is in fact an isometry.
Definition 3.14. A metric space (X, D) is said to satisfy property (S) with respect to a cone P ⊆ L if P induces a nontrivial asymmetrization D P , and SL = SLip 0 (X, D P ) = P . It is said to satisfy property (S * ) with respect to a cone P if, in addition, Q F = Q| FP + −Q| FP , for any Q ∈ F (X, D).
The following proposition follows directly.
Proposition 3.15. Let (X, D) be a metric space. (i). If (X, D) satisfies (S) with respect to P , then (F (X, D), · | FP ) and (F a (X, D P ), · | Fa ) are identical.
(ii). If (X, D) satisfies (S * ) with respect to P , then the symmetrization of (F a (X, D P ), · | Fa ) is isometrically isomorphic to (F (X, D), · F ).
A typical example of a metric space satisfying (S * ) is the set of real numbers R viewed as a metric space under its usual distance D, for the cone P = {φ ∈ L : φ ′ ≥ 0}, see forthcoming Lemma 5.2. Proposition 3. 16 . Let (X, D) be a metric space with a base point x 0 such that its Lipschitz-free space is isometrically isomorphic to a linear subspace Y of ℓ 1 (Γ), for some set Γ. Then, (X, D) satisfies property (S * ) with respect to the cone
under the usual identification of Y * as the quotient ℓ 1 (Γ) * /Y ⊥ .
Proof. Let ι : (X, D) → (Y, · 1 ) be the isometric injection induced by the identification of F (X, D) with Y . We will keep the same notation · | FP for the asymmetric hemi-norm induced in Y by the same identification. The P -asymmetrization of the norm of ℓ 1 (Γ) is defined by
for all ι(x) ≥ 0. Considerγ ∈ Γ such that the canonic function eγ ∈ Y = span(ι(X)). A simple limit argument, in addition to (20) yields that 0 ≤ ϕγ. Finally, defining
we have thatφ ≥ 0, and since φ andφ belong to the same equivalence class in P
φ ≥ 0}, we conclude that φ ∈ P and (X, D) satisfies property (S). Let f ∈ F (X, D). Then
where sgn(f ) denotes the sign of f . We conclude that (X, D) satisfies property (S * ).
A recent result ([3, Theorem 1.1]) gives a characterization of all complete metric spaces whose Lipschitzfree space is isometric to a subspace of ℓ 1 (Γ) for some set Γ, which gives us a family of complete metric spaces satisfying property (S * ). We recall the definition of an R-tree and some related concepts. Let (X, D) be a complete pointed metric space. Then the following are equivalent: (i) F (X) is isometrically isomorphic to a subspace of ℓ 1 (Γ) for some set Γ; (ii) (X, D) is a subset of an R-tree such that λ(X) = 0 and λ(Br(X)) = 0.
for every x ∈ X and φ ∈ C * , and hence T f • δ(x) = i C (f (x)) ∈ i C (C) for every x ∈ X. This yields that T f (γ) ∈ i C (C) for every γ ∈ F a (X). Identifying i C (f (x)) ∈ i C (C) with f (x) ∈ C, we have T f ∈ F a (X) * and T f • δ = f . So, since T f • δ = f and δ is an isometry (Proposition 3.3), we deduce that
Thus
for all x ∈ X and, by the definition of F a (X), it follows that S f = T f . Furthermore, as a consequence of the universal property that we have just proved, it is not difficult to establish that the mapping f → T f is an isometric isomorphism of SLip 0 (X, C) into F a (X) * , which constitutes another proof of Theorem 3.5 for the particular case C = R. Indeed, we already know that the mapping f → T f is an isometry of SLip 0 (X, C) onto F a (X) * . Now, given T ∈ F a (X) * , we can define a mapping f :
for all x, y ∈ X, the function f is in SLip 0 (X, C). By the universal property of F a (X), there is a unique operator T f ∈ F a (X) * such that T f • δ = f . Hence T = T f and thus the mapping f → T f is a surjective isometry.
The proof of the following result is immediate from Theorem 4.2.
Corollary 4.4 (Linearization of quasi-metric morphisms). Let (X 1 , d 1 ) and (X 2 , d 2 ) be two pointed quasimetric spaces, and f ∈ SLip 0 (X 1 , X 2 ). Then there is a unique linear mapT f :
commutes, and T f | = f | S , where δ X1 and δ X2 are the isometric injections of the quasi-metric spaces (X 1 , d 1 ) and (X 2 , d 2 ) to their free spaces ( c.f. Proposition 3.3).
Let us consider another conic-norm on span (δ(X)) (and on F a (X)) which is based on a variant of the so-called Kantorovich-Rubinstein norm (see [11, Section 8.4.5] ). Moreover, γ| KR coincides with the restriction at the conic norm · | * of SLip 0 (X) * on span (δ(X)) and thus extends to F a (X). Indeed, if · | ′ is a conic-norm on span (δ(X)) satisfying δ(x) − δ(y)| ′ ≤ d(y, x), for all x, y ∈ X, then every γ = λ 1 (ŷ 1 −ẑ 1 ) + . . . + λ n (ŷ n −ẑ n ) accomplishes
which shows that γ| ′ ≤ γ| KR . Particularly, we deduce from this that γ| * ≤ γ| KR (since the conicnorm · | * on F a (X) satisfies δ(x) − δ(y)| * = d(y, x), for all x, y ∈ X). Hence d(y, d(y, x) , for all x, y ∈ X, which implies that d(y, x) , for all x, y ∈ X.
Consider now the mapping L : X → (span (δ(X)) , · | KR ) sending x to δ(x), which is clearly an isometric embedding. By the universality property of F a (X) (see Theorem 4.2), we know that L extends tõ L : F a (X) → (span (δ(X)) , · | KR ) and · | KR ≤ · | * , so the conic-norms · | KR and · | * are the same.
Examples of semi-Lipschitz free spaces
Let us now illustrate the semi-Lipschitz free space for three concrete examples of quasi-metric spaces: a finite quasi-metric space consisting of three points, the set of natural numbers N with a quasi-discrete quasi-metric and the set of real numbers R under the quasi-metric defined in (1).
5.1.
A 3-point quasi-metric space. Let X = {x 0 , x 1 , x 2 } be a set of three points, endowed with the following quasi-metric (in a general form):
ρ(x 0 , x 1 ) = a 01 ρ(x 1 , x 0 ) = a 10 ρ(x 0 , x 2 ) = a 02 ρ(x 2 , x 0 ) = a 20 ρ(x 1 , x 2 ) = a 12 ρ(x 2 , x 1 ) = a 21
Taking x 0 as base point, it is clear that the set of semi-Lipschitz functions vanishing at x 0 can be algebraically identified with R 2 , i.e. any function g : X → R with g(x 0 ) = 0 is in SLip 0 (X), with associated semi-Lipschitz norm equal to g| S = max g 1 − g 2 a 21 , g 2 − g 1 a 12 , g 1 a 01 , g 2 a 02 , −g 1 a 10 , −g 2 a 20 ,
where g 1 = g(x 1 ) and g 2 = g(x 2 ). Therefore, the unit ball B of SLip 0 (X, ρ) ≃ R 2 is in the polygon generated by the linear inequalities defined in terms of the asymmetric norm. The dual cone of (SLip 0 (X), ·| S ) is the vector space R 2 endowed with the asymmetric norm determined by the Minkowski gauge of the asymmetric polar B o of the unit ball B of SLip 0 (X, ρ), that is B o = {X ∈ R 2 : g, X < 1, ∀g ∈ B}.
Since the evaluation functionals δ(x 1 ), δ(x 2 ) generate the vector space R 2 , it follows that F a (X, ρ) is isomorphic to R 2 , with the asymmetric norm determined by the aforementioned Minkowski gauge. Furthermore, for any g ∈ SLip 0 (X), its linearization T g : F a (X) → R is given by
with λ i ∈ R, i = 1, 2. Notice that the unit balls of SLip 0 (X, ρ) and its dual cone have at most 6 extreme points (see Figure 2 ).
5.2.
N as a metric or quasi-metric space. We now consider the set of natural numbers N (including 0) endowed with the quasi-metric defined by d(n, m) = 1, if m / ∈ {0, n} 0, if m ∈ {0, n} .
We fix as a base point x 0 = 0. Let y = (y(n)) n ∈ SLip 0 (N, d). Then y(0) = 0 and the semi-Lipschitz condition implies that the sequence (y(n)) n is non-negative: indeed y(0) − y(n) = −y(n) ≤ y| S d(n, 0) = 0, and y(n) − y(0) = y(n) ≤ y| S d(0, n) = y| S .
Therefore we have (y(n)) n ∈ ℓ ∞ (N) and y| S ≥ y ∞ . Moreover, Figure 2 . Representation of the unit ball of SLip 0 (X, ρ) and its asymmetric polar, respectively, with X = {x 0 , x 1 , x 2 }, ρ(x 1 , x 0 ) = 3 2 and ρ(x i , x j ) = 1 for i = j with (i, j) = (1, 0) since y(n) ≥ 0 for all n ∈ N. It is easy to check than any bounded non-negative sequence satisfies the semi-Lipschitz condition, so it follows that SLip 0 (N, d) is (ℓ ∞ + (N), · ∞ ), the positive cone of ℓ ∞ (N). The dual norm on ℓ ∞ + (N) * is given by ϕ| * = sup (yn)∈ℓ ∞ + (N) (yn) ∞≤1 ϕ((y n )).
The set of evaluation functionals {δ(n) : n ∈ N} ⊂ ℓ ∞ + (N) * can be identified with the canonical basis of ℓ 1 (N), so the linear span of δ(N) is the set of finitely supported sequences c 00 (N). On this set, the dual norm of SLip 0 (N, d) * becomes (x n )| * = n∈N max{x n , 0} := (x n )| 1,+ , since the supremum on the dual norm is taken over the positive cone of ℓ ∞ (N) (and it is attained at the sequence (sign(x n ) ∨ 0)). It is easy to check that the symmetrization of the asymmetric norm · | 1,+ is equivalent to the usual norm of ℓ 1 (N), and therefore the asymmetric normed space (ℓ 1 (N), · | 1,+ ) satisfies the conditions to be the bicompletion of (c 00 (N), · | 1,+ ). Therefore, the semi-Lipschitz free space F a (N, d) is isometrically isomorphic to (ℓ 1 (N), · | 1,+ ) and the linearization T y of a function y = (y(n)) n ∈ SLip 0 (N, d) can be obtained from T y (e n ) = y(n), n = 1, 2, . . . where e n is the n-th element of the canonical basis of ℓ 1 (N).
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