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We demonstrate a new approach to the generation of custom entangled many-body states through
reservoir engineering, using the symmetry properties of bosonic lattice systems coupled to a local
squeezed reservoir [1]. We outline an algorithm where, beginning with a desired set of squeezing
correlations, one uses the symmetry to constrain the Hamiltonian and find a lattice configuration
which stabilizes a pure steady state realizing these correlations. We demonstrate how to use this
process to stabilize two unique pure states with non-local correlations that could be useful for
quantum information applications. First, we show how drive a square lattice into a product state of
entangled quadruplets of sites. Second, using a bisected system, we generate a steady state where
local measurements in one half of the lattice herald a pure delocalized state in the second half.
The generation of entangled non-classical states for
quantum computation and other quantum information
applications is a subject of ongoing interest and research.
One method of tackling this challenge, known as reservoir
engineering [2, 3], is to add a dissipative bath to a quan-
tum system, carefully coupled so that the overall steady
state is such a quantum state of interest. Reservoir en-
gineering has seen growing theoretical and experimental
exploration, from the stabilization of systems with few
degrees of freedom [4–9], through many mode systems
with system-wide dissipation [10–14], to, more recently,
the preparation of many-mode states through systems
coupled to a single local dissipative bath [15–18].
Recently, we have shown that an entire class of bosonic
lattice systems can be stabilized in this manner [1]. The
existence of a “generalized chiral symmetry” compatible
with a single, local dissipation source, implies that the
steady state is a non-trivial, often highly non-local, pure
squeezed state. We also proved that the chiral symmetry
condition, formulated at the Hamiltonian matrix level,
dictates the full form and correlations of the steady state.
In this letter, we show how this symmetry can be used
as a powerful tool of reservoir engineering in the most
straightforward sense: given a desired pattern of squeez-
ing correlations, we propose an algorithm to engineer a
quadratic lattice stabilizing a pure steady state realizing
them. We provide two examples of this process, outlin-
ing the route from correlation matrix to lattice design: a
two dimensional (2D) grid realizing a four-fold correla-
tion pattern, and a heralding system where the occupa-
tion of momentum states in one sublattice is entangled
with that of number states in a second.
MODEL AND ALGORITHM
We begin by considering a d-dimensional bosonic lat-
tice of N sites, described by a generic particle conserving
quadratic Hamiltonian,
Hˆ = aˆ† ·H · aˆ =
∑
m,n
Hm,naˆ
†
maˆn. (1)
Here, summation is over all sites, labeled by d-
dimensional vectorsm,n, and aˆn (aˆ
†
n) is the annihilation
(creation) operator for a boson on site n. The Hamilto-
nian matrix H consists of on-site potentials Hn,n = Vn
and hopping elements Hm,n = Jm,n. We do not assume
any symmetry or translational invariance, and allow hop-
ping between any two sites.
We take a single “drain” site, n0, to be linearly coupled
at strength Γ to a squeezed zero-temperature Markovian
reservoir. The system’s evolution is given by [19]
˙ˆρ = i
[
ρˆ, Hˆ
]
+ Γ
(
aˆ′n0 ρˆaˆ
′†
n0 − 12
{
aˆ′†n0 aˆ
′
n0 , ρˆ
})
, (2a)
aˆ′n0 = cosh raˆn0 − eiφ sinh raˆ†n0 (2b)
where r, φ are the squeezing parameter and angle, respec-
tively [20]. This Hamiltonian, along with the squeezed
reservoir, can be realized experimentally by a range of
Bosonic systems, including coupled arrays of supercon-
ducting cavities [21, 22] or mechanical oscillators [23].
We have previously shown [1] that in the absence of
“dark” modes, i.e. eigenmodes of H with vanishing wave-
function at the drain, the system relaxes to a unique
steady state. Furthermore, given a symmetric, unitary
N ×N matrix σ such that
σT = σ, σ† · σ = I, σm,n0 = δm,n0 , (3)
σ is a “generalized chiral symmetry” of the system, i.e.
σ† ·H · σ = −H∗, (4)
if and only if the steady state is the pure squeezed state
|ψss〉 ∝ exp
[
eiφ tanh r
∑
m,n
σm,naˆ
†
maˆ
†
n
]
|vac〉. (5)
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2Depending on the the nature of σ, this steady state
can contain a large amount of long-range entanglement,
with strength depending on r. This is made manifest
when one considers its anomalous correlations, given by
〈ψss|aˆmaˆn|ψss〉 = σm,neiφ cosh r sinh r. This entangle-
ment can be used a resource in multiple ways: the state
|ψss〉 is similar to the cluster states used in continuous-
variable quantum computing [24–26]; squeezed light can
be converted into entanglemd qubit states [27], affording
a resource for digital quantum computing; and finally, as
we describe below, two-mode squeezed states are a nat-
ural fit for heralding systems.
We proceed by observing that the logic of the deriva-
tion of the symmetry condition can be followed in reverse,
beginning with a desired set of correlations and finding a
Hamiltonian that realizes them in its steady state. This
leads directly to an algorithm for lattice engineering:
1. Choose a desired correlation matrix σ, which satis-
fies the constraints of Eq. (3).
This is a conceptual state, driven by the desired
application, subject to the unitarity and symmetry
conditions. It may be inspired by previous chiral
systems, as we do below for the four-fold symmetry.
2. Write down the the terms of the Hamiltonian ma-
trix H that are experimentally feasible or desirable.
This is dictated by experimental constraints: for
example, in a superconducting circuit, device topol-
ogy may limit one to coupling nearest neighbor or
next-nearest neighbor sites only; or long distance
coupling may allowed but only in the form of a
specific all-to-all coupling mediated by a cavity.
3. Obtain a set of constraints from Eq. (4), and sub-
stitute terms in H as necessary.
This step is analytical in nature, involving the so-
lution of a simple set of linear equations.
4. Vary the remaining terms to ensure that there are
no degeneracies or dark modes.
This part can be done numerically for any ex-
perimentally realizable system, by calculating
the eigenvectors and eigenvalues of the matrix,
H ·ψ(i) = iψ(i). These correspond to the eigen-
mode wavefunction and energies of the original
Hamiltonian. Dark modes arise when ψ(i)n0 = 0,
or when there is a spectrum degeneracy εi = εj ,
and so the robustness of the steady state is char-
acterized by the mode most weakly coupled to the
drain, mini |ψ(i)n0 |, and by the point in the spectrum
closest to degeneracy, mini,j |εi − εj |. To minimize
sensitivity to any imperfection one would seek a
design which maximizes the value of both.
We now apply this process in two cases of interest.
FIG. 1. Four-fold correlation pattern in a 2D lattice. At the
steady state, each quadruplet of sites of the same color, con-
sisting of the four corners of a square centered at the origin, is
entangled only amongst itself, with correlation pattern given
by σ
(4f)
m,n. The drain site is placed at the center, coupled to
a squeezed bath with parameters r, φ. The four quadrants of
the lattice used in the notation of Eq. (6) are outlined as well.
FOUR-FOLD ENTANGLEMENT
One of the first correlation patterns observed in a chiral
system was a “rainbow”, or mirror, pattern, where the
steady state takes the form of two-mode squeezing in real
space, with correlations σm,n = δm,−n [15] . A similar
form is seen in other one-dimensional systems [28], as
well as in the 2D Hofstadter lattice, depending on the
placement of the drain [1]. In these cases the symmetry
matrix σ takes on a block-diagonal form, with blocks of
size 2×2. A natural extension would be to larger blocks;
we thus set out to generate a symmetry pattern with
blocks of size 4 × 4. In analog to the one dimensional
case, we envision a square lattice where each set of four
sites positioned at the corners of a square centered at the
origin are entangled only with each other. This is shown
in Fig. 1. A similar process, we note, could be followed
to produce a triangular, hexagonal, or any other kind of
n-fold symmetry.
We take the lattice to be a two-dimensional square
array of size N = (2L+ 1)× (2L+ 1), with sites labeled
n =
(
nx, ny
)
, −L ≤ nx, ny ≤ L. We then divide the
lattice into quadrants, defined by
∀n 6= (0, 0) : qn =

1 nx > 0, ny ≥ 0
2 nx ≤ 0, ny > 0
3 nx < 0, ny ≤ 0
4 nx ≥ 0, ny < 0.
(6)
With this definition, we can write the correlation ma-
trix in an explicit a block diagonal form, as
σ(4f)m,n =

1 m = n =
(
0, 0
)
u4×4qm,qn [m] ∃l ∈ {1, 2, 3, 4} : m = Rl · n
0 o/w,
(7)
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((b)) Robustness to dark modes ((c)) Example lattice
FIG. 2. ((a)) Calculation of flux passing through a plaquette, as in Eq. (11): it is equal to the cumulative phase gained when
hopping around the plaquette. ((b)) Robustness of the lattice to the appearance of dark modes. We test two on-site potential
patterns: an saddlepoint-like form (solid blue line) and an alternating fixed potential (dashed green line). Varying the strength
of potential, we numerically diagonalize H(4f) and plot its minimal mode wavefunction at the drain, |ψ(i)n0 |2 and eigenenergy
difference, |εi − εj |. We look to maximize both, as far as possible: for the saddlepoint, this would be V ≈ 3.5J ; for the fixed
potential this is V ≈ 0.5J . ((c)) Taking into account Eq. (10) and the robustness analysis, we show one lattice realizing the
symmetry of Eq. (7). This is a two dimensional 5×5 array with uniform nearest-neighbor hopping strength J , on-site potential
Vn = (−1)qnJ/2 at each site outside the central drain, and flux through each plaquette as shown in the figure.
where R is the rotation by pi/2 matrix and u4×4[m] =
u4×4[R ·m] are a set of symmetric, unitary 4 × 4 ma-
trices. The matrix σ(4f) has the required chiral struc-
ture for a drain site at the origin, satisfying Eq. (3)
with n0 =
(
0, 0
)
, and it describes the correlation struc-
ture shown in Fig. 1.
There are a number of matrices σ(4×4) that could pro-
duce useful entanglement resources. We choose here
u(4×4)[(x, y)] =
(−1)√
2
|x|+|y|

0 1 0 −i
1 0 i 0
0 i 0 −1
−i 0 −1 0
, (8)
having added a parity factor which to further simplify
later calculations.
We now select a subset of elements to use in the lattice.
Taking quadratic Hamiltonian of Eq. (1), we limit it to
the on-site potentials and nearest-neighbor hopping that
are common in experimental realizations, setting
H(4f)m,n = δm,nVn − δ|m−n|,1Jm,n. (9)
Next, we apply the chiral constraints to find what set
of terms would stabilize the correlation structure. By
requiring H(4f), σ(4f) satisfy Eq. (4), we find a set of
constraints for Vn, Jm,n:
V(0, 0) = 0, (10a)
∀n 6= (0, 0) : VR·n = −Vn, (10b)
∀m,n 6= (0, 0) : JR·m,R·n = iqm−qnJ∗m,n. (10c)
J(0, 0),(±1, 0) = ± 1√2
(
J∗(0, 0),(0,±1) + iJ
∗
(0, 0),(0,∓1)
)
, (10d)
We see Eq. (10a) requires that the drain has no on-site
potential. Equations (10b) and (10c) dictate the relation
between the four quadrants, with on-site potentials flip-
ping signs and hopping terms flipping their phase with
every rotation. Finally, Eq. (10d) constrains the coupling
of the drain to the four quadrants.
Equations (10c) and (10d) describe the constraints
in terms of the hopping parameters Jm,n. As these
are gauge-dependent quantities, it is useful to restate
the constraints in terms of a physical quantity, the flux
threaded through each four-site plaquette. As sketched
out in Fig. 2(a), the flux is equal to the total phase gained
by hopping around the loop. For the plaquette centered
at n+
(
1
2 ,
1
2
)
, it is given by
Φ
[
n+
(
1
2 ,
1
2
)]
= arg
[
Jn,n+(0, 1)×
Jn+(0, 1),n+(1, 1) × Jn+(1, 1),n+(1, 0) × Jn+(1, 0),n
]
.
(11)
It follows from Eq. (10c) that for any plaquette outside
the central four surrounding the drain, the flux is flipped
in direction with every pi2 rotation,
∀p 6= (± 12 ,± 12) : Φ[R · p] = −Φ[p]. (12)
At the center, this relation does not hold. Instead, we
find that the total flux through these plaquettes is fixed,
Φ
[(
1
2 ,
1
2
)]
+ Φ
[(− 12 , 12)]+
Φ
[(− 12 ,− 12)]+ Φ[( 12 ,− 12)] = pi. (13)
Notably, this means realizing the four-fold entanglement
lattice requires breaking of time-reversal symmetry, that
is, the presence of phases.
Taking all of the above into account, the constraints
of Eq. (10) still allow us to freely choose the parameters
of a single quadrant. As we have discussed, these can be
4((a)) Stabilization ((b)) Measurement ((c)) Final state
FIG. 3. Use of a stabilized heralding state to prepare a known
momentum eigenstate. ((a)) The dissipative lattice includes
the primary subsystem A, an auxiliary heralding subsystem
B, and a drain site. It is prepared according to the chiral
symmetry constraints and allowed to relax, stabilizing the
squeezed state described by Eq. (14). ((b)) The drain site and
all the couplings in the heralding lattice B are disconncected,
and a number measurement is performed on each site in B.
((c)) The measurement collapses B into a Fock number state,
and due to the prepared entangled state, collapses system A
into the same Fock state in its eigenmode basis.
chosen to satisfy experimental demands ensure that there
are no dark modes. We demonstrate this process for a
5 × 5 lattice: we begin by uniformly setting all hopping
elements to |Jm,n| = J , and Φ[p] = pi2 in all plaquettes
in the first quadrant. This leaves the on-site potential
terms as the remaining variables. To choose those, we
numerically evaluate a number of potential maps to see
which is most robust to the appearance of dark modes, as
shown in Fig. 2(b). We choose one to arrive at a lattice,
sketched out in Fig. 2(c), which stabilizes the correlations
of Eq. (7).
MOMENTUM EIGENMODE HERALDING
Our second example is motivated by heralding appli-
cations in quantum information. In a quantum compu-
tation device, herald photons are ones that are entangled
with the main computational state in a way that their
measurement allows for post-selection or post-processing
of the results. It has been used, e.g. as a replacement
for non-linear elements in optics-based quantum compu-
tation [30–32], and in realizing a Boson sampling system
which requires Fock-state inputs [33, 34].
We set to design a system allowing the preparation of
a known Fock state in some non-local basis. Consider
a lattice partitioned into a single drain site, a primary
latticeA and a heralding latticeB. We set out to stabilize
the Gaussian state
|ψss〉 ∝ exp
[
eiφ tanh r
∑
k αˆ
†
k bˆ
†
k
]|vac〉 (14)
where αˆk is the annihilation operator for the k-th energy
eigenmode of lattice A and bˆk is the annihilation operator
for site k of lattice B. In this product state each site in
lattice B is two-mode squeezed with an energy eigenmode
in lattice A, which is to say, the number of photons in
modes αˆk, bˆk are identical,
|ψss〉 =
∏
⊗k
( 1
cosh r
∑
n
(
eiφ tanh r
)n|n〉αk |n〉bk). (15)
After preparing the state, the systems are separated, and
number measurements are made on system B. Due to the
nature of two mode squeezing, this collapses the state
of A into a Fock state in its energy eigenmode basis,
with the occupation of each mode corresponding to the
measured result in the corresponding site in B. This
procedure is outlined in Fig. 3.
As an example, we make A a one-dimensional chain of
length L with nearest-neighbor hopping. The stabilizing
lattice then has N = 2L+ 1 sites. We label the drain as
n = 0, the primary lattice by 1 ≤ n ≤ L and the herald-
ing lattice by −L ≤ n ≤ −1. The eigenmodes above are
then given by αˆk =
√
2
L+1
∑L
n=1 sin
pikn
L+1 aˆn, bˆk = aˆ−n for
1 ≤ k ≤ L. Rewriting Eq. (14) in terms of Eq. (5), we
find the desired symmetry matrix
σ(h)m,n =

1 m = n = 0√
2
L+1 sin
pimn
L+1 sign[m] = − sign[n]
0 o/w.
(16)
It is easy to verify that σ(h) satisfies the chiral conditions
of Eq. (3).
We will now construct a system which stabilizes this
state. We begin with the general Hamiltonian of Eq. (1).
As we have chosen the sublattice A to represent a one-
dimensional chain with nearest-neighbor hopping, we
have for the positive indices,
∀m,n > 0 : H(h)m,n = V δm,n − Jδ|m−n|,1, (17)
for some hopping strength J and overall energy offset V .
Next, we require H(h), σ(h) satisfy Eq. (4), and find the
constraints on the remainder of the matrix
H0,0 = 0 (18a)
∀m,n > 0 :
H−m,−n = − 2L+1
∑L
j,l=1
H∗j,l sin
pimj
L+1 sin
pinl
L+1 , (18b)
H−m,n = − 2L+1
∑L
j,l=1
H∗j,−l sin
pimj
L+1 sin
pinl
L+1 , (18c)
H0,n =
√
2
L+1
∑L
l=1
H∗0,−l sin
pinl
L+1 . (18d)
As before, we find from Eq. (18a) that the drain must
be set at the center of the energy spectrum. Equa-
tion (18b) defines the dynamics of the heralding lattice.
Substituting from Eq. (17), we find
∀m,n > 0 : H−m,−n = δm,n
(
2J cos
[
pim
L+1
]
− V
)
. (19)
5FIG. 4. A sample system stabilizing a heralding state. Here,
the color of each node and vertex corresponds to the on-site
potential and hopping strength, respectively. In this example
∀m,n > 0, Hn,n+1 = H0,−n = −J,Hn,n = 2.5J,Hm,−n = 0,
and the rest of the lattice is dictated by Eq. (18). At the
steady state, each site in system B is in a two-mode squeezed
state with one momentum eigenmode of A, as in Eq. (14).
The sublattice B is thus made up of disjoint sites, each
with on-site potential equal to the energy of the eigen-
mode of A that it is coupled to. This reflects the two-
mode squeezing of energy eigenstates that characterizes
this chiral symmetry [1].
This leaves the inter-system and drain-system cou-
pling terms. Equation (18c) is easily satisfied by setting
H−m,n = 0, i.e. by decoupling A from B. The coupling
from the drain to A and B is dictated by Eq. (18d), and
as before they can be chosen numerically to remove any
dark states. One simple choice is a constant coupling to
the sites of B, H0,−n = −J . This version of the system
is shown in Fig. 4.
It is notable that the symmetry of the system, and in-
deed the steady state, are invariant under uniform scaling
of all H0,n (or of all Hm,−n) This greatly simplifies the
decoupling phase described in Fig. 3(b): as long as the
coupling terms are reduced uniformly, they can be turned
off slowly with without affecting the entangled state of
the system.
OUTLOOK
Both systems we have presented can be immediately
implemented to produce useful entanglement resources.
The lattice outlined in Fig. 2(c), including the required
fluxes, could be realized in a microwave cavity array
[22, 35]. Quadripartite mode entanglement has been pro-
duced within a single cavity in an optical frequency comb
[36]; the method we propose here generates spatially sep-
arated entanglement in separate cavities, and uses a ro-
bust reservoir engineering technique. The lattice shown
in Fig. 4, which requires no fluxes, is even easier to imple-
ment, and could be a resource for boson sampling calcu-
lations [30–34]. Finally, the algorithm we have outlined
is quite general and could be a powerful tool in prepar-
ing the sort of entangled states that are a critical of any
quantum computing setup.
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