Let T be a triangulated category. If T is a cluster tilting object and I = [add T ] is the ideal of morphisms factoring through an object of add T , then the quotient category T /I is abelian. This is an important result of cluster theory, due to Keller-Reiten and König-Zhu. More general conditions which imply that T /I is abelian were determined by Grimeland and the first author. Now let T be a suitable (d + 2)-angulated category for an integer d 1. If T is a cluster tilting object in the sense of Oppermann-Thomas and I = [add T ] is the ideal of morphisms factoring through an object of add T , then we show that T /I is d-abelian.
Introduction
It is an important result of cluster theory that certain quotients of triangulated categories are abelian. This is stated in theorems by Keller-Reiten, König-Zhu, and in [5, (iii) Γ is a 1-Gorenstein algebra, that is, each injective module has projective dimension 1, and each projective module has injective dimension 1.
(iv) If the global dimension of Γ is finite, then it is at most 1.
The purpose of this paper is to generalise Theorems 0.1 and 0.2 to (d + 2)-angulated categories.
B. Primer on (d + 2)-angulated and d-abelian categories
The notions of (d + 2)-angulated and d-abelian categories were introduced by GeissKeller-Oppermann in [4, def. 2.1] and Jasso in [10, def. 3.1] . They are the basic objects of higher homological algebra. For d = 1 they specialise to triangulated and abelian categories. For general values of d, they are defined in terms of (d + 2)-angles, d-kernels, and d-cokernels; these are longer complexes with properties resembling those of triangles, kernels, and cokernels.
Many examples of (d + 2)-angulated and d-abelian categories are known, see for instance [4] , [10] , [14] , and Section 7, and there are strong links to higher dimensional combinatorics.
The notion of cluster tilting object can be generalised to (d + 2)-angulated categories:
Definition 0.3 (Cluster tilting objects in the sense of [14, def. 5.3] ). An object T of a (d + 2)-angulated category T with d-suspension functor Σ d is called cluster tilting in the sense of Oppermann-Thomas if:
(ii) Each X ∈ T occurs in a (d + 2)-angle
with T i ∈ add T for 0 i d.
C. This paper
This paper generalises Theorems 0.1 and 0.2 to (d + 2)-angulated categories. We first fix the notation. Concrete examples of the following setup are provided in Section 7.
Setup 0.4. The rest of the paper assumes the following setup: k is an algebraically closed field, d 1 is an integer, T is a k-linear Hom-finite (d + 2)-angulated category with split idempotents. The d-suspension functor of T is denoted by Σ d . We assume that T has a Serre functor S, that is, an autoequivalence for which there are natural equivalences DT (X, Y ) ∼ = T (Y, SX), where D(−) = Hom k (−, k) is the k-linear duality functor.
We let T ∈ T be an object with endomorphism algebra Γ = End T T . By D we denote the essential image of the functor T (T, −) : T → mod Γ, where mod Γ is the category of finite dimensional right Γ-modules.
Observe that since T is k-linear and Hom-finite, it is a Krull-Schmidt category.
Our first main result is a higher homological generalisation of Theorem 0.1, which can be recovered by setting d = 1. Conditions (a), (a'), (strong a), (strong a'), and (b) in the theorem are higher homological versions of conditions (a) and (b) on page 2. We do not state them here, but refer to Definition 3. (ii) T satisfies conditions (a), (a'), and (b) in Definition 3.1.
(iii) T satisfies conditions (strong a), (strong a'), and (b) in Definition 3.1.
If (i) holds, then D is a d-cluster tilting subcategory of mod Γ, hence d-abelian by [10, thm. 3.16] . Moreover, T (T, −) : T → mod Γ induces an equivalence of categories
where I is the ideal of morphisms f such that T (T, f ) = 0. In other words, the (d + 2)-angulated category T has a d-abelian quotient T /I.
Let us remark that the implication (iii)⇒(ii) in the theorem is clear by Definition 3.1, since conditions (strong a), (strong a') are explicitly stronger versions of conditions (a), (a'). The implications (ii)⇒(i) and (i)⇒(iii) will be proved in Sections 4 and 5, respectively.
Our second main result is a higher homological generalisation of Theorem 0.2, which can be recovered by setting d = 1. Note that the following was obtained in a special case in the first part of [14, thm. 5.6] . (ii) The functor T (T, −) induces an equivalence of categories 
(ii) If Γ has finite global dimension, then it is d-representation finite.
4
The paper is organised as follows: Section 1 provides some lemmas on d-cluster tilting subcategories of mod Γ. Section 2 provides some lemmas on the functor T (T, −). Section 3 states conditions (a), (a'), (b), (strong a), and (strong a'), and provides a connection to cluster tilting in the sense of Oppermann-Thomas. Sections 4 and 5 prove the implications (ii)⇒(i) and (i)⇒(iii) in Theorem 0.5. Section 6 proves Theorem 0.6 and Corollary 0.7. Section 7 provides two classes of examples, the first of which shows how Theorem 0.6 and Corollary 0.7 imply [14, thm. 5.6].
Lemmas on d-cluster tilting subcategories of mod Γ
The results of this section do not require Γ to arise as in Setup 0.4; they are valid for any finite dimensional k-algebra. (i) X is weakly d-cluster tilting if
(ii) X is d-cluster tilting if it is weakly d-cluster tilting and functorially finite in mod Γ.
A module X ∈ mod Γ is called d-cluster tilting if add X is a d-cluster tilting subcategory. Proof. Assume to the contrary that ω i X = ω i X⊕Q with Q non-zero projective. Consider the augmented minimal projective resolution with syzygies:
Since X, Q ∈ X , we have Ext
∈ rad mod Γ . This contradicts that p i−1 is a projective cover. Lemma 1.4. Let X ∈ X have the augmented minimal projective resolution
(ii) If X has no non-zero projective summands, then f 1 is left minimal.
Proof. (i): Suppose g : P j−1 → P j−1 satisfies gf j = f j . Let p j−1 : P j−1 → ω j−1 X be the projective cover of the (j − 1)th syzygy. Since (g − 1 Pj−1 )f j = 0, there must exist h : ω j−1 X → P j−1 such that g − 1 Pj−1 = hp j−1 . In other words, g = 1 Pj−1 + hp j−1 . But Lemma 1.3 implies that p j−1 is in the radical, so g is invertible.
(ii): Use the same argument as for (i) with f 1 in place of f j .
Lemma 1.5. If X ∈ X has the augmented projective resolution
Proof. By the definition of d-cokernels, we must show that the complex
becomes exact when we apply the functor X (−, Y ) for Y ∈ X . Since X is a full subcategory, this amounts to the complex becoming exact when we apply the functor
Proof. We show (i) only, (ii) being dual. Let
be an augmented injective resolution. We use it to define the cozysygies σ i X for i 0 which satisfy Ext
, then h factors through g. Using Equation (1.1) repeatedly, we can then construct the following homotopy.
Lemmas on the functor T (T, −)
The results of this section do not require the full assumptions on T made in Setup 0.4; they are valid if T is a k-linear Hom-finite category with a Serre functor S.
Lemma 2.1. (i) The functor T (T, −) restricts to an equivalence add T → proj Γ.
(ii) The functor T (T, −) restricts to an equivalence add ST → inj Γ.
Proof. Part (i) is classic. For part (ii) note that the Serre functor S gives the following commutative square of functors,
where proj Γ op is the category of projective finite dimensional left Γ-modules, and the functor D(−) = Hom k (−, k) denotes k-linear equivalence. The functors S and D in the diagram are equivalences, and it is classic that so is T (−, T ). Hence the functor T (T, −) : add ST → inj Γ is an equivalence. Lemma 2.2. For T ′ ∈ add T and X ∈ T , the induced maps
are bijective.
Proof. (i): Fixing X, the map in (i) is a natural transformation of additive functors of T ′ ∈ add T . Hence it is enough to show bijectivity for T ′ = T , where the map is
This is bijective since it can be identified with the identity map on T (T, X).
(ii): The Serre functor S is an autoequivalence so Γ = T (ST, ST ). An argument analogous to that in (i) shows that the induced map
is bijective. However, there are further bijections
by k-linear and Serre duality. Using the natural property of the constituent morphisms, it can be checked that the composition of (2.1) and (2.2) is the map in (ii) which is hence bijective.
Proof. When T (T, X) is projective, Lemma 2.1(i) implies that there is some object
is full, we can find morphisms
′ which are mapped to inverse isomorphisms by T (T, −). In other words,
It follows from Lemma 2.1(i) that gf = 1 T ′ . Hence T ′ is a direct summand of X. But X is indecomposable so in fact X ∼ = T ′ ∈ add T .
Lemma 2.4. If T has finitely many indecomposable objects, then so does D.
Proof. Since D is the essential image of
where the X i are indecomposable objects of T . Since M is indecomposable, precisely one summand is non-zero, so M ∼ = T (T, X) for an indecomposable object X ∈ T . Since T has finitely many indecomposable objects up to isomorphism, it follows that so does D.
Proposition 2.5. Assume that T has weak kernels and weak cokernels. Then D is functorially finite in mod Γ.
Proof. Existence of left D-approximations: Let M ∈ mod Γ have the projective presentation
cf. Lemma 2.1(i), and let
be a weak cokernel. Use T (T, −) to get the following commutative diagram in mod Γ,
where v exists because M is a cokernel while
Existence of right D-approximations: Let N ∈ mod Γ have the injective copresenta-
cf. Lemma 2.1(ii), and let
be a weak kernel. Dually to the above, one shows that there is a right D-approximation
The conditions (a), (a'), (b), (c), (strong a), (strong a')
Recall that we still assume Setup 0.4. This section introduces the conditions (a), (a'), (b), (c), (strong a), (strong a'), and shows how they are linked to cluster tilting in the sense of Oppermann-Thomas. 
is a minimal projective presentation in mod Γ. Then there exists a completion of f to a (d + 2)-angle in T ,
which satisfies T (T, h i ) = 0 for some 1 i d + 1.
(a') Suppose that N ∈ mod Γ satisfies Ext 
is a minimal injective copresentation in mod Γ. Then there exists a completion of g to a (d + 2)-angle in T ,
(b) Suppose that X ∈ T is indecomposable and satisfies T (T, X) = 0. Then there exists a (d + 2)-angle in T ,
with T i ∈ add T for 0 i d, which satisfies T (T, h) = 0.
Stronger versions of (a) and (a') are also useful.
(strong a) The same as condition (a), except that in the last line we require
(strong a') The same as condition (a'), except that in the last line we require T (T, h 2 ) = 0.
Having stated the conditions, the implication (iii) ⇒ (ii) in Theorem 0.5 is clear. The other implications in the theorem will be proved in Sections 4 and 5.
Lemma 3.2. T is cluster tilting in the sense of Oppermann-Thomas (see Definition 0.3) if and only if it satisfies (a), (a'), (b), and (c).
Proof. "If": Assume that T satisfies (a), (a'), (b), and (c). Definition 0.3(i) is immediate from (c).
To establish Definition 0.3(ii), note that, since the set of (d + 2)-angles is closed under direct sums by [4, def. 2.1, (F1)(a)], we can assume that X ∈ T is indecomposable. If T (T, X) = 0 then X ∈ add Σ d T by (c), so the trivial (d + 2)-angle 
To show that T satisfies (b), we can use the (d + 2)-angle from Definition 0.3(ii), where T (T, h) = 0 since T (T, Σ d T ) = 0. To show (c), let X ∈ T be given with T (T, X) = 0. Then T (T 0 , X) = 0 for each T 0 ∈ add T . In particular, the morphism T 0 → X in the (d + 2)-angle from Definition 0.3(ii) is zero, so h is a split monomorphism whence 
which is part of an augmented projective resolution of T (T, X) over Γ.
Proof. By [4, prop. 2.5(a)], the complex is exact. Since T (T, h) = 0, the last morphism is surjective. By Lemma 2.1(i), the Γ-modules T (T, T i ) are projective. Proof. Suppose h ∈ rad T . If we write h as a matrix H of morphisms from the indecomposable object X to the indecomposable summands of Σ d T d , then one of the entries of H is invertible, say H i . Let f : T → X be a morphism. Then hf = 0 by (b), so in particular H i f = 0 whence f = 0. Hence T (T, X) = 0, a contradiction.
We will show M ′ ∈ D. Let X i denote the indecomposable direct summands of X. We can obviously drop each X i which is mapped to zero by T (T, −), so can assume T (T, X i ) = 0 for each i. Applying (b) and Lemma 4.2 to each X i and taking the direct sum of the resulting (d + 2)-angles shows that there is a (d + 2)-angle
with T i ∈ add T for each i and h ∈ rad T . Consider the induced algebra homomorphism Hence the projection e : T (T, X) → T (T, X) onto the direct summand M ′ can be lifted to an idempotent morphism f : X → X. Then f is split by assumption, so f is the projection onto a direct summand X ′ of X, and it follows that T (T,
Proof. Let u : T (T, X) → T (T, Y ) be a morphism in mod Γ. We must find f ∈ T (X, Y ) with T (T, f ) = u. Without loss of generality, we can assume that X and Y are indecomposable. If T (T, X) = 0 or T (T, Y ) = 0, then we can set f = 0. If T (T, X) = 0 and T (T, Y ) = 0, then (b) gives two (d + 2)-angles in T ,
Applying the functor T (T, −) gives the beginning of two augmented projective resolutions by Lemma 4.1. Hence the comparison theorem for projective resolutions gives the following commutative diagram.
By Lemma 2.1(i) the second square from the right can be lifted to T . Completing to a morphism of (d + 2)-angles gives the following commutative diagram.
We know v 0 = T (T, p 0 ) so have
where the last equality is by the second diagram. Since T (T, g) is surjective, it follows that u = T (T, f ).
Proof. It is enough to see that if X, Y ∈ T are indecomposable, then
This is clear for T (T, X) = 0, so we can assume T (T, X) = 0. Condition (b) gives a
, and Lemma 4.1 implies that
are the first d + 1 terms of a projective resolution of T (T, X). Hence the homology groups of the complex
are the Ext groups in Equation (4.1). But Lemma 2.2(i) says that (4.2) is isomorphic to
which is exact by [4, prop. 2.5(a)]. Hence Equation (4.1) is satisfied. 
(ii) Assume T satisfies (a') and (b).
Proof. (i): By Lemma 2.1(i) we can pick a morphism
is a minimal projective presentation in mod Γ. By (a) there exists a (d + 2)-angle in T ,
There is an induced long exact sequence
If T (T, h i ) = 0 for some 1 i d − 1, then the long exact sequence induces an exact sequence
This is a (d − i)-extension representing an element in Ext
. This Ext is zero by the assumption on M . It follows from Lemma 1.6(i) that µ is split injective. So M is a direct summand of T (T, X d ) which is in D, so M ∈ D by Lemma 4.3.
(ii): This is proved dually to (i).
Proof of Theorem 0. 
Suppose the following are satisfied:
(ii) h 1 and h 0 are isomorphisms.
Then there exists a split monomorphism v : X → Z completing to a larger commutative diagram. Suppose we also have:
Then v is an isomorphism.
and it follows from condition (iii) and [4, prop. 2.5(a)] that there is a morphism v : X → Z such that
We will show that v is a split monomorphism. Condition (ii) says that f ′ and f are isomorphic in the morphism category of T , so hence T (T, f ′ ) and T (T, f ) are isomorphic in the morphism category of mod Γ.
). Since T (T, −) is full, there exists some w : Z → X such that T (T, w) = φ, and it follows that T (T, g) = T (T, wg ′ h 0 ). By condition (i) and Lemma 2.2(i) this implies
Equations (5.1) and (5.2) imply g = wvg. Condition (iii) says that g is left minimal, so wv is an isomorphism. In particular, v is a split monomorphism. Now suppose that g ′ is left minimal. Then so is g ′ h 0 since h 0 is an isomorphism by condition (ii). Equations (5.1) and (5.2) imply vwg ′ h 0 = g ′ h 0 , so vw is an isomorphism. We already proved that so is wv, so v is an isomorphism.
and that Γ is d-Gorenstein. Corollary 0.7 says that Γ is weakly d-representation finite, and that if it has finite global dimension, then it is d-representation finite. 
