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Abstract Measurements of hadron production in p + C
interactions at 31 GeV/c are performed using the NA61/
SHINE spectrometer at the CERN SPS. The analysis is based
on the full set of data collected in 2009 using a graphite tar-
get with a thickness of 4 % of a nuclear interaction length.
Inelastic and production cross sections as well as spectra
of π±, K±, p, K 0S and Λ are measured with high preci-
sion. These measurements are essential for improved calcu-
lations of the initial neutrino fluxes in the T2K long-baseline
neutrino oscillation experiment in Japan. A comparison of
the NA61/SHINE measurements with predictions of several
hadroproduction models is presented.
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1 Introduction
The NA61/SHINE (SPS Heavy Ion and Neutrino Experi-
ment) at CERN pursues a rich physics programme in various
fields of physics [1–4]. Hadron production measurements in
p + C [5,6] and π + C interactions are performed which
are required to improve calculations of neutrino fluxes for
the T2K/J-PARC [7] and Fermilab neutrino experiments [8]
as well as for simulations of cosmic-ray air showers in the
Pierre Auger and KASCADE experiments [9,10]. The pro-
gramme on strong interactions investigates p + p [11], p + Pb
and nucleus-nucleus collisions at SPS energies, to study the
onset of deconfinement and to search for the critical point of
strongly interacting matter [12,13].
First measurements of π± and K+ spectra in proton–
carbon interactions at 31 GeV/c were already published
by NA61/SHINE [5,6] and used for neutrino flux predic-
tions for the T2K experiment [15–24] at J-PARC. Yields of
K 0S and Λ were also published [14]. All of those measure-
ments were performed using the data collected during the
NA61/SHINE pilot run in 2007. A detailed description of
the experimental apparatus and analysis techniques can be
found in Refs. [5,25].
This article presents new NA61/SHINE measurements of
charged pion, kaon and proton as well as of K 0S and Λ spectra
in p + C interactions at 31 GeV/c, based on an eight times
larger dataset collected in 2009, after the detector and readout
upgrades. These results are important for achieving the future
T2K physics goals [26].
T2K – a long-baseline neutrino oscillation experiment
from J-PARC in Tokai to Kamioka (Japan) [7] – aims to
precisely measure νμ → νe appearance [15,18,20] and νμ
disappearance [16,19,21]. The neutrino beam is generated by
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Fig. 1 The {p, θ} phase space of π±, K±, K 0S and protons contributing
to the predicted neutrino flux at SK in the “positive” focusing configura-
tion, and the regions covered by the previously published NA61/SHINE
measurements [5,6] and by the new results presented in this article.
Note that the size of the {p, θ} bins used in the K 0S analysis of the 2007
data [14] is much larger compared to what is chosen for the K 0S analysis
presented here, see Sect. 4.3
the J-PARC high intensity 30 GeV (kinetic energy) proton
beam interacting in a 90 cm long graphite target to produce
π and K mesons, which decay emitting neutrinos. Some of
the forward-going hadrons, mostly protons, reinteract in the
target and surrounding material. To study and constrain the
reinteractions in the long target, a special set of data was
taken by NA61/SHINE with a replica of the T2K target: the
first study based on pilot data is presented in Ref. [27], the
analysis of the high-statistics 2009 dataset is finalized [28],
while the analysis of the last 2010 dataset is still on-going.
The T2K neutrino beam [17] is aimed towards a near
detector complex, 280 m from the target, and towards the
Super-Kamiokande (SK) far detector located 295 km away
at 2.5◦ off-axis from the hadron beam. Neutrino oscillations
are probed by comparing the neutrino event rates and spec-
tra measured in SK to predictions of a Monte-Carlo (MC)
simulation based on flux calculations and near detector mea-
surements. Until the NA61/SHINE data were available, these
flux calculations were based on hadron production models
tuned to sparse available data, resulting in systematic uncer-
tainties which are large and difficult to evaluate. Direct mea-
surements of particle production rates in p + C interactions
allow for more precise and reliable estimates [17]. Precise
predictions of neutrino fluxes are also crucial for neutrino
cross section measurements with the T2K near detector, see
e.g. Refs. [22–24].
For the first stage of the experiment, the T2K neutrino
beamline was set up to focus positively charged hadrons
(the so-called “positive” focusing), to produce a νμ enhanced
beam. While charged pions generate most of the low energy
neutrinos, charged kaons generate the high energy tail of the
T2K beam, and contribute substantially to the intrinsic νe
component in the T2K beam. See Ref. [17] for more details.
An anti-neutrino enhanced beam can be produced by revers-
ing the current direction in the focusing elements of the beam-
line in order to focus negatively charged particles (“negative”
focusing).
Positively and negatively charged pions and kaons whose
daughter neutrinos pass through the SK detector constitute
the kinematic region of interest, shown in Figs. 1 and 2 in the
kinematic variables p and θ – the momentum and polar angle
of particles in the laboratory frame for “positive” and “nega-
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Fig. 2 The {p, θ} phase space of π±, K±, K 0S and protons contributing
to the predicted neutrino flux at SK in the “negative” focusing configura-
tion, and the regions covered by the previously published NA61/SHINE
measurements [5,6] and by the new results presented in this article.
Note that the size of the {p, θ} bins used in the K 0S analysis of the 2007
data [14] is much larger compared to what is chosen for the K 0S analysis
presented here, see Sect. 4.3
tive” focusing, respectively. See Refs. [5,6,17] for additional
information. The much higher statistics available in the 2009
data makes it possible to use finer {p, θ} binning (especially
for charged kaons, K 0S and Λ) compared to previously pub-
lished results [5,6,14] from the 2007 data. The improved
statistics of the 2009 data also allows for the first measure-
ments of negatively charged kaons within NA61/SHINE.
The NA61/SHINE results on hadron production are also
extremely important for testing and improving existing
hadron production models in an energy region which is not
well constrained by measurements at present.
The paper is organized as follows: a brief description of
the experimental setup, the collected data and their process-
ing is presented in Sect. 2. Section 3 is devoted to the anal-
ysis technique used for the measurements of the inelastic
and production cross sections in proton–carbon interactions
at 31 GeV/c and presents the obtained results. A detailed
description of the procedures used to obtain the differential
inclusive spectra of hadrons is presented in Sect. 4. Results
on spectra are reported in Sect. 5. A comparison of these
results with the predictions of different hadron production
models is discussed in Sect. 6. A summary and conclusions
are given in Sect. 7.
2 The experimental setup, collected data and their
processing
The NA61/SHINE apparatus is a wide-acceptance hadron
spectrometer at the CERN SPS. A detailed description of the
NA61/SHINE setup is presented in Ref. [25]. Only parts rel-
evant for the 2009 running period are briefly described here.
The NA61/SHINE experiment has greatly profited from the
long development of the CERN proton and ion sources, the
accelerator chain, as well as the H2 beamline of the CERN
North Area. Numerous components of the NA61/SHINE
setup were inherited from its predecessors, in particular, the
last one – the NA49 experiment [29].
The detector is built arround five Time Projection Cham-
bers (TPCs), as shown in Fig. 3. Two Vertex TPCs (VTPC-1
and VTPC-2) are placed in the magnetic field produced by
two superconducting dipole magnets and two Main-TPCs
123
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Fig. 3 The schematic layout of the NA61/SHINE spectrometer (hor-
izontal cut, not to scale). The beam and trigger detector configuration
used for data taking in 2009 is shown in the inset. The chosen coor-
dinate system is drawn on the plot: its origin lies in the middle of the
VTPC-2, on the beam axis. The nominal beam direction is along the z
axis. The magnetic field bends charged particle trajectories in the x–z
(horizontal) plane. Positively charged particles are bent towards the top
of the plot. The drift direction in the TPCs is along the y (vertical) axis
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Fig. 4 Mass squared of positively charged particles, computed from
the ToF-F measurement and the fitted track parameters, as a function
of momentum. The lines show the expected mass squared values for
different particles species
(MTPC-L and MTPC-R) are located downstream symmetri-
cally with respect to the beamline. An additional small TPC
is placed between VTPC-1 and VTPC-2, covering the very-
forward region, and is referred to as the GAP TPC (GTPC).
The GTPC allows to extend the kinematic coverage at for-
ward production angles compared to the previously published
results from the 2007 pilot run.
The TPCs are filled with Ar:CO2 gas mixtures in propor-
tions 90:10 for the VTPCs and the GTPC, and 95:5 for the
MTPCs.
In the forward region, the experimental setup is comple-
mented by a time-of-flight (ToF-F) detector array horizon-
tally segmented into 80 scintillator bars, read out at both ends
by photomultipliers [25]. Before the 2009 run, the ToF-F
detector was upgraded with additional modules placed on
both sides of the beam in order to extend the acceptance for
the analysis described here. The intrinsic time resolution of
each scintillator is about 110 ps [25]. The particle identifica-
tion capabilities of the ToF-F are illustrated in Fig. 4.
For the study presented here the magnetic field of the
dipole magnets was set to a bending power of 1.14 Tm. This
leads to a momentum resolution σ(p)/p2 in the track recon-
struction of about 5×10−3 (GeV/c)−1 for long tracks reach-
ing the ToF-F.
Two scintillation counters, S1 and S2, provide the beam
definition, together with the three veto counters V0, V1 and
V1p, which define the beam upstream of the target. The S1
counter provides also the start time for all counters. The beam
particles are identified by a CEDAR [30] and a threshold
Cherenkov (THC) counter. The selection of beam protons
(the beam trigger, Tbeam) is then defined by the coincidence
S1∧S2∧V0∧V1∧V1p∧CEDAR∧THC. The interaction
trigger Tint = Tbeam ∧ S4 is given by a beam proton and the
absence of a signal in S4, a scintillation counter, with a 2 cm
diameter, placed between the VTPC-1 and VTPC-2 detectors
along the beam trajectory at about 3.7 m from the target, see
Fig. 3. Almost all beam protons that interact in the target
do not reach S4. The interaction and beam triggers are run
simultaneously. The beam trigger events were recorded with
a frequency by a factor of about 10 lower than the frequency
of interaction trigger events.
The incoming beam particle trajectories are precisely mea-
sured by a set of three beam position detectors (BPDs), placed
along the beamline upstream of the target, as shown in the
insert in Fig. 3. These detectors are 4.8 × 4.8 cm2 propor-
tional chambers operated with an Ar:CO2 (85:15) gas mix-
ture. Each BPD measures the position of the beam particle in
123
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the plane transverse to the beam direction with a resolution
of ∼100 µm (see Ref. [25] for more details).
The same target was used in 2007 and 2009 – an isotropic
graphite sample with a thickness along the beam axis of 2 cm,
equivalent to about 4 % of a nuclear interaction length, λI.
During the data taking the target was placed 80 cm upstream
of the VTPC-1.
TPC readout and data acquisition (DAQ) system upgrades
were performed before the 2009 run. To utilize the new DAQ
capability, a much higher intensity beam was used during the
2009 data taking compared to the 2007 running period. To
cope with the high beam intensity in 2009 the passing times
of individual beam particles before and after the event were
recorded. These are later used in the analysis to study and
remove possible pileup effects.
Reconstruction and calibration algorithms applied to the
2007 data are summarized in Ref. [5]. Similar calibration
procedures were applied to the 2009 data resulting in good
data quality suitable for the analysis (see e.g. Ref. [11]).
Measurements of the specific energy loss dE/dx of
charged particles by ionisation in the TPC gas are used for
their identification. The dE/dx of a particle is calculated
as the 50 % truncated mean of the charges of the clusters
(points) on the track traversing the TPCs. The calibrated
dE/dx distributions as a function of particle momentum for
positively and negatively charged particles are presented in
Fig. 5. The Bethe-Bloch (BB) parametrization of the mean
energy loss, scaled to the experimental data (see Sect. 4.5), is
shown by the curves for positrons (electrons), pions, kaons,
(anti)protons, and deuterons. The typical achieved dE/dx
resolution is about 4 %.
Simulation of the NA61/SHINE detector response, used
to correct the raw data, is described in Ref. [5] and additional
details can be found in Ref. [31].
The particle spectra analysis described in Sect. 4 is based
on 4.6 × 106 reconstructed events with the target inserted (I)
and 615 × 103 reconstructed events with the target removed
(R) collected during the 2009 data-taking period with a beam
rate of about 100 kHz, much higher than in 2007 (15 kHz).
Only events for which a beam track is properly reconstructed
are selected for analysis.
A summary of the NA61/SHINE data collected for T2K
is presented in Table 1.
3 Inelastic and production cross section measurements
This section discusses the procedures used to obtain the
inelastic and production cross section for p + C interactions
at 31 GeV/c and presents the results. The inelastic cross sec-
tion σinel is defined as the difference between the total cross
section σtot and the coherent elastic cross section σel (see
e.g. [32]):
σinel = σtot − σel. (1)
Thus it comprises every reaction which occurs with desinte-
gration of the carbon nucleus.
Table 1 A summary of the NA61/SHINE data collected for the T2K physics goals
Beam Target Year Triggers ×106 Status of the NA61/SHINE analysis Usage in the T2K beam MC
Protons at 31 GeV/c Thin target 2 cm (0.04λI) 2007 0.7 Published: π± [5], K+ [6], K 0S , Λ [14] Has already been used [17]
2009 5.4 π±, K±, p, K 0S, Λ (this article) Currently being used
T2K replica target 90 cm (1.9λI) 2007 0.2 Published: π± [27] Method developed
2009 2.8 Analysis being finalized [28] To be integrated
2010 7.2 Analysis currently on-going –
Dataset (2009) used for the analysis and the results presented in the article are in bold
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Table 2 Number of beam trigger, N(Tbeam ), and interaction trigger,
N(Tbeam ∧ Tint), events before and after the event selection. Note that
beam trigger events were recorded with a frequency by a factor 10 lower
than interaction trigger events (see Sect. 2)
Target inserted Target removed
N(Tbeam ) before cuts 577894 257430
N(Tbeam ∧ Tint) before cuts 39644 3705
N(Tbeam ) after cuts 331735 145682
N(Tbeam ∧ Tint) after cuts 20578 1110
The production processes are defined as those in which
new hadrons are produced. Thus the production cross sec-
tion σprod is the difference between σinel and the quasi-elastic
cross section σqe where the incoming proton scatters off an
individual nucleon which, in turn, is ejected from the carbon
nucleus:
σprod = σinel − σqe. (2)
Since many improvements were made to the trigger logic
and a much higher beam rate was used during the 2009 data
taking compared to the 2007 run (see Sect. 2) the normaliza-
tion analysis of the 2009 data [33] differs from the one used
for the 2007 data [5,34].
3.1 Interaction trigger cross section
The simultaneous use of the beam and interaction triggers
allows a direct determination of the interaction trigger prob-
ability, PTint:
PTint = N (Tbeam ∧ Tint)
N (Tbeam)
, (3)
where N (Tbeam) is the number of events which satisfy the
beam trigger condition and N (Tbeam ∧ Tint) is the number
of events which satisfy both the beam trigger and interaction
trigger conditions. The interaction trigger probability was
measured for the target inserted, P ITint, and target removed,
PRTint, configurations. Table 2 summarizes the number of
beam and interaction trigger events before and after the event
selection.
The interaction probability in the carbon target was cal-
culated as follows:
Pint = P
I
Tint − PRTint
1 − PRTint
. (4)
Pint is used to obtain the interaction trigger cross section σtrig
from the formula:
σtrig = 1
ρ Leff NA/A
Pint, (5)
where NA is Avogadro’s number and ρ, A and Leff are the
density, atomic mass and effective length of the target, respec-
tively. The effective target length accounts for the exponential
beam attenuation and can be computed according to
Leff = λabs
(
1 − exp−L/λabs
)
, (6)
where the absorption length is:
λabs = A
ρ NA σtrig
. (7)
Substituting Eqs. (6) and (7) into Eq. (5), the formula for
the interaction trigger cross section is obtained:
σtrig = A
L ρ NA
ln
(
1
1 − Pint
)
. (8)
3.2 Event selection
An event selection was applied to improve the rejection of
out-of-target interactions. The following two quality cuts
based on the measurements of the beam position and the
beam proton passage times were imposed:
(i) Requirement to have both the x and y positions of the
beam particle measured by all three BPDs. This selection
is referred to later on as the standard BPD selection.
(ii) Rejection of events in which one or more additional beam
particles are detected in the time window t = [−2, 0]µs
before the triggering beam particle. This avoids pileup in
the BPDs due the long signal shaping time.
After applying these cuts the amount of out-of-target inter-
actions decreased by about 45 % (see Table 2).
3.3 Study of systematic uncertainty on σtrig
The first component of systematic uncertainty was evaluated
by varying the event selection criteria described in the previ-
ous subsection. It amounts to 1.0 mb.
Elastic scattering of the beam along the beamline was con-
sidered as a systematic bias. However, the fraction of events
for which the beam extrapolation falls outside of the carbon
target and that pass all the event selections, was evaluated
and found to be negligible.
Another source of potential systematic uncertainty relates
to pileup in the trigger system. The trigger logic has a time
resolution of about 9 ns. If a pileup particle arrives within
this time window it can not be distinguished from the one
which caused the trigger. The measured PTint and corrected
unbiased PcorrTint interaction trigger probabilities are related as:
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PcorrTint =
PTint
1 − P2beam , (9)
where P2beam is the probability that a pile-up beam is within
the trigger logic time window. This probability was found to
be (0.18 ± 0.07) %, thus the correction to σtrig is negligible
and no corresponding systematic uncertainty was assigned.
The beam composition at 31 GeV/c, measured with the
CEDAR and the THC, is 84 % pions, 14 % protons and about
2 % kaons. The proton component of the beam was selected
by requiring respectively the coincidence and the anti-coin-
cidence of the CEDAR and THC counters (see Sect. 2). In
order to check the purity of the identified proton beam, the
beam was deflected into the TPCs with the maximum mag-
netic field (9 Tm) and its composition was determined using
the energy loss measurements in the TPCs. The fraction of
misidentified particles in the proton beam was found to be
lower than 0.2 % and was considered negligible.
The efficiency of the interaction trigger was estimated
using the ADC information from the S4 scintillator counter.
The ADC signal of S4 can be distorted if pileup beam par-
ticles are close in time to the triggering beam. To avoid this
effect all the events with at least one pileup beam parti-
cle within ±4 µs around the triggering beam particle were
rejected. In Fig. 6 the distribution of the ADC signal is shown
for a sample of events tagged by the beam trigger Tbeam. If
a beam proton does not interact in the target, and thus hits
S4, the ADC counts will be larger than 70. If both the beam
and interaction trigger conditions are satisfied Tbeam ∧ Tint,
the ADC signal corresponds to the pedestal and will be dis-
tributed between 56 and 70 counts (Δadc). The efficiency of
the S4 counter as a part of the Tint trigger is defined as the
ratio between the number of ADC counts in the Δadc interval
for Tbeam ∧ Tint events and the total number of ADC counts
in the Δadc interval for Tbeam events. The measured ratio is
(99.8±0.2) %. This estimate of the S4 efficiency was cross-
checked using the GTPC. Beam track segments reconstructed
in the GTPC were extrapolated to the z position of S4. The
fraction of the number of extrapolations hitting S4 and also
satisfying Tint provides another estimate of the efficiency of
S4. Both results were found to be in agreement. Thus a possi-
ble bias caused by inefficiency of S4 is considered negligible.
3.4 Results on σtrig
The interaction trigger probabilities for both the target
inserted and target removed samples are time independent,
as shown in Fig. 7. The mean values of trigger proba-
bilities were found to be P ITint = (6.20 ± 0.04) % and
PRTint = (0.76 ± 0.02) %. Insertion into the Eq. (4) gives
the interaction trigger probability Pint = (5.48 ± 0.05) %.
Finally, the corresponding trigger cross section is:
σtrig = 305.7 ± 2.7(stat) ± 1.0(det) mb, (10)
where “stat” is the statistical uncertainty and “det” is the
detector systematic uncertainty. This measurement of σtrig
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Fig. 7 The interaction trigger probability as a function of the run num-
ber for target inserted (a) and target removed (b) runs. The solid lines
correspond to the measured mean values of the interaction trigger proba-
bilities presented in Sect. 3.4. Points far away from the measured values
correspond to the runs with low number of events
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is more precise than the result obtained with the 2007 data:
298.1 ± 1.9(stat) ± 7.3(det) mb [5]. The detector system-
atic uncertainty of 2009 is significantly smaller. It is a con-
sequence of the fact that in 2009 the beam triggers were
recorded by DAQ simultaneously with physics triggers. Thus
the same selection cuts (see Sect. 3.2) could be applied to all
triggers. In contrast, during the 2007 run the beam informa-
tion was recorded by scalers which were not read out by the
main DAQ. As a consequence, event-by-event quality selec-
tion was not possible [34]. Instead, special runs were taken
with the beam trigger to estimate biases. It had to be assumed
that the effect of the selection was stable over the whole data
taking period. On the other hand, the statistical uncertainty
on σtrig from the 2009 data (see Eq. (10)) is slightly larger
because of the smaller number of recorded Tbeam triggers.
The fraction of out-of-target interaction background in the
sample of the target inserted events is
ε = P
R
Tint
P ITint
= (12.3 ± 0.4) %. (11)
The uncertainty of ε is larger for the 2009 than the 2007 data
because of a larger statistical uncertainty of PRTint.
3.5 Results on inelastic and production cross section
Using Eqs. (1) and (2) one can calculate the inelastic and pro-
duction cross sections by representing them in the following
way:
σinel =
(
σtrig − σ fel
) 1
finel
(12)
σprod =
(
σtrig − σ fel − σ fqe
) 1
fprod
, (13)
σ fel = σel fel, (14)
σ fqe = σqe fqe, (15)
where fel, fqe, finel and fprod are the fractions of elastic,
quasi-elastic, inelastic and production events, respectively,
in which all charged particles miss the S4 counter and which
are therefore accepted as interactions by the Tint trigger. The
values of σ fel and σ
f
qe are the contributions of elastic and quasi-
elastic interactions to σtrig which have to be subtracted to
obtain σinel and σprod. The values of finel and fprod depend
upon the efficiency of Tint for selecting inelastic and pro-
duction events. In order to take into account the correlations
between σel, fel and σqel, fqel, estimates of systematic uncer-
tainties are based on those for σ fel and σ
f
qe.
This method differs from the one used in the analysis of the
2007 data [5,34]. Here the simulation (see below) is basically
only required to extract the magnitudes of the fractions f . For
the absolute values of σinel and σprod one can use the results
of experimental measurements, if available. In addition, in
the approach used for the 2007 data the simulated values
of inelastic and production cross sections were part of the
corrections of σinel and σprod. This is not the case for the
method applied in the present analysis.
The corrections to σtrig as well as the corresponding uncer-
tainties were estimated with GEANT4.9.5 [39,40] using the
FTF_BIC physics list (see Sect. 6 for more detailed com-
parisons of the spectra measurements reported in this paper
with the GEANT4 physics lists), except for the elastic cross
section, for which large uncertainties were found in the
GEANT4 simulation.1 Since the total elastic cross section
decreases in good approximation linearly with proton beam
momentum in the range 20–70 GeV/c, the measurements per-
formed by Bellettini et al. at 21.5 GeV/c [35] and Schiz et al.
at 70 GeV/c [41] were used to estimate the elastic cross sec-
tion at 31 GeV/c beam momentum. The elastic cross section
measured by Bellettini et al. is
σel(21.5 GeV/c) = 81.00 ± 5.00(sys) mb
Schiz et al. reported the measured differential cross sec-
tion dσdt as a function of the momentum transfer t with
a parametrization. The total elastic cross section can be
obtained by integrating the differential cross section over the
whole range of momentum transfer and is equal to:
σel(70 GeV/c) = 76.6 ± 6.9(sys) mb
The corresponding elastic cross section at the NA61/SHINE
momentum was obtained by linear interpolation between
these two measurements:
σel(30.92 GeV/c) = 80.1 ± 5.4(sys) mb
The ±1σ range covers the interval [74.8, 85.5] mb. The devi-
ations from the extremes of the interval and the nominal value
of σel estimated with GEANT4 are taken into account as a
model systematic uncertainty.
The values for the elastic and quasi-elastic cross section,
estimated with GEANT4, are (see Ref. [42] for more details):
σ fel = 50.4 +0.6−0.5(det) +4.9−2.0(mod) mb
σ fqe = 26.2 +0.4−0.3(det) +3.9−0.0(mod) mb
The fractions estimated to be accepted by the interaction trig-
ger are:
1 For σel significant differences were found between various releases
of GEANT4 – 4.9.5, 4.9.6 and 4.10 – for different physics lists. The
obtained values of σel were in the range from 78 to 88 mb.
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Fig. 8 A comparison of the measured inelastic (left) and production
(right) cross sections at different momenta with previously published
results. Bellettini et al. (green full circle) [35], Denisov et al. (grey full
triangles) [36] and MIPP (black full diamond) [37] measured the inelas-
tic cross section while Carroll et al. (pink full inverted triangle) [38]
result corresponds to the production cross section. Inelastic cross sec-
tion measurements performed by Denisov et al. with the hodoscope
method are shown as well (open inverted triangles). The NA61/SHINE
measurements with 2007 (blue open square) and 2009 (red full square)
data samples are shown
fprod = 0.993 ± 0.000(det) +0.001−0.012(mod)
finel = 0.988+0.001−0.008(det) +0.000−0.008(mod)
where “det” is the detector systematic uncertainty obtained
by performing the simulation for different positions and sizes
of S4, taking also into account the beam divergence mea-
sured from the data. The uncertainty “mod” resulting from
the choice of physics model was calculated as the largest dif-
ference between the contributions estimated for σ fqe with dif-
ferent GEANT4 physics models (FTFP_BERT, QBBC and
QGSP_BERT, as well as FTF_BIC physics list) and from
measured data for σ fel as described above.
Inserting these values of the elastic and quasi-elastic cross
sections, and of the fractions accepted by the trigger into
Eqs. (12) and (13), one obtains the final results:
σinel = 258.4 ± 2.8(stat) ± 1.2(det) +5.0−2.9(mod) mb, (16)
σprod = 230.7 ± 2.8(stat) ± 1.2(det) +6.3−3.5(mod) mb, (17)
where “stat” is the statistical uncertainty, “det” is the total
detector systematic uncertainty and “mod” is the uncertainty
caused by the choice of physics model. The total uncertainty
of σprod is
+7.0
−4.6 mb, which is significantly smaller than that
of the NA61/SHINE result obtained from the 2007 data.
The dominant uncertainty comes from the choice of physics
model used to derive the production cross section from the
trigger cross section.
The new NA61/SHINE results on inelastic and production
cross section agree, in general, with the previously published
measurements as shown in Fig. 8. A possible tension with
measurements by Denisov et al. [36], which are assigned
a rather small systematic uncertainty of 1 %, could be due
to different experimental techniques used to extract σinel. As
discussed in Ref. [32], various approaches to define and mea-
sure σinel could lead to differences of up to 8 mb for proton–
carbon interactions.
4 Spectra analysis techniques and uncertainties
This section presents analysis techniques developed for the
measurements of the differential inclusive spectra of hadrons.
Details are shown on data selection and binning, on particle
identification (PID) methods as well as on the calculation of
correction factors and the estimation of systematic uncertain-
ties.
The data analysis procedure consists of the following
steps:
(i) application of event and track selection criteria,
(ii) determination of spectra of hadrons using the selected
events and tracks,
(iii) evaluation of corrections to the spectra based on exper-
imental data and simulations,
(iv) calculation of the corrected spectra.
Corrections for the following biases were evaluated and
applied:
(i) geometrical acceptance,
(ii) reconstruction efficiency,
(iii) contribution of off-target interactions,
(iv) contribution of other (misidentified) particles,
(v) feed-down from decays of neutral strange particles,
(vi) analysis-specific effects (e.g. ToF-F efficiency, PID, K−
and p¯ contamination, etc.).
All these steps are described in the following subsections
for each of the employed identification technique separately.
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Table 3 A summary of cuts used with different identification tech-
niques
Identification method Npoint Nfield Dx (cm) Dy (cm)
V 0 20 – 4 2
to f -dE/dx 30 6 4 4
dE/dx 30 12 4 4
h− 30 12 4 4
The NA61/SHINE measurements refer to hadrons (deno-
ted as primary hadrons) produced in p + C interactions at
31 GeV/c and in the electromagnetic decays of produced
hadrons (e.g.Λ from0 decay). Contributions from products
of weak decays and secondary interactions are corrected for.
4.1 Event and track selection
Events recorded with the “interaction” (Tint) trigger were
required to have a well-reconstructed incoming beam trajec-
tory (the standard BPD selection).
Several criteria were applied to select well-measured
tracks in the TPCs in order to ensure high reconstruction
efficiency as well as to reduce the contamination of tracks
from secondary interactions:
(i) track momentum fit at the interaction vertex should have
converged,
(ii) the total number of reconstructed points on the track
should be greater than Npoint,
(iii) at least Nfield reconstructed points in the three TPCs
were used for momentum measurement (VTPC-1,
VTPC-2 and GTPC),
(iv) distance of closest approach of the fitted track to the
interaction point (impact parameter) smaller than Dx
(Dy) in the horizontal (vertical) plane.
A summary of cut values used with the different identification
techniques described in the following sections, is given in
Table 3.
The adopted {p, θ} binning scheme is chosen based on the
available statistics and the kinematic phase-space of interest
for T2K. The highest θ limit is analysis-dependent. The polar
angular region down to θ = 0 is covered.
4.2 Derivation of spectra
The raw number of hadron candidates has to be corrected for
various effects such as the loss of particles due to selection
cuts, reconstruction inefficiencies and acceptance. In each
of the {p, θ} bins, the correction factor was computed from
a GEANT3 based detector simulation using the Venus4.12
model as primary event generator and applying the same
event and track selections as for the data (for description see
Ref. [5]):
Ch(p, θ) =
(
Δnrec,fith
Δnsim,genh
)
MC
/ ( N acc
N gen
)
MC
, (18)
The numerator corrects for the loss of candidates of parti-
cle type h, where Δnsim,genh is the number of true h particles
generated in a specific {p, θ} bin and Δnrec,fith is the number
of h candidates extracted from the reconstructed tracks in
the simulation. The denominator accounts for the events lost
due to the trigger bias with N gen the number of generated and
N acc the number of accepted inelastic events. The corrected
number of hadron candidates Δncorrh was then obtained from
the raw number Δnrawh by:
Δncorrh (p, θ) =
Δnrawh (p, θ)
Ch(p, θ)
. (19)
The procedures presented in Sects. 4.3–4.6 below were
used to analyze events with the carbon target inserted (I) as
well as with the carbon target removed (R). The correspond-
ing corrected numbers of particles in {p, θ} bins are denoted
as ΔnIh and Δn
R
h , where h stands for the particle type (e.g.
π−). Note that the same event and track selection criteria
as well as the same corrections discussed in the previous
sections were used in the analysis of events with the target
inserted and removed. The latter events allow to correct the
measurements for the contribution of out-of-target interac-
tions.
The double differential inclusive cross section was calcu-
lated from the formula:
d2σh
dpdθ
= σtrig
1 − ε
(
1
N I
ΔnIh
ΔpΔθ
− ε
NR
ΔnRh
ΔpΔθ
)
, (20)
where
(i) σtrig = (305.7 ± 2.7 ± 1.0)mb is the “trigger” cross
section as given in Eq. (10) of Sect. 3.4,
(ii) N I and NR are the numbers of events with the tar-
get inserted and removed, respectively, selected for the
analysis (see Sect. 4.1),
(iii) Δp (Δθ ) is the bin size in momentum (polar angle), and
(iv) ε = 0.123 ± 0.004 is the ratio of the interaction
probabilities for operation with the target removed and
inserted as given in Eq. (11).
The overall uncertainty on the inclusive cross section due
to the normalization procedure amounts to 1 %.
The particle spectra normalized to the mean particle mul-
tiplicity in production interactions was calculated as
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d2nh
dpdθ
= 1
σprod
d2σh
dpdθ
, (21)
where σprod is the cross section for production processes
given in Eq. (17).
The normalization uncertainty on the multiplicity spectra
is +2.8 %−1.6 %.
The statistical uncertainty of the measured spectra receives
contributions from the finite statistics of both the data and the
simulated events used to obtain the correction factors. The
dominant contribution is the uncertainty of the data which
was calculated assuming a Poisson probability distribution
for the number of entries in a {p, θ} bin. The simulation statis-
tics was about ten times higher than the data statistics, thus
the uncertainty of the corrections is neglected for all bins.
The systematic uncertainty of the measured spectra was
calculated taking into account various contributions dis-
cussed in detail in the following sections separately for each
identification technique.
4.3 V 0 analysis
Understanding the neutral strange particleV 0 (hereV 0 stands
for K 0S and Λ) production in p + C interactions at 31 GeV/c
is of interest for T2K for two reasons. First, it allows to
decrease the systematic uncertainties on measurements of
charged pions and protons, since a data-based feed-down cor-
rection can be used. Second, measurements of K 0S production
improve the knowledge of the νe and ν¯e fluxes coming from
the three-body K 0L → π0e±νe(ν¯e) decays.
The following V 0 decay channels were studied:
K 0S → π+ + π− B.R. = (69.20 ± 0.05) %, (22)
Λ → p + π− B.R. = (63.9 ± 0.5) %. (23)
Fits to the invariant mass distributions of V 0 candidates
were used to extract measured numbers of K 0S and Λ decays
in momentum and polar angle bins. These numbers were
corrected for acceptance and other experimental biases using
simulated events.
4.3.1 Event and track selection for the V 0 analysis
The track and V 0 candidate selections can be separated into
three categories: event and track quality selections, topo-
logical selections aimed at finding V 0-type candidates, and,
finally, kinematic selections to separate K 0S andΛ candidates.
The standard quality selections for events and tracks were
applied (see Sect. 4.1).
The V 0 topological criteria require that a fitted secondary
vertex, located downstream of the interaction, is built out
of two tracks with opposite electric charges. Moreover, the
distance of closest approach between the daughter tracks and
the secondary vertex had to be smaller than 0.5 cm. The same
quality and topological criteria were applied for selecting Λ
and K 0S candidates.
In order to extract the K 0S candidates, the following kine-
matic cuts were applied to the selected V 0 candidates:
(i) The transverse momentum of the daughter tracks rel-
ative to the V 0 momentum must be greater than
0.03 GeV/c in order to remove converted photons,
(ii) The cosine of the angle θ∗ between the momentum of
the V 0 candidate and the momentum of the daughter
in the center of mass must be smaller than 0.76. This
cut allows the rejection of most of the Λ candidates for
which the distribution of cos θ∗ computed under the K 0S
hypothesis is concentrated in the region cos θ∗ > 0.8,
(iii) The candidates must have an invariant mass for the K 0S
hypothesis within the range of [0.4, 0.65]GeV/c2,
(iv) The reconstructed proper decay length should be greater
than a quarter of the mean proper decay length [44] of
K 0S mesons (cτ > 0.67 cm).
The kinematic cuts used to extract the Λ candidates are
the following:
(i) Transverse momentum of the daughter tracks must be
greater than 0.03 GeV/c,
(ii) The candidate must have an invariant mass for the Λ
hypothesis within the range of [1.09, 1.215]GeV/c2,
(iii) The reconstructed proper decay length should be greater
than a quarter of the mean proper decay length [44] of
Λ hyperons (cτ > 1.97 cm).
Figure 9 shows the Podolanski–Armenteros [43] plots
once the event and topological selections, as well as all K 0S
and Λ kinematic cuts have been applied. One can see that
this set of cuts allows an efficient selection of the desired V 0
candidates.
The measured proper decay length distributions corrected
for all experimental biases2 are shown in Fig. 10 for both K 0S
and Λ. The fitted mean proper decay lengths are in reasonable
agreement with the PDG values [44].
4.3.2 Binning, fitting, corrections
The selected V 0 candidates are binned in {p, θ} phase space.
Due to detector acceptance and reconstruction efficiency, the
momentum range of reconstructed charged particles starts
from 0.4 GeV/c. For the K 0S analysis, 28 bins are used,
whereas the Λ candidates are divided into 39 bins. The choice
of the binning scheme is driven by the available statistics.
2 The numbers of K 0S and Λ as well as the correction factores were
obtained in bins of proper decay length.
123
Eur. Phys. J. C (2016) 76 :84 Page 13 of 49 84
0
200
400
600
800
1000
1200
1400
1600
)-
L
 + p+
L
)/(p-
L
 - p+
L
 = (pα
-1 -0.5 0 0.5
 [G
eV
/c
]
Tp
0.05
0.1
0.15
0.2
0.25
0.3
ππ→S
0K
π p→Λ
 ee→γ
0
10
20
30
40
50
60
70
80
)-
L
 + p+
L
)/(p-
L
 - p+
L
 = (pα
-1 -0.5 0 0.5
 [G
eV
/c
]
Tp
0.05
0.1
0.15
0.2
0.25
0.3
0
50
100
150
200
250
300
350
)-
L
 + p+
L
)/(p-
L
 - p+
L
 = (pα
-1 -0.5 0 0.5
 [G
eV
/c
]
Tp
0.05
0.1
0.15
0.2
0.25
0.3
Fig. 9 Distributions of the V 0 candidates in the Podolanski–Armenteros variables [43] after the event and topological cuts (left) and after the
additional kinematic cuts (K 0S : middle, Λ: right). Ellipses showing the expected positions of K
0
S and Λ are also drawn
Fig. 10 The measured proper
decay length (cτ ) distributions
for K 0S (left) and Λ (right)
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Fig. 11 (Left) The {p, θ} phase
space of interest for T2K is
shown by the shaded area. The
binning used for the K 0S analysis
is indicated by the outlined
boxes. (Right) An example of
the K 0S invariant mass
distribution in a selected
{p, θ} bin with the fit result
overlaid
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A fit of the invariant mass distribution was performed in
each of these {p, θ} bins. The shape of the K 0S and Λ signal
was parametrised by a sum of two Gaussians
Lsig(m) = fsigGW (m; σW ,mPDG)
+(1 − fsig)GN (m; σN ,mPDG) (24)
where m stands for the reconstructed invariant mass and sub-
scripts W and N refer to the wide and narrow Gaussian,
respectively. The parameter fsig describes the fraction con-
tributed by each Gaussian. In order to reduce the statistical
uncertainty on the fitted signal, which is closely related to the
number of free parameters, fsig and σW were fixed. Also, the
central position of the Gaussians was fixed to the well-known
PDG value, mPDG .
For the K 0S analysis the background shape was modeled
by an exponential function, while a 3rd order Chebyshev
function was used in the Λ analysis.
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Fig. 12 (Left) The {p, θ} phase
space of interest for T2K is
shown by the shaded area. The
binning used for the Λ analysis
is indicated by the outlined
boxes. (Right) An example of
the Λ invariant mass distribution
in a selected {p, θ} bin with the
fit result overlaid
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The {p, θ} binning scheme and an example of a fit in one
{p, θ} bin is presented in Figs. 11 and 12 for K 0S and Λ,
respectively.
The same analysis procedure was applied to simulated
events, for which the Venus4.12 [45,46] model was used as
the primary event generator. The fitted numbers of K 0S and
Λ in the data were then corrected as described in Sect. 4.2
taking also into account V 0 decay channels that cannot be
reconstructed with the detector.
The number of V 0 candidates from interactions in the
material surrounding the target was estimated by analysing
the special runs taken with the target removed. After applying
the same selections as used for the target inserted data a
negligible number of candidates remained.
Spectra were then derived from the corrected number of
fitted K 0S and Λ using the standard NA61/SHINE procedure
(Eqs. 19–21).
4.3.3 Systematic uncertainties of the V 0 analysis
The contributions from five sources of systematic uncer-
tainties associated with this analysis were studied adopting
the same procedure in all cases. Namely, the relative dif-
ference between the standard analysis and the one in which
the respective source was varied was taken as an estimate of
the systematic uncertainty. The following contributions were
considered:
(i) Correction factors: The dependence of the correction
factors on the primary event generator was tested by
performing two other simulations with the same statis-
tics, based on Fluka2011 [47–49] and Epos1.99 [50]
as generators for primary interactions. The systematic
uncertainty associated with this source is from 7 to 10 %
for both K 0S and Λ.
(ii) Fitting procedure: Several alternative fitting functions
were tested on the invariant mass distributions: a bifur-
cated Gaussian for the peak signal and a 3rd order
Chebyshev polynomial or a 4th order polynomial func-
tion for the background for K 0S and Λ, respectively.
The contribution to the systematic uncertainty associ-
ated with this source is up to 12 % (7 %) for K 0S (Λ).
(iii) Reconstruction algorithm: Two different primary inter-
action vertex reconstruction algorithms were used,
either fitting all three coordinates or fixing the z-
coordinate to the survey position. The uncertainty con-
nected to the algorithm is from 5 to 8 % for both anal-
yses.
(iv) Quality cuts: All quality cuts were varied independently
within a range given in Ref. [42] and the uncertainty
connected to this source was found to reach up to 10 %
(5 %) for K 0S (Λ).
(v) Kinematic cuts: As for the previous source of uncer-
tainty, all cuts were varied and the resulting uncertainty
is up to 10 % (7 %) for K 0S (Λ).
The uncertainty estimates of items (iv) and (v) are strongly
correlated since the same datasets and analysis techniques
were used. Hence, only the maximum deviation due to these
cut variations was taken into account. The total systematic
error was taken as the sum of all contributions added in
quadrature.
Comparison of the final corrected K 0S and Λ spectra to the
2007 measurements [14] shows that the results are compati-
ble within the attributed uncertainties.
Tables 9 and 10 present the final double differential cross
section, d2σ/(dpdθ), for K 0S and Λ production in p + C inter-
actions at 31 GeV/c, with statistical and systematic uncertain-
ties. Figures 32 and 33 show the spectra of K 0S and Λ yields.
4.4 The to f -dE/dx analysis method
Depending on the momentum range and charged particle
species different particle identification (PID) techniques need
to be applied. The method described in this section utilizes the
measurements of the specific energy loss dE/dx in the TPCs
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and the measurements of the time-of-flight (to f ) by the time-
of-flight ToF-F detector. The energy loss information can
be used in the full momentum range of NA61/SHINE. The
ToF-F detector, which is installed about 13 m downstream
of the target (see Fig. 3), contributes to particle identifica-
tion up to 8 GeV/c. The distribution of m2, the square of the
mass calculated from the ToF-F measurement and the fitted
track parameters, is shown for positively charged particles as
a function of momentum in Fig. 4.
Simultaneous use of these two sources of PID information
is particularly important in the momentum range from 1 to
4 GeV/c where the dE/dx bands of charged hadrons cross
over (see Fig. 5). Thus the dE/dx measurement alone would
not be enough to identify particles with sufficient precision
and to f is especially important to resolve this ambiguity.
The combined tof -dE/dx analysis technique was
employed to determine yields of π±, K± and protons in
the momentum region above 1 GeV/c. For lower momenta
the dE/dx-only approach (see Sect. 4.5 below) provides
better statistical precision. The spectra of π− can also be
obtained precisely with the so-called h− analysis technique
(see Sect. 4.6 below).
The standard event and track selection procedures com-
mon to all charged hadron analyses are described in Sect. 4.1.
The following additional cuts were applied in the tof -dE/dx
analysis:
(i) exclusion of kinematic regions where the spectrometer
acceptance changes rapidly and a small mismatch in the
simulation can have a large effect on the corrected hadron
spectra. Basically, these are regions where the reconstruc-
tion capability is limited by the ToF-F acceptance, by the
magnet aperture or by the presence of uninstrumented
regions in the VTPCs. To exclude these regions a cut
on the hadron azimuthal angle φ was applied. Since the
spectrometer acceptance drops quickly with increase of
the polar angle θ of the particle, typical cut intervals for
φ at low and high θ were ±60◦ and ±6◦, respectively.
(ii) the track must have an associated ToF-F hit. Since parti-
cles can decay or interact before reaching the detector, the
z position of the last reconstructed TPC cluster of a track
should be reasonably close to the ToF-F wall, thus a cut
zlast > 6 m was applied to all tracks. This requirement is
especially important for K± (cτ ≈ 3.7 m) many of which
decay before reaching ToF-F. Pions have a higher chance
to reach the ToF-F (cτ ≈ 7.8 m) also due to their lower
mass and thus larger Lorentz factor. Moreover a muon
produced in the decay of a pion follows the parent pion
trajectory. Such a topology is in general reconstructed as
a single track.
Having ToF-F slabs oriented vertically, the position of
a hit is measured only in the x direction. The precision is
determined by the width of the scintillator slab producing the
signal. A ToF-F hit is associated with a track if the trajectory
can be extrapolated to the pertaining slab.
Another important reason for using the ToF-F informa-
tion is the time tag which it provides and which ensures
that all associated tracks originated from the triggered event.
The ToF-F time resolution of 110 ps [25] guarantees an
unambiguous discrimination against tracks from out-of-time
events for the used beam rate of 100 kHz (one beam particle
on average each 10 µs).
The to f -dE/dx analysis was performed separately for
positively and negatively charged particles following the
procedure described in detail in Refs. [5,6,51]. A two-
dimensional histogram of m2 versus dE/dx was filled for
every {p, θ} bin. An example of such a distribution is shown
in Fig. 13. In this distribution particles of different types form
regions which are parametrized by a product of two one-
dimensional Gaussian functions in m2 and dE/dx , respec-
tively. The binned maximum likelihood method is applied
to fit the distribution with 20 parameters (4 particle types ×
5 parameters of the Gaussians). Depending on the momen-
tum range and particle species, some of these parameters
were fixed or constrained. In particular, this is important for
K+ which are difficult to separate from protons in the pro-
jected dE/dx distributions at higher momenta where the to f
information can no longer provide PID. Therefore, the mean
〈dE/dx〉 position of kaons was fixed and the width of the
dE/dx peak was constrained from above by using informa-
tion from pions and protons.
As a result of the fit one obtained raw yields of parti-
cles (e±, π±, K±, p, p¯) in bins of {p, θ} which were then
corrected using the NA61/SHINE simulation chain with
the Venus4.12 [45,46] model for primary interactions and
a GEANT3-based part for tracking the produced particles
through the detector.
4.4.1 Feed-down corrections and Λ re-weighting
Hadrons which were not produced in the primary interac-
tion can amount to a significant fraction of the selected track
sample. Thus a special effort was undertaken to evaluate and
subtract this contribution. Hereafter this correction will be
referred to as feed-down.
According to the simulation with the Venus4.12 model
as the primary event generator, the correction reaches 12 %
for π+, 40 % for π− and up to 60 % for protons at low polar
angles and small momenta. For kaons it is not significant
(2 %). Figure 14 shows the feed-down correction for π−
and protons as a function of momentum for one of the θ
bins. Decomposition of the correction reveals that the main
contribution comes from Λ-hyperon decays:
p + C → Λ + X

π− + p.
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Fig. 13 Example of a two-dimensional fit to the m2 −dE/dx distribu-
tion of positively charged particles (left). The m2 (middle) and dE/dx
(right) projections are superimposed with the results of the fitted func-
tions. Distributions correspond to the {p, θ} bin: 4.4 < p < 4.8 GeV/c
and 20 < θ < 40 mrad
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Fig. 14 An example of the dependence of the feed-down correction on momentum for π− mesons (left) and protons (right) for the [20,40] mrad
angular interval. Contributions due to Λ and K 0S decays are shown separately
Fig. 15 The effect of the Λ
re-weighting. The ratio of
multiplicities calculated using
the Venus4.12 model without
modification and with the Λ
spectra reweighted to reproduce
the NA61/SHINE
measurements. Graphs are
shown as a function of
momentum for π− mesons (left)
and protons (right)
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For π− mesons these decays are responsible for about 2/3 of
the non-primary contribution at p = 1 GeV/c. For protons,
they amount to about 1/2 for the whole momentum range.
The measurements of Λ spectra described in Sect. 4.3 can
be used to improve the precision of the correction. Therefore
the feed-down contribution of Λ is calculated separately from
the feed-down correction due to other weak decays.
Technically the Λ feed-down correction based on data was
evaluated by weighting the Venus4.12 generated spectra of
Λ to agree with the measurements. The resulting change of
the π− and proton spectra is shown in Fig. 15. Thus rescaling
of the Λ spectra reduces the feed-down in π− spectra by a
maximum of 8 % at p = 2 GeV/c. For protons the reduction
was found in most of the momentum range with a maximum
at p = 9 GeV/c.
The reweighting of the Venus4.12 K 0S spectra based
on the NA61/SHINE measurements impacts the corrected
charged pion spectra by less than 2 %. This refinement of the
correction was neglected in the results presented here.
4.4.2 Systematic uncertainties of the to f -dE/dx analysis
Systematic uncertainties of the hadron spectra were esti-
mated by varying track selection and identification criteria
as well as the parameters used to calculate the corrections.
The following sources of systematic uncertainties were con-
sidered:
(i) PID (dE/dx) A Gaussian function is used to parametrize
the dE/dx distribution at a fixed value of momentum.
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The width of the distribution decreases with increasing
number of TPC clusters used to determine the dE/dx
value of a track. Having in one {p, θ} bin tracks with
different number of clusters would cause a deviation
from the single-Gaussian shape. The contribution of this
effect to the uncertainty of the fitted number of parti-
cles of a certain species was estimated by performing
an alternative fit by a sum of two Gaussians.
At low momenta the ToF-F resolution ensures an unam-
biguous particle identification, thus small deviations of
the dE/dx distribution from a single Gaussian in gen-
eral are not important. A deviation has a significant
effect only for momenta above 3 GeV/c. For pions it
steadily increases up to 2 % at p = 20 GeV/c. How-
ever for kaons, the uncertainty is an order of magnitude
larger: up to 20 % for K+ at high momenta.
(ii) Hadron loss To ensure a high quality match of tracks
and ToF-F hits the last point of a track should be
within 1.6 m from the ToF-F wall (zlast > 6 m). This
implies that a track segment is reconstructed in the
MTPC-L or MTPC-R detectors. Possible imperfections
in the description of the spectrometer can introduce
a difference in the acceptance and reconstruction effi-
ciency (merging track segments between VTPC-2 and
MTPC-L/R) between simulation and real data which
can be important for the reconstruction of long tracks.
To check how sensitive the results are to the zlast cut,
it was relaxed down to zlast > −1.5 m for pions and
zlast > −3 m for kaons. The difference in the resulting
final spectra was assigned as the systematic uncertainty.
It reaches up to 2 % at 1 GeV/c and drops quickly with
increasing momentum.
(iii) Reconstruction efficiency To estimate the uncertainty
of the reconstruction efficiency the following track
selection criteria were varied: the minimum number
of points measured on the track, the azimuthal angle
and the impact parameter cuts. Also results were com-
pared which were obtained with two independent track
topologies, different algorithms for merging track seg-
ments from different TPCs into global tracks, and with
two different algorithms for the primary vertex recon-
struction. It was found that the influence of such changes
is small compared to the statistical uncertainties. The
corresponding systematic uncertainty was estimated to
be 2 %.
(iv) Forward acceptance As stated in Sect. 2, the GTPC
detector was used for the first time in the reconstruction
algorithms within NA61/SHINE. The GTPC increases
the number of reconstructed tracks mainly for smaller
angles, θ < 40 mrad, and thus allows finer momentum
binning in the forward region θ < 20 mrad. The esti-
mate of the systematic uncertainty in the forward region
is based on the comparison of results obtained with and
without the GTPC included in the reconstruction algo-
rithms and by varying the required number of GTPC
clusters in the analysis. The latter takes into account
inefficiencies of the GTPC electronic readout which
were not included in the simulations. The difference
of spectra obtained with and without using the GTPC
information in the reconstruction was found to be 4 % up
to θ < 20 mrad and about 3 % for 20 < θ < 40 mrad.
The variation of the required number of GTPC clusters
between 4 and 6 resulted in changes of up to 4 % for
0 < θ < 10 mrad and up to 2 % for 10 < θ < 20 mrad
for tracks with momentum p > 12 GeV/c. In this region
the majority of tracks do not traverse the VTPC-1/2
detectors and thus the reconstruction of the track seg-
ment in the magnetic field totally relies on the GTPC.
(v) ToF-F reconstruction The ToF-F reconstruction effi-
ciency was estimated using a sample of events with
very strict selection requiring no incoming beam parti-
cle within a ±20 µs time window around the triggered
interaction. The inefficiency was found to vary from
4 % in the central region to a fraction of a percent in the
ToF-F slabs far away from the beamline. This variation
correlates with the higher particle density in the near-
to-beam region where several particles can hit a single
slab, thus contributing to inefficiency. A value of 50 %
of the inefficiency correction was assigned as a conser-
vative limit to this source of systematic uncertainty.
(vi) Secondary interactions and non-Λ feed-down correc-
tions As in the case of the dE/dx (Sect. 4.5) and h−
(Sect. 4.6) approaches, the important contribution to
the systematic uncertainty at low momenta comes from
the uncertainty of the simulation-based correction for
secondary interactions and weak decays of strange par-
ticles (excluding Λ hyperons). Following arguments
described in Ref. [5] an uncertainty of 30 % of the cor-
rection value was assigned for both of these sources.
(vii) Λ feed-down correction The correction for the feed-
down to pions and protons originating from Λ decays
was calculated separately based on measured Λ spectra
(see Sect. 4.4.1). The uncertainty assigned to this cor-
rection was estimated to be 30 % which is an upper limit
on the overall uncertainty of the measured Λ spectra.
Figures 16 and 17 show a breakdown of the total system-
atic uncertainty in the tof -dE/dx analysis for the example
of the angular interval [20,40] mrad.
4.5 The dE/dx analysis method
The analysis of charged pion production at low momentum
was performed using particle identification based only on
measurements of specific energy loss in the TPCs. For a large
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Fig. 16 Breakdown of systematic uncertainties of π+ spectra from
the tof -dE/dx analysis, presented as a function of momentum for the
[20,40] mrad angular interval
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Fig. 17 Breakdown of systematic uncertainties of π− spectra from
the tof -dE/dx analysis, presented as a function of momentum for the
[20,40] mrad angular interval
fraction of tracks tof can not be measured since the major-
ity of low-momentum particles does not reach the ToF-F
detector. A reliable identification of π+ mesons was not pos-
sible at momenta above 1 GeV/c where the BB curves for
pions, kaons, and protons cross each other (see Fig. 5). On
the other hand, since the contamination from K− and antipro-
tons is almost negligible for π− mesons, the dE/dx analysis
could be performed for momenta up to 3 GeV/c allowing
consistency checks with the other identification methods in
the region of overlap.
The procedure of particle identification, described below,
is tailored to the region where a rapid change of energy
loss with momentum is observed. This procedure was used
already for the 2007 data and more details can be found in
Ref. [52]. Here just the most important steps of the analysis
are described.
In order to optimize the parametrization of the BB func-
tion, samples of e±, π±, K±, p, and d tracks with reliable
particle identification were chosen in the βγ range from 0.2
up to 100. The dependence of the BB function on βγ was
then fitted to the data using the Sternheimer and Peierls para-
metrization of Ref. [53]. This function was subsequently used
to calculate for every track of a given momentum the expected
dE/dxBB values for all considered identity hypotheses for
comparison with the measured dE/dx . A small (a few per-
cent) dependence of the mean 〈dE/dx〉data on the track polar
angle had to be corrected for.
The identification procedure was performed in {p, θ} bins.
Narrow momentum intervals (of 0.1 GeV/c for p < 1 GeV/c
and 0.2 GeV/c for 1 < p < 3 GeV/c) were chosen because
of the strong dependence of dE/dx on momentum. The
event and track selection criteria described in Sect. 4.1 were
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Fig. 18 The dE/dx distributions for positively (top) and negatively
(bottom) charged particles in the momentum interval [0.8,0.9] GeV/c
and angular bin [180,240] mrad compared with the distributions calcu-
lated using the fitted relative abundances
applied. In each {p, θ} bin an unbinned maximum likelihood
fit (for details see Ref. [54]) was performed to extract yields of
π+ and π− mesons. The probability density functions were
assumed to be a sum of Gaussian functions for each particle
species, centered on dE/dxBB with variances derived from
the data. The dE/dx resolution is a function of the number of
measured points and the particle momentum. In the π+ anal-
ysis three independent abundances were fitted (π+, K+ and
proton), in the π− analysis only two (π− and K−). The e+
and e− abundances were determined from the total number
of particles in the fit.
As an example, the dE/dx distributions for positively
and negatively charged particles in the momentum interval
[0.8,0.9] GeV/c and angular bin [180,240] mrad are shown in
Fig. 18 and compared with the distributions obtained from
the fitted function.
Finally, the Venus4.12 based simulation was used to cal-
culate bin-by-bin corrections for pions from weak decays
and interactions in the target and the detector material. The
corrections include also track reconstruction efficiency and
resolution as well as losses due to pion decays. Also μ tracks
coming from π decay were taken into account (not done for
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the 2007 data analysis). Simulation studies showed that this
additional category of tracks has a non-negligible impact on
the value of corrections increasing them by about ∼8 %. The
μ tracks from π → μ decays can not be distinguished from
π candidates in the data, as both particles show similar values
of dE/dx due to the small difference in their masses.
4.5.1 Systematic uncertainties of the dE/dx analysis
In the dE/dx analysis a number of sources of system-
atic uncertainties were considered. Some are specific to the
dE/dx analysis, others were already described in previous
sections.
(i) PID (dE/dx) The BB parametrization used in the anal-
ysis was fitted to the experimental data. In order to
estimate the uncertainty related to the precision of the
parametrization the results were calculated using the
BB curves shifted by ±1 %. This value was chosen
based on small discrepancies observed between the fit-
ted BB parametrization and the measured energy loss
for pions. The resulting relative systematic uncertainty
(pBB) was calculted as:
pBB ≡ niden,BB,π±
niden,π±
, (25)
where niden,BB,π± represents the number of identified
π± when the BB curves are shifted by ±1 %, while
niden,π± gives the original number of identified charged
pions.
Clearly the calibration uncertainty of the BB function
is important only for the momentum bins where the
BB curves for two particle hypotheses are close to each
other. A particularly difficult momentum region is [0.8–
2.2] GeV/c where the BB curve for kaons approaches
and crosses that for pions. The kaon relative abundance
is low causing additional instability in the fit. There-
fore a conservative estimate of the resulting uncertainty
of the pion abundance in this momentum range was
obtained by allowing the kaon abundance mK to vary
between 0 and 0.5 %. The limit was adjusted while
studying neighboring bins with p = [0.7, 0.9]GeV/c,
where the fitted abundace mK was not larger than
0.1 %. The corresponding relative systematic uncer-
tainty (pmK ) was calculated as:
pmK ≡
niden,mK ,π±
niden,π±
, (26)
where niden,mK ,π± represents the fitted number of iden-
tified π± with the 0.5 % limit set on the fitted relative
kaon fraction.
One has to keep in mind that pBB and pmK are corre-
lated. Therefore the larger value (p f ≡max[pBB, pmK ])
was taken as the estimate of the systematic uncertainty
p f coming from the dE/dx identification procedure.
(ii) Forward acceptance The uncertainties of the accep-
tance correction in the forward region were deter-
mined as described in Sect. 4.4.2 item (iv) also for low
momentum tracks. A systematic uncertainty of 5 % was
assigned for low angle intervals (θ < 60 mrad), and 3 %
for other intervals.
(iii) Feed-down corrections An uncertainty of 30 % was
assigned to the corrections for feed-down from non-Λ
(purely simulation based) and Λ (simulation and data
based) decays. This uncertainty is particularly signifi-
cant in the low momentum region studied in the dE/dx
analysis. For further information see Sect. 4.4.1.
(iv) Reconstruction efficiencyFor estimating the uncertainty
of the reconstruction efficiency corrected results for π
spectra from the dE/dx analysis using different recon-
struction algorithms were compared, see Sect. 4.4.2
item (iii). For most θ angles this uncertainty is below
2 %.
(v) Track cuts The impact of the dominant track cut in the
dE/dx analysis was studied by changing the selection
cut on the measured number of points by 10 % from
the starting value of 30. The change of results is below
1 % and thus the associated systematic uncertainty is
mostly negligible.
Figures 19 and 20 show a breakdown of the total system-
atic uncertainty in the dE/dx analysis for the example of the
angular interval [20,40] mrad for π+ and π−, respectively.
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Fig. 19 Breakdown of systematic uncertainties of π+ spectra from
the dE/dx analysis, presented as a function of momentum for the
[20,40] mrad angular interval
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Fig. 20 Breakdown of systematic uncertainties of π− spectra from
the dE/dx analysis, presented as a function of momentum for the
[20,40] mrad angular interval
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4.6 The h− analysis method
The h− method utilizes the observation that negatively
charged pions account for more than 90 % of primary neg-
atively charged particles produced in p + C interactions at
31 GeV/c. Therefore π− spectra can be obtained without the
use of particle identification by correcting negatively charged
particle spectra for the small non-pion contribution calcu-
lated by simulations. The method is not applicable to posi-
tively charged hadrons due to the larger contribution of K+
and protons. The π− spectra obtained from the h− analysis
method cover a wide momentum range from about 0.2 GeV/c
to 20 GeV/c, providing an independent cross-check in the
region of overlap with the other two analysis methods dis-
cussed above.
The h− analysis follows the previously developed proce-
dure described in Refs. [5,55]. In the first step, the raw h−
yields were obtained in {p, θ} bins. Standard cuts, described
in Sect. 4.1, were applied to provide good quality events
and tracks. In case the track had less than 12 hits in the
VTPCs, at least 4 hits were required in the GTPC to ensure
a long enough track segment in the first part of the spec-
trometer. This is important for a good determination of
the track parameters, particularly for tracks that start in
the GTPC and continue to the MTPCs. A selection based
on the dE/dx of the track was introduced (not used in
the analysis of the 2007 data) to improve the purity of
the track sample by rejecting the large electron contami-
nation at low θ angles. This was done to remove, in par-
ticular, electrons emitted by beam protons (δ-rays) passing
through the NA61/SHINE detector that are not accounted
for in the simulations. The effect was not prominent in the
2007 data because the intensity of the beam was signifi-
cantly lower than in 2009. The separation between electrons
and mostly pions was found to be sufficient for all θ bins
when a momentum-dependent cut on dE/dx was applied for
each θ bin separately. The contribution of electrons was the
largest for θ below 20 mrad and momentum below 4 GeV/c
reaching about 10 %. It decreased to 2 % in bins of larger
θ .
In the next step, the raw yields of selected negatively
charged hadrons were corrected using the standard
NA61/SHINE simulation chain with the Venus4.12 model
as primary event generator and GEANT3 for particle propa-
gation and generation of secondary interactions. Like in the
previous h− analysis one global correction factor was cal-
culated for each {p, θ} bin. The correction includes the con-
tribution of primary K− and p¯, the contribution from weak
decays of strange particles and secondary interactions in the
target as well as in the detector material. It also accounts for
track reconstruction efficiency and losses due to the limited
geometrical acceptance.
Given the large available statistics, the h− analysis tech-
nique provides the best precision for the π− spectra in the
full {p, θ} range covered by NA61/SHINE.
4.6.1 Systematic uncertainties of the h− analysis
Most of the systematic uncertainties were evaluated in the
same way as for the other charged hadron spectra anal-
yses. Error sources which are specific to the h− analysis
include uncertainties of the contamination by K−, p¯ and of
the electron rejection procedure. The following effects were
taken into account for the estimate of systematic uncertain-
ties:
(i) Feed-down The uncertainty related to the correction for
secondary interactions and for weak decays of strange
particles remains the dominant contribution to the sys-
tematic uncertainty at low momentum. For both of these
sources a 30 % error was assigned as described in
Ref. [5]. The significant reduction of the uncertainty,
compared to the 2007 analysis, comes from the use of
new NA61/SHINE measurements of Λ production (see
Sect. 4.4.1 for more details) and the removal of elec-
trons at low θ and low momentum.
(ii) Forward acceptance The impact of the GTPC detec-
tor was evaluated following the procedure described in
Sect. 4.4.2. The systematic uncertainty deduced from
the difference of the spectra obtained with the recon-
struction algorithms with and without use of the GTPC
was found to be 4 % for 0 < θ < 10 mrad and 2 %
for 10 < θ < 40 mrad in the overlapping acceptance
regions. The variation of the number of hits required
for tracks starting in the GTPC resulted in a systematic
uncertainty of up to 4–5 % for the most forward region
θ < 20 mrad and at momenta p > 5 GeV/c.
(iii) K− and p¯ contamination The admixture of K− and
p¯ was estimated from simulations with the Venus4.12
model as the primary event generator and was assigned
a systematic uncertainty of 20 %. The contribution of
K− and p¯ varies with momentum from 5 to 10 % at low
θ angles. For θ > 100 mrad it increases with momentum
and varies from 5 to 20 %.
(iv) Reconstruction efficiency The reconstruction efficiency
was evaluated by comparing results for different recon-
struction algorithms used in the experiment. Differ-
ences of about 2 % were found. Since no dependence
was observed on momentum and angle θ this value was
assigned to the systematic uncertainty.
(v) Track selection method The uncertainty was estimated
by varying the following selections: required minimum
total number of points on the track, dE/dx cuts for elec-
tron removal, and maximally allowed impact parame-
ter. The requirement on the number of points on the
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Fig. 21 Breakdown of π− systematic uncertainties for the h− analysis,
presented as a function of momentum for the [20,40] mrad angular
interval as an example
track was changed by 10 % from the nominal value of
30 and the corresponding uncertainty was found to be
up to 1 %. The uncertainty associated with the cut to
reject electrons was estimated by varying the cut value
in dE/dx for each of the θ bins by ±3 %. The separation
of electrons and mostly pions is good, so the impact on
the spectra is negligible compared to that of varying the
requirement on the number of points and no additional
uncertainty was assigned. To test the sensitivity to the
impact parameter cut, the analysis was repeated without
the cut and the effect was found to be negligible.
Figure 21 shows a breakdown of the total systematic
uncertainty for π− as a function of momentum in the angular
interval [20,40] mrad as an example.
5 Results on spectra
This section presents results on spectra of π±, K±, and
protons, as well as K 0S and Λ in p + C interactions at
31 GeV/c. The large statistics of the 2009 dataset resulted in
improved precision and larger coverage compared to the pub-
lished 2007 data and allowed measurements of K− spectra
in NA61/SHINE for the first time. The comparison between
the 2009 and 2007 results is discussed.
The new measurements are presented together with
selected predictions of hadron production models, which
are described in Sect. 6. Complete comparisons are shown
in Ref. [56]. In order to avoid uncertainties related to the
different treatment of quasi-elastic interactions and to the
absence of predictions for inclusive cross sections, spectra
are normalized to the mean particle multiplicity in all pro-
duction interactions. For the data, the normalization relies
on the p + C inclusive production cross section σprod which
was found to be 230.7 mb (see Sect. 3.5). The production
cross section is calculated from the inelastic cross section
by subtracting the quasi-elastic contribution. Therefore pro-
duction processes are defined as those in which only new
hadrons are present in the final state. Details of the cross
section analysis procedure can be found in Sect. 3 and in
Refs. [5,33,34].
The experimental measurements are shown with total
uncertainties which correspond to the statistical and system-
atic uncertainties added in quadrature. The overall uncer-
tainty due to the normalization procedure (discussed in
Sect. 4.2) is not shown.
5.1 π± results
The spectra of π± mesons were obtained using three different
analysis techniques tof -dE/dx , dE/dx and h− described in
Sects. 4.4–4.6. Within the corresponding systematic uncer-
tainties, the results of various methods were found to be in
a good agreement as shown in Figs. 22 and 23 for π+ and
π−, respectively. In order to present a single spectrum for
positively and negatively changed pions, the results were
combined. For π+ mesons, where there is complementar-
ity of acceptance for different analysis techniques results
from the dE/dx analysis are used for all angular intervals
up to 420 mrad in the momentum range below 1 GeV/c.
The momentum region above 1 GeV/c is covered by the tof -
dE/dx analysis for angular intervals up to 360 mrad. In case
of π− mesons, results of the h− analysis are used in the full
angular range up to 420 mrad since they provide the small-
est total uncertainty in the region of the overlap between
methods. The final spectra are shown for π+ in Fig. 27 and
for π− in Fig. 28. Numerical results are given in Tables 4
and 5 for π+ and π−, respectively. Thus, the final results
span a broad kinematic range. When comparing the new π±
results to the previously published measurements based on
the 2007 data [5] one should note that the present results are
shown in the form of d2σ/(dpdθ), while the form dσ/(dp)
was used in previous publications Refs. [5,6]. The devia-
tions between the two data sets are consistent within the
quoted errors and are distributed uniformly over the phase
space. Thus, the new measurements confirm the published
2007 results which were questioned in Ref. [57]. Both the
statistical and the total systematic uncertainties are consid-
erably smaller for the new 2009 results as shown for the
angular interval [60,100] mrad for π+ in Fig. 24 and for
π− in Fig. 25. At low momentum systematic uncertain-
ties dominate whereas at higher momentum the statistical
uncertainty gives the largest contribution to the total uncer-
tainty.
5.2 K± results
The tof -dE/dx analysis technique was used to obtain the K+
spectra shown in Fig. 29 and the K− spectra plotted in Fig. 30.
The large 2009 dataset allowed for the first measurements of
K− yields in p + C interactions by NA61/SHINE. Large
statistics for K+ made it possible to use narrow {p, θ} bins
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Fig. 22 Laboratory momentum
distributions of π+ produced in
p + C interactions at 31 GeV/c
production processes in different
polar angle intervals (θ). Error
bars indicate the statistical and
systematic uncertainties added
in quadrature. The overall
uncertainty due to the
normalization procedure is not
shown. Results obtained with
two different analysis
techniques are presented: open
blue triangles are the dE/dx
analysis and full black circles
are the to f -dE/dx analysis
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in the analysis which is important for tuning the neutrino flux
predictions in T2K. Numerical results are given in Tables 6
and 7 for K+ and K−, respectively. The analysis of K+
was repeated, as a cross-check, with a coarser {p, θ} binning
that corresponds to the previously published measurements
based on the 2007 data [6]. Good agreement was found. The
total uncertainty for the 2009 data remains dominated by
the statistical uncertainty as shown in Fig. 26 for K+ as an
example.
5.3 Proton results
The tof -dE/dx analysis technique was used to extract pro-
ton spectra. These measurements, shown in Fig. 31, cover a
wide kinematic range above 1 GeV/c and are important for
T2K since they provide the possibility to constrain the con-
tributions from re-interactions in the long carbon target and
in the elements of the beamline. Numerical results are given
in Table 8. The new proton spectra are in a good agreement
with preliminary results obtained using the 2007 data [58].
5.4 V 0 results
The K 0S and Λ spectra are shown in Figs. 32 and 33 and
numerical results are given in Tables 9 and 10, respectively.
As explained in Sect. 4.4.1, those measurements are used
to reduce the dominant systematic uncertainties due to the
feed-down correction in the charged hadron analyses. Results
are consistent within the quoted systematic uncertainties
with previously published measurements [14] which were
obtained with a much coarser {p, θ} binning due to the lower
statistics of the 2007 data.
The spectra of K 0S can be cross-checked by measurements
of K± yields, thanks to the unique capability to measure these
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Fig. 23 Laboratory momentum
distributions of π− produced in
p + C interactions at 31 GeV/c
production processes in different
polar angle intervals (θ). Error
bars indicate the the statistical
and systematic uncertainties
added in quadrature. The overall
uncertainty due to the
normalization procedure is not
shown. Results obtained with
three different analysis
techniques are presented: open
blue triangles are the dE/dx
analysis, open red circles are the
h− analysis and full black circles
are the to f -dE/dx analysis
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Fig. 24 Comparison between NA61/SHINE statistical and systematic
uncertainties obtained using the 2007 [5] and the 2009 datasets in a
selected angular interval [60,100] mrad for π+
three types of kaons simultaneously in the NA61/SHINE
experiment. So far, only a few experiments have been able to
perform such measurements and to test two different theoret-
ical hypotheses that predict K 0S yields from K
± production
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Fig. 25 Comparison between NA61/SHINE statistical and systematic
uncertainties obtained using the 2007 [5] and the 2009 datasets in a
selected angular interval [60,100] mrad for π−
rates giving inconclusive results. The first approach assumes
isospin symmetry in kaon production and predicts (see e.g.
Ref. [59]):
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Fig. 26 Statistical and
systematic uncertainties
obtained using the 2009 dataset
for K+
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N (K 0S) =
1
2
(N (K+) + N (K−)). (27)
The second method uses a quark-counting argument [60],
with a simplified quark parton model. The following assump-
tions are made on the number of sea and valence quarks:
us = u¯s = ds = d¯s, ss = s¯s, (28)
n ≡ uv/dv. (29)
Taking into account that interactions are with a carbon
nucleus (n = 2 for p + p collisions, n = 1 for p + n),
the relation between mean multiplicity of K 0S , K
+ and
K− is:
N (K 0S) =
1
8
(3 N (K+) + 5 N (K−)). (30)
The second method is currently used to tune K 0L produc-
tion in the T2K flux simulation chain [17]. Figure 32 shows
a comparison of the measured spectra of K 0S to the predic-
tions from measured charged kaon yields and reasonable
agreement is observed. Unfortunately, the large uncertain-
ties associated with the K 0S measurements do not allow us to
discriminate between the two hypotheses.
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Table 4 The NA61/SHINE results on the π+ double differential cross
section, d2σπ+/(dpdθ) (in [mb/rad/(GeV/c)]), in the laboratory sys-
tem for p + C interactions at 31 GeV/c. The results are presented as a
function of momentum, p (in [GeV/c]), in different angular intervals, θ
(in [mrad]). The statistical Δstat (in [mb/rad/(GeV/c)]) and systematic
Δsyst (in [mb/rad/(GeV/c)]) errors are quoted. The overall uncertainty
due to the normalization procedure is not included
θ p d
2σ
dpdθ (π
+) Δstat Δsyst
0–10 0.2–0.3 2.8 1.4 0.3
0.3–0.4 7.0 1.3 0.6
0.4–0.5 8.1 1.5 0.6
0.5–0.6 7.3 1.2 0.6
0.6–0.7 7.1 1.4 0.6
0.7–0.8 14.9 1.9 1.2
0.8–0.9 10.0 1.7 0.8
0.9–1.0 13.1 1.9 1.1
1.0–1.2 13.4 1.9 0.8
1.2–1.6 14.5 1.6 0.8
1.6–2.0 18.9 2.0 0.9
2.0–2.4 19.5 2.2 1.0
2.4–2.8 20.7 2.3 1.0
2.8–3.2 23.0 2.3 1.1
3.2–3.6 20.0 2.4 1.0
3.6–4.0 19.7 2.5 1.0
4.0–4.4 26.0 2.7 1.3
4.4–4.8 19.2 3.0 0.9
4.8–5.2 25.8 4.3 1.3
5.2–5.6 31.2 4.5 1.6
5.6–6.0 25.3 5.0 1.3
6.0–6.4 31.5 4.8 1.6
6.4–6.8 26.5 5.3 1.3
6.8–7.2 25.5 4.6 1.3
7.2–7.6 23.9 4.5 1.3
7.6–8.0 32.7 4.6 1.7
8.0–8.4 24.2 4.3 2.6
8.4–8.8 28.5 5.8 3.2
8.8–9.2 36.9 5.6 4.1
9.2–9.6 30.4 4.8 3.4
9.6–10.0 21.7 5.1 2.4
10.0–10.8 24.0 3.6 2.7
10.8–11.6 20.8 3.4 1.2
11.6–12.4 18.0 3.6 1.1
12.4–13.2 16.5 4.0 1.1
13.2–14.0 9.7 2.2 0.7
14.0–14.8 12.4 3.5 1.0
14.8–15.6 6.9 2.5 0.7
15.6–16.4 3.2 2.6 0.4
10–20 0.2–0.3 15.3 2.4 1.6
0.3–0.4 17.4 1.9 1.4
0.4–0.5 18.5 2.1 1.5
Table 4 continued
θ p d
2σ
dpdθ (π
+) Δstat Δsyst
0.5–0.6 32.1 2.9 2.4
0.6–0.7 31.2 2.7 2.4
0.7–0.8 27.1 2.6 2.1
0.8–0.9 37.8 3.0 2.9
0.9–1.0 36.9 2.9 2.8
1.0–1.2 43.5 2.2 2.5
1.2–1.6 45.6 2.2 2.4
1.6–2.0 53.9 2.4 2.8
2.0–2.4 58.5 2.5 3.0
2.4–2.8 57.0 2.5 2.9
2.8–3.2 61.4 2.8 3.1
3.2–3.6 70.4 3.7 3.6
3.6–4.0 75.6 3.8 3.9
4.0–4.4 75.9 3.8 3.8
4.4–4.8 70.5 3.8 3.5
4.8–5.2 70.3 3.8 3.5
5.2–5.6 79.3 4.4 3.9
5.6–6.0 79.1 4.6 3.9
6.0–6.4 78.3 4.6 4.0
6.4–6.8 79.7 5.2 3.9
6.8–7.2 78.5 5.1 3.8
7.2–7.6 83.2 5.3 4.0
7.6–8.0 70.4 5.2 3.5
8.0–8.4 76.8 5.3 6.9
8.4–8.8 69.9 5.0 6.4
8.8–9.2 68.9 5.5 6.3
9.2–9.6 54.5 4.5 5.0
9.6–10.0 58.3 4.8 5.4
10.0–10.8 58.5 3.4 5.4
10.8–11.6 43.2 3.0 2.2
11.6–12.4 44.4 3.0 2.2
12.4–13.2 36.3 2.7 1.8
13.2–14.0 29.6 2.3 1.6
14.0–14.8 31.7 2.6 1.8
14.8–15.6 24.7 2.1 1.6
15.6–16.4 19.6 1.9 1.4
16.4–17.2 14.7 1.8 1.2
17.2–18.0 14.5 1.8 1.3
18.0–18.8 7.0 1.6 0.7
18.8–19.6 6.9 1.2 0.8
19.6–20.4 7.6 1.4 0.9
20.4–21.2 4.9 0.9 0.7
21.2–22.0 3.3 1.6 0.5
20–40 0.2–0.3 25.5 2.0 2.0
0.3–0.4 32.6 2.0 2.0
0.4–0.5 41.9 2.3 2.6
0.5–0.6 50.1 2.4 3.1
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Table 4 continued
θ p d
2σ
dpdθ (π
+) Δstat Δsyst
0.6–0.7 58.5 2.6 3.6
0.7–0.8 60.0 2.6 3.6
0.8–0.9 69.5 2.9 4.2
0.9–1.0 77.6 2.9 4.8
1.0–1.2 80.6 2.1 4.1
1.2–1.6 96.1 2.2 4.6
1.6–2.0 107.8 2.2 5.1
2.0–2.4 113.9 2.4 5.1
2.4–2.8 123.8 3.3 5.7
2.8–3.2 127.0 3.3 5.8
3.2–3.6 133.6 3.4 5.9
3.6–4.0 142.4 3.5 6.3
4.0–4.4 148.6 3.5 6.3
4.4–4.8 143.9 3.5 6.1
4.8–5.2 142.5 3.5 5.9
5.2–5.6 143.0 3.5 5.9
5.6–6.0 141.8 3.5 5.8
6.0–6.4 135.1 3.4 5.5
6.4–6.8 130.5 3.5 5.3
6.8–7.2 126.8 3.4 5.1
7.2–7.6 112.0 3.2 4.5
7.6–8.0 105.6 3.2 4.3
8.0–8.4 101.0 3.2 4.0
8.4–8.8 87.4 2.9 3.5
8.8–9.2 83.6 2.9 3.4
9.2–9.6 80.8 2.9 3.3
9.6–10.0 69.7 2.8 2.8
10.0–10.8 59.5 1.8 2.4
10.8–11.6 48.3 1.7 2.0
11.6–12.4 42.3 1.6 1.5
12.4–13.2 35.6 1.5 1.2
13.2–14.0 28.1 1.3 1.0
14.0–14.8 26.3 1.3 0.9
14.8–15.6 19.3 1.1 0.7
15.6–16.4 14.9 1.0 0.5
16.4–17.2 11.3 0.9 0.4
17.2–18.0 8.8 0.8 0.3
18.0–18.8 7.1 0.7 0.3
18.8–19.6 4.7 0.6 0.2
19.6–20.4 4.4 0.6 0.2
20.4–21.2 2.7 0.5 0.1
21.2–22.0 1.8 0.4 0.1
40–60 0.2–0.3 39.9 2.2 3.2
0.3–0.4 51.3 2.6 3.4
0.4–0.5 70.3 3.2 4.6
0.5–0.6 77.6 2.9 5.1
0.6–0.7 95.0 3.2 6.2
Table 4 continued
θ p d
2σ
dpdθ (π
+) Δstat Δsyst
0.7–0.8 107.3 3.5 6.8
0.8–0.9 121.5 3.7 7.6
0.9–1.0 138.1 3.9 8.7
1.0–1.2 161.9 5.6 6.8
1.2–1.4 159.8 7.1 5.9
1.4–1.6 176.8 7.8 7.0
1.6–1.8 177.0 7.5 6.4
1.8–2.0 190.1 7.8 6.5
2.0–2.2 208.4 7.8 7.1
2.2–2.4 229.8 8.3 8.4
2.4–2.6 207.2 7.8 7.5
2.6–2.8 219.9 8.1 7.6
2.8–3.0 218.7 8.1 7.1
3.0–3.2 227.4 8.1 7.3
3.2–3.4 232.9 8.3 7.6
3.4–3.6 235.4 8.3 6.8
3.6–3.8 224.1 8.2 6.6
3.8–4.0 224.8 8.1 6.5
4.0–4.2 211.8 7.8 6.3
4.2–4.4 196.4 7.3 5.5
4.4–4.6 204.3 7.7 5.8
4.6–4.8 202.9 7.8 5.5
4.8–5.0 194.7 7.8 5.0
5.0–5.2 189.1 7.4 5.2
5.2–5.6 169.9 5.0 4.6
5.6–6.0 156.6 4.9 4.2
6.0–6.4 143.4 4.5 3.7
6.4–6.8 125.4 4.3 3.3
6.8–7.2 121.2 4.2 3.1
7.2–7.6 108.0 3.6 2.8
7.6–8.0 104.2 3.4 2.7
8.0–8.4 82.7 2.9 2.2
8.4–8.8 81.0 2.9 2.2
8.8–9.2 71.1 2.7 1.9
9.2–9.6 66.6 2.6 1.8
9.6–10.0 53.8 2.2 1.4
10.0–10.8 47.5 1.5 1.3
10.8–11.6 36.3 1.2 1.0
11.6–12.4 30.9 1.2 0.9
12.4–13.2 23.5 1.0 0.7
13.2–14.0 17.4 1.0 0.5
14.0–14.8 13.2 0.8 0.4
14.8–15.6 8.0 0.6 0.2
15.6–16.4 7.6 0.6 0.2
16.4–17.2 5.1 0.5 0.2
17.2–18.0 3.3 0.4 0.1
18.0–18.8 2.2 0.3 0.1
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Table 4 continued
θ p d
2σ
dpdθ (π
+) Δstat Δsyst
18.8–19.6 1.8 0.3 0.1
19.6–20.4 1.2 0.3 0.04
60–100 0.2–0.3 57.2 1.9 3.6
0.3–0.4 80.3 2.5 4.2
0.4–0.5 107.6 3.3 5.5
0.5–0.6 128.8 3.2 6.3
0.6–0.7 153.8 3.3 7.4
0.7–0.8 172.8 3.5 8.1
0.8–0.9 182.7 3.6 8.5
0.9–1.0 207.7 3.9 9.8
1.0–1.2 254.1 6.5 10.4
1.2–1.4 249.5 6.2 9.3
1.4–1.6 267.7 8.0 10.0
1.6–1.8 280.6 7.8 9.7
1.8–2.0 273.7 7.5 9.9
2.0–2.2 300.4 8.2 9.8
2.2–2.4 289.0 7.9 9.4
2.4–2.6 286.6 7.7 9.4
2.6–2.8 283.3 7.6 8.7
2.8–3.0 268.6 7.4 8.4
3.0–3.2 264.8 6.8 8.0
3.2–3.4 267.3 6.7 7.7
3.4–3.6 251.8 6.3 7.3
3.6–3.8 233.2 5.9 6.6
3.8–4.0 231.4 5.7 6.6
4.0–4.2 226.8 5.6 6.4
4.2–4.4 213.1 5.3 6.0
4.4–4.6 202.8 5.1 5.6
4.6–4.8 181.2 4.7 5.0
4.8–5.0 165.4 4.4 4.6
5.0–5.2 154.4 4.3 4.3
5.2–5.6 140.0 2.8 3.9
5.6–6.0 126.5 2.6 3.4
6.0–6.4 106.6 2.4 2.9
6.4–6.8 93.5 2.2 2.6
6.8–7.2 78.6 2.1 2.1
7.2–7.6 67.1 1.9 1.8
7.6–8.0 60.2 1.9 1.6
8.0–8.4 52.1 1.7 1.3
8.4–8.8 42.0 1.5 1.1
8.8–9.2 36.7 1.4 1.0
9.2–9.6 32.6 1.4 0.9
9.6–10.0 27.2 1.3 0.7
10.0–10.8 19.6 0.8 0.5
10.8–11.6 14.4 0.6 0.4
11.6–12.4 9.0 0.5 0.2
12.4–13.2 7.1 0.5 0.2
Table 4 continued
θ p d
2σ
dpdθ (π
+) Δstat Δsyst
13.2–14.0 4.6 0.4 0.1
14.0–14.8 3.1 0.3 0.1
14.8–15.6 1.6 0.2 0.05
15.6–16.4 1.0 0.2 0.03
16.4–17.2 0.8 0.2 0.02
17.2–18.0 0.4 0.1 0.01
100–140 0.2–0.3 76.5 2.9 4.9
0.3–0.4 118.4 3.9 6.5
0.4–0.5 158.5 4.5 8.5
0.5–0.6 183.3 4.0 9.4
0.6–0.7 217.2 4.4 10.7
0.7–0.8 238.1 4.4 11.5
0.8–0.9 267.8 4.7 13.0
0.9–1.0 292.6 4.9 14.8
1.0–1.2 318.6 13.2 13.1
1.2–1.4 354.2 10.5 13.2
1.4–1.6 359.0 10.7 13.4
1.6–1.8 334.2 10.3 11.7
1.8–2.0 346.2 10.0 12.0
2.0–2.2 332.6 8.9 10.5
2.2–2.4 328.6 8.2 10.8
2.4–2.6 284.2 7.0 8.7
2.6–2.8 275.7 6.8 8.9
2.8–3.0 259.4 6.5 7.3
3.0–3.2 226.3 6.1 6.8
3.2–3.4 218.6 5.9 6.3
3.4–3.6 186.4 5.5 5.5
3.6–3.8 167.8 5.1 4.7
3.8–4.0 164.1 5.2 4.7
4.0–4.2 144.0 4.8 4.2
4.2–4.4 137.7 4.8 3.8
4.4–4.6 118.4 4.3 3.3
4.6–4.8 105.2 4.1 2.8
4.8–5.0 87.2 3.6 2.4
5.0–5.2 93.3 4.1 2.5
5.2–5.6 77.3 2.6 2.0
5.6–6.0 57.6 2.1 1.5
6.0–6.4 45.9 1.9 1.2
6.4–6.8 36.3 1.7 1.0
6.8–7.2 30.6 1.6 0.8
7.2–7.6 25.0 1.5 0.6
7.6–8.0 17.9 1.2 0.5
8.0–8.4 14.1 1.0 0.4
8.4–8.8 12.9 1.1 0.3
8.8–9.2 9.1 0.9 0.2
9.2–9.6 5.9 0.7 0.1
9.6–10.0 4.7 0.6 0.1
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Table 4 continued
θ p d
2σ
dpdθ (π
+) Δstat Δsyst
10.0–10.8 3.3 0.4 0.1
10.8–11.6 2.2 0.3 0.1
11.6–12.4 0.7 0.1 0.02
12.4–13.2 0.4 0.1 0.01
13.2–14.0 0.2 0.1 0.01
140–180 0.2–0.3 105.0 4.2 6.3
0.3–0.4 146.5 4.7 7.5
0.4–0.5 190.9 4.2 9.4
0.5–0.6 240.2 4.5 12.0
0.6–0.7 270.5 4.8 12.7
0.7–0.8 311.2 5.1 14.9
0.8–0.9 319.7 5.0 14.8
0.9–1.0 345.5 5.2 15.6
1.0–1.2 340.6 23.7 16.5
1.2–1.4 362.3 50.7 19.2
1.4–1.6 402.1 19.2 31.0
1.6–1.8 365.1 12.2 27.6
1.8–2.0 305.4 9.5 15.4
2.0–2.2 308.1 9.4 9.7
2.2–2.4 259.9 8.4 7.7
2.4–2.6 219.8 7.7 6.6
2.6–2.8 216.5 8.1 6.6
2.8–3.0 172.6 6.9 5.2
3.0–3.2 156.1 6.6 5.0
3.2–3.4 133.9 6.0 3.9
3.4–3.6 124.7 5.8 3.5
3.6–3.8 98.3 5.1 2.9
3.8–4.0 100.3 5.3 2.9
4.0–4.2 81.5 4.7 2.3
4.2–4.4 74.3 4.5 2.2
4.4–4.6 59.1 4.0 1.6
4.6–4.8 50.1 3.8 1.6
4.8–5.0 41.8 3.4 1.0
5.0–5.2 43.9 3.6 1.2
5.2–5.6 30.3 2.0 0.9
5.6–6.0 20.9 1.7 0.6
6.0–6.4 14.9 1.3 0.4
6.4–6.8 12.5 1.3 0.3
6.8–7.2 9.9 1.3 0.2
7.2–7.6 6.4 0.9 0.2
7.6–8.0 4.3 0.7 0.1
8.0–8.4 4.2 0.8 0.2
8.4–8.8 2.3 0.6 0.1
8.8–9.2 2.3 0.6 0.1
9.2–9.6 0.9 0.4 0.02
9.6–10.0 0.7 0.3 0.02
10.0–10.8 0.2 0.2 0.01
Table 4 continued
θ p d
2σ
dpdθ (π
+) Δstat Δsyst
180–240 0.2–0.3 133.0 3.2 7.6
0.3–0.4 183.3 3.4 9.5
0.4–0.5 243.5 3.7 12.5
0.5–0.6 284.7 4.0 14.2
0.6–0.7 327.3 4.3 16.3
0.7–0.8 340.7 4.3 16.3
0.8–0.9 374.5 4.6 18.1
0.9–1.0 368.3 4.6 22.3
1.0–1.2 395.9 18.9 18.1
1.2–1.4 366.8 13.7 14.4
1.4–1.6 310.0 12.0 11.3
1.6–1.8 271.0 11.2 9.1
1.8–2.0 256.4 10.7 8.3
2.0–2.2 196.9 9.0 5.8
2.2–2.4 181.8 8.1 6.7
2.4–2.6 145.3 6.8 4.4
2.6–2.8 119.0 5.8 3.5
2.8–3.0 104.2 5.5 3.4
3.0–3.2 84.6 4.8 2.7
3.2–3.4 71.6 4.4 2.7
3.4–3.6 66.4 4.3 1.8
3.6–3.8 47.6 3.5 1.7
3.8–4.0 43.4 3.4 1.7
4.0–4.2 29.2 2.6 1.1
4.2–4.4 30.0 2.8 0.9
4.4–4.6 26.4 2.7 0.9
4.6–4.8 20.8 2.3 0.5
4.8–5.0 18.5 2.3 0.4
5.0–5.2 14.4 1.9 0.5
5.2–5.6 12.0 1.3 0.3
5.6–6.0 6.0 0.8 0.2
6.0–6.4 4.7 0.7 0.1
6.4–6.8 2.4 0.5 0.1
6.8–7.2 0.8 0.2 0.02
7.2–7.6 1.7 0.5 0.05
7.6–8.0 1.3 0.5 0.04
240–300 0.2–0.3 146.4 3.5 8.6
0.3–0.4 226.0 4.1 12.4
0.4–0.5 284.4 4.5 15.4
0.5–0.6 323.6 4.7 17.1
0.6–0.7 343.8 4.9 17.9
0.7–0.8 353.3 5.0 18.2
0.8–0.9 352.7 5.0 18.0
0.9–1.0 357.2 5.1 18.6
1.0–1.2 351.9 13.3 13.4
1.2–1.4 283.2 11.7 10.1
1.4–1.6 229.7 10.1 7.3
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Table 4 continued
θ p d
2σ
dpdθ (π
+) Δstat Δsyst
1.6–1.8 211.2 10.1 7.7
1.8–2.0 162.9 8.5 5.9
2.0–2.2 132.8 7.8 5.0
2.2–2.4 118.2 7.7 3.9
2.4–2.6 81.0 6.1 3.0
2.6–2.8 60.9 5.1 2.3
2.8–3.0 68.2 6.2 2.6
3.0–3.2 40.2 4.5 1.5
3.2–3.4 29.3 3.5 1.1
3.4–3.6 26.1 3.4 1.1
3.6–3.8 14.8 2.5 0.8
3.8–4.0 14.5 2.6 0.7
4.0–4.2 9.9 2.1 0.6
4.2–4.4 9.8 2.5 0.3
4.4–4.6 8.3 2.0 0.2
4.6–4.8 3.3 1.1 0.1
4.8–5.0 3.0 1.2 0.1
300–360 0.2–0.3 192.7 6.2 10.5
0.3–0.4 267.9 7.1 13.5
0.4–0.5 274.7 5.0 13.8
0.5–0.6 319.1 5.4 15.4
0.6–0.7 334.3 5.5 16.0
0.7–0.8 340.2 5.6 16.3
0.8–0.9 323.5 5.5 18.1
0.9–1.0 303.9 5.4 18.6
1.0–1.2 259.8 12.8 9.8
1.2–1.4 249.0 13.5 8.6
1.4–1.6 186.2 12.3 5.9
1.6–1.8 149.2 12.5 5.0
1.8–2.0 102.3 10.4 3.8
2.0–2.2 76.7 9.8 3.2
2.2–2.4 55.6 9.7 2.0
2.4–2.6 39.2 8.2 1.6
2.6–2.8 29.4 8.2 1.4
2.8–3.0 23.0 8.9 2.0
360–420 0.2–0.3 190.5 6.5 11.1
0.3–0.4 250.0 7.2 14.0
0.4–0.5 303.2 8.0 16.6
0.5–0.6 305.5 8.0 16.3
0.6–0.7 305.0 8.1 15.9
0.7–0.8 311.3 8.4 15.7
0.8–0.9 283.4 8.2 14.2
0.9–1.0 244.7 7.5 11.9
Table 5 The NA61/SHINE results on the π− double differential cross
section, d2σπ−/(dpdθ) (in [mb/rad/(GeV/c)]), in the laboratory sys-
tem for p + C interactions at 31 GeV/c. The results are presented as a
function of momentum, p (in [GeV/c]), in different angular intervals, θ
(in [mrad]). The statistical Δstat (in [mb/rad/(GeV/c)]) and systematic
Δsyst (in [mb/rad/(GeV/c)]) errors are quoted. The overall uncertainty
due to the normalization procedure is not included
θ p d
2σ
dpdθ (π
−) Δstat Δsyst
0–10 0.3–0.4 5.0 0.8 0.4
0.4–0.5 6.6 1.0 0.6
0.5–0.6 9.3 1.3 0.7
0.6–0.7 8.0 1.1 0.6
0.7–0.8 8.7 1.0 0.7
0.8–0.9 10.2 1.2 0.9
0.9–1.0 10.8 1.2 0.9
1.0–1.2 11.3 0.9 0.9
1.2–1.4 13.1 1.0 1.0
1.4–1.6 15.7 1.1 1.2
1.6–1.8 15.2 1.0 1.0
1.8–2.0 16.1 1.1 1.0
2.0–2.2 14.9 1.0 1.0
2.2–2.4 17.8 1.1 1.1
2.4–2.6 20.7 1.3 1.2
2.6–2.8 18.6 1.2 1.1
2.8–3.2 18.9 0.8 1.2
3.2–3.6 15.9 0.9 0.9
3.6–4.0 19.3 0.8 1.1
4.0–4.4 18.8 0.8 1.0
4.4–4.8 17.5 0.8 0.9
4.8–5.2 18.7 0.8 1.0
5.2–5.6 17.4 0.8 0.9
5.6–6.0 15.9 0.8 0.9
6.0–6.4 18.1 0.9 1.0
6.4–6.8 17.6 0.8 1.1
6.8–7.2 17.6 0.8 1.1
7.2–7.6 15.5 0.8 1.0
7.6–8.0 13.2 0.7 0.8
8.0–8.4 13.2 0.8 0.8
8.4–8.8 13.0 0.8 0.8
8.8–9.2 12.8 0.8 0.8
9.2–9.6 11.0 0.8 0.7
9.6–10.0 10.9 0.9 0.7
10.0–10.8 11.4 0.6 0.7
10.8–11.6 9.3 0.6 0.5
11.6–12.4 9.7 0.7 0.6
12.4–13.2 7.7 0.6 0.4
13.2–14.0 6.0 0.6 0.4
14.0–14.8 5.7 0.7 0.4
14.8–15.6 4.4 0.6 0.3
15.6–16.4 4.6 0.8 0.3
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Table 5 continued
θ p d
2σ
dpdθ (π
−) Δstat Δsyst
10–20 0.2–0.3 9.1 1.2 0.7
0.3–0.4 17.0 2.2 1.2
0.4–0.5 17.2 1.7 1.2
0.5–0.6 21.4 1.7 1.4
0.6–0.7 25.0 1.9 2.0
0.7–0.8 26.5 1.9 2.1
0.8–0.9 31.4 2.1 2.5
0.9–1.0 33.7 2.1 2.5
1.0–1.2 34.1 1.5 2.5
1.2–1.4 37.5 1.6 2.6
1.4–1.6 41.8 1.6 2.8
1.6–1.8 46.7 1.8 2.9
1.8–2.0 47.3 1.8 2.9
2.0–2.2 46.5 2.0 2.5
2.2–2.4 45.5 2.1 2.5
2.4–2.6 54.0 1.9 2.8
2.6–2.8 57.4 2.0 3.0
2.8–3.2 49.4 1.5 2.5
3.2–3.6 48.9 1.5 2.4
3.6–4.0 49.9 1.6 2.3
4.0–4.4 52.8 1.7 2.3
4.4–4.8 49.5 1.8 2.2
4.8–5.2 50.2 1.9 2.2
5.2–5.6 44.5 1.7 1.8
5.6–6.0 45.1 1.8 1.8
6.0–6.4 40.4 1.6 1.6
6.4–6.8 40.6 1.7 1.6
6.8–7.2 41.6 1.8 1.6
7.2–7.6 36.7 1.6 1.4
7.6–8.0 33.9 1.6 1.3
8.0–8.4 36.2 1.6 1.4
8.4–8.8 33.1 1.6 1.2
8.8–9.2 30.1 1.5 1.1
9.2–9.6 26.0 1.4 1.0
9.6–10.0 25.4 1.4 1.0
10.0–10.8 24.2 1.0 0.9
10.8–11.6 19.7 0.8 0.8
11.6–12.4 18.1 0.8 0.7
12.4–13.2 14.3 0.8 0.5
13.2–14.0 13.3 0.8 0.5
14.0–14.8 10.4 0.7 0.4
14.8–15.6 8.8 0.7 0.3
15.6–16.4 8.6 0.7 0.3
16.4–17.2 7.4 0.6 0.3
17.2–18.0 5.5 0.6 0.2
18.0–18.8 3.7 0.5 0.1
18.8–19.6 3.7 0.5 0.2
Table 5 continued
θ p d
2σ
dpdθ (π
−) Δstat Δsyst
19.6–20.4 1.9 0.3 0.1
20.4–21.2 1.7 0.3 0.1
20–40 0.2–0.3 15.9 1.1 1.2
0.3–0.4 23.2 1.7 1.6
0.4–0.5 34.8 1.8 2.5
0.5–0.6 43.8 1.8 3.3
0.6–0.7 54.3 2.0 4.0
0.7–0.8 54.2 1.9 4.0
0.8–0.9 59.7 2.0 4.6
0.9–1.0 59.4 2.0 4.6
1.0–1.2 64.9 1.6 4.8
1.2–1.4 72.4 1.7 5.0
1.4–1.6 77.1 1.8 5.3
1.6–1.8 83.5 1.8 5.5
1.8–2.0 88.3 1.8 5.4
2.0–2.2 88.6 1.9 5.3
2.2–2.4 91.4 1.9 5.3
2.4–2.6 94.5 2.0 5.2
2.6–2.8 98.7 2.2 5.3
2.8–3.2 97.9 1.7 5.1
3.2–3.6 95.1 1.9 4.8
3.6–4.0 92.4 1.9 4.3
4.0–4.4 91.6 1.9 4.0
4.4–4.8 89.3 1.9 4.0
4.8–5.2 85.4 1.9 3.6
5.2–5.6 76.4 1.8 3.2
5.6–6.0 74.3 1.7 3.0
6.0–6.4 74.1 1.7 3.0
6.4–6.8 66.8 1.6 2.7
6.8–7.2 64.3 1.5 2.5
7.2–7.6 58.5 1.5 2.3
7.6–8.0 53.0 1.4 2.0
8.0–8.4 48.4 1.3 1.8
8.4–8.8 45.4 1.3 1.7
8.8–9.2 42.9 1.3 1.6
9.2–9.6 36.1 1.2 1.3
9.6–10.0 37.1 1.2 1.4
10.0–10.8 30.0 0.7 1.1
10.8–11.6 22.6 0.6 0.8
11.6–12.4 19.5 0.6 0.7
12.4–13.2 15.6 0.6 0.5
13.2–14.0 12.5 0.5 0.4
14.0–14.8 9.6 0.4 0.3
14.8–15.6 8.1 0.4 0.3
15.6–16.4 6.4 0.4 0.2
16.4–17.2 4.5 0.3 0.2
17.2–18.0 3.2 0.3 0.1
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Table 5 continued
θ p d
2σ
dpdθ (π
−) Δstat Δsyst
18.0–18.8 3.0 0.3 0.1
18.8–19.6 2.4 0.2 0.1
19.6–20.4 1.0 0.1 0.03
20.4–21.2 0.9 0.1 0.04
40–60 0.2–0.3 29.0 2.3 2.4
0.3–0.4 43.9 2.8 3.0
0.4–0.5 61.9 2.8 4.1
0.5–0.6 74.3 2.8 5.3
0.6–0.7 92.1 3.0 6.6
0.7–0.8 96.8 3.0 6.9
0.8–0.9 92.7 2.9 6.4
0.9–1.0 106.2 3.0 7.7
1.0–1.2 114.1 2.4 7.8
1.2–1.4 118.2 2.4 7.8
1.4–1.6 134.0 2.5 8.9
1.6–1.8 135.2 2.5 9.5
1.8–2.0 142.6 2.6 9.9
2.0–2.2 151.0 2.8 10.3
2.2–2.4 148.3 2.7 9.6
2.4–2.6 150.8 2.8 7.6
2.6–2.8 146.0 2.8 7.4
2.8–3.0 152.4 3.8 7.4
3.0–3.2 145.2 2.9 6.9
3.2–3.4 149.2 2.9 6.8
3.4–3.6 144.4 3.1 6.3
3.6–3.8 140.4 3.0 6.1
3.8–4.0 138.4 3.0 5.8
4.0–4.2 136.6 3.2 5.6
4.2–4.4 138.6 3.1 5.5
4.4–4.6 126.1 2.9 4.9
4.6–4.8 118.5 2.8 4.6
4.8–5.0 118.2 2.8 4.4
5.0–5.2 109.0 2.7 4.1
5.2–5.6 100.7 1.9 3.7
5.6–6.0 90.7 1.8 3.2
6.0–6.4 86.1 1.7 3.0
6.4–6.8 75.7 1.5 2.6
6.8–7.2 68.1 1.5 2.2
7.2–7.6 62.7 1.4 2.1
7.6–8.0 55.2 1.3 1.9
8.0–8.4 49.5 1.2 1.6
8.4–8.8 42.4 1.1 1.4
8.8–9.2 40.0 1.1 1.3
9.2–9.6 33.2 1.0 1.1
9.6–10.0 31.1 1.0 1.0
10.0–10.8 25.4 0.6 0.8
10.8–11.6 19.9 0.5 0.6
Table 5 continued
θ p d
2σ
dpdθ (π
−) Δstat Δsyst
11.6–12.4 14.6 0.5 0.4
12.4–13.2 11.4 0.4 0.3
13.2–14.0 8.6 0.3 0.3
14.0–14.8 6.3 0.3 0.2
14.8–15.6 4.0 0.2 0.1
15.6–16.4 3.2 0.2 0.1
16.4–17.2 2.2 0.2 0.1
17.2–18.0 1.5 0.1 0.04
18.0–18.8 1.0 0.1 0.04
18.8–19.6 0.8 0.1 0.03
19.6–20.4 0.4 0.1 0.01
60–100 0.2–0.3 47.2 2.4 3.4
0.3–0.4 74.2 2.8 5.1
0.4–0.5 89.8 2.8 6.1
0.5–0.6 109.5 2.8 7.1
0.6–0.7 135.9 3.1 9.2
0.7–0.8 155.5 3.6 10.2
0.8–0.9 166.6 3.4 10.9
0.9–1.0 181.6 3.6 11.7
1.0–1.2 174.9 2.5 11.0
1.2–1.4 188.8 2.6 11.6
1.4–1.6 200.8 3.0 11.7
1.6–1.8 209.9 3.6 11.5
1.8–2.0 225.4 3.7 11.8
2.0–2.2 225.1 3.8 11.2
2.2–2.4 220.6 3.7 10.8
2.4–2.6 215.4 3.7 10.2
2.6–2.8 214.6 3.7 9.5
2.8–3.0 195.4 2.8 8.3
3.0–3.2 190.9 2.8 8.1
3.2–3.4 183.7 2.6 7.5
3.4–3.6 174.0 2.6 6.9
3.6–3.8 167.8 2.5 6.7
3.8–4.0 155.9 2.4 6.2
4.0–4.2 146.3 2.3 5.8
4.2–4.4 138.6 2.2 5.4
4.4–4.6 131.5 2.2 4.9
4.6–4.8 118.0 2.0 4.4
4.8–5.0 113.9 2.0 4.1
5.0–5.2 105.6 1.9 3.9
5.2–5.6 94.8 1.3 3.5
5.6–6.0 78.8 1.2 2.8
6.0–6.4 67.4 1.1 2.4
6.4–6.8 59.2 1.0 2.1
6.8–7.2 51.1 0.9 1.8
7.2–7.6 42.3 0.9 1.5
7.6–8.0 37.1 0.8 1.3
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Table 5 continued
θ p d
2σ
dpdθ (π
−) Δstat Δsyst
8.0–8.4 29.8 0.7 1.0
8.4–8.8 26.1 0.7 0.9
8.8–9.2 22.4 0.6 0.7
9.2–9.6 18.4 0.6 0.6
9.6–10.0 15.3 0.5 0.5
10.0–10.8 11.8 0.3 0.4
10.8–11.6 7.8 0.3 0.3
11.6–12.4 5.4 0.2 0.2
12.4–13.2 3.7 0.2 0.1
13.2–14.0 2.6 0.1 0.1
14.0–14.8 1.5 0.1 0.05
14.8–15.6 1.1 0.1 0.03
15.6–16.4 0.6 0.1 0.02
16.4–17.2 0.4 0.05 0.01
17.2–18.0 0.3 0.05 0.01
100–140 0.2–0.3 61.3 3.0 4.2
0.3–0.4 96.9 3.5 6.5
0.4–0.5 131.4 3.4 9.0
0.5–0.6 158.2 3.5 10.6
0.6–0.7 180.5 3.6 11.1
0.7–0.8 204.1 3.9 12.8
0.8–0.9 221.6 4.0 14.3
0.9–1.0 229.3 4.0 14.3
1.0–1.2 262.8 3.2 15.2
1.2–1.4 279.8 3.2 15.0
1.4–1.6 284.3 3.2 14.6
1.6–1.8 283.5 3.2 13.4
1.8–2.0 263.8 3.0 12.5
2.0–2.2 259.0 3.0 11.8
2.2–2.4 242.3 2.9 10.5
2.4–2.6 228.7 2.8 9.6
2.6–2.8 213.5 2.7 9.0
2.8–3.0 194.3 2.5 8.0
3.0–3.2 186.2 2.5 7.3
3.2–3.4 169.0 2.4 6.5
3.4–3.6 146.5 2.2 5.7
3.6–3.8 137.3 2.1 5.3
3.8–4.0 123.2 2.0 4.6
4.0–4.2 107.6 1.9 4.1
4.2–4.4 103.0 1.9 3.9
4.4–4.6 86.5 1.7 3.3
4.6–4.8 82.7 1.7 3.2
4.8–5.0 73.0 1.6 2.7
5.0–5.2 66.2 1.5 2.4
5.2–5.6 54.9 1.0 2.1
5.6–6.0 44.5 0.9 1.7
6.0–6.4 32.7 0.7 1.2
Table 5 continued
θ p d
2σ
dpdθ (π
−) Δstat Δsyst
6.4–6.8 26.2 0.7 1.0
6.8–7.2 22.0 0.6 0.8
7.2–7.6 16.6 0.5 0.6
7.6–8.0 13.6 0.5 0.5
8.0–8.4 10.1 0.4 0.4
8.4–8.8 8.3 0.4 0.3
8.8–9.2 6.8 0.3 0.3
9.2–9.6 4.8 0.3 0.2
9.6–10.0 3.4 0.2 0.1
10.0–10.8 2.6 0.1 0.1
10.8–11.6 1.4 0.1 0.1
11.6–12.4 0.9 0.1 0.03
12.4–13.2 0.5 0.06 0.02
13.2–14.0 0.3 0.05 0.01
140–180 0.2–0.3 80.6 3.4 5.7
0.3–0.4 134.3 3.6 9.4
0.4–0.5 166.3 3.6 11.1
0.5–0.6 199.9 3.8 12.9
0.6–0.7 225.5 3.9 13.4
0.7–0.8 252.6 4.2 14.5
0.8–0.9 281.1 4.4 16.1
0.9–1.0 288.9 4.4 16.1
1.0–1.2 302.7 3.2 15.7
1.2–1.4 301.0 3.2 14.4
1.4–1.6 289.8 3.2 13.9
1.6–1.8 276.2 3.1 12.4
1.8–2.0 259.9 3.0 11.2
2.0–2.2 236.4 2.9 10.0
2.2–2.4 218.2 2.8 8.8
2.4–2.6 188.7 2.6 7.7
2.6–2.8 169.1 2.5 6.8
2.8–3.0 144.3 2.3 5.8
3.0–3.2 130.2 2.2 5.2
3.2–3.4 114.0 2.0 4.5
3.4–3.6 95.2 1.8 3.7
3.6–3.8 85.4 1.7 3.3
3.8–4.0 73.1 1.6 2.9
4.0–4.2 61.6 1.5 2.5
4.2–4.4 53.8 1.4 2.1
4.4–4.6 49.0 1.3 2.0
4.6–4.8 42.1 1.2 1.6
4.8–5.0 37.0 1.1 1.5
5.0–5.2 30.2 1.0 1.3
5.2–5.6 24.6 0.7 1.1
5.6–6.0 17.8 0.6 0.7
6.0–6.4 12.7 0.5 0.5
6.4–6.8 10.1 0.4 0.4
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Table 5 continued
θ p d
2σ
dpdθ (π
−) Δstat Δsyst
6.8–7.2 6.7 0.3 0.3
7.2–7.6 4.8 0.3 0.2
7.6–8.0 4.0 0.3 0.2
8.0–8.4 2.5 0.2 0.1
8.4–8.8 1.7 0.2 0.1
8.8–9.2 1.5 0.2 0.1
9.2–9.6 1.0 0.1 0.1
9.6–10.0 0.6 0.1 0.03
10.0–10.8 0.4 0.06 0.02
10.8–11.6 0.3 0.05 0.01
180–240 0.2–0.3 111.8 2.6 7.8
0.3–0.4 176.8 3.0 11.5
0.4–0.5 223.2 3.3 14.3
0.5–0.6 261.7 3.5 15.9
0.6–0.7 287.1 3.7 16.9
0.7–0.8 308.5 3.9 17.0
0.8–0.9 321.0 4.0 16.8
0.9–1.0 323.5 4.1 16.1
1.0–1.2 317.4 2.9 15.0
1.2–1.4 290.2 2.7 13.2
1.4–1.6 264.2 2.6 11.2
1.6–1.8 242.1 2.5 10.3
1.8–2.0 206.8 2.3 8.7
2.0–2.2 178.8 2.2 7.7
2.2–2.4 147.8 2.0 6.1
2.4–2.6 125.2 1.8 5.2
2.6–2.8 103.1 1.6 4.4
2.8–3.0 88.8 1.5 3.8
3.0–3.2 74.2 1.4 3.2
3.2–3.4 62.3 1.3 2.6
3.4–3.6 50.0 1.1 2.2
3.6–3.8 39.0 1.0 1.7
3.8–4.0 35.1 1.0 1.5
4.0–4.2 28.4 0.9 1.2
4.2–4.4 24.7 0.8 1.2
4.4–4.6 19.0 0.7 0.9
4.6–4.8 16.3 0.6 0.8
4.8–5.0 14.0 0.6 0.7
5.0–5.2 10.4 0.5 0.5
5.2–5.6 8.7 0.3 0.4
5.6–6.0 5.0 0.2 0.2
6.0–6.4 3.4 0.2 0.2
6.4–6.8 2.5 0.2 0.1
6.8–7.2 1.7 0.1 0.1
7.2–7.6 0.9 0.1 0.1
7.6–8.0 0.6 0.1 0.03
8.0–8.4 0.5 0.1 0.02
Table 5 continued
θ p d
2σ
dpdθ (π
−) Δstat Δsyst
8.4–8.8 0.3 0.1 0.02
240–300 0.2–0.3 166.6 4.9 12.0
0.3–0.4 219.6 5.1 15.1
0.4–0.5 285.3 5.8 20.0
0.5–0.6 313.2 6.0 21.1
0.6–0.7 329.9 6.2 21.6
0.7–0.8 310.9 5.9 18.4
0.8–0.9 331.6 4.7 17.6
0.9–1.0 303.4 4.4 15.9
1.0–1.2 292.4 3.1 14.3
1.2–1.4 253.2 2.9 11.7
1.4–1.6 206.1 2.6 9.3
1.6–1.8 168.4 2.4 7.6
1.8–2.0 139.0 2.1 6.1
2.0–2.2 110.4 1.9 5.0
2.2–2.4 86.1 1.7 4.0
2.4–2.6 65.8 1.5 3.0
2.6–2.8 55.0 1.4 2.7
2.8–3.0 40.2 1.1 1.8
3.0–3.2 37.1 1.6 1.7
3.2–3.4 28.6 1.5 1.4
3.4–3.6 23.2 1.3 1.1
3.6–3.8 19.7 1.3 0.9
3.8–4.0 14.1 1.0 0.6
4.0–4.2 9.6 0.8 0.4
4.2–4.4 9.1 0.8 0.4
4.4–4.6 6.2 0.6 0.4
4.6–4.8 6.3 0.7 0.4
4.8–5.0 4.8 0.6 0.2
5.0–5.2 2.9 0.4 0.1
5.2–5.6 2.9 0.3 0.1
5.6–6.0 1.5 0.2 0.1
6.0–6.4 1.0 0.2 0.1
6.4–6.8 1.7 0.3 0.1
300–360 0.2–0.3 178.6 5.5 12.2
0.3–0.4 240.9 6.1 16.8
0.4–0.5 290.1 6.7 22.8
0.5–0.6 342.3 7.7 24.3
0.6–0.7 339.2 7.4 22.0
0.7–0.8 318.9 7.2 19.7
0.8–0.9 302.4 7.0 17.5
0.9–1.0 276.6 6.7 15.4
1.0–1.2 238.8 4.4 12.8
1.2–1.4 194.4 4.0 9.1
1.4–1.6 153.0 3.6 6.8
1.6–1.8 112.1 3.0 5.2
1.8–2.0 80.4 2.5 3.7
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Table 5 continued
θ p d
2σ
dpdθ (π
−) Δstat Δsyst
2.0–2.2 55.7 2.1 2.9
2.2–2.4 42.4 1.8 2.2
2.4–2.6 29.1 1.5 1.4
2.6–2.8 19.6 1.2 1.0
2.8–3.0 14.3 1.0 0.7
3.0–3.2 9.9 0.9 0.5
3.2–3.4 7.3 0.7 0.4
3.4–3.6 3.9 0.5 0.2
3.6–3.8 2.6 0.4 0.1
3.8–4.0 2.8 0.4 0.2
360–420 0.2–0.3 183.2 5.4 13.7
0.3–0.4 257.7 6.4 19.4
0.4–0.5 326.1 7.6 21.6
0.5–0.6 295.2 6.9 19.2
0.6–0.7 302.2 7.1 18.7
0.7–0.8 275.9 6.7 16.3
0.8–0.9 255.6 6.5 18.0
0.9–1.0 232.8 6.3 16.3
1.0–1.2 187.8 4.0 14.9
1.2–1.4 129.2 3.3 10.1
1.4–1.6 87.8 2.7 7.0
1.6–1.8 59.2 2.2 4.9
1.8–2.0 36.3 1.7 2.9
2.0–2.2 23.8 1.3 2.1
2.2–2.4 15.3 1.1 1.4
2.4–2.6 9.9 0.9 0.9
2.6–2.8 6.3 0.7 0.6
2.8–3.0 4.1 0.5 0.4
3.0–3.2 3.1 0.5 0.3
Table 6 The NA61/SHINE results on the K+ double differential cross
section, d2σK+/(dpdθ) (in [mb/rad/(GeV/c)]), in the laboratory sys-
tem for p + C interactions at 31 GeV/c. The results are presented as a
function of momentum, p (in [GeV/c]), in different angular intervals, θ
(in [mrad]). The statistical Δstat (in [mb/rad/(GeV/c)]) and systematic
Δsyst (in [mb/rad/(GeV/c)]) errors are quoted.The overall uncertainty
due to the normalization procedure is not included
θ p d
2σ
dpdθ (K
+) Δstat Δsyst
0–20 0.8–1.6 2.1 0.5 0.1
1.6–2.4 2.8 0.4 0.2
2.4–3.2 4.6 0.6 0.2
3.2–4.0 3.7 0.7 0.2
4.0–4.8 3.5 0.6 0.2
4.8–5.6 3.8 0.7 0.2
5.6–6.4 4.3 0.7 0.3
Table 6 continued
θ p d
2σ
dpdθ (K
+) Δstat Δsyst
6.4–7.6 3.5 0.6 0.3
7.6–8.8 3.1 0.7 0.3
8.8–10.0 3.0 0.7 0.3
10.0–11.6 3.2 0.6 0.4
11.6–13.2 2.3 1.0 0.4
13.2–14.8 1.4 1.3 0.3
14.8–16.4 1.6 1.6 0.4
20–40 0.8–1.6 4.3 0.6 0.2
1.6–2.4 7.6 0.6 0.3
2.4–3.2 10.6 0.8 0.4
3.2–4.0 11.9 0.9 0.5
4.0–4.8 12.2 1.0 0.5
4.8–5.6 12.9 1.1 0.6
5.6–6.4 10.3 1.1 0.5
6.4–7.6 9.7 0.9 0.5
7.6–8.8 8.6 0.9 0.6
8.8–10.0 8.5 0.8 0.8
10.0–11.6 5.8 0.7 0.8
11.6–13.2 4.1 0.7 0.7
13.2–14.8 3.7 0.7 0.8
14.8–16.4 2.4 0.6 0.5
40–60 0.8–1.6 10.4 1.3 0.4
1.6–2.4 10.9 1.1 0.3
2.4–3.2 15.7 1.4 0.4
3.2–4.0 19.9 1.6 0.5
4.0–4.8 19.5 1.6 0.5
4.8–5.6 17.0 1.6 0.5
5.6–6.4 17.4 1.6 0.6
6.4–7.6 13.8 1.2 0.6
7.6–8.8 10.7 1.0 0.6
8.8–10.0 9.2 0.9 0.7
10.0–11.6 6.5 0.7 0.6
11.6–13.2 3.7 0.6 0.5
13.2–14.8 2.5 0.5 0.4
14.8–16.4 1.7 0.4 0.3
16.4–18.0 0.4 0.2 0.1
18.0–19.6 0.4 0.2 0.1
60–100 0.8–1.6 9.7 1.1 0.3
1.6–2.4 20.5 1.4 0.6
2.4–3.2 20.0 1.3 0.5
3.2–4.0 23.3 1.4 0.6
4.0–4.8 19.8 1.0 0.6
4.8–5.6 16.5 0.9 0.5
5.6–6.4 16.1 0.9 0.5
6.4–7.6 11.6 0.7 0.5
7.6–8.8 7.8 0.6 0.4
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Table 6 continued
θ p d
2σ
dpdθ (K
+) Δstat Δsyst
8.8–10.0 5.2 0.5 0.3
10.0–11.6 3.2 0.4 0.2
11.6–13.2 1.2 0.2 0.1
13.2–14.8 0.9 0.2 0.1
14.8–16.4 0.3 0.1 0.04
100–140 0.8–1.6 16.9 2.2 0.6
1.6–2.4 27.7 2.0 0.8
2.4–3.2 26.3 1.4 0.7
3.2–4.0 20.7 1.2 0.6
4.0–4.8 18.0 1.1 0.5
4.8–5.6 11.8 0.9 0.4
5.6–6.4 8.6 0.8 0.3
6.4–7.6 5.2 0.5 0.2
7.6–8.8 3.1 0.5 0.2
8.8–10.0 1.5 0.4 0.1
10.0–11.6 0.6 0.2 0.05
11.6–13.2 0.3 0.1 0.03
140–180 0.8–1.6 18.1 4.1 0.6
1.6–2.4 24.2 1.9 0.7
2.4–3.2 23.7 1.7 0.6
3.2–4.0 18.2 1.4 0.5
4.0–4.8 8.8 1.0 0.2
4.8–5.6 5.6 0.8 0.2
5.6–6.4 4.0 0.7 0.1
6.4–7.6 1.6 0.4 0.1
7.6–8.8 0.6 0.3 0.03
8.8–10.0 0.2 0.1 0.01
180–240 0.8–1.6 22.9 3.3 0.8
1.6–2.4 24.9 2.4 0.8
2.4–3.2 14.0 1.6 0.4
3.2–4.0 11.5 1.4 0.3
4.0–4.8 5.4 1.0 0.1
4.8–5.6 2.0 0.6 0.1
5.6–6.4 2.4 0.8 0.1
6.4–7.6 0.4 0.2 0.02
240–300 0.8–1.6 24.0 3.2 0.7
1.6–2.4 17.4 2.0 0.5
2.4–3.2 10.2 1.4 0.3
3.2–4.0 5.5 1.2 0.1
4.0–4.8 2.2 0.8 0.1
4.8–5.6 0.5 0.3 0.01
Table 7 The NA61/SHINE results on the K− double differential cross
section, d2σK−/(dpdθ) (in [mb/rad/(GeV/c)]), in the laboratory sys-
tem for p + C interactions at 31 GeV/c. The results are presented as a
function of momentum, p (in [GeV/c]), in different angular intervals, θ
(in [mrad]). The statistical Δstat (in [mb/rad/(GeV/c)]) and systematic
Δsyst (in [mb/rad/(GeV/c)]) errors are quoted. The overall uncertainty
due to the normalization procedure is not included
θ p d
2σ
dpdθ (K
−) Δstat Δsyst
0–20 0.8–1.6 0.5 0.2 0.03
1.6–2.4 1.5 0.3 0.1
2.4–3.2 0.9 0.3 0.1
3.2–4.0 1.7 0.4 0.2
4.0–4.8 1.7 0.3 0.2
4.8–5.6 1.7 0.3 0.2
5.6–6.4 1.2 0.3 0.1
6.4–7.6 1.2 0.3 0.1
7.6–8.8 1.2 0.2 0.1
8.8–10.0 0.5 0.2 0.04
10.0–11.6 0.7 0.2 0.1
11.6–13.2 0.2 0.1 0.02
13.2–14.8 0.4 0.1 0.1
14.8–16.4 0.1 0.2 0.02
20–40 0.8–1.6 1.9 0.4 0.1
1.6–2.4 3.9 0.5 0.2
2.4–3.2 5.5 0.6 0.2
3.2–4.0 4.9 0.6 0.2
4.0–4.8 5.0 0.6 0.2
4.8–5.6 5.4 0.6 0.2
5.6–6.4 4.1 0.6 0.2
6.4–7.6 3.0 0.4 0.1
7.6–8.8 3.2 0.4 0.2
8.8–10.0 2.2 0.3 0.1
10.0–11.6 1.7 0.2 0.1
11.6–13.2 0.7 0.2 0.1
13.2–14.8 0.2 0.1 0.02
14.8–16.4 0.1 0.06 0.01
16.4–18.0 0.1 0.06 0.02
18.0–19.6 0.1 0.06 0.02
40–60 0.8–1.6 4.1 0.9 0.1
1.6–2.4 6.5 0.9 0.2
2.4–3.2 8.2 1.1 0.2
3.2–4.0 8.0 1.0 0.2
4.0–4.8 7.5 1.0 0.2
4.8–5.6 5.6 0.7 0.2
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Table 7 continued
θ p d
2σ
dpdθ (K
−) Δstat Δsyst
5.6–6.4 6.6 0.9 0.2
6.4–7.6 4.4 0.6 0.2
7.6–8.8 3.0 0.4 0.1
8.8–10.0 1.2 0.2 0.1
10.0–11.6 1.5 0.2 0.1
11.6–13.2 0.8 0.1 0.04
13.2–14.8 0.1 0.1 0.01
14.8–16.4 0.1 0.04 0.00
16.4–18.0 0.1 0.04 0.00
60–100 0.8–1.6 5.5 0.9 0.2
1.6–2.4 9.6 1.0 0.3
2.4–3.2 9.1 0.9 0.3
3.2–4.0 9.7 0.9 0.3
4.0–4.8 8.0 0.6 0.2
4.8–5.6 6.6 0.5 0.2
5.6–6.4 4.7 0.4 0.1
6.4–7.6 2.5 0.2 0.1
7.6–8.8 1.7 0.2 0.1
8.8–10.0 1.1 0.2 0.05
10.0–11.6 0.5 0.1 0.03
11.6–13.2 0.1 0.03 0.00
13.2–14.8 0.1 0.1 0.01
14.8–16.4 0.01 0.01 0.00
16.4–18.0 0.01 0.01 0.00
100–140 0.8–1.6 7.3 1.5 0.2
1.6–2.4 11.4 1.2 0.4
2.4–3.2 10.0 0.9 0.3
3.2–4.0 8.5 0.7 0.2
4.0–4.8 5.4 0.6 0.1
4.8–5.6 3.9 0.5 0.1
5.6–6.4 1.5 0.3 0.05
6.4–7.6 1.4 0.2 0.05
7.6–8.8 0.6 0.1 0.02
8.8–10.0 0.2 0.1 0.01
10.0–11.6 0.02 0.02 0.00
11.6–13.2 0.3 0.3 0.01
140–180 0.8–1.6 12.7 4.1 0.4
1.6–2.4 15.9 1.7 0.5
2.4–3.2 8.9 1.0 0.2
3.2–4.0 6.4 0.8 0.2
4.0–4.8 2.7 0.5 0.1
4.8–5.6 2.0 0.5 0.1
Table 7 continued
θ p d
2σ
dpdθ (K
−) Δstat Δsyst
5.6–6.4 1.6 0.4 0.05
6.4–7.6 0.4 0.2 0.02
7.6–8.8 0.5 0.5 0.02
180–240 0.8–1.6 11.3 2.5 0.4
1.6–2.4 11.3 1.7 0.4
2.4–3.2 5.0 0.9 0.1
3.2–4.0 3.6 0.9 0.1
4.0–4.8 1.5 0.6 0.04
4.8–5.6 1.4 0.5 0.04
5.6–6.4 0.1 0.1 0.01
Table 8 The NA61/SHINE results on the proton double differential
cross section, d2σp/(dpdθ) (in [mb/rad/(GeV/c)]), in the laboratory
system for p + C interactions at 31 GeV/c. The results are presented as
a function of momentum, p (in [GeV/c]), in different angular intervals,
θ (in [mrad]). The statistical Δstat (in [mb/rad/(GeV/c)]) and systematic
Δsyst (in [mb/rad/(GeV/c)]) errors are quoted. The overall uncertainty
due to the normalization procedure is not included
θ p d
2σ
dpdθ (p) Δstat Δsyst
0–10 1.2–1.6 2.4 0.5 0.2
1.6–2.0 3.1 0.5 0.3
2.0–2.4 2.2 0.4 0.2
2.4–2.8 2.3 0.4 0.3
2.8–3.2 3.6 0.5 0.5
3.2–3.6 2.7 0.6 0.3
3.6–4.0 2.3 0.5 0.2
4.0–4.4 4.1 0.7 0.5
4.4–4.8 4.8 0.8 0.5
4.8–5.2 4.5 1.2 0.4
5.2–5.6 6.0 1.7 0.4
5.6–6.0 10.3 2.2 0.9
6.0–6.4 9.3 1.9 0.8
6.4–6.8 6.8 1.5 0.6
6.8–7.2 8.1 1.7 0.6
7.2–7.6 6.4 1.5 0.5
7.6–8.0 11.1 2.0 0.7
8.0–8.4 11.4 2.6 1.3
8.4–8.8 19.0 3.0 2.3
8.8–9.2 11.5 2.8 1.4
9.2–9.6 20.2 3.0 2.4
9.6–10.0 19.5 2.9 2.3
10.0–10.8 22.9 2.4 2.7
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Table 8 continued
θ p d
2σ
dpdθ (p) Δstat Δsyst
10.8–11.6 22.2 2.3 1.4
11.6–12.4 23.1 2.7 1.5
12.4–13.2 21.0 3.1 1.4
13.2–14.0 28.4 3.4 1.9
14.0–14.8 30.8 3.7 2.1
14.8–15.6 32.4 4.0 2.3
15.6–16.4 42.6 5.3 3.0
1.2–1.6 9.6 0.9 0.8
1.6–2.0 8.6 0.8 0.8
2.0–2.4 8.8 0.8 1.0
2.4–2.8 7.6 0.8 0.8
2.8–3.2 9.8 1.4 1.0
3.2–3.6 11.4 1.3 1.3
3.6–4.0 12.6 1.6 1.5
4.0–4.4 12.6 1.4 1.3
4.4–4.8 15.0 1.5 1.4
4.8–5.2 14.9 1.6 1.5
5.2–5.6 21.6 2.2 1.8
5.6–6.0 21.6 2.4 1.8
6.0–6.4 24.8 2.7 1.9
6.4–6.8 24.8 2.6 1.8
6.8–7.2 28.5 3.0 2.2
7.2–7.6 26.7 3.3 1.7
7.6–8.0 33.4 3.5 2.1
8.0–8.4 32.6 3.5 3.2
8.4–8.8 42.0 4.3 4.1
8.8–9.2 42.3 3.9 4.2
9.2–9.6 46.2 4.6 4.5
9.6–10.0 60.5 4.7 5.8
10.0–10.8 55.1 3.5 5.3
10.8–11.6 68.3 4.3 3.9
11.6–12.4 71.2 3.9 3.9
12.4–13.2 80.8 4.4 4.4
13.2–14.0 82.7 4.3 4.5
14.0–14.8 95.1 4.3 5.0
14.8–15.6 103.8 4.4 5.5
15.6–16.4 101.0 4.5 5.3
16.4–17.2 110.3 4.8 5.8
17.2–18.0 108.5 4.6 5.7
18.0–18.8 117.6 5.2 6.2
18.8–19.6 117.2 5.0 6.2
19.6–20.4 125.6 5.1 6.7
20.4–21.2 123.4 5.4 6.6
21.2–22.0 110.2 5.3 6.0
20–40 1.2–1.6 14.8 0.7 1.3
1.6–2.0 15.4 0.7 1.6
Table 8 continued
θ p d
2σ
dpdθ (p) Δstat Δsyst
2.0–2.4 17.5 0.8 2.0
2.4–2.8 17.7 1.0 2.0
2.8–3.2 18.9 1.1 2.1
3.2–3.6 20.1 1.1 2.0
3.6–4.0 20.3 1.2 1.9
4.0–4.4 23.9 1.2 1.9
4.4–4.8 25.0 1.3 2.4
4.8–5.2 31.0 1.6 2.4
5.2–5.6 37.3 1.8 3.1
5.6–6.0 40.0 1.9 3.0
6.0–6.4 48.4 1.9 3.5
6.4–6.8 46.8 2.0 3.1
6.8–7.2 51.8 2.3 3.3
7.2–7.6 56.3 2.2 3.3
7.6–8.0 60.3 2.4 3.6
8.0–8.4 66.3 2.4 3.8
8.4–8.8 73.0 2.7 3.8
8.8–9.2 75.8 2.8 4.0
9.2–9.6 80.4 2.8 4.1
9.6–10.0 76.9 2.9 3.8
10.0–10.8 88.0 2.2 4.2
10.8–11.6 89.0 2.2 4.2
11.6–12.4 96.1 2.3 3.8
12.4–13.2 100.7 2.5 3.9
13.2–14.0 98.4 2.5 3.7
14.0–14.8 101.5 2.5 3.8
14.8–15.6 95.0 2.5 3.5
15.6–16.4 97.9 2.5 3.5
16.4–17.2 93.5 2.4 3.3
17.2–18.0 88.2 2.4 3.1
18.0–18.8 82.8 2.3 2.9
18.8–19.6 77.7 2.3 2.7
19.6–20.4 71.9 2.3 2.5
20.4–21.2 66.5 2.1 2.3
21.2–22.0 63.8 2.2 2.2
40–60 1.2–1.6 26.6 1.3 1.9
1.6–2.0 25.3 1.3 2.3
2.0–2.4 26.5 1.4 2.5
2.4–2.8 27.0 1.6 2.5
2.8–3.2 26.2 1.6 2.5
3.2–3.6 32.7 2.0 2.8
3.6–4.0 34.5 2.1 3.2
4.0–4.4 38.4 2.2 2.8
4.4–4.8 42.5 2.4 3.5
4.8–5.2 40.9 2.2 2.8
5.2–5.6 45.0 2.5 3.3
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Table 8 continued
θ p d
2σ
dpdθ (p) Δstat Δsyst
5.6–6.0 54.0 2.8 3.8
6.0–6.4 55.6 2.8 3.5
6.4–6.8 64.0 3.1 3.6
6.8–7.2 68.5 3.1 3.5
7.2–7.6 71.0 3.2 3.6
7.6–8.0 68.7 2.8 3.1
8.0–8.4 78.2 2.9 3.4
8.4–8.8 76.0 2.7 3.1
8.8–9.2 80.1 2.9 3.3
9.2–9.6 75.8 2.6 3.0
9.6–10.0 80.3 2.7 3.1
10.0–10.8 83.8 1.9 3.1
10.8–11.6 77.9 1.9 2.7
11.6–12.4 78.5 1.9 2.6
12.4–13.2 73.8 1.8 2.4
13.2–14.0 65.5 1.6 2.1
14.0–14.8 62.1 1.6 1.9
14.8–15.6 52.3 1.4 1.6
15.6–16.4 49.0 1.4 1.4
16.4–17.2 44.6 1.3 1.3
17.2–18.0 34.2 1.1 0.9
18.0–18.8 30.3 1.1 0.8
18.8–19.6 25.7 1.0 0.7
19.6–20.4 21.0 0.9 0.6
60–100 1.2–1.6 42.3 1.6 3.1
1.6–2.0 40.3 1.6 3.2
2.0–2.4 37.1 1.7 3.1
2.4–2.8 39.9 1.7 3.9
2.8–3.2 44.1 1.9 3.9
3.2–3.6 44.4 1.6 3.9
3.6–4.0 45.8 1.6 3.9
4.0–4.4 49.5 1.6 4.1
4.4–4.8 49.4 1.6 3.9
4.8–5.2 53.8 1.7 3.7
5.2–5.6 53.6 1.6 3.6
5.6–6.0 52.6 1.6 3.2
6.0–6.4 56.0 1.7 3.3
6.4–6.8 54.7 1.7 2.9
6.8–7.2 56.9 1.7 2.8
7.2–7.6 53.9 1.7 2.4
7.6–8.0 56.2 1.7 2.5
8.0–8.4 56.0 1.7 2.3
8.4–8.8 49.9 1.6 1.9
Table 8 continued
θ p d
2σ
dpdθ (p) Δstat Δsyst
8.8–9.2 47.9 1.5 1.9
9.2–9.6 44.4 1.5 1.6
9.6–10.0 43.0 1.5 1.5
10.0–10.8 40.0 1.0 1.4
10.8–11.6 33.8 0.9 1.1
11.6–12.4 28.6 0.9 0.9
12.4–13.2 22.5 0.8 0.7
13.2–14.0 17.7 0.7 0.5
14.0–14.8 13.6 0.6 0.4
14.8–15.6 11.4 0.5 0.3
15.6–16.4 8.6 0.5 0.2
16.4–17.2 6.0 0.4 0.2
17.2–18.0 4.5 0.3 0.1
100–140 1.2–1.6 60.0 2.7 4.0
1.6–2.0 55.4 2.5 3.7
2.0–2.4 56.4 2.1 4.7
2.4–2.8 56.0 1.9 4.5
2.8–3.2 51.2 1.8 4.0
3.2–3.6 50.7 1.8 3.9
3.6–4.0 48.9 1.8 3.7
4.0–4.4 47.9 1.8 3.4
4.4–4.8 45.3 1.8 2.8
4.8–5.2 47.2 1.9 2.7
5.2–5.6 41.8 1.7 2.2
5.6–6.0 38.0 1.7 1.9
6.0–6.4 37.3 1.7 1.6
6.4–6.8 35.4 1.6 1.5
6.8–7.2 32.0 1.6 1.3
7.2–7.6 23.6 1.3 1.0
7.6–8.0 24.2 1.4 0.9
8.0–8.4 21.2 1.3 0.7
8.4–8.8 17.1 1.1 0.6
8.8–9.2 18.2 1.2 0.6
9.2–9.6 11.8 1.0 0.4
9.6–10.0 12.0 0.9 0.4
10.0–10.8 8.4 0.6 0.3
10.8–11.6 6.3 0.5 0.2
11.6–12.4 3.7 0.4 0.1
12.4–13.2 3.2 0.3 0.1
140–180 1.2–1.6 74.5 6.2 6.5
1.6–2.0 71.7 3.0 6.8
2.0–2.4 65.0 2.6 4.6
2.4–2.8 57.4 2.4 3.9
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Table 8 continued
θ p d
2σ
dpdθ (p) Δstat Δsyst
2.8–3.2 54.4 2.4 3.6
3.2–3.6 50.8 2.3 3.4
3.6–4.0 44.2 2.2 2.7
4.0–4.4 42.9 2.2 2.9
4.4–4.8 37.9 2.1 1.9
4.8–5.2 30.6 1.8 1.4
5.2–5.6 27.6 1.8 1.5
5.6–6.0 21.8 1.6 0.9
6.0–6.4 16.6 1.4 0.7
6.4–6.8 14.4 1.3 0.5
6.8–7.2 12.8 1.3 0.5
7.2–7.6 10.1 1.0 0.3
7.6–8.0 8.7 1.1 0.3
8.0–8.4 5.6 0.8 0.2
8.4–8.8 5.4 0.7 0.2
8.8–9.2 3.3 0.6 0.1
9.2–9.6 1.3 0.4 0.04
9.6–10.0 1.3 0.4 0.05
180–240 1.2–1.6 104.0 4.4 5.9
1.6–2.0 78.5 3.6 4.2
2.0–2.4 65.4 3.1 3.6
2.4–2.8 57.5 2.7 3.4
2.8–3.2 50.7 2.5 2.7
3.2–3.6 41.1 2.1 2.0
3.6–4.0 35.3 2.0 1.7
4.0–4.4 31.1 1.9 1.4
4.4–4.8 20.4 1.4 0.9
4.8–5.2 16.1 1.2 0.6
5.2–5.6 12.4 1.2 0.5
5.6–6.0 10.1 1.0 0.4
6.0–6.4 6.4 0.8 0.2
6.4–6.8 5.6 0.7 0.2
6.8–7.2 3.0 0.5 0.1
7.2–7.6 3.4 0.6 0.1
240–300 1.2–1.6 114.5 4.5 5.8
1.6–2.0 91.6 4.0 4.4
2.0–2.4 77.5 3.8 3.5
2.4–2.8 58.1 3.3 2.6
2.8–3.2 43.8 2.9 1.9
3.2–3.6 30.7 2.4 1.3
3.6–4.0 20.9 2.0 0.9
4.0–4.4 13.6 1.6 0.6
4.4–4.8 11.6 1.7 0.4
4.8–5.2 7.2 1.2 0.2
Table 8 continued
θ p d
2σ
dpdθ (p) Δstat Δsyst
300–360 1.2–1.6 110.2 5.4 4.9
1.6–2.0 81.2 5.5 3.2
2.0–2.4 55.7 5.5 2.2
2.4–2.8 57.3 8.1 2.6
2.8–3.2 33.3 8.2 3.0
3.2–3.6 13.9 8.8 0.3
Table 9 The NA61/SHINE results on the K 0S double differential cross
section, d2σK 0S
/(dpdθ) (in [mb/rad/(GeV/c)]), in the laboratory sys-
tem for p + C interactions at 31 GeV/c. The results are presented as a
function of momentum, p (in [GeV/c]), in different angular intervals, θ
(in [mrad]). The statistical Δstat (in [mb/rad/(GeV/c)]) and systematic
Δsyst (in [mb/rad/(GeV/c)]) errors are quoted. The overall uncertainty
due to the normalization procedure is not included
θ p d
2σ
dpdθ (K
0
S) Δstat Δsyst
0–40 0.4–3.4 4.9 0.6 0.7
3.4–6.4 5.1 0.5 0.9
6.4–9.4 2.4 0.3 0.5
9.4–12.4 1.6 0.2 0.3
40–60 0.4–3.4 11.1 1.3 1.9
3.4–6.4 11.4 0.9 1.8
6.4–9.4 5.3 0.6 0.7
9.4–12.4 1.8 0.3 0.3
60–100 0.4–2.4 10.6 1.1 2.1
2.4–4.4 15.1 1.0 1.7
4.4–6.4 10.8 0.7 1.3
6.4–8.4 5.4 0.4 1.1
8.4–10.4 2.6 0.3 0.5
10.4–12.4 1.1 0.2 0.2
100–140 0.4–2.4 12.2 1.3 2.1
2.4–4.4 16.4 1.0 1.6
4.4–6.4 7.2 0.5 0.7
6.4–8.4 2.8 0.3 0.5
8.4–12.4 0.4 0.1 0.1
140–180 0.4–2.4 13.7 1.8 2.1
2.4–4.4 11.6 0.8 1.1
4.4–6.4 3.7 0.3 0.3
6.4–9.4 0.9 0.1 0.1
180–240 0.4–2.4 14.5 1.8 2.5
2.4–4.4 7.7 0.5 0.5
4.4–9.4 0.7 0.1 0.1
240–300 0.4–3.4 12.8 1.3 2.6
3.4–9.4 0.4 0.1 0.1
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Table 10 The NA61/SHINE results on the Λ double differential cross
section, d2σΛ/(dpdθ) (in [mb/rad/(GeV/c)]), in the laboratory system
for p + C interactions at 31 GeV/c. The results are presented as a func-
tion of momentum, p (in [GeV/c]), in different angular intervals, θ (in
[mrad]). The statistical Δstat (in [mb/rad/(GeV/c)]) and systematic Δsyst
(in [mb/rad/(GeV/c)]) errors are quoted. The overall uncertainty due to
the normalization procedure is not included
θ p d
2σ
dpdθ (Λ) Δstat Δsyst
0–40 0.4–4.4 2.0 0.3 0.2
4.4–7.4 3.9 0.4 0.6
7.4–10.4 5.5 0.4 0.8
10.4–13.4 6.0 0.4 0.7
13.4–17.4 5.9 0.4 0.7
17.4–21.4 2.8 0.3 0.2
40–60 0.4–4.4 5.3 0.8 0.7
4.4–7.4 7.4 0.7 0.8
7.4–10.4 8.4 0.6 0.8
10.4–13.4 7.4 0.5 0.6
13.4–17.4 4.0 0.3 0.7
17.4–21.4 1.0 0.1 0.1
60–100 0.4–2.9 5.8 0.9 0.8
2.9–4.4 8.2 0.8 1.8
4.4–6.4 8.6 0.5 1.3
6.4–8.4 7.7 0.4 0.8
8.4–10.4 6.0 0.3 0.6
10.4–12.4 3.5 0.3 0.5
12.4–18.0 1.2 0.1 0.1
100–140 0.4–2.9 8.2 0.9 1.5
2.9–4.4 10.3 0.7 1.9
4.4–6.4 6.9 0.4 1.0
6.4–8.4 4.4 0.3 0.6
8.4–11.0 1.8 0.2 0.3
11.0–16.4 0.2 0.04 0.03
140–180 0.4–2.9 9.7 1.0 1.5
2.9–4.4 9.5 0.6 0.9
4.4–6.4 5.0 0.3 0.8
6.4–8.0 2.0 0.2 0.3
8.0–11.4 0.5 0.1 0.1
180–240 0.4–2.4 10.0 1.0 0.9
2.4–4.4 7.6 0.4 0.7
4.4–6.4 2.2 0.2 0.3
6.4–11.0 0.3 0.1 0.1
240–300 0.4–2.4 7.4 1.0 1.3
2.4–4.4 5.4 0.4 0.5
4.4–10.4 0.3 0.04 0.1
300–420 0.4–3.0 7.2 0.7 0.9
3.0–5.6 0.9 0.1 0.2
6 Comparisons with hadron production models
The spectra shown in Figs. 27, 28, 29, 30, 31, 32 and
33 are compared to predictions of seven hadronic event
generators. These are Venus4.12 [45,46], Epos1.99 [50],3
GiBUU1.6 [61,62], as well as FTF_BIC-G495, FTF_BIC-
G496, FTF_BIC-G410 and QGSP_BERT physics lists
defined in the GEANT4 toolkit.4 For clarity of presen-
tation predictions of only two models are plotted with
the spectra of each hadron type. They were selected to
show examples of predictions with small and large devia-
tions from the measurements. The comparison of the mea-
sured spectra with all model predictions is available in
Ref. [56].
None of the models provides a satisfactory description
of all the measured spectra. The FTF-based physics lists of
GEANT4 provide a reasonable description of π± and K+
spectra, but do not reproduce K− and proton spectra. The
Epos1.99 and GiBUU1.6 models show good agreement with
the measured K± spectra. The best description of the pro-
ton spectra is achieved by the Venus4.12 model which was
used to calculate the corrections applied to obtain the results
presented in this paper.
7 Summary
This paper presents precise measurements of interaction and
production cross sections as well as of spectra of π±, K±,
protons, K 0S and Λ in p + C interactions at 31 GeV/c. These
data are crucial for predictions of the initial neutrino fluxes
in the T2K long baseline neutrino oscillation experiment in
Japan. Furthermore, they provide important input to improve
hadron production models needed for the interpretation of
air showers initiated by ultra high energy cosmic particles.
The measurements were performed with the large accep-
tance NA61/SHINE spectrometer at the CERN SPS. A set of
data collected with a 4 % λI isotropic graphite target during
the high-statistics NA61/SHINE run in 2009 was used for
the analysis. The measured spectra are compared with pre-
dictions of several hadron production models. None of the
models provides a satisfactory description of all the spec-
tra.
3 Note that the Epos model is used here in an energy domain for which
it was originally not designed (below 100 GeV in the laboratory).
4 The predictions of the different versions of FTF-based physics lists
from the consecutive GEANT4 releases 4.9.5, 4.9.6 and 4.10 are sig-
nificantly different.
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Fig. 27 Laboratory momentum distributions of π+ mesons produced
in p + C interactions at 31 GeV/c in different polar angle intervals. Dis-
tributions are normalized to the mean π+ multiplicity in all production
p + C interactions. Vertical bars show the statistical and systematic
uncertainties added in quadrature, horizontal bars indicate the size of
the momentum bin. The overall uncertainty due to the normalization
procedure is not shown. The spectra are compared to predictions of
the FTF_BIC-G495 and QGSP_BERT-G410 models. Ref. [56] shows
predictions for all models considered in Sect. 6
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Fig. 28 Laboratory momentum distributions of π− mesons produced
in p + C interactions at 31 GeV/c in different polar angle intervals. Dis-
tributions are normalized to the mean π− multiplicity in all production
p + C interactions. Vertical bars show the statistical and systematic
uncertainties added in quadrature, horizontal bars indicate the size of
the momentum bin. The overall uncertainty due to the normalization
procedure is not shown. The spectra are compared to predictions of
the FTF_BIC-G496 and QGSP_BERT-G410 models. Ref. [56] shows
predictions for all models considered in Sect. 6
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Fig. 29 Laboratory momentum distributions of K+ mesons produced
in p + C interactions at 31 GeV/c in different polar angle intervals. Dis-
tributions are normalized to the mean K+ multiplicity in all production
p + C interactions. Vertical bars show the statistical and systematic
uncertainties added in quadrature, horizontal bars indicate the size of
the momentum bin. The overall uncertainty due to the normalization
procedure is not shown. The spectra are compared to predictions of the
FTF_BIC-G495 and GiBUU1.6 models. Ref. [56] shows predictions
for all models considered in Sect. 6
123
84 Page 44 of 49 Eur. Phys. J. C (2016) 76 :84
0.01
0.02
0.03
 < 20 mradθ0 < 
-K
0.02
0.04
0.06  < 60 mradθ40 < 
0.02
0.04
0.06  < 140 mradθ100 < 
 < 40 mradθ20 < 
 < 100 mradθ60 < 
5 10 15 20 5 10 15 20
 < 180 mradθ140 < 
0.02
0.04
0.06
0.08  < 240 mradθ180 < 
0.02
0.04
0.06  < 360 mradθ300 < 
 < 300 mradθ240 < 
Data 2009
FTF_BIC - G410
EPOS 1.99
]c/VeG[p]c/VeG[p
p [GeV/c]
p [GeV/c]
]
-1
) [
(r
ad
.G
eV
/c
)
θ
n/
(d
pd
2 d
]
-1
) [
(r
ad
.G
eV
/c
)
θ
n/
(d
pd
2 d
2 4 6 8
2 4 6 8
Fig. 30 Laboratory momentum distributions of K− mesons produced
in p + C interactions at 31 GeV/c in different polar angle intervals. Dis-
tributions are normalized to the mean K− multiplicity in all production
p + C interactions. Vertical bars show the statistical and systematic
uncertainties added in quadrature, horizontal bars indicate the size of
the momentum bin. The overall uncertainty due to the normalization
procedure is not shown. The spectra are compared to predictions of the
FTF_BIC-G410 and Epos1.99 models. Ref. [56] shows predictions for
all models considered in Sect. 6
123
Eur. Phys. J. C (2016) 76 :84 Page 45 of 49 84
0.2
0.4
0.6  < 10 mradθ0 < 
p
0.2
0.4
0.6
0.8  < 40 mradθ20 < 
0.2
0.4
0.6
 < 100 mradθ60 < 
 < 20 mradθ10 < 
 < 60 mradθ40 < 
 < 140 mradθ100 < 
0.5
1
 < 180 mradθ140 < 
0.5
1
 < 300 mradθ240 < 
Data 2009
 < 240 mradθ180 < 
5 10 15 20 5 10 15 20
2 4 6 8 2 4 6 8
Venus 4.12
QGSP_BERT - G410
 < 360 mradθ300 < 
]c/VeG[p]c/VeG[p
]c/VeG[p]c/VeG[p
]
-1
) [
(r
ad
.G
eV
/c
)
θ
n/
(d
pd
2 d
]
-1
) [
(r
ad
.G
eV
/c
)
θ
n/
(d
pd
2 d
Fig. 31 Laboratory momentum distributions of protons produced in
p + C interactions at 31 GeV/c in different polar angle intervals. Distri-
butions are normalized to the mean proton multiplicity in all produc-
tion p + C interactions. Vertical bars show the statistical and systematic
uncertainties added in quadrature, horizontal bars indicate the size of
the momentum bin. The overall uncertainty due to the normalization
procedure is not shown. The spectra are compared to predictions of the
QGSP_BERT-G410 and Venus4.12 models. Ref. [56] shows predic-
tions for all models considered in Sect. 6
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Fig. 32 Laboratory momentum distributions of K 0S mesons produced
in p + C interactions at 31 GeV/c in different polar angle intervals. Dis-
tributions are normalized to the mean K 0S multiplicity in all production
p + C interactions. Vertical bars show the statistical and systematic
uncertainties added in quadrature, horizontal bars indicate the size of
the momentum bin. The overall uncertainty due to the normalization
procedure is not shown. Shaded boxes show predictions obtained from
K± yields using isospin (dark green) and quark counting (light green)
hypotheses. The spectra are compared to predictions of the FTF_BIC-
G495 and Epos1.99 models. Ref. [56] shows predictions for all models
considered in Sect. 6
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Fig. 33 Laboratory momentum distributions of Λ hyperons produced
in p + C interactions at 31 GeV/c in different polar angle intervals. Dis-
tributions are normalized to the mean Λ multiplicity in all production
p + C interactions. Vertical bars show the statistical and systematic
uncertainties added in quadrature, horizontal bars indicate the size of
the momentum bin. The overall uncertainty due to the normalization
procedure is not shown. The spectra are compared to predictions of the
FTF_BIC-G410, GiBUU1.6 and Venus4.12 models. Ref. [56] shows
predictions for all models considered in Sect. 6
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