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Spelling issues tend to create relatively minor (though still complex) problems for corpus 
linguistics and natural language processing projects that use ‘standard’ or modern varieties of 
English. For example, in corpus annotation, we have to decide how to deal with tokenisation 
issues such as whether (i) full-stops are sentence boundaries or indicate acronyms and (ii) 
apostrophes are quote marks or contractions (Grefenstette and Tapanainen, 1994; 
Grefenstette, 1999). The issue of spelling variation becomes more problematic when utilising 
corpus linguistic techniques on non-standard varieties of English (i.e. Tyneside English), 
different standards of English (i.e. American English as opposed to British English) or 
historical varieties of English (i.e. Early Modern English), not least because variation can be 
due to different spelling conventions, transcription/compositing practices and morpho-
syntactic customs, etc., as well as “misspelling” – all of which may require different 
procedures to rectify. This becomes clear when we consider studies that have explored: 
 
• Varieties such as Scottish English1 (Anderson et al., 2007), and dialects such as 
Tyneside English2 (Beal et al., 2007) 
• Early Modern English (Archer and Rayson, 2004; Culpeper and Kytö, 2005) 
• Emerging varieties such as SMS or CMC in weblogs (Ooi et al., 2006) 
 
In this chapter, we will be focussing on spelling variation in Early Modern English 
(EmodE), using Shakespeare’s Winter’s Tale as our example text. We will describe our initial 
motivation for undertaking work in relation to spelling variation; that of enabling semantic 
annotation of EmodE corpora alongside the application of other corpus linguistic techniques 
such as frequency profiling, concordancing, and n-gram clustering. We will discuss some 
solutions that we have developed, including the creation of a variant spelling detector using 
known replacement techniques (Rayson et al, 2005). We will illustrate our hybrid approach to 
variation (i.e. using a combination of techniques derived from modern spell checkers and a 
machine learning approach that enables the software to learn which of these techniques is 
most appropriate for a given text or corpus) via a discussion of the different types of variation 
found within the Winter’s Tale. We will then compare our computer-generated results with 
the better-known works relating to Shakespeare and spelling (specifically, Scragg 1975 and 
Blake 2001). 
 





Our initial motivation for this work was a desire to carry out a semantic analysis of Early 
Modern English corpora. This aim arose from the overlapping of two separate areas of 
research at Lancaster University. First, the semantic analysis of modern English text and 
second, the collection of Early Modern English corpora.  
 
The semantic analysis of modern data began via content analysis of spoken English 
(Wilson and Rayson, 1993), and continuously developed via its application within a number 
of other domains (software engineering and intelligent dictionaries). The current version of 
the modern USAS3 tagger incorporates two dictionaries, lists of single word forms and 
multiword expressions (MWE), which have been manually created to form the main 
knowledge base of the tool. The dictionaries are coded with a semantic field tagset that makes 
coarse-grained distinctions between word senses. The 21 top level domains (see table 14) 
sub-divide into 232 semantic tags. The tagger uses a combination of information to 
disambiguate between the candidate semantic tags, the main source of knowledge being part-
of-speech (POS) information. POS tags are added using the CLAWS tagger (Garside and 
Smith, 1997), which has been shown to achieve a high degree of accuracy on modern 
standard English (97-8%). Accuracy of the semantic tagger on modern standard English is 
slightly less than the CLAWS POS tagger, at around 92% (Rayson et al, 2004). Semantic 
field analysis such as that provided by the USAS tool enables quantitative content analysis 
(Wilson and Moudraia, 2005) and a means of assessing different concerns and attitudes of 
various authors or institutions in, for example, refugee literature (Archer and Rayson, 2005).  
 
First letter of USAS tag Top level semantic field 
A General & Abstract Terms 
B The Body & the Individual 
C Arts & Crafts 
E Emotional Actions, States & Processes 
F Food & Farming 
G Government & the Public Domain 
H Architecture, Building, Houses & the Home 
I Money & Commerce 
K Entertainment, Sports & Games 
L Life & Living Things 
M Movement, Location, Travel & Transport 
N Numbers & Measurement 
O Substances, Materials, Objects & Equipment 
P Education 
Q Linguistic Actions, States & Processes 
S Social Actions, States & Processes 
T Time 
W The World & Our Environment 
X Psychological Actions, States & Processes 
Y Science & Technology 
Z Names & Grammatical Words 
Table 1: USAS top level domains 
 
The second strand of research is the collection of Early Modern English corpora. 
There are a number of initiatives in historical data collection for corpus linguistics, including 
                                                 
3 UCREL Semantic Analysis System 
4 For the full tagset, see http://www.comp.lancs.ac.uk/ucrel/usas/ 
the Helsinki, ARCHER, Lampeter and ZEN corpora (see Kytö et al, 1994). At Lancaster 
University, we have been personally involved in the collection and analysis of the Corpus of 
English Dialogues (Kytö and Walker, 2006) and the Lancaster Newsbooks Corpus5. A vast 
amount of digitisation activity is also being undertaken in the UK and elsewhere which will 
result in large historical datasets. These digitisation activities include British Library 
Newspapers 1800-1900, Microsoft Book Search, Open Content Alliance6, Google Book 
Search7, and Early English Books Online8. Unfortunately, some of these new resources are 
not immediately exploitable for historical corpus linguistics due to (i) being digitised only as 
image facsimiles and/or (ii) not being released in a format suitable for corpus linguistic 
techniques. A similar problem has been recognised in the digitisation of statistical 
publications (Linden and Green, 2006). Even where the contents have been scanned or 
transcribed (such as by the Text Creation Partnership9), barriers exist to the use of such 
datasets with corpus linguistic techniques developed for modern standard English. In this 
paper we concentrate on one of these obstacles - that of spelling variation. 
 
There are many reasons for the large amount of spelling variation within historical texts. 
For example, the notion of a ‘correct’ spelling did not really exist prior to the popularisation 
of dictionaries in the seventeenth and especially the eighteenth century. Indeed, it was 
acceptable to interchange spellings, not least as a means of helping with the justification of 
lines (Vallins 1954: 71). In addition, spelling tended to be influenced by the writer’s local 
dialect, and so could differ considerably according to the writer’s region of origin. To 
complicate matters still further, texts originating from the EmodE period have additional 
characteristics, including: 
 
• Archaic –eth and –(e)st verb suffixes, e.g. doth, hath, hast, sayeth, etc., which persist 
today in specialised contexts: religious and poetic usage 
• Fused forms, e.g. ’tis, ‘twere, is’t  
• Spellings that are variable even in modern-day usage, e.g. center/centre, 
skilful/skillful/skilfull, the suffixes -or/-our, -ise/-ize 
• Archaic forms like howbeit and betwixt, for which no obvious modern equivalent 
exists 
• Open compounds that are now closed, e.g. it self, now adays, in stead, my self  
• Proper names of Latin origin that are sometimes modernised, e.g. Galilaeo (Galileo) 
 
Hence we can see that EmodE texts conflict with some of the assumptions made for 
corpus annotation and retrieval tools. In our research we hypothesise that techniques for 
spelling correction of modern language may be useful in detecting EmodE spelling variants 
and matching them against modern equivalents. 
 
Programs to detect and correct spelling errors have existed for over 30 years (Mitton 
1996: 93). However, research in the area has largely dealt with present-day languages; most 
modern word processors such as Microsoft Word include a spell checker. The spell checking 
process can be split into two parts. The first stage is to detect spelling mistakes; this is 
normally done by looking up the words in a dictionary (Mitton 1996: 93-95) to find non-word 






errors. However, this does not account for real-word errors; words which, although spelt 
correctly, are contextually incorrect (e.g. using ‘of’ where, today, we would expect ‘have’). 
This problem can be solved by looking for unlikely sequences of words and marking these as 
mistakes (Mitton 1996: 97). Golding and Schabes (1996) have described a context sensitive 
spelling correction algorithm to address this particular requirement. A second stage is also 
required, of course – and that is to correct the spelling mistakes found. This is a slightly more 
complicated process as the spell checker now has to decide which word the “mistake” was 
intended to be. To achieve this, the spell checker needs to find likely replacements; there are 
many methods for finding these, including carefully replacing letters using letter replacement 
rules and also by comparing strings phonetically. Modern spell checkers often offer a list of 
potential replacements to the user and rank them according to how “correct” they are likely to 
be. Mitton (1996: 103 – 108) describes various techniques for ranking the list of 
replacements. One technique is to look at the ‘distance’ between two words by comparing the 
n-grams (letter sequences) or n-phones (phonetic symbol sequences) in the words. 
Levenshtein distance (Gilleland 2005) counts the number of letter edits needed to convert one 
string to another and letter replacement heuristics involved using common letter replacement 
rules (such as ‘v’ for ‘u’) to change a string to find the correct spelling. Methods such as edit 
distance and Soundex will be described in further detail in the next section. Kukich (1992) 
carried out a survey of the early techniques for automatic spelling correction. In the area of 
Biomedical Informatics, spelling variants cause problems for protein name recognition, and 
Tsuruoka and Tsujii (2004) took the approach of expanding a dictionary with a probabilistic 
variant generator. In the context of correcting search engine queries where words occur in 
isolation, Hodge and Austin (2003) proposed a hybrid spell checking methodology with high 
recall. Olsen and Williams (2004) suggested that the texts on the web could act as another 
knowledge source alongside a dictionary. However, in the context of EmodE, less training 
data has been available in usable form until recently. 
 
Very little research has been carried out on the automatic identification of spelling 
variants in historical corpora. Russom and Bauman (2000) used a word-list based component 
and an interactive pattern-matching component to deal with the ‘vuji’ phenomena in the 
encoding of text in the Women Writers Project. In Rayson et al (2005) we described the 
development of the VARiant Detector (VARD) which regularises EModE spelling based 
upon a manually compiled list of variants and their modern equivalents. Whilst the process of 
compiling the list was a long and difficult process, the results were promising, with the tool 
out-performing Microsoft Word and Aspell in detecting and regularising variants in EModE 
text. The tool however was limited to the pre-defined list of replacements and the user had no 
choice in the replacement used. For 18th century English, Schneider (2002) customised the 
open source version of Aspell and carried out normalisation without context sensitive rules. 
In the area of Information Retrieval, historical spelling variation causes problems for 
precision and recall for matching terms in the users query to words in the documents. Koolen 
et al (2006) saw improvements by modernising historic language through a cross language 
approach between 17th century and modern Dutch. Pilz et al (2006) presented a rule-based 
fuzzy search engine and dealt with non-standardisation in the German language pre-1901, the 
system was developed using many methods for dealing with spelling variation, including rule 
based fuzzy matching, and a distance measure via Levenshtein Distance. Interestingly the 





3. Variant spelling detector 
 
We are starting from the assumption that techniques for modern spelling correction will 
be of some use for detecting EmodE spelling variants and suggesting modern equivalents. In 
our research described here, we wish to test how valid this assumption is and, in parallel, 
learn more about spelling variation patterns in our Shakespearean data. In this section, we 
will describe the techniques that we have applied to date.  
 
Version 1 of VARD, as mentioned above and described in Rayson et al (2005), utilised a 
single technique to find and normalise spelling variants; that of known variants. Version 2 as 
used in this chapter employs three further techniques: Soundex, edit distance and letter 
replacement heuristics. Version 3, as described later, will also include contextual rules. 
 
Phonetic matching has been used for decades to identify strings that have a similar sound 
when spoken, regardless of their spelling. They are used frequently when searching for a 
name in a database (Zobel and Dart, 1996). The most well known phonetic matching 
algorithm is Soundex, patented by Margaret O’Dell and Robert C. Russell in 1918. The basic 
Soundex algorithm is outlined in Figure 1. 
 
1.   Replace all but the first letter with the digit listed below: 
  0: A, E, I, O, U, H, W, Y 
  1: B, F, P, V 
  2: C, G, J, K, Q, S, X, Z 
  3: D, T 
  4: L 
  5: M, N 
  6: R 
2.   Remove any pairs of digits that are the same and occur next 
      to each other in the string. 
3.   Remove all occurrences of the digit 0. 
4.  The Soundex code is the first 4 letters of the remaining 
     string. 
Figure 1 The Basic Soundex Algorithm 
 
The algorithm results in a code of length 4, which is the string’s first letter and three 
numbers representing the next three consonants (apart from H, W or Y). This can be very 
useful, for instance the string ‘disapont’ would have the Soundex code D215, the real word 
‘disappoint’ also has this code. One of the problems with Soundex is the number of incorrect 
words it matches, as well as ‘disappoint’ many other real words have the code D215, 
including ‘dispense’, ‘deceiving’ and ‘despond’, which are all obviously incorrect to a human 
reader. Soundex will not always match two words which are similar sounding, for instance 
‘increase’ has the code I526, but ‘encrease’ has the code E526. This is a slightly contrived 
example as it has been found that misspelling of the first letter are quite rare (Yannakoudakis 
and Fawthrop 1983a, cited by Mitton 1996: 101) at least in modern English, however it is 
clear that Soundex in isolation is not enough to find the correct replacement for misspelling. 
 
Levenshtein distance, also known as ‘edit distance’ is an algorithm developed by 
Vladimir Levenshtein in 1965 (Gilleland 2005). It is a measure of similarity between two 
strings, it counts the number of insertions, deletions and substitutions required to move from 
one string to another. The algorithm is too computationally expensive to compare a string to 
every word in a realistically sized dictionary; however it can be useful for comparing the 
string to subset of the dictionary found by another string analysis method such as Soundex. 
An application of the algorithm on the small subset of words described above is shown in 
Figure 2. It shows that the correct replacement ‘disappoint’ has the shortest distance, so 
clearly the algorithm is useful for deciding which replacement is most likely to be correct. 
 
‘disapont’ -> ‘disappoint’  distance = 2:  
                                                 insertion: p 
      insertion: i 
‘disapont’ -> ‘dispense’   distance = 4:  
                   deletion: a 
      substitution: o → e 
      substitution: t → s 
      insertion: e 
‘disapont’ -> ‘deceiving’  distance = 7:    
      substitution: i → e 
      substitution: s → c 
      substitution: a → e 
      insertion: i 
      substitution: p → v 
      substitution: o → i 
      substitution: t → g 
‘disapont’ -> ‘despond’  distance = 3:  
                                                            substitution: i → a 
      insertion: a 
      substitution: t → d 
Figure 2 An example of Levenshtein Distance 
 
The final technique is that of letter replacement rules. In certain applications there are 
letters which are interchangeable, that is that one letter is commonly misplaced for another. 
Optical Character Readers are the typical example, they are more likely to mistake an ‘e’ for 
an ‘o’ than a ‘t’ for an ‘m’ (Mitton 1996: 105). With this knowledge, a system can replace 
letters based on these predicted patterns, so for example, the word ‘reund’ could match a rule 
which suggests that the letter ‘e’ should be changed to ‘o’ and the resulting word ‘round’ 
would be considered for replacement. This may be useful for EModE spelling variants, as ‘u’ 
and ‘v’ were sometimes interchanged as were ‘i’ and ‘j’. Hence we developed, by hand, a list 
of 51 rules, some of which specified the ‘context’ for a replacement, for example: 
 
• Replace final ck with c 
• Replace u with v 
• Replace v with u 
• Replace final ‘d with ed 
• Remove final e 
 
The letter replacement rules are presented in more detail in Archer et al (2006) where we 
also discuss techniques to derive candidate letter replacement heuristics automatically from 
the known variant word lists for English and German. 
 
The four techniques described so far are implemented in an interactive tool which allows 
a user to see candidate spelling variants and select modern equivalents. In this experiment, we 
used the word list from the British National Corpus sampler as our modern dictionary (Leech 
et al, 2001). Figure 3 shows a screenshot of the tool which shows the familiar word 
processing interface. Candidate spelling variants are highlighted, and the user can pop-up a 
suggested list of modern equivalents by right-clicking on highlighted words. 
 
 
Figure 3 Screenshot of the tool with highlighted variants 
 
Figure 4 shows a close up of the pop-up menu which allows a user to select one modern 
form from the list of suggested equivalents. The modern forms are ordered by likelihood 
based on scores associated with each of the techniques. For example, if a modern equivalent 
is found in the known variant list it obtains a score of 50. This score is increased if the match 
is also suggested by letter replacement (25) and Soundex match (25). Edit distance subtracts 
marks from the overall score, in effect lowering the overall likelihood for modern equivalents 
that are more ‘distant’ in terms of character insertions, deletions or substitutions.  
 
In the case highlighted, the EmodE variant “certaine” is most likely to match the modern 
form “certain” (with likelihood score of 95%), with lower scores resulting for other modern 
forms “certainly” and “certainty” (15%). Note that the system can generate words that are not 
in its modern word list such as “certainely” (15%) and these are listed alongside the other 
suggestions. The contributions to the score (50, 25, 25 and -5) are initial seed values, and the 
system employs a machine learning approach to raise or lower these values based on 
continued use of one method over another. For example, when we tested the tool on the 
Shetland component of the SCOTS corpus10, the system learnt that known variants (trained 
for EmodE) were less relevant (since they were not matching the user-selected modern 
equivalents) than Soundex suggestions. 
 
                                                 
10 http://www.scottishcorpus.ac.uk/ 
 
Figure 4 Screenshot of user selecting a replacement for a variant 
 
In VARD version 3, we are planning to include contextual rules based on word and part-
of-speech templates to allow the system to find real-word variants such as “her Majesties” 
and match them to the modern equivalent, “her Majesty’s”. We are also prototyping rules to 
amend “then” to “than” and “doe” to “do”, etc. The first two “errors” are surprisingly 
common in The Winter’s Tale. However, as the following extracts show, they often occur in a 
particular pattern (both in respect to word order and regular collocates), which we will be 
able to make use of when designing our contextual rules: 
 
Will draw in more then …(WT I.II.220-ish)  
Which no less adornes then our Parents Noble Names” (WT I.II.394-ish) 
Worse then the … (WT I.II.394) 
… were my wives Liuer (WT I.II.306) 
 
The reader should note, however, that such contextual rules are not part of the experiment 
described here. We also wish to point out that we are planning to construct a non-interactive 
version of the tool to act as a pre-processor for the POS and semantic taggers described in 
section 2. This will produce text encoded in XML-style tags marking original variant and 
modern equivalent forms, thus enabling the POS and semantic taggers to apply annotation to 
the modern forms rather than the EmodE variants. 
 
Although the VARD allows for the detection and “normalisation” of variants to their 
modern equivalents, it should be noted that the original variants are retained in the text. We 
are not carrying out spell checking per se, since (as highlighted previously) there was no 
“correct” spelling in the EmodE period. Rather, out ultimate aim is to develop a system that 
does not merely offer the user possible suggestions for spelling variants, but automatically 
regularises variants within a text to their modernised forms so that historical corpora become 
more amenable to further annotation and analysis. 
 
4. Evaluation  
 
As we highlighted earlier, we have chosen to test VARD2 on Shakespeare’s Winter’s 
Tale. We are using the 1623 first folio (F) edition, made available through Project Gutenburg 
(Etext #2248). The F version of the Winter’s Tale is widely regarded as the first (see Pafford 
([1963] 2006) for an account of the authorship of and/or discussion relating to evidence for 
earlier versions of Winter’s Tale). 
 
Prior to any modifications made by ourselves, VARD2 found 2,114 variants within the 
text (which accounts for more than 50% of the total number of words (at 4,195)). We checked 
the first 500 of these marked spelling variants to determine any salient spelling patterns, and 
display the most common of these in Table 2 (below): 
 
Spelling pattern Variant types 














of pattern  
(= tokens) 
1.  Extra letter: e 147 Drinke; eare; 
bulke; wisdome 
17.25-95 166 958 
2. Multiple 88 Blest; trayn’d; 
sonne; vntill 
0.5-90 15 265 
3. u-v 55 Seruices; haue; 
euer 
78-95 40 681 
4.  ‘ – e 46 accurs’d; fill’d; 
steep’d; th’; 
dear’st; do’s 
11-95 38 144 
5. 17. ie – y 26 Satisie; 
integritie; easie 
17.25-95 22 55 
6. Fused form 22 shal’t; tell’s  44.5-63.5 0 148 
7. y-i 15 Prayse; lyes;  
wayting; lye 
34.5-95 12 34 
8. Morphological  12 Shew; didst; 
seest; wilt; 
toucht; accurst 






17.5-95 1 17 
10. Missing letter  10 Paddling; wil;  
hardning; 
approach 
68-95 2 11 




63.5-95 8 26 
12. v – u 9 vs; 
vnderstanding; 
vtterance 
81-85 9 17 
13. i – j 6 Coniure; ioy; 
iustly; subiect 
53-55 0 25 
14.  ee –ea  Neere    
15. i-j 6 Iustly; iustified; 
subiect 
53-55 0 25 
Table 2: Spelling patterns in The Winter’s Tale 
 
As the above table reveals, the most frequent pattern was that of extra letters, in 
particular, an extra <e> (see row 1). This is not overly surprising, given the practice of 
lengthening lines via the addition of <e> at this time. Indeed, 147 variants showed this pattern 
(this excludes variants that displayed multiple patterns). Significantly, the first suggestion 
given by VARD for 139 of the variants was the correct one. We regard this as a promising 
sign respecting the VARD’s predictive ability/accuracy. More impressively, 126 of the 139 
normalised forms scored a probability rating of 80% or above.  
 
Another prominent pattern was the use of an apostrophe in place of e and, in 42 of these 
cases, the pattern was that of ‘d in place of –ed. Our results suggest that using the apostrophe 
to signal missing letter(s) was quite a common practice. However, we only found one 
example (i.e. ha’s) of what Blake (2002: 28) describes as redundant apostrophe usage; i.e. the 
practice of including apostrophes where no letter or sound was missing.  
 
As we might expect, the grapheme <j> is not used in the Winter’s Tale. Indeed, <j> is 
most commonly represented by <i> (see row 13). That said, one of the 500 variants that we 
explored (e.g. gelly) utilised the <g> grapheme where we would use <j> today.  
 
The reader will be aware from Table 2 (row 2) that some of the variants contain multiple 
spelling differences from their modernised form. It’s worth noting that the probability scores 
for these variants were significantly lower, dropping to only 0.5% in one case (Wee’le).  
 
Many of the above spelling inconsistencies are highlighted by Scragg (1975), Blake 
(2002) and others. Indeed, Blake (2002: 31) discusses how the graphs <v> and <u> are 
distinguished by position, not by function, with <v> appearing initially and <u> internally in 
words. Because of our approach to spelling variation, we are not only able to confirm the 
patterns identified by Blake, Scragg and others, but also indicate how often these patterns 
occur in the various plays. In respect to the 500 variants we checked in Winter’s Tale, for 
example, we can say that the use of <v> rather than <u> in initial position is less common 
than the use of <u> rather than <v> in initial position (cf. rows 9 and 3). Of course, one 
would want to engage in more intensive study of the variants within Shakespearean English 
as a whole before claiming that this pattern is a general one for the plays as a whole (and, 
indeed, for EmodE). We must also accept that we cannot claim that the above patterns tell us 
something about Shakespeare’s own personal spelling habits, given the acknowledged 
influence of compositor A and compositor B on the Winter’s Tale and other plays. For 
example, the compositors’ idiosyncrasies in spelling are said to account for the shift between 
do and doe and go and goe in the former (see Walker 1953).11  
 
Although we are interested in tracking changes to the English spelling system over time, 
one of the main reasons for developing the VARD was to ensure that corpus linguistic 
techniques became more meaningful. As such, we are presently exploring ways in which we 
may need to alter or amend the semantic taxonomy for the historical semantic tagger in 
addition to finding ways of tracking variants and matching them to their normalised form(s). 
This work will draw on Shakespearean Thesauri (Spevack, 1993, Trussler, 1989) as a means 
of ensuring that our mapping is representative of the Shakespearean world in particular and 





                                                 
11 One study that we have considered undertaking, using VARD, is to specifically track the frequency of 
variants known to be due to compositor A and compositor B as a means of assessing their respective influence 
(statistically speaking) on the spelling of Shakespearean plays.    
5. Conclusions and future directions 
 
As we have shown, the techniques employed by the VARD tool are successful in finding 
spelling variants and suggesting modern equivalents. The next step is to include the 
contextual rules that we have developed to cope with “real word” variation such as “then” 
and “than” being used interchangeably plus dealing with genitive markers. We aim to 
incorporate the existing prototype into the Historical Semantic Tagger. The dependency 
relationship between the VARD tool and the Historical Semantic Tagger is not one-
directional. We envisage using semantic information as a means of disambiguating which 
variant forms belong to which normalised forms in instances where a one-to-one mapping is 
not possible, for example in determining whether the variant “peece” should be linked to the 
modern forms “piece” or “peace”. Etymological information might provide further clues to 
assist when choosing between possible variants, by for example, helping us to eliminate some 
variant to head-word mappings if they have not been previously observed in a particular 
century. Indeed, we aim to provide a period sensitive tool by ranking variants according to 
whether they are archaic or specialised. To achieve this, we need to utilise the knowledge 
embodied in existing resources such as the Oxford English Dictionary12 and the Historical 
Thesaurus of English13. 
 
In terms of the user’s experience of using the tool, we realise that some users require a 
completely automated approach where the tool acts as a pre-processing phase for corpus 
annotation and analysis. However, those users who are able to spend more time training the 
tool, perhaps on a new corpus, should be able to bring their in depth knowledge of patterns of 
spelling variation within their own data to bear and improve the accuracy of the tool by using 
the tool interactively. We are of course aware that the requirements of these two user groups 
may be different in terms of how they search the text once it has been processed by the tool, 
and the retrieval software needs to be flexible to allow searching by the historical variant or 
modern form or both. 
 
Techniques employed by the VARD tool have the potential to facilitate more meaningful 
results for those who want to analyse historical datasets using standard corpus linguistic 
techniques such as frequency profiles, concordances, collocations and extraction of n-grams. 
VARD also allows for the exploration of spelling variation systematically, either across 
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