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ABSTRACT. – In this paper our objective is to provide physically reasonable solutions for the stationary
Navier–Stokes equations in a two-dimensional domain with two outlets to infinity, a semi-strip Π− and
a half-plane K . The same problem in an aperture domain, i.e. in a domain with two half-plane outlets to
infinity, has been studied but only under symmetry restrictions on the data. Here, we assume that the main
asymptotic term of the solution takes an antisymmetric form in K and apply the technique of weighted
spaces with detached asymptotics, i.e. we use spaces where the functions have prescribed asymptotic forms
in the outlets.
After first showing that the corresponding Stokes problem admits a unique solution if and only if certain
compatibility conditions are satisfied, we write the Navier–Stokes equations as a perturbation of the Stokes
problem and the crucial compatibility condition as an algebraic equation by which the flux becomes
determined. Assuming that the coefficient of the main (antisymmetric) asymptotic term of the solution
in K does not vanish and that the data are sufficiently small, we use a contraction principle to solve the
Navier–Stokes system coupled with the algebraic equation.
Finally, we discuss the ill-posedness of the Navier–Stokes problem with prescribed flux.  2001 Éditions
scientifiques et médicales Elsevier SAS
AMS classification: 35Q35, 35M10, 76D05, 76A10
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1. Introduction
Let Ω ⊂ R2 denote a plane domain with two outlets to infinity. More precisely, let us assume
that outside the circle BR = {x = (x1, x2): |x|<R}, Ω coincides with the union of the semi-strip
Π− =
{
x: x1 < 0, |x2|< 1
}
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and the right half-plane
K :=R2+ = {x: x1 > 0}.
For simplicity, we suppose that the boundary ∂Ω consists of smooth simple curves.
In Ω , we consider the Navier–Stokes problem:
−νxv(x)+
(
v(x) · ∇x
)
v(x)+∇xp(x)= f (x), x ∈Ω,
−∇x · v(x)= g(x), x ∈Ω,(1.1)
v(x)= h(x), x ∈ ∂Ω,
where the dot “·” denotes the scalar product in R2, ∇x = grad, ∇x · = div and x = ∇x · ∇x is
the Laplacian. Moreover, v = (v1, v2), f = (f1, f2), h = (h1, h2), and v stands for the fluid
velocity, p is the pressure field and ν > 0 the constant viscosity of the fluid.
In K , we introduce polar coordinates (r, ϕ) such that r = |x|, ϕ ∈ (−π/2,π/2) and
x1 = r cosϕ, x2 = r sinϕ. Consequently, the homogeneous equations (1.1)1,2 in K with the
homogeneous boundary conditions on ∂K \ {0} can be written as follows:
− νr−2((r∂r )2vr + ∂2ϕvr − vr − 2∂ϕvϕ)+ ∂rp
=−(vr∂rvr + r−1vϕ(∂ϕvr − vϕ)),
− νr−2((r∂r )2vϕ + ∂2ϕvϕ − vϕ + 2∂ϕvr)+ r−1∂ϕp in K,
=−(vr∂rvϕ + r−1vϕ(∂ϕvϕ + vr)),
−∂rvr − r−1vr − r−1∂ϕvϕ = 0,
vr = 0, vϕ = 0, on ∂K \ {0}.
(1.2)
Here, ∂r = ∂/∂r , ∂ϕ = ∂/∂ϕ and vr , vϕ denote the polar components of the vector field v, i.e.
vr = v1 cosϕ + v2 sinϕ, vϕ =−v1 sinϕ + v2 cosϕ.
We shall also consider the (linear) Stokes problem:
−νxv(x)+∇xp(x)= f (x), x ∈Ω,
−∇x · v(x)= g(x), x ∈Ω,(1.3)
v(x)= h(x), x ∈ ∂Ω.
To simplify the notation, we denote by u the solution (v,p) to problem (1.3) and write this
system of equations in a one-line form:
S(∇x)u= (f, g) in Ω, v = h on ∂Ω.(1.4)
The analogous form of the Navier–Stokes problem (1.1) reads as follows:
S(∇x)u+N(v, v)= (f, g) in Ω, v = h on ∂Ω,(1.5)
where N(v, v)= ((v(x) · ∇x)v(x),0).
The following Green’s formula is associated to problem (1.3):
(−νxv +∇xp,w)Ω + (−∇x · v, q)Ω + (v, ν∂nw+ nq)∂Ω
= (v,−νxw+∇xq)Ω + (p,−∇x ·w)Ω + (ν∂nv + np,w)∂Ω,(1.6)
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where (v,p), (w,q) ∈ C∞0 (Ω¯)3, (·, ·)Ξ denotes the scalar product in L2(Ξ) and ∂n = n · ∇x
stands for the normal derivative along n, i.e. the outward unit normal vector to ∂Ω . Here and in
all that follows, we use the standard notations Lq(Ω), Wm,q(Ω) and Cm,δ(Ω) for the Lebesgue,
Sobolev and Hölder spaces, respectively, and by C∞0 (Ω) we indicate the space of indefinitely
differentiable functions with compact support in Ω .
Our main objective is to investigate whether it is possible to find a solution to the nonlinear
problem (1.1) with the prescribed asymptotic form of Jeffrey–Hamel type:
v(x)∼ r−1V (ϕ), p(x)∼ r−2P(ϕ) as K  x→+∞,(1.7)
which is to be regarded as physically reasonable. Previously, such solutions were obtained
only under the assumption that the problem data are completely symmetric with respect to the
axis Ox1, cf. [11,2,13] where the Navier–Stokes problem was studied in an aperture domain, i.e.
a plane domain composed of two half-planes connected through an aperture. Let us also remind
here that problems in unbounded domains with noncompact boundaries have been studied by
numerous mathematicians since the pioneering works of Heywood [4] and Ladyzhenskaya and
Solonnikov [7].
In our work, consisting of two parts, we consider, instead of the actual aperture domain, the
flow between a half-space, the single angular outlet, and a semi-infinite channel. In this setting,
one does not need to impose the symmetry assumption. 1 Therefore, we suppose in this first paper
and in contrast with the previously cited works, that it is the antisymmetric form that dominates
at infinity. In other words, we suppose that the leading term in the corresponding solution of the
Stokes problem (1.3) becomes antisymmetric and, consequently, takes the form:
v(x)∼ αr−1V (2−)(ϕ), p(x)∼ αr−2P (2−)(ϕ),
where the coefficient α does not vanish and the angular parts V (2−) and P (2−) satisfy the relations
V
(2−)
1 (ϕ)=−V (2−)1 (−ϕ), V (2−)2 (ϕ)= V (2−)2 (−ϕ), P (−2)(ϕ)=−P (2−)(−ϕ)
(see formula (3.7)2 below).
As observed in [4], the Navier–Stokes as well as the Stokes problem in a domain with several
outlets to infinity becomes well-set only after prescription of, for example, the fluxes through
the outlets. Here, by assuming that the antisymmetric flow prevails over the symmetric one, we
conclude that, in the functional setting corresponding to our asymptotic ansatz, the Navier–Stokes
problem (1.1) is not well-posed if a (small) flux, say φ, is also prescribed, see Remark 6.3. This
conclusion follows from the main theorem which for small data establishes the existence of a
unique small solution u corresponding to a unique small flux φ, cf. Theorem 6.1. In the second
part of this work, we show that the problem with a prescribed flux is well-posed if the flux is small
and negative and if the symmetric flow is dominating. On the other hand, the problem concerning
the existence of physically reasonable solutions with a prescribed positive flux remains to be
unsolved as, consequently, is also the case for the general non-symmetric aperture problem.
In order to prove existence of physically reasonable solutions to the Navier–Stokes problem
with an antisymmetric main asymptotic term in K , we use the technique of weighted spaces
with detached asymptotics, introduced in [11] and further developed in [12,17,15,18,14]. These
spaces consist of functions with prescribed asymptotic forms in both outlets. Investigation
of the corresponding operator generated by the Stokes problem is performed in Section 5
1 Note that inside BR , Ω coincides with any arbitrary smooth domain.
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and is based on the classical results on general elliptic problems in usual weighted spaces,
cf. [5,9,10] (see also [16]). The outlets K and Π− are supplied with power and exponential
weights, respectively, and the corresponding function spaces and weighted norms are presented
in Section 2. In Section 3, we calculate power and exponential solutions to the homogeneous
model problems (1.3) in the angle K and in the strip Π and in Section 4 we use these solutions
to indicate known properties of the Stokes operator in the usual weighted spaces.
In Section 5, we show that the Stokes problem with the flux condition (see Theorem 5.1)
admits a unique solution in the weighted space with detached asymptotics if and only if two
compatibility conditions are satisfied. One of them can be fulfilled by assuming that the right-
hand sides g and h decay sufficiently fast in the outlet K . The other condition becomes crucial
(we point out that in [11,2,13] it was avoided due to the symmetry assumption). In Section
6, while considering the Navier–Stokes problem as a perturbation of the Stokes problem, we
observe that the second compatibility condition can be satisfied by choosing appropriately the
total flux in the outlet K . In other words, this condition leads to an algebraic equation which
must be added to the Navier–Stokes problem. After solving this coupled problem by a contraction
principle, we conclude that under a certain smallness assumption on the data there exists a unique
small solution to problem (1.1) with the desired asymptotic behaviour (1.7).
Finally, we note that the uniqueness assertion leads to the interesting conclusion that the
Navier–Stokes problem (1.1), with a small prescribed flux, has no small solutions of Jeffrey–
Hamel type if the flux is not properly matched with the other problem data. This can be
interpreted as ill-posedness of the problem.
2. Function spaces with weighted norms
It is well-known that weighted norms are fitted for the specification and description of solution
properties in domains with piecewise smooth boundaries. Since a domain with outlets to infinity
has infinitely distant singularities on its boundary, we shall study problems (1.1) and (1.3) in
weighted spaces.
Let V l,mβ,γ (Ω) denote the closure of C∞0 (Ω¯) with respect to the weighted norm:
∥∥z;V l,mβ,γ (Ω)∥∥=
(
l∑
k=0
∥∥ρβ,γ−l+k∇kx z;Lm(Ω)∥∥m
)1/m
,(2.1)
where l ∈ N0 = N ∪ {0} ,m ∈ (1,∞) and β,γ ∈ R, denote the smoothness, integrability and
weight indices, respectively. Furthermore, in (2.1) ∇kx z stands for the system of all k-th order
derivatives of the function z and ρβ,σ is a smooth positive function on Ω¯ such that
ρβ,σ (x)=
{
exp(β|x1|), x ∈Π− \ BR,
|x|σ , x ∈K \BR .(2.2)
Let us point out that definition (2.2) clearly shows that the space V l,mβ,γ (Ω) is independent of a
concrete choice of the weight multiplier ρβ,σ both algebraically and topologically. Moreover,
we emphasize that formulas (2.2) are in accordance with the common conception that power
weights suit conical and angular outlets and exponential weights are appropriate for cylindrical
and strip-like outlets to infinity.
For l ∈N, let V l−1/m,mβ,γ (∂Ω) denote the trace space equipped with the natural norm:∥∥ζ ;V l−1/m,mβ,γ (∂Ω)∥∥= inf{∥∥z;V l,mβ,γ (Ω)∥∥: z= ζ on ∂Ω}.(2.3)
S.A. NAZAROV ET AL. / J. Math. Pures Appl. 80 (2001) 1069–1098 1073
From definitions (2.1)–(2.3) it readily follows that the operator
Dl,mβ,γ  (v,p)= u → S l,mβ,γ u= (f, g,h) ∈Rl,mβ,γ (Ω)(2.4)
is continuous for all β,γ ∈R, m> 1 and l ∈N. Here, we have defined:
Dl,mβ,γ (Ω)≡ V l+1,mβ,γ (Ω)2 × V l,mβ,γ (Ω),
Rl,mβ,γ (Ω)≡ V l−1,mβ,γ (Ω)2 × V l,mβ,γ (Ω)× V l+1−1/m,mβ,γ (∂Ω)2.
(2.5)
More precise information about mapping (2.4) is obtained by investigating certain model
problems in the angle K and in the strip Π = {x: |x2|< 1}. In particular, it will turn out that the
operator S l,mβ,γ satisfies properties needed for a successful application of a contraction principle
only if
γ < l + 2− 2
m
.(2.6)
On the other hand, the nonlinear mapping
V
l+1,m
β,γ (Ω)
2  v →N(v, v) ∈ V l−1,mβ,γ (Ω)2
is continuous under the condition
γ  l + 2− 2
m
,
which is incompatible with (2.6). This obstacle can be overcome by introducing weighted spaces
with detached asymptotics and studying the Stokes operator in an appropriate functional setting.
3. Power and exponential solutions of the model problems
The functions
v(x)= rΛV (ϕ), p(x)= rΛ−1P(ϕ)(3.1)
are called power solutions of the Stokes problem in the angle K = R2+ if and only if they satisfy
the equation
S(∇x)(v,p)= (f, g,h) in K ×
(
∂K \ {0}),(3.2)
with Λ ∈C and with the right-hand side of the form:
f (x)= rΛ−2F(ϕ), g(x)= rΛ−1G(ϕ), h±(x2)= rΛH±.(3.3)
Here, h± denotes the restriction of h to the ray R1± = {x: x1 = 0, ±x2 > 0} and the angular parts
in (3.1) and (3.3) are functions defined on the arc Υ = {ϕ: ϕ ∈ (−π/2,π/2)}.
LEMMA 3.1. – The following assertions are valid.
(1) The homogeneous problem (3.2), i.e. the problem
S(∇x)(v,p)= 0 in K ×
(
∂K \ {0}),(3.4)
has no non-trivial power solutions with the exponent Λ /∈ {±1,±2, . . .} while for ±Λ ∈N
such solutions exist.
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(2) In the case Λ= 1, the linear space L(Λ) of the power solutions (3.1) to problem (3.4) is
of dimension 2 and a basis of L(1) can be formed by the vectors u(i+) = (v(i+), p(i+)),
i = 1,2, where
v(1+)(x)= (0,0), p(1+)(x)= 1,
v(2+)(x)= (0, x1), p(2+)(x)= 0,
(3.5)
or, equivalently, in the polar coordinates (r, ϕ),
V (1+)r (ϕ)= 0, V (1+)ϕ (ϕ)= 0, P (1+)(ϕ)= 1,
V (2+)r (ϕ)= cosϕ sinϕ, V (2+)ϕ (ϕ)= cos2 ϕ, P (2+)(ϕ)= 0.
(3.6)
If Λ= −1, then a basis of the linear space L(−1) can be written in terms of the power
solutions u(i−) = (v(i−), p(i−)), i = 1,2, in the form (3.1) with Λ=−1 and
V (1−)r (ϕ)=
2
π
cos2 ϕ, V (1−)ϕ (ϕ)= 0, P (1−)(ϕ)=
2
π
ν cos 2ϕ,
V (2−)r (ϕ)=
1
π
sin 2ϕ, V (2−)ϕ (ϕ)= 0, P (2−)(ϕ)=
2
π
ν sin 2ϕ.
(3.7)
(3) Problem (3.2)–(3.3), with Λ=−1 and
F ∈Wl−1,m(Υ )2, G ∈Wl,m(Υ ), H± ∈C2,(3.8)
admits a solution of the form (3.1), also with Λ=−1 and
V ∈Wl+1,m(Υ )2, P ∈Wl,m(Υ ),(3.9)
if and only if the compatibility conditions
π
2∫
− π2
F(ϕ) · V (i+)(ϕ)dϕ+
π
2∫
− π2
G(ϕ)P (i+)(ϕ)dϕ
+
∑
±
±H± · T (∂ϕ)
(
V (i+)(ϕ),P (i+)(ϕ)
)∣∣∣∣
ϕ=± π2
= 0, i = 1,2,
(3.10)
hold true. Here, T (∂ϕ)(V,P ) denotes the angular part of the traction, i.e a vector that in
polar coordinates has the form:
T (∂ϕ)
(
V (ϕ),P (ϕ)
)= (−ν∂ϕVr(ϕ), −ν∂ϕVϕ(ϕ)+P(ϕ)).
The solution is unique up to the addendum c1u(1−) + c2u(2−).
(4) If the compatibility conditions (3.10) do not hold, then problem (3.2) admits solutions(
v(x),p(x)
)= log r{C1u(1−) +C2u(2−)}+ (r−1V(ϕ), r−2P(ϕ)),(3.11)
where C1 and C2 are constants that vanish only if the conditions (3.10) are met and
(V,P) ∈ Wl+1,m(Υ )2 × Wl,m(Υ ) is unique up to the addendum
c1(V (1−),P (1−))+ c2(V (2−),P (2−)).
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Proof. – To prove these assertions, we recall several results presented, e.g., in [16]. Let us
start by substituting (3.1) and (3.3) into equation (3.2). Rewriting the operator S(∇x) in polar
coordinates (r, ϕ), we obtain a system of ordinary differential equations (in ϕ and with a
parameter Λ ∈C) on the arc Υ = (−π/2,π/2), which can be written simply as
S(Λ, ∂ϕ)(V,P )= (F,G) in Υ, V (±π/2)=H±.(3.12)
The expression S(Λ, ∂ϕ)(V,P ) is obtained by substituting (3.1) into the left-hand side of (1.2).
In particular, the terms appearing in (1.2)1, (1.2)2 and (1.2)3 are multiplied by r2−Λ, r2−Λ and
r1−Λ, respectively.
Since the coefficients of the differential operator S are constants, the homogeneous version of
problem (3.12) can be easily solved in an explicit form. The assertions (1) and (2) collect these
well-known results, cf. [20,19,3,6].
Next, we observe that Lemma 3.5.9 in [16] transforms the Green’s formula (1.6) into a one-
dimensional Green’s formula on the arc Υ ,(
S(Λ, ∂ϕ)(V,P ), (W,Q)
)
Υ
+
∑
±
±(V · T (∂ϕ)(W,Q))∣∣∣∣
ϕ=± π2
= ((V ,P ),S(−Λ,∂ϕ)(W,Q))Υ +∑
±
±(T (∂ϕ)(V,P ) ·W )∣∣∣∣
ϕ=± π2
.
Thus, operators S(Λ, ∂ϕ) and S(−Λ,∂ϕ) are formally adjoint and the assertion (3) is just the
Fredholm alternative for problem (3.12) at Λ=−1.
The last assertion is a special case of Lemma 3.5.11 [16]. Let us point out that the couple
(V,P) in (3.11) is obtained as a solution to problem:
S(−1, ∂ϕ)(V,P)= (F,G)−
2∑
i=1
Ci
dS
dΛ
(−1, ∂ϕ)
(
V (i−),P (i−)
)
in Υ,
V(±π/2)=H±.
(3.13)
Since the functions (V (i−),P (i−)), i = 1,2, in (3.6) and (3.7) give rise to a non-singular diagonal
2× 2-matrix with the entries(
dS
dΛ
(−1, ∂ϕ)
(
V (i−),P (i−)
)
,
(
V (j+),P (j+)
))
Υ
, i, j = 1,2,
the right-hand side of (3.13)1 can be made to satisfy the compatibility conditions (3.10) by an
appropriate choice of coefficients C1 and C2. In other words, the compatibility conditions for
problem (3.13) turn into an algebraic system for the unknowns C1 and C2 in (3.11). ✷
Remark 3.1. – One can interpret Lemma 3.1 in the following way: The values Λ = 1 and
Λ = −1 are eigenvalues of the Dirichlet problem for the operator bundle Λ → S(Λ, ∂ϕ) (the
spectral family), with formulas (3.6) and (3.7) providing the corresponding eigenvectors. The
whole spectrum of this bundle coincides with the set {±1,±2, . . .}. Let us also note that if Λ
differs from an eigenvalue, problems (3.12) and (3.2) admit unique solutions, given by (3.9)
and (3.1), respectively, for any right-hand sides (3.8) and (3.3).
Next, let us turn our attention to the model problem in the outlet Π−. We call (v,p) an
exponential solution to the homogeneous Stokes problem in the strip Π = R × (−1,1) if it
1076 S.A. NAZAROV ET AL. / J. Math. Pures Appl. 80 (2001) 1069–1098
is of the form
u(x)= (v(x),p(x))= exp(λx1)U(x)= exp(λx1)(V(x),P(x)),(3.14)
with λ ∈ C and where the polynomial x1 → U(x1, ·) is of degree q with coefficients being
smooth vector functions in [−1,1]. As in the angle K , all exponential solutions can be found
by solving a system of ordinary differential equations (in x2). More precisely, one needs to
solve the Dirichlet problem on the interval (−1,1) for the operator bundle λ → S(λ, ∂/∂x2).
By Lemma 3.1.2 in [16], one concludes that if (3.14) is a nontrivial exponential solution then λ
is an eigenvalue of the bundle and the derivatives
1
k!
∂k
∂xk1
U(0, x2), k = 0, . . . , q,
are the corresponding eigenvector (k = q) and associated vectors of orders q − k (k = 0, . . . ,
q − 1).
It is sufficient for our purposes to formulate the following evident result.
LEMMA 3.2. – There exists β0 > 0 such that if function (3.14), with |Reλ| < β0, is a
nontrivial exponential solution to the homogeneous Stokes problem in the strip,
S(∇x)u= (0,0) in Π, u= 0 on ∂Π,(3.15)
then definitely λ= 0 and
V1(x)= 34 c1
(
1− x22
)
, V2(x)= 0, P(x)= c2 − 32 c1νx1,(3.16)
where c1 and c2 are some constants.
Remark 3.2. – The exponential solution U with components (3.16) is a linear combination
c1U(1) + c2U(2) of the constant pressure
U(2)(x)= (V(2)(x),P(2)(x))= (0,0,1)(3.17)
and of the Poiseuille flow driving the unit flux along Π
U(1)(x)= (V(1)(x),P(1)(x))= 3
4
(
1− x22 ,0,−2νx1
)
.(3.18)
Observe also that the power solution (3.5)1 represents a constant pressure and solution (3.5)2 is
the Couette flow. Formulas (3.7) indicate power solutions u(i−)(x)= (r−1V (i−)(ϕ), r−2P (i−)(ϕ))
of Jeffrey–Hamel type such that u(1−) is a symmetric solution driving the unit flux over the semi-
circle K ∩ ∂Bρ and u(2−) is an antisymmetric solution having zero flux.
4. The Stokes problem in function spaces with weighted norms
Let us fix the smoothness and integrability indices l  1, m > 1 and assume that the weight
indices β and γ satisfy the restrictions
0< β < β0, − 2
m
< γ − l < 2− 2
m
.(4.1)
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The bounds in (4.1) are chosen to be consistent with power and exponential solutions indicated
in Section 3, see (3.5), (3.17) and (3.18). In fact, denoting by χK and χΠ cut-off functions in
C∞(Ω¯) such that
χK(x)= 0, for x /∈K \BR, χK(x)= 1, for x ∈K \B2R,
χΠ(x)= 0, for x1 >−R, χΠ(x)= 1, for x1 <−2R;
(4.2)
one observes, in view of (2.1) and (2.2), that
χKu
(i+) /∈Dl,mµ,γ (Ω)⇔ γ − l −
2
m
,
χKu
(i−) ∈Dl,mµ,γ (Ω)⇔ γ − l < 2−
2
m
(4.3)
and
χΠU(i) /∈Dl,mβ,µ(Ω)⇔ β  0,
χΠU(i) ∈Dl,mβ,µ(Ω)⇔ β < 0,
(4.4)
where i = 1,2 and µ ∈R is arbitrary. Moreover, Lemma 3.2 guarantees that, under the condition
β < β0, the function space Dl,mβ,µ(Π−) contains all the exponential solutions of problem (3.15)
which decay as x1 →−∞. Similarly, by Lemma 3.1 the restriction γ − l < 2(1− 1/m) implies
that all power solutions to problem (3.4) which decay at infinity belong to Dl,mµ,γ (K \ BR).
According to results given in [16] (see the detailed references below), concrete properties of
the operator S l,mβ,γ in (2.4) can be identified by comparing general properties of S l,mβ,γ and S l,m−β,γ .
It is sufficient to analyze in detail only the case m= 2 since the results can be extended to other
values of m using the general approach developed in [10] (see also §3.6 in [16]).
PROPOSITION 4.1. – Assume that inequalities (4.1) are valid.
(1) The operator S l,2β,γ is a Fredholm monomorphism (an injection) and
dim cokerS l,2β,γ = 1.(4.5)
(2) The operator S l,2−β,γ is a Fredholm epimorphism (a surjection) and
dim kerS l,2−β,γ = 1.(4.6)
(3) There exists a solution u = (v,p) ∈ Dl,2−β,γ (Ω) to the homogeneous problem (1.3) such
that
u˜ = u− χΠ
{
U(1)+C(ν,Ω)U(2)} ∈Dl,2β,γ (Ω),(4.7)
where the functions U(i), i = 1,2, are introduced in (3.17) and (3.18) and the constant
C(ν,Ω) depends on the geometry of the domain Ω and on the fluid viscosity ν.
(4) Problem (1.3) with the right-hand side (f, g,h) ∈Rl,2β,γ (Ω) admits a solution in Dl,2β,γ (Ω)
provided the compatibility condition
(f,v)Ω + (g,p)Ω + (h,−ν∂nv+ np)∂Ω = 0(4.8)
holds.
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Remark 4.1. – Assertions (2) and (3) mean that the kernel of S l,2−β,γ coincides with the linear
space L(u) spanned over the solution u = (v,p). At the same time, the left-hand side of (4.8)
provides a functional F = (v,p, (−ν∂nv + np)|∂Ω) that belongs to the dual space of Rl,2β,γ (Ω)
and, in view of assertions (1) and (4), the co-kernel of S l,2β,γ becomes the linear space L(F)
spanned by that functional.
Proof of Proposition 4.1. – Recalling Theorems 5.1.4(1) and 4.1.2 [16] (see also Remark 4.1.5
[16]) and taking into account Lemmas 3.2 and 3.1, we deduce that under conditions (4.1)
operators S l,2β,γ and S l,2−β,γ both satisfy the Fredholm property. Let us note that the second
condition in (4.1) reduces to
γ ∈ (l − 1, l + 1)(4.9)
when m= 2.
First, assume that
γ ∈ [l, l + 1).(4.10)
Let (v,p) ∈ kerS l,2β,γ , i.e. (v,p) ∈ Dl,2β,γ (Ω) solves the homogeneous problem (1.3). In view
of (4.1) and (4.10), the velocity component v decays at infinity. In fact, by the definition of the
weighted norm, cf. (2.1), one has:
∇xvi ∈ V l,2β,γ (Ω)2 ⊂ V 0,2β,γ−l(Ω)2 ⊂ L2(Ω)2, i = 1,2.
Now, taking the scalar product of equation (1.3)1 (with f = 0) with the divergence free vector v
and integrating by parts we obtain:∫
Ω
∣∣∇xvi(x)∣∣2 dx = 0, i = 1,2,
which implies that vi(x)= ci and by (1.3)3 (with h= 0) one obtains ci = 0. Again from (1.3)1
(with f = 0), one concludes that ∇xp = 0, hence p = c0. However, c0 = 0 because of (3.5)1,
(4.10) and (4.3)1, with i = 1. Thus, we have shown that the subspace kerS l,2β,γ is trivial if the
condition (4.10) is satisfied.
Next, general results of [9] (see also Theorems 8.3.3 and 5.1.4(3) in [16]) yield
cokerS l,2β,γ =
{(
v,p, (−ν∂nv+ np)|∂Ω
)
: (v,p) ∈ kerS l,2−β,2l−γ
}
,
cokerS l,2−β,2l−γ =
{(
v,p, (−ν∂nv+ np)|∂Ω
)
: (v,p) ∈ kerS l,2β,γ
}
.
(4.11)
Hence, under condition (4.10) one obtains
dim cokerS l,2−β,2l−γ = dim kerS l,2β,γ = 0,
dim cokerS l,2β,γ = dim kerS l,2−β,2l−γ .
(4.12)
Observe that γ and 2l − γ fulfil (4.9) simultaneously.
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Recalling the theorem on operator index increment, cf. [8] (see also Theorems 4.3.3
and 5.1.4(4) in [16]), we obtain in view of Lemmas 3.1(1) and 3.2, the identities:
IndS l,2−β,2l−γ = IndS l,2−β,γ
+
{
the number of linearly independent power solutions (3.1) of
problem (3.4) such that γ − l = l − (2l− γ ) < Re Λ< l − γ
}
= IndS l,2−β,γ + 0= IndS l,2−β,γ ,
IndS l,2−β,γ = IndS l,2β,γ
+
{
the number of linearly independent exponential solutions
(3.14) of problem (3.15) such that − β < Re λ < β
}
= IndS l,2β,γ + 2.
(4.13)
In view of the definition
IndS = dim kerS − dim cokerS
and equalities (4.12) and (4.13), one gets:
2 = IndS l,2−β,2l−γ − IndS l,2β,γ =
(
dim kerS l,2−β,2l−γ − 0
)− (0− dim cokerS l,2β,γ )
= 2 dim kerS l,2−β,2l−γ .
Therefore, one concludes that
dim kerS l,2−β,2l−γ = dim cokerS l,2β,γ = 1,(4.14)
which implies (4.5) and (4.6), as soon as we get rid of restriction (4.10). Towards this aim, we
take µ ∈ (l − 1, l) and employ the theorem in [5] (see also Theorem 3.5.6 [16]) on asymptotics
of solutions in conical and angular outlets. In view of Lemma 3.1(1), we have:
dim kerS l,2±β,µ = dim kerS l,2±β,γ ,
and by a formula, similar to (4.12)1, it holds:
IndS l,2±β,µ = IndS l,2±β,γ .
These identities extend (4.14) to all γ ∈ (l − 1, l + 1) and complete the proof of assertions (1)
and (2).
Next, let us verify assertion (3), which by (4.11)1 confirms assertion (4) as well. Let
(v,p) = 0 belong to kerS l,2−β,γ ; observe that in view of (4.6) such a solution to the homogeneous
problem (1.3) exists. Since the subspace kerS l,2−β,γ can only become larger when γ decreases
and at the same time equality (4.6) must hold, kerS l,2−β,γ cannot depend on the weight index
γ ∈ (l − 1, l + 1). Hence, we may assume again that (4.10) holds. According to Lemma 3.2,
Theorem 3.1.4 [16] on asymptotics of solutions in cylindrical outlets leads to the representation
(v,p)= χΠ
{
c1U(1) + c2U(2)
}+ (v˜, p˜),
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where (v˜, p˜) ∈Dl,2β,γ (Ω). If c1 = 0, then due to (3.17) one sees that v = v˜ ∈ V l+1,2β,γ (Ω)2. Now,
arguing as above (see the text below (4.9)), we find out that v = 0 and p = 0. Thus, c1 must be
different from zero and, furthermore, (v,p)= c−11 (v,p) and C(ν,Ω)= c−11 c2 in (4.7). ✷
Remark 4.2. – By completion, Green’s formula (1.6) is valid for (v,p) ∈ Dl,2β,γ (Ω) and
(w,q) ∈ Dl,2−β,2l−γ (Ω) when the inner product (·, ·)Ξ in L2(Ξ) is extended up to the duality
of the spaces V 0,2τ,κ (Ω) and V
0,2
−τ,−κ (Ω). In this respect, let us point out that in view of
definitions (2.1) and (2.5), one easily proves the following inclusions:
S(∇x)Dl,2β,γ (Ω)⊂ V l−1,2β,γ (Ω)2 × V l,2β,γ (Ω)⊂ V 0,2β,γ−(l−1)(Ω)2 × V 0,2β,γ−l(Ω),
Dl,2−β,2l−γ (Ω)= V l+1,2−β,2l−γ (Ω)2 × V l,2−β,2l−γ (Ω)⊂ V 0,2−β,(l−1)−γ (Ω)2 × V 0,2−β,l−γ (Ω).
(4.15)
Observe that the spaces on the right-hand side of (4.15) are in duality in the sense mentioned
above. This interpretation of the Green’s formula makes the operators S l,2β,γ and S l,2−β,2l−γ
formally adjoint and gives to relations (4.11) the meaning of the Fredholm alternative.
Remark 4.3. – Since γ in (4.7) stands for an arbitrary weight index subject to condition (4.9),
we see that (v,p) ∈ Dl,2−β,2l−γ (Ω). Thus, if (v,p) ∈ Dl,2β,γ (Ω) is a solution to the Stokes
problem (1.3) with (f, g,h) ∈ Rl,2β,γ (Ω), then, by changing (w,q) to (v,p), one can convert
formula (1.6) into the compatibility condition (4.8). This shows the necessity of (4.8) while its
sufficiency follows from equality (4.5). These arguments help to avoid referring to relation (4.11)
in the end of the proof of Proposition 4.1.
Next, we shall get rid of the restriction m = 2 imposed in Proposition 4.1 by taking into
account the properties established for the Stokes operator in weighted L2-spaces and applying
general results of [10] (see also §3.6 in [16]). We shall start with the following simple assertion.
LEMMA 4.1. – Let z ∈ V l,mτ,κ (Ω) and let s ∈ {0,1, . . .}, q ∈ (1,∞) be such that
(l − s)m > 2, µ= κ −
(
l − 2
m
)
+
(
s − 2
q
)
.(4.16)
Then z ∈ V s,qτ−ε,µ−ε(Ω), for any ε > 0, with∥∥z;V s,qτ−ε,µ−ε(Ω)∥∥ cε∥∥z;V l,mτ,κ (Ω)∥∥,
where the constant cε > is independent of z.
Proof. – We set zΠ = χΠz and zK = χKz where χΠ,χK are the cut-off functions defined
in (4.2). Since the support of z0 = z − zΠ − zK is compact, one deduces by the Sobolev’s
imbedding theorem that z0 ∈Ws,q(suppz0)= V s,qτ,µ(supp z0). Therefore, in view of (4.16)∥∥z0;V s,qτ−ε,µ−ε(Ω)∥∥ c∥∥z0;Ws,q(supp z0)∥∥ c∥∥z0;Cs(supp z0)∥∥
 c
∥∥z0;Wl,m(supp z0)∥∥ c∥∥z;V l,mτ,κ (Ω)∥∥.(4.17)
Moreover, owing to (2.1) and (2.2) the function x → exp(τ |x1|)zΠ(x) belongs to
Wl,m(Π−)⊂ Cs(Π−). Hence
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∥∥zΠ ;V s,qτ−ε,µ−ε(Π−)∥∥q  c s∑
j=0
∫
Π−
exp
(
q(τ − ε)|x1|
)∣∣∇jx zΠ (x)∣∣q dx
 c
∥∥x → exp(τ |x1|)zΠ(x);Cs(Π−)∥∥q ∫
Π−
exp
(−qε|x1|)dx(4.18)
 cε
∥∥x → exp(τ |x1|)zΠ(x);Wl,m(Π−)∥∥q  cε∥∥z;V l,mτ,κ (Ω)∥∥q .
Next, let us consider zK and, for simplicity, use the same symbol for this function written in
polar coordinates (r, ϕ). Making the Euler change of variables, we introduce the new coordinate
system:
(t, ϕ)= (log r, ϕ) ∈Σ = (logR,+∞)×
(
−π
2
,
π
2
)
, ∂t = r∂r, dt = r−1 dr.(4.19)
Taking into account the distribution of power weights in the norm (2.1), one observes that the
function
Σ  (t, ϕ) → ZK(t, ϕ)= exp
(
t
(
κ − l + 2
m
))
zK
(
exp(t), ϕ
)
belongs to Wl,m(Σ). Using direct and inverse change of variables, one arrives at the following
chain of inequalities, similar to (4.18),∥∥zK ;V l,mτ,κ (Ω)∥∥ c∥∥zK ; V l,mτ,κ (K \ BR)∥∥
 c
( ∑
i+hl
∫
K\BR
rm(κ−l)
∣∣(r∂r)i∂hϕzK(r,ϕ)∣∣mr dr dϕ
)1/m
 c
( ∑
i+hl
∫
Σ
∣∣∂it ∂hϕZK(t, ϕ)∣∣m dt dϕ
)1/m
 c
∥∥ZK;Cs(Σ)∥∥
 c
( ∑
i+hs
∫
Σ
exp(−qεt)∣∣∂it ∂hϕZK(t, ϕ)∣∣q dt dϕ
)1/q
(4.20)
 c
( ∑
i+hs
∫
K\BR
rq(κ−l+
2
m
)−2−qε∣∣(r∂r )i∂hϕzK(r,ϕ)∣∣qr dr dϕ
)1/q
 c
(
s∑
j=0
∫
K\BR
rq(κ−l+j+
2
m
)−2−qε∣∣∇jx zK(x)∣∣q dx
)1/q
 c
∥∥zK ;V s,qτ−ε,µ−ε(K \ BR)∥∥.
After collecting estimates (4.17), (4.18) and (4.20), the proof is complete. ✷
PROPOSITION 4.2. – Assume that restrictions (4.1) hold. The Stokes problem operators S l,m−β,γ
and S l,mβ,γ are a Fredholm epimorphism and a Fredholm monomorhism, respectively. Moreover,
kerS l,m−β,γ = L(u), cokerS l,mβ,γ = L(F),
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where u and F denote the solution and the associated functional indicated in Remark 4.1 and
Proposition 4.1(3).
Proof. – Let us recall Proposition 4.1 and replace the triple l, β, γ therein, cf. expres-
sions (4.16), with the indices
l+ 2, τ = β+ ε, κ = γ − ε+
(
l+ 2− 2
2
)
−
(
l− 2
m
)
= γ − ε+ 1+ 2
m
.(4.21)
Choosing ε > 0 strictly smaller than
min
{
β0 − β,γ − l + 2
m
}
> 0,
one easily sees, in view of (4.1), that the following relations hold
0< τ < β0, −1 < κ − (l + 2)= γ − l + 2
m
− 1− ε < 1,(4.22)
which shows that condition (4.9) holds also for the new indices κ and l + 2. With this change,
Lemma 4.1 turns the inclusion (4.7) into the following one:
u˜ ∈Dl+2,2β+ε,κ (Ω)⊂Dl,mβ,γ (Ω).
Hence, taking (3.17) and (3.18) into account one readily obtains:
u = u˜+ χΠ
(
U(1) +C(ν,Ω)U(2)) ∈Dl,m−β,γ (Ω),(4.23)
which implies that u ∈ kerS l,m−β,γ .
Let us assume for the time being that
l > 1+ 2
m
.(4.24)
From Lemma 4.1 it then follows that
Dl,m±β,γ (Ω)⊂D1,2±β−ε,µ−ε(Ω),
where µ= γ − l + 2/m, cf. (4.16) with s = 1, q = 2 and κ = γ . On the other hand, (4.1) yields
the inequality −1<µ− ε−1< 1, i.e. the new form of (4.9). Consequently, Proposition 4.1(1,4)
implies the inclusions
kerS l,mβ,γ ⊂ kerS1,2β−ε,µ−ε = {0},
kerS l,m−β,γ ⊂ kerS1,2−β−ε,µ−ε = L(u),
which according to (4.23) means that
kerS l,mβ,γ = {0}, kerS l,m−β,γ = L(u),(4.25)
provided condition (4.24) holds.
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Using of Theorems 3.6.4, 3.6.11 [16] together with Lemmas 3.2, 3.1(1) and arguing in the
same way as in §4.1 [16], one concludes that both S l,mβ,γ and S l,m−β,γ are Fredholm operators and
that, moreover, the estimate∥∥(v,p);Dl,m±β,γ (Ω)∥∥ cε(∥∥(f, g,h);Rl,m±β,γ (Ω)∥∥+ ∥∥(v,p);Lm(Ω ′)∥∥)(4.26)
holds, where (v,p) is a solution to problem (1.3) and Ω ′ ⊂ Ω¯ is a compact set. From estimate
(4.26) it follows that kerS l,m±β,γ = kerSh,m±β,γ−l+h, for any h ∈ {1,2, . . .}; in other words restriction
(4.24), under which (4.25) was proven, can be removed.
Since in view of (4.25) the operator S l,mβ,γ is a monomorphism, the term ‖(v,p);Lm(ω)‖ in
(4.26) can be omitted, while preserving the estimate itself. In case of the operator S l,m−β,γ , we can
also get rid of this term provided (v,p) ∈ J, where J is a subspace in the decomposition:
Dl,m−β,γ (Ω)= J kerS l,m−β,γ = JL(u).
In particular, we can consider J as composed of functions (v,p) ∈ Dl,m−β,γ (Ω) subject to the
orthogonality condition
(v,v)Ω∩BR = 0.(4.27)
Now, everything is prepared for analyzing the solvability of problem (1.3) in Dl,m±β,γ (Ω). First,
let us assume that the right-hand side (f, g,h) belongs to C∞0 (Ω¯)3 × C∞0 (∂Ω) and that, in
case of the operator S l,m+β,γ , the right-hand side satisfies the compatibility condition (4.8). Since
the indices l + 2, κ in (4.21) satisfy the last relation in (4.22), Proposition 4.1(1,2,4) provides
existence of a solution (v,p) ∈ Dl+2,2±β+ε,κ (Ω) to problem (1.3). Similarly to (4.23), one sees by
Lemma 4.1 that
(v,p) ∈Dl+2,2±β+ε,κ (Ω)⊂Dl,m±β,γ (Ω).
Hence, it is possible to use estimate (4.26) without the last term (in the case “−β” we assume
that v satisfies the orthogonality condition (4.27)). This allows us to perform the completion
and, consequently, prove existence of a solution in Dl,m±β,γ (Ω) for any right-hand side (f, g,h) ∈
Rl,m±β,γ (Ω), which in the case “+β” fulfils the compatibility condition (4.8). The same arguments
as in Remark 4.3 establish necessity of (4.8). These two facts complete the proof. ✷
5. The Stokes problem in weighted spaces with detached asymptotics
Let us assume that
l ∈ {1,2, . . .}, m ∈ (1,∞), β ∈ (0, β0), σ − l ∈
(
2− 2
m
,3− 2
m
)
.(5.1)
Note that from (5.1) and (4.1) it follows that σ > γ and hence Dl,m±β,σ (Ω)⊂Dl,m±β,γ (Ω).
The space Dl,mβ,σ (Ω) consists of functions (v,p) admitting the asymptotic representations
v(x)= χΠ(x)c1V(1)(x)+ χK(x)r−1V (ϕ)+ vˆ(x),
p(x)= χΠ(x)
(
c2 − c1 32νx1
)
+ χK(x)r−2P(ϕ)+ pˆ(x),
(5.2)
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where χΠ,χK stand for the cut-off functions (4.2), c1, c2 are arbitrary constant coefficients
multiplying the exponential solutions (3.17) and (3.18) and
U = (V ,P ) ∈Dl,m(Υ )=Wl+1,m(Υ )2 ×Wl,m(Υ ),
uˆ= (vˆ, pˆ) ∈Dl,mβ,σ (Ω).
(5.3)
The space Dl,mβ,σ (Ω) is equipped with the norm:∥∥u;Dl,mβ,σ (Ω)∥∥= ∥∥U ;Dl,m(Υ )∥∥+ |c1| + |c2| + ∥∥uˆ;Dl,mβ,σ (Ω)∥∥.(5.4)
Observe that a modification of the cut-off functions χΠ,χK in (5.2), e.g. a change of the radiusR
in (4.2), does not influence the space Dl,mβ,σ (Ω) neither algebraically nor topologically.
Since any element of Dl,mβ,σ (Ω) takes the asymptotic form (5.2) and since this is reflected in
the norm, we call Dl,mβ,σ (Ω) a weighted space with detached asymptotics. Recalling (4.3)2 and
(4.4)2, it is easy to see that Dl,mβ,σ (Ω)⊂ Dl,m−β,γ (Ω). In fact, later on we will see that the Stokes
problem operator, with Dl,mβ,σ (Ω) as the domain of definition, inherits all the main properties of
the operator S l,m−β,γ . To prove this latter assertion, we start with the following simple lemma.
LEMMA 5.1. – The solution u= (v,p), introduced in Proposition 4.1(3), belongs toDl,mβ,σ (Ω)for any indices l,m and β,σ satisfying (5.1).
Proof. – Let us write more precisely the asymptotic expression (4.7) by recalling Theo-
rem 3.5.6 [16], see also Lemma 3.1(2). From this theorem one concludes that in an angular
outlet the solution can be written as a linear combination of the power solutions u(1−) and u(2−)
described in Lemma 3.1(2). Therefore
u = χΠ
[
U(1)+C(ν,Ω)U(2)]+ χK[u(1−) + c(ν,Ω)u(2−)]+ uˆ,
uˆ = (vˆ, pˆ) ∈Dl,mβ,σ (Ω).
(5.5)
Here, c(ν,Ω) is a constant depending on the domain Ω and the viscosity ν (Proposition 4.1(3)
states the same about C(ν,Ω)). Let us recall formulas (3.1) and (3.7) and comment on the
asymptotic representation (5.5).
First, to detach the main asymptotic terms we choose the weight index σ in such a way that
the function
x → χK(x)
(
r−1V (ϕ), r−2P(ϕ)
)
does not belong to Dl,mβ,σ (Ω), which in view of (4.3)2 means that σ − l > 2 − 2/m. Now,
Lemma 3.1(1) states that the solution to problem (1.3) may also contain asymptotic terms of
the form (3.1), with Λ=−2. Therefore, we fix σ so that the function
x → χK(x)
(
r−2V (ϕ), r−3P(ϕ)
)
belongs to the space Dl,mβ,σ (Ω), i.e. the following integrals must converge at infinity∫
K
l+1∑
j=0
rm(σ−l−1+j)
∣∣∇jx [χK(x)r−2V (ϕ)]∣∣m dx,
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∫
K
l∑
j=0
rm(σ−l+j)
∣∣∇jx [χK(x)r−3P(ϕ)]∣∣m dx,
cf. (2.1), (2.2). This leads to the inequality:
m(σ − l − 1+ j)+m(−2− j)+ 2 < 0,
hence σ − l < 3− 2/m.
Finally, observe that the coefficients of U(1) and u(1−) in (5.5)1 must be equal since the total
flux at infinity of a divergence free velocity field v is zero. As usual, in order to prove this
fact rigorously one ought to put the solutions (v,p) and (0,0,1) of the homogeneous Stokes
problem (1.3) into the Green’s formula (1.6) defined over the set:
Ωt =
{
x ∈Ω : |x|< t as x1 > 0 and x1 −t as x1 < 0
}
and compute limits of the integrals as t →+∞. ✷
The Stokes problem operator Sl,mβ,σ maps D
l,m
β,σ (Ω) into the space R
l,m
β,σ (Ω) consisting of
triples (f, g,h) that admit the representations:
f (x)= χK(x)r−3F(ϕ)+ f˜ (x),
g(x)= χK(x)r−2G(ϕ)+ g˜(x),(5.6)
h(x)= χK(x)r−1H± + h˜(x), ±x2  0.
This mapping is continuous if the space Rl,mβ,σ (Ω) is equipped with the norm:∥∥(f, g,h);Rl,mβ,σ (Ω)∥∥= ∥∥(F,G);Wl−1,m(Υ )2 ×Wl,m(Υ )∥∥
+ |H+| + |H−| + ∥∥(f˜ , g˜, h˜);Rl,mβ,σ (Ω)∥∥,(5.7)
where Rl,mβ,σ (Ω) is the space defined in (2.5).
Remark 5.1. – Observe the differences in detaching the asymptotics in the two outlets Π−
and K . The terms multiplied by χΠ in (5.2) represent an exponential solution to problem (3.15)
in Π , i.e. they vanish under the action of the operator S(∇x). Therefore, the function
S(∇x)χΠ
(
c1U(1) + c2U(2)
)
has compact support and can be included into (f˜ , g˜, h˜). In contrast, the terms multiplied by χK
are not assumed to be power solutions of the homogeneous problem (3.2). Consequently, similar
terms are present in (5.6).
Next, let us study the properties of the operator
Sl,mβ,σ :D
l,m
β,σ (Ω)→Rl,mβ,σ (Ω),(5.8)
associated with the Stokes problem (1.3).
PROPOSITION 5.1. – Provided condition (5.1) holds, the Stokes problem operator (5.8) keeps
the Fredholm property with
dim kerSl,mβ,σ = 1, dim cokerSl,mβ,σ = 2.(5.9)
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The subspace kerSl,mβ,σ coincides with the linear space L(u) (see Lemma 5.1), and problem (1.3)
with the right-hand side (f, g,h) ∈ Rl,mβ,σ (Ω) admits a solution in Dl,mβ,σ (Ω) if and only if the
compatibility conditions (3.10), with i = 1,2, are valid.
Proof. – From (4.3) and (4.4) it readily follows that Rl,mβ,σ (Ω) ⊂ Rl,m−β,γ (Ω) for any γ
satisfying (4.1). Hence, by Proposition 4.1(2), for any (f, g,h) ∈Rl,mβ,σ (Ω), there exists a solution
u= (v,p) ∈Dl,m−β,γ (Ω), which is unique up to the addendum cu. This fact and Lemma 5.1 lead
to the first equality in (5.9). Imposing the orthogonality condition (4.27), one obtains uniqueness
for u and the estimate∥∥u;Dl,m−β,γ (Ω)∥∥ c∥∥(f, g,h);Rl,m−β,γ (Ω)∥∥ c∥∥(f, g,h);Rl,mβ,σ (Ω)∥∥.(5.10)
Now, let us study the asymptotics of (v,p) at infinity and see when (v,p) belongs toDl,mβ,σ (Ω).
To this end, we solve problem (3.12), with the right-hand sides (3.8) taken from (5.6). If the
compatibility conditions (3.10) are valid, the solution U = (V ,P ) ∈ Dl,m(Υ ) exists and, by
Lemma 3.1(2), it is unique up to the linear combination:
c1
(
V (1−),P (1−)
)+ c2(V (2−),P (2−)).
Moreover, recalling (3.7), a proper choice of the constants c1 and c2 yields the orthogonality
conditions
I1(v)=
π/2∫
−π/2
Vr(ϕ) cosϕ sinϕ dϕ = 0, I2(v)=
π/2∫
−π/2
Vr(ϕ) cos
2 ϕ dϕ = 0,(5.11)
where the weights in I1(v) and I2(v) are chosen in such a way that
I1
(
v(1−)
)= 0, I1(v(2−)) = 0, I2(v(1−)) = 0, I2(v(2−))= 0;
for sake of clarity we have used here the weights cosϕ sinϕ, cos2 ϕ. The solution
U⊥ = (V ⊥,P⊥), which satisfies (5.11) is unique and satisfies the estimate∥∥U⊥;Dl,m(Υ )∥∥ c(∥∥(F,G);Wl−1,m(Υ )2 ×Wl,m(Υ )∥∥+ |H+| + |H−|)
 c
∥∥(f, g,h);Rl,mβ,σ (Ω)∥∥.(5.12)
Next, let us consider the function:
u• = (v•,p•)= (v − χKr−1V ⊥,p− χKr−2P⊥).(5.13)
Due to the construction of (V ⊥,P⊥), u• satisfies problem (1.4) with the right-hand side,
(f •, g•) = (f, g)− S(∇x)χK
(
r−1V⊥, r−2P⊥
)
= (f, g)− χKS(∇x)
(
r−1V⊥, r−2P⊥
)− [S(∇x),χK](r−1V ⊥, r−2P⊥)(5.14)
=: (f˜ , g˜)− (f c, gc),
where [S, χK ] stands for the commutator SχK − χKS. Moreover, for x ∈ ∂Ω one obtains:
v•(x)= h•(x)= h(x)− χK(x)r−1V (ϕ)= h˜(x).(5.15)
S.A. NAZAROV ET AL. / J. Math. Pures Appl. 80 (2001) 1069–1098 1087
Since the coefficients of the differential operator [S(∇x),χK ] have compact supports, one
concludes that ∥∥(f c, gc,0);Rl,mβ,σ (Ω)∥∥ c∥∥(V ⊥,P⊥);Dl,m(Υ )∥∥,(5.16)
for all values of the weight indices β and σ . Therefore, equalities (5.14), (5.15) and
estimates (5.16), (5.12) imply that (f •, g•, h•) ∈Rl,mβ,σ (Ω) and∥∥(f •, g•, h•);Rl,mβ,σ (Ω)∥∥ c(∥∥(f˜ , g˜, h˜);Rl,mβ,σ (Ω)∥∥+ ∥∥(f c, gc,0);Rl,mβ,σ (Ω)∥∥)
 c
∥∥(f, g,h);Rl,mβ,σ (Ω)∥∥.(5.17)
In order to apply Theorems 4.2.1 and 3.6.6 of [16] to the solution u•, cf. (5.13), we recall
Lemmas 3.1 and 3.2. In view of Lemma 3.1, restrictions (4.1) and (5.1) imply that the strip{
Λ ∈C: l + 1− σ − 2
m
< ReΛ< l + 1− γ − 2
m
}
contains only one eigenvalue Λ = −1 of the homogeneous problem (3.12), to which there
corresponds a power solution couple of the form (3.1) specified in (3.7). On the other hand,
from Lemma 3.2 and restrictions (4.1) one sees that the strip
{λ ∈C: −β < Reλ < β}
includes only one point, namely λ= 0, which gives rise to a nontrivial exponential solution (3.14)
taking the form (3.16). These facts specify the general results of [5,10] (see also Theorems 3.5.6,
3.1.4 and 3.6.6 in [16]) yielding the representation
u•(x)=
2∑
i=1
{
χΠ(x)ciU(i)(x)+ χK(x)ci
(
r−1V (i−)(ϕ), r−2P (i−)(ϕ)
)}+ uˆ•(x),(5.18)
with ci, ci ∈R, uˆ• ∈Dl,mβ,σ (Ω) and the inequality
|c1| + |c2| + |c1| + |c2| +
∥∥uˆ•;Dl,mβ,σ (Ω)∥∥
 c
(∥∥(f •, g•, h•);Rl,mβ,σ (Ω)∥∥+ ∥∥u•;Dl,m−β,γ (Ω)∥∥).(5.19)
Substituting (5.18) into (5.13), we reconstruct the asymptotic form (5.2) for the complete solution
(v,p) ∈Dl,m−β,σ (Ω) while in (5.2) we have:
(V ,P )= (V ⊥,P⊥)+ c1(V (1−),P (1−))+ c2(V (2−),P (2−)), (vˆ, pˆ)= uˆ•.(5.20)
Moreover, since according to (5.13) and (4.3) one has:∥∥u•;Dl,m−β,γ (Ω)∥∥ c(∥∥u;Dl,m−β,γ (Ω)∥∥+ ∥∥U⊥;Dl,m(Υ )∥∥),
estimates (5.19), (5.17) and (5.12), (5.10) lead to the inequality∥∥u;Dl,mβ,σ (Ω)∥∥ c∥∥(f, g,h);Rl,mβ,σ (Ω)∥∥.(5.21)
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Restricting the Stokes problem operator (5.8)
Sl,mβ,σ :D
l,m
β,σ (Ω)→Rl,mβ,σ (Ω)
by imposing condition (4.27), we observe that we have constructed its inverse as a continuous
operator defined on a subspace of Rl,mβ,σ (Ω) where compatibility conditions (3.10) are satisfied.
Now, since the co-dimensions of the subspaces are finite, one concludes that Sl,mβ,σ has the
Fredholm property. Moreover, from what we have proven, it follows that the compatibility
conditions are clearly sufficient, while their necessity is a consequence of Lemma 3.1(4). This
yields the second formula in (5.9). ✷
If the triple (f, g,h) belongs to the subspace
◦
R
l,m
β,σ (Ω)=
{
(f, g,h) ∈Rl,mβ,σ (Ω): G(ϕ)= 0 for ϕ ∈
(−π2 , π2 ) and H± = 0 in (5.6)},(5.22)
then the compatibility conditions (3.10) with i = 1 are fulfilled automatically. Indeed, due
to (3.6)1 this condition turns into
π
2∫
− π2
G(ϕ)dϕ+H+ϕ −H−ϕ = 0,(5.23)
which is satisfied by (5.22). In view of (3.6)2, the second condition (3.10) (i = 2) now reduces to
π
2∫
− π2
cosϕ
(
sinϕFr(ϕ)+ cosϕFϕ(ϕ)
)
dϕ = 0.(5.24)
Furthermore, if function (5.2)1 satisfies equalities (1.3)2, (1.3)3 with the right-hand sides (5.6)2,
(5.6)3, where G = 0,H± = 0, then the asymptotic term r−1V (ϕ) must fulfil relations (1.2)3,
(1.2)4, in K or equivalently
0 = Vr
(
±π
2
)
= Vϕ
(
±π
2
)
,
0 = ∂r
(
r−1Vr(ϕ)
)+ r−2Vr(ϕ)+ r−2∂ϕVϕ(ϕ)= r−2∂ϕVϕ(ϕ).(5.25)
Hence, Vϕ = 0 on the whole arc Υ and it is natural to consider the subspace:
◦
D
l,m
β,σ (Ω)=
{
(v,p) ∈Dl,mβ,σ (Ω): Vϕ(ϕ)= 0 for ϕ ∈
[−π2 , π2 ] and Vr(±π2 )= 0 in (5.2)}.(5.26)
Remark 5.2. – Relation (5.24), which provides a physically reasonable solution to the linear
Stokes problem (1.3), can also be fulfilled by the complementary assumption F2 = 0 in the
definition (5.22) of the subspace ◦R
l,m
β,σ (Ω) but, as we shall see in Lemma 6.1, the convective
term irrefutably supplies a component r−3F2(ϕ) to (5.6)1. This means that, in contrast to
the compatibility condition (5.23), condition (5.24) becomes decisive while dealing with the
Navier–Stokes problem and, hence, one needs to find out a way to fulfil it within the nonlinear
formulation of the problem. This way turns out to be a further non-symmetry condition on the
right-hand side (f, g,h) which reduces (5.24) to an equation for the flux at infinity in K .
S.A. NAZAROV ET AL. / J. Math. Pures Appl. 80 (2001) 1069–1098 1089
THEOREM 5.1. – Let (f, g,h) ∈ ◦R
l,m
β,σ (Ω) satisfy the compatibility condition (5.24). Then
problem (1.3) admits a solution u ∈ ◦D
l,m
β,σ (Ω) which, under the normalization condition
π
2∫
− π2
Vr(ϕ)dϕ =Φ,(5.27)
is unique and satisfies the estimate∥∥(v,p);Dl,mβ,σ (Ω)∥∥ c(|Φ| + ∥∥(f, g,h);Rl,mβ,σ (Ω)∥∥).(5.28)
Proof. – Owing to the compatibility condition (5.24) (and the trivial one (5.23)), Proposi-
tion 5.1 provides a solution of problem (1.3) in Dl,mβ,σ (Ω). According to (5.25) this solution
falls into the subspace (5.26). Moreover, this solution is unique up to the addendum cu= c(v,p)
which, by Lemma 5.1 and relations (5.25) with v = v, also belongs to ◦D
l,m
β,σ (Ω) and satisfies the
equality
π
2∫
− π2
vr (r, ϕ)r dϕ = 1 ∀ r > R(5.29)
(see (5.5) and (3.7)). Hence, a proper choice of the coefficient c yields condition (5.27)
and the solution becomes unique. Since Sl,mβ,σ is a Fredholm operator, uniqueness gives
estimate (5.28). ✷
In the case g = 0, h = 0, condition (5.27) implies that the flux of v over any semi-circle
∂Bρ ∩Ω with ρ > R is equal to Φ .
6. The Navier–Stokes problem in spaces with detached asymptotics
Let us consider the non-linear problem (1.1) with the right-hand side
(f, g,h) ∈Rl,mβ,σ (Ω)⊂
◦
R
l,m
β,σ (Ω).(6.1)
Observe that according to the first inclusion in (6.1) the detached terms in (5.6) vanish for
(f, g,h). We search for a solution in
◦
D
l,m
β,σ (Ω) under two assumptions; we suppose that the
norm ∥∥(f, g,h);Rl,mβ,σ (Ω)∥∥= ε(6.2)
is sufficiently small and introduce a non-symmetry condition
α = 0,(6.3)
for the coefficient α in the asymptotic formula:
u◦ = (v◦,p◦)= αχKu(2−) + u˜◦,
u˜◦ ∈Dl,m−β,σ (Ω)∩Dl,mβ,σ (Ω).
(6.4)
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Here, u◦ ∈Dl,mβ,σ (Ω) is the solution of the Stokes problem (1.3) (with the right-hand side (6.1))
satisfying (5.27) with Φ = 0.
LEMMA 6.1. – Assume that restrictions (5.1) are valid and let
N(v,w)= ((v · ∇x)w,0,0).(6.5)
Then mapping
Dl,mβ,σ (Ω)×Dl,mβ,σ (Ω) 
(
(v,0), (w,0)
) →N(v,w) ∈Rl,mβ,σ (Ω)(6.6)
is bi-continuous and∥∥N(v,w);Rl,mβ,σ (Ω)∥∥ c∥∥(v,0);Dl,mβ,σ (Ω)∥∥∥∥(w,0);Dl,mβ,σ (Ω)∥∥,(6.7)
where the constant c is independent of (v,0), (w,0) ∈Dl,mβ,σ (Ω).
Proof. – It is sufficient to verify (6.7). Let v and w satisfy representation (5.2)1 with the entries
c1,V , v̂ and d1,W, ŵ, respectively. Recalling (3.18), we have:
(v · ∇x)w= χK
(
r−1V · ∇x
)
r−1W + ( v̂ · ∇x)ŵ
+ χΠ
{
c1V(1)1
∂
∂x1
ŵ+ d1( v̂ · ∇x)V(1)
}
+ χK
{(
r−1V · ∇x
)
ŵ+ ( v̂ · ∇x)r−1W
}
+ {r−1W[(χKr−1V + v̂ ) · ∇xχK]+ d1V(1)[(c1χΠV(1) + v̂ ) · ∇xχΠ ]
+ χK(χK − 1)
(
r−1V · ∇x
)
r−1W
}
=: χKr−3N + N̂ +NΠ +NK +NC.
(6.8)
In order to conclude that (6.8) is of the form (5.6)1, one needs to check that
N ∈Wl−1,m(Υ )2, NC, N̂ ,NΠ,NK ∈ V l−1,mβ,σ (Ω)2.
First, note that the Sobolev embedding Wl+1,m(Υ )⊂ Cl(Υ ) readily yields the inequality∥∥N ;Wl−1,m(Υ )2∥∥ c∥∥V ;Cl−1(Υ )2∥∥∥∥W ;Wl,m(Υ )2∥∥
 c
∥∥V ;Wl+1,m(Υ )2∥∥∥∥W ;Wl+1,m(Υ )2∥∥.
Since χK(x)(1−χK(x)) vanishes everywhere except inside the half-ringQR =K ∩ (B2R \BR)
(see (4.2)1), the set suppNC is compact and the estimate∥∥NC;V l−1,mβ,σ (Ω)2∥∥ c∥∥NC;Wl−1,m(QR)2∥∥
 c
∥∥v;Wl+1,m(QR)2∥∥∥∥w;Wl+1,m(QR)2∥∥
 c
∥∥(v,0);Dl,mβ,σ (Ω)∥∥∥∥(w,0);Dl,mβ,σ (Ω)∥∥
becomes evident.
Let us next consider N̂ . Recalling the proof of Lemma 4.1, we introduce the function:
Σ  (t, ϕ) → V̂ (t, ϕ)= exp
(
t
(
σ − l − 1+ 2
m
))
v̂
(
exp(t), ϕ
)
,
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written in the system of coordinates (4.19). Taking inequality[
(l + 1)− (l − 1)]m> 2
into account and repeating some part of calculations (4.20) and (4.18), we get the estimate 2 :∥∥ρβ,σ−l−1+k+2/m∇kx v̂;C(Ω)∥∥ c∥∥v̂;V l+1,mβ,σ (Ω)2∥∥,
for all k = 0, . . . , l − 1. Since from (5.1) it follows that β > 0 and σ − l + 2
m
> 2, one obtains:∥∥ρ0,1+k∇kx v̂;C(Ω)∥∥ c∥∥v̂;V l+1,mβ,σ (Ω)2∥∥, k = 0, . . . , l − 1.
Hence, we conclude that
∥∥N̂ ;V l−1,mβ,σ (Ω)2∥∥ c l−1∑
j=0
∥∥ρβ,σ−l+1+j∇jx [( v̂ · ∇x)ŵ ];Lm(Ω)∥∥
 c
l−1∑
k=0
∥∥ρ0,1+k∇kx v̂;C(Ω)∥∥ l∑
h=1
∥∥ρβ,σ−l+h−1∇hx ŵ;Lm(Ω)∥∥
 c
∥∥̂v;V l+1,mβ,σ (Ω)2∥∥∥∥ŵ;V l+1,mβ,σ (Ω)2∥∥.
It remains to estimate NΠ and NK . Using (3.18) and (3.7)1, we arrive at the inequalities:∥∥NΠ ;V l−1,mβ,σ (Ω)2∥∥ c(|c1|∥∥ŵ;V l,mβ,τ (Π− \BR)2∥∥+ |d1|∥∥̂v;V l,mβ,τ (Π− \BR)2∥∥),∥∥NK ;V l−1,mβ,σ (Ω)2∥∥ c(∥∥V ;Cl−1(Υ )2∥∥∥∥r−1∇xŵ;V l−1,mτ,σ (K \BR)∥∥
+ ∥∥W ;Cl(Υ )2∥∥∥∥r−2 v̂;V l−1,mτ,σ (K \ BR)2∥∥)
 c
(∥∥V ;Wl+1,m(Υ )2∥∥∥∥ŵ;V l+1,mτ,σ (K \ BR)2∥∥
+ ∥∥W ;Wl+1,m(Υ )2∥∥∥∥v̂;V l+1,mτ,σ (K \BR)2∥∥),
where τ can be arbitrary. According to definition (5.4), the upper bounds in all the estimates
above do not exceed the right-hand side of (6.7) and the proof is complete. ✷
We consider function (6.4)1 as the first approximation of a solution to the Navier–Stokes
problem (1.1) and look for the first correction term u1 = (v1,p1) as a solution to the Stokes
problem
S(∇x )u1 = f 1 := −N(v◦, v◦) in Ω, v1 = 0 on ∂Ω,(6.9)
with the flux condition (5.27) at Φ = 0. The last condition means that the angular part V 1 of u1
in representation (5.2) satisfies the equality
π
2∫
− π2
V 1r (ϕ)dϕ = 0.(6.10)
2 To make the (obvious) notation less heavy, we omit here and in all that follows the superscript indicating the number
of elements in the norm of terms like ∇kx v̂.
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In view of Lemma 6.1, we have (f 1,0,0) ∈ ◦R
l,m
β,σ (Ω), cf. (5.22), and
∥∥(f 1,0,0); ◦Rl,mβ,σ (Ω)∥∥ c∥∥(v◦,0);Dl,mβ,σ (Ω)∥∥2.(6.11)
Let us look for an explicit expression for the angular part F 1 = (F 1r ,F 1ϕ ) in the formula
f 1(x)= χK(x)r−3F 1(ϕ)+ f̂ 1(x), f̂ 1 ∈ V l−1,mβ,σ (Ω)2.
From (6.4)1 and (3.7)2 it follows that
V ◦r (ϕ)=
1
π
α sin 2ϕ, V ◦ϕ = 0, P ◦(ϕ)=
2ν
π
α sin 2ϕ.
Hence, replacing v on the right-hand side of the Navier–Stokes equations (1.2)1 and (1.2)2 by
r−1V ◦, yields
F 1r (ϕ)= V ◦r (ϕ)2 − V ◦ϕ (ϕ)
(
∂ϕV
◦
r (ϕ)− V ◦ϕ (ϕ)
)= V ◦r (ϕ)2,
F 1ϕ (ϕ)= V ◦r (ϕ)V ◦ϕ (ϕ)− V ◦ϕ (ϕ)
(
∂ϕV
◦
ϕ (ϕ)+ V ◦r (ϕ)
)= 0,(6.12)
or, equivalently
F 1r (ϕ)=
α2
π2
sin2 2ϕ = α
2
π2
(1− cos 4ϕ), F 1ϕ (ϕ)= 0.
It is clear that F 1 fulfils the compatibility condition (5.24).
The structure of the differential operators on the left-hand side of (1.2), in short the operator
S(−1, ∂ϕ) (cf. (3.12)), shows that V 1ϕ = 0 since (v1,p1) ∈
◦
D
l,m
β,σ (Ω) (see (5.25) and (5.26)).
Therefore, we finally obtain the following system of ordinary differential equations:
−ν∂2ϕV 1r (ϕ)− 2P 1(ϕ)= F 1r (ϕ), ϕ ∈
(
−π
2
,
π
2
)
,
−2ν∂ϕV 1r (ϕ)+ ∂ϕP 1(ϕ)= 0, ϕ ∈
(
−π
2
,
π
2
)
,(6.13)
V 1r
(
±π
2
)
= 0.
From (6.13)2 one: readily gets:
P 1(ϕ)= 2νV 1r (ϕ)−
ν
2
C1, C1 ∈R,(6.14)
which together with (6.13)1 yields the linearized Jeffrey–Hamel equation
− ∂2ϕV 1r (ϕ)− 4V 1r (ϕ)= ν−1F 1r (ϕ)−C1, ϕ ∈
(
−π
2
,
π
2
)
,
V 1r
(
±π
2
)
= 0.
(6.15)
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An easy calculation shows that, under condition (6.10), the solution of (6.15) takes the form
V 1r (ϕ)=−
1
24 ν
α2
π2
(
cos 4ϕ+ cos 2ϕ
)
+ c1 sin 2ϕ, C1 = 12ν
α2
π2
,(6.16)
with some arbitrary c1 ∈R. Observe that Theorem 5.1 implies the existence of a unique solution
(v1,p1) ∈ ◦D
l,m
β,σ (Ω) to problem (6.9). The angular parts of the solution are given by (6.16)
and (6.14), with the constant depending on the whole data of the problem (6.9) (cf. considerations
for solution (5.13) within the proof of Proposition 5.1).
We are now ready to construct a solution to the Navier–Stokes system (1.1) in the form:
u= (v,p)= (v◦,p◦)+ (v1,p1)+Φ∗(v,p)+ α(v∗,p∗),(6.17)
where Φ∗ ∈ R and u∗ = (v∗,p∗) ∈ Dl,mβ,σ (Ω) are unknowns and the angular part V ∗ of v∗
satisfies (5.27) at Φ = 0, i.e. (6.10) with V ∗ in place of V 1. Furthermore, (v◦,p◦), (v1,p1)
and (v,p) stand for the solutions fixed above.
The problem for u∗ reads as
S(∇x)u∗ = f ∗(Φ∗, v∗) in Ω, v∗ = 0 on ∂Ω,(6.18)
where
f ∗(Φ∗, v∗)= α−1(v◦ · ∇x)v◦ − α−1(v · ∇x)v =−α−1(v◦ · ∇x)
(
v1 +Φ∗v+ αv∗)
− α−1((v1 +Φ∗v+ αv∗) · ∇x)(v◦ + v1 +Φ∗v+ αv∗).(6.19)
From Lemma 6.1 it follows that (f ∗,0,0) ∈Rl,mβ,σ (Ω) and∥∥(f ∗,0,0);Rl,mβ,σ (Ω)∥∥ cα−1κ(∥∥(v◦,0);Dl,mβ,σ (Ω)∥∥+ κ),(6.20)
where
κ = ∥∥(v1,0);Dl,mβ,σ (Ω)∥∥+ |Φ∗| + |α|∥∥(v∗,0);Dl,mβ,σ (Ω)∥∥.(6.21)
Moreover, repeating the calculations leading to (6.12) and applying formulas (5.5)1, (6.4)1
and (3.7), one obtains for the angular part F ∗ of f ∗ in (6.19):
F ∗r (ϕ)= α−1V ◦r (ϕ)2 − α−1
(
V ◦r (ϕ)+V(Φ∗, v∗;ϕ)
)2
=− 2
π
sin 2ϕV(Φ∗, v∗;ϕ)− α−1V(Φ∗, v∗;ϕ)2,(6.22)
F ∗ϕ (ϕ)= 0,
where
V(Φ∗, v∗;ϕ)= V 1r (ϕ)+
Φ∗
π
(
2 cos2 ϕ + c(ν,Ω) sin 2ϕ)+ αV ∗r (ϕ).(6.23)
Taking (6.16) into account, one easily gets
π
2∫
− π2
V 1r (ϕ) sin
2 2ϕ dϕ = α
2
48νπ2
π
2∫
− π2
cos2 4ϕ dϕ = α
2
96νπ
,
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π
2∫
− π2
(
2 cos2 ϕ + c(ν,Ω) sin 2ϕ) sin2 2ϕ dϕ = π
2
.
Hence, in view of (6.22) and (6.23) the compatibility condition (5.24), with F = F ∗, can be
written as the nonlinear equation
Φ∗ =P(Φ∗, v∗),(6.24)
where
P(Φ∗, v∗)=− α
2
48 νπ
− 2α
π
2∫
− π2
V ∗r (ϕ) sin2 2ϕ dϕ−
π
α
π
2∫
− π2
V(Φ∗, v∗;ϕ)2 sin 2ϕ dϕ.(6.25)
Let us denote by Tl,mβ,σ the inverse operator of the isomorphism (cf. Theorem 5.1)
{
(v,p) ∈ ◦D
l,m
β,σ (Ω): (6.10) is imposed
}  u →
→Sl,mβ,σu ∈
{
(f, g,h) ∈ ◦R
l,m
β,σ (Ω): (5.24) is imposed
}
.
Since relation (6.24) means that the compatibility condition mentioned in Theorem 5.1 is
satisfied, we can rewrite problem (6.18) with the zero flux condition, i.e. with (5.27) at Φ = 0, as
a nonlinear equation
(v∗,p∗)= L(Φ∗, v∗) := Tl,mβ,σ
(
f ∗(Φ∗, v∗),0,0
)
,(6.26)
which together with (6.24) defines the problem for the unknowns Φ∗ and u∗ in (6.17).
We look for a solution to system (6.24), (6.26) in the subspace,
H=
{
(Ψ,w,q) ∈R× ◦D
l,m
β,σ (Ω):
π
2∫
− π2
Wr(ϕ)dϕ = 0
}
.(6.27)
In order to employ a contraction principle and handle several parameters, we supply H with an
artificial norm
∥
∥(Ψ,w,q)
∥
∥= |α|−1|Ψ | +µ−1∥∥(w,q);Dl,mβ,σ (Ω)∥∥,(6.28)
where µ is a parameter to be fixed in the sequel.
In addition to (6.2), we introduce another smallness assumption, i.e. the quantity
|α|−1ε∥∥(v1,0);Dl,mβ,σ (Ω)∥∥=: δ(6.29)
is assumed to be small as well as ε and α (note that |α|  cε by virtue of Theorem 5.1). Since
Lemma 6.1 and estimate (6.11) guarantee the relation
|α|−1ε∥∥(v1,p1);Dl,mβ,σ (Ω)∥∥ c|α|−1ε∥∥(v◦,0);Dl,mβ,σ (Ω)∥∥2  c|α|−1ε3;(6.30)
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formula (6.29) can be understood as a revision of the non-symmetry assumption (6.3) and
matching the (infinitesimal) quantities α, ε and ‖(v1,0);Dl,mβ,σ (Ω)‖.
Remark 6.1. – Heuristically, (6.29) and (6.30) mean that the coefficient α in the main
asymptotic (antisymmetric!) term of the flow v at infinity is larger than ε3. We stress that, in
general, conditions (6.3) and (6.29) may be violated because, in view of Theorem 4.3.6 [16], α
is a linear functional of the right-hand side (f, g,h) ∈Rl,mβ,σ (Ω) and, hence, by a proper choice
of (f, g,h) the coefficient α in the solution (6.4)1 of the Stokes problem (1.3) can be made to
vanish. However, let us emphasize that, by accepting assumption (6.3), we have chosen a right
hand-side (f, g,h) leading to a non-zero α.
LEMMA 6.2. – For any small positive numbers ε and δ, see (6.2) and (6.29), there exist ρ > 0
and µ> 0, see (6.28), such that the continuous nonlinear mapping
Hρ  (φ, v,p) →
(
P(φ, v),L(φ, v)
) ∈Hρ(6.31)
becomes a contraction in the ball
Hρ =
{
(ψ,w,q) ∈H: ∥∥(ψ,w,q)∥∥ ρ}.(6.32)
Proof. – Let us establish restrictions on ε, δ and ρ,µ which, after chosen appropriately, yield
the assertion of the lemma. For simplicity, assume that each of these numbers is smaller than 1.
Let (φ, v,p) ∈Hρ . Owing to (6.25), (6.23) and (6.16), one obtains:
2
∣∣∣∣∣
π
2∫
− π2
Vr(ϕ) sin2 2ϕ dϕ
∣∣∣∣∣ π∥∥Vr;L∞(Υ )∥∥ c∥∥Vr ;Wl+1,m(Υ )∥∥
 c
∥∥(v,0);Dl,mβ,σ (Ω)∥∥ cµ∥∥(0, v,0)∥∥ cµρ,
πα−2
∣∣∣∣∣
π
2∫
− π2
V(φ, v;ϕ)2 sin 2ϕ dϕ
∣∣∣∣∣ 2πα−2∥∥V(φ, v; ·);L∞(Υ )∥∥2
 c|α|−2(α2 + |φ| + |α|∥∥Vr;Wl+1,m(Υ )∥∥)2
 c
(|α| + ∥∥(φ,0,0)∥∥+µ∥∥(0, v,0)∥∥)2  c(|α| + ρ)2.
Therefore, in view of the inequality |α|< cε, one concludes that
|α|−1∣∣P(φ, v)∣∣ c(|α| +µρ + (|α| + ρ)2) c1(µρ + ε+ ρ2).
Moreover, recalling (6.21), (6.29), (6.11), (5.28) and (6.2), one deduces that the quantity κ
in (6.20) admits the estimates
ε|α|−1κ  δ+ ε∥∥(φ, v,0)∥∥ δ + ερ,
κ  c
∥∥(f 1,0,0);Rl,mβ,σ∥∥+ |α|∥∥(φ, v,0)∥∥ cε(ε+ ρ).
Hence, according to (6.26) and (6.20), we obtain:
µ−1
∥∥L(φ, v);Dl,mβ,σ (Ω)∥∥=µ−1∥∥Tl,mβ,σ (f ∗(Φ,v),0,0);Dl,mβ,σ (Ω)∥∥
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 cµ−1
∥∥(f ∗(Φ,v),0,0);Rl,mβ,σ (Ω)∥∥
 cµ−1|α|−1(ε+ κ)κ  c2µ−1(δ+ ερ).
Collecting the estimates above, we arrive at the following inequalities which provide the last
inclusion in (6.31)
c1
(
µρ + ε+ ρ2)< ρ
2
,
c2µ
−1(δ+ ερ) < ρ
2
.
(6.33)
Let now (φ, v,p) and (ψ,w,q) belong to the ball (6.32). From (6.23) we get:
1
α2
∣∣∣∣∣
π
2∫
− π2
(
V(φ, v;ϕ)2 −V(ψ,w;ϕ)2) sin 2ϕ dϕ∣∣∣∣∣
 cα−2
(∥∥V(φ, v; ·);L∞(Υ )∥∥+ ∥∥V(ψ,w; ·);L∞(Υ )∥∥)
× ∥∥V(φ, v; ·)−V(ψ,w; ·);L∞(Υ )∥∥
 c
(|α| + ∥∥(φ, v,0)∥∥+ ∥∥(ψ,w,0)∥∥)∥∥(φ −ψ,v −w,0)∥∥,
and, therefore, recalling (6.25) we conclude that
|α|−1∣∣P(φ, v)−P(ψ,w)∣∣ c3(µ+ ε+ 2ρ)∥∥(φ −ψ,v −w,0)∥∥.
On the other hand, in view of (6.19) it holds
α
(
f ∗(φ, v)− f ∗(ψ,w))= ((v◦ + v1) · ∇x)(ψv+ αw − φv− αv)
+ ((ψv + αw− φv− αv) · ∇x)(v◦ + v1)
+ ((ψv + αw) · ∇x)(ψv+ αw)− ((φv+ αv) · ∇x)(φv+ αv).
Hence, Lemma 6.1 implies that
µ−1
∥∥L(φ, v)−L(ψ,w);Dl,mβ,σ (Ω)∥∥
 cµ−1
∥∥(f ∗(φ, v)− f ∗(ψ,w),0,0);Rl,mβ,σ (Ω)∥∥
 cµ−1
(∥∥(v◦,0);Dl,mβ,σ (Ω)∥∥+ ∥∥(v1,0);Dl,mβ,σ (Ω)∥∥
+ |α|(∥∥(φ, v,0)∥∥+ ∥∥(ψ,w,0)∥∥))∥∥(φ −ψ)v + (v−w);Dl,mβ,σ (Ω)∥∥
 c4µ−1
(
ε+ ε2 + 2ερ)∥∥(φ −ψ,v −w,0)∥∥.
Therefore, mapping (6.31) becomes a contraction provided
c3(µ+ ε + 2ρ) < 12 ,
c4µ
−1ε(1+ ε+ 2ρ) < 1
2
.
(6.34)
Fixing µ= min{(4c1)−1, (4c3)−1}, inequalities (6.33)1 and (6.34)1 are satisfied by taking ε
and ρ sufficiently small. Finally, we fulfil (6.33)2 and (6.34)2 by choosing δ properly and, if
necessary, diminishing ε again. ✷
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Due to the contraction principle, Lemma 6.2 proves that inside the ball defined in (6.32)
there exists a unique solution (φ∗, v∗,p∗) to the system of nonlinear equations (6.24), (6.26).
In view of the representation (6.17), which provides the correspondence between the above-
mentioned system and the Navier–Stokes problem (1.1) supplemented with the compatibility
condition (5.24), we have found a solution to the problem (1.1) in the ball with a small radius,
i.e. {
(v,p) ∈ ◦D
l,m
β,σ (Ω):
∥∥(v − v◦ − v1,p− p◦ − v1);Dl,mβ,σ (Ω)∥∥ cαρ}.(6.35)
THEOREM 6.1. – Let (6.1), (6.2) and (6.29) be valid. For any small ε and δ there exists ρ > 0
such that the Navier–Stokes problem (1.1) admits a unique solution in the ball (6.35), where α
is the coefficient in the asymptotics (6.4)1. Due to the inclusion (v,p) ∈
◦
D
l,m
β,σ (Ω), the solution
takes the asymptotic form (5.2) specified in (5.26).
Remark 6.2. – As is well-known, problem (1.1) admits at least one weak solution for arbitrary
prescribed flux, cf. [7] and also [4] where the Navier–Stokes problem in domains with several
outlets to infinity was first properly formulated. Now, referring to standard arguments, see [1]
and [2] for similar considerations, it is easy to show that any weak solution corresponding to the
flux φ∗ coincides with the solution (u∗, φ∗) found by the contraction principle.
Remark 6.3. – As a peculiar final observation, let us point out that the Navier–Stokes problem
with a prescribed small flux, and subject to all the assumptions introduced above, is not well-
posed in the space Dl,mβ,σ (Ω) of physically reasonable solutions. Indeed, the uniqueness result
of Theorem 6.1 implies that a small perturbation of the flux given by equation (6.24) leads to
the non-existence of solutions in the ball (6.35). We emphasize that, although the contraction
principle does not allow us to conclude anything about large solutions in the space Dl,mβ,σ (Ω),
naturally related to the Jeffrey–Hamel asymptotic form, both existence and non-existence of
such solutions contribute to ill-posedness. This property follows from the imposed structure of
the solutions in which the antisymmetric flow component dominates over the symmetric one. In
the second part of this work, we shall find flow situations where, in contrast, the domination of
the symmetric component provides well-posedness.
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