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Abstract
Today’s increasing number of sensors and computation nodes covered by cyber physical systems (CPS) results in rising complexity.
For instance, computation results are based on measured data whose quality strongly depends on their age. CPS therefore have
real-time requirements on computation results and communication to keep temporal dependency between measured inputs and
computed outputs. In addition, today’s CPS shall be modular to enable ﬂexibility and scalability, e.g., postulated for production
systems in context of Industry 4.0. Enabling CPS to easily integrate components by some Plug-and-Produce mechanism is desired.
In this paper, we aim at enabling Plug-and-Produce in CPS using hypervisor-based virtualization. This implies hierarchical
scheduling of dependent real-time systems. Here, dependencies are given by precedence constraints of tasks. Based on an approach
for detection of new components added to a real-time network, in this paper we focus on integration of enabled applications into
the current schedule of a computation node. Here, enabled application refers to an application software that just got executable by
plugging some component to the CPS. Applications are encapsulated by virtual machines and provide a self-description including
information about required and provided data as well as timing behavior. This self-description is used to adjust global scheduling
and thus include new functionality to the CPS.
c© 2016 The Authors. Published by Elsevier Ltd.
Peer-review under responsibility of the organizing committee of SysInt 2016.
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1. Introduction
Cyber physical systems (CPS) are characterized by the intersection of cyber and physical entities [1]. That is,
physical data measured by sensors are the input for computations executed on cyber nodes whose results are in turn
used to control some physical entities by actuators. In application domains like automation industry, there are hard
real-time constraints between measured sensor data and controlled actuators to keep system behavior valid and safe.
Consequently, communication as well as computations have to fulﬁll real-time requirements. For today’s CPS, real-
time requirements are guaranteed at design time respectively before the system is started. For instance, real-time
communication is usually realized by time-triggered protocols, i.e. timeslots are unambiguous assigned to separate
network nodes and each node is only allowed to transmit data at its own timeslots [2]. This way, it is guaranteed that
a node has exclusive access to the communication network at its timeslots and thus can transmit data. If data aimed
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for transmission need to be computed, cyber nodes have to guarantee that computation results are available at the
beginning of an appropriate timeslot. These real-time requirements of computations can be guaranteed by real-time
scheduling, e.g., earliest deadline ﬁrst (EDF) or rate monotonic (RM).
In the context of Industry 4.0, however, CPS shall be more ﬂexible in addition to these real-time capabilities for
example to ease an upgrade of the CPS during its life-cycle. Such ﬂexibility may even enable mass customization.
Hence, some Plug-and-Produce mechanism is desired that allows to easily integrate components to a CPS while keep-
ing real-time behavior. Focusing on a centralized control system – e.g., an industrial PC or PC-based programmable
logic control (PLC) [3] – various applications are executed on the same hardware and Plug-and-Produce capability
requires to integrate respectively activate new applications during runtime. For this purpose, real-time virtualization
is a promising approach. It supports modularity by encapsulating diﬀerent software applications in separate virtual
machines (VMs). Flexibility can be reached by activating respectively deactivating VMs and thus applications hosted
by the appropriate VMs. In addition, system virtualization supports network virtualization as well, i.e. abstraction
of diﬀerent network technologies respectively protocols can be provided to handle heterogeneous communication
networks.
In this paper, we present a concept that aims at enabling Plug-and-Produce in CPS using hypervisor-based real-
time virtualization. Literature already provides approaches to detect new components added to a real-time network.
For instance, Reinhart et al. [4] presented a ﬁve-step model for coordinated Plug-and-Produce within Ethernet-based
networks. We therefore assume that new components added to the real-time network are detected by an appropriate
mechanism. This work focuses on enabling execution of application software that was enabled by adding a new
component to the overall system. Each application is encapsulated by a separate VM and provides a self-description
including information about dependencies – i.e., required and provided data – as well as timing behavior. When a
new device is added to the overall system, this device has to provide a self-description as well. However, we will
only highlight required information to integrate applications into the global scheduling. For details on realizations of
self-descriptions, we refer to related work. Finally, we propose a global scheduling based on time partitions assigned
to dedicated VMs.
The remainder of this paper is structured as follows: In Section 2, fundamentals about Plug-and-Produce and
virtualization are presented. Related work is described in Section 3. In Section 4, we present our concept for Plug-
and-Produce on application layer based on real-time virtualization. Finally, the paper is closed by a conclusion and
outlook in Section 5.
2. Fundamentals
In this section, we provide an introduction to Plug-and-Produce as well as system virtualization. The diﬀerent
kinds of classifying Plug-and-Produce as well as system virtualization approaches will be used to classify related
work presented in Sect. 3 as well as our concept presented in Sect. 4.
2.1. Plug-and-Produce
The term “Plug-and-Produce” is derived from the Plug-and-Play technology that was originally developed for
general purpose computers as used in oﬃce applications and that is known, e.g., from the commonly used Univer-
sal Serial Bus (USB). Plug-and-Produce was introduced due to the domain-speciﬁc requirements of the automation
domain including robotics w.r.t. Plug-and-Play functionality. In literature, Plug-and-Work is used synonymously to
Plug-and-Produce [5,6]. A common deﬁnition of Plug-and-Produce refers to the ability of adding a new component to
a system that can use the functionality of this new component without the need of (manual) conﬁguration [7]. Though
this deﬁnition is common, literature provides diﬀerent classiﬁcations of Plug-and-Produce capabilities. For instance,
focusing on robot cells at shop ﬂoors Naumann et al. [7] deﬁne the following three Plug-and-Produce layers:
Application layer The overall system automatically oﬀers services to the user depending on the available function-
ality of the added device.
Conﬁguration layer When a new device is added to the system, parameters like default values, bandwidth require-
ments, etc. are automatically set
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Communication layer The overall system automatically deals with communication protocols and provides, e.g.,
discovery and addressing of new devices.
Note, that these layers have a hierarchical dependency, i.e. the application layer relies on the conﬁguration layer
that in turn requires a realization of the communication layer. Zimmermann et al. [8] state that application and
communication layer are independent of each other, but conﬁguration layer can have dependencies with both of these
layers. While this classiﬁcation reﬂects the amount of automatically supported conﬁguration to enable new devices,
another classiﬁcation of Plug-and-Produce implementations is based on the system performance [8]:
Cold Before new components are added to the system, the entire system is shut down. When new components are
connected to the system, it is switched on again and reconﬁgurations – required due to the modiﬁcations of the
system – are processed during restart.
Hot System modiﬁcations (adding/removing components) are processed during runtime at an arbitrary point in time.
At this Plug-and-Produce class, the system has to guarantee that running applications are not disturbed by this
reconﬁguration process.
Coordinated This Plug-and-Produce class allows adding and removing of components controlled by some user or
program. This way, chance nature of adding resprectively removing a component is eliminated. Running
applications therefore cannot be disturbed by a randomly occurring reconﬁguration process.
These classes are related to the state of the overall system that is required to modify the existing system, e.g., by
adding a new component.
2.2. System Virtualization
System virtualization refers to the abstraction of an entire computation node [9]. It introduces an additional soft-
ware layer – the hypervisor – that provides and manages virtual machines (VMs). These VMs usually represent
duplicates of the real hardware. This way, various (guest) systems – each hosted by another VM – can be executed
spatially and temporally separated on a single hardware platform. A guest system usually consists of application
software that is optionally hosted by a guest operating system. While the global scheduler of a hypervisor determines
when a dedicated VM is executed, the local schedule of the guest system hosted by this VM determines which software
task is executed. This corresponds to a hierarchical scheduling with two levels: global and local scheduling [10].
Based on the localization of the hypervisor within the software architecture, literature distinguishes two kinds of
hypervisor architectures that are depicted in Fig. 1 [9,10]: Type-1 hypervisors run bare-metal, i.e. they are natively
executed on the hosted hardware and thus have exclusive control of all hardware resources (cf. Fig. 1a). Consequently,
they must provide device drivers to serve hardware requests of guest systems. In contrast, type-2 hypervisors run on
top of a host operating system (OS). They utilize resource management and resource abstraction provided by the
hosting OS. Furthermore, type-2 hypervisors allow to execute application software beside the virtualized systems,
because the hosting OS is not restricted to the hypervisor but can also run further tasks beside (cf. Fig. 1b). However,
this implies that the point in time when a guest system is executed does not only depend on the global and local
scheduler of the virtualized system, but also on the scheduling of the host OS that has to run the hypervisor. Since
embedded real-time systems require full control of the system, type-1 hypervisors are the common choice in the
embedded domain.
Another classiﬁcation of system virtualization is related to the guest systems and distinguishes between full and
para-virtualization [9,10]. Guest systems running at full virtualization are not aware of the hypervisor, i.e. they are
executed without any modiﬁcation within a VM. In constrast, para-virtualized systems are adapted to run in VMs.
For this purpose, the hypervisor provides so-called hypercalls that can be requested by guest systems to call services
provided by the hypervisor. Consequently, para-virtualization allows the exchange of information between the guest
systems and the hypervisor, but full virtualization does not. In the embedded domain, para-virtualization is favored as
hypercalls allow to reduce overhead induced by virtualization of guest systems.
Finally, literature provides a classiﬁcation of system virtualization approaches based on the hypervisor implemen-
tation. Monolithic hypervisors provide device drivers and other middleware on their own. Hence, the hypervisor
layer enlarges, but keeps control of all hardware accesses including communication mechanisms. The counterpart are




























































Fig. 1. Common classiﬁcation of hypervisor architectures based on the position of the hypervisor within the overall software architecture. Type-1 (a)
hypervisor runs bare-metal on the target hardware, type-2 (b) hypervisor is executed on top of a host operating system (OS).
console guest hypervisors. They employ a special guest – so-called “console guest” or “Domain 0” – whose device
drivers and services are used to serve requests of the other hosted VMs. On the one hand, this keeps the hypervisor
layer small as driver implementations are shifted to the console guest OS; on the other hand, the console guest VM
has to be scheduled by the hypervisor to proceed communication of other VMs. Hence, scheduling of VMs has an
additional impact on the overall communication delay [11].
Two well known hypervisor implementations for embedded real-time systems are Xtratum [12] and RT-Xen [13].
Both are type-1 hypervisors. Xtratum, however, is monolithic and it is limited to para-virtualization. RT-Xen repre-
sents a console guest hypervisor and allows full as well as para-virtualized guest systems.
3. Related Work
Naumann et al. [7] propose a control architecture for robot cells that aims at easing programming of robot cells
when a new component is plugged in. Related to the Plug-and-Produce layers introduced in Sect. 2.1, Naumann et al.
focus on the application layer. They present an interconnector module that uses device and process descriptions
to determine services that can be provided to the user based on the current hardware setup. To relate device and
process descriptions, they apply an ontology that is tailored to the considered domain. Similar to that approach,
Zimmermann et al. [8] present a three-layered Plug-and-Produce architecture covering communication, conﬁguration,
and application layer. In addition, they introduce a master/slave-based communication protocol for Plug-and-Produce
that provides four data transfer modes. There is one mode for conﬁguration of new devices, modes for asynchronous
data transfer of small respectively large data sets and an isochronous mode guaranteeing ﬁxed data rates and maximum
latency. With respect to the application layer, however, Zimmermann et al. refer to its intention but do not go into
much detail. Both approaches aim at providing new services that were enabled by adding a new device to some robot
cell.
In [14,15], Rocha et al. present an architecture for monitoring systems with Plug-and-Produce capabilities. For in-
stance, newly added components shall be visible to monitoring systems that may even be distributed. In addition, they
provide an evaluation of their proposed architecture in [16]. However, this approach focuses on system monitoring
and does not address the integration of newly enabled applications to a production activity.
Hammerstingl and Reinhart [17] focus on the automatic integration of ﬁeld devices at heterogenous networks. To
keep implementation eﬀorts low, they use a multi-stage communication driver concept that encapsulates heterogeneity.
Devices are registered in a common information model. By comparison of an production sequence with available de-
vice services, a selection of appropriate devices to dedicated production steps can be performed (semi-)automatically
by some planning algorithm or manually by a user. Afterwards, the resulting sequence of abstract service calls has
to be converted to controller-speciﬁc commands and ﬁnally uploaded to the appropriate PLC. To convert abstract ser-
vice calls to controller-speciﬁc commands, Hammerstingl and Reinhart propose the corresponding controller-speciﬁc
engineering tool.
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4. Plug-and-Produce at Application Layer
In this section, we propose a packed system description including dependency graphs of applications. This infor-
mation extends the self-description of applications which is required to enable Plug-and-Produce capabilities. This
packed system description covers not only dependencies but also execution times for some kind of compact applica-
tion parts. For this purpose, we ﬁrst introduce a periodic task model commonly used in scheduling theory. This allows
modelling applications with precedence constraints and covers task parameters used by many scheduling algorithms.
Next, we introduce the packed system description used to extend self-description of applications. Finally, we present
a concept to compute a global scheduling for a set of applications where each application runs its local scheduling.
This results in a hierarchical scheduling for the entire system.
For instance, this schedule can be applied in the context of virtualization based on a type-1 hypervisor. Each
application is hosted by a separate VM and thus is able to execute its own local scheduling while the hypervisor
schedules these VMs globally. We refer to hypervisor-based virtualization, as this approach provides other abstraction
mechanisms like network virtualization that seem to be desireable for a system with Plug-and-Produce capabilities.
Nevertheless, a virtualized system is only a scenario where hierarchical scheduling is applicable and the proposed
approach for hierarchical scheduling in the context of Plug-and-Produce does not require virtualization.
4.1. System Model
We consider periodic real-time systems where each application is modelled as a taskset
γ j = {τi = (Ci, Ti,Di,Oi) | 1 ≤ i ≤ nj}, n j ∈ N (1)
with worst case execution time (WCET) Ci, period Ti, constrained deadline Di ≤ Ti and oﬀset Oi. Dependencies
between tasks are given by precedence constraints τi ≺ τ j meaning that task τi must ﬁnish before τ j can start. This
corresponds to implicit communication and can be represented by a directed graph. To keep the system behavior
deterministic, we restrict dependency graphs to directed acyclic graphs (DAGs). Each application is encapsulated by
a VM and its tasks are executed according to some single-core scheduling. That is, application tasks run sequential,
but their execution order depends on a local scheduling that solves dependencies between application tasks. Here, we
assume either a static schedule or the adapted earliest deadline ﬁrst (EDF*) [18]. Consequently, global scheduling
must only deal with external dependencies, i.e. required input and provided output data. These external dependencies
are related to the real-time communication network that is assumed to be time-triggered. Thus, external dependencies
imply temporal guarantees w.r.t. input data and temporal requirements for output data of an application.
4.2. Self-Description
Beside information required for processing the Plug-and-Produce communication and conﬁguration layers intro-
duced in Sect. 2.1, self-description of devices has to provide information about provided as well as required data.
To enable (semi-)automatic identiﬁcation of software applications that work with the currently connected devices,
self-description of devices and applications respectively VMs must be comparable to allow identiﬁcation of corre-
spondences between provided and required data. For instance, Naumann et al. [7] specify a domain-speciﬁc ontology
to enable self-description of devices and processes in the context of robot cells.
However, global real-time scheduling of various applications requires information w.r.t. task execution times and
task dependencies within applications as well. This is due to two reasons:
1. Global scheduling shall provide appropriate execution time to each application, so local scheduling is able to
keep deadlines of application tasks even in worst case.
2. An application must not block the processing unit longer than the sum of its tasks’ WCETs. That is, in worst
case an application must not idle when it is run by global scheduler.
To ease utilization of tasks’ WCETs for global scheduling, we assume that applications are executed by some sin-
glecore scheduling. An example highlights the importance of the second reason: If an application is selected for










(a) Dependency graph of an application. Dependencies to
external devices are depicted by dashed arrows, i.e. input












(b) Dependency graph of an application packed for self-
description. Nodes of this DAG encapsulate tasks of the
original application DAG that can execute without suspen-
sion if precedence constraints are fulﬁlled.
Fig. 2. Detailed dependency graph of an application based on the system model (2a) and packed dependency graph for self-description of this
application (2b).
execution by the global scheduler, but this application cannot process according to its local scheduling because some
input data are missing, the processing unit would in fact be idle. This way, global scheduler can no longer use WCETs
of application tasks to guarantee that it assignes appropriate processing time to an application. At least for worst case,
we therefore aim to ensure that an application is able to progress when it is globally scheduled.
Adding the dependency graph of an application to its self-description would inﬂate this description with unneces-
sary details. We propose to reduce the level of detail of application dependency graphs by encapsulating tasks that
depend on the same external input. Figure 2 shows an example of a detailed dependency graph and the resulting
packed dependency graph. Construction of such a packed dependency graph for an application with taskset γ is an
iterative process:
1. We deﬁne the set of tasks that have not yet been associated to a packed node and initialize it with a copy of the
application task set: ω = γ
2. For each task τ ∈ ω that either has no predecessors or requires at least one external input, we create a packed
node ϕi encapsulating that task τ. Furthermore, we remove τ from ω.
3. Each packed node ϕi that was created in the previous step is extended according to the following rule: While
∃ τ ∈ ϕi, τ j ∈ ω : τ ≺ τ j ∧ τk ⊀ τ j ∀τk ∈ γ\ϕi, (2)
we remove τ j from ω and add it to ϕi. That is, we extend a packed node ϕi by those tasks that only require input
from tasks already encapsulated by ϕi.
4. If ω  ∅, continue with step 2; otherwise, build dependencies between packed nodes by checking precedence
constraints of tasks encapsulated by the packed nodes.
With respect to our work on hierarchical scheduling of dependent real-time systems presented in [19], the resulting
packed nodes correspond to the scheduling fragments created by decomposing local schedules of VMs. In case that
all required input for a packed node ϕ is available, i.e. all predecessors ϕi ≺ ϕ are ﬁnished and external input data






4.3. Hierarchical Scheduling for Plug-and-Produce
The hierarchical multicore real-time scheduling is based on our work presented in [19]. We aim at a static cyclic
scheduling for global scheduling. This goal is suitable in the context of automation domain because many systems are
233 Jan Jatzkowski et al. /  Procedia Technology  26 ( 2016 )  227 – 234 
periodic and real-time communication based on some time-triggered protocol is restricted to a ﬁnite scheduling plan
as well. So, the challenge addressed by our multicore scheduling approach is to allocate packed application nodes ϕ to
cores and set their starting time sϕ such that all precedence constraints are met and tasks ﬁnish before their deadlines
even in worst case. Due to the Plug-and-Produce context, release times and deadlines of some ϕ are derived from the
current communication schedule based on the timeslots that are assigned to required input and provided output data
of an application.
We have to make scheduling decisions each time that some ϕi is released or ﬁnished. As described in Sect. 4.2,
a packed node ϕ is constructed based on precedence constraints. Thus, ﬁnishing of some ϕ usually implies that one
or more other packed nodes ϕi are released after its execution. As multicore scheduling decisions are not only based
on deadlines but have to consider dependencies as well, we deﬁne the set R which is similar to a ready queue known
from common task scheduling. R covers all ϕ that are released, i.e. predecessors required to execute ϕ are ﬁnished
and required external input is available. This way, execution time partitions of some core can be assigned to packed
nodes ϕi according to earliest deadline ﬁrst under the constraint that at each point in time, there is at most one ϕ ⊂ γ
for each application γ executing. This way, we respect local single-core scheduling of applications.
5. Conclusion and Outlook
We presented a concept to enable Plug-and-Produce at application layer by means of hierarchical scheduling.
As a scenario for hierarchical scheduling, we considered hypervisor-based real-time virtualization. Triggered by
connecting some new device to an existing system, self-descriptions of applications and connected devices can be
compared. Self-descriptions of applications are extended by a packed dependency graph that provides information
for global scheduling of the corresponding application. We proposed an iterative approach to create this packed
dependency graph from a detailed application dependency graph. Those applications that ﬁt to the current hardware
setup can be oﬀered for deﬁnition of new production plans. When a new production plan is activated – for instance by
a user – a new global scheduling of applications is required. For that purpose, we outlined a scheme how to compute
a static cyclic schedule based on the extended self-description of applications.
Up to now, the presented concept has not been evaluated. Therefore, in future work we aim at implementing our
concept using the monolithic hypervisor Xtratum. For academic and open source developers, fentISS provides Xtra-
tum source code as a GPL edition [20]. At the current open source release of Xtratum, VMs – so-called partitions
– are deﬁned at compile time. Therefore, in a ﬁrst step we are going to integrate application software that shall be
enabled by Plug-and-Produce into partitions that are inactive when the system is started. Some external trigger will
be used to emulate that a new component was successfully added to the system. The global scheduling of partitions
can either be realized by the cyclic scheduler or by a system partition that is allowed to impact hypervisor scheduling.
Implementing global scheduling by a system partition adapts the monolithic hypervisor Xtratum to some kind of spe-
cial guest hypervisor. Depending on the chosen global scheduling implementation, an update of the global scheduling
is done either by switching cyclic scheduling plans or modifying behavior of the dedicated system partition.
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