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Chapter 6
Determining the Properties of the
SWA-Regulating Process Z in Multiple
Locations in Human Brain
Andrei Zavada, Arjen M. Strijkstra, Domien G. M. Beersma
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Abstract
The two-process model of sleep regulation relates its homeostatic
component (Process S) to sleep SWA (slow-wave activity, EEG spec-
tral power in the ∼0.75–4.5Hz range) to achieve the timing of sleep
onset and termination. It has been argued that due to variation in
the course of SWA and in the parameters of SWA as a self-dissipating
process in various locations of the brain, SWA can no longer be the
substrate of Process S. Instead, using Achermanns method originally
developed to estimate the properties of SWA in relation to Process S,
we have shown that SWA does not directly dissipate the classical
Process S, but rather an intermediate variable designated Process Z.
In this approach, the efficiency of SWA dissipation is given as ‘gain
constant’, superseding the classical decay rate. In the present article
we explore SWA regulation under a sleep deprivation challenge. We
report the topographical distribution of this gain constant on 26 scalp
locations, as well as the rise rate of Process Z. Five subjects com-
pleted a 40-hour sleep deprivation protocol (baseline sleep, a night
awake, and recovery sleep, at habitual sleep hours), thus avoiding
circadian effects on sleep quality and structure. To test whether
SWA dissipation during recovery sleep is as efficient as under nor-
mal conditions, we let the gain constant be estimated separately for
baseline and recovery sleep. Obtained results support the previously
observed frontal high and occipital weak homeostatic involvement and
suggest the gain constant to be smaller in recovery than in baseline.
6.1 Introduction
The two-process model of sleep regulation (Borbe´ly, 1982; Daan et al.,
1984) owes its general acceptance to a series of predictions that sur-
vived experimental challenges. Its homeostatic component, Process S,
acting in conjunction with the circadian Process C, ensures appro-
priate timing of sleep and wake. S is also a parameter in the model
indicating sleep debt, or sleep pressure, linked to spectral power in the
delta range (∼0.75–4Hz) of the human sleep EEG. Originally estab-
lished on slow-wave activity (SWA) of EEG recordings from a central
derivation, the daily course of Process S was described by a pair of
time constants, one for the wake part and the other for the sleep part
of the cycle.
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It is, however, obvious that due to its structure and dynamics, sleep
is heterogeneous with respect to its S-dissipating quality. This became
especially apparent after studies by Dijk et al. (1987b) and Dijk and
Beersma (1989) showed that experimental reduction of SWA leads to
quantitatively predictable rebounds of SWA at a later, undisturbed,
portion of the sleep episode. Achermann et al. (1993) have proposed
a method to simulate the course of SWA in which the classical decay
rate is superseded by the so-called gain constant. This gain constant
is defined as efficiency of SWA in dissipating S, thus: gc ∝ dS/SWA.
Since sleep and wakefulness are mutually exclusive states, the two
process model of sleep regulation relies on a single and uniform mech-
anism in order to determine the timing of sleep. Therefore, demon-
stration of highly and peculiarly variable topographical distribution of
spectral power (Cajochen et al., 1999; Finelli et al., 2001a,b) and its
dynamics across a sleeping episode (Werth et al., 1997) must have a
bearing on the interpretation of SWA as the agent of sleep pressure
dissipation and as indication of the sleep pressure in the two-process
model. In our previous work (Chapter 5), we have presented the distri-
bution of the gain constant in 1-Hz frequency bins in a broad definition
of the delta band (1–7Hz), with results singling out frontal areas as the
location where sleep homeostasis is most clearly visible. This is in line
with existing evidence for ‘frontal predominance’, or ‘hyperfrontality’
(Cajochen et al., 1999; Werth et al., 1997). In contrast, occipital areas
had sometimes the first peak of SWA not higher than the peak in the
next NREM bout, an observation suggesting a very weak homeostatic
involvement in occipital regions. These results led us to reconsider
the role of SWA in the two-process model, and introduce a provisional
intermediate Process Z. By analogy with Process S, Process Z is a
regulatory homeostatic variable, but it can have local specifics, does
only concern the regulation of SWA, and does not have to be involved
in sleep timing.
In the present paper, we further explore the topography of the
SWA-related Process Z, extending the previous experiment by chal-
lenging the sleep homeostatic system by sleep deprivation. Firstly,
we hypothesize that the frontal predominance persists, also after sleep
deprivation. Secondly, we hypothesize that there may be a ceiling to
the intensity of SWA expression. This ceiling can be an individual
characteristic defined by the capacity of mechanisms underlying SWA
generation, or it can be dynamically set according to the current REM
sleep pressure. This would in the recovery night prevent immediate
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adequate expression of SWA in the first NREM–REM cycle. In that
case, the homeostatic response will be deferred until, or spread onto,
subsequent cycles, which will result in lower values of the gain constant
in recovery sleep as compared to baseline sleep.
Since we have determined that the highest gain constants occur
between 2–3Hz (Chapter 5), which is in line with earlier indications
that 2–3Hz is the frequency range in which the homeostatic response
of SWA is the most pronounced (Dijk et al., 1987b), we restricted our
present analysis to the 2–3Hz frequency range.
In a protocol including sleep deprivation, it is possible to estimate
the rise rate (Chapter 4). In this study, the total sleep deprivation
during one habitual night allowed the estimation of the rise rate, with
the additional advantage of controlling for circadian factors affecting
sleep structure and SWA discharge dynamics.
6.2 Methods
6.2.1 Subjects and EEG data acquisition
Five healthy young subjects (18–28 years) participated in an experi-
ment using sleep deprivation to manipulate sleep intensity. Subjects
were non-smokers and did not take medications, and abstained from
consumption of alcohol and coffee throughout the experiment. They
did not rate as extreme morning or evening types on the Horne–
O¨stberg Morningness-Eveningness scale (Horne and O¨stberg, 1976).
Subjects signed an informed consent form. The experiment was ap-
proved by the Medical Ethics Committee of the Academic Hospital of
the University of Groningen.
Subjects were asked to come to the laboratory for a habituation
sleep night, a subsequent baseline sleep night followed by a 40 hour
wake period, and a recovery sleep night. Before both habituation and
baseline sleep nights, subjects stayed at home doing their normal rou-
tine, until they came to the lab at 20:00. After application of EEG
electrodes (see below), subjects were asked to perform computerized
test series of ∼ 35min duration at 22:00 and 23:00. The test series
contained questionnaires and event related potential trials. Subjects
prepared to go to sleep at 23:40 and were connected to the EEG ampli-
fiers around 23:55. At 00:00 hours, lights were turned out until 08:00
hours the next morning.
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EEGs were recorded using a cap system with Ag/AgCl electrodes
(Electro-Cap International, Inc., Eaton, Ohio, USA), on 26 positions
on the scalp (F7, F3, Fz, F4, F8, FC5, FC1, FC2, FC6, T3, C3,
Cz, C4, T4, CP5, CP1, CP2, CP6, T5, P3, Pz, P4, T6, O1, Oz,
O2). The left earlobe was used as reference, and the inion was used
as ground. Data were amplified (500µV/V) band-pass filtered be-
tween 0.16–30Hz and sampled at 100Hz. Besides EEGs, also EOG
of the right eye was obtained, and EMG was measured on neck mus-
cles. EEGs were scored for wake, movement time, REM sleep and
NREM sleep by 30-sec pages, using the criteria of Rechtschaffen and
Kales (1968). For EEG quantification, the EEG analysis program
BrainVision (Brain Products, Germany) was used. NREM sleep EEG
was screened for artefacts in 3-sec intervals, clean EEG epochs were
Fourier transformed, and spectral power was calculated for the 2–3Hz
frequency bin. Spectral power data from within a particular 30-sec
interval were averaged. The EEG power data of the 26 derivations
were entered individually into the model, together with the vigilance
state information to estimate the gain constant.
6.2.2 The model
The method we used to derive the parameters of the homeostatic Pro-
cess Z was that of Achermann et al. (1993), with modifications to en-
able the computation of the rise rate. It has been described previously
in a study (Chapter 4) exploring the possible effects of chronotype on
the properties of sleep homeostat, and used to investigate differences
between scalp locations (Chapter 5). The method is implemented as
a simulation of the course of SWA along the experimental timeline,
which is used to reconstruct the course of Process Z. It takes as input
the hypnogram, the value of SWA at the beginning of the first sleep
episode and the lowest SWA value during REM, and then tunes the
controlling parameters iteratively until the simulated SWA course fits
the original SWA profile sufficiently closely. The resulting course of Z
is required at time 24 h since baseline start to pass through the same
level, enabling the computation of the rise rate from the Z values at
three points thus established, i.e., the end of the first sleep episode
(baseline), the point at time 24 h (this would normally be the start of
the next sleeping episode), and the beginning of the next sleep episode
(recovery).
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The output of the simulation is a pair of sleep parameters, the rise
rate (rs) and gain constant (gc). The rise rate is the inverse of the time
constant describing the exponential approach of Z to its asymptotic
level during wakefulness. The gain constant is the efficiency of SWA
in the dissipation of Z, or of the ratio of the instantaneous rate of
decay of Z to SWA intensity by which the decay is produced. In some
cases, the model failed to find a solution. The possible reasons will be
discussed below.
6.2.3 Statistics
Computational tasks were programmed in Octave, version 2.9.7 (www.
octave.org). To visualize scalp maps of the gain constant and rise
rate, and to statistically evaluate differences between scalp maps, data
were processed using LORETA, an EEG/ERP/electromagnetic to-
mography program. This program provides a non-parametric statis-
tical tool to estimate map differences and single electrode differences
within maps, using a randomization approach (Pascual-Marqui et al.,
1994). Due to the low number of subjects (n = 5), the statistics could
only indicate trends for two-sided comparisons (p < 0.06, two-sided).
6.3 Results
6.3.1 Individual simulations
Two sample simulations, a ‘good’ (A) and a ‘bad’ one (B) are pre-
sented in Fig. 6.1. For each case, four medial derivations were se-
lected (Fz, Cz, Pz, and Oz). In case B, the expected rebound in
SWA in recovery is virtually absent, which results, progressively in
antero-posterior direction, in an increasing rise rate to accommodate
the SWA profile. In Oz, simulation did not succeed due to rs growing
too large. The limit it reached, causing the simulation to abort, was
arbitrarily set at 5×10−3min−1, an extremely high value compared to
0.917×10−3min−1, derived by Achermann et al. (1993) from early es-
timation of the time constant of the rise rate by Borbe´ly et al. (1981).
Ultimately, it can be reasonably argued that any parameter estimation
would be severely flawed for an SWA profile that is so badly conflicting
with the proposition of SWA self-regulating function.
In the context of our hypothesized suppression/disruption of SWA
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Figure 6.1 Simulations in two subjects (A, ‘good’, and B, ‘bad’) in 4 medial chan-
nels, showing empirical SWA (solid grey), reconstructed SWA (thick black line) and
Process Z (thin black line). Below the Oz graph on each panel is a simplified hypno-
gram (scoring stages NREM 1–4 in full-size bars, REM in half-size bars). The rise rate
and gain constants are given for each case. The ‘bad’ subject (B) exhibited virtually no
SWA rebound, which resulted in very high values of the rise rate to accommodate this.
Progressive decline in gc and increase in rs can be seen in antero-posterior direction.
The simulation ultimately did not succeed for subject B’s occipital derivation (only
empirical SWA shown).
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regular series of REM sleep episodes in the recovery. The long bout
of REM sleep in the second half of recovery in B could indicate that
both REM and NREM sleep pressures are high at the same time, and
that gradual allotting of time for each process (progressively smaller
NREM bouts and correspondingly larger windows of REM sleep, as
in case A) is broken, such that either one or the other drive prevails.
If anything, this will prevent a smooth discharge of SWA regulatory
function and introduce considerable error in the estimation of the gain
constant. This error is likely to be toward lower values, considering
an example of two equally high SWA bouts in succession. Here, SWA
would be effectively failing to dissipate its need, and consequently,
from dZ ∝ −gc · SWA, it follows that gc should be close to 0 in order
for SWA not to produce any decrement in Z and allow SWA to remain
at the same level.
Two types of simulations have been run for each derivation: (a) reg-
ular simulation, in which the gain constant was single, i.e., common
for both baseline and recovery; (b) a modified simulation, in which
baseline and recovery each had a separate gain constant. The latter
modification allowed us to test whether SWA regulation is dampened
under high values of Z (in recovery), which we expected would elicit
lower gc in recovery compared to baseline. In addition, each simula-
tion type was run with and without fixed rise rate. Fixing the rise
rate at a constant value of 0.917 × 10−3min−1 ensured a better out-
come in the total number of successful simulations (in particular, all
simulations succeeded in the ‘bad’ subject B), while only marginally
affecting estimation of the gain constant (Chapter 5). Some results of
gain constant estimation in both regular and modified types of simu-
lation are presented in Table 6.1, in which data are reported for the
medial derivations (Fz, Cz, Pz, and Oz).
Estimation of the rise rate was, as observed earlier (Chapter 4),
sensitive to irregularities in the shape of an SWA profile. This is
especially critical at relatively high values (2.0 × 10−3min−1), where
simulations performed on SWA recordings from two adjacent locations
can result in rise rates that are one order of magnitude different. One
of our subjects (out of 5), unfortunately, had such an SWA profile,
which made this subject an outlier with an average rise rate over all
locations of 4.28± 1.26 (s.d.) and 5 failures of fit (in T5, T6, and all
three occipital derivations), whereas none of the other 4 subjects had
an average rs > 1, with a total average of 0.54 ± 0.23 (s.d.), and all
simulations completed successfully. To indicate the scalp topographic
6.3. RESULTS 93
Table 6.1 Gain constant in medial derivations. Data (mean ± s.d.) presented from
two simulation types (with and without fixing the rise rate). The posteriorly declining
trend is visible in all series. In one subject (out of n = 5), the Pz derivation was
missing, and was replaced by a P4 derivation.
Derivation Fixed rs Free rs
common
Fz 1.13 ± 0.25 1.19 ± 0.21
Cz 0.97 ± 0.24 1.14 ± 0.39
Pz 0.94 ± 0.30 1.15 ± 0.45
Oz 0.71 ± 0.22 0.72 ± 0.24
BL Rec BL Rec
Fz 1.25± 0.28 1.07 ± 0.25 1.17± 0.31 1.16 ± 0.16
Cz 1.02± 0.27 0.94 ± 0.24 1.11± 0.49 1.10 ± 0.28
Pz 1.00± 0.34 0.91 ± 0.30 1.18± 0.57 1.10 ± 0.37
Oz 0.77± 0.25 0.66 ± 0.22 0.78± 0.39 0.72 ± 0.25
distribution, we therefore show rise rates normalized to the scalp av-
erage.
As can be seen from Table 6.1, there is a consistent tendency for
the gain constant to be low at occipital and high in frontal regions,
confirming our earlier observation (Chapter 5). We also find that the
baseline sleep gain constant appears to be higher than recovery sleep
gc in all medial derivations. This difference is small in comparison to
the differences between derivations, as well as in comparison to the
variation across subjects (Fig 6.3).
6.3.2 Gain constant and rise rate gradient maps
Data from all 26 locations were used to produce gradient maps. The
results are summarized in Fig. 6.2. Frontal high values in gain constant
are clearly visible in all maps, confirming earlier results (Chapter 5).
Comparison of baseline and recovery maps showed no significant differ-
ences when the rise rate was included as a free parameter in the simu-
lations (TANOVA: p = 0.44, one-sided). However, when rs was fixed,
TANOVA revealed a significant map difference (TANOVA: p = 0.03,
one-sided), where recovery gc was lower compared to the baseline gc
values, as predicted.
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Figure 6.2 Gradient maps of the rise rate and gain constant of all 26 derivations.
Data normalized to the map mean, to highlight the pattern rather than absolute values.
Left column: free-rs simulation type; right column: simulations of rise rate fixed at
0.917 × 10−3 min−1. Fixing the rise rate resulted in a slightly narrower range of gain
constant variation. Second row: simulation assuming a common gain constant (for
both baseline and recovery). Third and fourth rows: simulation of gc independently
for baseline and recovery.
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Figure 6.3 The gain constant in baseline and in recovery, illustrating the hypoth-
esized decrease of the gain constant in recovery following sleep deprivation. A, data
from the 4 medial channels: Fz (solid circle), Cz (star), Pz (open circle), and Oz
(diamond); B, data averaged over all 26 channels (n = 5).
As rise rate and gain constant are roughly inversely proportional
to each other, we find a local minimum in the frontal part of the rise
rate distribution map (TANOVA: p = 0.03, one-sided).
6.4 Discussion
6.4.1 SWA homeostasis broken in occipital cortex?
Frontal areas have been shown to be relatively highly reactive in the
context of SWA homeostasis (Werth et al., 1997; Cajochen et al., 1999),
pointing to a use-dependent depletion/recovery characteristic of SWA
in frontal cortical regions (Harrison and Horne (1996); discussion in
Achermann and Borbe´ly (2003)). We were able to confirm this ob-
servation in our present dataset using a novel approach, albeit in an
indirect fashion. The occurrence of two approximately equal bouts
of SWA following each other is accommodated in the model by a de-
crease in the gain constant. Low gc, for this reason, is indicative of a
weak effect of SWA discharged in the first bout on the level of SWA-
controlling Process Z, which in turn evokes a near-equally high SWA
in the next bout. Conversely, a clear decrease in the total amount of
SWA discharged in a sequence of bouts means SWA does produce its
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self-dissipating effect, and is sufficient evidence of homeostasis. We
therefore argue that lower gc means weaker homeostatic involvement
of the occipital areas.
Moreover, one cannot rule out that, in its capacity to ensure proper
homeostatic response, SWA regulation is aberrant in occipital regions
rather than enhanced in frontal regions, in agreement with our ear-
lier findings (Chapter 5), but now extended to include effects of sleep
deprivation.
This subtle shift of emphasis can eventually lead to reconsidera-
tion of the thesis of a globally present essential hourglass mechanism
in any cortical network discharging Process S/Z with the expression
of SWA. In particular, an increase in SWA in two consecutive NREM–
REM cycles, a case more often observed in occipital regions than in
frontal derivations, cannot be explained as having ‘a weak homeostatic
response’. Such an explanation can be strengthened ad hoc by addi-
tional assumptions of under-expression of SWA in the first cycle, a
delayed response resulting thereof, or other modifications; but the im-
mediate appeal of simplicity in the explanation is already lost with
those amendments to the concept.
6.4.2 Separate estimation of the gain constant: SWA slightly less
efficient in recovery than in baseline
The observation of a slightly reduced gain constant (as compared to
interindividual variation and as compared to differences in gc between
derivations) in recovery sleep compared to baseline sleep can be taken
to support the hypothesized notion of a ceiling to the regulatory ca-
pacity of SWA, on the edge of the physiologically normal range. This
conclusion can also be indirectly inferred from a comparison of the
gain constant distribution maps in baseline and recovery (Fig. 6.2,
two lower maps in the left-hand column): the recovery map has less
variability in the map (all standard deviations are lower in recovery
gc values than in the corresponding baseline values, see Table 6.1),
and a slightly lighter shade. Taken together, these observations may
indicate the homeostat has indeed reached its limit. Notably, in terms
of gradient contrast, the map of the single common gc estimation fits
between the baseline and recovery maps.
The fact that fronto-occipital gradient discussed above also is




Following on our earlier reports (Chapters 4 and 5), we confirm the
distinctly local quality in SWA regulation. Further, we have found
several indications that SWA homeostatic response may not be im-
mediate, i.e., SWA intensity may not reflect the current demand at
any given time, or a total amount of SWA energy discharged in a
NREM–REM cycle may not be adequate to dissipate the current need.
This delayed response exposes the weaknesses of the model we used
in our study. In extreme cases, where the efficiency of SWA in dissi-
pating the need for itself tends to become negative, the model fails to
simulate the course of empirical SWA. This may have implications for
the currently accepted view on the homeostatic function of SWA in
the brain cortex.
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