Abstract Winfree's pioneering work led the foundations in the area of errorreduction in algorithmic self-assembly (Winfree and Bekbolatov in DNA Based Computers 9, LNCS, vol. 2943LNCS, vol. , pp. 126-144, 2004, but the construction resulted in increase of the size of assembly. Reif et al. (Nanotechnol. Sci. Comput. 79-103, 2006) contributed further in this area with compact error-resilient schemes that maintained the original size of the assemblies, but required certain restrictions on the Boolean functions to be used in the algorithmic self-assembly. It is a critical challenge to improve these compact error resilient schemes to incorporate arbitrary Boolean functions, and to determine how far these prior results can be extended under different degrees of restrictions on the Boolean functions. In this work we present a considerably more complete theory of compact error-resilient schemes for algorithmic selfassembly in two and three dimensions. In our error model, is defined to be the probability that there is a mismatch between the neighboring sides of two juxtaposed tiles and they still stay together in the equilibrium. This probability is independent of any other match or mismatch and hence we term this probabilistic model as the independent error model. In our model all the error analysis is performed under the assumption of kinetic equilibrium. First we consider two-dimensional algorithmic self-assembly. We present an error correction scheme for reduction of errors from to 2 for arbitrary Boolean functions in two dimensional algorithmic self-assembly. Then we characterize the class of Boolean functions for which the error can be reduced from to 3 , and present an error correction scheme that achieves this reduction. Then we prove ultimate limits on certain classes of compact error resilient schemes: in particular we show that they can not provide reduction of errors from to 4 is for any Boolean functions. Further, we develop the first provable compact error resilience schemes for three dimensional tiling self-assemblies. We also extend the work of Winfree on self-healing in two-dimensional self-assembly (Winfree in Nanotechnol. Sci. Comput. 55-78, 2006) to obtain a self-healing tile set for threedimensional self-assembly.
Introduction

Motivation
Self-assembly is the ubiquitous process in which smaller objects combine together to form larger complex objects. Recently, it has been demonstrated as an efficient mechanism for bottom-up construction of nanostructures in nanotechnology [5, 11, 13, 14, 24, 33, 37, 38] . The potential of self-assembly is not limited to nanofabrication. The ability of two-dimensional and three-dimensional assemblies to perform parallel universal computations has been explored in development of self-assembly of DNA tiles as a tool for nanocomputation [12, 19, 29, 34, 36] . The potential advantage of significantly high circuit density in molecular circuits as compared to the traditional microelectronic circuits, is chief motivation for developments of molecular circuit components [1, 8, 17, 18, 39] . Molecular scale circuits need the bottom-up approach of self-assembly of DNA tiles to get assembled out of these molecular electronic components. For the selective attachment of the molecular electronic components to particular tiles of DNA tiling, [27] prepared molecular DNA-linked systems, while [4] used directed self-assembly of molecular terrace structures in organic monolayers. Self-assembly has been demonstrated at larger scales (meso-scale) using capillary forces for interactions between meso-scale tiles [3, 21] . However, major hurdle in harnessing the capabilities of algorithmic self-assembly are the errors that occur during the assembly.
Prior Work in 2D Tiling Assembly Error-Correction
In DNA assemblies, incorrect tiles are incorporated in the growing structure with error rates ranging from 1% to 5% [32] . There are two approaches to combat the errors. The first is to reduce the inherent error rate by optimizing the physical conditions [30] or using newer molecular mechanisms [7] , while the other approach is to improve the tile design so that the total number of errors in the final structure is reduced in spite of the intrinsic error-rate remaining the same [6, 20, 32 ].
Winfree's pioneering work in error-correction [32] laid the foundations towards improving the tile-design to reduce the errors in assembly. It required replacing a tile by a larger block of tiles. Though it resulted in the total size of assembly to be 4 times for error reduction to 2 and 9 times for error reduction to 3 , it paved the way for further work in error-reduction using the concept of redundancy. The basic idea was that an error in the assembly of a tile forced more errors in the neighborhood of that tile, making it extremely prone to detachment, and hence reducing the error. Later, the snaked proof-reading scheme that could correct both growth and nucleation errors in the self-assembly was built upon this construction [6] . However, it required replacing a tile by a k × k block of tiles. Later a method was proposed to control nucleation errors programmably [23] . However, each of these schemes significantly scaled up the overall size of assembly. In applications like molecular fabrication tasks where the scale of final pattern is of critical importance, this scaling up is undesirable. Reif et al. [20] proposed a compact error-resilient tiling schemes in which errors could be reduced to 2 (2-way overlay redundancy) and 3 (3-way overlay redundancy) without increasing the size of the assembly. The analysis of error was done in the equilibrium state of the assembly. Another distinction of this scheme was that it considered the error resilience in the whole pattern and not only in the output row. It means that this scheme had a tendency to remove any incorrectly placed tile from the assembly even if the ongoing computation was not affected by that tile. This is important in the assembly of a nanostructure of desired pattern, where any incorrect placement of any tile is a defect (even though it might not have interfered with the subsequent growth of assembly). But it had its limitations on the Boolean functions that could be used for the error-resilient algorithmic assembly. In particular, it required one of the function to be XOR, and for reduction to 3 the additional requirement was that the other function should be input-sensitive to one of the inputs. A Boolean function f (x) is called input-sensitive to a Boolean variable x if whenever x changes f (x) also changes. It is thus a critical challenge to improve these compact error-correction schemes to incorporate any arbitrary Boolean functions. In case that is not possible, it is important to characterize the class of Boolean functions to which these error-correction schemes can be extended. Recently Winfree [25] presented a compact error resilient scheme based on Chen et al. [6] . They also overlooked the errors that did not affect the ongoing computation.
The Challenge of 3D Tiling Assembly Error-Correction
Self-assembly in three dimensions is extremely promising in the field of microelectronics assembly, where independent manipulation of each component is required. It is already being seen as promising candidate for heterogeneous three-dimensional integration of next-generation microsystems [9, 15, 28, 35] . In light of the inherent parallelism, three-dimensional nature and larger range (nanoscale to mesoscale) of application of self-assembly, it has a great potential as tool for building complex systems from microscaled templates. Apart from this, the potential advantages of three-dimensional structures over two-dimensional structures in nanofabrication includes a considerably increased circuit density. Jonoska et al. [10] proposed the use of three-dimensional DNA structures in computing. Simple examples of algorithmic computation in three dimensions includes the generalization of Pascal triangle to 3D [2] and three-dimensional multiplexers (the latter would provide a mechanism for 3D memory addressing with the appropriate affixed molecular electronic components). Analogous to the simulation of a finite state automata through two-dimensional selfassembly, three dimensional self-assembly can be used to simulate a two-dimensional cellular automata, where the third spatial dimension of the 3D tiling is the time step of the cellular automata. The tiles in a horizontal plane will represent the current state of all the cells of a two-dimensional cellular automata, then the tiles assembled in horizontal plane on top of it will be states at next time instance. This allows one to derive 3D tiling assemblies from a wide variety of known two-dimensional cellular automata designs, including matrix multiplication, integer multipliers, context free language recognition, etc. Recently crystal structure of three-dimensional DNA lattices formed by self-assembly was demonstrated [16] . The question of fault-tolerance naturally arises with the increasing popularity of self-assembly for construction of three dimensional self-assembled structures. It will be critical to determine how successfully can the error-correction techniques used for two-dimensional assemblies be extended to three-dimensions.
The Challenge of Self-Healing Tiling Assemblies
The one property of biological systems that makes them robust is their ability to self-heal in case of damages. Self-healing is essentially the self-assembly of the constituent elements in the damaged part of a system, so as to repair the damage. It is a very important process in nature. The damage to the living cells can be caused by an external intruder or some mechanical impulse or unfavorable physical conditions. It is an interesting and important challenge to design the DNA tiles that form lattices having the ability to self-heal, thereby imparting them the much desired robustness to withstand environmental damage. Winfree [31] gave a construction in which he replaced a single tile with 3 × 3 (for simple assemblies like Sierpinski triangles), 5 × 5 (for general assemblies) and 7 × 7 (for additional robustness to nucleation errors) block of tiles for self-healing in a two-dimensional assembly. Prior to this work, it was an open problem to find if compact self-healing tile sets could be formed and whether the techniques given by Winfree could be extended to three dimensions.
Our Results and Organization of Paper
In this paper, we follow the notion of compactness as presented in [20] , which requires the new error-resilient tiling assembly to be of no larger size than the original assembly. Like [20] we consider any incorrect placement of a tile anywhere in the assembly as an error and aim at reducing them as well, even though these errors might not affect the ongoing computation. As mentioned earlier, this is important for construction of nanostructures of desired pattern. In this paper, the analysis of the error in the assembly is done in the equilibrium state of the assembly. Throughout this paper redundancy based compact error resilient scheme refers to any error resilient scheme that does not scale up the size of the assembly and in which the encodings on the pads of the tiles are used to create redundancy. In the event of an error this redundancy forces more errors, which makes the incorrectly placed tiles and their neighborhoods more unstable and prone to removal from assembly, thereby reducing the error. Also we refer to k-expansive error resilient schemes as the error correction schemes that work by replacement of a tile by a block of multiple tiles. In case of three dimensional tiling, we carry forward this notion of redundancy based compact error resilient schemes.
In this paper, we present a comprehensive theory of redundancy based compact error resilient tiling schemes and examine the prospects of constructing compact selfhealing tile sets in two and three-dimensions. The error analysis throughout this paper is in the equilibrium state of the assembly. In Sect. 2, first we present a compact error correction schemes in two dimensional self-assembly that reduces the error from to 2 for arbitrary Boolean functions. Then we characterize the class of Boolean functions for which error reduction from to 3 is possible using redundancy based compact error resilient schemes. Also we prove that error reduction from to 4 is impossible using redundancy based compact error resilient schemes. Next in Sect. 3 we examine three-dimensional self-assembly. First we present a compact error resilient scheme that reduces error to 2 for arbitrary Boolean functions and 3 for a restricted class of input-sensitive Boolean functions. We also prove that error reduction to 4 can not be obtained for arbitrary Boolean functions using redundancy based compact error resilient schemes. In Sect. 4 we extend the idea of Winfree's construction for self-healing in two-dimensions [31] to three-dimensional assembly. In the conclusion, we review our results and state various open problems and conjectures. We conjecture stronger results that error reduction to 3 in three dimensions can not be achieved outside the previously characterized class, and error reduction to 4 is impossible to achieve for any Boolean functions using these error resilient techniques.
Error Correction in Self-Assembly in Two Dimensions
Assembly in Two Dimensions
We will consider a general assembly problem in two dimensions consisting of the assembly of a two-dimensional Boolean array of size N × M, where the elements of each column are indexed from 0 to N − 1 from right to left and rows are indexed from 0 to M − 1 from bottom to top. The bottom row and the rightmost column provide the inputs to the assembly.
For i = 0, . . . , N − 1 and j = 0, . . . , M − 1: Let V (i, j) be the value of the ith column (from the right) in the j th row (from the bottom). Let V (i, j + 1) be the value communicated to the position (i, j + 1) and U(i + 1, j) be the value communicated to the position (i + 1, j). We define
Figure 1(a) shows a computational tile that can be used for constructing two dimensional self-assembly. Bottom and right pads are the input pads, while the pads on top and left are output pads. A pad matches with the neighbor's contiguous pad if the values communicated by these pads are the same. U(i, j) and V (i, j) are the right and bottom input pads, respectively, to the ith column from right and j th row from bottom. Then U(i + 1, j) the left output pad is given by
The collection of tiles required for an assembly is referred to as the tile set for that assembly. Examples of simple two dimensional assemblies: Sierpinski triangle and binary counter, and their respective tile sets, are given in [20] . Highly complex two-dimensional assemblies are possible due to the universal computability of two-dimensional self-assembly [26, 34] .
The Error Model
In this paper, we address the mismatch errors between the input and output pads of neighboring tiles in self-assembly. Specifically, a mismatch between the top (or left) output pad of a tile and bottom (or right) input pad of its top (or left) neighbor, is referred as a mismatch error. However, in a kinetic system, an incorrect tile might dissociate from the assembly, due to the lack of inadequate binding support. In case, the incorrect tile does not dissociate but stays in the assembly, then the error stays. Intuitively speaking, in our algorithmic self-assembly model, information flows from right to left and bottom to top. As a result of a mismatch error incorrect information might flow from left to right or bottom to top in the algorithmic assembly. We assume that error probability is defined as the probability that there is mismatch between two tiles and they still stay together in the equilibrium. This probability is independent of any other match or mismatch and hence we term this probabilistic model the independent error model. The justification behind the independent error model comes from the definition of . We have defined to be the probability of the event that (i) there is an error of pad binding between a pair of tiles and (ii) these tiles stay attached to each other. The justification is simply that: once these two tiles stay attached to each other, this event (or incorrect pad binding) can not affect other pad binding events between other pairs of tiles. We also want to put emphasis on the correct assembly of all the tiles in the assembly (and hence on the correctness of complete pattern), and not just on the correctness of final output only. There might be wrong placement(s) of tile(s), that do not affect the ongoing computation. But in our error model, we count them as errors and need the error correction schemes to reduce such errors as well. In this way we differ from [25] , who overlooked the errors that did not affect the ongoing computation. Consider a tile T (i, j) in a N × M tiling assembly where 0 < i < N − 1, 0 < j < M − 1. We define the neighborhood of a tile T (i, j) as 8 tiles surrounding it, whose coordinates differ from (i, j ) by at most 1. Formally speaking,
is said to be a-dependent (for assembly dependent) on tile T (i, j) if i ≥ i and j ≥ j and a-independent otherwise. Next we examine the schemes to reduce the errors in self-assembly. To reiterate, throughout this paper, we refer to redundancy based compact error resilient scheme as error reduction scheme, where redundancy is created by encodings in the pads with absolutely no scale up of the assembly. Hence, the computation at position (i, j ) is still performed at the same position. However, there is an increase in the number of type of pads for tiles.
Before we describe, our redundancy based compact error correction methods, it is important to understand their underlying principle. If an error in a tile can force more error(s) in its neighborhood, then the tile and its neighborhood become unstable. As a result, they can dissociate from the assembly with a high probability, before other tiles can assemble around them and lock these erroneous tiles in the assembly. It is important for the further errors to be forced in the neighborhood of erroneous tile so that it does not get locked. If its neighborhood is error-free, then it will get locked and the error will persist in the assembly. Following proposition quantifies this idea.
Proposition 1 Under our independent error model, if an error in a pad in a tile enforces k further mismatches in the assembly in the neighborhood of that tile, then the probability of that error is reduced to k+1 .
Proof If one error guarantees k more errors in its neighborhood, then the probability that the tile and its neighborhood in the assembly will stay together in the equilibrium in spite of these k + 1 errors is k+1 (by independent error assumption), which implies the claimed error reduction.
Before we present our results on redundancy based error correction schemes, we would like to emphasize that while referring to self-assembly for Boolean functions OP 1 and OP 2 , we mean all the tile sets with Boolean functions OP 1 and OP 2 . Therefore, an impossibility result that there does not exist an error correction scheme for self-assembly for Boolean Functions OP 1 and OP 2 , means that there does not exist an error correction scheme that works for all the tile sets with Boolean functions OP 1 and OP 2 .
Error Reduction to 2
It is known that if an error in a tile can guarantee another error in neighborhood, then it reduces the rate of errors from to 2 [20, 32] . Next we describe our construction to achieve this goal in the form of Theorem 1.
Theorem 1
There exists a compact error correction scheme that will reduce the error from to 2 for two-dimensional algorithmic self-assembly for any arbitrary Boolean functions OP 1 and OP 2 .
Proof Construction: Before we begin the proof we would like to emphasize the wholeness of the pad. Each side of the tile has one pad in Fig. 1(b) , and it encodes the triplet shown in the figure. Disagreement between corresponding elements of two such triplets in any two pads results in the total mismatch between those two pads. Consider the tile with input U(i, j) and V (i, j) at the right and bottom pads respectively, where 0 ≤ i < N and 0 ≤ j < M. Our goal is to guarantee one more error in the neighborhood of this tile if there is one error. For that, we construct an error checking portion (V (i, j)) in the right side pad and one error checking portion (U(i, j)) in the bottom pad. We will need corresponding parts in the pads on the top (U(i, j + 1)) and the left side (V (i + 1, j)) also, which will match with the error checking parts in the bottom pad of the top neighbor T (i, j + 1) and right pad of the left neighbor T (i + 1, j) respectively. Now since top output pad depends on the value of U(i, j + 1) (which is the right input of the top neighbor) we need to incorporate it in our input pads. It is necessary otherwise there will be multiple type of tiles for any given set of input pads. But for successful functioning of algorithmic self-assembly it is required that there should be only one possible tile-type for every set of input pads. So, we need one more portion in the right input pad (U(i, j + 1)) and hence a corresponding part in the left output pad (U(i + 1, j + 1)). Similarly, the need for another portion in bottom input pad (V (i + 1, j)) and subsequently, in top output pad (V (i + 1, j + 1)) can be explained.
This completes our description of a tile in our compact error correction scheme. It should be noted that the number of different tile types in this tile set will be 4 times as compared to number of tiles in a tile set without any error-correction. It can be attributed to the two possible values for each of U(i, j + 1) and V (i + 1, j), for every value of the inputs U(i, j) and V (i, j).
Error-Analysis: We show that if the neighborhood tiles a-independent of T (i, j) are assembled correctly then a pad binding error in any of the input pads in T (i, j) causes an additional mismatch error in its neighborhood in equilibrium. We need to consider only the cases where the pad binding error occurs in either the bottom or the right pad of tile T (i, j). Otherwise, if the error occurs in left (or top) pad of T (i, j) then we can consider the right pad of T (i + 1, j) (or bottom) pad of T (i, j + 1) for the analysis. The following case analysis provides the required proof.
If the bottom pad of T (i, j) has a mismatch:
(a) If V (i, j) on the bottom pad has a mismatch, then V (i, j) on right pad is incorrect, which causes an additional mismatch. (b) If V (i, j) on the bottom pad is correct and V (i + 1, j) on bottom pad has a mismatch, V (i + 1, j) on left pad is incorrect (Fig. 2) . Now we will prove that it causes a further mismatch by exactly same technique as used by Reif et al. [20] . We have assumed that all the rows and columns that are aindependent of tile T (i, j) are correctly assembled so T (i + 1, j − 1) is correctly assembled and has correct values of its top output pad. Hence T (i, j)'s 
is wrong, this implies there will be a mismatch at the right or bottom pad of Tile T (i + 1, j).
If there is no error in bottom pad, but the right pad of T (i, j) has mismatch:
(a) If U(i, j) on the right pad has a mismatch, then U(i, j) on bottom pad is incorrect, which causes an additional mismatch. (b) If U(i, j) on right pad is correct but U(i, j + 1) on right pad is incorrect, then U(i, j + 1) on top output pad is incorrect. Now we will show that it causes a further mismatch as argued above (Fig. 3 ). Since we assume that all the rows and columns that are a-independent of tile T (i, j) are correctly assembled 
is wrong, this implies there will be a mismatch at the right or bottom pad of Tile T (i, j + 1).
Hence any mismatch on the right or bottom pad of tile T (i, j) causes one more mismatch in the vicinity of the tile. Together with the Proposition 1 this implies that this scheme can reduce the pad mismatch errors from to 2 .
Error Reduction to 3
At this point we would like to reiterate that redundancy based compact error resilient scheme refers to any error resilient scheme that does not scale up the assembly and in which only the encodings on the pads of the tiles are used to create redundancy. Also, a Boolean function f (x) is said to be input-sensitive to Boolean input x if it changes for every change in the value of x. Before we proceed with the Error-analysis, it will be useful to understand the function class characterized in the theorems below. Let OP 1 and OP 2 be each be two-input Boolean functions such that:
When both of them change at least one of the Proof For errors to reduce from to 3 , an error in any input pad, say V (i, j) should cause two further mismatches in the neighborhood. At least one of those mismatches should be caused because of an error on one of the output pads. It should be noted that if OP 1 and OP 2 are arbitrary Boolean functions then the output U(i + 1, j) or V (i, j + 1) cannot be guaranteed to be wrong for incorrect value of V (i, j). Hence, in at least one of the output pads an additional error checking portion f (V (i, j)) (that is input-sensitive to V (i, j) and hence can reflect the error in V (i, j) ) is required. It can be located on the top or left output pad.
-Assume that f (V (i, j) ) is located on top pad, which implies f (V (i, j − 1)) is located on the bottom pad (shown by arrows in Fig. 4(a) ).
1. If V (i, j − 1) does not exist within the input pads, then we need to consider the case when f (V (i, j − 1)) has a mismatch. Since we require two further errors -Assume that f (V (i, j)) is located on left pad, which implies f (V (i − 1, j)) is located on the right pad (shown by arrows in Fig. 4(b) ). Hence, an additional error checking pad
is required on at least one of the output pads. Arguing in the same manner as above we conclude that this cycle will keep on repeating. Hence, it is not possible to construct a tile with a bounded number of parameters in the pads such that a mismatch results in two more mismatches in the neighborhood of the tile in a two-dimensional assembly. Combining it with Proposition 1 we conclude that redundancy based compact error resilient schemes can not reduce error from to 3 .
However, it will be proved that for a rather restricted class of Boolean functions OP 1 and OP 2 , error can be reduced to 3 by using the construction of Fig. 1(b) , which is stated as Theorem 3. 1 and OP 2 which are pairwise input-sensitive, there exists a redundancy based compact error resilience scheme that can reduce the error to 3 .
Theorem 3 For Boolean functions OP
Proof For our proof, we will use the scheme shown in Fig. 1(b) . If OP 1 and OP 2 are restricted to be as described, and if the neighborhood tiles that are a-independent of T (i, j) are assembled correctly, then a pad binding error in any of the input pads in T (i, j) causes two additional mismatch errors in its neighborhood. As explained earlier, we need to consider only the cases where the pad binding error occurs in either the bottom or the right pad of tile T (i, j) . The following case analysis provides the required proof. 
Hence any mismatch on the right or bottom side of the tile T (i, j) causes two further mismatches in the vicinity of tile T (i, j).
This results in error reduction from to 3 using Proposition 1.
We conjecture the following stronger result, which is currently an open question to be proved or disproved. 1 and OP 2 outside the restricted class of Theorem 3, there exists no redundancy based compact error correction schemes that can reduce the error from to 3 in two-dimensional self-assembly.
Conjecture 1 For any combination of Boolean functions OP
Error Reduction to 4
Theorem 4 For any Boolean functions OP 1 and OP 2 , there exists no redundancy based compact error correction scheme that can reduce error from to 4 in twodimensional self-assembly.
Proof For the reduction of error from to 4 , a mismatch in any input pad should cause 3 more mismatches. It means that for any error in one of the input pads both the output pads should have errors. In case an output pad requires any additional error checking portion to detect an error in an input, then by arguments similar to the proof of Theorem 2, it can be shown that such a tile cannot be constructed.
Hence, the only possibility is when, the left and top outputs U(i + 1, j) and V (i, j + 1) both change for any change in the input U(i, j) or V (i, j). This means that we have different values for each of U(i + 1, j) and V (i, j + 1) for 4 different values of input pair, which is not possible as U(i + 1, j) and V (i, j + 1) are Booleans.
Error Correction in Self-Assemblies in Three Dimensions
Three dimensional self-assembly is being described as the most promising tool for heterogeneous integration of next generation microsystems. Its potential to build complex systems from microscale templates can not be overlooked [9, 15, 28, 35] . Besides the assembled three-dimensional structures can be extremely useful in computations [10] . It is possible to simulate a two-dimensional cellular automata, using three-dimensional self-assembly, which then paves way to perform a rich class of computations including matrix multiplication, integer multiplications, context-free language recognition etc.
Assembly in Three Dimensions
The assembly problem in three-dimensions can be generalized from the twodimensional assembly as the assembly of a three-dimensional Boolean array of size N × M × P , where the elements are indexed from 0 to N − 1 from right to left, 0 to M − 1 from bottom to top, and 0 to P − 1 from front to back. The bottommost 
for Boolean functions f 1 , f 2 , and f 3 . Figure 5 shows a computational tile that can be used for construction of threedimensional assembly. Right, bottom and front pads are the input pads, while the pads on left, top and back are output pads. As in two-dimensional assembly, a pad matches with the neighbor's contiguous pad if the values communicated by these pads are the same. U(i, j, k), V (i, j, k) and W (i, j, k) are the right, bottom and front input pads, respectively, to the tile located at position (i, j, k). Then U(i + 1, j, k), V (i, j + 1, k) and W (i, j, k + 1) are the left, top and back output pads, respectively, of the tile , k) ) where f 1 , f 2 and f 3 are the ternary Boolean functions that take as input three Boolean values and give a Boolean output. It is assumed that initially a frame is assembled, with M × P tiles in rightmost plane, N × P tiles in bottommost plane and N × P tiles in frontmost plane. Next we examine the error resilience in three-dimensional self-assembly.
The Error Model
We extend the error model in two-dimensions to three-dimensional assembly in an obvious way. We follow the independent error model for three dimensional assembly. We also want to emphasize on the correct assembly of all the tiles in the assembly (and hence on the correctness of complete pattern), and not just on the correctness of final output only. We want to emphasize that the error analysis is done in the equilibrium state of the assembly. Consider a tile T (i, j, k) in a N × M × P tiling assembly where 0 < i < N − 1, 0 < j < M − 1, and 0 < k < P − 1. We define the neighborhood of a tile T (i, j, k) as 26 tiles surrounding it, whose coordinates differ from (i, j, k) by at most 1. Formally speaking, T (i, j, k) if i ≥ i, j ≥ j , and k ≥ k and a-independent otherwise. Next we examine the schemes to reduce the errors in self-assembly. As mentioned earlier redundancy based compact error resilient scheme refers to an error resilient scheme that does not scale up the assembly and in which the encodings on the pads of the tiles are used to create redundancy.
Error Reduction to 2
Theorem 5 There exists a redundancy based compact error resilient tiling scheme in three dimensional assembly which can reduce the error from to 2 for any arbitrary Boolean functions f 1 , f 2 , and f 3 , and it is shown in Fig. 6 .
Proof Construction: Before we describe the construction, we would like to emphasize on the wholeness of pad. Each side of the tile has one pad in Fig. 6 , that encodes a 5-tuple as shown in the figure. Disagreement between corresponding elements of two such 5-tuples in any two pads results in the total mismatch between those two pads. Consider the tile T (i, j, k) with inputs U(i, j, k), V (i, j, k) and W (i, j, k) on the right, bottom and front pads respectively. Our goal is to guarantee one more error in the vicinity of this tile if there is one error in any of the input pads.
We add error checking portions to the right, bottom and front pads as shown in Fig. 6: V (i, j, k) and W (i, j, k) on right pad, W (i, j, k) and U(i, j, k) on bottom pad and U(i, j, k) and V (i, j, k) on front pad. Corresponding to these, we need to add V (i + 1, j, k) and W (i + 1, j, k) on left pad, W (i, j + 1, k) and U(i, j + 1, k) on top pad and U(i, j, k + 1) and V (i, j, k + 1) on back pad, as explained in the case of two-dimensional tile.
As described in two-dimensional assembly, every value in the output pads should be uniquely derivable from the values on the input pads. This completes our description of a tile in our compact error correction scheme. It should be noted that the number of different tile types in this tile set will be 64 times as compared to number of tiles in a tile set without any error-correction. It can be attributed to the two values for each of the U (i, j + 1, k), U(i, j, k + 1),  V (i + 1, j, k), V (i, j, k + 1), W (i + 1, j, k) and W (i, j + 1, k) , for every value of the inputs U (i, j, k), V (i, j, k) and W (i, j, k) .
Error-Analysis: We show that if the neighborhood tiles a-independent of T (i, j, k) are assembled correctly then a pad binding error in any of the input pads in T (i, j, k) causes at least one additional mismatch error in its neighborhood in equilibrium. We need to consider only the cases where the pad binding error occurs in the bottom, the right or the front pad of tile T (i, j, k) . Otherwise, if the error occurs in top, left or back pad of T (i, j, k) then we can consider the right pad of T (i + 1, j, k), bottom pad of T (i, j + 1, k) or front pad of T (i, j, k + 1), respectively, for the analysis. The following case analysis provides the required proof. 
on left pad is incorrect. Now we will prove that it causes a further mismatch by exactly same technique as used by Reif et al. [20] . We have assumed that all the tiles that are a-independent of tile T (i, j, k) are correctly assembled so T (i + 1, j − 1, k) is correctly assembled and has correct values of its top output pad. Hence T (i, j, k)'s left neighbor T (i + 1, j, k) is dependent upon the incorrect value communicated by the left pad of T (i, j, k) and correct values communicated by top pad of
is wrong, this implies there will be a mismatch at the right or bottom pad of Tile
on the bottom pad has a mismatch, then the value of V (i, j, k + 1) on the back pad is incorrect. Now we will show that it causes a further mismatch as argued above. Since we assume that all the tiles that are a-independent of tile T (i, j, k) are correctly assembled so T (i, j − 1, k + 1) is correctly assembled and has correct values of its top output pad. Hence T (i, j, k)'s back neighbor T (i, j, k + 1) is dependent upon the incorrect value communicated by the back pad of T (i, j, k) and correct values communicated by top pad of T (i, j − 1, k + 1). Now consider the pads of T (i, j, k + 1). The front pad includes
Error Reduction to 3
Theorem 6 If Boolean functions f 1 , f 2 , and f 3 satisfy the following conditions:
Then there exists a compact error resilient scheme to reduce error from to 3 for three-dimensional self-assembly, and it is shown in Fig. 6 .
Proof If f 1 , f 2 , and f 3 are as given in the theorem, and if the neighborhood tiles that are a-independent of T (i, j, k) are assembled correctly, then a pad binding error in any of the input pads in T (i, j, k) causes at least two additional mismatch errors in its neighborhood. As explained earlier, we need to consider only the cases where the pad binding error occurs in either the bottom, front or the right pad of tile T (i, j).
The following case analysis provides the required proof. Hence any mismatch on the bottom, right or front side of the tile T (i, j, k) causes two further mismatches in the vicinity of tile T (i, j, k) and this results in error reduction from to 3 . 
Error Reduction to 4
cannot be guaranteed to be wrong for incorrect value of V (i, j, k). Hence, in at least one of the output pads an additional error checking portion f (V (i, j, k)) (that is input-sensitive to V (i, j, k) and hence can reflect the error in V (i, j, k)) is required. It can be located on the top, left or back output pad.
is located on the bottom side.
does not exist within the input pads, then we need to consider the case when f (V (i, j − 1, k)) has a mismatch with bottom neighbor. Since we require this mismatch to cause three further errors in the neighborhood of T (i, j, k), as argued above it requires an additional error checking function
) to be located on at least one of the top, left, or back output pad. 2. If V (i, j − 1, k) exists in the input pads, then in case when V (i, j − 1, k) is mismatched, and three further errors in the neighborhood of T (i, j, k) are required, it needs an additional error checking function g 1 (V (i, j − 1, k)) (that is input-sensitive to V (i, j − 1)) to be located on at least one of the top, left or back output pad.
is located on the right side.
does not exist within the input pads, we need to consider the case when f (V (i − 1, j, k)) is mismatched. Since three further errors are required, as argued above it requires an additional error checking function is required on at least one of the output pads. Arguing in the same manner as above it can concluded that this cycle will keep on repeating. Hence, it is not possible to construct tile with a bounded number of parameters in the pads and we conclude that redundancy based compact error resilient schemes can not reduce error from to 4 .
Self-Healing Tile Set for Three Dimensional Assembly
Winfree [31] provided the basis for studying self-healing in the self-assembly in a rigorous manner. We need to consider the repairability of a self-assembled structure in the face of a damage. A tile set is called self-healing, if at any point during errorfree growth, when n tiles are removed, subsequent error free growth will repair the damage rapidly [31] . Winfree's scheme of correctly repairing the damage (hole) is by ensuring that the holes are filled in the original forward direction of the algorithmic assembly and there is no backward growth in the holes. Winfree proposed constructions of self-healing tile sets for two dimensional algorithmic self-assembly by replacing a single tile by a 3 × 3 (for simple assemblies like Sierpinski triangles), 5 × 5 (for general assemblies) and 7 × 7 (for additional robustness to nucleation errors) block. We have extended his constructions to three dimensions. Each three-dimensional tile is replaced by a 3 × 3 × 3 block of threedimensional tiles to convert a tile set for simple assemblies into a self-healing tile set. Figure 7 shows a 3 × 3 × 3 block of tiles that replaces a computational tile. The internal glues inside the block are all unique to that block. The tile set given in Fig. 7 guarantees that if a complete block needs to regrow, then it has to start from frontmost, bottommost and rightmost corner. The tile to be placed at this corner is uniquely and correctly determined, by the assembled neighboring blocks. The corner tiles that have at least one output side facing towards another block should be assembled in the end after the assembly of all other tiles in the block, so that they can be determined uniquely from the inputs and not ambiguously from the outputs. We omit the figures of blocks showing the frame tile and seed tile, but they can be derived easily following the same logic. Similarly, Winfree's other constructions for self-healing in two-dimensions can also be extended to three dimensions to improve the self-healing tile set.
Discussion
In this paper, we presented a theoretical analysis of redundancy based compact error resilient tiling in two and three dimensions. We conjecture the following stronger results for three-dimensional assemblies that are currently open questions to be proved or disproved. We state our conjectures as follows:
Conjecture 2 For arbitrary Boolean functions f 1 , f 2 , and f 3 , there exists no redundancy based compact error correction scheme that will reduce error from to 3 in three-dimensional self-assembly.
Conjecture 3
For any functions f 1 , f 2 , and f 3 that are outside the restricted class of the functions defined in Theorem 6 there exists no redundancy based compact error correction scheme that will reduce error from to 3 in three-dimensional selfassembly. g 1 , g 2 , g 3 , g 1 , g 2 , g 3 denotes the glue strength of g 1 on right, g 1 on left, g 2 on bottom, g 2 on top, g 3 on front and g 3 on the back side of the tile. This construction corresponds to a computational tile in the assembly, which has the glue strength 1 on each of its 6 faces Conjecture 4 For any Boolean functions f 1 , f 2 , and f 3 , , there exists no redundancy based compact error resilient scheme that can reduce error from to 4 in threedimensional self-assembly.
The immediate future work will be to prove or disprove these conjectures. We have presented a three-dimensional extension to Winfree's self-healing tile set in twodimensions. It remains an open question if it is possible to design a compact selfhealing tile set for two and three-dimensional self-assembly.
