Encoding a qubit in the continuous degrees of freedom of an oscillator is a significant pursuit of quantum computation. One advantageous way to achieve this is through the Gottesman-Kitaev-Preskill (GKP) grid states, whose symmetries allow for the correction of any small continuous error on the oscillator. Unfortunately, ideal grid states have infinite energy, so it is important to find finiteenergy approximations that are realistic, practical, and useful for applications. In the first half of the paper we investigate the impact of imperfect GKP states on computational circuits independently of the physical architecture. To this end we analyze the behaviour of the physical and logical content of normalizable GKP states through several figures of merit, employing a recently-developed modular subsystem decomposition. By tracking the errors that enter into the computational circuit due to the imperfections in the GKP states, we are able to gauge the utility of these states for NISQ (Noisy Intermediate-Scale Quantum) devices. In the second half, we focus on a state preparation approach in the photonic domain wherein photon-number-resolving measurements on some modes of Gaussian states produce non-Gaussian states in the others. We produce detailed numerical results for the preparation of GKP states along with estimating the resource requirements in practical settings and probing the quality of the resulting states with the tools we develop.
Bosonic codes are quantum codes where logical qubits or qumodes are encoded in states of continuous-variable systems. The most well-known among bosonic codes are those introduced by Gottesman, Kitaev and Preskill (GKP) [1] , also known as the grid states. These codes were constructed to correct displacement errors in the phase-space with the help of their inherent translation symmetry. An error analysis of finite energy GKP states was presented in [2] . The GKP code has garnered much interest in recent years for various applications.
Fault-tolerant quantum computation (FTQC) using GKP qubits was shown to be possible in the context of continuous-variable measurement-based quantum computation (CV-MBQC), along with a conservative upper bound of 20.5 dB on the squeezing required [3] . This result has spurred research in this direction. It was shown that Gaussian cluster states, Gaussian adaptive measurements, and the only non-Gaussian resource of a logical zero GKP qubit are sufficient for universal FTQC [4] , where the noise in the anti-squeezing quadrature of the squeezed states used to prepare the cluster states was shown to be immaterial [5] . The authors in [5] also pointed out that practical squeezing thresholds were closer to 15 -17 dB depending on the choice of qubitlevel error-correcting code, a point previously made in [3] but rarely appreciated. The squeezing requirement was further reduced to ∼10 dB [6] alongside methods to track the error correction [7] and perform a hybrid error correction procedure using digital and analog information [8] . Further refinements to the techniques and the incorporation of practical imperfections has led to a squeezing requirement that is less than 10 dB for a certain loss parameter range [9] .
There are several other applications of the GKP code. The performance of the GKP codes, including the hexagonal GKP code, was compared to other codes with respect to transmission through a bosonic loss channel in Refs. [10] and [11] . Comparison of the structure of GKP code and the rotation-symmetric code was presented in [12] . The use of GKP qubits for quadratic noise suppression for qumode algorithms was considered in [13] . The surface code using GKP qubits has been considered in [6, [14] [15] [16] . The use of GKP qubits as a displacement sensor was explored in [17] . A probabilistic preparation of GKP qubits and its role in FTQC and sampling problems was presented in [18] . The signaltered GKP states were studied as a means for decoherence suppression in [19] . Further, the fundamental mathematical structure of the GKP code states was explored in [20] [21] [22] .
Considering the extensive utility and optimality [11] of the GKP code, preparing high quality GKP states is broadly desirable. There are several proposals and demonstrations for generating GKP qubits across various platforms, including ion traps [23] [24] [25] [26] , superconducting cavities [27] , light-matter interactions [28, 29] , cross-Kerr interactions [30] , using phase estimation [31] (including its fault-tolerant version [32] ; see also the related blog post [33] ), and an analysis of practical aspects of modular quadrature measurements [34] all in circuit-QED, using cat states [35] , optical methods [36, 37] , photon catalysis [38] , a machine learning method that uses self-Kerr interactions [39] , realization in time-frequency encodings [40] , as eigenstates of tailored Hamiltonians in superconducting circuits [41] , and a plausible attempt using quantum walks [42] .
We focus on the photonic method using the minimal resources of squeezed displaced vacuum states, interferometers, and photon number-resolving detectors [43] [44] [45] [46] . Our scheme is probabilistic in nature due to the postselection on specific photon detection outcomes. Photonic platforms have a proven track-record for implementing various forms of error correction circuits such as twoqubit encoding in polarization modes [47] , topological error correction with an 8-photon cluster state [48] , graph state codes [49, 50] , Shor's 9-qubit code [51] , 5 wavepacket error correcting code [52] , qubit codes preventing loss errors [53] , and certain continuous-variable error correction [54, 55] .
In this work we focus on the role played by physical approximations to the ideal grid states. The approximations reveal themselves in various figures of merit and circuit characterizations whose understanding is central for NISQ devices. We use the recently-introduced modular subsystem decomposition [22] to monitor and mitigate errors on the logical qubit. We then provide an extensive analysis of the resource requirements for preparing these approximate states and useful benchmarks for employing them in computational circuits.
The paper is organized as follows. In Sec. II, we overview the formalism of the GKP code independently of the platform for its implementation. This includes a synthesis of results for the ideal (non-normalizable) GKP states in II A and the finite-energy GKP states in II B; a review of the modular decomposition in II C and its relevance to analyzing GKP states; a set of prescriptions for tracking, quantifying, and alleviating errors in computation induced by imperfect GKP states in II D; and a discussion of error correction and recovery with the normalizable states in II E. Sec. III is dedicated to the preparation of approximate GKP states in the optical domain. In III A we discuss an architecture analogous to Gaussian BosonSampling devices for the generation of general non-Gaussian states; in III B we unite with this architecture a framework for approximating GKP states; in III C we characterize the approximate states using the formalism described in Sec. II; in III D we present our strategy for the preparation of these approximate GKP states with optical circuits and provide our numerical results for the optimization of these circuits; and finally, in III E, we give comments on incorporating experimental imperfections into our scheme.
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II. FORMALISM OF BOSONIC GRID CODES
Our physical landscape consists of continuous-variable systems whose Hilbert space is L 2 (R n ), the squareintegrable functions defined over the space of n real variables corresponding to n-mode systems. Examples of continuous-variable systems include modes of an electromagnetic field, harmonic oscillator chains, phonon modes in materials, continuous modes of ion traps and superconducting circuits. In what follows we work in units wherê q = 1 √ 2 (â +â † ) andp = −i √ 2 (â −â † ), so that [q,p] = i, and = 1. This means the measured variance of a vacuum state is q 2 = p 2 = 1 2 . For more details on our conventions, see App. A.
A. Ideal GKP states
The ideal GKP states [1] are defined as the simultaneous eigenstates of the continuous-variable stabilizer elements S q = e i(2 √ π)(S11q+S21p) (1a) S p = e i(2 √ π)(S12q+S22p) (1b) such that S = S 11 S 12 S 21 S 22 ∈ Sp(2, R), the real symplectic group in two dimensions. The Wigner function (see App. B 4 for the definition) of the ideal GKP states is a sum of delta functions located at the points of a lattice in phase space; the shape and spacing of this lattice is determined by S. For example, rectangular GKP states are associated with the matrix
for α ∈ R =0 , so that the unit cell of the lattice has dimensions √ π α × α √ π and an area of 1, while hexagonal GKP states [1, 11] have
We be focusing on square-lattice states -that is, rectangular GKP states with α = √ π. For these states, the stabilizer elements become
where D (β) ≡ e βâ † −β * â is the displacement operator, X(q) ≡ D(q/ √ 2) is a displacement in position by q and Z(p) ≡ D(ip/ √ 2) is a displacement in momentum by p. After identifying the logical Z and X operations for this code (logical operators are denoted by an overline), [16] is the action of the Gaussian Bosonic classical noise channel. A step-function envelope in the Fock basis to implement maximum Fock support cutoffs is also possible.
one can infer that the ideal encoded logical square GKP states, which we label with the subscript I, are infinite superpositions of infinitely squeezed states -delta spikes arranged like a comb -spaced by 2 √ π in position:
The encoded logical 1 state is then just a qdisplacement by √ π of the 0 state: |1 I ≡ X ( √ π) |0 I .
The periodicity of the delta spikes implies that the ideal GKP code can correct displacements of position and momentum of up to √ π/2, i.e., those displacements that do not confuse a logical 0 for a logical 1 [1] . TheX eigenstates are then just
and |− I ≡ Z ( √ π) |+ I .
B. Normalizable GKP states
In an experimental setting one will be dealing with finitely squeezed states. The canonical way to generate normalizable GKP states [56] , which we label with a subscript corresponding to the normalization scheme, is to replace the delta functions with Gaussians of width ∆ and then introduce an overall Gaussian envelope of |ψI B (t = − ln ) |ψ |vac n = 0 Figure 2 . A schematic of how to obtain the normalizable GKP state |ψ ≡ e − n |ψI through an optical circuit, as noted in [13] and shown in App. B 1. An ideal GKP state and the vacuum state pass through the first and second mode of a beamsplitter B(θ, φ) with transmissivity − ln (see Eq. (62)); the second mode is measured and post-selected on a vacuum state.
width κ −1 :
where |∆ is defined so that
This is just one prescription to transition from infinite to finite energy states, as shown in Fig. 1 .
It is common to work in the regime where ∆ = κ, so that in the ∆ → 0 limit the number of spikes increases while the width of each one decreases, and the normalizable states approach the ideal ones. In this case we omit the κ from the subscript and write simply
A less cumbersome way than Eq. (8) of expressing |ψ ∆ , as pointed out in [3, 11] , is to apply a non-unitary envelope operator E ( ) ≡ e − n to the ideal state, wherê n ≡â †â = 1 2 (q 2 +p 2 ) is the number operator:
One can think of this operator as being the result of interfering an ideal GKP state and a vacuum state at a beamsplitter, measuring one of the modes, and postselecting on the vacuum [13] . We provide an illustration of this in Fig. 2 and a derivation in App. B 1. Note that |ψ ≈ |ψ ∆ whenever ∆ = κ and are small. From [16] , the more precise regime is whenever
Since tanh x = x − 1 3 x 3 + . . ., this will occur whenever 1 24 ∆ 3 is negligible.
Since we require non-Gaussian resource states for universal quantum computation, it is important to quantify The Gaussian in the third inset noticeably does not perfectly envelop the = 1 state because here there is an error of order 0.04 in the approximation between ∆ and (as shown in Eq. (13) and Table IV ). WN decreases with increasing , i.e. as the number of peaks in our GKP state decreases, the width of each one increases, and the state becomes more Gaussian.
the non-Gaussianity of the normalizable GKP states. For this, we plot the Wigner logarithmic negativity W N (see App. B 4 for the definition) of the |0 state as a function of in Fig. 3 . We see that W N decreases for increasing , as expected. We can, in principle, come up with other ways of approximately normalizing the ideal states. In general, we have that
for some operation G, which we can regard as an error or a single Kraus operator. Note that G will not be tracepreserving in general; even though we have written the left-hand-side of (14) as a ket, it is understood that the state will need to be normalized. For example, G can be defined as the operator
in other words a Gaussian distribution of displacements, as in [10] . G can also be chosen so that the normalizable state is a weighted superposition of Fock states, as in
for some envelope function g (n). For example, we can set g to be a step function; or, to obtain (12), we can make g(n) = e − n [57] . We will explore in Sec. III which envelope functions are best to target in the state preparation scheme we consider. There are several advantages to using the form (12) of the normalizable states. Beyond its compactness, it provides us with a convenient way to explore the effects of deviating from ideal GKP states on Gaussian operations, as required for implementing Clifford gates, and on the logical content of the states, as we will see. It is also important to point out that the displacement and envelope operators will, in general, not commute (see App. B 3 for explicit commutation and conjugation relations with E( )). This means that the logical state obtained by displacing |0 G by √ π in position will not be the same as the state obtained by applying an envelope to |1 I . For example,
To avoid ambiguity, we will use the prescription implied by Eq. (14) for our normalizable states and explicitly write, e.g., X ( √ π) |0 G where necessary. We will investigate in the following sections what impact this difference will have on practical considerations and on the logical information encoded in the states. Note that a more general way of writing down normalizable states is through some noise channel, K, acting on the ideal states:
This approach is taken in [13] with K corresponding to random Gaussian displacement errors, also known as the Gaussian classical noise channel.
C. Modular subsystem decomposition
As one deviates from the ideal GKP states, it becomes less obvious what the logical state is, where the information resides, and how to address and access it. Answers to these questions are facilitated by an important tool for analyzing states wherein a qubit is encoded periodically in a infinite-dimensional Hilbert space, the modular subsystem decomposition, investigated by Pantaleoni et al. [22] . Here we briefly review its formalism and discuss its application to approximate GKP states.
Given some real number α corresponding to the spacing between the logical basis states in position, established in Sec. II A, we can decompose any position eigenket |s q in an infinite-dimensional Hilbert space H as
where m ∈ Z and u ∈ [−α/2, α/2). We call αm the integer part of s (mod α) and u the fractional part of s (mod α). We can subsequently decompose the physical space H into H = L ⊗ G: a two-dimensional logical space L corresponding to our qubit and another (virtual) infinite-dimensional gauge space G corresponding to everything else. Position eigenkets break down as
where µ = parity (m),m = 1 2 (m − µ), andũ = u. Effectively, this decomposition amounts to stitching together the wavefunction sitting within position bins corresponding to the logical µ. In this subsystem picture, the ideal GKP states can be written
so that the logical mode is completely separable from gauge mode and we can recover the logical information perfectly through a trace over G. Physically, we can access the logical information with a binned homodyne measurement, as shown in App. B 2. For the normalizable states, however, we see that
for example. Since E ( ) acts on the full space H, it will generally entangle the logical and gauge modes, leaving our logical qubit in a mixed state
As grows, ρ L will find itself somewhere inside the Bloch sphere; we plot its "trajectory" as a function of for theZ andX basis states in Fig. 4a . Notice that, for 0, the states converge at the same point: this is the vacuum state, the only state picked out by the envelope in this regime [58] . We can also see how the Bloch sphere itself changes as a function of , as depicted in Fig. 4b .
Remark. We calculate this efficiently by first noting that every unnormalized qubit operator can be decomposed as ρ L ( ) = 1 2 3 i=0 s i σ i , where σ i correspond to the identity and the Pauli matrices, and s is the Stokes vector for the state. If s 0 = 1 then (s 1 , s 2 , s 3 ) corresponds to a Bloch vector. Thus, we can find the matrix that transforms the Stokes vectors corresponding to the ideal GKP qubits under application of the completely positive (but not trace preserving) map E ( ). Given the Stokes vectors corresponding to the states before renormalizing, we can now individually renormalize them by simply dividing by the first coefficient of each Stokes vector, yielding Bloch vectors in the remaining three components.
D. Operations on normalizable GKP states and error-tracking
The implementation of Clifford gates is a critical step for universal quantum computation. The Clifford group 6 Figure 4 . Effects of the normalization envelope E ( ) = e − n on the logical content of GKP states. In (a), trajectories of |0 , |1 ,|± and |H+ (where H+ is the +1 eigenstate of the Hadamard operator; see (31) ) as a function of confined to the X-Z plane of the Bloch sphere. For large , the trajectories all converge at the point corresponding to the logical subsystem for the vacuum state, the only state in the expansion when all other Fock states are exponentially suppressed. We show the location for reasonable values of : = 0.0625 ≈ ∆ = 12 dB, and = 0.25 ≈ ∆ = 6 dB are denoted by a star and triangle, respectively (see Eq. 13 and App. A for conversions). We see that the required (dB) values to achieve higher purity states are lower (higher) towards the equator of the Bloch sphere. In (b), the modification of the X-Z plane of the ideal Bloch sphere as a function of . We see that points towards the equator are more distorted.
on n qubits, C n , is defined through its action on the Pauli group, P n , which consists of n-fold tensor products of Pauli gates. Any U ∈ C n maps the Pauli group to itself under conjugation: Table I . Conventional association between logical qubit operations and physical Gaussian transformations for ideal GKP encoding. Note that the physical gates are not unique due to fact that the stabilizers (4) and a π phase shift e iπn act trivially on the code space. This means that any displacement by a Gaussian-integer multiple of π/2 acts as a Pauli operator; F † also representsH; and a SUM gate of any odd-integer weight is also a CNOT. (A SUM gate of weight g is e −igq 1 ⊗p 2 . The one shown in the table is weight 1.)
In principle, it is enough to consider a set of generators of the Clifford group, for example the Hadamard gate,
and the phase gate,P
along with the two-qubit CNOT gate (a.k.a. a CX or controlled-X gate),
Any Clifford element can then be obtained, in principle, from applications of the above gates in the generator set. In practice, and certainly with GKP states, one should also explicitly define other fundamental Clifford gates like X and Z rather than relying on compositions of the minimal set of generators.
In addition to these, one also requires an operation beyond the Clifford group (referred to as non-Clifford element), such as the π/8 gate or the T gate,
for fault-tolerant universal quantum computation. Alternatively, non-Clifford gates can be effected by preparing special resource states called magic states that can be used in a type of gate teleportation circuit [59] . We can implement theT gate, for example, with a supply of H-type magic states, which are equivalent through Clifford unitaries to the Hadamard eigenstates. Refer to Fig. 5 of [1] for an example gate teleportation circuit. The eigenstate corresponding to the +1 eigenvalue is Figure 5 . (a) The ideal logical circuit: a Clifford unitary, U , is applied to a qubit, ψ , followed by Pauli Z measurements resulting in a bit, x, with probability pŪ x|ψ . (b) The ideal encoded physical circuit: a Gaussian unitary, U , which implementsŪ is applied to an ideal GKP state, followed by (binned) homodyne measurements to produce a bit with probability pU (x|ψI ); (c) the circuit in (b) redrawn with a modular subsystem decomposition (note that we are only able to decompose the U in this way for an input ideal GKP state). The probability distributions in (a), (c), and (b) are identical: pŪ (x|ψ) = pU (x|ψI ); (d) The realistic GKP circuit, where the initial states are subject to a finite energy envelope, G. The unitary remains the same and a homodyne measurement produces a bit with probability pU (x|ψG); (e) the circuit in (d) but we highlight that the envelope can be conjugated with the Gaussian with appropriate modifications. (f) A general GKP circuit: the same as (e), but now we include a unitary recovery operation on the data states and ancillae ψ A . The measurement operator -which could be homodyne or PNR -is generalized to be on all modes, now producing a bit string of some composite variable, y. See the remark in the main text for a generalization of this schematic to a multimode circuit.
Here we will only consider Gaussian gates, because non-Clifford gates that correspond to non-Gaussian gates can be realized via gate teleportation with magic states and Gaussian gates. This means all the gate resources remain Gaussian, and the non-Gaussian resources are imposed on the state preparation (of logical and magic GKP states), which we will discuss in Sec. III.
Suppose we would like to apply a gateŪ ∈ C to a logical qubit ψ . If we encode ψ in an ideal GKP state |ψ I ,Ū will correspond to a Gaussian operation U on the physical space -that is, a combination of a symplectic transformation on the quadrature operators and a displacement. We recall that not all Gaussian operations correspond to Clifford gates on the ideal GKP codes, just particular non-unique ones. Writing |ψ I in its modular subsystem decomposition, we have that
We can see that this is true by applying U to both sides of Eq. (23): on the right-hand side we must obtain an ideal-GKP-encoded state (since U implements a Clifford unitaryŪ ). Thus the resulting state can also be written in the form (23) , and the action on the logical subsystem must be that ofŪ . Importantly, however, note that this does not mean that the physical operation can be modelled asŪ L ⊗ I G since the decomposed operator is entangling in general [22] . The reason the gauge mode is unchanged in this particular case is that the entangling pieces of the decomposed gate do nothing when the gauge mode is exactly |+ I . In general, there are many physical operations U corresponding to a given logical gateŪ ; the standard mapping betweenŪ and U is given in Table I .
Remark. The formalism above can be generalized to multimode states, which is necessary for generating entanglement and implementing gate teleportation. In the ideal case, a logical gateŪ ∈ C n acting on n qubits can be implemented as a Gaussian operation U on n oscillator modes. Otherwise, U will cause the logical and gauge subsystems of the different modes to interact [22] . Note further that we ought to allow for non-terminal measurements and classical feedforward within the computation. Although the unitaries will then generally depend on the result of these measurements, they will remain Gaussian.
For normalizable states, we have
whereẼ ( ) ≡ U E ( ) U † . Therefore, applying a Gaussian operation to a normalizable state can be viewed as applying this operation to an ideal state followed by a modified envelope. If we write the operation U as some function u of the creation and annihilation operators, U = u â † ,â , we can also see, as shown in App. B 3, that
Expressions (33) and (34) show that the interplay between perfect Gaussian operations and imperfect GKP states causes injury to both. The damage increases with increasing -corresponding to fewer and broader peaks in the GKP state -and with increasing powers of quadrature operators that feature in U . In this section we explore ways to quantify the severity of this damage and approaches to mitigating it. For this, Figure 6 . The normalizable GKP state |0 (blue, solid) and the same state after two applications of the X(2 √ π) gate (red, dashed) for = 0.063 (∆ ≈ 12 dB). Because finite-energy GKP states have finite support in position space and hence lack a translational symmetry, the physical fidelity between the displaced state and the original state decreases with each application of X(2 √ π) even though this gate preserves the logical content.
we consider models for computational circuits with increasing complexity, as in Fig. 5 . First, we will overview figures of merit for normalizable GKP states before any kind of recovery operation. This will be important for ensuring that the state input to the recovery is the best possible, thereby easing the requirements on the error correction that follows. Armed with these figures of merit, we will analyze the effects of an important class of Gaussian operations on the normalizable GKP states. In Sec. II E, we will discuss the notion of error correction with approximate GKP states and revisit the metrics.
Pre-recovery figures of merit
Here we define several metrics to probe the quality and usefulness of the normalizable GKP states. For each metric, we will use as a sanity check a toy circuit consisting of an even number, 2k, of logicalX operations:
|0
X · · ·X ≡Ī This circuit is equivalent to a logical identity. If we would like to implement it on an oscillator, we can encode |0 → |0 I and use the standard mapX → X( √ π) from Table I.
The ideal oscillator circuit is thus
Thanks to the complete translational symmetry of the ideal GKP state, this circuit is also equivalent to an identity on the oscillator space (and hence the logical space), despite it affecting a net translation of nα in position. In a more practical setting we have
Because the normalized GKP states break the translational symmetry of the ideal states, the latest circuit is no longer an identity on the state space (see Fig. 6 ). The extent of the problems that this causes will be made clearer using the following figures of merit. Note that we always treat U as a unitary operation on the physical space that effectsŪ on the logical mode of an ideal GKP state. a. Physical Fidelity. A straightforward figure of merit to consider is to compare physical states, for which we use the physical fidelity
We will want to compare the state before a transformation to the state after, and so we can use the shorthand notation
If U 1 is a unitary for whichŪ =1, then F P U (|ψ I ) = 1 for an ideal GKP state |ψ I . We might therefore demand for a normalizable state that
However, this requirement is too stringent: to see this, we can refer back to our toy circuit, where U 1 = X (2k √ π).
In this case
whereẼ ( ) = e − (q−2k √ π) 2 +p 2 (see Table V for more conjugation relations). For k high enough, our normalizable state can be displaced so much that the physical fidelity vanishes; however, the functional form of the wavefunction has not changed save for a rigid translation in position. This indicates that, while potentially useful for some applications, the physical fidelity does not adequately reveal the presence of information encoded in our normalizable state.
b. Logical Fidelity. Since we are interested in the logical content of the state rather than the content of the gauge mode, we might instead consider logical fidelity, i.e., the fidelity between the reduced logical states: (40) where F on the right-hand-side is the fidelity for mixed states, given by
Again, we will make use of the notation
and if U 1 is such thatŪ = I, then F L U (|ψ I ) = 1, and we might require
Returning to our toy circuit, if U 1 = X (2k √ π), this amounts to a displacement of the gauge mode only:
so the logical fidelity is expected to be close to unity. This shows the utility of the modular subsystem decomposition in an analysis of imperfect GKP states. c. Distribution Distance. Since we are ultimately interested in the result of the computation being accurate, we can also define a post-readout metric. Returning to Fig. 5 , we can compare the output of the ideal circuit 5b with input state |ψ I , which will be a bit string following some probability distribution p U (x|ψ I ), with the output p U (x|ψ G ) of the circuit 5d, initialized with a normalizable GKP state |ψ G . For this we define the distribution distance through
where d is a statistical distance, i.e., a generalized metric on the space of probability distributions. For a listing and comparison of probability metrics, see, for example, [60] .
In general, we want that D p U (|ψ G ) ≈ 0 for any U . By focusing on the probability distribution, which we find after the readout, we do not require that the state before the measurement in circuit 5f to be the same as the state before the measurement in circuit 5b. For example, in circuits 5d, any operation that modifies the ideal GKP states but that keeps the probability distribution within the bin structure unchanged, e.g. a displacement less than √ π/2, will still yield the same measurement statistics at readout. With our toy circuit, if U = X (2k √ π), we see that a binned homodyne measurement (see B 2) will extract the logical information from |ψ G , implying that D p U will be invariant with k.
d. Mean and variant energy cost. Given a state |φ , we can characterize its energy through the quantities
which correspond to the occupation number mean and variance [61] . Then the mean Dn U and variant energy cost D σ 2 U (|φ ) of a gate U on a state |φ can be defined as
and we write D σ U (|φ ) when we use the standard deviation. We would like that Dn U (|ψ G ) and D σ 2 U (|ψ G ) are Figure 7 . Averaged GKP gate fidelityF L U,G Ū from (50) evaluated for the logical and physical identity {Ū =1, U = 1} (blue), and logical and physical phase gate {Ū =P , U = P } (orange) assuming a normalizable GKP state with G = E( ) as a function of . This plot shows that even without the application of any gate, the error envelope E creates a deviation, on average, from unity fidelity with the ideal data qubit state. The deviation is even greater in the case of a phase gate, the reasons for which are given in Sec. II D 4. In both cases the fidelity becomes worse as becomes bigger, as expected.
as small as possible. Note that the the energy costs are physical figures of merit that translate to resource requirements. It is therefore no surprise that Dn U (|ψ G ) from our toy circuit with U = X(2k √ π) increases monotonically with k as our state finds itself further and further from the origin, all the while the physical fidelity decreases. e. Extremized and averaged measures. The figures of merit described in the above paragraph are single-shot measures; for a more complete picture, one can minimize, maximize, or average out these measures over a set of a states. Let us attempt to do so for the logical fidelity:
where
we define the channel
with normalization factor N (G,φ), and the integral is taken over the normalized uniform Haar measure on the two-dimensional state space. We call the quantity (50) the averaged GKP gate fidelity (of a physical gate U ); it measures the average logical fidelity of the imperfect implementation U |φ G to the perfect implementation U |φ I [62] . Setting U = 1 gives us an applicationindependent metric of the quality of our GKP states. In Fig. 7 we plotF L U,G Ū for the identity gate and phase gate with the choice of envelope G = E( ). Varying produces the expected behaviour. Similarly, for a fixedŪ , U , and G we can compute an averaged or maximized distribution distance or energy cost over the normalizable states.
Displacements in position
A displacement in position by √ π -half the period of |0 I -is the standard way to implement a logicalX operation on GKP-encoded qubits. However, we saw above that a physical X gate acting on a normalizable state quickly lowered the physical fidelity of the initial state while preserving the logical fidelity and the distribution distance. See Fig. 8 for the decay in physical fidelity with the number of gate applications for various envelope strengths. But there are reasons wanting to preserve the physical fidelity. For one, large displacements to a state from the origin subsume large energy requirements. This can be seen through the increase in mean and standard deviation energy cost, as shown in Fig. 9 . Notably, higher energy can make the states more susceptible to loss. We propose several approaches for dealing with this. First, we might wish to monitor the changes to the mean of our wavefunction caused by the gates in the circuit. Every Gaussian operation effects the mapr → Sr + d on the vector of means,r, where S is a sym- Energy cost n U (|0 ) U (|0 ) Figure 9 . The energy cost mean Dn U and standard deviation D σ U of multiple applications of the X( √ π) gate to the state |0 for = 0.063 (corresponding to a ∆ ≈ 12 dB). Each subsequent displacement comes at an increased energy cost, and the spread increases more slowly than the mean. Note that an analytic expression for Dn U for an arbitrary state |ψ yields π 2 k 2 − ψ |q | ψ k, where k is the number of gate applications. Therefore applying X gates to zero-mean states will result in the same behaviour.
plectic matrix and d is some displacement. After the circuit has been specified, we can classically compute the changes in the mean of our state. This will involve a compilation rather than a simulation, and will therefore be inexpensive to implement. With this information in hand, we can reoptimize the circuit to minimize the maximal displacement.
Second, we can modify the standard logical-to-physical mappingŪ → U ; a lousy approach is through
While this new prescription has no explicit displacements, it requires a larger number of physical operations, including a shearing of position and momentum that will damage the imperfect GKP state in a worse way, as we will see shortly. A better mapping is
This mapping could be probabilistic, for example, alternating between the physical gates with probability 1 2 . In this case one randomizes forward and backward displacement by √ π. This is an example of a one-dimensional simple random walk: at the end of the circuit, our state is expected to remain undisplaced with a standard deviation of n √ π. Roughly, this means that if there is a threshold displacement k after which the computation becomes practically untenable, on average a circuit of depth at most k 2 / √ π can accommodate the computation. A better mapping is deterministic, that is, ensuring that a forward displacement is always followed by a backward displacement and vice versa.
As an alternative, we can recalibrate the state after the mean reaches a certain threshold,r = k, that is, apply a displacement X (−k) at pre-specified points in the circuit. We will discuss combining this step with error correction in Sec. II E.
We see that the new prescriptions for the physical implementation of theX gate maintain both the logical and physical fidelities while minimizing the energy cost. In fact, there is evidence here that demanding that energy costs be minimized generally results in a prescription for the physical implementation of a gate that also improves the other figures of merit.
Displacements in momentum
Normally, the logicalZ is physically realized on GKP states by a √ π displacement in momentum. The impact of momentum displacements Z ( √ π) on the normalizable GKP states will be equivalent to that of the X gate. This can be seen in two different ways: First, the Z gate is the Fourier transform of the X gate, Z = F XF † , and F commutes with the envelope operator E ( ) as they are both exponentials ofn. Second, the X and Z gate are both linear in the quadrature operators, and so the damage inflicted by the envelope will be on the order of e in both cases (both points are verified in App. B 3). Thus the physical fidelity seen in Fig. 8 will be the same in both cases.
As with position, we can monitor the changes to the momentum mean and recompile the circuit. We ought also to apply the mappinḡ
deterministically. We do not considerZ → P P , as this prescription requires two applications of the quadratic phase gate and is thus a worse solution.
Shearing operations
The logical phase gateP is effected on GKP states by the physical phase gate P , which shears the wavefunction by introducing a position-dependent phase. But the state |0 I only has support on q = 2k √ π for k ∈ Z, where the phase gate introduces a trivial factor. Since P 2 = Z ( √ π), this means that an application of P n to |0 I is an identity on both the logical and physical space for any n. On the other hand, the gate P n applied to |0 G will introduce a phase for every position value, and in particular a complex phase away from q = k √ π. The damage inflicted on the state E ( ) |0 G will be on the order of e 2 (App. B 3). From Fig. 10 , it looks like better states -those with higher squeezing -actually do worse under the phase gate when considering physical fidelity. This is because . In the ideal case this gate implements the logicalZ, i.e., an identity on the |0I state. The physical fidelity falls more slowly when is higher, that is, when |0 is further from the ideal state. In this regime the state has a lower squeezing and hence a wider peak at q = 0, where the phase gate introduces a close-to-trivial phase e i 1 2 q 2 . Figure 11 . Warping of the logical Bloch sphere after application of the physical phase gate P to the normalizable GKP states E ( ) |0I , as compared to the action of a true logical phase gateP . We show the result for various values of (for conversion to dB see App. A). We apply the gate to states in the X − Z plane, so the Y − Z plane is depicted since the idealP gate rotates the sphere about the Z axis. Whereas P simply applies the rotation to an already distorted Bloch sphere, P additionally warps the Bloch sphere, notably near the equator where states lose more purity.
states with lower squeezing have a wider central peak, which is located in a region (q ≈ 0) where the phase gate has little effect. The warping of the Bloch sphere as a result of the phase gate is shown in Fig. 11 , where we see that states with higher squeezing better preserve logical information. The mean and standard deviation energy cost are plotted in Fig. 12 . As with displacements, we Figure 12 . The energy cost mean and standard deviation of successive applications of the P gate to the state |0 for = 0.063 (∆ ≈ 12 dB). In contrast with the X gate in Fig. 9 , the spread grows faster than the mean. The analytic expression for Dn U after k applications of the phase gate on the state |0 is 1 2 k 2 0 q 2 0 + k 0 | {q,p} | 0 . Insets : Highlighted are the wavefunctions after one (left) and three (right) applications of the gate to visualize the damage the gate inflicts on the state in the form of shearing, that is, increasing oscillatory behaviour near the peaks.
can deal with this problem by noting the flexibility in the logical-to-physical mapping:
Thus, in any circuit recompilation, we ought to treat even applications ofP as the identity or aZ gate, which are easier to implement. In the latter case, we can rely on the prescription for the Z gate we have provided. Similarly, 3 (mod 4) successive applications of theP gate should be replaced with a single application ofP −1 , which corresponds to the physical gate P −1 ≡ e −i 1 2q 2 . In analogy with monitoring the position mean, we ought to keep track of how many shearing operations (positive exponents of P ) and anti-shearing (negative exponents of P ) we have used. For example, if the computation calls for four non-successive applications ofP , one might consider the physical pattern (P, P, P, P −3 ) so that the net shear is 0. Another possibility is (P, Z( √ π)P −1 , P, Z(− √ π)P −1 ), so that no more than one unit of shear is ever applied to the state. The best optimization strategy for any particular circuit is left to future research.
Rotations
The phase gate (a counter-clockwise rotation),
which implements the logical Hadamard operation whenever φ = π/2 (and is called in this case the Fourier gate) commutes with the envelope operator E( ). Therefore repeated applications of a perfect rotation will not damage the GKP state.
Squeezing and beamsplitters
Although they do not effect Clifford operations per se, quadrature squeezers
and beamsplitters
are used in the implementation of gates, such as the SUM gate below, in the continuous-variable optical domain. For later use, note that t = cos θ is the beamsplitter transmissivity. Since the squeezing gate has termsâ 2 andâ †2 , its impact on normalizable GKP states will be comparable to that of the phase gate. On the other hand, beamsplitter gates have only products ofâ andâ † , which means they commute with the envelope operator E( ) (see App. B 3) and will not be harmful to GKP states, like the rotation gates.
SUM gates
For universal quantum computation we require one kind of two-qubit entangling operation, for example the CNOT gate. For the ideal GKP states, this can translate to the CV SUM gate,
with g = 1 being the standard weight. However, one is free to choose any odd-integer weight to effect a CNOT:
This can be seen by noting that the SUM gate effects the following quadrature transformations:
When the control mode is |0 I , thenp 1 andq 2 are both shifted by an even multiple of √ π for any integer weight, meaning neither the control nor target mode are changed, as desired. On the other hand, when the control is |1 I , thenp 1 andq 2 are shifted by an odd multiple of √ π for odd-integer weight; since |0 I and |1 I are √ π-periodic in momentum, this implements a bit flip on the target. Therefore, like for the previous gates, one should update the weight of the SUM gate in a computational circuit depending on the weight of the previously applied SUM gate. To see how this translates to physical requirements, consider the decomposition of the SUM gate into squeezers and beamsplitters:
where sin(2θ) = − sech(r), cos(2θ) = tanh(r), and sinh(r) = −g/2. From the discussion above, the harmful element is not the beamsplitter but the squeezer. As expected, r is a monotonic function of g; and positive values of g correspond to negative values of r.
One benchmark for how the normalizable states perform under the SUM gate is how entangled the modes become in the logical subsystem. Ideally, we have that CNOT |+ |0 is a maximally-entangled state. In Fig. 13 , we plot the entanglement negativity of a two-qubit system in the logical subspace, a well-known measure for determining if two systems are entangled [63] . Entanglement negativity is defined to be the sum of the absolute values of the negative eigenvalues of the partial transpose of a bipartite density matrix with respect to one of the subsystems. For two-qubit systems, negativity ranges from 0 (no entanglement) to 1/2 (maximal entanglement). We initialize the two modes in the |+ |0 , and then apply the CNOT gate. Interestingly, we find a threshold corresponding to ∼ 4.5 dB of squeezing is required to produce entanglement in the logical subsystem.
E. Error correction with normalizable GKP states
As a continuous limit of shift-resistant qudit codes, GKP encoding allows one to correct for small displacement errors in the encoded data state. In fact, the GKP codes accommodate arbitrary errors on the oscillator, since displacements -i.e., the Weyl-Heisenberg operators X (α) and Z (β) -form a complete operator basis. The error syndrome measurement in the Steane approach [64] is shown and described in Figs. 14 and 15 and in the Knill teleportation approach [65, 66] in Fig. 16 . The main difference between the two pictures is that, in the former, the data qubit interacts with two separable ancillae, whereas in the latter, the data qubit interacts with only one of two entangled ancillae state. If one can guarantee a supply of high-quality ancillae, the Knill approach could be advantageous, as it precludes two applications of the SUM gate to a noisy data state. There may exist other scenarios involving GKP states in which one or the
Trace distance Figure 13 .
(a) Entanglement negativity (defined in main text) of a two-qubit system initialized in |+ |0 and then subjected to the application of a CNOT gate, as compared to the ideal (maximal) negativity for perfect qubits. We see that to generate entanglement in the logical subsystem, we require ≈ 0.36, which corresponds to roughly ∆ ≈ 4.5 dB of squeezing; however, to generate maximal entanglement, significantly more stringent thresholds are required, with ≈ 0.05 only generating 80% of the maximal entanglement negativity. (b) The logical subsystem trace distance between CNOT[|+ |0 ] and CNOT[|+I |0I ]. Again, we see that to achieve the ideal distance of 0, smaller values of are required.
|ψG
•
• p = p0 • Figure 14 . Error syndrome measurement with normalizable GKP states following the Steane approach. First, shifts in q are corrected: an encoded data qubit |ψG and an ancilla |+G are sent through a SUM gate, and |ψG is displaced according to the result of a homodyne q measurement on the ancilla. A similar procedure follows for shifts in p.
other circuit is preferable; for our purposes, we focus on the Steane approach.
In the Steane error correction circuit, the SUM gate perserves the position of the data qubit and transforms the ancilla A through q A → q ψ + q A . This means that a measurement of the ancilla will yield n √ π + δq ψ + δq A for n ∈ N, where the δq's denote the position shift errors.
Therefore the function f that ought to be applied to the Figure 15 . The circuit in Fig. 14 but with the measurements pushed to the end. Now a unitary is applied that encompasses both the correcting position and momentum shifts determined by a new function,f , of the homodyne measurement results q0 and p0. This unitary shifts the projected state back onto the GKP grid. When the error is too big, these shifts are mistakenly performed in the wrong direction, and a logical error results. Here, the ancillary states |+G and |0G are entangled and then the data state |ψG is sent through a SUM gate with |+G as the target. Homodyne position and momentum measurements are conducted on |ψG and |+G , respectively; this teleports the logical data to |0G up to a unitary, applied to |0G depending on the measurement results. Notice that, unlike in the Steane approach (Fig. 15 ), the output state after the projection is already on the GKP grid. The purpose of this unitary, therefore, is to correct the logical-Pauli byproduct operators that result from the teleportation. When the error is too big, these byproduct operators are misidentified, and a logical error results.
measurement outcomes before the correcting shift is
we have that f (q net ) = −δ ψ − δ A , and we have corrected our q displacement errors. However, we have now introduced a new shift error in momentum, since the CNOT gate also effects p ψ → p ψ + p A . Given a perfect ancilla, we would be able to correct displacements of magnitude √ π/2 in position and momentum. But the finite energy envelope introduces errors on the ancilla that restrict the range of correctable errors.
In this setting, since we accumulate three errors after a complete round of error correction, Glancy and Knill [2] found that error correction will only be successful if the magnitude of all shifts is less than √ π/6. This ensures that the total error on the data qubit is within correctable region. For a position wavefunction ψ (q) of any of the noisy states, the probability of successful error correction is thus:
where we provide a short derivation of this expression in App. B 5 and explain its meaning there. Note that although we are assuming approximate GKP ancillae, the formalism just described is general enough to accommodate arbitrary anciallary states, with their usefulness quantified by Eq. (71) . For error correction to succeed with high probability, P no error must be high; this is satisfied by close-to-ideal GKP states. Conversely, a generic state with a high P no error must have little modular spread in both position and momentum, implying that it approaches the form of an ideal GKP state. In this sense, the Glancy-Knill condition is both necessary and sufficient for correcting displacement errors using the standard Steane and Knill schemes described above. We explore this point a little bit more in III C 3.
If during the q (p) error correction the total magnitude of position shifts is greater than √ π/2, the procedure results in a bit-flip (phase flip) error on the logical qubit. These additional errors can be corrected by concatenating the GKP code with standard qubit codes, for example. Note that one does not need a physical SUM gate to implement GKP error correction; other gates that mix the physical modes can work. For example, the gate corresponding to a beamsplitter in the optical domain will do the job, in addition to a squeezing gate and an appropriate modification of the function f . This approach is taken in [2] ; its benefit is that it is less demanding than the canonical way to implement an optical CNOT gate, for example, which requires two beamsplitters and two squeezers.
a. Incorporating q and p calibration within error correction. GKP error correction gives information not only about the fractional part of the gauge mode -the small errors that enter haphazardly in the computation -but also the integer part, which is related to the center of the encoded state, the periodicity of the peaks, and the net displacement from the origin of a finite-energy GKP state, as discussed in II D 2 and II D 3. Therefore we might consider "feeding two birds from one hand" and using the outcomes of the homodyne mesaurements in the error correction procedure to recenter our data state. This would entail modifying the function f above so that the X and Z gates both correct and calibrate the state.
However, we run into a problem: the SUM gate mixes the quadratures of the ancillary and data qubit, limiting the information we can extract about the data state. For suppose that δq ψ + δq A < √ π; then the integer part of the measurement outcome above is (n a + n d ) √ π, corresponding to the n th d position peak of the data state and Figure 17 . Homodyne measurement probabilities in a successful position error correction step with data state |0 and ancilla |+ with = 0.063 (∆ ≈ 12 dB); (a) the probability of the integer part of the measurement outcome equalling na + n d , where na √ π and 2n d √ π are peak locations in the ancilla and data state, respectively, and (b) the probability of the data state having a peak at q = 2n d √ π given that the integer part of the measurement outcome was na + n d . After several rounds of error correction, we may be able to use data like this to conclude, with some probability, how far the mean of our data state is from 0 so that we may recalibrate it. the n th a position peak of the ancillary state (n a , n d ∈ Z). In the limiting case of an ideal GKP state, no useful information is obtained, since n a and n d could have come from any peaks in the two states with equal probability.
In the normalizable case, we can say a little more, since the probability of finding oneself within a particular peak varies. Consider Fig. 17 , where we assume a normalizable data state with effectively seven peaks (so that −3 ≤ n d ≤ 3) and an ancilla with thirteen peaks (−6 ≤ n d ≤ 6). We can see in 17b, for example, that if we find ourselves in n a + n d = 9, then n d = 3 with unity probability. However, not only does this outcome happen with vanishingly small probability (17a), but it also does not necessarily mean that the center of our data state is at 2 √ π. Nevertheless, one may still use Bayesian reasoning to establish the maximum-likelihood mean of the data qubit after the error-correction step and then use 2n √ π displacements to return that mean to as close to zero as possible. We note that the above GKP error correction cannot be expected to correct all errors. However, one can aim to construct more sophisticated codes built on the GKP qubits, such as surface codes, which can protect more general errors as considered by a few references mentioned in the introduction. We believe that the modular decomposition picture could play an important role in developing this further.
b. Post-recovery metrics. Having outlined the GKP error correction procedure, we can revisit the metrics in Sec. II D 1 with an additional recovery step. For a unitary U 1 that effectsŪ = I on the logical qubit, followed by a recovery operation, R, on a data state together with ancilla, we can compute the updated physical fidelity, logical fidelity, and distribution distance:
we refer back to Fig. 5 for the definitions of the probability distributions p RU and p U . The energy cost is a path-dependent measure: it should only increase with an additional recovery step, even if the net change in energy might be smaller. This prompts the post-recovery energy cost definitions
where nown(ρ) ≡ Tr(nρ) and σ 2 n (ρ) ≡ Tr(n 2 ρ)−(n(ρ)) 2 . Having introduced various figures of merit to track and understand the way error propagates due to state preparation errors, we now setup the tools to prepare explicit optical circuits to produce the realistic grid states.
III. PHOTONIC STATE PREPARATION AND CHARACTERIZATION
A. Preparation of non-Gaussian states GKP states are highly non-Gaussian (see, for example, the trend in Fig. 3 ), so their preparation requires non-Gaussian resources. For optical platforms, one such resource that is already experimentally accessible is the Figure 18 . The model for the GBS-like device used for state preparation. Gaussian states consisting of squeezed, displaced vacuum states |zi, αi are sent through an N -mode interferometer parametrized by U (Θ), followed by a PNR measurement on all but one of the modes. Given a PNR outcome ofn, the desired output state, |ψout is produced in the unmeasured mode. Our task is to train all the circuit components (α, z, andΘ) for a givenn to produce a desired approximate GKP state. We loop overn (subject to constraints) to find the best N -mode circuit for the task.
photon number-resolving (PNR) detector. A Gaussian multimode state can be prepared by applying a general interferometer, U (Θ), with N 2 independent beam splitter and phase shift parametersΘ, to a multimode input of displaced squeezed vacuum states D(α)S(z )|0 . Next, by making PNR measurements of N − M of the N modes, and obtaining results other than zero photon detections across the detectors, one prepares an M -mode non-Gaussian state [43] [44] [45] [46] . As the architecture is analogous to Gaussian BosonSampling (GBS), we will refer to the technique as state preparation with GBS devices. The circuit for generating a single-mode non-Gaussian state conditioned on measuring the remaining modes using PNR detectors is depicted in Fig. 18 . This general framework encompasses other state preparation schemes, such as photon subtraction and addition (see for example, Fig. 1 of [45] ).
When using GBS circuits for state preparation, the number of modes, the initial squeezing and displacement parameters, the interferometer beamsplitter angles, and the PNR measurement patterns can all become parameters for tailoring an output state according to a predefined cost function, such as closeness to a given target state and probability of successfully preparing the given state. Extensive analysis of this framework has been performed for the preparation of Fock, cat, NOON and weak-cubic-phase states [43] [44] [45] [46] , and proofof-concept calculations for the technique have been made for GKP states [45] . Here, we provide a thorough analysis for preparing GKP states with GBS circuits.
There are a few important results that guided our search for optimal state preparation using GBS circuits.
First, if one wishes to prepare a Fock superposition of up to N photons by measuring pure Gaussian states, then the number of photons detected in PNR measurements should sum to N [45, 67] ; this allows us to significantly restrict our search over post-selection patterns. Second, Su et. al. [44, 45] conjectured that measuring (N − 1) modes with PNR detectors in a GBS circuit outputs a Fock superposition with at most (N + 2)(N − 1)/2 independent coefficients. This implies that, by tuning α, z, andΘ and choosing a suitable photon number postselection patternn, one can always, in principle, prepare with perfect fidelity a single-mode target state of at most (N + 2)(N − 1)/2 photons using an N -mode circuit. For a given target state, this allows us to set an upper bound on the number of modes in the circuit for which we search for optimal α, z,Θ andn.
B. Core states for GKP
We now discuss a framework for approximating GKP states. In this section, we describe a formulation of GKP states that is platform-independent, so it can be applied to GKP state preparation in superconducting circuits or ion traps [23] [24] [25] [26] [27] , for example.
An arbitrary single-mode quantum state can be constructed from a core superposition of Fock states followed by Gaussian operations: squeezing, displacement and rotation [68, 69] . This is sometimes referred to as the stellar representation of the state [69] . An approximation to a given state can be found by truncating the core state with a suitable n max :
where N (c, n max ) is the normalization constant. The exact state can be recovered by taking n max → ∞.
The approximate representation (77) is particularly useful when using GBS circuits for state preparation. First, to prepare a target state with a given n max , we know how many modes and what set of PNR measurement patterns are required to guarantee production of a state with perfect fidelity to the target. Thus, we can find a circuit that optimally produces the truncated core state. Next, as the circuit consists of Gaussian operations on Gaussian states, the additional Gaussian operations, S(ζ)D(β), that we apply to the core state after it is produced can simply be absorbed into the Gaussian circuit, U (Θ); moreover, the circuit can be re-decomposed, yielding new α , z , U (Θ ) [70] . Thus, operations, such as the squeezing on the core state, are implemented at the start of the circuit, eliminating the need for inline squeezing that is comparatively harder to implement [71] . Finally, if n max is constrained by the available physical resources, such as the number of circuit modes, by targeting a core state from Eq. (77) rather than a truncation of the Fock expansion of |ψ directly, we are generally able to attain higher fidelities between the prepared state and |ψ . Some of the extended support in Fock space is captured by the displacement and squeezing of the core state and may be unnecessarily discarded if one truncates the Fock expansion of |ψ .
Remark.
The approximate representation (77) is additionally valuable if one wants to prepare GKP states with a different lattice symmetry, such as the hexagonal GKP states. As noted in II A, the hexagonal GKP is related to the square GKP via a symplectic transformation, which can be decomposed into Gaussian operations. Thus, if one has a GBS circuit which can prepare an approximate square GKP state, one can use it prepare the hexagonal GKP state by appending the Gaussian operations to the end of circuit (or by redecomposing the circuit into a new one).
Before we examine how to prepare approximations to the GKP X, Z and Hadamard eigenstates, let us clarify some nomenclature. Normalizable GKP states, reviewed in Sec. II B, are ideal GKP states reduced to a finite energy state by the application of an envelope operator. Our first task is to find an approximation, in the form Eq. (77), to a choice of normalizable GKP states, i.e., for a specific choice of envelope; approximations in the form (77) will be referred to as approximate GKP states. Keeping with our notation, we can denote these states as |ψ A . Our second task is to find a GBS circuit that can optimally prepare the core state corresponding to approximate GKP states, and then to redecompose the circuit to include the Gaussian operations applied to the core state. We call the states output by the final circuit the circuit GKP states. If the circuit GKP states, for which we can define a clear experimental prescription, have high enough fidelity to the approximate GKP states, and these states have high enough fidelity to the normalizable GKP states, which for a good enough choice of envelope capture the properties of the ideal GKP states, then the circuit GKP states will share the desired properties of the ideal states.
As they have been the most commonly studied form of normalizable GKP states, we choose the |µ ∆ states with µ ∈ {0, 1, +, H + } as the states for which we want to find approximate GKP states (such as ∆ = κ case in Eqs. (8), (9) ). We could have also chosen to target (16) with a step function g, that is, some finite cutoff of the ideal GKP states expressed directly in the Fock basis. However, we found that, for equal cutoffs, these states had greater support than the |µ ∆ in regions where the wavefunctions were supposed to vanish.
We note that since the wavefunctions of the above set of |µ ∆ are all real, we do not need to apply complex squeezing to the core state, meaning ζ = r ∈ R. As the wavefunctions are also symmetric, we do not need to displace the core state, so α = 0, and only the even Fock coefficients will contribute, meaning c n = 0 for n odd. Thus, for a given n max , we want to find r and c n (n even) such that the fidelity between the squeezed, truncated core state is maximized with |µ ∆ . We summarize our method for finding optimal parameters in Algorithm 1, with additional details provided in App. C 1. In Fig. 19 , we plot the fidelity between the nomalizable and approximate GKP states for µ = 0 as a function of ∆ from 3 to 11 dB for even values of n max from 2 to 12 photons. We provide a comment on the near identical results for n max = 4 and 6 in App. D 1. Our results for the other µ = 1, +, H + states are available in App. D 2. As can be expected, for a fixed ∆, the fidelity improves monotonically with increasing n max , and for a fixed n max the fidelity worsens monotonically with increasing ∆.
Algorithm 1 Optimal Approximate States
C. Characterization of approximate states
We can now look at various properties of the approximate states we have considered, namely the average photon number, orthogonality relations, the Glancy-Knill error correction condition, and behaviour in the modular decomposition. In App. E, we examine even more qualitative features of the approximate states, such as the projectors and quantum error correction matrices.
Average energy
The average energy of the approximate states will have repercussions for the resources required for making the state; for circuit GKP states, this translates to a demand on the initial squeezing applied to each mode. In Fig. 20 , we plot the average photon numbers of |0 A for different n max as a function of ∆. We see that the average energy of the states is not too high; it increases with ∆ and n max , but never exceeds five photons. We have already shown that increasing n max is required for producing higher fidelities to the target GKP states, and we know additionally that states with higher ∆ values (in dB) provide better error correction and encoding properties; thus, we learn a simple trend for the resources required, even in 8) for the definition of |0∆ and App. A for conversion of dB to other conventions). The |0A states are constructed by applying squeezing to a core superposition of Fock states, so different line colours and styles correspond to different values of nmax for the core state. Note that, for different nmax, the optimal squeezing parameter and Fock coefficients are generally different. The optimal |0A states for different nmax are found by maximizing the fidelity to |0∆ .
this method of preparing approximate GKP states: better states require more energy. It is important to remember this trend in addition to the energy costs already established for gate applications (recall Figs. 9 and 12 ). Average photon number can also be used as a fundamental property to compare various bosonic codes; notably, when considering codes with average photon number less than five, GKP codes were shown to outperform other bosonic codes, including cat and binomial codes, for protecting against loss errors [10] .
In App. D 2, we see that the average photon numbers for the |1 A , |+ A and |H +A states are all on the same order and follow similar trends. Therefore, given our approach for preparing states with optical circuits, we expect that this will mean preparing different approximate GKP states on the Bloch sphere will require comparable resources, i.e., the same required order of magnitude for squeezing, and the same number of interferometer elements, and PNR detectors. This means one has the options when designing a computation of only preparing |0 A states and |H +A states for non-Clifford gates, or of preparing a collection of states on the Bloch sphere from the outset: the resource requirements will be similar, and the number of gate applications in the circuit will be reduced. In other words, there might be a tradeoff between the number of different state preparation devices and the number of gate elements in the computational circuit. Average photon number n max 2 4 6 8 10 12 Figure 20 . Average photon number of the approximate states |0A as a function of ∆ (dB), the parameter that characterizes the target state |0∆ that |0A is designed to approximate. Line colours/styles reflect different values of nmax for the core state used to construct |0A . As expected, higher quality states -those with larger ∆ in dB -require more energy.
Orthogonality
For the ideal GKP states, the logical 0 and 1 are orthogonal; however, for physically realizable GKP states, |ψ G , they have nonzero overlap due to the tails of the wavefunction existing outside the bins. We can check the orthogonality of the approximate 0 and 1 GKP states to see how close it is to the orthogonality between the normalizable 0 and 1 states. This is valuable even when the approximate states do not have high fidelity to the normalizable states; if their overlap is small, they can still be used to encode a qubit, although they may not preserve the error-correcting properties of the GKP states nor the simplicity of the canonical gate implementation. A small overlap is also the most basic necessary condition for error correction, as we will require a low probability of mistaking a 0 for a 1.
In Fig. 21 we plot the overlap 1 A | 0 A as a function of ∆, for different n max . We see that all the states roughly follow the trend of the target overlap for low dB values of ∆, but as the squeezing of the target states increases, the approximate states become less orthogonal. This is because as ∆ increases, the fidelity gets worse for both |0 A and |1 A relative to their target states; specifically, while for larger ∆ the |µ ∆ states consist of smooth, narrow peaks, the truncated core of the |µ A states mean that their wavefunctions have additional oscillation between the peaks, where they should instead be close to zero (see Fig. 23 for an example wavefunction). This now increases the overlap 1 A | 0 A because they gain non-zero contributions at q values between the peak locations. Overlap 0 A |1 A n max 2 4 6 8 10 12 0 |1 Figure 21 . Overlap 1A | 0A between the approximate logical states as a function of ∆ (dB), the parameter that characterizes the GKP states that the approximate states are targeting. Line colours/styles reflect different values of nmax for the core state used to construct |0A . For comparison, we also plot the overlap 1∆ | 0∆ of the target states (grey/dashed). A small overlap is a minimal condition for being able to distinguish logical states.
Glancy-Knill property
Using the Glancy-Knill condition in Eq. (71), we compute P no err for |0 A with results depicted in Fig. 22 . Even though, for example, |0 A with n max = 12 has higher than 93% fidelity for all ∆ considered, this can still translate to a drop in P no err from a target value of 74% to 58%. One must therefore be cautious in how one constructs approximate GKP states, as their error correcting properties may differ significantly. While physical fidelity depends on the specific choice of targeted finiteenergy GKP state, there may be some global properties, such as the Glancy-Knill condition or logical fidelity, that are more valuable than the choice of representation.
This motivates examining an additional question: given an n max , what is the best P no err one can achieve? This question does not require defining a target state, since the cost function in Algorithm 1 is simply replaced with P no err . We found that, using a core state with n max = 12 and a squeezing of r ≈ 1.87 dB, we could modestly increase P no err from 57% to 61%. In Fig. 23 , we plot three wavefunctions corresponding to three different values of P no err : |0 ∆ with ∆ = 11 dB, which yields P no err = 74%; |0 A with n max = 12 that achieved P no err = 57% by maximizing fidelity to |0 ∆ with ∆ = 11 dB; and the state obtained from optimizing directly with respect to P no err and employing core states with n max = 12, giving P no err = 61%. One interesting feature of the last wavefunction is that it has more support outside of the logical bins than the |0 A state we plotted. This means that, although |0 A is worse Target |0 Figure 22 . The Glancy-Knill property, Pno err, which characterizes the probability a state would not yield a logical error if used as an ancilla for Steane error correction with GKP states (see Sec. II E for definition and details). The line colours/styles reflect Pno err for the various |0A , each constructed with a different nmax in the core state. We vary |0A with ∆, which parametrizes |0∆ , the state |0A approximates. Additionally, we provide Pno err for |0∆ (grey/dashed). For ∆ = 11 dB and nmax = 12, we see that, even though |0A can have 93% fidelity to |0∆ (see Fig. 19 ), Pno err drops by 16%.
for error correction, it is better at encoding information in the logical subsystem of the modular decomposition. An additional issue with only using P no err as the cost function is that P no err can be perfectly satisfied by ideal GKP states, so the optimization procedure may be overly demanding and push towards the ideal states which we know to be non-normalizable, while we know that there exist finite energy GKP states that are suitable for computation [3] . It should also be noted that the Glancy-Knill condition is specifically a benchmark for using GKP states in error correction in quantum computation. It does not, for example, address the utility of GKP in quantum communication, where the values of ∆ required for useful states are much lower. In [10] the authors showed that GKP states worked best for correcting noise resulting from a loss channel. For states with an average photon number of less than two photons, square lattice GKP states with ∆ = 6.4 dB were shown to be better than codes designed to correct errors due to loss. For such a ∆, with n max = 12, we found the fidelity of |0 A to |0 ∆ to be greater than 99.9%.
Logical subsystem Bloch sphere
While the Glancy-Knill condition quantifies the errorcorrecting capability of the approximate GKP states, ex- (71): |0∆ with ∆ = 11 dB, which yields Pno err = 74% (grey/solid); |0A with nmax = 12 that achieves Pno err = 57% by maximizing fidelity to |0∆ with ∆ = 11 dB (blue/dashed); and the state obtained from optimizing directly with respect to Pno err with core states of nmax = 12, giving Pno err = 61% (red/dotted). Although the red/dotted wavefunction has higher Pno err, the blue/dashed wavefunction is better confined to the bin structure of the GKP states, meaning it has better logical encoding when using the modular subsystem decomposition which only depends on the bin structure of the wavefunction.
amining the logical subsystem in the modular decomposition provides a benchmark for the encoding properties of the states. These are two distinct characteristics: for example, if one takes an ideal GKP state and blurs it such that the delta peaks now become distributions over position, as long as those distributions are confined to the original modular bins of the delta functions of width √ π, then the logical information has not been disturbed, since the results of a binned homodyne measurement will be the same. However, the states might be inadequate for error correction, since the blurring could easily extend beyond the √ π/6 threshold.
We obtain the logical subsystem state from Eq. (25), except instead of E( ) the error operators correspond to the envelopes associated with each approximate state. In Fig. 24 , we plot the trajectories of the logical subsystems of the |µ A states states on the Bloch sphere as the target ∆ is varied for different n max . We see that, in some cases, the logical information can be relatively close to the target position on the Bloch sphere even when the fidelity is quite low. For instance, with n max = 2, for |0 A and |+ A , the approximate states are basically squeezed states in q and p. While this may not compromise the logical information in those states, we know that applications of Gaussian operations will keep the states almost Gaussian, and so we would not expect them to be suitable for universal computation. Combining the Bloch sphere picture with the Glancy-Knill results, we find that the better approximate states are provided, unsurprisingly, Figure 24 . Location of the logical subsystem of the approximate states |µA , where µ = 0, 1, +, H+, on the X-Z slice of the Bloch sphere. The trajectories are formed as the |µA vary with ∆, which parametrizes the states |µ∆ that the |µA approximate. We denote where the trajectories begin and end using a point for ∆ = 3 dB and a star for ∆ = 11 dB. We repeat the plot for different choices of nmax for the core states of |µA . While in certain cases |0A and |+A can be mapped correctly on the Bloch sphere even with nmax = 2, if we want all µ to be well-mapped, we need core states with higher nmax.
by increasing n max and the target ∆.
D. Circuits for GKP state preparation
Algorithm for optimal circuits
Given the representation and characterization of approximate GKP states as single-mode Gaussian operations applied to truncated core states, we can now design GBS devices for producing the approximate states. As described in Sec. III A, our state preparation framework is to apply an interferometer, U (Θ), to N modes of displaced, squeezed vacuum states, D(α)S(z )|0 , perform a PNR measurement on N − 1 modes, and postselect on a specific photodetection pattern,n, to obtain the target state in the N th mode.
As we summarize in Algorithm 2 (additional details in App. C 2), for a given truncated core state, we train α, z,Θ andn for fixed numbers of modes using machine learning algorithms, the strawberryfields [72] and the walrus simulators [73] . Even once we find the optimal circuit for producing the truncated core state, we still have to include the squeezing, S(r); to avoid the need for inline squeezing, we can take the Gaussian uni-taryŨ = S(r)U (Θ)D(α)S(z) applied to vacuum states on all the modes and express it according to the Euler or Bloch-Messiah [70] decomposition as an equivalent Gaussian unitary of the form U (Θ )D(α )S(z ), where now all the squeezing is relegated to the source. This framework for training the circuits is analogous to the process described in [43] .
Since the truncated core states only have even Fock coefficients, we do not need to implement the initial displacement on each of the modes. We use the rectangular decomposition from strawberryfields to decompose U (Θ) as an N -mode interferometer with N (N −1) independent beamsplitter and phase-shifter parameters. While a completely general interferometer will also include rotations on each of the modes after the application of all the beamsplitters, since we are performing PNR measurements on N − 1 of the modes, we neglect these rotations. 
Circuit optimization results
We now employ Algorithm 2 to find the circuits to produce |0 A for ∆ = 10 dB, for n max = 4, 8 and 12 photons. The minimum number of circuit modes we examined was 2, while for n max = 4, 8, and 12, we examined circuits with up to 3, 4, and 5 modes, respectively. For each circuit, we checked all PNR measurement patternsn, such that the number of photodetections summed to n max . We restricted our squeezing parameter search to, at most, 12 dB of squeezing, which is within the state of the art [74] . In nearly all cases, we found that the optimal fidelities were achieved by saturating the squeezing in at least one of the modes to z ∼ ± 12 dB. We can increase the search over larger squeezing values in a straight-forward manner.
In Table II , we provide our results for the best fidelities found using Algorithm 2 for different circuit sizes and values of n max . Additionally, we provide some other numerical results that still returned fidelities above 99%, but with modestly higher probabilities. Even though increasing N yields more independent parameters to tune to the target state, we see from our results that the increase in fidelity gained beyond three modes is marginal, with the corresponding probability of success vanishing.
In Fig. 25 , we plot the Wigner function of |0 ∆ with ∆ = 10 dB, as well as the Wigner functions of the optimal states (highest fidelity) output by the three-mode circuits designed to produce |0 A with n max = 4, 8 and 12 photons. These correspond to the starred results for N = 3 in Table II . We see that, with increasing n maxthat is, as the core state resource improves -the number and sharpness of the of peaks approaches to that of |0 ∆ . The difference is smallest near the origin in phase space.
E. Experimental imperfections
Stability analysis of optical elements
The stability of the numerically computed optimal circuit parameters is important for experiment since, for example, one might have a given uncertainty in tuning the initial squeezing parameters and beamsplitter angles. As a benchmark of solution stability, we can find the worstcase fidelity within a small region in parameter space about the optimal solution. To illustrate this, let us take from Table II as an initial guess the optimal solution for a three-mode circuit designed to produce the approximate state |0 A with a core state of n max = 12. We can then modify Algorithm 2 to minimize the fidelity and to only search within a region set by stability parameters. That is, given the optimal squeezing and beamsplitter parameters, r opt , θ opt , φ opt , we search for the worst fidelity in a region r opt ± δr/r opt , θ opt ± δθ/θ opt , φ opt ± δφ/φ opt . In Fig. 26 we show how much fidelity could change as a function of squeezing stability, δr/r opt , and beamsplitter stability, δθ/θ opt = δφ/φ opt . We see that a much larger arget etails e, we ma-] and optie, we d the unitates ler or
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In Table II , we provide our results for the best fidelities found using Algorithm 2 for di↵erent circuit sizes, and values of n max . Additionally, we provide some other numerical results that still returned fidelities above 99%, but which have modestly higher probabilities. Our results demonstrate that even though increasing N yields more independent parameters to tune to the target state, the increase in fidelity gained beyond 3 modes is marginal, with the corresponding probability of success vanishing.
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wigner plots of = 10 dB, and then all the 3 mode outputs Figure 25 . Stability analysis for the optimal 3-mode circuit designed to produce |0Ai with a core state of nmax = 12 targeting |0 i with = 10 dB. We find the worst case fidelity between the circuit output and |0Ai as a function of the circuit beamsplitter and squeezer stability parameters, which are defined as the relative error to the ideal parameters.
E. Stability analysis
Given the numerically computed optimal circuit parameters, we can ask how stable these solutions are as it would be useful from an experimental point of view. For example, suppose we have a given uncertainty in tuning the initial squeezing parameters and the beamsplitter angles. Thus, as a benchmark of solution stability, we can find the worst case fidelity within that parameter space about the optimal solution.
As an example, from Table II we take as an initial guess the optimal solution for a 3-mode circuit designed to produce the approximate state |0 A i with a core state of n max = 12. We can then modify Algorithm 2 to minimize the fidelity and to only search within a region set by stability parameters. That is, given the optimal squeezing and beamsplitter parameters, r opt , ✓ opt , opt , we search for the worst case fidelity in a region r opt ± r/r opt , ✓ opt ± ✓/✓ opt , opt ± / opt . In Fig. 25 we show how much fidelity could change as a function of squeezing stability, r/r opt , and beamsplitter stability, ✓/✓ opt = / opt . We see that a much larger instability in the squeezing parameter can be tolerated as compared to the beamsplitter parameters.
F. Inclusion of loss
IV. CONCLUSIONS
In this paper we have investigated in great detail the methodology to track abstract qubit computation encoded into the grid code states, one of the earliest and prominent of Bosonic codes. From a bird's-eye view, a key emphasis of our analysis is to understand how re- Figure 25 . Wigner functions for (a) |0∆ with ∆ = 10 dB, as well as for the optimal states output by the three-mode GBS devices designed to produce |0A with nmax = (b) 12, (c) 8, and (d) 4 photons. These correspond to the starred results for N = 3 in Table II . We see the peak structure gets better with increasing nmax, but differences to |0∆ are still apparent further from the origin in phase space. 5 99.9999993%* 6.5 × 10 −5 (1,1,3,7) 99.999993% 7.2 × 10 −5 (1,2,3,6) Table II . Results for the GBS circuits optimized to produce an approximate GKP state |0A constructed to approach |0∆ with ∆ = 10 dB. We present, as a function of number of circuit modes N , the best fidelities (starred) along with other points of comparably high fidelity and probability found using Algorithm 2, with corresponding probabilities and PNR measurement patternsn. We examine |0A with core states of nmax = (a) 4, (b) 8, and (c) 12 photons. Physical fidelity Figure 26 . Stability analysis for the optimal 3-mode circuit designed to produce |0A with a core state of nmax = 12 targeting |0∆ with ∆ = 10 dB. We find the worst case fidelity between the circuit output and |0A as a function of the circuit beamsplitter and squeezer stability parameters, which are defined as the relative error to the ideal parameters.
instability in the squeezing parameters can be tolerated compared to the beamsplitter parameters.
Effects of photon loss
In an experimental implementation of a GBS circuit device for state preparation, there will inevitably be loss in the optical components. Here we examine how such loss affects the results of the optimal circuit GKP states. We employ a simple loss model for our circuit: after each squeezer and each beamsplitter (with a complex transmissivity) of the interferometer in the rectangular decomposition, we apply a loss channel with loss parameter η. As the squeezers act on vacuum, they represent the only source of input light, so we capture the effect of lossy sources. Additionally, at the end of each mode, Figure 27 . The effect of lossy optical components on the optimal GBS devices for GKP state preparation. We examine how the optimal circuits for N = 3 modes from Table II for core states of nmax = 4, 8, 12 perform as a function of a single loss parameter, η. Our loss model consists of applying a loss channel parametrized by η to each optical component, as well as to the mode outcoupling and PNR detectors. We plot how the fidelity, probability and Wigner log negativity change as loss increases. Additionally, for a few values of loss, we plot reoptimized results for lossy circuits designed to produce nmax = 12 (green stars wit arrows indicating which values were reoptimized). We see an increase in fidelity as a result. We stop reoptimization once fidelity was on the same order as that of the Gaussian state with highest fidelity to the target, a threshold we plot with a dashed black line.
we apply a circuit out-coupling loss, η; this is followed by loss, also of magnitude η, before each PNR detector to account for detector inefficiency. The loss channel is modelled by coupling a beamsplitter of transmissivity √ η to an ancillary mode and then tracing out the mode. In Fig. 27 , we plot how the fidelity, probability, and Wigner log negativity of the optimal N = 3 mode solutions from Table II change as a function of the single loss parameter η. Notably, we see that with increasing n max , loss becomes increasingly detrimental to fidelity, as it affects higher-photon number components. The probability remains relatively stable, while the Wigner log negativity also decreases with higher loss.
As a proof-of-concept, we also reoptimize some of the circuits in the presence of loss. For the three-mode circuit designed to produce the n max = 12 core state for ∆ = 10 dB, we re-ran a modified version of Algorithm 2 to find optimal circuits in the presence of loss. One change we made was to included Wigner log negativity in the cost function to ensure the states had non-Gaussian properties. Additionally, we skip the step of redecomposing the circuit, which we discuss in the next paragraph. In Fig. 27 , we plot the reoptimized results for n max = 12 for three values of η. We stop at η = 0.06 dB because by that point we have dropped below the fidelity that can be achieved with only a Gaussian state, a threshold which we indicate with a black dashed line. Although the state still has nonzero Wigner log negativity, being in the regime where Gaussian states are approximating the state just as well as non-Gaussian ones significantly hampered our search for optimal states.
There are several complications to our strategy for constructing GKP states with GBS devices that arise in the presence of loss. First, as already alluded to, there is the question of how to include the squeezing, r, applied to the core state, since the Euler decomposition is only valid for circuits without loss, so it cannot be applied perfectly in this situation. One option is to employ inline squeezing after the core state is produced by the lossy circuit, but this can be difficult experimentally [75] . Another (suboptimal) strategy is to find the optimal circuit for preparing the core state in the presence of loss, remove the loss channels, add the squeezing r, redecompose the circuit with the Euler decomposition, and then finally reinsert the loss channels. Since the r values applied to the core states of |0 A with n max = 4, 8, and 12 are relatively small (less than 3 dB), we do not expect a large drop in fidelity using this strategy. For example, we used this strategy for the reoptimized result in Fig. 27 with η = 0.02 dB, and found that the fidelity only decreased by 1%.
A second complication to our strategy is the need to revisit the restriction that n max photodetections ought to be detected to prepare a Fock superposition up to n max with high fidelity. In the presence of loss, we might expect fewer photodetections are required as some photons could have been lost in the circuit. This leads to many more detection patterns to check, which we leave open to future study.
IV. CONCLUSIONS
In this paper we have investigated, in considerable detail, the methodology for tracking abstract qubit computation encoded into grid states, which are among the earliest and most prominent bosonic codes. A bird's-eye view of our analysis reveals an attempt to understand how realistic and practical considerations affect the quality of the encoded qubit and thereby the information that it carries. Any general qubit computation can be broken down into state preparation, gate implementation, and finally a measurement readout. In the ideal case of a GKP or grid code, the state preparation is the only non-Gaussian resource required. The operations on these ideal states are specific Gaussian gates that implement Clifford unitaries on the encoded qubits, and the Pauli measurements can be realized through homodyne measurements. Our focus is solely on state preparation errors; we assume that our gates and measurements are error-free. We are able to track how an imperfect state preparation manifests itself in the computation and provide ideas around compilation and error mitigation for the physical implementation of the circuits.
To design good error correction protocols, we first need to adequately characterize and monitor the errors. To this end we deploy the modular subsystem decomposition, trace out the gauge mode, and follow a logical qubit encoded in a grid state through a computation. The qubit's journey begins with the ideal, infinite-energy states, which become physical following the application of an error map; we present several ways this can be done. The qubits then continue their travels through single and two-mode gates. We note that there are many physical operations that lead to the same logical operation on the encoded qubit, meaning a modified real-time mapping or a circuit compilation is necessary to find the best physical gates for the implementation of an abtract qubit circuit. What is meant by "best" is facilitated by the various figures of merit that we introduce in both the physical and logical space, the latter giving us a direct indicator of the information content. Finally, we offer a closer look at the standard Steane-type error correction on GKP qubits, including a discussion of recalibrating the gauge mode alongside an error-correction step.
In the second half of the paper, we focus on obtaining the explicit resources required to produce a class of approximate grid states using a photonic platform. More specifically, we find the fidelity-probability trade-off of producing these single-mode approximate GKP qubits for different circuit sizes, the circuits being measured in all but one of the modes of multimode Gaussian states using PNR detectors. We provide detailed optimization tools for producing the target states and various ways the approximations manifest, such as in the nonorthogonality of the qubits. The stability analysis of these numerical optimization schemes suggest that the states output by the circuit are more robust to uncertainty in squeezing than beamsplitter angles. We fur- thermore investigate how loss decreases the quality of our approximate GKP states, and show how circuits can be reoptimized in the presence of loss. In addition to looking at the normalizable states through the figures of merit introduced above, we give a few more metrics that could further inform the suitability of these noisy qubits for computation.
In the lead-up to the implementation of useful algorithms on near-term noisy devices, we believe that the the analytical and numerical toolboxes that we have developed are valuable in the context of bosonic codes. Since bosonic codes are viewed as promising candidates, especially in the context of lossy circuits, our analysis informs the construction of practical error correction protocols, which, when concatenated with more elaborate codes, could lead ultimately to fault-tolerant computation.
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Appendix A: Notation, nomenclature, convention, and units
We use this section to disambiguate some of the the notation and conventions we use in the paper.
a. Grid states. See Table III for the notation we use for the different GKP states we refer to in the paper.
b. Logical and physical gates. Gates with a bar, as inŪ , always refer to logical gates acting on qubits, and gates without a bar, as in U , are always physical gates acting on the oscillator space.
c. Squeezing. The convention for the squeezing parameter r we use is such that the effect of the squeezing gate on the quadrature operators is
meaning that, in the position representation, S(r)ψ(q) = e r/2 ψ(e r q).
Squeezing values are often expressed in decibels in this paper. The conversion we use for the parameter in the squeezing gate is
and for the width ∆ of the normalizable GKP state peaks, it is
Although we often work in the regime ∆ = κ, it is κ −1 that is the width of the overall envelope in the |ψ ∆,κ states. Therefore we are interested in low values of both ∆ and κ (large positive in dB).
Lastly, we often use the envelope operator E( ) from Eq. (12) to express our normalizable states. In the regimes we consider, it is true that
meaning
In Eq. 12 we list the conversion between a few squeezing values expressed in ∆ dB and , as well as the error in the approximation. As stated in Sec. II B, a convenient method for constructing normalizable GKP states is by applying the operator e − n to the ideal GKP states. According to [13] , this can be constructed as follows: first pass an ideal GKP state through a beamsplitter of transmissivity t with a vacuum state:
Then, post-select on measuring the second mode in the vacuum state to obtain d 2 β π e −|rβ| 2 /2 β|ψ I |tβ = d 2 β π β|ψ I n e −|β| 2 /2 β n t n n! |n
Finally, make the association e − → t.
Readout from the logical subsystem
A measurement in the computational basis of a qubit can be effected with a binned homodyne measurement of theuadrature of the corresponding GKP state. Here we show that this translates easily to the subsystem picture, meaning binned homodyne measurements allow direct access to the logical subsystem.
Just as with a measurement in the computational basis, a binned homodyne measurement must yield a binary output. Naturally, for the square lattice, the union of bins of width √ π centered at 2n √ π ((2n + 1) √ π) corresponds to binary output 0 (1) . We note that the POVMs corresponding to these bins can naturally be written in terms of displacements of the GKP states:
(B3) Recall the decomposition from Eq. (23), and note that
taking care to realize that this is not a decomposition of X(β) but only a statement about its action on ideal GKP states. Here, the 0 (1) bins refer to theuadrature region of
Thus, Eq. (B3) can be rewritten as:
which is exactly a measurement on the logical subsystem in the computational basis.
Conjugation and commutation with E( )
In Table V , we display how the envelope operator E( ) from (12) transforms under conjugation with Gaussian operations through E ( ) → U E ( ) U † . In addition to this we might wish to see how the oprations themselves change: U → E (− ) U E ( ). Note that there are some mathematical difficulties in working with E( ) that one should be wary of, since it is an exponential of an unbounded operator. For a discussion and a rigorous treatment of some the issues that arise, see, for example, [76] .
To derive the commutation relations, we first show that, for any k ∈ N, 
To show n,â †k =â †k , simply take the Hermitian conjugate of both sides of (B6).
Let us now rewrite these commutation relations in a more helpful form:
For relations that look like this, that is [X, Y ] = bY , there is a braiding identity
Thus we may write e rn e sâ k = e e −kr sâ k e rn (B16) =⇒ e rn e sâ k e −rn = e s(e −râ ) k (B17)
e rn e tâ †k = e e kr tâ †k e rn (B18) =⇒ e rn e tâ †k e −rn = e t(e râ † ) k .
(B19)
Now consider an arbitrary single-mode operator of the form
where p k is a k-th degree polynomial. We can wedge E(− )E( ) = 1 between any two operators in this polynomial, implying that
Again using the fact E(− )E( ) = 1, we see that
Therefore we conclude that the envelope conjugates across any operator in the form (B24) -an exponential of an arbitrary polynomial of the creation and anihilation operators -at the expense of changing the inputs viâ
Measures of non-Gaussianity
One way to characterize genuine non-Gaussianity of a quantum state is through the negativity of the Wigner function [77, 78] . The Wigner function is a phase space quasiprobability distribution defined through
and the Wigner negativity is the area of the negative part of the Wigner function:
The Wigner logarithmic negativity is then
Although pure states with a vanishing Wigner negativity must be Gaussian, there exist non-Gaussian mixed states with a positive Wigner function [79] .
Glancy-Knill probability of no error
In [2] , the authors find that GKP error correction can be performed perfectly with ideal GKP states displaced by less than √ π/6. Thus, to determine the probability of successful error correction with normalizable GKP states, they first expand an arbitrary oscillator state in a basis of displaced ideal GKP states:
where |u, v = π −1/4 e −iup e −ivx |0 I is reminiscent of the modular basis later explored in [21] and π −1/4 is a normalization factor that ensures completeness:
Then, the probability of finding |ψ within a displaced region of less than √ π/6, so that the errors introduced by the ancilla are small enough for the error correciton to go through, is given by
Expanding, we find
dv e 2iv(s−t)
Performing the integral over v and taking t → t + s and u → u − 2s √ π, we recover Eq. (71). Eq. (B33) can be interpreted as follows: For s = t, one gets the probability that ψ(x) lies within √ π 6 of all integer multiples of 2 √ π in position space, that is, where |0 I has support. For s = t, one gets the probability that ψ(x) lies within √ π 6 of integer multiples of 2 √ π in momentum, without overcounting the correctable position regions. It is straightforward to extend the formula to error correction with arbitrary mixed states:
where ρ(x, x ) is the density matrix in the position basis.
Appendix C: Numerical techniques
In addition to the strawberryfields and the walrus libraries, we employed packages from scipy libraries for special functions, numerical integration, and optimization algorithm implementations. Here we present details of our implementation of the algorithms.
Algorithm 1 details
To initialize the normalizable state |µ ∆ , we build a numerical wavefunction on a discretized position space as follows:
1. To be safe, we take 7 standard deviations of 1/∆ as the range in q space so that the heights of the peaks at the edge of the range will be negligible.
2. We solve for the integer number of peaks separated by α = √ π that fit into that range, and choose the number of points in the discretization of the range of q space to be 100 times the number of peaks, so that each peak is well-resolved.
3. With the array of q values in hand, we build the |µ ∆ wavefunction by summing together Gaussians of width ∆ centred at each of the n √ π within the range of q, and weighted according to the value of µ ∈ {0, 1, +, H + }.
4.
We numerically integrate the function using the numpy trapz function to determine the normalization factor.
We define the cost function to be the fidelity between the target state |µ ∆ and the approximate state of the form of a squeezed finite superposition of Fock states. We construct a numerical wavefunction for |ψ = S(r) n c n |n . Using the same q array as the |µ ∆ wavefunction, we sum the weighted q space wavefunctions for the Fock states (built using the scipy eval hermite function). Then, we apply the squeezing using the convention from Eq. (A2). The fidelity, | µ ∆ | ψ | 2 , is evaluated as a numerical integration with the numpy trapz function.
In the optimization algorithm, we employ the basinhopping algorithm available from the scipy optimize library. An overview of this algorithm is available in [43] , with a more detailed description available in the library documentation and references therein. Broadly, basinhopping consists of two phases: 1. A local minimization (we minimize the negative of the cost function) over the optimization parameters (r, c) given an initial guess, performed using the sequential least-squares programming method.
We impose the constraint that c needs to be normalized and only has even components up to n max . This step produces a candidate for the global optimum (not a true global optimum).
A stochastic "
hop" is performed in parameter space once a local minimum is found. After the hop is made, the local minimization phase is repeated with the new point in parameter space as the initial guess. The candidate global optimum is updated based on an acceptance test. We found 40 hops to be a suitable number.
When the algorithm terminates we are provided with an optimal squeezing parameter, r opt , and a vector of coefficients, c opt , consistent with our choice of n max . Importantly, we find that basinhopping is helpful: in some cases the optimal squeezing parameter and the truncated coefficients of the core state do not vary smoothly as we change ∆, even though the fidelity appears to be changing smoothly. That is, two or more different regions of parameter space can yield comparable fidelities, so if one region becomes better than another there is an apparent jump in parameter space. The global properties of the approximate states, such as the fidelity and the average photon number, still vary smoothly because the interplay between the squeezing and the core state coefficients combine to yield similar final states even if the optimal squeezing parameters and coefficients are undergoing discontinuous jumps. Put differently, even though the stellar representation [69] of a state is unique, when we apply a truncation to the core state, there can be many choices for states that meet a fidelity threshold to the target state. Thus, when one chooses the state with the highest fidelity among a collection of states that meet a fidelity threshold, the states can come from very different regions of parameter space even if ∆ is only changing slightly.
To speed up the search for optimal parameters, for a given µ and n max , we pass the optimal results from the previous value of ∆ as the initial guess for the next value. Since the basinhopping global search algorithm employs random jumps in parameter space, the initial guess does not exclude finding better local optima in other regions of parameter space.
Algorithm 2 details
To run Algorithm 2 for finding the optimal circuitproduced state relative to an approximate state |µ A , we supply the squeezing parameter, r; the core state Fock coefficients, c, of |µ A ; the number of modes for the GBS device; and a post-selection pattern,n, consistent with the need for the number of photodetections inn to total the n max of the core state. We loop Algorithm 2 over all choices ofn up to permutations of modes, as permutations can be absorbed into the interferometer.
There are three essential parts of Algorithm 2. First, we define a cost function which is called in the optimization procedure. Second, the optimization procedure returns the optimal circuit parameters (relative to the cost function) for producing the core state of |µ A , c. Third, the redecompose circuit procedure uses the optimal circuit parameters from optimization as well as the squeezing parameter, r, associated with |µ A to find new GBS device parameters, where r is offloaded to the beginning of the circuit instead of having to be applied in-line after the interferometer to the core state. The algorithm outputs are the parameters for a GBS device that produces a state given a post-selection pattern,n, along with the fidelity of that state to |µ A and the success probability of obtaining that photon detection pattern.
The optimization procedure runs in two steps:
1. After initializing a random set of circuit parameters, x 0 , consistent with the number of modes (constraining the initial squeezed light source to within 12 dB to maintain realistically achievable values), we employ the basinhopping algorithm already described in App. C 1 to find a global candidate solution that maximizes the cost function labelled by the "global" handle. This global cost function is the fidelity between the core state of |µ A , c, and the state output by the circuit given the postselection pattern,n. Additionally, we add to the cost function the probability of the postselection pattern weighted by a factor of 0.1; if we solely optimized fidelity, we sometimes found solutions with probabilities smaller than 10 −6 . We found the L-BFGS-B algorithm within basinhopping to be most efficient local minimization algorithm in our case. We employed 50 hops to search the parameter space.
2. The optimal circuit parameters, x 1 , from basinhopping are passed to local search, which employs the scipy minimize function to find the optimal solution to the cost function with the "local" handle. This local cost function is almost the same as the global cost function, but now the weight for the probability of the state is increased to 1 so that a solution in the neighbourhood of x 1 with comparable fidelity but higher probability is returned. The scipy minimize function stops running when the first local minimum is found instead of the iterative process of random hops implemented in is analogous to basinhopping. This change in the cost function ensures only the neighbourhood of x 1 is searched instead of the entire parameter space.
We now move on to how we calculate the cost function, including how to calculate the output of the GBS circuit. The cost function is given the |µ A core state coefficients, c, initialized as a vector in the Fock basis that will be used to compute fidelity; the squeezing and interferometer parameters; and the postselection pattern,n, for the GBS device. The algorithm proceeds as follows:
1. Using a strawberryfields engine we apply the squeezing to each mode followed by the interferometer in the rectangular decomposition. As the state of the modes at this point is still Gaussian, we use the gaussian backend for the engine, which returns the mean and covariance matrix for the resulting state.
2. The mean and covariance matrix, along withn, is passed to the state vector function from the walrus library to get |ψ out , the coefficients of the output state in the Fock basis (up to the dimension of c), and before they have been normalized by the square root of the probability of obtainingn.
3. The probability is computed in the following way:
(a) The mean and covariance matrix of all the modes before PNR measurements, as well as the indices of the modes we intend to measure, are passed to the strawberryfields reduced gaussian function, which returns the mean and covariance matrix of ρ n−1 , the reduced (n − 1)-mode state of all but the output mode. ρ n−1 is still Gaussian, as it is the partial trace of a Gaussian state. (b) Using the mean and covariance matrix of ρ n−1 , we can use the density matrix element function of the walrus and find the diagonal element n|ρ n−1 |n m which is exactly the probability of finding the post-selection patternn.
4. We normalize |ψ out with the probability obtained in the previous step.
5.
We take the inner product between |ψ out and c in the Fock basis to compute the fidelity, and use the already calculated probability to compute the relevant cost function being called.
Finally, to implement redecompose circuit, we find the Gaussian unitary associated with S(r)U (Θ)D(α)S(z) and use the strawberryfields GaussianTransform function to find U (Θ )D(α )S(z ). 12 n = 0 P(n) Figure 28 . Probabilities of different even Fock states in |0 up to n = 12 as a function of ≈ ∆ 2 . We see that the probability of measuring 8 photons is higher than 6; thus, when constructing the GKP states from squeezed core states, increasing nmax of the core state from 4 to 6 provides little to no advantage compared to increasing nmax to 8.
Appendix D: Approximate GKP Z, X, and H eigenstates
Further comments on |0A
Our results for constructing the |0 A state using n max = 4 and 6 were identical until ∆ ≈ 8 dB, meaning the n = 6 component was not required; after that point, there was a jump in parameter space and the n = 6 state was used to attain better fidelity than n max = 4, albeit only slightly. Here we explain why it makes sense that the results for n max = 4 and 6 are so close, and why we see a small jump in parameter space for n max = 6.
First, we can use the |0 state to understand the distribution of the Fock coefficients for |0 ∆ , since the states are almost indistinguishable for = ∆ 2 . In Fig. 28 , we plot the probabilities of detecting the even Fock states in |0 up to n = 12 as a function of ∆, for = ∆ 2 . We see that, up to ∆ ≈ 8 dB, the n = 2 and 4 states are the most probable states after the vacuum, and beyond ∆ ≈ 8 dB, the n = 8 state becomes more probable. The probabilities for n = 6, 10, and 12 remain significantly smaller over the whole range. Thus, if one wants to increase the n = 8 component using only squeezing applied to a core state of n max = 6, one will also end up increasing the n = 6 component in the distribution. If one wants to keep the n = 6 component small, one option is to truncate the core state at n = 4; as it turns out, this is the optimal option found numerically up to ∆ ≈ 8 dB, leading to similar results between n max = 4 and 6 in that regime.
We can also use the wavefunctions of the Fock states . Wavefunctions produced from summing the first eight Fock states in the distribution for |0 (using ≈ ∆ 2 ), as well as the wavefunctions for the weighted Fock states in the superposition. We see the important contribution of the 8 photon state to the outer set of peaks for the normalizable GKP state. Thus, without the 8-photon state in the core of |0A , the n = 4 or 6 states are needed to build the outer peaks, leading to worse fidelities.
to understand why the n = 2, 4, and 8 components are weighted higher than n = 6. In Fig. 29 , we plot the wavefunction produced by the sum of the Fock state components in |0 ∆ up to n = 8, as well as the wavefunctions for the weighted Fock states in the superposition. We start to see the peak structure of the GKP wavefunctions -a central peak and two outer peaks at the correct locations -in addition to some wiggles in between due to the truncation. Importantly, we see that the outer set of peaks is created almost exclusively by the n = 8 Fock state, with the n = 2 and 4 states working to narrow the central peak. Thus, were one to construct |0 ∆ by only using a core state up to n = 6 and then stretching the Fock wavefunctions through squeezing, building the outer peaks of the |0 ∆ state would require stretching the n = 6 or the n = 4 state to align with the GKP grid. But using the n = 6 state and weighting it heavily would shrink the central peak, since the n = 6 state has a dip at q = 0. Thus, the better option for matching the symmetry of the |0 ∆ state is to stretch the n = 4 state, which has outer peaks and a central peak. This is further evidence for why we see no difference between the results for |0 A using n max = 4 and 6 for ∆ < 8 dB.
For ∆ > 8 dB, we see a small jump in the (r, c) parameter space for the n max = 6 state, although the resulting wavefunction does not change much, leading to only slight jumps in the fidelity and average photon numbers. In that regime, all coefficients in the core state are now nonzero, and the squeezing applied to the core state as compared to ∆ < 8 dB is slightly greater. We understand this jump to come from the fact that the achievable fidelity to the target state is already relatively low (≈ 90%) for this range of ∆; in other words, since the core state resource available from n max is not too high, we are simply trying to find the best fidelity among several poorly contending regions of parameter space. There are two basins in parameter space that provide very similar fidelities when ∆ = 8 dB; as ∆ increases, one basin overtakes the other to provide marginally higher fidelity, leading to a jump from the first basin to the second.
2. Results for |1A , |+A , and |H+A In Fig. 30 , we provide the numerical results for the construction of the |1 A , |+ A , and |H +A states using Algorithm 1. All the trends for fidelity to the target states are comparable to those of the |0 A states. The |+ A state is effectively as resource-intensive to create as the |0 A state given their relation by a Fourier transform. Finally, the |H +A state has squeezing and average photon numbers on the same order as |0 A and |+ A , so it should also be comparatively demanding to prepare.
Notice that the results for the |0 A in the main text and |+ A states are nearly indistinguishable. Since the states are closely relatable by a Fourier transform [80] , r for the |0 A state is approximately −r for the |+ A state: one is squeezed in q and the other in p. Additionally, since the state |n is an eigenfunction of the Fourier transform with eigenvalue (−i) n , we expect the coefficients of the Fock states in the core state superposition to be related by phases of the form (−i) n . In fact, we do see in our results for |0 A and |+ A that the core Fock states with n mod 4 = 0, for which (−i) n = 1, have almost the same coefficients, while all the states wth n mod 4 = 2, for which (−i) n = −1, have coefficients that differ effectively by a phase of −1. As a result of the states having such similar properties, their global properties end up being very close.
Appendix E: Additional characterization of approximate GKP states
Projectors
Projectors provide a valuable understanding as well as some visual intuition for how the code subspace behaves. Here we consider projectors defined by 1. The normalizable states |ψ ∆ : |0 ∆ 0 ∆ |+|1 ∆ 1 ∆ |;
2. The approximate states |ψ A : |0 A 0 A | + |1 A 1 A |;
3. |0 A and displaced |0 A :
(a) (b) (c) Figure 30 . Fidelity of approximate states |µA to normalizable states |µ∆ ; and photon number vs. ∆ for (by column) µ = (a) 1, (b) +, and (c) H+. Line colours/styles in each plot represent the results for different nmax in the core states of |µA . The trend in all cases is that a greater nmax leads to better fidelity to the target state and higher energy; if the quality of the target state is improved by increasing the dB value of ∆, for a fixed nmax, the fidelity gets worse, and the required energy gets higher. We expect comparable circuit resources (see Sec. III D) are required to construct approximate states for any point on the Bloch sphere.
We consider the third kind of projector since one may want to prepare just one GKP Z eigenstate and generate the other through gate application. In Fig. 31 , we provide some examples of these projectors plotted in the q basis. We take ∆ = 10 dB, and choose the approximate states that are meant to target the ∆ = 10 dB states with core states of n max = 12. Note that the projector |0 A 0 A | + |1 A 1 A | maintains the symmetry of the target state projector, while the displacement in |0 A 0 A | + X( √ π) |0 A 0 A | X † ( √ π) breaks it. As we know from the modular subsystem decomposition, a loss of such symmetry does not affect the logical encoding. Of course, because the approximate states only have ∼ 95% fidelity to the target states, the sharp peaks get blurrier further away from the origin in q space.
Quantum error correction matrix
One object that encompasses the error-correcting properties of general codes is the quantum error correction (QEC) matrix [10, 81] . For an error map with Kraus operators {E k } and code states |0 G and |1 G , the QEC matrix elements are defined by
where P G is the projector constructed from the code states, as defined in App. E. The 2 × 2 matrix γ can then be expanded in a basis of Pauli matrices:
If γ is proportional to the identity, then there exists a recovery which can perfectly correct the error [81] . When this is not the case, errors can only be approximately corrected. However, the magnitude of the coefficients ε i offer a convenient interpretation of the error's effects; namely, ε x , ε y , and ε z are the probability of bit, bitphase, and phase flip errors [10] . Ideal square-lattice GKP states were designed to correct displacement errors in phase space of up to √ π/2.
Thus, we examine the QEC matrix for displacement errors applied to the normalizable and approximate states. In Fig. 32 , we calculate P G D(β)P G as a function of displacement, β, expand it in terms of the Pauli matrices, (a) (b) (c) Figure 31 . Single-qubit codespace projectors P (q, q ) in q basis (in units of √ π) for three cases: (a) The normalizable GKP states |0∆ 0∆| + |1∆ 1∆|, with ∆ = 10 dB. (b) Our approximate GKP states |0A 0A| + |1A 1A|, designed to target the normalizable states with ∆ = 10 dB, constructed using squeezing applied to a core state with nmax = 12. Here we assume we prepare both |0A and |1A . (c) Our approximate GKP states |0A 0A| + X( √ π) |0A 0A| X † ( √ π) with the same parameters as (b), except here we assume we prepare only |0A and create the logical 1 state by displacing |0A . We see that the symmetries of the target projector are best preserved when preparing both |0A and |1A , although that symmetry may not be required for encoding. and then plot the magnitudes of ε i as functions of β. We do this for four choices of states (that is, four different P G ): the normalizable GKP states with ∆ = 10 dB and the approximate GKP states for the same ∆ but with n max = 4, 8, and 12.
The first row of plots in Fig. 32 corresponds to the normalizable states |0 ∆ with ∆ = 10 dB. We see that, for small displacements, the largest magnitude is ε 0 , meaning the matrix is basically proportional to the identity, meaning these displacement are correctable. A displacement by √ π in q (p) leads to the dominant terms becoming ε x (ε z ), corresponding to a bit (phase) flip. Further away from the origin, the blobs become more smeared, indicating that a displacement of that magnitude is more likely to lead to an uncorrectable error. As we progress down the column, we see how the approximate states perform. The radii of the blobs become bigger as n max decreases, meaning the probability of error increases. Moreover, the blobs further from the origin become quite smeared in the phase space, meaning only the first multiples of √ π/2 will be correctable.
