Six different weather generator models were compared. The first two models (M1 and M2) use a firstorder autoregressive daily model and the third model (M3) uses a newly proposed semi-parametric method to reproduce the correlation and autocorrelation of the variables. Three other models (M1-2, M2-2 and M3-2) are the combinations of these models with an adjustment algorithm for the lowfrequency variances (SL). The comparison revealed that M1-2 model (daily weather generator with the SL adjustment algorithm) and the M2-2 model (daily weather generator in combination with a monthly weather generator and the SL adjustment algorithm) are the best models in the study area.
INTRODUCTION
For a series including a years and each year consisting of n i daily data (i ¼ 1 … a) of weather variable y, total standard deviation (STD) of y for each month can be estimated by Equation (1)
This variance can be divided into two elements (Hansen & Mavromatis ) : (1) high-frequency STD (SH) which is related to days within a month (Equation (2)) and (2) lowfrequency standard deviation (SL) which is related to the inter-annual STD of each month (STD of monthly means,
Many WG models simulate ST using short-term stochastic processes and are unable to reproduce low-frequency variances (Hansen & Mavromatis ) . Some methods have been proposed for changing inter-annual properties of climatic variables for reproducing these low-frequency variations and a review can be found in Dubrovsky et al.
().
The main objective of this study is to assess a newly pro- Table 1 .
Monthly weather generator
To handle the problem of underestimation of low-frequency variations, a four-variable first-order monthly autoregressive model is used to reproduce the series of monthly mean values meanwhile to keep the correlation of these values
where 
Daily weather generators
Three daily WG algorithms were compared. M1 model uses a method similar to the one implemented in LARS-WG. (5))
where z(t): standard variables for day t, A and B: coefficient matrices (Matalas ) and ε(t): a white-noise variable. Afterwards, these standard variables are scaled to the nonstandard variables using long-term monthly mean and STD of each variable (Equation (6))
where T k (t): the climatic variable k on day t, M and STD:
the mean and STD value of climatic time series and the indices 0 and 1 indicate dry and wet days, respectively.
This step was carried out for wet and dry days separately. 1. Each weather variable is standardized (scaled) using the long-term mean and STD values of each month (for dry and wet days separately).
Matrices As (standard variables) are constructed for each month
As m,t ¼ [X 1,t , X 2,t , :::, X n,t , X 1,tÀ1 , X 2,tÀ1 , :::, X n,tÀ1 ]
where m: month index, t: time index (day number), X i,t :
climatic variable i on day t, and n: total number of variables (i.e. 4). This matrix is constructed for each calendar month and for dry and wet days separately.
3. Simulation of the standard variables is carried out using multivariate normal distributions (MND). For this purpose, mean and covariance of each column of matrix As is estimated for each month. Then, standard variables are generated using a MND. For each day t, 500 random vectors are generated each consisting of eight variables. The first four variables are related to day t and the second four variables are related to day t-1 (Equation (7)).
4. The Euclidean distance of the second four variables of all these 500 generated vectors with the vector of the standard variables of day t-1 (simulated in the previous time step) is calculated.
5. The generated vectors are sorted in an ascendant order and the first four variables of the vector with the lowest distance are selected as the standard variables of day t.
This step is accomplished because we are trying to find a generated vector for which its second four standard variables are very similar to the standard vector of day t and then choose its first four standard variables for day t. This leads to preserving auto-and cross-correlation between variables on day t-1 and day t.
6. Upon generating the standard variables for the whole period, these variables are transformed into the nonstandard variables using the long-term SH values and the mean values resulted from MWG.
Adjusting low-frequency variances
To improve the performance of the WG models in relation to the inter-annual variances (low-frequency variances), the series of monthly mean and STD values of climatic variables are constructed for all the months in the whole period (for wet and dry days separately). These series are then standardized (Equation (8)) in a way that their mean and STD values become equal to the observed values
where X: the simulated mean or STD value, X: the mean value of the simulated monthly mean or STD series, Y:
the mean value of the observed monthly mean or STD series, and σ: the STD of these series. Afterwards, daily time series are transformed by an equation similar to Equation (8). This process is carried out for dry and wet days separately. Combination of this adjustment algorithm with the WG models results in M1-2, M2-2 and M3-2 models.
Model assessment
Historic precipitation occurrence time series at all the stations were repeated several times until they span at least 500 years. This was done to prevent the defects of the precipitation simulation models from influencing the assessment. In order to assess the models, standardized root mean square errors (SRMSE) was used
The SRMSE values of the models were calculated for 
RESULTS AND DISCUSSION
Choosing the best models
At the MG station, C and D matrices could not be estimated because of the high number of missing data in some months.
Also the covariance of the matrix of standardized variables was asymmetrical and generating the random standard variables by the multivariate normal distribution was impossible. Therefore, at this station, only M1 and M1-2 models were assessed.
The SRMSE values ( the other models and were selected as the best models.
Assessing the best models
The hypothesis of the equality of the mean values (t-test) was not rejected for any of the studied variables at any station (p > 0.01). But, the hypothesis of the equality of the variances (F-test) was rejected for wind speed in QA (in January) and NR (in January, February and October). At the MG station, this hypothesis was rejected for relative humidity (in February) and for wind speed (in May). The only reason for these rejections is the existence of the missing data.
The observed and simulated (from the best models)
monthly mean values of all the variables are shown in variations but its performance is better than M1 because of using MWG.
The daily lag-1 auto-correlation values of all the variables at all the stations and for all calendar months are shown in Figure 6 . It is obvious that the best models are acceptable at simulating the short-term dependencies between variables. The lowest SRMSE values are 20.7, 11.9 and 27.9% for the QA, TK and NR stations, respectively, and 16.8% for the MG station.
The q-q plots of daily minimum temperature and relative humidity are depicted in Figure 7 for the QA station. It can be seen that the quantiles of climatic variables are accurately regenerated by both models. From Table 2 , it can be concluded that the performance of the first daily algorithm is better than the proposed algorithm. This is mostly because of the exceptional characteristics of wind speed. Without considering this climatic variable, the performances of all studied models are comparable. 
