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FLAG AREA MEASURES
JUDIT ABARDIA-EVE´QUOZ, ANDREAS BERNIG, AND SUSANNA DANN
Abstract. A flag area measure on an n-dimensional euclidean vector
space is a continuous translation-invariant valuation with values in the
space of signed measures on the flag manifold consisting of a unit vector v
and a (p+1)-dimensional linear subspace containing v with 0 ≤ p ≤ n−1.
Using local parallel sets, Hinderer constructed examples of SO(n)-
covariant flag area measures. There is an explicit formula for his flag
area measures evaluated on polytopes, which involves the squared cosine
of the angle between two subspaces.
We construct a more general sequence of smooth SO(n)-covariant
flag area measures via integration over the normal cycle of appropri-
ate differential forms. We provide an explicit description of our mea-
sures on polytopes, which involves an arbitrary elementary symmetric
polynomial in the squared cosines of the principal angles between two
subspaces.
Moreover, we show that these flag area measures span the space of all
smooth SO(n)-covariant flag area measures, which gives a classification
result in the spirit of Hadwiger’s theorem.
1. Introduction
1.1. General background. Let (V, 〈·, ·〉) be a euclidean vector space of
dimension n and let A be an abelian semigroup. Let K(V ) be the space of
compact convex subsets of V . A valuation on V is a map µ : K(V ) → A
satisfying
µ(K ∪ L) + µ(K ∩ L) = µ(K) + µ(L),
whenever K,L,K ∪L ∈ K(V ). If A is a topological abelian semigroup, then
µ is a continuous valuation if it is continuous with respect to the topology
on K(V ) induced by the Hausdorff metric.
Natural properties of valuations are translation-invariance (i.e. µ(K +
v) = µ(K) for all K and v ∈ V ) and rotation-invariance (i.e. µ(gK) = µ(K)
for all K and g ∈ SO(n)). Hadwiger’s seminal theorem states that the space
of real-valued, continuous, rotation- and translation-invariant valuations is
spanned by the intrinsic volumes µ0, . . . , µn. We refer to [18] for a proof of
this theorem and a detailed account on the related kinematic formulas in
euclidean vector spaces.
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Intrinsic volumes may be defined via a tube formula (called Steiner’s
formula, see [28, 18, 22]) as follows. Denote by Bm2 the euclidean unit ball
of dimension m and by κm :=
π
m
2
Γ(1+m
2
) its volume. Then ωm := mκm is the
volume of the unit sphere of dimension m − 1, denoted by Sm−1. Given
K ∈ K(V ) and ρ > 0, let K+ρBn2 be the Minkowski sum of K and a ρ-ball,
which we call a ρ-tube around K. Then vol(K + ρBn2 ) is a polynomial in ρ,
whose coefficients (up to a normalization) are the intrinsic volumes:
vol(K + ρBn2 ) =
n∑
k=0
µk(K)κn−kρ
n−k.
Intrinsic volumes appear in the following kinematic formulas due to Chern-
Blaschke-Santalo´. Let SO(n) := V ⋊ SO(n) be the special euclidean group
(i.e. the group of isometries of V preserving orientation), endowed with
the product of the Lebesgue measure on V and the probability measure on
SO(n). Given K,L ∈ K(V ), the intersectional kinematic formulas assert
that for 0 ≤ i ≤ n (see e.g. [18, 22])
(1)
∫
SO(n)
µi(K ∩ g¯L)dg¯ =
[
n+ i
i
] ∑
k+l=n+i
[
n+ i
k
]−1
µk(K)µl(L).
The expression on the right-hand side involves flag coefficients defined by[
n
k
]
:=
(
n
k
)
κn
κkκn−k
.
The additive kinematic formulas, also called rotation sum formulas (see [22]),
are given by
(2)
∫
SO(n)
µi(K + gL)dg =
[
2n − i
n− i
] ∑
k+l=i
[
2n− i
n− k
]−1
µk(K)µl(L),
with 0 ≤ i ≤ n.
Both formulas admit local versions. In order to describe them, let us
recall the notion of a support measure (we refer to [22] for a detailed study).
Let SV := V × Sn−1 be the unit sphere bundle over V . Denote by B(SV )
the Borel subsets of SV . For a given η ∈ B(SV ), consider the part of the
ρ-tube around K defined by
Mρ(K, η) := {x ∈ V : 0 < d(x,K) ≤ ρ; (p(K,x), u(K,x)) ∈ η}.
Here p(K,x) is the unique nearest point to x in K and u(K,x) := x−p(K,x)‖x−p(K,x)‖
is a unit normal vector to K at p(K,x). The volume of Mρ(K, η) is again a
polynomial in ρ, whose coefficients (up to a normalization) are the support
measures of K:
volMρ(K, η) =
1
n
n−1∑
k=0
Θk(K, η)
(
n
k
)
ρn−k.
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For a fixed K, Θk(K, ·) is a measure on SV . For a fixed η, Θk(·, η) is a
measurable valuation. Moreover, K 7→ Θk(K, ·) is continuous, where the
space of measures is endowed with the weak topology.
The support measures Θk are SO(n)-invariant, i.e. Θk(gK, gη) = Θk(K, η)
for every g ∈ SO(n),K ∈ K(V ) and η ∈ B(SV ). For characterization theo-
rems in the spirit of Hadwiger, see [21] and [22, p. 226]. The marginals of
support measures are curvature measures and area measures:
Ck(K,β) := Θk(K,β × Sn−1), β ∈ B(V ),
Sk(K,β) := Θk(K,V × β), β ∈ B(Sn−1),
where 0 ≤ k ≤ n− 1. Another common normalization is the following:
Φk(K, ·) := 1
nκn−k
(
n
k
)
Ck(K, ·),
Ψk(K, ·) := 1
nκn−k
(
n
k
)
Sk(K, ·).
One completes the definition by setting Φn(K,β) := Hn(K ∩ β). Then
Φk(K,V ) = µk(K) for 0 ≤ k ≤ n and Ψk(K,Sn−1) = µk(K) for 0 ≤ k ≤
n− 1.
The local form of the formula (1) can best be described in terms of the
curvature measures Φk. For β, β
′ ∈ B(V ), we have
(3)∫
SO(n)
Φi(K∩g¯L, β∩g¯β′)dg¯ =
[
n+ i
i
] ∑
k+l=n+i
[
n+ i
k
]−1
Φk(K,β)Φl(L, β
′),
with 0 ≤ i ≤ n. The additive kinematic formula (2) admits a localization in
terms of the area measures Sk as follows, for β, β
′ ∈ B(Sn−1)∫
SO(n)
Si(K+gL, β∩gβ′)dg = 1
ωn
∑
k+l=i
(
i
k
)
Sk(K,β)Sl(L, β
′), 0 ≤ i ≤ n−1.
Formulas of this type can also be proved for subgroups of the euclidean
motion group SO(n). For the important hermitian case, where the rotation
group is replaced by the unitary rotation group U(m), the global kinematic
formulas were obtained in [6]; the local intersectional kinematic formulas
were derived in [7]; and the local additive formulas were found in [29].
Let us next recall the construction of flag-type support, area and curvature
measures via local tube formulas. We refer to [14] for a survey and to
[11, 12, 13] for more recent developments. Let Grp(V ) denote the Grassmann
variety of p-dimensional subspaces in V and Grp(V ) the set of all affine p-
planes in V . Then Grp(V ) admits an SO(n)-invariant measure, while Grp(V )
admits an SO(n)-invariant measure. These measures are unique up to a
normalization, and we choose the standard normalization from [23, Thm.
13.2.12]. For a given E¯ ∈ Grp(V ), denote by E ∈ Grp(V ) the linear space
parallel to E¯.
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Fix K ∈ K(V ) and ρ > 0. Let E¯ ∈ Grp(V ) be such that E¯ ∩K = ∅. For
almost all such E¯, there exists a unique pair of nearest points p(K, E¯) ∈ K
and l(K, E¯) ∈ E¯. Then u(K, E¯) := l(K,E¯)−p(K,E¯)
d(K,E¯)
∈ Sn−1 is a normal vector
to K at p(K, E¯). Given a Borel subset η of V × Sn−1 × Grp(V ), the local
parallel set of K in Grp(V ) is defined by
M (p)ρ (K, η) := {E¯ ∈ Grp(V ) : 0 < d(K, E¯) ≤ ρ, (p(K, E¯), u(K, E¯), E) ∈ η}.
The volume of M
(p)
ρ (K, η) ⊂ Grp(V ), 0 ≤ p ≤ n− 1, is a polynomial in ρ,
volM (p)ρ (K, η) =
n−p−1∑
k=0
Ξ
(p)
k (K, η)κn−p−kρ
n−p−k,
whose coefficients Ξ
(p)
k (K, ·), 0 ≤ k ≤ n − p − 1 are the flag-type support
measures (see [14]). Another normalization given in [14] is the following:
Θ
(p)
k := ωn−p−k
(
n− p− 1
k
)−1
Ξ
(p)
k .
Let us mention some properties of flag-type support measures. For a fixed
η, the map Ξ
(p)
k (·, η) is a measurable valuation. The map K 7→ Ξ(p)k (K, ·) is
continuous. The group SO(n) acts on V × Sn−1 ×Grp(V ) by g · (x, v,E) =
(gx + t, gv, gE), where g = (g, t) with g ∈ SO(n) and t ∈ V . The maps
Ξ
(p)
k are SO(n)-invariant by construction, i.e. for g¯ ∈ SO(n), Ξ(p)k (g¯K, g¯η) =
Ξ
(p)
k (K, η).
Similarly to curvature and area measures, which appear as marginals
of support measures, flag-type curvature and flag-type area measures are
defined by
Φ
(p)
k (K,β) := Ξ
(p)
k (K,β × Sn−1), β ∈ B(V ×Grp(V )),
Ψ
(p)
k (K,β) := Ξ
(p)
k (K,V × β), β ∈ B(Sn−1 ×Grp(V )).
We will use the following normalization of flag-type area measures, as used
in [12]:
S
(p)
k := ωn−p−k
(
n− p− 1
k
)−1
Ψ
(p)
k .
Set
F (n, p+ 1) := {(v,E) ∈ Sn−1 ×Grp+1(V ) : v ∈ E},
F⊥(n, p) := {(v,E) ∈ Sn−1 ×Grp(V ) : v ⊥ E}.
The diffeomorphisms F⊥(n, p) ∼= F (n, p + 1), (v,E) 7→ (v,Rv ⊕ E) and
F (n, p + 1) ∼= F (n, n − p), (v,E) 7→ (v,Rv ⊕ E⊥) are O(n)-equivariant. By
construction the measure S
(p)
k (K, ·) is concentrated on F⊥(n, p).
We now give an explicit expression of flag-type area measures on poly-
topes, which follows from [12]. Given a polytope P , denote by Fk(P ) the set
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of all k-dimensional faces of P . For a face F , let N(P,F ) denote the normal
cone of P at F and let n(P,F ) := N(P,F ) ∩ Sn−1. Let F also denote the
linear space parallel to the face F of the same dimension. The cosine of the
angle between two subspaces E and F is denoted by | cos(E,F )|, see Section
4 for its definition.
Proposition 1.1 (Theorem 3.8 in [12]). Let P be a polytope, 0 ≤ p ≤ n−1,
0 ≤ k ≤ n− p− 1 and β ∈ B(F⊥(n, p)). Then
S
(p)
k (P, β) =
(
n− p− 1
k
)−1ωn−p
ωn
×
×
∑
F∈Fk(P )
volk(F )
∫
n(P,F )
∫
Grp+1(v)
1(v,E∩v⊥)∈β cos
2(E⊥, F )dE dv.
Here Grp+1(v) denotes the Grassmannian of all (p+1)-planes containing v,
endowed with an invariant probability measure dE.
These flag area measures appear naturally in several contexts: extension
of valuations [12]; integral formulas for projection functions of convex bodies
[11]; integral formulas for mixed volumes of convex bodies [13].
1.2. Results of the present paper. We start with a general definition.
Definition 1.2. Let 0 ≤ p ≤ n − 1. A flag area measure on V is a
translation-invariant valuation Φ with values in the space of signed measures
on the flag manifold F (n, p+1). The space of continuous flag area measures
is denoted by FlagArea(p) and its k-homogeneous elements by FlagArea
(p)
k .
For a group G acting linearly on V , Φ is called covariant if Φ(gK) = g∗Φ(K)
for all g ∈ G. The subspace of G-covariant continuous flag area measures is
denoted by FlagArea(p),G.
Without further assumptions, like for example a version of the local de-
finedness from [20, Satz 2] or [21, Theorem 6.1], this definition is probably
too general to be useful. In Section 2 we introduce a notion of smoothness
of flag area measures, which is stronger than continuity. The main purpose
of this article is to classify SO(n)-covariant smooth flag area measures.
To describe our results more precisely, we need the notion of Jordan
angles between subspaces. Let W be a euclidean vector space and 0 ≤
k, p ≤ dimW . The orthogonal group O(W ) acts diagonally on the product
Grp(W )×Grk(W ). The orbits under this action are characterized in terms
of Jordan angles θ1, . . . , θm, where m = min{k,dimW − k, p,dimW − p}.
Given E ∈ Grp(W ) and F ∈ Grk(W ), we denote by
σi(E,F ) := σi(cos
2 θ1, . . . , cos
2 θm)
the i-th elementary symmetric polynomial. For instance, σm(E,F ) is the
square of the usual cosine between E and F .
In the special case when dimW = 2a is even and E,F are oriented sub-
spaces with dimE = dimF = a, there is an additional SO(W )-invariant,
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σ˜a(E,F ). We refer to Section 4 for the definition and properties of Jordan
angles and of σ˜a.
As our first main result, we construct a 3-parameter family of flag area
measures S
(p),i
k , which contains the 2-parameter family S
(p)
k as a subfamily.
Theorem 1 (Construction of flag area measures). For every 0 ≤ p, k ≤
n − 1, 0 ≤ i ≤ m := min{k, n − k − 1, p, n − p − 1}, there exists a unique
continuous translation-invariant flag area measure such that for a polytope
P ⊂ V and β ∈ B(F (n, p + 1)),
S
(p),i
k (P, β) = cn,k,p,i
∑
F∈Fk(P )
volk(F )
∫
n(P,F )
∫
Grp+1(v)
1(v,E)∈βσi(E
⊥, F )dE dv,
(4)
where
cn,k,p,i :=
(
n− 1
k
)−1(m
i
)−1(|k − (n− 1− p)|+m
i
)−1(n− 1
i
)
.
The Jordan angles are computed with respect to the (n−1)-dimensional space
W := v⊥.
For an odd n, there exists an additional unique continuous translation-
invariant flag area measure S˜
(n−1
2
)
n−1
2
such that for a polytope P ⊂ V and
β ∈ B(F (n, n+12 )),
(5)
S˜
(n−1
2
)
n−1
2
(P, β) =
∑
F∈Fn−1
2
(P )
voln−1
2
(F )
∫
n(P,F )
∫
Grn+1
2
(v)
1(v,E)∈β σ˜n−1
2
(E⊥, F )dE dv.
The flag area measures from Theorem 1 can also be computed explicitly
for a smooth compact convex bodyK. Let x ∈ ∂K be a boundary point and
let E ∈ Grp+1(V ) be a plane containing the normal vector ν(x) to K at the
point x. There are three linear maps on the tangent space Tx∂K: the shape
operator Sx and the orthogonal projections ΠE and ΠE⊥ onto E ∩ Tx∂K
and E⊥, respectively. We orient the spaces E ∩ Tx∂K and E⊥ in such a
way that Rν(x)⊕ (E ∩ Tx∂K)⊕ E⊥ ∼= V as oriented vector spaces. Let D
denote the mixed discriminant. We derive the following formulas.
Theorem 2. Let k, p, i, β be as in Theorem 1. Then for a smooth compact
convex body K,
S
(p),i
k (K,β) = cn,k,p,i
(
n− 1
k
) min{k,p}−i∑
a=min{k,p}−m
(
min{k, p} − a
i
)(
k
a
)
×
×
∫
∂K
∫
Grp+1(ν(x))
1(ν(x),E)∈βD(Sx[n− k − 1],ΠE [a],ΠE⊥ [k − a])dEdHn−1(x).
(6)
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If n is odd and p = k = n−12 ,
S˜
(n−12 )
n−1
2
(K,β) =
(−1)n−12
∫
∂K
∫
Grp+1(ν(x))
1(ν(x),E)∈β det(ΠE⊥ ◦ Sx : E ∩ Tx∂K → E⊥)dEdHn−1(x).
Remark. i) We will see that in the case k ≤ p, (6) simplifies to
S
(p),i
k (K,β) = cn,k,p,i
(
n− 1
k
)(
k
i
)
×
×
∫
∂K
∫
Grp+1(ν(x))
1(ν(x),E)∈βD(Sx[n− k − 1], Id[k − i],ΠE⊥ [i])dEdHn−1(x).
ii) In Section 5 we will prove an integral formula which generalizes (6) to
arbitrary convex bodies. It involves generalized principal curvatures
and the generalized shape operator.
The next theorem summarizes the main properties of flag area measures.
Properties (i)-(v) are easy to prove. The proof of (vi) requires some deep
results by James about the distribution of Jordan angles and by Aomoto
about Selberg-type integrals.
Theorem 3 (Properties of flag area measures). The flag area measures
S
(p),i
k and S˜
(n−1
2
)
n−1
2
satisfy:
(i) For k ≤ n− p− 1, we have m = min{k, p} and S(p),mk = ωnωn−pS
(p)
k .
(ii) For a fixed β, S
(p),i
k (·, β) and S˜
(n−1
2
)
n−1
2
(·, β) are translation-invariant
valuations homogeneous of degree k and n−12 respectively.
(iii) For all g ∈ O(n), S(p),ik (gK, gβ) = S(p),ik (K,β).
(iv) For every K ∈ K(V ), the measures S(p),ik (K, ·) are positive.
(v) For all g ∈ O(n), S˜(
n−1
2
)
n−1
2
(gK, gβ) = det g · S˜(
n−1
2
)
n−1
2
(K,β).
(vi) Let π : F (n, p + 1) → Sn−1 be the projection onto the first factor.
For each β ∈ B(Sn−1), we have
S
(p),i
k (K,π
−1(β)) = Sk(K,β) and S˜
(n−1
2
)
n−1
2
(K,π−1(β)) = 0.
To prove Theorem 1 we construct a sequence of SO(n)-invariant differ-
ential forms on the product V × F (n, p + 1). The flag area measures are
obtained by integration over the pull-back of the normal cycle ofK under the
projection map V ×F (n, p+1)→ V ×Sn−1, (x, v,E) 7→ (x, v). The flag area
measures obtained in this way will be called smooth and the corresponding
space will be denoted by FlagArea(p),sm (cf. Definition 2.2).
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Theorem 4. Let 0 ≤ p, k ≤ n − 1. For (p, k) 6= (n−12 , n−12 ) a basis of
FlagArea
(p),sm,SO(n)
k is given by:
S
(p),i
k with 0 ≤ i ≤ m = min{k, n− k − 1, p, n− p− 1}.
For n odd and (p, k) =
(
n−1
2 ,
n−1
2
)
, a basis of FlagArea
(n−12 ),sm,SO(n)
n−1
2
is given
by
S
(n−12 ),i
n−1
2
with 0 ≤ i ≤ n− 1
2
, and S˜
(n−12 )
n−1
2
.
Our construction of flag area measures can be generalized in several ways.
First, one could use other - partial or complete - flag manifolds instead
of F (n, p + 1). Second, the SO(n)-invariance may be relaxed or dropped.
This will lead to a very general class of smooth flag area measures that are
translation-invariant, but not necessarily SO(n)-invariant. We think that
these general flag area measures deserve further study.
Plan of the paper. In Section 2, we introduce the notion of smooth flag
area measures. These are given by forms on V × F (n, p + 1). We describe
the forms on this space that induce the trivial flag area measure.
In Section 3, we determine the dimension of the space of SO(n)-covariant
smooth flag area measures that are homogeneous of degree k, 0 ≤ k ≤ n−1.
In Section 4, we recall the notion of Jordan angles between two subspaces
of a euclidean vector space and compute the average value of elementary
symmetric functions over the squared cosines of the Jordan angles between
two subspaces.
The main results of this paper are proved in Section 5. We give an explicit
construction of the differential forms inducing linearly independent flag area
measures. We then write the value of our flag area measures on a compact
convex body in terms of generalized principal curvatures and the generalized
shape operator. Theorems 1 and 2 are easy consequences of this general
formula.
2. Smooth flag area measures
In the following, given a smooth manifold M , we denote the space of
differential forms on M by Ω∗(M), the tangent (resp. cotangent) bundle by
TM (resp. T ∗M) and for p ∈M , the tangent (resp. cotangent) space of M
at p, by TpM (resp. T
∗
pM).
Let us recall the definition of the fiber integration, also called the push-
forward of differential forms. We follow the sign convention in [1]. For
another sign convention see e.g. [3].
Definition 2.1. Let M and B be oriented manifolds. Let Π : M → B be a
fiber bundle with a compact fiber of dimension r oriented by the local product
orientation. Let d ≥ 0. The fiber integration of a form η ∈ Ωd+r(M) of
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degree d+ r is the form Π∗η ∈ Ωd(B) of degree d defined by
(7) Π∗η|y(w1, . . . , wd) :=
∫
Π−1(y)
ηw1,...,wd , y ∈ B,
where ηw1,...,wd ∈ Ωr(M) is defined as follows: for x ∈M with Π(x) = y and
for Wj ∈ TxM with dΠ(Wj) = wj ,
(ηw1,...,wd)|x := η|x(W1, . . . ,Wd,−).
Wj are called lifts of wj . The lifts Wj are not unique. However, the right-
hand side of (7) is independent of their choices.
An equivalent definition is as follows. Let Π∗β denote the pullback of a
form β under the map Π. It has the same degree as β. The fiber integration,
Π∗η, is uniquely defined by the equation∫
B
Π∗η ∧ β := (−1)r(dimB−d)
∫
M
η ∧Π∗β ,
to be satisfied for every compactly supported differential form β ∈ Ω∗(B).
The following projection formula can be easily derived from the definition
of the push-forward (cf. [3, eq.(1.16)]): for every η ∈ Ω∗(M) and β ∈ Ω∗(B),
(8) Π∗(Π
∗β ∧ η) = β ∧Π∗η.
Let us return to our setting of an n-dimensional euclidean vector space
V . Recall our notation for the sphere bundle over V , SV = V ×Sn−1. And
let π : SV → V be the projection map. Then
α|(x,v)(w) := 〈v, dπ(x,v)w〉, (x, v) ∈ SV, w ∈ T(x,v)SV,
defines a contact form on SV .
To every compact convex subset K ⊂ V one can associate its normal
cycle nc(K), which is an (n− 1)-dimensional Legendrian cycle in SV . Con-
sequently we can integrate any form ω ∈ Ωn−1(SV ) over nc(K). We obtain
(9)
∫
nc(K)
α ∧ τ = 0 and
∫
nc(K)
dτ = 0 for every τ ∈ Ωn−2(SV ).
These two equations further imply that
∫
nc(K) dα∧η = 0 for η ∈ Ωn−3(SV ).
We refer to [30] for the construction of the normal cycle of a convex body
and its main properties.
Let 0 ≤ p ≤ n − 1. Consider the partial flag manifold F (n, p + 1) =
{(v,E) : v ∈ Sn−1, E ∈ Grp+1(V ), v ∈ E}. Denote by Π the projection map
Π : V × F (n, p + 1)→ V × Sn−1, (x, v,E) 7→ (x, v).
Set r := p(n−p−1) to be the dimension of the fiber of Π and set s := n−1+r.
Definition 2.2. A flag area measure Φ ∈ FlagArea(p) is called smooth if
there exists a translation-invariant form τ ∈ Ωs(V ×F (n, p+1))tr such that
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for any f ∈ C∞(F (n, p+ 1)) and for any K ∈ K(V ),∫
F (n,p+1)
f dΦ(K, ·) =
∫
nc(K)
Π∗(fτ).
The space of smooth flag area measures is denoted by FlagArea(p),sm.
Note that since smooth functions are dense in the space of continuous
functions, a flag area measure Φ is determined by the integrals
∫
F (n,p+1) f dΦ(K, ·)
with smooth functions f .
To each translation-invariant s-form τ on V × F (n, p+ 1) we associate a
smooth flag area measure Φ as described in Definition 2.2. We now deter-
mine the kernel of the map Ωs(V ×F (n, p+1))tr → FlagArea(p),sm : τ 7→ Φ.
The space Ωs(V × F (n, p + 1))tr admits a filtration as follows. For
(x, v,E) ∈ V × F (n, p + 1), 0 ≤ j ≤ s, we define
F
s,j
x,v,E := {φ ∈ ∧sT ∗(x,v,E)(V × F (n, p + 1)) :
∀f1, . . . , fj ∈ T(x,v,E)Π−1(Π(x, v,E)), φ(f1, . . . , fj,−) = 0},
and
Fs,j := {ω ∈ Ωs(V × F (n, p+ 1))tr :
∀(x, v,E) ∈ V × F (n, p+ 1), ω|(x,v,E) ∈ Fs,jx,v,E}.
Then
Ωs(V × F (n, p+ 1))tr = Fs,r+1 ⊃ Fs,r ⊃ . . . ⊃ Fs,0 = {0}.
In the proof of the following theorem we will work with smooth convex
bodies. Let us recall some general and well-known facts concerning these
bodies. For a smooth compact convex body K with strictly positive cur-
vature, the normal cycle of K is the graph of (id, ν) : ∂K → SV , where
ν : ∂K → Sn−1 is the Gauss map.
Fix x0 ∈ ∂K. Set U := Tx0∂K and W := U ⊕ U . The shape oper-
ator, also called the Weingarten map, dνx0 : U = Tx0∂K → Tν(x0)Sn−1 ∼=
Tx0∂K = U is self-adjoint (see e.g. [27]). Hence there is an orthonormal basis
u1, . . . , un−1 of U (the principal curvature directions) and λ1, . . . , λn−1 > 0
(the principal curvatures) such that T(x0,ν(x0)) nc(K) is spanned by the vec-
tors wi := (ui, λiui) ∈W .
Conversely, let (x0, v0) ∈ SV be given. Set U := v⊥0 and W := U ⊕ U
endowed with the symplectic form θ((u1, u2), (u˜1, u˜2)) = 〈u1, u˜2〉 − 〈u˜1, u2〉,
ui, u˜i ∈ U . Let u1, . . . , un−1 be an orthogonal basis of U and λ1, . . . , λn−1 >
0. The subspace L of W spanned by (ui, λiui), i = 1, . . . , n − 1, is a La-
grangian space. Lagrangian spaces of this type will be called strictly posi-
tive. Under these conditions, there exists a smooth compact convex body
K with strictly positive curvature such that x0 ∈ ∂K, ν(x0) = v0 and
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T(x0,ν(x0)) nc(K) = L. For instance,
K :=
{
(x1, . . . , xn) : −1 ≤ xn ≤ −1
2
n−1∑
i=1
λix
2
i
}
with respect to the coordinate system given by (x0;u1, . . . , un−1, v0) has this
property.
Theorem 2.3. A form τ ∈ Ωs(V × F (n, p + 1))tr induces the trivial flag
area measure if and only if
τ ∈ 〈Π∗α,Π∗dα,Fs,r〉.
Proof. Let us first show that the displayed space is a subset of the kernel.
Let τ = Π∗α ∧ ρ for some form ρ. Using (8), we obtain
Π∗(fτ) = Π∗(Π
∗α ∧ fρ) = α ∧Π∗(fρ).
Hence the integral of this form over the normal cycle vanishes by (9). The
same argument shows that the forms Π∗dα ∧ ρ belong to the kernel. If
τ ∈ Fs,r, then Π∗(fτ) = 0 by the definition of the push-forward.
Let us prove the other inclusion. Suppose that τ induces the trivial flag
area measure. Fix (x0, v0, E0) ∈ V ×F (n, p+1) and set U := v⊥0 , which is an
(n − 1)-dimensional euclidean subspace of V . Take a sequence of functions
hj ∈ C∞(F (n, p+ 1)) with hj(v0, E0) = 1, hj ≥ 0, whose supports shrink to
{(v0, E0)}. Then for all K, we have
(10)
∫
nc(K)
Π∗(hjτ) = 0.
Let us fix a strictly positive Lagrangian subspace L of W := U ⊕U spanned
by wi := (ui, λiui) as above. As noted above, there exists a smooth convex
body K with strictly positive curvature having x0 ∈ ∂K, ν(x0) = v0 and
T(x0,v0) nc(K) = L. Let
A := dΠ|(x0,v0,E0) : T(x0,v0,E0)(V × F (n, p + 1))→ T(x0,v0)(V × Sn−1).
Let W1, . . . ,Wn−1 be lifts of w1, . . . , wn−1, i.e. Wi ∈ T(x0,v0,E0)(V ×F (n, p+
1)) and A(Wi) = wi, i = 1, . . . , n − 1. Then (10), the definition of the
push-forward and a continuity argument imply that
(11) τ |(x0,v0,E0)(W1, . . . ,Wn−1, f1, . . . , fr) = 0, ∀f1, . . . , fr ∈ kerA.
We may decompose
τ |(x0,v0,E0) ≡ A∗φ ∧ κ mod Fs,rx0,v0,E0 ,
where 0 6= κ ∈ ∧r(kerA)∗ and φ ∈ ∧n−1T ∗(x0,v0)(V × Sn−1). For instance,
we may use a local trivialization of Π, decompose τ |(x0,v0,E0) according to
bidegrees and pick the highest degree part. Then (11) implies that
φ(w1, . . . , wn−1) = 0,
i.e. φ vanishes on all strictly positive Lagrangian subsets of W .
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Now we apply a technical Lemma 2.4 below to the symplectic vector
space (W = U ⊕ U, θ := −dα(x0,v0)|W ). Note that T(x0,v0)(V × Sn−1) =
Rv0⊕ v⊥0 ⊕ v⊥0 = Rv0⊕W and that the projection onto Rv0 equals α|(x0,v0).
Hence φ ∈ 〈α|(x0,v0), dα|(x0,v0)〉. It follows that
τ |(x0,v0,E0) ∈ 〈A∗α|(x0,v0,E0), A∗dα|(x0,v0,E0),Fs,rx0,v0,E0〉.
Since x0, v0, E0 were arbitrary, this implies that τ ∈ 〈Π∗α,Π∗dα,Fs,r〉, fin-
ishing the proof. 
We complete the proof by an algebraic lemma which is adapted from [4,
Lemma 1.4]. Let U be a euclidean vector space of dimensionm and letW :=
U ⊕U be endowed with its natural symplectic form θ, θ((u1, u2), (u˜1, u˜2)) =
〈u1, u˜2〉 − 〈u˜1, u2〉, ui, u˜i ∈ U .
A subspace of the form L := span{w1, . . . , wk} ⊂W with wi := (ui, λiui),
i = 1, . . . , k, where u1, . . . , uk are non-zero and pairwise orthogonal in U and
λi > 0 is called a strictly positive isotropic subspace.
Lemma 2.4. Let 0 ≤ k ≤ 2m and suppose that ω ∈ ΛkW ∗ vanishes on all
strictly positive isotropic subspaces of dimension k. Then ω is a multiple of
the symplectic form θ.
Proof. We use induction on the dimension m of U . The base case m = 1 is
trivial.
Suppose k > m. Then basic symplectic algebra implies that every form
ω ∈ ΛkW ∗ is a multiple of θ and there is nothing to prove.
Assume k ≤ m. Let u1, . . . , um be an orthonormal basis of U . Define a
basis of W by ei := (ui, 0), fi := (0, ui). Let e
∗
1, . . . , e
∗
m, f
∗
1 , . . . , f
∗
m ∈ W ∗ be
the dual basis. Then the natural symplectic form on W is θ =
∑m
i=1 e
∗
i ∧ f∗i .
Let U0 be the euclidean subspace spanned by u1, . . . , um−1 andW0 := U0⊕U0
with its natural symplectic form θ0. Then θ = θ0+ e
∗
m ∧ f∗m. We decompose
ω = ω0 + ω1 ∧ e∗m + ω2 ∧ f∗m + ω3 ∧ e∗m ∧ f∗m,
with ω0 ∈ ΛkW ∗0 , ω1, ω2 ∈ Λk−1W ∗0 , ω3 ∈ Λk−2W ∗0 . Let λ1, . . . , λk−1, λm > 0
and let v1, . . . , vk−1 ∈ U0\{0} be pairwise orthogonal. Then v1, . . . , vk−1, um
are pairwise orthogonal in U and the vectors wi := (vi, λivi), i = 1, . . . , k−1
and wm := (um, λmum) span a strictly positive isotropic space. By assump-
tion,
0 = ω(w1, . . . , wk−1, wm) = ω1(w1, . . . , wk−1) + λmω2(w1, . . . , wk−1).
With λm > 0 being arbitrary, it follows that
ω1(w1, . . . , wk−1) = 0, ω2(w1, . . . , wk−1) = 0.
By the induction hypothesis, ω1, ω2 are multiples of θ0. Since θ0 ∧ e∗m =
θ∧ e∗m, θ0∧ f∗m = θ∧ f∗m, we obtain that ω1∧ e∗m+ω2∧ f∗m is a multiple of θ.
Let v1, . . . , vk ∈ U0 \ {0} be pairwise orthogonal unit vectors and wi :=
(vi, λivi) with λi > 0. Then 0 = ω0(w1, . . . , wk) and the induction hypothesis
implies that ω0 = ω00 ∧ θ0 with ω00 ∈ Λk−2W ∗0 . Let λ > 0 and w˜k−1 :=
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(vk−1 + um, λ(vk−1 + um)) ∈ W, w˜k := (vk−1 − um, vk−1 − um) ∈ W . Then,
since ω1 ∧ e∗m + ω2 ∧ f∗m is a multiple of θ,
0 = (ω0 + ω3 ∧ e∗m ∧ f∗m)(w1, . . . , wk−2, w˜k−1, w˜k)
= (λ− 1)(ω3 − ω00)(w1, . . . , wk−2).
By the induction hypothesis ω3 − ω00 = θ0 ∧ φ0 with φ0 ∈ Λk−4W ∗0 . Hence
ω0 + ω3 ∧ e∗m ∧ f∗m = ω00 ∧ θ0 + (ω00 + θ0 ∧ φ0) ∧ e∗m ∧ f∗m
= (ω00 + φ0 ∧ e∗m ∧ f∗m) ∧ θ.
This shows that ω0 + ω3 ∧ e∗m ∧ f∗m is divisible by θ. 
3. Dimension computation
In this section we determine the dimension of the space of smooth, k-
homogeneous, translation- and SO(n)-covariant valuations with values in
the space of signed measures on the partial flag manifold F (n, p+1), denoted
by FlagArea
(p),sm,SO(n)
k .
Theorem 3.1. Let 0 ≤ p, k ≤ n− 1. Then
dimFlagArea
(p),sm,SO(n)
k = min{k, n − k − 1, p, n − p− 1}+ 1+
+
{
1 if p = k = n−12 ,
0 otherwise.
Proof. If p = 0 or p = n− 1, then F (n, p+1) ∼= Sn−1 and the result follows
from Schneider’s characterization of area measures [21]. For the rest of the
proof, we assume that 1 ≤ p ≤ n− 2.
Since F (n, p+1) ∼= F (n, q+1) with q := n−p−1, there is an isomorphism
FlagArea
(p),sm,SO(n)
k
∼= FlagArea(q),sm,SO(n)k .
We may thus assume that 1 ≤ p ≤ q.
According to Definition 2.2, a smooth flag area measure is obtained by
integration over the normal cycle of the push-forward of a form τ on V ×
F (n, p + 1). Since all our forms will be obtained as a push-forward of ap-
propriate forms on SO(n) = V ⋊ SO(n), let us describe the different spaces
on which we construct the forms and the maps between them.
Let G := SO(n), G := SO(n), and H := S(O(p) × O(q)). Then F (n, p +
1) ∼= G/H and V ×F (n, p+1) ∼= G/H. Fix an orthonormal basis e1, . . . , en
of V . For an element g ∈ G, we let gi = gei, 1 ≤ i ≤ n, denote the column
vectors of g. Let
Π˜ : V ⋊ SO(n)→ V × F (n, p+ 1)
be the projection map, taking (x, g) 7→ (x, g1, span{g1, . . . , gp+1}). The fiber
of this map is diffeomorph to H and has dimension r˜ := p(p−1)+q(q−1)2 .
Let
Π : V × F (n, p+ 1)→ V × Sn−1
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be the projection map, taking (x, v,E) 7→ (x, v). The fiber of this map is
diffeomorph to Grp(R
n−1) and has dimension r := p(n− 1− p) = pq.
Finally, let
Πˆ : V ⋊ SO(n)→ V × Sn−1
be the projection map, taking (x, g) 7→ (x, g1). The fiber of this map is
diffeomorph to SO(n − 1) and has dimension rˆ := (n−1)(n−2)2 . Thus we
obtain the following commutative diagram:
G = V ⋊ SO(n)
Π˜
//
Πˆ ))❘❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
V × F (n, p+ 1)
Π

V × Sn−1
A basis of the algebra of left-invariant forms on G is given by the 1-forms
σi, 1 ≤ i ≤ n and ωij = −ωji, 1 ≤ i < j ≤ n, see Subsection 5.1 for their
definition. These 1-forms span the dual space g∗. Denote by Xi, 1 ≤ i ≤
n,Xij, 1 ≤ i < j ≤ n the corresponding basis of the Lie algebra g.
Denote the linear span ofX1 by V0; the linear span ofXi with 2 ≤ i ≤ p+1
by Vσ and the linear span of Xi with p+2 ≤ i ≤ n by Wσ. The linear span
of X1j with 2 ≤ j ≤ p + 1 will be denoted by Vω; the linear span of X1j
with p+2 ≤ j ≤ n by Wω; the linear span of Xij with 2 ≤ i < j ≤ p+ 1 by
Up; the linear span of Xij with 2 ≤ i < p+ 2 ≤ j ≤ n by Upq and the linear
span of Xij with p + 2 ≤ i < j ≤ n by Uq. Note that ker dΠ˜ = Up ⊕ Uq,
ker dΠ = Upq and ker dΠˆ = Up ⊕ Uq ⊕ Upq. Schematically, the Lie algebra g
looks as follows:
g =


0
V0 0
Vσ Vω Up
Wσ Wω Upq Uq

 .
A smooth flag area measure is generated from a translation-invariant form
ω ∈ Ωn−1+r(G/H)tr. A k-homogeneous smooth flag area measure corre-
sponds to a form of bidegree (k, n − 1 + r − k), ω ∈ Ωk,n−1+r−k(G/H)tr,
where the bidegree is taken with respect to the product structure of G/H =
V ×G/H. For a G-covariant flag area measure we may assume by averaging
with respect to the Haar measure on the compact group G that the form ω
is G-invariant.
Thus let ω ∈ Ωk,n−1+r−k(G/H)G and set ω˜ := Π˜∗ω ∈ Ωk,n−1+r−k(G).
The form ω˜ is left G-invariant and right H-invariant. It vanishes on each
tangent vector to the fiber of Π˜, i.e. on Up ⊕ Uq. Conversely, every left
G-invariant and right H-invariant form on G, which vanishes on Up ⊕ Uq,
induces a G-invariant form on G/H.
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Since (Π˜∗ ◦ Π∗)α = Πˆ∗α = σ1, the quotient of the space of G-invariant
forms on G/H by multiples of Π∗α is identified with the space
(∧k(V ∗σ ⊕W ∗σ )⊗∧n−1+r−k(V ∗ω ⊕W ∗ω ⊕ U∗pq))H
=
r⊕
i=r−k
[∧k(V ∗σ ⊕W ∗σ )⊗∧n−1+r−k−i(V ∗ω ⊕W ∗ω)⊗∧iU∗pq]H .
If ω˜ belongs to the sum of terms with i < pq = r, then ω ∈ Fn−1+r,r and
hence ω˜ induces the trivial flag area measure by Theorem 2.3. Moreover,
∧pqU∗pq is the trivial one-dimensional representation of H. We obtain
Ωk,n−1+r−k(G/H)G/〈Π∗α,Fn−1+r,r〉 ∼=
[∧k(V ∗σ ⊕W ∗σ )⊗∧n−1−k(V ∗ω ⊕W ∗ω)]H .
We also have to quotient out the form Π∗dα. Note that (Π˜∗ ◦ Π∗)dα =
Πˆ∗dα = −∑ni=2 σi ∧ ω1i. This is a symplectic form on the 2(n − 1)-
dimensional vector space (Vσ ⊕ Wσ) ⊕ (Vω ⊕ Wω). By basic symplectic
linear algebra (cf. [15, Prop. 1.2.30]), multiplication by this form induces
an injective map
L :
[∧k−1(V ∗σ ⊕W ∗σ )⊗∧n−2−k(V ∗ω ⊕W ∗ω)]H︸ ︷︷ ︸
=:Bk,p,q
→
[∧k(V ∗σ ⊕W ∗σ )⊗∧n−1−k(V ∗ω ⊕W ∗ω)]H︸ ︷︷ ︸
=:Ak,p,q
.
Therefore we may view Bk,p,q as a subspace of Ak,p,q and obtain
Ωk,n−1+r−k(G/H)G/〈Π∗α,Π∗dα,Fn−1+r,r〉 ∼= Ak,p,q/Bk,p,q.
By Theorem 2.3, it follows that
dimFlagArea
(p),sm,SO(n)
k = dimΩ
k,n−1+r−k(G/H)G/〈Π∗α,Π∗dα,Fn−1+r,r〉
= ak,p,q − bk,p,q,
where
ak,p,q := dimAk,p,q
= dim
[∧k(V ∗σ ⊕W ∗σ )⊗∧n−k−1(V ∗ω ⊕W ∗ω)]H
=
∑
i,j
dim
[∧iV ∗σ ⊗∧k−iW ∗σ ⊗∧jV ∗ω ⊗∧n−k−1−jW ∗ω]H
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with max{0, k − q} ≤ i ≤ min{k, p},max{0, p − k} ≤ j ≤ min{n− k − 1, p}
and
bk,p,q := dimBk,p,q
= dim
[∧k−1(V ∗σ ⊕W ∗σ )⊗∧n−k−2(V ∗ω ⊕W ∗ω)]H
=
∑
i,j
dim
[∧iV ∗σ ⊗∧k−1−iW ∗σ ⊗∧jV ∗ω ⊗∧n−k−2−jW ∗ω]H
with max{0, k − 1 − q} ≤ i ≤ min{k − 1, p},max{0, p − k − 1} ≤ j ≤
min{n− k − 2, p}.
Let us first consider the action of the subgroupH ′ := SO(p)×SO(q) ⊂ H.
We have [∧iV ∗σ ⊗∧k−iW ∗σ ⊗∧jV ∗ω ⊗∧n−k−1−jW ∗ω]H′(12)
=
[∧iV ∗σ ⊗∧jV ∗ω ]SO(p) ⊗ [∧k−iW ∗σ ⊗∧n−k−1−jW ∗ω]SO(q) .
We decompose
(∧iV ∗σ ⊗∧jV ∗ω )SO(p) =
⊕
ǫ=0,1
(∧iV ∗σ ⊗∧jV ∗ω )SO(p),ǫ,
where (∧iV ∗σ ⊗∧jV ∗ω )SO(p),ǫ is the space of SO(p)-invariant elements such
that g ∈ O(p) acts by det(g)ǫ. An easy exercise in representation theory
(see [5, Lemma 5.1] and [9, Lemma 0.4.3]) is to show that
(∧iV ∗σ ⊗∧jV ∗ω )SO(p),+ = δji ,
(∧iV ∗σ ⊗∧jV ∗ω )SO(p),− = δpi+j .
More precisely, for i = j, the space (∧iV ∗ ⊗ ∧iV ∗)SO(p),+ is spanned by
the i-th power of the symplectic form on V and for i + j = p, (∧iV ∗ ⊗
∧p−iV ∗)SO(p),− is spanned by the determinant.
The space
[∧k−iW ∗σ ⊗∧n−k−1−jW ∗ω]SO(q) can be decomposed in an anal-
ogous way. An H ′-invariant element is invariant under the larger group H if
and only if the factors in the decomposition (12) have the same ǫ. Therefore
ak,p,q =
min{k,p}∑
i=max{0,k−q}
min{n−k−1,p}∑
j=max{0,p−k}
(δji δ
n−k−1−j
k−i + δ
p
i+j δ
q
k−i+n−k−1−j︸ ︷︷ ︸
=δpi+j
).
The first summand is non-zero only if i = j and k− i = n− k− 1− j, i.e.
if i = j and k = n − k − 1. In this case, both sums range from 0 to p. By
treating similarly the second summand, we have
ak,p,q = δ
n−k−1
k (p+ 1) + min{k, n − 1− k, p, q}+ 1.
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Similar arguments yield
bk,p,q =
min{k−1,p}∑
i=max{0,k−1−q}
min{n−k−2,p}∑
j=max{0,p−k−1}
δji δ
n−k−2−j
k−1−i
= δn−k−1k min
{
n− 1
2
, p+ 1
}
.
Overall we obtain that
dimFlagArea
(p),sm,SO(n)
k = ak,p,q − bk,p,q
= min{k, n − k − 1, p, q}+ 1 + δn−k−1k
[
(p + 1)−min
{
n− 1
2
, p + 1
}]
= min{k, n − k − 1, p, q}+ 1 +
{
1 p = k = n−12 ,
0 otherwise,
as claimed. 
4. Jordan angles
In this section we introduce the notion of angles between subspaces and
discuss their properties. Let W be a euclidean vector space of dimension
n′ and let E and F be subspaces of W of dimensions p and k, respectively.
We start by recalling the notion of the cosine between subspaces. Let us
denote by BE,F the orthogonal projection from E onto F . In case p ≤ k, let
S be a domain in E of volume 1. The absolute value of the cosine between
the subspaces E,F is defined as the p-dimensional volume of the orthogonal
projection of S onto F :
| cos(E,F )| := volp(BE,FS).
In case p > k, we define the cosine between E and F analogously, by con-
sidering the orthogonal projection from F onto E.
The cosine is invariant under the diagonal action of O(n′) on the product
of two Grassmannians, but it is not enough to separate the orbits. For that
we use a more general notion of Jordan angles between subspaces, sometimes
also called critical angles or principal angles, see for e.g. [10, 17]. To define
Jordan angles associated with a pair of subspaces (E,F ), we need to start
with appropriate bases in our subspaces. Those bases are given by the
following simple lemma.
Lemma 4.1 ([10, Lemma 1]). Let E and F be subspaces of an n′-dimensional
euclidean space W of dimensions p and k, respectively. Set m := min{k, n′−
k, p, n′−p}. Then there is an orthonormal basis e1, . . . , ep of E, an orthonor-
mal basis f1, . . . , fk of F and
π
2 ≥ θ1 ≥ . . . ≥ θm ≥ 0 such that
i) 〈ei, fj〉 = 0 for i 6= j.
ii) 〈ei, fi〉 = cos θi for 1 ≤ i ≤ m.
iii) 〈ei, fi〉 = 1 for m+ 1 ≤ i ≤ min{k, p}.
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The unique angles θ1, . . . , θm are called Jordan angles between the subspaces
E and F .
Two pairs (E,F ), (E′, F ′) ∈ Grp(W )×Grk(W ) belong to the same O(n′)-
orbit if and only if the Jordan angles between E and F and between E′ and
F ′ are the same.
In the following lemma we construct convenient bases for the subspaces
E,F,E⊥ and F⊥ simultaneously.
Lemma 4.2. With E,F, {ei}, {fj} as in the previous lemma, there are or-
thonormal bases h1, . . . , hn′−k of F
⊥ and g1, . . . , gn′−p of E
⊥ such that
i) 〈ei, hi〉 = 〈gi, fi〉 = sin θi, 〈gi, hi〉 = − cos θi for 1 ≤ i ≤ m.
ii) gi = hi,m+ 1 ≤ i ≤ min{n′ − k, n′ − p}.
iii) If p ≥ k, then hn′−p+i = ek+i, 1 ≤ i ≤ p− k.
iv) If k ≥ p, then gn′−k+i = fp+i, 1 ≤ i ≤ k − p.
v) All other scalar products are zero.
In particular, the Jordan angles between E and F⊥ are given by θ′j =
π
2 −
θm−j+1, j = 1, . . . ,m.
Proof. Let 0 ≤ l ≤ m be the largest index with θl 6= 0. Then a basis of
E ∪ F is given by
{ei : i = 1, . . . , l} ∪ {fi : i = 1, . . . , l} ∪ {ei = fi : i = l + 1, . . . ,min{k, p}}
together with
{ei : k + 1 ≤ i ≤ p} if p > k or {fi : p+ 1 ≤ i ≤ k} if p < k.
Hence dim(E ∪ F ) = max{k, p}+ l.
For 1 ≤ i ≤ l, let hi be the unit vector in the oriented 2-dimensional plane
spanned by the vectors ei, fi obtained from fi by a rotation by −π2 and let
gi be the unit vector obtained by rotating ei by
π
2 . Then 〈hi, ei〉 = 〈fi, gi〉 =
sin θi and 〈hi, gi〉 = − cos θi.
For p ≤ k, dim(E⊥ ∩F⊥) = dim(E ∪F )⊥ = n′−dim(E ∪F ) = n′− k− l.
Let hi, i = l+1, . . . , n
′−k be an orthonormal basis of E⊥∩F⊥. Vectors {hi}
form a basis of F⊥. To complete a basis of E⊥, set gi := −hi, i = l+1, . . . ,m,
gi := hi, i = m+ 1, . . . , n
′ − k and gn′−k+i := fp+i, i = 1, . . . , k − p.
Similarly, for p ≥ k, dim(E⊥∩F⊥) = n′−p− l. Let gi, i = l+1, . . . , n′−p
be an orthonormal basis of E⊥ ∩ F⊥. Vectors {gi} form a basis of E⊥.
To complete a basis of F⊥, set hi := −gi, i = l + 1, . . . ,m, hi := gi, i =
m+ 1, . . . , n′ − p and hn′−p+i := ek+i, i = 1, . . . , p − k. 
Definition 4.3. Let E ∈ Grp(W ), F ∈ Grk(W ) have Jordan angles θ1, . . . , θm,
where m = min{k, n′ − k, p, n′ − p}. We define σi(E,F ) to be the i-th ele-
mentary symmetric function in cos2 θ1, . . . , cos
2 θm, for 0 ≤ i ≤ m.
The following properties are obvious.
i) σi is O(n
′)-invariant, i.e. σi(gE, gF ) = σi(E,F ) for all g ∈ O(n′).
ii) σi(E,F ) = σi(F,E).
FLAG AREA MEASURES 19
iii) σm(E,F ) equals the squared cosine between E and F ; and σm(E
⊥, F )
equals the squared sine between E and F .
The next result gives the probability distribution of the Jordan angles
between a fixed plane and a random plane in W .
Theorem 4.4 ([16, Section 6]). LetW be an n′-dimensional euclidean vector
space. Let F ∈ Grk(W ) be fixed and let E ∈ Grp(W ) be chosen randomly
according to the SO(n′)-invariant probability measure. Denote the Jordan
angles between E and F by θi, 1 ≤ i ≤ m, and set xi := cos2(θi). Then the
probability density of the (x1, . . . , xm) is proportional to
m∏
j=1
x
|p−k|−1
2
j (1− xj)
|n′−p−k|−1
2
∏
1≤i<j≤m
(xj − xi).
In [16, Section 6], this formula is shown under the assumption k ≤ p ≤ n′2 ,
but using Lemma 4.2, the other cases can be checked as well.
We note that the integral of a symmetric function in x1, . . . , xm with
respect to this density over {0 ≤ x1 ≤ · · · ≤ xm ≤ 1} can be written as an
integral over [0, 1]m by dividing the integral by m! and replacing the factor∏
1≤i<j≤m(xj − xi) by
∏
1≤i<j≤m |xj − xi|. Such integrals were studied by
Selberg [24] and others, see the survey [8]. In this paper, we will need the
following integral of Selberg type.
Theorem 4.5 ([2, Theorem 2]). Let m ∈ N, λ > 0, λ′, λ′′ > −1 and let
f : Rm → R. Define
Jf =
∫
[0,1]m
f(x1, . . . , xm)
m∏
j=1
xλ
′
j (1− xj)λ
′′
∏
1≤i<j≤m
|xi − xj |λdx1 . . . dxm.
If f(x1, . . . , xm) :=
∏m
j=1(xj − t) for t ∈ R, then
(13)
Jf
J1
=
m∑
r=0
(−t)m−r
(
m
r
) r∏
j=1
λ′ + 1 + 12(m− j)λ
λ′ + λ′′ + 2 + λ(m− j2 − 12 )
.
Corollary 4.6. LetW be an n′-dimensional euclidean vector space. Let F ∈
Grk(W ) be fixed and let E ∈ Grp(W ) be chosen randomly according to the
SO(n′)-invariant probability measure. Then the expectation of σi(E,F ), 0 ≤
i ≤ m is given by (
m
i
)(|p− k|+m
i
)(
n′
i
)−1
.
Proof. By Theorems 4.4 and 4.5, we have to compute
Jσi
J1
, where λ = 1,
λ′ = |p−k|−12 , λ
′′ = |n
′−p−k|−1
2 . Since
(14) f(x1, . . . , xm) =
m∏
j=1
(xj − t) =
m∑
r=0
(−t)m−rσr(x1, . . . , xm),
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Theorem 4.5 implies that
Jσi
J1
=
(
m
i
) i∏
j=1
λ′ + 1 + 12(m− j)λ
λ′ + λ′′ + 2 + λ(m− j2 − 12)
=
(
m
i
)(
2λ′ +m+ 1
i
)(
2λ′ + 2λ′′ + 2m+ 2
i
)−1
=
(
m
i
)(|p− k|+m
i
)(|p− k|+ |n′ − p− k|+ 2m
i
)−1
=
(
m
i
)(|p− k|+m
i
)(
n′
i
)−1
,
where the last line follows by
|p− k|+ |n′ − p− k|+ 2m
= max{p− k, k − p}+max{n′ − p− k, p+ k − n′}
+ 2min{k, n′ − k, p, n′ − p}
= max{n′ − 2k, 2p − n′, n′ − 2p, 2k − n′}+ 2min{k, n′ − k, p, n′ − p}
= 2(max{k, n′ − k, p, n′ − p}+min{k, n′ − k, p, n′ − p})− n′
= n′.

We end this section with a definition of the angle between two subspaces
both having dimension equal to the half of the dimension of the ambient
euclidean space.
Definition 4.7. Let W be an oriented euclidean vector space of dimension
n′ = 2a and let E,F ∈ Gra(W ). Fix some orientations of E and F , and
endow F⊥ with the orientation such that W ∼= F⊥ ⊕ F is orientation pre-
serving.
Let BE,F (resp. BE,F⊥) denote the orthogonal projection from E onto F
(resp. from E onto F⊥). We define
σ˜a(E,F ) = det(BE,F ) det(BE,F⊥),
where det(BE,F ) denotes the determinant of the map BE,F .
It is easy to see that σ˜a(E,F ) is independent of the choice of the orien-
tations of E and F , but changes its sign when we reverse the orientation of
W .
Moreover, it is easy to check that
|σ˜a(E,F )| = cos(E,F ) cos(E,F⊥)
and that σ˜a is invariant under the diagonal action of SO(2a). For g ∈ O(2a),
we have
σ˜a(gE, gF ) = det g σ˜a(E,F ).
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Moreover,
(15) σ˜a(E,F ) = (−1)aσ˜a(E⊥, F ),
and
(16) σ˜a(E,F ) = (−1)aσ˜a(F,E).
Both equations follow by using that the orientations of E⊕E⊥ and of E⊥⊕E
differ by a factor (−1)a, and the fact that |det(BE,F )| = |det(BE⊥,F⊥)|,
since the block matrix with blocks BE,F , BE⊥,F , BE,F⊥, and BE⊥,F⊥ is a
special orthogonal matrix.
5. Construction of invariant flag area measures
The aim of this section is to prove the main results of this paper: Theo-
rems 1, 2, 3 and 4. The idea is to follow closely the proof of the dimension
formula from Section 3 and to construct the invariant forms in an explicit
way.
5.1. Construction of forms. Let G = SO(n) = V ⋊ SO(n) be the eu-
clidean motion group and let π1 : G → V , π2 : G → SO(n) be the projec-
tions onto the first and second factor. The Maurer-Cartan form on G takes
values in the Lie algebra g¯ = V ⋊ so(n) (see e.g. [26]).
Let us fix an orthonormal basis e1, . . . , en of V . Let σi, ωij be the
components of the Maurer-Cartan form with respect to this basis. Then
ωij = −ωji. The forms ωij, 1 ≤ i < j ≤ n, together with σi, 1 ≤ i ≤ n form
a basis of the space of left-invariant 1-forms on G.
For g¯ ∈ G, let π2(g¯) =: g = (g1, . . . , gn) ∈ G = SO(n) be its rotational
part, where gi = gei, 1 ≤ i ≤ n, denotes the i-th column of g. We may
consider gi as a vector valued function on G. By definition (see [19]),
ωij|g¯(v) = 〈gi, dgj(v)〉,
σi|g¯(v) = 〈gi, dπ1(v)〉, v ∈ Tg¯G.
Let 1 ≤ k, p ≤ n − 1. Set q := n − 1 − p. The partial flag manifold
F (n, p+1) can be identified with the homogeneous space G/H, where H =
S(O(p)×O(q)), as described in Section 3.
Let Π, Π˜, Πˆ be the maps from Section 3. We denote the volume form on
the corresponding fiber by ρ, ρ˜ and ρˆ.
For max{0, k − q} ≤ a ≤ min{k, p}, we define τˆa ∈ Ωn−1(G) to be the
coefficient of αaβk−a in the expansion of
τˆα,β := (ασ2+ω2,1)∧. . .∧(ασp+1+ωp+1,1)∧(βσp+2+ωp+2,1)∧. . .∧(βσn+ωn,1).
If W2, . . . ,Wn are tangent vectors to G, then τˆα,β(W2, . . . ,Wn) equals the
determinant of the matrix whose entries are (ασi + ωi,1)(Wj) for 2 ≤ i ≤
p + 1, 2 ≤ j ≤ n and (βσi + ωi,1)(Wj) for p + 2 ≤ i ≤ n, 2 ≤ j ≤ n. In the
exceptional case 2p = 2k = n− 1, we define
(17) τˆex := σp+2 ∧ · · · ∧ σn ∧ ωp+2,1 ∧ · · · ∧ ωn,1 ∈ Ωn−1(G).
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We denote
(18) ωˆa := τˆa ∧ ρ ∈ Ωn−1+r(G), max{0, k − q} ≤ a ≤ min{k, p},
and, if n is odd,
(19) ωˆex := τˆex ∧ ρ ∈ Ωn−1+r(G).
It is obvious that ωˆa and ωˆex are invariant under H and that they vanish
on vectors which are tangent to the fiber of Π˜. Hence there are unique forms
ωa, ωex ∈ Ωn−1+r(V × F (n, p+ 1)) with Π˜∗ωa = ωˆa, Π˜∗ωex = ωˆex.
From the projection formula (8) and the fact that ρ˜ is the volume form
on the fiber of Π˜, it follows that for each β ∈ Ω∗(V × F (n, p+ 1))
Πˆ∗(Π˜
∗β ∧ ρ˜) = Π∗(Π˜∗(Π˜∗β ∧ ρ˜))
= Π∗(β ∧ Π˜∗ρ˜)
= vol(H)Π∗β,(20)
where we used that Π˜∗ρ˜ =
∫
H
ρ˜ = volH (see for instance [19, (12.11)]).
By (7), the push-forward of some form η ∈ Ωn−1+rˆ(G) at the point (x, v) ∈
V ×Sn−1, evaluated at vectors w1, . . . , wn−1 ∈ T(x,v)(V ×Sn−1), is given by
(21) Πˆ∗η|(x,v)(w1, . . . , wn−1) =
∫
Πˆ−1(x,v)
η|(x,g)(W1, . . . ,Wn−1,−),
where g ∈ G is such that Πˆ(x, g) = (x, v) and Wj ∈ T(x,g)G are lifts of wj.
Definition 5.1. Define the smooth flag area measure S
(p),i
k by the linear
combination
(22) ω := cn,k,p,i
min{k,p}∑
a=min{k,p}−m
(
min{k, p} − a
i
)
ωa;
and, if n is odd and p = k = n−12 , the smooth flag area measure S˜
(n−12 )
n−1
2
by
the form ωex.
5.2. An integral formula for flag area measures. We first recall some
notions from [30]. In the following, we use the convention
(23)
∞√
1 +∞2 = limκ→∞
κ√
1 + κ2
= 1.
Let K be a convex body in V , let x ∈ ∂K and let (x, v) ∈ nc(K). Then
there is a positive orthonormal basis ai = ai(K;x, v), i = 2, . . . , n of v
⊥ and
real numbers κi = κi(K;x, v) ∈ [0,∞], i = 2, . . . , n such that the vectors
wi :=
1√
1+κ2i
(ai, κiai) ∈ T(x,v) nc(K) form a positive orthonormal basis of
T(x,v) nc(K). The κi are called generalized curvatures, the ai are the gener-
alized curvature directions.
The space spanned by the generalized curvature directions with general-
ized curvature κ ∈ [0,∞] is unique. If all κi are finite, we can define a linear
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operator Sx,v : v
⊥ → v⊥ by Sx,vai = κiai. We call it the generalized shape
operator.
We will write formulas involving Sx,v even if some of the κi are infinite.
The corresponding term is then to be understood in the sense of a limit.
If K is smooth and v = ν(x) is the outer normal vector, then κ2, . . . , κn ∈
[0,∞) are the principal curvatures of the boundary and the ai are the prin-
cipal curvature directions and Sx,v : Tx∂K → Tx∂K is the usual shape
operator.
Theorem 5.2. Let k, p, i, β be as in Theorem 1. Then for a compact convex
body K,
S
(p),i
k (K,β) = cn,k,p,i
(
n− 1
k
) min{k,p}−i∑
a=min{k,p}−m
(
min{k, p} − a
i
)(
k
a
)
×
×
∫
nc(K)
∫
Grp+1(v)
1(v,E)∈β∏n
i=2
√
1 + κ2i
D(Sx,v[n− k − 1],ΠE [a],ΠE⊥ [k − a])dEdHn−1(x, v).
(24)
In the case k ≤ p, (24) simplifies to
S
(p),i
k (K,β) = cn,k,p,i
(
n− 1
k
)(
k
i
)
×
(25)
×
∫
nc(K)
∫
Grp+1(v)
1(v,E)∈β∏n
i=2
√
1 + κ2i
D(Sx,v[n− k − 1], Id[k − i],ΠE⊥ [i])dEdHn−1(x, v).
(26)
If n is odd and p = k = n−12 ,
S˜
(n−12 )
n−1
2
(K,β) =
(−1)n−12
∫
nc(K)
∫
Grp+1(v)
1(v,E)∈β∏n
i=2
√
1 + κ2i
det(ΠE⊥ ◦ Sx,v : E ∩ v⊥ → E⊥)dEdHn−1(x, v).
Proof. Let K be a convex body in V , let x ∈ ∂K and let (x, v) ∈ nc(K).
We denote by κi := κi(K;x, v), i = 2, . . . , n, the generalized principal
curvatures of K at (x, v) with associated generalized principal directions
ai := ai(K;x, v). We order them in such a way that v, a2, . . . , an is a posi-
tive orthonormal basis of V .
Let (x, g) ∈ G with Πˆ(x, g) = (x, v) and let g1, . . . , gn, as before, denote
the columns of g. Let E ∈ Grp+1(v) be the linear span of g1, . . . , gp+1.
Let wi :=
1√
1+κ2i
(ai, κiai) ∈ T(x,v) nc(K). Then w2, . . . , wn form a positive
orthonormal basis of T(x,v) nc(K).
By Wi ∈ T(x,g)G denote a lift of wi, 2 ≤ i ≤ n, i.e. dΠˆ|(x,g)(Wi) = wi.
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By definition,
(27) σj|(x,g)(Wi) = 〈gj , dπ1(Wi)〉 =
1√
1 + κ2i
〈gj , ai〉
and
(28) ωj,1|(x,g)(Wi) =
1√
1 + κ2i
〈gj , κiai〉.
Let f be a smooth function on F (n, p+ 1). We first compute
Π∗(fωa)|(x,v)(w2, . . . , wn).
By (20),
Π∗(fωa) =
1
volH
Πˆ∗(Π˜
∗f ∧ ωˆa ∧ ρ˜).
Recall that ρ, ρ˜, ρˆ denote the volume forms on the fibers of Π, Π˜, Πˆ. Using
(21) and (18), we have
Π∗(fωa)|(x,v)(w2, . . . , wn)
=
1
volH
Πˆ∗(Π˜
∗f ∧ ωˆa ∧ ρ˜)|(x,v)(w2, . . . , wn)
=
1
volH
∫
Πˆ−1(x,v)
Π˜∗f · (ωˆa ∧ ρ˜)|(x,g)(W2, . . . ,Wn,−)
=
1
volH
∫
Πˆ−1(x,v)
Π˜∗f · (τˆa ∧ ρ ∧ ρ˜)|(x,g)(W2, . . . ,Wn,−)
=
1
volH
∫
Πˆ−1(x,v)
Π˜∗f · (τˆa)|(x,g)(W2, . . . ,Wn) · ρˆ.
Since τˆa and ρˆ are invariant under the action of H, the expression we are
integrating is clearly invariant under the action of H on Πˆ−1(x, v). Since we
are integrating over the left invariant volume form on SO(n − 1), given as
a product of the volume form on H and on Grp+1(v) we can interpret the
integral as an integral over SO(n− 1)/H ∼= Grp+1(v). In doing so, we get a
factor vol(H) (see [25, Theorem 1.48]). Hence
Π∗(fωa)|(x,v)(w2, . . . , wn) =
∫
Grp+1(v)
f(v,E) · τˆa|(x,g)(W2, . . . ,Wn)dE.
(29)
By definition of τˆa, (27) and (28), τˆa|(x,g)(W2, . . . ,Wn) equals the coeffi-
cient of αaβk−a in the expansion of the determinant of the matrix (Mi,j)2≤i,j≤n
with
(30) Mi,j :=
1√
1 + κ2i
·
{
α〈gj , ai〉+ κi〈gj , ai〉, 2 ≤ j ≤ p+ 1
β〈gj , ai〉+ κi〈gj , ai〉, p+ 2 ≤ j ≤ n .
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We define (n− 1)× (n− 1)-matrices A,B,C by
Ai,j :=
{
〈gj , ai〉, 2 ≤ j ≤ p+ 1
0, p+ 2 ≤ j ≤ n,
Bi,j :=
{
0, 2 ≤ j ≤ p+ 1
〈gj , ai〉, p+ 2 ≤ j ≤ n,
Ci,j := κi〈gj , ai〉, 2 ≤ j ≤ n.
Then
Mi,j =
1√
1 + κ2i
(αA+ βB + C)i,j
Thus, the coefficient of αaβk−a of the determinant of M equals the mixed
discriminant(
n− 1
k
)(
k
a
)
1∏n
i=2
√
1 + κ2i
D(A[a], B[k − a], C[n− k − 1]).
Notice that A,B,C are the matrices of the orthogonal projection to E ∩
v⊥, the orthogonal projection to E⊥, and the generalized shape operator,
all computed with respect to the bases {a2, . . . , an}, {g2, . . . , gn}.
Equation (24) now follows from Definition 5.1.
Let us show that (24) simplifies to (26) in the case k ≤ p. Since Id =
ΠE +ΠE⊥ , we have(
k
i
)
D(Sx,v[n− k − 1], Id[k − i],ΠE⊥ [i])
=
k−i∑
a=0
(
k
i
)(
k − i
a
)
D(Sx,v[n− k − 1],ΠE [a],ΠE⊥ [k − a])
=
k−i∑
a=0
(
k − a
i
)(
k
a
)
D(Sx,v[n− k − 1],ΠE [a],ΠE⊥ [k − a])
=
k−i∑
a=k−m
(
k − a
i
)(
k
a
)
D(Sx,v[n− k − 1],ΠE [a],ΠE⊥ [k − a]),
where the last line follows from the fact that if 0 ≤ a < k − m, then
k − a > n− p− 1 and the mixed discriminant vanishes since ΠE⊥ has rank
n− p− 1.
In the exceptional case p = q = k = n−12 , the argument is similar, using
τˆex(W2, . . . ,Wn) =
(−1)n−12∏n
i=2
√
1 + κ2i
det(ΠE⊥ ◦ Sx,v : E ∩ v⊥ → E⊥).

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5.3. Proof of Theorems 1 and 2.
Proof of Theorem 2. The normal cycle of a smooth convex body K is the
image of the smooth map ∂K → SV, x 7→ (x, ν(x)), where ν : ∂K → Sn−1
is the Gauss map. To transform the integral over the normal cycle into
an integral over the boundary, we note that the Jacobian of this map is∏n
i=2
√
1 + κ2i . 
Proof of Theorem 1. First observe that for p = 0, S
(0),0
k = Sk (the usual
surface area measure), which satisfies the formula. Fix 1 ≤ p, k ≤ n− 1.
Let x ∈ intF , where F is a face of P of dimension ℓ. Let (x, v) ∈
nc(P ). Every vector tangent to F is a generalized curvature direction with
generalized curvature 0. Every vector in F⊥ ∩ v⊥ is a generalized curvature
direction with generalized curvature +∞. We may therefore choose ai :=
vi, i = 2, . . . , n, where v = v1, v2, . . . , vn is a positive orthonormal basis of V
with v2, . . . , vn−ℓ spanning F
⊥ ∩ v⊥ and vn−ℓ+1, . . . , vn spanning F . Then
κ2 = . . . = κn−ℓ = +∞ and κn−ℓ+1 = . . . = κn = 0.
Define the matrices A,B,C as in the proof of Theorem 5.2. Then,
1∏n
i=2
√
1 + κ2i
D(A[a], B[k−a], C[n−k−1]) = D(A˜[a], B˜[k−a], C˜[n−k−1]),
where A˜, B˜, C˜ are obtained from A,B,C by multiplying the i-th row by
1√
1+κ2i
.
The last ℓ rows of C˜ vanish, hence the mixed discriminant vanishes if
ℓ > k.
Similarly, the first n − ℓ − 1 rows in A˜ and B˜ vanish, hence the mixed
discriminant vanishes if ℓ < k.
Let us next consider the case ℓ = k. The matrix M from (30) is then
given by
Mi,j :=


〈gj , vi〉, 2 ≤ i ≤ n− k
α〈gj , vi〉, n− k + 1 ≤ i ≤ n, 2 ≤ j ≤ p+ 1
β〈gj , vi〉, n− k + 1 ≤ i ≤ n, p+ 2 ≤ j ≤ n .
It is easy to see that if we define a matrix M ′ in an analogous way, but using
other orthonormal bases of E ∩ v⊥, E⊥, F⊥ ∩ v⊥, F , then detM ′ = ǫ detM ,
where ǫ = ±1 depends on whether the orientations on (E ∩ v⊥) ⊕ E⊥ and
(F⊥ ∩ v⊥)⊕ F agree or not.
We use bases e1, . . . , ep; g1, . . . , gn−1−p; f1, . . . , fk;h1, . . . , hn−1−k as in Lemma
4.2. Rearranging the rows and columns, the matrix M ′ has a diagonal block
shape, with m blocks of the type
(
sin θ′i − cos θ′i
α cos θ′i β sin θ
′
i
)
, min{k, p}−m diago-
nal entries α; max{k, p}−p diagonal entries β, and all other diagonal entries
1.
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Hence
detM ′ = ±αmin{k,p}−mβmax{k,p}−p
m∏
i=1
(α cos2 θ′i + β sin
2 θ′i) .
Since detM ′ = ǫ in the case α = β = 1 (in this case M ′ is just the transfor-
mation matrix between the two bases), we actually have
detM ′ = ǫαmin{k,p}−mβmax{k,p}−p
m∏
i=1
(α cos2 θ′i + β sin
2 θ′i),
and hence
detM = ǫ detM ′ = σα,β(E,F ) := α
min{k,p}−mβmax{k,p}−p
m∏
i=1
(α cos2 θ′i+β sin
2 θ′i),
where θ′1, . . . , θ
′
m are the principal angles between E ∩ v⊥ and F .
Let σa be the coefficient of αaβk−a in σα,β. Note that σ
a = 0 if a <
min{k, p} −m or if k − a < max{k, p} − p. We have
min{k,p}∑
a=min{k,p}−m
αaβk−aσa = σα,β
= αmin{k,p}−mβmax{k,p}−p
m∏
i=1
(α cos2 θ′i + β sin
2 θ′i)
= αmin{k,p}−mβmax{k,p}−p
m∏
i=1
(α+ (β − α) sin2 θ′i).
Substituting α := 1, β := t+ 1 for some variable t, we obtain that
min{k,p}∑
a=min{k,p}−m
(t+ 1)k−aσa = (t+ 1)max{k,p}−p
m∏
i=1
(1 + t sin2 θ′i).
We divide both sides by (t+ 1)max{k,p}−p and obtain
min{k,p}∑
a=min{k,p}−m
(t+ 1)min{k,p}−aσa =
m∏
i=1
(1 + t sin2 θ′i) =
m∏
i=1
(1 + t cos2 θi),
with θ1, . . . , θm being the principal angles between E
⊥ and F .
Comparing the coefficient of ti on both sides yields
min{k,p}−i∑
a=min{k,p}−m
(
min{k, p} − a
i
)
σa = σi(cos
2 θ1, . . . , cos
2 θm) = σi(E
⊥, F ).
Taking into account (29) and (22) finishes the proof of (4).
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Let us finally study the case 2p = 2k = n − 1, adapting the argument
from above. Define the linear operator S˜x,v by
S˜x,vvi =
κi√
1 + κ2i
vi =
{
vi, 2 ≤ i ≤ n− k − 1
0, n− k ≤ i ≤ n.
Then, using (15) and (16),
1∏n
i=2
√
1 + κ2i
det(ΠE⊥ ◦ Sx,v : E ∩ v⊥ → E⊥) = det(ΠE⊥ ◦ S˜x,v : E ∩ v⊥ → E⊥)
= det
(〈
S˜x,vgi, gj
〉)
2≤i≤p+1
p+2≤j≤n
= det
(〈
S˜x,v
n∑
a=2
〈gi, va〉va,
n∑
b=2
〈gj , vb〉vb
〉)
2≤i≤p+1
p+2≤j≤n
= det
(
n−k−1∑
a=2
〈gi, va〉 · 〈gj , va〉
)
2≤i≤p+1
p+2≤j≤n
= detBF⊥∩v⊥,E∩v⊥ detBF⊥∩v⊥,E⊥
= σ˜n−1
2
(F⊥ ∩ v⊥, E ∩ v⊥)
= (−1)n−12 σ˜n−1
2
(E⊥, F ).

5.4. Proof of Theorem 3.
(i) To show Statement (i), it is enough to use the expression for S
(p)
k
given in Proposition 1.1 and recall that, as shown in Section 4, we
have cos(E⊥, F )2 = σmin{k,p}(E
⊥, F ).
(ii) Translation invariance and homogeneity follow from the correspond-
ing properties of the forms ωa.
(iii) Direct from the fact that the principal angles between a pair of sub-
spaces are invariant under O(n).
(iv) Since the elementary symmetric function of positive numbers is pos-
itive, the integrand is positive.
(v) By a change of variables, Statement (v) follows if, for every g ∈ O(n),
we have
σ˜n−1
2
((gE)⊥, gF ) = det g σ˜n−1
2
(E⊥, F ).
If g ∈ SO(n), then g maps positive orthonormal bases to such and
the above equation follows. To see what happens for g ∈ O(n) \
SO(n), it is enough to look at g = −Id (which has determinant −1
since n is odd). Under this reflection, the orientation of the space
W = v⊥ changes and hence the sign of σ˜n−1
2
(E⊥, F ) changes.
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(vi) Let P be a polytope in V and β ∈ B(Sn−1). Then, the right-hand
side in (4) equals
cn,k,p,i
∑
F∈Fk(P )
volk(F )
∫
n(P,F )
(∫
Grp+1(v)
σi(E
⊥, F )dE
)
1v∈βdv.
The term in brackets is a constant which can be computed with
Corollary 4.6.
Since E⊥ ranges over an (n−p−1)-plane in the (n−1)-dimensional
space W := v⊥, we have n′ = n − 1. Hence, with m := min{k, n −
k − 1, p, n − p− 1},
S
(p),i
k (P, π
−1(β)) = cn,k,p,i
(
m
i
)(|n− p− k − 1|+m
i
)(
n− 1
i
)−1
·
∑
F∈Fk(P )
volk(F )
∫
n(P,F )
1v∈βdv
= Sk(P, β).
By approximation, this formula holds for arbitrary convex bodies.
Finally, to prove that S˜
(n−1
2
)
n−1
2
(K,π−1(β)) = 0, we remark that
(K,β) 7→ Φ(K,β) := S˜(
n−1
2
)
n−1
2
(K,π−1(β)) satisfies the conditions (B1)-
(B5) of Schneider’s characterization result [20, Satz 2] and is there-
fore a linear combination of the euclidean area measures. In particu-
lar, Φ(gK, gβ) = Φ(K,β) for each g ∈ O(n). On the other hand, by
(iv) we also have Φ(gK, gβ) = det gΦ(K,β) for all g ∈ O(n). Both
equations can hold simultaneously only if Φ ≡ 0. 
5.5. Proof of Theorem 4. Since S
(p),i
k with 0 ≤ i ≤ m are elements of the
space FlagArea
(p),sm,SO(n)
k and this space is of dimensionm+1, it remains to
prove that these elements are linearly independent. Otherwise, there would
be some fixed k, p and constants ci such that
m∑
i=0
ciS
(p),i
k = 0.
Take a polytope of dimension k. Let F be its only k-face. Fix a unit
vector v orthogonal to F and a (p + 1)-dimensional space E containing v.
Taking (fj)j a sequence of smooth functions on F (n, p+1) with fj(v,E) = 1
and whose supports shrink to (v,E), we obtain that
0 =
m∑
i=0
ciσi(E
⊥, F ) =
m∑
i=0
ciσi(cos
2 θ1, . . . , cos
2 θm),
where θ1, . . . , θm are the Jordan angles between E
⊥ and F . Since we may
choose E arbitrarily, the numbers cos2 θ1, . . . , cos
2 θm are arbitrary numbers
30 JUDIT ABARDIA-EVE´QUOZ, ANDREAS BERNIG, AND SUSANNA DANN
in {0 ≤ x1 ≤ · · · ≤ xm ≤ 1}. With the σi being algebraically independent,
it follows that each coefficient vanishes.
This proves that the S
(p),i
k , 0 ≤ i ≤ m are linearly independent. Since
these flag area measures are O(n)-covariant, while S˜
(n−1
2
)
n−1
2
is not O(n)-covariant,
there can also be no linear relation involving S˜
(n−1
2
)
n−1
2
. 
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