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Software development involving prototyping has been widely written 
about since the early 1980s. This project has been carried out with the 
intention of investigating the various claims made about it. The first 
section of the research examines the background to software development 
and the emergence of alternative approaches to carrying it out. It considers 
the options open to developers and then examines the background and 
application of prototyping. It reviews the published work (including survey 
evidence) on the management and control of prototyping and the ways that 
this can be carried out effectively. The second part of the work evaluates 
the results of a series of studies that have been carried out. These comprise 
several developments for systems built for a metal finishing company and 
also the analysis of using function points measurement in the development 
of a system for a local authority, in each study prototyping was used as 
part or all of the development,. The final part of the work proposes a 
model for controlling the prototyping process. The second part is a 
quantitative investigation in to the effectiveness of prototyping as part of a 
RAD style development. The report concludes with overall 
recommendations and scope for further research. 
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Part 1. Prototyping and Rapid Software Development 
A Review of Progress, Problems and Management. 
The first part of the document considers the background 
to problems in software development and the emergence 
of possible ways of combating some of the problems 
that need to be addressed. 
The aims and objectives of the research are documented 
together with the research methods used (and the 
reasons for using them). 
The main part of the first section is a review of the 
published literature in the subject area. It includes a 
review of several surveys that have been carried out in 
order to try and ascertain whether there are any 
consistent threads that run through these that can 
provide useful information to developers considering 
the use of prototyping and rapid application 
development. 
The final section of the first part considers the issues of 
management and control of the prototyping process in 
more detail. These points are often cited in the 
literature as being areas of particular concern. Hence 
they are examined in some depth to try and evaluate 
those mechanisms that currently exist and how they can 
be used to attempt to help organise the management and 
control processes within prototyping and RAD. 
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Chapter 1. Introduction 
1.1 Project background 
Considerable evidence is available in published literature that prototyping is becoming 
an increasingly important part of systems development. This is despite the fact that 
there is also evidence that many systems are still being built in the same way that was 
common in the late 1960s. I. e. little real account being taken of users' actual 
requirements and with technical computing issues prevailing over system usability and 
convenience. Although various structured and formal methods have become more 
widespread there still seems to be an inability amongst software development 
professionals to deliver the correct product to the satisfaction of clients and users on 
time. 
Software can be built using a wide variety of development methods. These range from 
highly prescriptive and monolithic "cookbook" approaches to "softer" techniques with 
less formal structure associated with them. However as business organisations seek to 
find a competitive edge, there is a need to build more complex systems in shorter time 
scales and at less cost. Crinnion (1992a) states that: 
"It is now generally accepted that in order to be successful, a modern 
business must be highly flexible, and able to adjust its procedures to 
respond quickly to a volatile environment. " 
He suggests that traditional development methods that are based on a sequential life- 
cycle cannot cope with this type of environment. 
This view is also shared by Ince (1991) who observes that: 
".... the realisation that the software project is not the clean, phase- 
oriented process that text books have been describing for a number of 
years. Software projects tend to be extremely messy. The reason for this 
is change. " 
Prototyping has existed as a form of software development since the early 1980s. It 
has been extensively documented in both commercial and academic journals since that 
time, but there still appears to be some reluctance amongst commercial developers to 
embrace it enthusiastically as a practical software development method. 
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This research project is concerned with examining approaches using prototyping that 
can be taken by software developers in an attempt to deliver quality software on time 
and within budget, features that still create many problems within the software 
industry! An example is the recent failure of a $165m car rental and hotel reservation 
system (Bicknell 1995), the causes of problems included an incomplete statement of 
requirements, lack of user involvement and constantly changing requirements and 
specifications. Typically these are all factors that prototyping in its various forms 
attempts to address. 
Given that the outcome above is not atypical of software development, the work 
within this research project attempts to show how prototyping can be successfully 
used in software development. It illustrates through a review of the literature, survey 
evidence, action research and experimentation what prototyping can and cannot 
achieve. 
This project was in some ways inspired by the work carried out and first published by 
Mayhew in 1987. In the concluding remarks of that work it is noted that further 
research requires to be carried out in information systems prototyping, particularly in 
the following areas: 
" Planning for prototyping 
" Organisation of prototyping 
" Control of prototyping 
" Tools for prototyping 
In 1992 the lEE held a one day seminar on Software Prototyping and Evolutionary 
development. In the keynote address (Ince 1992) it was noted that the main problems 
existing in prototyping were those to do with management and quality. Included in 
this were the difficulties of monitoring and controlling the process and trying to 
ensure that systems unlikely to be feasible were not produced. 
It is interesting to note that in the five years that elapsed between the two dates it 
seems that many of the problems remained the same. Hence it is these issues that form 
the central theme of the study. 
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Although prototyping has now existed for around fifteen years in a recognisable form 
it still is perhaps considered to be a subject on the periphery of mainstream 
computing. However there is some evidence that prototyping has evolved in to Rapid 
Application Development (RAD) and that this approach will be more widely adopted 
in the software industry. 
RAD has now been used since the early 1990s (E. g. Martin 1991, Kerr and Hunter 
1994) as an approach to software development which takes into account human 
factors and corporate climate as well as technology (Baum 1992, Gill 1992). RAD is 
seen to be increasingly important as organisations undergo Business Process Re- 
engineering (BPR). Frost (1994) notes that BPR is often enabled by information 
technology and hence the technology itself must be more responsive. 
Companies developing increasingly complex applications are required to produce 
software in shorter time scales. They must also assimilate change during development 
and produce systems which are both flexible and adaptable after implementation, in 
order to maintain a competitive advantage. An important element of RAD is the 
prototyping process, but it is not clear how far prototyping has been accepted by 
software developers and what methods are used to manage it successfully. 
Rapid Application Development (RAD) with the extensive use of prototyping has 
rekindled the idea of highly user centred computing solutions. It is the planning, 
control and management of these approaches that this research is primarily concerned 
with. 
The research attempts to examine the many claims for prototyping in order to try and 
find out where real benefits exist, but also where problems are likely to lurk. By 
critically evaluating these points it is hoped that developers will appreciate both what 
prototyping can help to achieve, but also where other mechanisms are required to 
ensure the delivery of quality software within budget. 
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1.2 Research aims and objectives 
Aims 
The aims of this research project are to try to discover whether the use of prototyping 
and rapid software development can enhance the software development process. 
" As part of the literature review one of the initial aims of the research was evaluate 
the similarities and differences between the various surveys carried out in the 
subject area and to discover whether any particular recurring themes appeared in 
the results reported by them. In order to carry this out it was decided to examine 
the published survey evidence that had been undertaken in both in the United 
Kingdom and North America. 
" An investigation in to the effectiveness of prototyping techniques and an 
examination of the usefulness of control mechanisms that could be applied was 
undertaken. Hence an exercise in action research where several pieces of software 
were written using a variety of prototyping techniques in a commercial 
development environment was carried out. 
" Research in to the applicability of function point analysis to discover how useful 
this particular technique could be in helping to control projects involving a high 
degree of prototyping was undertaken. The results of a rapid software 
development project where function points had been used as part of the project 
management process were analysed in order to investigate this technique. 
" The research aimed to discover how a rapid software development project would 
affect the production of software in terms of its overall functionality and quality 
and how the use of prototyping in particular affected the development process. 
Hence an experimental study where software development teams produced 
working implementations of a system specification was set up. The teams could 
use a model of systems development that is proposed in this project. 
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Objectives 
The overall objectives of the research project are to assess the value of rapid software 
development and prototyping. 
The four aims listed on the previous page were formulated in order to try and find out 
whether: recurring themes about the use of prototyping occurred in the survey 
literature; how useful prototyping can be in conjunction with various control 
mechanisms; if function point analysis and prototyping can be used in conjunction to 
provide useful project management information and finally to discover what influence 
rapid software development and prototyping have on the development of software. 
1.3 Research methods 
Researching problems associated with application software development and in 
particular information systems software can be a difficult area of study. It is important 
to appreciate that choosing the appropriate methods of research is itself an area of 
debate and that careful thought must be applied to ensure that sensible methods are 
adopted. This difficulty is well illustrated by the technical correspondence that 
appeared in the Communications of the ACM (Galliers and Land 1987, Jarvenpaa 
1988). 
It has been argued (e. g. Hirschheim in Galliers 1994)' that information systems have 
all the difficulties associated with social sciences because they are largely human or 
social in nature. If this assertion is taken as true then scientific research methods 
where reductionism, repeatability and refutability are essential may not be possible to 
use accurately. Hence in order to plan the research project it is necessary to try and 
choose those methods which are going to give the greatest help in the particular 
domain that is being investigated. 
The table reproduced overleaf summarises a range of methods that can be adopted for 
research in this area. It lists the main features of the particular method, together with 
the perceived strengths and weaknesses. 
1 This essay gives a good historical overview and introduction to contemporary thinking in information 
systems research. 
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Table 1.1 A summary of the key features in alternative approaches to 








Identification of precise 
relationships between 




techniques, with a view 
to making generalizable 
statements applicable to 
real-life situations. 
Extension of laboratory 
experiments into the 
real-life situations of 
organisations and/or 
society. 
Obtaining snap shots of 
practices, situations or 
views at a particular 
point in time (via 
questionnaires or 
interviews) from which 




relationships that exist 
in the past, present and 
future. 
An attempt at 
describing the 
relationships which 
exist in reality, usually 





The solution and 
control of a small 
number of variables 
which may then be 
studied intensively. 
Greater realism; less 
artificial/sanitized than 
the laboratory situation. 
Greater number of 
variables may be 
studied than in the case 
of experimental 
approaches. 
Description of real 
world situations. More 
easy/appropriate 
generalisations. 
Capturing 'reality' in 
greater detail and 
analysing more 
variables than is 
possible using any of 
the above approaches. 
Weaknesses 
The limited extent to 
which identified 
relationships exist in 
the real world due to 
oversimplification of 
the experimental 
situation and the 
isolation of such 
situations from most of 
the variables that are 
found in the real world. 
Finding organisations 
prepared to be 
experimented on. 
Achieving sufficient 
control to enable 
replication, with only 
the study variables 
being altered. 
Likely that little insight 
obtained re. The 
causes/processes 
behind the phenomena 
being studied. Possible 
bias in respondents (cf. 
Self-selecting nature of 
questionnaire 
respondents); the 
researcher, and the 
moment in time which 
the research is 
undertaken. 
2 This table is explained in greater detail in the cited reference. 




problems of acquiring 
similar data from a 
statistically meaningful 
number of cases. Lack 
of control of variables. 
Different 
interpretations of 
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Forecasting, futures 
research 







Use of such techniques 
as regression analysis 
and time series 
analysis, or the Delphi 




events or impacts. 
An attempt at copying 
the behaviour of a 
system which would 
otherwise be difficult 
to/impossible to solve 
analytically, by the 
generation/introduction 
of random variables. 




thereby placing greater 
emphasis on the 
role/perspective of the 
researcher. Can be 
applied to existing 
body of knowledge 
(reviews) as well as to 
actual/past 
events/situations. 
Applied research where 
there is an attempt to 
obtain results of 
practical value to 
groups with whom the 
researcher is allied, 
while at the same time 
adding to theoretical 
knowledge. 
Provision of insights 




may not hold true in the 
future. 
Provision of an 
opportunity to study 
situations that might 
otherwise be 
impossible to analyse. 
Useful in building 
theory that can 
subsequently be tested. 
Creation of new ideas 
and insights. 
Recognition that the 
researcher will interpret 
what is being studied in 
a particular way. 
Contributes to 
cumulative knowledge. 
Practical as well as 
theoretical outcomes 
most often aimed at 
emancipatory 





of variables under 
study. Lack of real 
knowledge of future 
events. Scenarios are 
not true' pictures of the 
future but enable 
decisions re. reactions 
in different 'futures'. 
Dependent on 
precision/relevance of 
past data and expertise 
of scenario builders. 
Possibility of self- 
fulfilling prophecies. 
Similar to experimental 
research in regard to 
the difficulties 
associated with 
devising a simulation 
that accurately reflects 
the real world situation. 
Unstructured, 
subjective nature of 
research process. 
Despite making the 
prejudice of the 
researcher known, there 
is still the likelihood of 
biased interpretations, a 
problem which is 
compounded by the 
time at which the 
research is undertaken. 
Similar to case study 
research, but 
additionally places a 
considerable 
responsibility on the 
researcher when 
objectives are at odds 
with other groupings. 
The ethics of the 
particular research are a 
key issue. 
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The research methods chosen to carry out this particular project were selected in order 
to try and satisfy several different criteria. 
In particular the author agrees with Kirk and Miller (1986) that: 
"qualitative research conducted as science should complement 
nonqualitative research". 
Hence it is important to choose a method or methods that allows this to take place. 
This research project maps closely on to the model proposed in Galliers and Land 
(op. cit). It differs only in that the theory building exercise is carried out after the case 




Case Study/Action Research 
Theory Testing in a Field 
Theory Extension 
Figure 1.1. Use of Alternative Research Methodologies (Jarvenpaa op. cit) 
Hence the research work used four techniques during the project. They are listed 
below: 
" Surveys 
It was decided that despite the possible problems of self selection cited in some 
literature that a "survey of surveys" would provide a useful insight into the application 
of prototyping and rapid application development. By comparing a specially written 
survey with comparable other studies, it was hoped to gain a good overview of 
particular aspects of the subject. This work is documented in Chapter 4, which is the 
final part of the literature review documentation. 
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" Action Research 
The opportunity arose to build application software for a commercial development in 
order to solve a non-trivial computing problem. It was not possible to treat this as an 
experiment as controlled conditions and hence repeatability would have been 
extremely difficult to set up and manage. According to the definitions given in Table 
1.1, it was run as an exercise in action research rather than as a true case study as the 
researcher played an active role in nearly all parts of the projects undertaken and 
hence their presence would inevitably affect the outcome of the research. This work is 
documented in part two of the report in Chapters 6 and 7. 
A further project was undertaken to discover more about the use of function point 
analysis and prototyping. This part of the research was also carried out as an action 
research exercise in that development work was undertaken by one researcher, raw 
data collection by another, and finally data analysis by a third individual. The results 
of this exercise are recorded in Chapter 8. 
Both these types of approach enable particular problems to be studied in considerable 
depth, however in both of these cases it is acknowledged that the findings are only 
really applicable to the project at the time of the research and hence generalisation of 
the results will certainly have no quantitative significance. Nonetheless such studies 
do add to the published literature in the area. 
" Laboratory and field experiments 
For the final part of the research project an attempt to use a more scientific method for 
investigation was undertaken. It is difficult to decide whether the study undertaken is a 
laboratory or field investigation as it exhibits certain characteristics of both. It was 
hoped to control certain parameters in the project (as in the case of a laboratory 
experiment), but it was also the intention to try and replicate a real life scenario which 
had more in common with a field experiment. It would probably be accurate to say 
that the study represented a hybrid. Hence although it is possible to use quantitative 
analytical techniques, it is also acknowledged that certain issues of replication would 
be more difficult to achieve than in a true laboratory experiment. This typifies the 
dilemma in information systems research, i. e. if more freedom is given to participants 
in the study (and hence realism is increased), this can only be at the expense of 
scientific and quantitative repeatability and accuracy. 
Page < 10 > 
Chapter 1. Introduction. 
Nonetheless it was decided that a part of the research should use methods more 
strongly associated with a scientific approach as it should allow quantitative 
evaluation to take place. 
By using a variety of research techniques it was hoped to be able to carry out a 
thorough investigation in the area of rapid software development and prototyping and 
to develop mechanisms that allowed it to be organised and controlled in an effective 
manner. 
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Chapter 2. Software development methods -A background and 
overview 
This section reviews the main forms of software development processes that have been 
used. It considers the issues that have led to the emergence of Rapid Application 
Development (RAD) style methods. 
In 1983 William Davis wrote "Systems Analysis and Design". This type of publication 
typified the literature of the era which encouraged software students and practitioners to 
move into structured techniques. It was perceived by software developers that this form 
of development could help move software out of the chaos of traditional ad hoc 
methods into an age where software could be designed, constructed and maintained in a 
more effective manner. 
Perhaps the most significant feature of this book is embodied in the very first diagram 





Figure 2.1. A communication gap separates the user from programmer 
(From Davies 1983) 
Davis states: 
"The users knows the problem but can't solve it. The programmers might 
be able to solve the problem, if only they understood the problem. 
Complicating matters is a communication gap (see Figure 2.1): at times, 
programmers and users seem almost to speak a different language. "
It was also around this time that prototyping was becoming a subject of interest within 
computing. It is interesting to note that in one of the early papers published on the 
subject (Mason and Carey 1983) it was stated that: 
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"..... prototyping techniques have been widely and effectively employed 
in the development of information systems. This appears to be in part 
because prototyping approaches overcome fundamental problems 
between developers and users. " 
Unfortunately in the 1990s the communication gap as described by Davis seems to be 
as large or even larger than ever. The "wide and effective employment of prototyping" 
does not seem to be the case. Perhaps development involving prototyping if planned 
and organised in an effective manner could prove to be the solution that helps to bridge 
this gap? 
2.1 Software development methods 
The planning, design, development, coding and maintenance of software for computer 
systems of any significant size, can be carried out by using a variety of different 
techniques. Project managers have a choice of various development methods open to 
them before commencing on a software project. Boehm et al (1984) classified these 
into three distinct categories: 
" Building and Fixing, 
" Specifying, 
" Prototyping. 
It could also be argued that since the advent and widespread acceptance of the micro 
computer that a significant amount of activity now falls under the heading of : 
" User Developed Applications (UDA). 
and that in addition to Boehm's categorisations, there has been an extra category of: 
" Rapid Application Development (RAD) 
The final heading has many characteristics in common with prototyping so should 
perhaps be considered to be an extension of that alone, although this is not a universally 
held view. It is considered in more detail later in the work. 
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Each of these approaches will be considered briefly. 
2.1.1 Building and fixing 
The earliest form of system building was usually carried out using a building and fixing 
approach. Programs were coded with little forward planning and with scant regard for 
future changes or maintenance requirements. 
Unfortunately the very nature of building and fixing with the emphasis on error 
correction as "fixing" at a late stage makes this type of development potentially very 
error prone and hence expensive. This method does not have a formal plan so that 
errors often occur because of unforeseen events arising. The development concentrates 
heavily on writing code from a very early point in the process and little emphasis is 
placed on trying to discover and exclude errors prior to code being written. This form of 
development is likely to require frequent modification throughout its construction as the 
requirements are unlikely to have been fully discovered during the initial stages of the 
project. In addition, the costs of maintaining systems developed in this manner are often 
very high. The lack of coherent structure in the software means that any changes that 
are necessary become time consuming and difficult to implement. 
Boehm (1981) suggests that errors made in the early stages of a software project are 
typically from one hundred to one thousand times more expensive to correct if they 
remain undiscovered until the system is in the final stages of programming or has been 
implemented. 
Towards the end of the 1960s people began to talk of the "software crisis. " This term 
was coined because of the drawbacks that large systems seemed to have associated with 
them. Often these systems: 
" Took too long to build 
" Cost too much money 
" Could not evolve 
" Did not provide the functionality required of them. 
" Were built, but never used. 
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Glass (1977) gives details of the failure of several large computing projects as evidence 
of the scale of this "crisis". More recently, well publicised events involving partial or 
even total failure of large software systems demonstrate how expensive, damaging, and 
time consuming error rectification can be. The examples of the AT&T telephone system 
problems in the U. S. A in January 1990 as reported in the Guardian 25th January 1990, 
and the complete abandonment of the London Stock Exchange Taurus trading system 
both illustrate this well. 
Evidence from a variety of sources (e. g. Lientz and Swanson 1980) suggests that 
maintenance costs can be responsible for up to seventy percent of the total project cost 
of a software system. Lehman (1980) states that the need for continuing change is 
intrinsic in computer software usage and that as a result programs written must be made 
alterable in order to try to keep unit maintenance costs to a low level. It is important to 
appreciate that any form of development that ignores potential maintenance or change is 
likely to end up as a very expensive project. The rise in popularity of alternative forms 
of software development and of tools designed to re-engineer existing code (which is 
becoming increasingly hard to maintain), suggests that ad hoc methods of producing 
software with little regard to specification or to future changes in requirements are seen 
as increasingly impractical by more enlightened project managers. 
Although the initial appeal of a fast start to creating code may appeal, the long term 
consequences are likely to be expensive. 
2.1.2 The specifying approach 
The advent of software being constructed in the manner of an engineering exercise has 
brought about a change in attitude regarding the development of software. The idea that 
software development should be treated as a science rather than an art has become 
increasingly widespread. Lamb (1988) states that software engineering is the 
application of principles of existing engineering disciplines to try to overcome the 
problems of the software crisis. This approach has been documented widely in the 
literature (e. g. Sommerville 1995 and Pressman 1992). 
The principles of engineering are applied to the development process. Design methods 
which bring formality have been adopted by developers who wish to use a more 
systematic method of writing software. This manner of managing and controlling 
software writing is known as the specifying approach. 
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The specifying approach involves breaking the development of a system into sequential 
stages. Typically (though depending on the particular method used, ) the system 
requirements phase will be followed by a design phase, then coding, implementation, 
and testing followed by maintenance. This type of development is well documented in 
the literature and is available in different styles, e. g. SSADM, Yourdon Structured 
Design and Information Engineering. 
Building computer systems is a complex and time consuming process. Attempts have 
been made to depict the process as a series of discreet stages. This has been represented 
by various methods. Perhaps the most widespread has come to be known as the 
software life-cycle model. One of the first proposed was by Royce (1970). Since then 
the life cycle model has had refinements and alterations suggested. Figure 2.2 shows a 
typical depiction of the life-cycle model. 
Requirement 
F ýý Specification 
Implementation 
Maintenance 
Figure 2.2. A typical representation of the waterfall model 
From the figure it can be seen that the information flows forwards from one stage to the 
next in the development process. However there is also a backward flow which updates 
previous stages with new or changed information from a later point in the development. 
By the late 1980s this type of method had certainly become widespread with many 
different forms. The National Computer Centre (NCC 1988) give summaries of the 
attributes of a variety of design methods that fall within this type of software 
development approach. Examples include SSADM, YOURDON and JSD. Each is 
outlined overleaf. 
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" SSADM (Structured System Analysis and Design Method) uses three phases of 
activity. Feasibility study, systems analysis and systems design. Each step contains a 
series of tasks which may be represented as a task list in both text and diagrams. 
Each element should have a clearly defined start and finishing point. 
" YOURDON developed by Edward Yourdon models feasibility, structured analysis 
and structured design. It uses data flow diagrams, process specifications, entity 
relationship diagrams, data dictionaries and prototypes to develop a written and 
graphical diagram. 
" JSD (Jackson Systems Development) starts with a statement of need and consists of 
three main phases, modelling (using diagrams to represent the subject area as 
processes); function (where the outputs are established); and implementation (the 
specification is made compatible with the target environment). 
More recent approaches also include methods to build systems using object oriented 
techniques. As with the previous design paradigms a variety of alternative methods are 
available. (E. g. Booch 1994, Cook and Daniels 1994). 
These are by no means the only methods available but serve to illustrate the pattern that 
structured design methods have. Usually the stages in the system development are 
broken by reviews, discussions and the signing of various documents which represent 
parts of the proposed system. The implementation is built up in sequential stages with 
one phase finishing prior to the start of the next part. 
Unfortunately most of the methods of analysis and presentation rely heavily on 
technical diagrams and specially devised notations which users may find difficult to 
understand. This has been considered a problem for some time, indeed Floyd (1984) 
noted in a case study that: 
"The users were not able to read the formal specifications - data flow 
diagrams, data definitions, data structure diagrams - produced by the 
project. " 
Data Flow diagrams (e. g. Martin 1986), data dictionaries (e. g. DeMarco 1979), and 
entity life histories (e. g. Jackson 1983) are typical examples of diagrams or techniques 
that are used to represent parts of a problem in terms of a particular design method. 
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Figures 2.3 and 2.4 are examples of the type of representation that are used by these 
methods. 
Users are nonetheless expected to visualise how such a system is likely to perform and 
compare this with their original requirements. Whether this can be satisfactorily 
achieved is open to contention. Brooks (1987) states: 
"Much of present-day software acquisition-procedure rests upon the 
assumption that one can specify a satisfactory system in advance, get 
bids for its construction, have it built, and install it. I think this 














Figure 2.3. A data flow diagram showing a set of sub-processes in a lift control 
system (Adapted from Yourdon 1989) 
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Confirmed Instructions Sent 
ý 
Figure 2.4. A provisional Entity-Life-History for a booking system 
(Adapted from Eva 1992) 
Luqi (1989) reinforces this idea, she states that the design of accurate and stable 
requirements cannot be completed until users gain some experience with the proposed 
software system. Users find formal methods of representing design solutions hard to 
understand and cannot relate them to their own experience (Harker 1988). This 
effectively locks them out of the design process and does not allow their skill or 
knowledge to be utilised. 
Typically a sequential design method will only allow a working part of the system to be 
examined at a comparatively late point in the project. Users are then required to validate 
the system in terms of the previously written specification. Boehm and Papaccio (1988) 
point out that software rework costs are still high when using this type of method as 
there is still a tendency for errors of requirements and specification to be discovered at a 
late stage in the project. 
Where developers have good experience of the type of system under development and 
the users are very clear about what they want, a linear strategy is likely to produce good 
results (Brittan 1980). However, imprecise initial requirements, or an underestimation 
of the complexity of the problem is likely to lead to a limited or incomplete solution 
only. In such cases it is likely that a sequential design strategy will lead to problems at 
the later stages of the development. Gould and Lewis (1985) suggest that: 
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"Experience shows that iterative design should not be thought of as a 
luxury tuning method that puts finishing touches on a design (at great 
expense). " 
The system installed as the "final" version represents a set of agreed conditions at a 
particular point in time. Any modifications required which are not directly attributable 
to obvious software shortcoming will tend to be regarded as additions to the original 
specification and hence extras. The system is not regarded as dynamic and so problems 
are likely to arise for the reasons stated earlier. The responsibility for bearing the cost of 
enhancing this type of system is likely to be a problem if ambiguities or 
misunderstandings have been propagated through the design process and into the final 
installed software. 
Lehman (1989) notes that: 
"A computer system being used to address a specific application can 
rarely if ever be frozen. " 
and additionally, 
"The application domain is also changing independently. " 
Pilote (1988) suggests that experience has taught computer professionals that success in 
a software project requires the minimum amount of change, particularly in their 
requirements. Hence it is not in the interest of developers to create problems by 
encouraging users to add, amend or in any way change their wants after the first phase 
of a project. 
From the above it can be seen that the use of structured design and the specification it 
leads to, attempts to impose an ordered and sequential or hierarchical set of processes 
on software development. To make this possible certain assumptions have to be made. 
These suppose that a user can correctly specify a system and then validate the 
specification using text and a set of diagrams representing the system in an abstract 
form. Whether this process can be adequately carried out is not universally accepted. 
The difficulties inherent in this approach were recognised by the USA Defence Science 
Board Task Force on Military Software 1987 (See Balzer 1987) who observed that: 
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"Current software systems are so complex that even the most diligent 
thought process cannot envisage them precisely and thoroughly enough 
that a correct and appropriate specification can be produced. " 
However the DoD still maintained a standard approach to system development in 1994, 
this was known by as DoD-STD 2167A. By combining the requirements of this 
standard with a typical research and development approach such programs typically 
take from five to eight years from initial concept through to implementation. (Cross and 
Estrada 1994). 
2.1.3 Prototyping 
Prototyping is a form of development which aims to reduce the incidence of errors and 
increase the acceptability of a system to the users. It has come about as a result of 
fundamental problems that exist with the specifying approach. The life-cycle model (as 
stated above) assumes a linear development cycle. Ralston (1988) gives three 
underlying assumptions that the traditional life-cycle model makes: 
"A complete understanding of the systems requirements can be derived at the start of 
a project. 
" It is possible to define discrete steps which can be separately verified before 
continuing to the next stage. 
" The outputs of each stage can be traced back to the original requirements. 
He states that these assumptions are almost inevitably incorrect because of the iterative 
nature of any large software project. The proponents of prototyping acknowledge the 
necessity of iteration and encourage it as a part of the systems design process. Brown et 
al (1988) state that very few designs for major systems have been successful without an 
extensive redesign. 
Prototyping involves an iterative approach to building software, a typical model is 
shown in figure 2.5. 
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Boar (1984) defines prototyping as a method for extracting, presenting, and refining a 
users needs by building a working system. The use of prototyping also aims to develop 
systems in significantly less time than alternative techniques (Gray et al 1988). 
Although there is not a lot of controlled empirical evidence to back up these claims 
some experimental results support the time and cost savings involved. An experiment 
which monitored the development of a software system using both specification and 
prototyping approaches (Boehm et al 1984) produced results that strongly favour the 
latter method. The study concluded that: 
" The teams using prototyping produced products that were on average 40% smaller 
and took 45% less effort to complete. 
" Peer group evaluation rated the likely maintainability of the prototyped products as 
significantly better. 
" The prototyped products were easier to learn and use, and had better human- 
machine interfaces. 
" The workload running up to the deadline was reduced in the teams using 
prototyping. 
The use of prototyping where working mock-ups of part of a system are built may help 
eliminate errors at the beginning rather than towards the end of the systems 
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development. Users can see how parts of a system are likely to work and can comment 
on their usefulness much earlier on in the development process. 
During the research project, prototyping was used extensively for a variety of tasks. A 
more in depth review of the subject is discussed in Chapter 3. 
Although prototyping appears to provide a solution to some of the problems that 
continue to exist if structured methods are used, it is important to be aware of pitfalls 
that may befall the unwary developer. Necco et al (1989) list four points that can create 
problems when using prototyping. These are: 
" Lack of standard procedures 
" Use of prototype as a production system 
" Lack of suitable tools 
" Inadequate systems analysis. Prototyping can lead to the wrong problem being 
focused on. 
Dickerson et al (1988) also suggest that there are potential problems that exist when 
using the prototyping approach. They note that: 
"One unexpected 'problem' with rapid prototyping is the fact that the 
prototype can look like a real product. If delivered as an interim system 
more feedback and a better system might ensue, however if it is too slow, 
does not have the required functionality and crashes frequently then the 
customer is likely to develop a negative attitude to the final system when 
it is delivered. " 
livari and Karjalainen (1989) noted that prototypes in an experiment proved to be 
highly effective for the early identification of faults, but also suggest that prototypes can 
lead to unrealistically high expectations and that considerable emphasis must be placed 
on specifying the idea that is being prototyped. 
As prototyping has become more widely written about the number of definitions of 
what it actually represents has substantially increased. It has even got to the stage that 
very different procedures within the same organisation are described by the same term 
Page <23> 
Chapter 2. Software development methods -A background and overview 
(Crinnion 1992b). However he states that there are now two generally accepted forms 
and that they are : 
Throw-away 
0 Incremental (or evolutionary) 
The former is merely a quickly built piece of software produced to identify basic 
requirements and is discarded once it has been used. The latter involves more rigour 
and structure in that the final prototype evolves into the first operational version of the 
released software. These definitions now seem to have become the de facto standards, 
although alternatives are still discussed. 
2.1.4 User developed applications (UDA) 
In many organisations the overall responsibility for designing and building application 
systems no longer rests solely with the central Information Systems (IS) departments. 
There has been an accelerating trend towards end-users taking over the task of 
developing systems themselves. Galletta and Hufnagel (1992) describe aspects of this 
form of development as: 
"the direct assumption of system development and processing tasks by 
the user..... for his own direct benefit". 
Generally this form of development is described as a subset of the larger area known as 
End User Computing (EUC). Depending on the tasks involved the term EUC normally 
involves the array of activities associated with the employment of organisational 
computer resources outside the IS departmental control, whereas UDA is the 
development and use of business applications by end-users with little or no formal IS 
training. 
There are drawbacks to this form of development which are widely documented in the 
literature (E. g. Maglitta and Hildebrand 1993, Karten 1991). Typically the main 
problems are concerned with the lack of rigour regarding the manner in which data is 
stored and manipulated, the lack of sophistication of the user interfaces, and the 
inadequate level of documentation. These problems become worse when the designer of 
the system leaves the organisation and responsibility for maintenance is passed onto 
other individuals. 
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However UDA is an important aspect of modern business computing as it can be seen 
as providing "user friendly software" (Rockart and Flannery 1983) which can allow 
business users to move towards greater control of their own computing needs. 
The emergence of this form of development is attributable to a combination of several 
different reasons. 
The decreasing cost of computing hardware has led to the widespread use of PCs within 
all aspects of modern business, hence there is now a much wider range of people using 
computing compared to 10 or 15 years ago. In addition these machines are often 
equipped with 4GL and similar software that allows users to perform tasks that were 
previously carried out by the central IS department. (Lee et al 1991). Using a 4GL as an 
interface to an application generator and being non-procedural can allow users to 
specify "what to do" rather than "how to do it". In addition, many of the current 
application generators can be easily integrated with a database system which allows 
easy data definition and manipulation. The incorporation of report writing facilities, 
business graphics, screen painting aids and structured querying languages enable user- 
developers to produce applications ranging from simple queries and graphics to 
building complete information systems. (Cotterman et al 1989, Lin 1990) 
The spread of communications technology and the interconnectivity of different 
systems has also facilitated the job of the end-user, not only by allowing the gathering, 
storage and processing of data, but also in communicating data throughout an 
organisation. It can also then be communicated to external databases beyond the 
organisation helped by the advent of technology such as integrated services digital 
network (ISDN) (Lee et al 1991). 
Another major driving force (and one that is in some respects linked to the use of 
prototyping by full time system developers) is the end-user dissatisfaction with IS 
departments. They are often seen as too slow in delivering software regarded as key in 
vital decision making areas (Bray 1992, Welch et al 1992). Users understand far better 
than IS personnel the decisions they have to make, the decision-making process and the 
information needed to support those decisions (Rittenberg and Senn 1993). 
Consequently, they have, in many cases, undertaken direct responsibility for their own 
information needs. 
An increasingly computer literate business population and the spread of new 
technologies (e. g. LANs, groupware products) means as Mclean and Kappelman (1992) 
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found, that PC managers are being stretched into areas once considered to be the sole 
province of Information Systems. 
There is no question that UDA will continue to play an important role in corporate 
computing. However the risks that it is perceived to carry with it has led companies to 
question its value for projects of significant size and importance. Recent computing 
department re-organisations (Walker 1995) demonstrate that commercial companies are 
attempting to address the problems of performance and timeliness in undertaking 
projects, by radically changing computing account managers' job descriptions by 
making them directly answerable to end-users. 
It is hoped that this new approach will lead to greater user satisfaction, and reduce the 
necessity for increasing UDA. 
2.1.5 Rapid application development (RAD) 
RAD can perhaps be regarded as a particular "brand" of prototyping. The DSDM 
manual (1995a) suggests that the first formalised form of RAD was practised by 
DuPont in the mid 1980's. It was described by them as RIPP (Rapid Iterative Production 
Prototyping), however a better recognition of the method came about with the 
publication of James Martin's 1991 book named Rapid Application Development 
(Martin 1991). 
Since that point it has become a popular subject particularly in the commercial 
computing press (E. g. Beckett 1994, Baum 1992). The definition of RAD has much in 
common with certain definitions of prototyping. However the overriding principle 
behind the approach is to concentrate on meeting the true requirements of the business 
need when the system is installed (Martin 1991). This contrasts with the more 
traditional form of building software where the most important deliverable is producing 
a system that conforms accurately to a previously produced written requirement or 
specification. 
Most sources of RAD material state that a typical project will take around three to six 
months to develop an operational system (E. g. DSDM 1995b). This time interval is 
perhaps the key factor in defining the RAD approach. It has been recognised that 
information systems which are delivered over a period of years rather than months will 
often fail to meet the requirements of the business. The increasingly fast moving nature 
of commerce means that often a business computing solution is required in order to 
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maintain or create a competitive advantage. Only by delivering systems quickly will 
this occur. 
However speed of delivery is not the only characteristic that defines RAD. The DSDM 
(op cit. ) consortium list a set of factors in their proprietary RAD method. The original 
version split these into thirteen principles, the second version reduced this to nine. 
Summarised these are as follows: 
" Development teams are comprised of developers and users, who are empowered to 
make decisions 
Business requirements are more important than operational characteristics 
" Developers and users keep in close communication through iterative development 
involving prototyping 
Change is encouraged and all changes are reversible 
" All involved (developers and users) must be highly skilled and motivated towards 
business objectives - the focus is on delivery 
" Testing is done throughout development and reviewed by both users and 
developers 
For larger projects frequent deliverables should be scheduled 
" The high level scope and purpose of the system must be agreed and fixed early in 
development 
. The relationship between vendor and purchaser must be one of co-operation 
It can be seen from the above that the DSDM view of RAD comprises a high level 
development framework rather than a brand of systems development. It does not 
prescribe how computing solutions should be carried out, but describes the 
fundamental processes that are required in order to produce software which is useful for 
a given business. 
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As with prototyping a major part of the RAD process is to ensure that there is a high 
level of user involvement and responsibility throughout the project. This is another key 
part of the method. By involving users more throughout the development process it is 
essential that they are aware of the responsibilities that they have. There is evidence 
(Kinmond and Stephens 1995) that suggests that one of the main problem with projects 
involving prototyping is that the time spent involving both users and developers is 
sometimes considered to be used in a less than optimal manner. Hence it is important 
that users appreciate that their input into a project will have a significant affect on the 
likely success or failure of that project. Hence it may be the case that clients have as 
much responsibility for a systems failure or success as the development team. Unless 
the client organisation or sponsor understands this, a RAD approach will almost 
certainly not work. 
2.2 Discussion 
Although the previous section listed five separate forms of development, the reality is 
not so clear cut. Each form with perhaps the exception of UDA has an overlap with one 
or more other types of development. In particular more modem structured methods (e. g. 
SSADM version 4.2) indicate that there is not an insurmountable barrier between 
structured and RAD approaches to development (Hall 1995). 
Nonetheless despite the cautious move towards more evolutionary and less prescriptive 
forms of development there is still reluctance in the commercial computing world to 
adopt these methods enthusiastically'. This is despite the evidence that methods 
involving prototyping and RAD do have advantages over more traditional methods and 
that business systems will be less than optimal if developed against a static and often 
incorrect specification. This point has been taken further by some authors, Lehman 
(1991) stresses that the 
"Effective software development process is essential for the economic 
and physical survival of society" 
Further sections of this research work investigate prototyping and evolutionary 
development in more depth and consider how it can be used and controlled effectively. 
'Holloway (1992) cites survey evidence about the popularity of various methods - especially SSADM in 
the UK. 
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This section of the research considers software prototyping in more detail and looks at 
different definitions and approaches that researchers have used. 
One area of confusion concerning the term "prototyping" is the very wide range of 
meanings that different authors have given it. Connell and Shafer (1989) point out that 
the term can even involve different procedures within the same organisation. An 
overview of some definitions used is presented in this section to illustrate this problem. 
3.1 Definitions of prototyping 
In order to examine the subject it is first necessary to examine some of the definitions 
that have been applied to the term. This Chapter starts with a consideration of the 
definitions that have been used by various authors as prototyping has developed as a 
subject of research and commercial interest. The section does not attempt to review 
every definition that has been put forward, but considers a sample which are considered 
to be significant. 
3.1.1 Mason and Carey - The architecture-based methodology 
The 1983 work of Mason and Carey does not define prototyping per se, although it does 
imply that prototypes will show the user a view of how the system will eventually 
appear and that prototypes themselves can form an important part of an application 
development methodology. Hence the suggestion is that prototypes (product) can be 
incorporated into the development of a system (process). 
This idea is taken further with their suggestion of an "Architecture-Based 
Methodology". This is described in detail in the paper, however the components that 
define this methodology are: 
" Architecture 
" Transaction Screen perspective and dialogue-based design 
" Project structure 
" Iterative design 
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The components listed above have particular attributes which are described as follows: 
Architecture 
The authors consider that traditional methodologies are more concerned with the 
acceptability and function of the system rather than its understandability. Their 
methodology is primarily concerned with ensuring that the user has a clear view of how 
the developer has interpreted their requirement. 
The designer works inwards from an external view to produce system details that are 
consistent with the outward appearance and the earliest stages of development should 
be concerned with finding a realistic expression of the system's appearance that is both 
understandable and acceptable (authors italics) to the users. 
The external appearance must be contained in a form of specification that is capable of 
complete and unambiguous interpretation (authors italics) by the users, as well as 
providing the necessary details for the developers which will allow them to design and 
build the actual structure. 
Unfortunately the authors do not provide details of how this can be accomplished, 
although they suggest that a screen oriented scenario which behaves like the proposed 
system can solve this type of problem for Interactive Information System (IIS) projects. 
Transaction screen perspective and dialogue-based design 
The authors suggest that a typical business system will consist of a series of "INPUT- 
PROCESS-OUTPUT SCREEN" sequences, and that this is key to developing US 
systems. It is suggested that a "scenario" of fixed screens is presented to the user in 
order to improve the communication between user and developer. It is also stated that 
this form of approach is not appropriate to other types of computing involving real- 
time, scientific processing or complex business processing. 
Project structure 
The methodology considers the management and control issues that are likely to arise in 
such a project. It states that three separate and distinct roles are supported, those of user, 
developer and architect. Each has separate responsibilities. It is interesting to note that 
the authors feel that the responsibility of the architect is to ensure that user(s) 
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understand the system specification and that the developers deliver the required 
product. They suggest that this role can be supported by software tools although the 
personal characteristics of the architect are important. It is stated that the architect must 
have the trust of all parties and is also responsible for the maintenance of the integrity 
of the development process by adhering to the methodology. 
This methodology also considers the problem of who the architect should be affiliated 
to. It is interesting to note that the authors consider that in the "longer term" it is 
possible that the architect will operate as an independent agent, although they state that 
at the time of writing it is "clear" that the systems developer organisation should be the 
provider of this service. 
Iterative design 
The final part of the methodology is regarded as the essential part played by iterative 
design. It is argued that the users understanding of requirements will evolve rapidly as 
they are shown alternative approaches to applications during the requirements stage. 
The methodology proposed make use of three levels of iteration. 
The first part involves the use of scenarios (see above). The user and architect iterate on 
scenarios until "an adequate first-level representation of the application is reached". The 
second level of iteration requires the use of database interaction and should be regarded 
more as a demonstration which assists more with the application logic and more 
detailed sequences of events. Finally iteration is required on the final specification of 
the system. this should include error-handling and recovery procedures. It will 
eventually form the basis for the final system specification. 
Although this definition of a prototyping methodology is now over fourteen years old it 
makes an interesting comparison with contemporary thinking in this area. 
The authors consider their version of prototyping to be a methodology. It has project 
management processes which are assigned to different parts of the project team. It also 
has a person or persons who are responsible for the overall progress of the project (the 
architect). In this respect it is similar to the most recent thinking behind RAD. 
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3.1.2 Floyd's definition 
Floyd (1984) also made one of the first attempts to define and classify prototyping. It 
was noted (as have others since) that people have differing viewpoints on the subject. 
The extract overleaf illustrates this point, stating: 
"views differed as to the specific use of the terminology as well as the 
application-oriented emphasis on particular strategies" 
However it was also commented that the different views seemed complimentary rather 
than contradictory despite the lack of a unique definition, hence: 
" "A prototype is a simplified application system emphasising its interfaces - screens 
and reports - to the end user. 
" Prototyping is a set of techniques supported by edp-tools for definition and 
verification of user requirements. Prototyping is an iterative approach, in which 
each version becomes better from the user's point of view" 
It is then stated that prototyping can be further split into two types: 
" Requirement - prototyping, where the prototype is made using a special prototyping 
environment which is eventually thrown away 
" Implementation - prototyping, where the final version of the prototype is accepted 
by the user as the production version of the software. 
It is then possible to further sub-divide implementation prototyping into software that 
will be used as the actual application, or that which is then regenerated in some way so 
that the code produced is more efficient and can then be used as the application system. 
It can be seen that Floyd suggests that prototyping involves both an actual simplified 
system which can be shown to users and at the same time is a set of techniques that are 
used, hence it involves both product and process. In the view of the author this is a very 
important point. It illustrates that "a prototype" is a piece of software which can be 
either a very primitive representation of part of a system, or the full implementation, 
whilst "prototyping" is the collection of processes that constitute the activities that lead 
to the production of that software. 
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3.1.3 Hektmatpour and Ince - prototyping classification 
Hekmatpour and Ince(1986) suggested definitions of rapid software prototyping based 
on how the prototypes would evolve and be used. 
They proposed 3 types of prototype: 
" Throw away prototypes are only constructed with evaluation in mind. This method, 
they suggest is most useful during the specification and design phases with very 
high level languages being used as the tool. The prototypes are not designed to be 
implemented as parts of the finished system. They are built quickly to demonstrate 
particular features. 
" Evolutionary prototypes are built in a fashion that is really the complete antithesis to 
standard software development models. The software is introduced gradually and 
can be changed as the organisation itself changes. This change process affects the 
original requirements, so the system must be changed to cope. The development 
should be dynamic and iterative with errors picked up early on. The approach can be 
highly modular and will form the basis of a "proper" system. In order for it to be 
successful it is important that the software produced has modifiability built into it 
from the start. 
" Incremental prototypes are based on a single design, with one section being 
implemented at a time. Functionality is gradually increased and the prototype can 
end up as the full system implementation. It differs from evolutionary prototyping 
because the requirements are fixed at the start and remain constant throughout the 
process. It is suggested that as a result incremental prototyping is easier to control 
and manage, but that it has less scope for adaptation compared to evolutionary 
methods. 1 
The categorisations of Hekmatpour and Ince define prototypes in terms of what they are 
used for. They state that it is very important that the development team should be 
absolutely clear about the nature of the prototype and its planned use. This should be 
decided prior to development and be understood by both the team and the customer. 
They note that the design and implementation of an evolutionary prototype is likely to 
' Incremental prototyping is discussed in depth by Graham (1989 and 1992). A similar type of approach 
is also advocated by Brown, Carson, Montgomery and Zislis (1988). 
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be very different from a throw-away prototype and that problems will arise if this 
decision is not made. 
A similar form of classification is defined by Graham (1991). Prototyping is considered 
to fall into three categories in some ways analogous to those used above. The categories 
are: 
" Evolutionary prototyping is used where the target system may well be constructed in 
the same language as the initial prototype (with additional 3GL extensions if 
appropriate) 
" Revolutionary prototyping is used where the prototype may end up as a throw-away 
item 
" Revelationary prototyping is a subset of revolutionary and is research oriented for 
use with specialist tools in areas where proper budgets and cost controls are not 
paramount. It is more akin to hacking than a planned form of development. 
Although Graham divides his definitions into three types it is suggested that the final 
category is artificial and that in reality there are only two major forms of prototyping 
worthy of consideration in commercial software development. 
3.2 Two tier classifications 
Within this sub-section it is perhaps appropriate to conclude with the summary 
definition given by Carey (1990). 
It is suggested that prototyping can be categorised according to two approaches. 
" Type 1 which is described as "iterative", and involves using the prototype as the 
final system after a series of evolutionary changes have been suggested by users 
input. 
" Type 2 which is named throw-away and uses a model of the final system built in a 
4GL as the basis for the implementation which is built in a 3GL. 
Although the author implies that type 2 prototyping must involve a 4GL and does not 
necessarily involve iteration, these are not universally held views. However the use of 
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only two categories clearly illustrates the significant difference that the term 
prototyping has come to mean. There is work which expands on both of these basic 
definitions. For example Eaves (1991) considers that there are at least three forms of 
prototyping which fall into Carey's first category alone. 
Using a similar categorisation Lichter, Schneider-Hufschmidt and Zullighoven (1993) 
suggest that prototyping has two fundamental characteristics: 
" Prototyping is an approach based on an evolutionary view of software development, 
affecting the development process as a whole 
" Prototyping involves producing early working versions ("prototypes") of the future 
application system and experimenting with them 
The following section looks at examples of work which conform to the two models of 
prototyping outlined by Carey and considers what they seek to achieve within the 
broader field of software development. As in the previous section it is not possible to 
consider all work that has taken place, but examples of both approaches are examined. 
3.3 Prototyping for information requirements 
The United States Department of Defence Science Board Task Force on Military 
Software considered various problems of software development in 1987. As a result of 
this a Common Prototyping Working Group was set up to consider and lead a research 
program into the development of a prototyping facility. In 1988 a draft report on the 
requirements for a common prototyping system was published (Balzer 1988). 
Contained within this is a thorough definition of prototyping. It states that: 
"Prototyping is the process of constructing software for the purpose of 
obtaining information about the adequacy and appropriateness of the 
designers' conception of a software product. Prototyping is usually done 
as a precursor to writing a production system, and a prototype is 
distinguished from a production system by typically being more readily 
adapted, less efficient and/or complete, and more easily instrumented 
and monitored. Prototyping is useful to the extent that it enables 
information to be gained quickly and at low cost. " 
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This definition is much more limited compared to some of those illustrated earlier. It 
suggests that prototyping is a process to do with learning about a problem and that it is 
not a process that leads to a direct implementation as incremental or evolutionary 
methods suggest is possible. Tanik and Yeh (1989) also advance this form of approach 
stating: 
"The final product of the prototyping activity is a working model that 
can be used for many purposes such as requirements validation, 
feasibility study of a complex system, behavioural specification of a 
system, and functional specification of a system design. " 
A similar example of this form of prototyping is the approach advocated in SSADM 
version 4 (Eva 1990). This proprietary structured method uses prototyping as a 
specification validation process as step 350 which is towards the end of the 
specification phase and assumes that most of the requirement is correct and in place. 
Prototyping is an activity which plays a comparatively minor part within a much larger 
structured method. 
ADISSA (Shoval and Pliskin 1988, Pliskin and Shoval 1989) also uses a structured 
technique to develop the initial design stage which is then followed by a set of parallel 
prototyping steps (database, transactions, inputs/outputs, menus) allowing the users to 
react to the proposed specification. The relationship between prototyping, system 
specification and the software life-cycle remains as an area of research. Shoval and 
Pliskin (1988) suggest that prototyping in large systems is difficult because of the lack 
of structure compared to more traditional design methods. Their framework starts with 
structured analysis and design. This provides the basis for prototypes which are used to 
give the user an iterative process of understanding and at the same time refine and 
improve the analysis and design. 
In further work (Pliskin and Shoval 1989) Structured Prototyping (SP) using ADISSA 
is advocated. This is a seven stage analysis and design method combined with a four 
stage prototyping method plus a further final stage where simulations with test data are 
studied. From this it would appear that control is imposed on the process by imposing a 
highly structured framework more akin to a structured design method. This is perhaps 
moving away from the iterative, non-sequential view of prototyping which is normally 
understood to be its major strength. 
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Another approach was advocated by Parks (1987). He stated that prototyping can be 
defined in terms of functionality. He gives three different levels: 
" Input/Output design models. These have no working functions. 
" Standard Functional Models. These have input and report screens and have some 
programming behind them which contain many features of the proposed system. 
" Complete Functional Models. These have input and report screens, most of the 
system functions and real or simulated data is gathered and input into databases. 
He states that the essence of prototyping is: 
"Providing a tangible example of the requirements of the final system 
which in turn can be used to specify the requirements of the final system". 
This definition again shows that in the view of some practitioners prototyping is limited 
to a clarification and information gathering exercise at the start of the development life 
cycle and that the production of the software for the actual system is a separate activity. 
Purtilo, Larson and Clark (1991) extend this slightly by suggesting that: 
"Prototyping is an experimental category that typically precedes 
development of a software product, and is intended to reduce risk of 
failure for that product". 
In some cases there appears to be a clear contrast between function and interface, 
however research carried out suggests that it is not always easy to define a prototyping 
exercise as either one or the other. Buckley et al (1988) state that the use of prototyping 
early on in the design process using the user interface, is needed to elicit requirements 
from users. They noted in researching the user interface for an estimating system that: 
"While a good user interface is desirable, the real value in using the user 
interface in this manner is to enable the end-users to talk about what they 
want the system to do, and to detect the problems before the main system 
is built". 
The researchers felt that function and interface were not separate issues and that the two 
need not be considered in isolation. So it can be seen that the decision to concentrate on 
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prototyping the interface can also be taken in an attempt to discover information about 
the functionality of the system as well. 
The examples above all confine prototyping to the "throw away" classification that 
Carey considered. Thus it is reasonable to conclude that although constrained in scope, 
this form of definition is valid for using the term prototyping for a comparatively 
limited domain of software development. 
3.4 Evolutionary development methods 
In contrast to the above examples there are also examples of work where detailed 
evolutionary development methods have been produced which build on and enhance 
examples of those that were produced in the 1980's. Three examples are discussed. 
3.4.1 Boehms spiral model of development 
Boehms spiral model (1986) describes the software process as a four stage iterative 
mechanism which is controlled by a risk driven approach to development, each cycle of 
the spiral comprises the following parts: 
" The objectives of the portion being elaborated (i. e. performance, planned 
functionality) 
" The identification of alternative methods of implementing the required section (i. e. 
different designs, re-use, customisation of purchased component) 
" The consideration of the constraints that exist (cost, time, system architecture, 
programming language) 
. The evaluation of the risks involved by the adoption of the different strategies. 
Boehm states that the spiral model can accommodate any appropriate mixture of 
specification-oriented, prototype-oriented, simulation-oriented or other approaches to 
software development where the strategy is chosen according to the relative values of 
the risks involved and the effectiveness of the techniques in minimising those risks. 
Boehm also states that an important part of the process is to review each completed 
phase of the cycle in order to ensure that all parties are committed and confident of the 
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Figure 3.1. The spiral model of software development 







Boehm states that this type of development acknowledges that the building or evolution 
of a specification does not occur in a uniform or formal manner, that prototyping is 
involved as a risk reduction exercise at any stage of the process, and that it can 
accommodate "go-backs" to any earlier stages as better alternatives or new risk issues 
are identified. 
Boehms model is very much a high level framework onto which a team can map 
appropriate processes that are suitable for the project/and or environment in which 
development is taking place. It is a good example of a non-prescriptive development 
method where iteration is acknowledged to be important and software difficult to 
produce without appropriate consideration of the different risks involved. 
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3.4.2 The DSDM life-Cycle 
A more recent definition is provided by the DSDM manual (DSDM 1995a, 
DSDM1995b) which states that prototypes built as part of a RAD development will 
eventually become part of the final system, but that they will also be incremental in that 
they should be robust enough to evolve through a series of iterations. From this it is 
suggested that prototypes fall into four main categories which are: 
" Business - relating to the business functions that require to be prototyped 
" Usability - demonstrating user interface aspects without affect on functionality 
" Performance and capacity - assessing the systems ability to handle the required 
amount of processing 
" Capability/technique - examining a particular approach to the system design 
It has been suggested that the large number of tools available that enable prototype 
systems to be produced can be used to create systems that prototype system function or 
the human- computer interface. The former concentrates on results from the system, the 
latter on the appearance of the system to the users. This type of classification has a 
similarity to that suggested by Parks (1987). 
The DSDM consortium describe a default life-cycle which again conforms to the non- 
prescriptive iterative method as advocated by Boehm. It is based on five of the nine 
principles (see Chapter 1) which form the core of the DSDM method. These five are: 
" The focus is on frequent delivery of products rather than on activities. 
" Iterative and incremental development is important to developing systems rapidly 
" Rapid application development must involve user involvement 
" Testing is throughout the process 
" All changes are reversible 
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DSDM state that apart from the iterative development, it is the very high level of user 
participation throughout the life-cycle that distinguishes the method from other 
approaches. 
It is stated that prototyping within RAD is about communication, the use of Joint 
Application Development (JAD) workshops is about communication and that locating 
users in the development team is also about communication. 
Figure 3.2. The DSDM development model (© DSDM Consortium 1995b) 
The DSDM method has more inherent structure than Boehm's model. It starts from a 
feasibility stage and moves to a business study (the two of which can be combined). As 
with most traditional methods theses are primarily concerned with defining the highest 
levels of functionality required and examining the major business entities that are likely 
to be affected. Also as with Boehm's model, it is suggested that alternative approaches 
to development are examined. 
After this has been carried out the main part of the life cycle takes place. The diagram 
illustrates that there are two iterative prototyping cycles. It also shows that this 
approach encompasses both requirements oriented prototyping designed to focus on 
eliciting the correct information required for the system and a second round of 
prototyping which is primarily concerned with ensuring production quality software is 
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produced. Although the diagram suggests that the divide between sections is clear cut 
the DSDM method mentions that in reality there will be some blurring between phases. 
It also suggests that each cycle can be navigated a number of times although a 
maximum of three is recommended. 
As with Boehms model this method does not define the activities that are required to 
produce the various products. It is suggested that they will vary according to the nature 
of the product under development. However it does provide guidance which should 
help a user of the method. 
3.4.3 The Select Tools incremental life-cycle 
A similar approach to the mechanisms suggested in the DSDM method are also evident 
in the incremental model of development advocated by Frost (1994). This has seven key 
components: 
"A life-cycle with a continuous thread of business activity running through it. 
" An object oriented approach to give a short, smooth life-cycle 
" Event driven techniques 
" Iteration throughout 
" Prototyping used throughout the method from the outset 
" Incremental delivery supported 
" Estimation can be carried out at several stages 
As with the DSDM approach this method involves two distinct iteration loops within 
the life-cycle, one at the feasibility/business needs stage where there is a requirement 
for a close relationship between analysis and the prototype and secondly between the 
detailed design and the implementation and delivery of a particular increment. 
The proponents of the method state that by ensuring a short life-cycle the problems of 
increment integration problems are minimised - although no details of how this are 
achieved are given. 
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Figure 3.3. The Select Tools life cycle (Frost 1994: ©Select Software tools) 
Unlike some other incremental or evolutionary techniques, this method advocates the 
use of a particular object modelling technique - OMT as described by Rumbaugh 
(1991). 
Frost (1991) quotes Gilb (1988) by suggesting that developers should consider how 
little can be spent in delivering maximum value or utility to users, rather than the more 
traditional approach which asks how much can be achieved given a critical constraint 
such as time or cost. 
When using the method in practice it is stated that the object model produced is not 
split up to provide the basis for incremental delivery, but that the division is better done 
by considering the users' requirements expressed directly in terms of stated business 
activities. By doing this it is felt that the increment delivery is prioritised on the basis of 
true need. 
3.5 Planning and control issues in published prototyping literature 
It is evident from examination of the definitions and models of prototyping above that 
the issues of planning and control are approached in different ways. This section will 
consider the issues briefly to give an overview of these different perspectives. 
In the early work in the subject (e. g. Mason and Carey op. cit) management and control 
are not directly addressed, the emphasis of the work is very much on the 
communication issues between users and developers and the way that the methodology 
can also be supported by a particular tool. 
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The Adissa method of structured prototyping also concentrates on the framework of the 
method (Pliskin and Shoval op. cit). They state that: 
"The SP framework assigns to the professional all the responsibility for 
analysis, design and prototyping and assumes a traditional sharing of 
responsibility, whereby the user presents a 'wish list' of requests and 
reacts to prototype presentations by the professional, until convergence 
to systems specifications is reached. " 
However the mechanisms for ensuring that the project is managed and controlled in an 
effective fashion is not explicitly stated. 
Boehm's spiral model (Boehm op. cit) emphasises that the entire software development 
project needs to be assessed against estimates of perceived risk. It is interesting to note 
that the author cites three areas where he feels that a "challenge" exists. It could be 
interpreted that one in particularly is related to issues of planning and control. He states: 
"In general, the spiral model process steps need further elaboration to 
ensure that all of the participants in a software development are 
operating in a consistent context. " 
He writes that checklists and guidelines are required to identify the most likely sources 
of project risk. Hence, by implication he is acknowledging that the planning of the 
project by using risk as the main controlling factor needs further elaboration and in that 
sense he seems to be very aware of the management and control issues that are so 
important. 
Hekmatpour and Ince (op. cit) address the management issues directly and at the time of 
their work cite it as an important and ignored topic area. They discuss whether or not 
prototyping should be used in a particular project and state that the type of prototyping 
undertaken should be clearly understood. They indicate that adopting a throw-away or 
incremental approach should not prove to be too difficult in to software project 
management practises, but that the impact of an evolutionary approach is likely to be 
much more significant. 
They consider the idea of dynamic contracting and also state that the need for discipline 
on a prototyping project is as great as on any other project. However they also state that 
at the time there was little data available that would allow a good comparison of these 
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issues. A number of suggestions connected with the way that development teams are 
organised are outlined and finally the issues of tools, user training, user time, channels 
for user feedback and user requests are also mentioned briefly. They do not recommend 
a particular model for development or even give details of techniques that have been 
successfully used, but they do recognise that management and control are important and 
under researched issues. 
Two more contemporary development methods (Frost op. cit and DSDM op. cit) suggest 
different mechanisms for management and control. Frost as with some of the earlier 
work cited above concentrates on how the method (in terms of its activities) is 
constructed to ensure effective development of systems. Management and control are 
not featured as particular issues, although the use of Function Point Analysis (FPA) is 
recommended as a useful technique for estimating purposes, although it is noted by the 
author that: 
"we cannot expect a high level of accuracy! " 
It is suggested that the estimates can be refined as the project progresses. Beyond the 
recommendation that FPA be used for initial estimation purposes, the method does not 
recommend particular project management echniques. 
The DSDM approach to project management and control is strongly linked to the use of 
timeboxes2. It is stated that without the use of timeboxing the focus of a project team 
can be lost and hence project control will be compromised. The application of 
timeboxes within the method are outlined in the DSDM manual (DSDM op. cit). 
However as with most aspects of the DSDM method the description of their use is at a 
high level and examples are not actually cited. It is worth noting that at the time of 
writing the DSDM world wide web site (DSDM 1999) has a series of papers listed for 
publication in the future. The list includes two subjects (Project Planning and 
Reporting, Timebox approaches) that are part of the project management and control of 
the method. From this it is reasonable to conclude that more work in both areas is under 
way to enhance the DSDM process. 
2 Timeboxes are outlined in Chapter 9. A further discussion of the DSDM approach to management and 
control is included in Chapter 5. 
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3.6 Discussion 
From the above it can be seen that prototyping encompasses activities which range from 
simple exercises concerned with clarifying user requirements at the front end of a 
conventional life cycle development, through to evolutionary development 
methodologies which entirely replace conventional staged methods. Although the 
definition of Hekmatpour and Ince involves an interim classification (incremental 
prototyping), this should be regarded as a sub-set of evolutionary prototyping. 
Within the scope of this research it is therefore intended to conform to Carey's basic 
model but with certain extra clarification. Hence prototyping is defined as the process 
of building software involving a high degree of user participation and feedback such 
that a product evolves in an iterative fashion. Within this broad definition prototyping 
should be sub-divided into two distinct categories. 
The first category is requirements prototyping. Here software is developed purely for 
the clarification of requirements or specification and will not be used as an 
implementation. It is not mandatory to throw away software produced during this 
process as it could form of a specification or vehicle for test generation, hence the term 
throw away prototyping is eschewed despite its relatively wide use in the literature. The 
examples of Balzer 1988, Parks 1987 and Eva 1990 all conform closely to this 
definition. 
The second category is perhaps better termed as iterative evolutionary development. It 
is the process of building software that will be used in implementation and is 
constructed in such a manner that this is planned from the outset. The examples of 
Boehm (1986), DSDM (1995b) and Frost (1994) all conform to variations of this 
definition. 
It can be seen that the second process can (and indeed does in some cases) include the 
first but that the converse, while in theory possible is not desirable. 
Since the 1980s when prototyping first started to enter the literature it is arguable that 
the actual nature of prototyping has not changed significantly and that there are still the 
two basic definitions which have existed for over ten years. However it is apparent that 
more modern prototyping "methods" have attempted to elaborate on the definitions and 
in particular the category of iterative evolutionary development now has several 
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published "methodologies" which are designed to replace the structured methods that 
originated in the 1960s and 1970s. 
The management and control of prototyping is considered in different ways by different 
researchers. It is another area where work is currently underway (e. g. DSDM) and 
hence it is not really possible to outline a recognised standard for prototyping 
management and control as so much variation exists in the published literature. 
3.7 Prototyping and specialist tool environments 
In addition to the process and product dominated work on prototyping, by the beginning 
of the 1990s it is apparent that there was also a considerable interest in the idea of 
prototyping linked to specialist tools and environments. Various research projects have 
been undertaken where a specialist tool has been used or developed and the results of 
its use documented in the literature. The section that follows looks at some examples of 
this. 
3.7.1 CASE driven prototyping 
Vonk (1990) noted that despite the plethora of published work in the field, the actual 
progress in the subject seemed slow. He defines prototyping as: 
"an approach for establishing a systems requirements definition which is 
characterised by a high degree of iteration, by a very high degree of user 
participation in the development process and by an extensive use of 
prototypes. " 
In this respect, his ideas fall in to line with those of Balzer and Parks discussed earlier. 
However after prototyping has been used in the requirements phase Vonk considers that 
prototyping is: 
"Essentially a technology-driven approach" 
He suggests that prototyping is facilitated by the 4th generation languages and that in 
addition the use of CASE is also very important. He suggests that not only is CASE 
without prototyping ineffective, but that prototyping without CASE is almost 
impossible. He does not consider prototyping to be a methodology and in this respect 
does differ from some of the earlier definitions outlined in this Chapter. 
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3.7.2 TOPOS 
TOPOS (Bischofberger and Pomberger 1992) is a toolset that is designed to support all 
the activities that occur within a prototyping-oriented life cycle. In order to use the 
method and toolset it is necessary to divide the cycle up into a requirements definition 
process, and a design and implementation process. Each part of the cycle is then 
supported by a different part of the toolset. The authors argue that there are two 
approaches to constructing prototyping tool sets. 
"A single tool which provides all support for the development of all high-level and 
functional application parts OR 
" To use various tools to develop different kinds of application part with a further tool 
to manage the co-operation of the other tools. 
They consider that the second method has advantages in terms of generality and 
flexibility. They feel that different combinations of tools can then be used according to 
the application domain under investigation. Hence TOPOS conforms to this model. It 
comprises the following components. 
" High level tools allowing requirements analysis and specification to be declared 
quickly, particularly for areas such as the user interface and data management. 
" An exploratory programming environment which allows exploratory architecture 
validation and system implementation in different parts of a prototyping 
development. 
"A project management environment which provides tools for the management of 
system documentation and other components which are produced during 
development and maintenance. 
In addition the environment must be extensible so that other tools can be incorporated 
according to the application area. 
It is argued that by using this form of environment that once the requirements definition 
process is terminated the software can be developed incrementally without disruption as 
parts need not be thrown away. 
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3.7.3 CAPS 
CAPS (Computer aided prototyping systems) is a framework that has been proposed by 
Luqi from 1988 onwards (E. g. Luqi, Berzins and Yeh 1988, Luqi 1989, Luqi 1991, 
Luqi and Steigerwald 1992, Luqi and Cooke 1992). It is suggested that it should be 
used to: 
"... prototype large, parallel, distributed, real-time and knowledge based 
systems because the requirements for design of such software systems 
are difficult to assess" 
It is stated that prototypes are built to gain information in order to guide analysis and 
design and support rapid generation of production code, hence conforming to Carey's 
first type of prototyping category. The CAPS is used to construct prototypes that the 
user evaluates against expected outcomes. If the prototype executes in an incorrect 
fashion, the user and designer identify problems that require correction. 
The CAPS tool comprise the following components: 
" An execution support system 
"A rewrite system 
"A syntax directed editor with graphics 
"A software base 
"A design database 
"A design management system. 
The tool can then be used to add changes to a prototype, to retrieve components from 
the software base, to generate production code if required, to assemble production 
systems, and to manage the prototyping process using the database. The tool designers 
state that groups of people working concurrently to evolve a software system requires 
sophisticated tool support to aid their task and that prototyping manually cannot be as 
effective. 
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In later work (Luqi 1992) it is suggested that by using this form of development that 
two areas of risk can be minimised in software development. Firstly prototyping can 
ensure that errors can be picked up early in the requirements process, thus lessening the 
chance of costly rework further on in the project. Secondly reviews of non axiomatic 
specifications (i. e. those likely to change over time, Lehman 1980) 3 can be undertaken 
in order to assess their current validity and that prototypes are very useful for this 
purpose. 
The prototyping framework is constructed of five stages which make up the software 
process model. Initially the system is divided into two sections; axiomatic and non- 
axiomatic specifications. The specifications are validated with the users using 
prototypes. The final production system is produced from the specification that the final 
prototype illustrates and is then validated using the previously agreed specification. 
Finally the software is maintained in a proactive manner. I. e. All specifications are 
periodically reviewed to determine their current state of correctness and that any 
changes required are validated through the prototype which will identify the units of 
production program that require change. 
3.7.4 Tools in General 
Although there is extensive literature devoted to work in the development of specialist 
prototyping tools4 it is not universally accepted that they are required for effective 
prototyping in software development. Smith (1991) states that he is not convinced that 
specialist tools are essential and that in some cases a tool choice which is too far 
outside the knowledge and experience of the development team may well lead to 
unnecessary overheads and higher risks in the project. It is also interesting to note that 
there is survey evidence that suggests that contrary to widely held views, standard 3GL 
languages are the most widely used prototyping tools (Martin and Carey 1991). This 
point is covered in more depth in Chapter 4. 
3See also Lehman 1988 and Lehman 1991 for a more detailed discussion of uncertainty in specification. 
4Baümer et al (1996) is a comprehensive recent example of this type of work. 
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3.8 Conclusion 
By the end of the 1980s prototyping had become a well established topic in both the 
academic and computing trade press. However as Mayhew and Dearnley(1989) point 
out most of the work published concentrated on one of three areas: 
" The advantages and problems associated with prototyping 
"A discussion of a prototyping tool and its suitability in use 
" The description of a project with an ad hoc use of prototyping within it 
In particular they were concerned with the problems of introducing prototyping into 
commercial organisations and felt that the lack of practical advice on how to adopt 
prototyping was one of the reasons why relatively few organisations had adopted the 
method for the development of systems. 
If it is accepted that Mayhew and Dearnley are correct in their observation then it 
perhaps necessary to consider what the major advantages and disadvantages of the 
technique are and also to examine its uptake in commerce. This is examined in the next 
Chapter. Only by looking at prototyping in use (or the lack of) is it possible to suggest 
methods by which it can be both improved and advanced. 
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Chapter 4. Benefits, pitfalls and commercial use of prototyping 
Chapter 4 considers the evidence presented in the literature with regard to the claimed 
advantages and disadvantages of using software prototyping. This is carried out by 
reviewing not only published case study and experimental evidence, but also by 
reviewing a series of surveys carried out in the subject area (Section 4.4). 
Brooks in his landmark paper of 1987 identifies that building software will always be 
a difficult process and that the most difficult part of it will be determining precisely 
what should be built. He states: 
"No other part of the conceptual work is as difficult as establishing the 
detailed technical requirements, including all the interfaces to people, to 
machines and to other software systems. " 
Unfortunately evidence from contemporary computing journals is a constant reminder 
that this is still the case and that unfortunately development teams still run into serious 
problems when designing and implementing systems. 
A 1990 survey (KPMG 1990) illustrates the magnitude of the problem. 
" 62% of all companies surveyed had projects that ran significantly over cost or time 
" This figure rose to 71% in companies of over 500 employees 
" Technical issues were the main problem in only 7% of the cases cited 
" 85% were problems considered to be as a result of poor project management, or 
management issues such as a failure to define system objectives, a lack of 
communication or a lack of familiarity with the project scope. 
It would appear that any methods that attempt to rectify these problems would be 
welcomed by professional software developers. Prototyping is often cited as an 
approach that addresses these issues. Hence the next section considers the perceived 
advantages and disadvantages of using prototyping and examines why it is perhaps not 
used in software development to the extent that might be expected. 
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4.1 Why use prototyping? 
In most cases the proponents of prototyping cite a range of advantages, typically these 
would include examples comprising the following or closely related factors: 
" It should enable good communication between the user and developer, 
" Requirement changes can be made at an early stage, 
" Gradual introduction with increased user acceptance should be possible, 
" Development time should be reduced, system testing, debugging, and modification 
should be less as the user is kept close to the project at all time. 
However as the quantity of literature which addresses the advantages and disadvantages 
of prototyping is considerable it is worth examining the published work in more detail 
and then evaluating the survey evidence which has also been carried out. 
4.2 Benefits of prototyping 
Examples of the perceived benefits of prototyping documented in the literature include 
the following topics, each is briefly examined in the following section: 
" To allow more effective communication 
" To aid in risk reduction 
" To increase the knowledge of users and developers 
" To facilitate easier training and increase the confidence of users 
" To increase the effectiveness of testing 
" It is a more natural form of software development 
" To increase the speed of development 
" To reduce maintenance costs 
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4.2.1 An effective communication tool 
There is a considerable quantity of published material that describes how 
communication can be improved by the use of prototyping (See Morrison 1988, 
Mayhew 1990, Stephens and Bates 1990). Examples of how particular researchers have 
described this are illustrated below. 
Brittan (1980) gives a summary of the use of prototyping in development: 
"The final system may well have features of one or more of the 
prototypes, but the basic philosophy is to learn, to find out, to discover. " 
This theme is also stated by Guitierrez (1989) who considers that any experimental 
form of development should always be considered as a learning vehicle for providing 
more precise ideas about objectives and targets. 
Thomas (1987) gives a good summary of the use of prototyping in expert systems 
development by stating: 
"The value of the prototype should be that it communicates to the users 
and to senior management he likely scope and value of the final system, 
that it communicates quickly to the expert how successful the knowledge 
base so far constructed could be and that it enables an accurate assessment 
of the scale of the project to be made. " 
Harris and Parker (1987) give evidence that also supports this view. They note that a 
system (LIVES) did not live up to expectation because no prototypes had been designed 
and there had been virtually no consultation between the developers and users as the 
design had progressed. A similar stance is taken by Martin (1991) who contends that 
the normal method of depicting system function and behaviour will not be as effective 
as demonstrating an actual working piece of software. 
Software engineering has developed formal methods' which attempt to specify software 
mathematically thus ensuring that the implementation is "valid" (i. e. is a correct 
instantiation of the specification). Although this is without doubt of great importance it 
is not practical for users (unless highly trained in the notation used) to verify that the 
'Vienneau (1997) reviews the state of formal methods after two decades of development. 
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specification is indeed what they require. In these cases prototyping can be used as a 
method to demonstrate that the software conforms to the expectations of the user. 
The theme of communication is also examined in surveys which have been carried out. 
These are examined in more detail in a later section in this Chapter. 
4.2.2 Risk reduction 
Several authors consider that prototyping is an important technique when used to try 
and reduce the risks associated with software development. This has already been 
mentioned briefly in Chapter 3 (Luqi 1992). Other authors including Harker 1988, 
Graham 1989, Bates 1989 and Sommerville 1992 all consider the positive affect that 
prototyping can have on the identification of areas of potential risk within a proposed 
system. 
By allowing users an input into the decision making process and allowing them to 
evaluate alternative strategies, better informed decisions can be taken by project 
managers. This can then help evaluate ways of minimising the risks involved. 
4.2.3 Increased knowledge of users and developers 
By using prototyping users and developers can learn more about the problem domain as 
prototypes can be criticised (Hilal and Soltan 1991). Harker (1988) states that 
prototypes are useful in that they allow users the opportunity to respond to alternative 
design decisions at a stage where they can still be influenced and amended. Budde and 
Zullighoven (1990) also encourage this theme stating: 
"Systems development is a learning process for all parties involved, and 
not a transformation of a specification into a target system. " 
Mayhew 1990 suggests that not only does prototyping allow learning about crucial 
elements of a system from the outset, it also allows participants to increase the width of 
their knowledge as the process goes forward. 
The lack of a place for learning is illustrated well by Jorgensen (1984) who states: 
"Systems development is also a learning process. One of the most 
striking features of the traditional approach to systems development is its 
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failure to include the learning that takes place during the development 
process" 
The ability of users to state what they want in a more effective manner is described by 
both Ince (1988) and Bates (1989). This ability is likely to have come about because of 
their direct contact with a prototype which has allowed them to learn more about the 
process that they are expected to participate in. The developer is more likely to 
encourage useful feedback by demonstrating prototypes in a realistic fashion that allows 
a good understanding of what is required by the user community. However it is also the 
purpose of the prototype to educate the software engineer as well (Harwood 1989). 
4.2.4 Easier training and increased confidence of users 
As users have participated in the design and development of the system it is argued by 
some (Hekmatpour and Ince 1986) that training costs will be lessened by taking a 
prototyping approach and that users will be more amenable to the system being 
implemented as they will already have been involved with it during development and 
already have a sense of "ownership" of the system. This and similar points are made by 
many authors including Dearnley and Mayhew (1983), Mayhew (1987), Bates (1989), 
and Smith (1991). 
In addition if an incremental approach is taken then an early payback is possible as parts 
of the system can be delivered earlier than if a monolithic approach was used. This is 
illustrated in both Graham (1989) and Stephens and Bates (1990) 
4.2.5 More effective testing 
Testing can be spread out more evenly over a prototyping project. Hilal and Soltan 
(1991) suggest that verification of a product is more effective using a prototype 
compared to a written specification. Certainly some aspects of testing should be more 
effective using prototyping, although in the case of throw away prototyping it will not 
be easy to simulate system performance or related issues. 
4.2.6 A natural method of software development 
Arthur (1992) contends that rapid prototyping as part of a rapid evolutionary 
development method is the only way that software can be created for successful systems 
over short time spans. He states that the construction paradigm will not succeed because 
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it will always take longer and that the information necessary to build it is not available 
at the outset. As a result only by using evolutionary methods can developers learn about 
the system in an effective manner. A similar point is made by both Bates (1989) and 
Smith (1991) where they contend that undergraduates favour this form of approach 
when building software. 
4.2.7 Increased speed of development 
Using the results of a limited experiment involving seven graduate development teams 
Boehm, Gray and Seewaldt (1984) suggest that systems can be developed faster, saving 
as much as 45 percent of the development effort compared to systems built using a 
structured approach. In addition the products were smaller (usually around forty percent 
of the size of comparative structured systems). Boehm also shows that developers using 
prototyping spent less time implementing unnecessary functions ("gold plating"). 
Unfortunately, this is one of only very few examples where assertions about 
productivity are backed up by empirical evidence. Although other studies (e. g. 
Goodwin 1993) claim increased productivity the examples of projects cited cannot be 
easily compared against those carried out using comparable methods. 
Hekmatpour and Ince (1986) state that speed and cost of prototype construction are of 
great importance although this is in the context of producing a prototype that is used for 
experimentation and learning rather than for extended use. 
4.2.8 Reduction of maintenance costs 
Vonk (1990) considers that maintenance costs can be reduced particularly where there 
is a high level of uncertainty regarding the application area. He suggests that to embark 
on a prototyping approach where there are low levels of uncertainty is probably not cost 
effective. Unfortunately there is a lack of published work in the area of prototyping and 
maintenance so most evidence in this important area is of a speculative nature -a point 
emphasised by Smith (1991). 
Boehm et al (1984) contends that the systems constructed using prototyping in their 
study were "more" maintainable than those produced using specifying, but as pointed 
out earlier this study was only of a comparatively limited scale. 
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Connell and Shafer (1989) also make claims about the likely decrease in maintenance 
costs using their structured prototyping method. Unfortunately there is little evidence to 
back these assertions and hence their empirical validity is questionable. 
4.3 Prototyping pitfalls 
With the long list of advantages often given, it might seem curious that the technique is 
not more widely used. The question of why this is the case has not been widely 
addressed in the literature on prototyping and hence a definite answer is not available. 
Typical difficulties are listed below and then briefly outlined in the next section. 
" Problems of introduction and use 
" Undue user expectation 
" Friction between participants 
" Time and project responsibility of clients 
" Performance issues 
" Inadequate analysis of the problem domain 
" Implementation of throw away prototypes 
" Estimation and resource planning 
" Contractual difficulties 
4.3.1 Problems of introduction and use 
Although prototyping is widely written about in both academic journals and the 
computing trade press it is only very recently that a standard commercial methodology 
for its use within a RAD framework has emerged (DSDM 1995a, DSDM 1995b). 
Mayhew et al (1989) concluded that most published work in the area tends to fall into 3 
distinct categories: 
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" The advantages and problems associated with the use of prototyping. 
"A particular tool and its suitability for prototyping. 
"A description of ad hoc adoption of prototyping for a particular project. " 
They stated that little attention has been given to the problems of introducing and 
organising prototyping into a typical commercial environment. Overall they suggest that 
the lack of a formal methodology is one of the main reasons for its slow adoption by 
commercial management. If this is the case then hesitancy within commercial 
environments is hardly surprising. Tozer (1987) typifies the concern that commercial 
developers tend to show by stating : 
"For corporate systems, evolutionary development can mean never quite 
knowing what the final system will do, when it will be ready or what it 
will cost. " 
This type of problem is also discussed by Vonk (1990) and is also illustrated by Smith 
(1991). 
Carey (1990) suggests some guidelines that can be used by developers for deciding 
which applications are more suitable for prototyping; however there are many questions 
that can be raised about the possible problems using prototyping and the lack of a 
formalised method: 
Prototyping is a highly iterative process, at what point should the process start? 
. As the process encourages iteration at what point should the iterations stop? 
What documentation is required to develop a specification if the prototypes 
themselves are representing part of the final system function? 
40 Is there a final specification if the process is dynamic? 
" It is very difficult to discover instances of prototyping projects that have failed, 
should this be interpreted as a sign of infallibility? 
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Unfortunately many of these issues have not been addressed in detail and it is possible 
that the use of prototyping has not spread due to the uncertainty surrounding its use. 
Hayball and Barlow (1988) in a research project on expert system development 
methods acknowledge the fear of developers regarding rapid prototyping stating: 
"... in the past, KBS (Knowledge Based Systems) of any complexity have 
largely been developed in research environments using ad-hoc 
techniques of rapid prototyping which engender the likelihood of 
unconstrained iteration. " 
Guimaraes (1987) discusses similar issues and states that: 
"Prototyping proponents who thought the method would do away with 
documentation, project management, and the systems development cycle 
itself are beginning to realise that just the opposite is true. " 
Prototyping has been used successfully in various projects. However there are still 
issues which require more research in order that a disciplined approach can be adhered 
to. The adoption of methods by software developers wary of the current lack of 
structure are likely to be more enthusiastically received if the methods can be shown to 
be controllable. 
4.3.2 Undue user expectation 
This problem can occur due to a variety of different phenomena. Carey (1990) 
considers that delivery dates can be too optimistic, the final system can have 
inefficiencies that have been glossed over in the design phase, the interfaces may have 
been rushed and the full depth of the problem may not have been analysed. Other 
authors (e. g. Mayhew 1987, Livesay 1984) state similar problems. There is also 
survey evidence (E. g. Alavi 1984) that illustrates this point. Further survey work 
concerned with this issue is discussed later in this Chapter. 
In all case it is important that the development team make clear to users and clients 
what the likely risks and problems are going to be. This is most important in order to 
promote a more co-operative relationship between the different parties. If the users are 
to form a more active part of the decision making process they are required to be kept 
well informed and must not be given to expect more than that can be delivered. 
Page < 60 > 
Chapter 4. Benefits, pitfalls and commercial use of prototyping 
An example of this type of problem is if an early prototype is built using a 
sophisticated GUI when the final implementation is likely to be built on a more 
traditional machine. Often interfaces associated with relational databases have not 
been as flexible as other environments and users should not be misled if the final 
implementation is to use such an environment. 
4.3.3 Friction between participants 
As the team involved in the process of development is likely to include a significant 
user element the scope for friction between the different parties is likely to increase. In 
some respects this can well lead on from undue expectations having been created (see 
above), but as Mayhew (1987) points out the prototype can itself be misused in order 
for the development team to try and wilfully manipulate the users involved. This 
problem is also discussed by Smith (1991) and by DSDM (1995b) both of whom 
highlight the possibility that users who feel threatened by the process can be difficult 
to work and communicate with, which can lead to a lack of understanding between 
parties and even conflict. 
4.3.4 Time and project responsibility of clients 
The time needed by prototyping will involve not only developers, but users as well. 
Unless client organisations are prepared to allow users to fully participate in the 
prototyping process their valuable input will be lost. The increased user participation 
required also means that a failure to accept this responsibility will lead to project 
difficulties that can no longer be placed entirely at the door of development teams. It 
is important that the time used in prototyping sessions is used in a sensible and 
responsible manner by both users and developers. 
Problems of: 
" Developers dwelling on unnecessary trivia needlessly repeating similar sections of 
the system or 
Users not being prepared to communicate (whether wilful or due to intimidation) 
will lead to significant problems. It is important that mechanisms are in place that can 
prevent this happening. Grottola (1989) suggest that clients can prepare by allowing 
sufficient time in their work schedules, ensuring that the most appropriate users are 
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involved, not prevaricating when important issues are at stake, and being critical of all 
components. Williams (1992) also cites evidence of waning user enthusiasm as a 
project progresses and states that developers must maintain good progress to sustain 
user enthusiasm. 
4.3.5 Performance issues 
The problems of system performance after using prototyping is discussed by Prizant 
(1986). However the main theme of the argument is that fourth generation languages 
and relational technology whilst particularly suitable for prototyping can incur 
performance overheads. Although other authors also hint at the same thing it is 
important to appreciate that prototyping is not inextricably bound up with these types 
of software and that there is evidence (see next section) that prototyping is mainly 
carried out using third generation technology. In the view of the author performance is 
more likely to be affected by inadequate design, poor choice of software environment 
or under specified hardware. It is possible one of these could be influenced by the 
choice of prototyping as a design method, but prototyping itself will not lead to sub- 
standard system efficiency. Carey (1990) contrasts a successful prototyping project 
with one that had severe performance problems. He concludes that the success of the 
second project was due to significant advances in tool technology and that as software 
tools geared for prototyping become more efficient, the problems of performance 
inefficiencies will decrease. 
4.3.6 Inadequate analysis of problem domain 
The temptation of development teams to produce working software to demonstrate to 
users can well lead to the analysis phase being rushed. After this has happened there is 
then likely to be further pressure to implement software which has not been 
adequately documented or tested. This problem is particularly true where throw away 
prototypes appear to users to be adequate for the required task. Stephens and Bates 
(1990) elaborate on the pressures that can arise due to this problem. 
It is important that the correct type of user are selected by the clients in order to help 
allow the developers to learn about the system. Users who are unwilling to co-operate 
will create difficulties (see above), but there are published examples (Braunstein, 
Lauer and Doane 1991) where middle management are used to represent typical users 
of a system leading to: 
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.... an almost cavalier attitude towards the treatment of end-user 
information requirements within a system. " 
Another problem can arise when too much emphasis is placed on implementing an 
inefficient system in order to fulfil particular user requests. Although prototyping must 
encourage the fullest participation with users, sometimes it is necessary for 
development teams to show that alternative strategies are more effective. This 
problem is illustrated in Rzevski (1984). 
Hilal and Soltan (1991) argue that a prototyping approach can lead to a narrower and 
shallower knowledge domain. It is stated that the range of options is reduced earlier as 
fast feedback limits possible solutions, hence a global view is sometimes lost. 
4.3.7 Implementation of throw away prototype 
The pressure on developers to deliver a working system based on software that was 
originally only intended as a throw-away prototype can lead to problems. This is 
mentioned in Stephens and Bates (1990). If developers do not resist this pressure the 
delivered system is likely to be unreliable, inefficient and will probably be difficult to 
maintain. Scott Gordon and Bieman (1994) state that managers must maintain a firm 
commitment to the chosen prototyping paradigm and fully define the prototype's 
purpose and scope at the outset to avoid this problem. 
4.3.8 Estimation and resource planning 
It can be argued that the iterative nature of prototyping with out the apparent easily 
identifiable milestones prevalent in structured techniques make estimation and 
planning particularly difficult. Boehm and Pappachio (1988) argue that this is not 
necessarily the case and that appropriate guidelines can be formulated. This particular 
issue is discussed in more depth in Chapter 9. 
4.3.9 Contractual difficulties 
Software for projects is normally delivered as part of a contract that stipulates the 
deadlines involved and the fees payable on delivery. It has been recognised that 
building systems to a fixed price can often only be achieved if no change occurs 
within the project. (Pers comm Martyn Thomas 1990). If prototyping is used and 
ZMartin Thomas in the keynote address at the 1990 BCS Conference on Software Engineering 
Page < 63 > 
Chapter 4. Benefits, pitfalls and commercial use of prototyping 
change is to be encouraged in order to ensure that the software is fit for the anticipated 
task then this form of contractual arrangement is not always suitable. Graham (1989) 
illustrates this as a particular difficulty when projects involve one or more external 
software houses. Mathiassen (1984 In Budde at all) proposed a dynamic contracting 
strategy where contracts are initialised formalised but negotiated by interested parties 
during the development process. By revising the contracts as new information comes 
to light management can itself become more dynamic. 
4.4 Commercial use of prototyping - survey evidence 
It can be seen from the previous section that prototyping appears to have a lengthy list 
of both advantages and disadvantages. The next section considers issues of 
prototyping based on survey evidence from both British and North American sources. 
There have been several surveys into the use of prototyping within the United States 
(Alavi (1984), Necco, Tsai and Gordon (1989), Palvia and Nosek (1990), Martin and 
Carey (1991), Hardgrave, Doke and Swanson (1993), Scott Gordon and Bieman 
(1994) Hardgrave and Wilson (1994)3 and Hardgrave (1995)). 
However to the author's knowledge comparable studies have not been carried out in 
the public domain within the United Kingdom. In order to discover more about the 
extent to which prototyping is used within industry in the United Kingdom a survey of 
200 companies was carried out which was supervised by the author. 
The results of this survey undertaken in 1994 by Kinmond which are analysed here, 
cannot be considered to be exhaustive, but it is hoped that trends can be noted and 
hence an indication of the way that software development is moving can be gained. 
The survey attempts to look at some of the major issues in prototyping, the languages 
used, the perceived advantages and disadvantages, and the subsequent use to which 
prototypes are put. Where applicable the results are compared and contrasted with 
findings from other survey work. 
The early draft of the survey questionnaire attempted to contain the questions to one 
side of A4 and enable the respondents to merely tick appropriate boxes in response to 
a question. This had the advantage of being a familiar format, but the design appeared 
too cramped and did not give room for expansion on individual questions. The 
redesigned questionnaire was drafted to allow the respondents room adjacent to the 
'The same data is also used as a basis for Hardgrave (1996). 
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question for a more free form response. Despite piloting the questionnaire, some 
sections were poorly received and did not appear to be well understood. Pre addressed 
and free post envelopes were included and a response rate of 20 % was achieved. 
Table 4.1. Response to questionnaire 
Study Year Number Number % Response 
mailed returned 
Alavi 1984 Not stated 12 N/A 
Necco, Tsai and Gordon 1989 Not stated 97 N/A 
Palvia and Nosek 1990 300 65 22 
Martin and Carey 1991 1000 71 7 
Hardgrave et al 1993 500 96 19.2 
Hardgrave and Wilson 1994 500 88 17.6 
Kinmond and Stephens 1994 200 40 20 
The 20% response rate for the survey is comparable with other studies. 
The results for each question asked are discussed and illustrated in the following 
section. 
Table 4.2. Primary activity of the organisation 
Primary activity Number of % Response 
respondents 
1. Agriculture, forestry and fishing 13 
2. Energy & water supply 38 
3. Mining, chemicals, metals & minerals 13 
4. Metal goods engineering, electronics & vehicles 6 14 
5. Computer manufacture 38 
6. Systems OEM 00 
7. Other manufacturing industries, Construction 4 10 
8. Retail, distribution, hotels, catering & repairs 13 
9. Computer dealer/reseller 00 
10. Transport & communication 00 
11. Banking, financial, business services & insurance 5 13 
12. Computer services bureau 25 
13. Software house 38 
14. Education, Health, government & local authorities 9 22 
15. Other 13 
Table 4.2 shows the breakdown of the responses to the questionnaire based on the 
primary activity of the organisation . It can be seen that there was a good spread of 
different types of organisation. Public sector organisations were well represented, but 
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there was also a good response from manufacturing and finance. One organisation did 
not answer this question and is listed as category 15 
Table 4.3. Job function of the respondent 
Job Function Number of % Response 
respondents 
1 Technical Customer Support 4 10 
2 Systems Programming 25 
3 Manager Of It/ Mist DP Department 6 15 
4 Systems Analysis Or Design 4 10 
5 Programming(Development/Application) 5 12.5 
6 Systems Analysis And Programming 7 17.5 
7 Overall Head Of It /DP 00 
8 Networking 00 
9 Operations 00 
10 Software Engineering 6 15 
11 Hardware Engineering 25 
12 Board Level Director For It/Mis/DP 00 
13 Database Administration 1 2.5 
14 Other 3 7.5 
This section was included in order to assess the value of the respondents replies. The 
survey results demonstrated that over 50 % of respondents worked in the area of 
systems analysis, design or programming (categories 4,5,6, and 10), the second largest 
category of respondents was managers of IT/MIS/DP departments (category 3). The 
authors feel that the survey has therefore been answered by staff that are in a good 
position to reflect on the questions asked. 
Table 4.4. Software development method used by the organisation 
Development Method Number of % Response 
respondents 
1. SSADM 9 24 
2. YOURDON 6 13 
3. JSD 38 
4. Multiview 00 
5. Information Engineering 13 
6. None 21 52 
The respondents were asked to state what development methods were in use by the 
organisation. The results to this question raised a variety of points: 
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"A large percentage (52%) of respondents stated that they were not following a 
methodology. 
" Comments concerning methodologies revealed that many popular methodologies 
are only partly used or greatly modified. (For example several organisations stated 
they used SSADM version 4 and were using prototyping in an evolutionary 
manner. This approach is not in line with SSADM (V4) methods). 
. Several organisations claim to be following more than one methodology. 
" There did not appear to be any particular relationship between use of a method and 
size of the organisation. 
As mentioned above, comments written on the questionnaire ranged from: 
"The methodologies employed may be altered in their use according to the developers 
preferences, but the basic guidelines are implemented. " 
Through to: 
"Several methodologies are used, there are no strict guidelines. " 
The results and comments above suggests that the use of recognisable development 
methods still have some way to go before they can be considered to be normal practice 
within software projects of this type. This study is broadly in line with one that is 
reported in Computer Weekly (Green-Armytage 1995) where SSADM accounted for 
16% of the number using a methodology whilst 33% used their own in house 
methods. 
Three of the studies (Necco et al (1989), Palvia and Nosek (1990), Hardgrave et al 
(1993) investigate the use of prototyping within a structured approach. Although the 
research methods are not directly comparable the following conclusions can be drawn 
from the work carried out. 
Prototyping need not replace a structured approach, but can be used within it. Necco et 
al (1989) discovered that this was the case for about half of the organisations they 
surveyed. 
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Both Palvia and Nosek (1990) and Hardgrave et al (1993) investigated the use of 
prototyping within particular phases of systems development. The former considering 
it as a four stage process (analysis, design, development, implementation), the latter a 
six stage process (feasibility included at the start and post-implementation review at 
the end). The graph below indicates the findings. 
Graph 4.1. Prototyping use within life-cycle 






Key to prototyping use within life-cycle 
From Graph 4.1 it can be seen that the general trend exhibited by the two data sets is 
that the use of prototyping is more prevalent in the analysis and design phases, than 
later stages. The Hardgrave study indicates much higher use of prototyping throughout 
the cycle. This is perhaps because the study was carried out more recently, although 
other (unknown) factors could be influencing the results shown. The Palvia and Nosek 
study indicates a peak of prototyping use in the design, rather than the development 
phase - again it is possible that the use of prototyping has increased substantially in 
the period within the two studies and that increased prototyping in analysis require 
less design verification. The very high usage of prototyping in the analysis phase in 
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the Hardgrave study leads the authors to suggest that the prototype and associated 
documentation could become the requirements document. 
Graph 4.2. Subsequent use of prototype 
1. Becomes operational system (evolutionary) 
2. Is used for demonstration purposes 
3. Code is re-used 
4. Is thrown away 
5. Is used for training purposes 
6. Is used as part of the system Documentation 
Key to subsequent use of prototype 
It was possible to give more than one response to this question. In the graph the two 
sets of data are plotted as percentages to give clear comparison. The more recent (UK) 
survey shows slightly fewer systems evolving into the final system, but more of the 
prototypes have code in them that is re-used. Overall a high proportion of the 
organisations put the prototypes to some use and only 11 % throw them away. 
Page < 69 > 
Chapter 4. Benefits, pitfalls and commercial use of prototyping 
Graph 4.3. Documentation of prototypes 
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Documentation type Option in Option in 
Martin & Carey Kinmond 
Data flow diagrams Y 
Data dictionary Y 
System Flowchart Y 
Program flowchart Y 
Text (narrative) Y 
Hierarchy charts Y 
No documentation Y 
Other types Y 
Entity analysis N 














This question attempts to find out how prototype models were documented. It was felt 
that alternative answers to this question should match the examples given by Martin 
and Carey. Pilot studies revealed that some adaptation was required for the United 
Kingdom sample population. More than one response was possible to this question. 
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The following points were noted: 
" Data flow diagrams were most popular in both surveys. 
" Data dictionaries and flowcharting techniques were widely used. 
" Entity analysis was a popular choice in the UK survey. 
"A significant number of respondents stated that no prototype documentation was 
produced. This represented 20% of the UK respondents. 
" Entity life histories were not used by any UK organisation. This seems to conflict 
with the stated use of SSADM by several organisation. 
Although documentation is carried out, it would appear that developers have very 
different views on what is the most effective way of documenting a prototyped 
system. The degree to which techniques for documentation are adopted as part of the 
prototyping process varies as the comments received show. These ranged from 
statements such as: 
"Documentation tends to be done after the product is complete and 
released to the customer. " 
Through to more worrying admissions including: 
"Prototypes are not documented because documentation is a lengthy 
process. " 
Yet the importance of documentation is also acknowledged in comments such as: 
"Software is developed on a variety of platforms, many different 
languages are used throughout the site. Seldom does more than one 
person work on the same application. " 
This final statement was made in conjunction with comments regarding the crucial 
part that documentation plays in the development of any quality system. It is possible 
that the adoption of more evolutionary forms of development require a re-think of the 
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way that documentation is best carried out. This is an area which is worthy of further 
study. 
Graph 4.4. Advantages of prototyping 
Advantage 
1. User involvement 
2. User communication 
3. User satisfaction 
4. Shorter development time 
5. Training 
6. Reduced development costs 
7. Reduced Maintenance cost 
8. Other 
Key to advantages of prototyping 
Respondents were asked to rank the advantages that prototyping gave them. A Likert 
scale of one to five was used. The graph is scaled so that a value of one represents a 
very unimportant advantage, whilst a value of five represents a very important 
advantage. 
The graph plots the mean figures from both the Martin and Carey (1991) and 
Kinmond (1994). Although the absolute figures for the two surveys do not map on to 
each other, the trend of each set of figures is very similar. This suggests that both sets 
of respondents have similar expectations and experiences on the use of prototyping. In 
both cases the user centred nature of the process comes across strongly as the most 
Page <72> 
Chapter 4. Benefits, pitfalls and commercial use of prototyping 
valued characteristic of prototyping. In both cases the reduction of both development 
and maintenance costs are not considered to be particular advantages of using 
prototyping. Figures from two other surveys are also included in those categories 
where the results are equivalent. The importance of user involvement and 
communication is marked as very significant. 
The Palvia and Nosek survey also shows that communication between developers, the 
early discovery of requirements are both rated as very positive features of projects 
using prototyping. In guidelines suggested by Hardgrave and Wilson (1994) they 
conclude that prototyping is not used where the developer has wide experience of the 
application domain, but that it is used where there is a need for experimentation and 
learning prior to full commitment to a project. 











Reduced management control of the project 
False user expectation 
Time required for user Participation 
Lack of necessary tools 
Increase in development costs 
Integration with existing methodologies 
Inadequate analysis carried out 
Poor documentation of systems 
Key prototyping disadvantages 
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This question was asked to ascertain which characteristics were considered to be the 
most disadvantageous in using prototyping. Martin and Carey (1991) choose not to 
consider this points in their 1991 study. In this study a Likert scale was again used to 
rank the disadvantages of prototyping The scale used was again from one (very 
unimportant disadvantage) to five (a very important disadvantage). 
The major disadvantage was seen as the time required for user participation. The 
results do not make it clear whether it is the user that feels his time is being wasted by 
developers being unable to focus on their requirements or if it is the developer who 
feels that time with the user is used inefficiently. 
It is also noted that creating false user expectations and the possibility of increased 
development costs are disadvantages associated with prototyping, but with a low 
rating (1.95) they are not considered major disadvantages. 
Integration within existing methodologies is not seen as a primary disadvantage, 
possibly because most of the respondents (52%) stated they were not following a 
standard development methodology. A similar level of disadvantage was also 
associated with specialist tool usage. This suggests that prototyping is not dependent 
on particular tools being available. 
Necco et al (1989) discovered that the lack of standard prototyping procedures 
followed by users wanting to use the prototype as the production system were the two 
most frequently cited problems when using a prototyping approach. It is possible that 
their second reason is related to the creation of false user expectations as discovered in 
this survey. However the two surveys are not directly comparable, hence accurate 
conclusions should not be drawn from this. Alavi (1984) cited four perceived 
problems: 
Prototypes can be oversold creating undue user expectation 
" Planning and control can be difficult. This was stated to be partly due to the 
"newness" of the prototyping approach which required different procedures 
compared to traditional methods. 
Better guidelines are required particularly for large systems. Boundaries and sub- 
division of systems need careful thought. 
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" There are problems of maintaining user enthusiasm, particularly after the highest 
priority requirements were satisfied. 
Table 4.5 Languages used for prototyping and operational systems 
Study 3GL alone 4GL alone 4GL converted 
to 3GL 
Martin and Carey (1991) 22(55%) 6(15%) 12(30%) 
Kinmond (1994) 24(61%) 11(28%) N/A 
This question was asked in an attempt to discover if there were any identifiable trends 
in the use of particular languages and their association with prototyping. In particular 
it was hoped to discover if the frequent association of prototyping with the use of 
4GLs was in evidence in the survey. 
The results revealed that several development languages (both 4GLs and 3GLs) were 
in use by the same organisation for both the prototype and the operational system, this 
prevented simple categorisation. Martin and Carey (1991) found that 55% of 
respondents used COBOL as the final implementation language and it was also the 
most common prototyping language. Kinmond (1994) found that in excess of 60 % 
used a 3GL as the final implementation language and that C was the most common 
language, followed by COBOL. 
Both studies suggest that prototyping specialist tools or 4GLs are not seen as a 
prerequisite for projects using prototyping. This conflicts with evidence from 
Hardgrave and Wilson (1994) who concluded that evolutionary prototyping is not 
used unless prototyping support tools are available. 
4.5 Summary 
Although the results of the Kinmond survey have been compiled from a small sample 
there are still some trends which are worthy of comment. 
The survey appears to be consistent with many of the finding of Martin and Carey 
(1991). 
The majority of the organisations replying were not following a methodology and 
a high proportion of those that were following a methodology such as SSADM 
were modifying it. 
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" The subsequent use to which prototypes are put reveals that in the majority of 
cases the prototype was not thrown away, either evolving into the final system or 
used in some other way. 
" Prototypes were documented in a wide variety of different forms but over 20% of 
respondents stated that they do not document their prototypes, whilst those that do, 
mainly use data flow diagrams. The popularity of entity analysis as a 
documentation technique may be indicative of the increased use of relational 
database technology. 
" The advantages of prototyping centred around the better levels of user 
communication, user involvement and user satisfaction, this strongly agrees with 
the finding of Martin and Carey (1991). Training and reduced development time 
and costs were thought to be less important advantages. 
The major disadvantage to prototyping concerned the time required for user 
participation. Less significant disadvantages included the creation of false user 
expectations and increased development costs. There is evidence that pressure to 
implement throw-away prototypes is a problem (Necco et al 1989) and there are 
still question marks over management and control issues, however the latter does 
not seem to be solely a problem within a prototyping environment (Palvia and 
Nosek 1990). 
The results of this survey suggest that prototyping is used by commercial 
developers despite the concerns that are sometimes expressed. The author feels 
that many of the comments made by Martin and Carey in 1991 remain pertinent 
today. 
Hardgrave and Wilson (1994) suggest that evolutionary prototyping is not used 
unless appropriate tools are available. However both the Kinmond 1994 study and 
the earlier work of Martin and Carey reveals that specialist tools or environments 
are not a prerequisite for prototyping, these results suggest that Smith (1991) may 
be closer to the reality of prototyping in suggesting that special purpose 
prototyping tools are not essential. 
The surveys examined did not focus on the relationship between prototyping and 
CASE. It has been stated (Vonk 1990) that it is impossible to prototype without 
having access to appropriate CASE tools. Unfortunately there does appear to be 
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empirical evidence that either supports or conflicts with this assertion. Further work 
requires to be carried out to investigate this claim. 
4.6 Discussion 
From both the general literature and the survey evidence there are some issues which 
come across strongly. 
4.6.1 Advantages 
Prototyping will strongly aid learning and communication, both for users and 
developers. There is also strong evidence that user satisfaction levels will be higher. 
4.6.2 Disadvantages 
User time required is undoubtedly increased if prototyping is used. The responsibility 
of users within a project is increased. If there are difficulties in ensuring sufficient 
commitment to a project from users, then there are likely to be severe project 
difficulties. Developers can be put under pressure to implement solutions which were 
never designed to be permanent - these pressures must be avoided. Documentation of 
systems using prototyping also seems to be an area of weakness, this could be 
connected with the view that unlike conventional methods which are perhaps over 
reliant on documentation for both modelling and project control, the entire 
relationship between prototyping and documentation is unclear. 
Estimation, management and control procedures appear to be confused areas within 
the prototyping area. The problems of iteration and the mapping of conventional 
management techniques onto evolutionary methods seems to cause unease in 
commercial software development. There seems to be little evidence that supports the 
view of Boehm (1984) that software produced using prototyping leads to improved 
maintainability. 
The following Chapter investigates the issues on management and control in more 
depth and examines the techniques that have been suggested by researchers and 
practitioners to allow more effective control over prototyping projects. 
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4.7 Comments on the use of survey work. 
It is worth recording that there does appear to be a good degree of consistency 
between the various surveys that have been carried out. As has been recorded in this 
Chapter there are several features (both positive and negative) of the prototyping 
process that seem to figure consistently in most of the surveys examined. This 
suggests that surveys can be a useful research tool in the area. It is the opinion of the 
author that future surveys should try to explore the issue of documentation of 
prototypes, and in addition to try and find out more detail about the main disadvantage 
cited, i. e. how to gain maximum benefit from the time spent between user and 
developer. It might also be possible to try and gain further detail about some of the 
other problems that exist. 
Unfortunately when carrying out this type of research, the amount of detail that can be 
derived from a questionnaire will always be limited, as increasing the scope of the 
survey will inevitably lead to a reduce in the response rate. Hence it is inevitable that 
surveys will always have certain shortcomings that affect their overall usefulness. 
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The management and control of prototyping are examined in this section of the 
research in order to discover what theories currently exist to aid developers. A 
comparison of management and control mechanisms used in different forms of 
development are examined. 
There is a view that although prototyping can be useful, it cannot be effectively 
controlled and that its use is particularly limited by management problems (see 
previous Chapter). Hence adopting prototyping as a development method in its own 
right is considered by some to be impractical. There is in contrast, considerable 
evidence that prototyping and evolutionary methods do have benefits over more 
traditional methods in other areas and that a wider use of them would benefit software 
developers in general. 
5.1 Background 
Research so far carried out, both in the author's experience (Stephens and Bates 1990, 
Stephens and Bates 1992) and in other work (e. g. Purtilo et al 1991, Morrison 1987, 
Mayhew 1991, Tate 1990) suggests that prototyping does have real benefits for 
helping to define requirement boundaries and to facilitate user involvement in and 
commitment to systems and system development. The way in which this is achieved is 
by a genuine sharing of responsibilities, between users and developers, for learning 
about system requirements and the control of the project. Other benefits are also often 
mentioned, these have been discussed in the previous Chapter. 
Prototyping may be viewed as an investment in user participation with a large 
potential payback in system quality and development efficiency. There is, however, a 
widespread view (perhaps misplaced) that project management, particularly project 
control, is inherently more difficult when using prototyping. The following statements 
from Warhurst and Flynn (1990) represent this view which is often considered to be 
one of the fundamental drawbacks of using prototyping as part of a practical 
evolutionary development method: 
"An important criticism of prototyping is that projects using this 
approach are difficult to control and manage. [.. ] Whilst prototyping may 
be appropriate, it has however been conspicuous for its lack of control 
Page <79> 
Chapter 5. Prototyping: management and control 
and documentation, two fundamental requirements for quality software 
production. " 
It is certainly the experience of the author that evolutionary prototyping projects 
present challenges in the approach taken to management and control. Upon further 
reflection it is not surprising that control becomes a major concern in a process that 
encourages iteration and where some control is inevitably handed over to the user. The 
author would agree with others that the approach required in evolutionary 
development is revolutionary compared to a more traditional life cycle approach (Ince 
1988, Hekmatpour and Ince 1986). The approach taken by the DSDM consortium 
(DSDM 1995b) is also very much concerned with the management framework of the 
development process. 
The evidence that prototyping is an uncontrollable and undocumented development 
process is not universal throughout the literature. As the previous Chapter illustrates 
survey evidence (Palvia and Nosek 1990) shows that structured approaches were only 
rated marginally higher than prototyping in the contribution made to project control. 
Additionally the ratings for documentation on both methodologies was not 
significantly different. This is also echoed by Martin and Carey (1991). 
This Chapter considers the current control procedures which are recommended by 
practitioners of structured methods and contrasts these with practices which are 
advocated by prototyping research. Structured methods are chosen as the comparative 
development paradigm since they currently represent "good" software engineering 
practice, and experiences of organisations using them are available in the literature. 
The later part of the Chapter will examine frameworks for the control of prototyping. 
5.2 Project control 
Within structured methods, project control is often considered to be a valuable side 
effect brought about by the prescriptive nature of the method. The underlying 
assumption is that as a project is divided into small steps and well defined phases, the 
control of the project automatically becomes manageable as a result. Hence 
prototyping, because it does not have well defined heterogeneous steps is seen to be 
difficult to manage and control. 
Page < 80 > 
Chapter 5. Prototyping: management and control 
Only by examining and comparing the control strategies involved using both forms of 
system development can a more objective judgement be made of their relative 
strengths and weaknesses. In order to carry this out it is necessary to investigate the 
mechanisms in more detail. 
To carry out a comparison it is very important to differentiate between what a system 
development methodology is and how it differs from a project plan. Wells (1987) also 
suggests that this is an important distinction and is significant for project control. 
Ince (1991) describes the main constituents of a system development methodology as 
a management framework which determines the control, monitoring and ordering of 
tasks. This is combined with a series of notations which specify the main parts of a 
system, i. e. the data, the processes, the system architecture and the user interface. 
A project plan involves a schedule, which can be controlled and monitored by 
assessing work done in terms of deliverables completed, and the progress can (or 
should !) be compared against an initial estimate of cost or resource required. From 
this it can be seen that the two are not synonymous and that using a particular 
methodology still requires a plan in order to be effective. 
This represents a very important point. It appears that implicit in the criticism of 
prototyping is the idea that because the development process is iterative rather than 
sequential, project plans cannot be constructed; and hence effective management 
becomes impossible. The converse is that the sequential nature of structured methods 
does allow planning and hence control can be maintained over the project. However 
most definitions of prototyping suggest that it can deliver either partially working 
systems, or a full working sub-set of a larger system as part of an incremental or 
evolutionary development. Additionally prototyping has been shown to be able to 
cope with large projects (e. g. Hekmatpour 1987). 
It should not be more difficult measuring the progress of a project being carried out in 
an evolutionary way than with a structured method which sets out to build an entire 
system in a sequential but monolithic manner. This point also illustrates that it is very 
important to differentiate between the terms evolutionary development and 
prototyping. This point has already been discussed at length in Chapter 2. 
Linkman and Walker (1991) advocate measurement using metrics as an effective way 
of controlling development. This type of approach would seem to be well suited to 
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monitoring and controlling prototyping. By adopting this strategy it might be possible 
to understand and control the trade-off that exists between an accurate and complete 
specification being available at the outset, and the evolution of those requirements 
with experience. Weber (1986) states that this is still a poorly understood area. 
It is important to examine how prototyping is carried out in order to consider the 
validity of the opening criticism. By examining different control strategies it might be 
possible to suggest methods by which prototyping can perhaps have its unmanageable 
tag shaken off. 
A project using any formal approach to management will start with a survey of the 
projected project. It will attempt to identify the main system boundaries, the project 
goals and the management and planning that will take place after initiation. Some 
investigation of the existing system might also occur, partly to help identify. new 
requirements. These should be produced with due regard to the overall business (or 
appropriate equivalent) objectives of the organisation. 
This research assumes that a basic review of the problem will occur irrespective of the 
method involved. Hence the examples illustrated below are from stages occurring 
after the initial survey has taken place. 
5.2.1 An overview of control using a traditional structured method 
The following section considers in some detail how typical structured methods 
suggest dealing with project control once the software development process has been 
initiated. 
It is necessary to examine how a method can help guide a developer to make the 
decision to move from one part of the process to the next. The point at which this 
occurs represents a fundamental part of project control. Effective control and 
management should mean that this occurs at the "optimum point" in the project 
progression. Beyond this point development effort outweighs potential benefit. 
Examples of how two well known methods tackle these problems will be examined 
briefly. Firstly Yourdon, secondly Structured Systems And Analysis Design Method 
(SSADM). 
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Yourdon 
After the initial investigation, the next technical part of using Yourdon involves 
drawing up a series of data flow diagrams (DFDs). These attempt to represent the 
processes that occur within a system. The processes are linked by arrows which depict 
the flow of information between those processes. 
Figure 5.1 is taken from a published case study (Yourdon 1989) and shows the top 
level DFD. It is representative of the level of complexity contained in such a diagram. 
In this particular case diagrams representing lower process levels are often qualified 
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Figure 5.1. A representative top-level DFD. (From Yourdon 1989) 
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DFDs are constructed by obtaining information about the proposed system from the 
client (either from interviews, or from a written specification provided by the client). 
It attempts to model the system in a manner that the client can understand and 
comment on. The diagram is therefore an essential client/developer communication 
tool. In order for the developer to proceed further with the system, the client must 
understand not only the notation used but also the information portrayed in the data 
flow diagram. I. e. the client is required to go through a two stage process in order to 
produce an accurate mental model of the data flow diagram. As with any cognitive 
process leading to a mental model, the diagram will represent a different 
representation to different people. Johnson-Laird (1983) states 
"Obviously, a satisfactory blueprint for one individual may be grossly 
inadequate for another, since any set of instructions demands the 
knowledge and ability to understand them. " 
This difference of perceptions is well known to practitioners of both prototyping and 
Soft Systems Methodology and is discussed at length by Checkland and Scholes 
(1990). 
Eventually a developer will be able to present a client with a comprehensive set of 
DFDs that accurately show the processes that model the system. If the client 
understands the notation, he or she will be able to point out any inaccuracies that are 
present in the diagram, the developer can then amend these. This process is repeated 
until the developer is sure that the diagram is correct. 
Unfortunately the accuracy and control of the process will depend on the developer 
and client being able to verify that the diagram is indeed correct. The diagram is likely 
to end up incorrect if the client does not understand it or misinterprets any of the 
information that is within it. A similar problem will occur if several people are 
required to validate the same diagram. It might in fact appear to be "correct" from one 
clients viewpoint, but wrong from the perspective of another. Different people will 
have different opinions and priorities about how the system should appear. Hence the 
project management techniques used must be able to resolve these problems in order 
that the development processes can proceed. 
Controlling this lies with the developers. It is their judgement that determines at what 
point the DFD construction should terminate and the next stage of the method should 
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commence. The use of the method does not take this decision away from the 
developers, nor suggest if the optimum progression point has been reached. 
From the above it can be seen that the DFDs produced are more likely to accurately 
reflect the mental model that the developer has of the system, rather than those of the 
client or users involved. 
SSADM 
SSADM is a structured approach to systems analysis and design which relies heavily 
on the use of three fundamental views of a system namely DFDs, Logical Data 
Structures (Entity relationship diagrams) and Entity Life Histories. It consists of a core 
of five main activities: feasibility, requirements analysis, requirements specification, 
logical system specification and physical design. Analysis and design are each divided 
into three stages. Each major activity is divided into stages, steps and tasks. 
Within it the basic function of DFDs is to show how data flows around a system. 
Downs et al (1988) state that the objectives of a data flow diagram are as follows.: 
To graphically document the boundaries of a system. 
To show the movement of data between the system and its environment. 
To provide a hierarchical functional breakdown of the system. 
To document the intra-system information flows. 
To aid communication. 
As with the Yourdon method, the progress and control of a project will depend on a 
client understanding and validating a diagram representing the processes occurring in 
a system. The accuracy of the requirements specification and the progress of the 
project will depend on the ability of the user to interpret and comment on the 
diagrammatic representations produced by the developers. 
From this it can be seen that SSADM demands a similar level of understanding of the 
notations used compared to Yourdon. Hence the accuracy of the model and the control 
methods are also determined by the same processes. 
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The problem with SSADM in that the user participation process is designed primarily 
to be an attempt to produce a system that exhibits completeness and consistency 
(Hogarth and Biggam 1994). SSADM is used to produce a system that is "correct" 
rather than one that is perhaps the most appropriate. 
Yourdon (1989) acknowledges that as project conditions vary, so it might be 
necessary to carry out each section of the method in parallel, whereas on other 
occasions a purely sequential staged development is called for. 
"To deal with the individual nature of any project, the project manager 
must be prepared to modify his approach midstream, if necessary. " 
From this a developer/project manager can see that the structure behind the method 
will become blurred under certain circumstances. As the structure becomes less rigid, 
inherent control also disappears. 
The additional difficulty of trying to cope with modification is one of the main reasons 
that prototyping was conceived. It suggests that the control of the process is not 
determined rigidly by the method but by the application of the developers experience, 
or some other controlling measure to a particular set of circumstances. The actual 
method itself is perhaps irrelevant to control of the project being either good or bad. 
Furthermore, Ince (1991) states that: 
"... However, what is interesting about SSADM and LSDM (a similar 
development method) is that very few developers use all their facilities. 
Most of them tend to use about 60 per cent of the notations and 
processes. " 
This approach will also lead to deviations from the standard method and hence 
difficulties of different interpretations arising. If a method is comparatively 
straightforward, and can be applied to most sets of circumstances in a flexible manner, 
it is likely that more developers will use it in a consistent manner. Lehman (1989) 
suggests that an organisation will gain maximum benefit if the same general process is 
used throughout an entire organisation, with instantiations to suit particular 
circumstances. 
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5.2.2 Comparison of control: traditional methods versus prototyping 
The use of a structured method will involve considerable effort on building up an 
abstract representation of a system using a mixture of diagrams and text. However 
working this way is not considered to be the most natural way of solving problems. 
Hartson and Smith (1991) state that: 
"Working from concrete to abstract is the way humans naturally 
investigate new concepts and solve problems. To both users and 
developers, a prototype is concrete while specifications are more 
abstract. " 
When using a traditional specifying approach there is a fundamental assumption that 
the following criteria are all met in order to ensure the "correctness" of the final 
specification: 
" The client has been able to describe all the requirements to the developer clearly 
and unambiguously. 
" The developer has clearly understood those requirements. 
" The developer has represented the requirements correctly. 
The client understands the notation used. 
" The client understands their requirement represented as an abstraction in the 
notation used. 
The client and developer both have identical mental pictures of the required 
system. 
" The developer has correctly identified the optimum point to move at each stage of 
the project. 
The requirements do not change during any stage of the project. 
If any of the points listed are not true at the end of the requirements definition phase, 
the ensuing system will be built to a sub-optimal specification. 
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As every system developer knows it is very hard to ensure that all these points are met 
in every development! It is acknowledged by Yourdon that the process of developing 
a process picture using DFDs is iterative and that a developer will have to go through 
the modelling process several times. 
However despite the fact that: 
" Iteration is used (as in prototyping). 
" The optimum point is decided by the developer, rather than by the developer and 
client. 
" The system is developed entirely using abstraction (with considerable space for 
various problems). 
Structured methods are viewed as techniques which can be controlled and will lead 
smoothly to a correctly working system without errors. 
The final controlling decision on the above lies with the developers. It is their 
judgement that determines at what point the DFD construction should terminate and 
the next stage of the method should commence. The use of a particular method does 
not make the decision for them. 
The above description indicates how structured methods use iteration, that the control 
is decided by the project manager (not by the method), and that the use of abstraction 
is almost inevitably going to lead to differences between a client and a developers 
perception of how a system should work. 
Against this if we consider prototyping and evolutionary development, they too use 
iteration, a participative approach to project management and finally the users are not 
expected to understand systems or parts of systems at such high levels of abstraction. 
The main difference between the two approaches is the aim of prototyping in 
encouraging iteration and some form of user participation in control. The review 
carried out suggests that the problem of control in software development might not be 
more difficult using prototyping than structured methods, but is perhaps different 
requiring a revised approach. 
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Graham (1989) considers that the use of incremental development methods are not 
themselves detrimental to software production, but that it is the lack of planning and 
control that is damaging. She states that current monolithic life-cycle approach leads 
to a philosophy of: 
"Never mind giving the customer anything useful, just do all the detailed 
specification and design first. " 
Project control using a structured method is usually considered to be part of "project 
management". In prototyping, the suggestion appears to be that because the process 
involves iteration, it becomes difficult to manage; this is not necessarily true. It might 
be because the process is iterative and we do not have appropriate experience or 
guidelines (or both! ), that causes the difficulty of controlling projects. Hence the 
difficulty does not exist because the method is fundamentally flawed, but because the 
appropriate knowledge to use it effectively has not been developed and disseminated. 
This is also likely to be true when using iteration of any form as part of a project using 
a structured approach. 
It seems that appropriate control strategies and associated frameworks for prototyping 
need to be developed and tested. The approach to control should be comparable with 
structured methods in terms of control and more sophisticated in terms of user 
participation and validation. 
5.3 Methods for controlling prototyping 
From the last Chapter it is clear that there is both anecdotal and survey evidence that 
suggests that using prototyping may lead to project control problems. However both 
prototyping and evolutionary development methods do offer significant other benefits 
so should be further developed. It is the way that project management should be 
applied that will be addressed in this section. 
Mayhew and Dearnley (1990) suggest that the prototyping process requires a new 
approach to project planning compared to more established methods: 
"It is clear that project management for prototyping must itself be more 
dynamic: a fixed period progress review is no longer applicable. This is 
undoubtedly an area that requires further research. " 
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One method advocated is the change classification approach proposed by themselves 
in 1989 (Mayhew et al 1989). Other workers in the area also recognise the difficulty 
of dealing with control. Janson and Hammerschimidt (1990) state: 
"The issue of control should be raised in connection with determining 
the number of prototype iterations and in deciding the ultimate fate of 
the prototype. The question here is whether the user or the system 
developer decides if additional prototype iterations are unwarranted and 
whether the prototype will be discarded or implemented as the final 
system. " 
Both of the above references illustrate clearly that the problem of control is 
acknowledged and that research is required in this area. However this seems to be in 
contrast to work concerned with structured methods which does not appear to regard 
control as a particular problem area. 
One way of controlling the prototyping process is to limit prototyping to a particular 
part of the software development "cycle". This use of prototyping might involve 
another "global" software development method where the project management and 
control is derived through adherence to the global structures and guidelines. 
This type of method is typified by "Structured Prototyping" advocated by Shoval and 
Pliskin (1988) - see Chapter 2. It uses prototyping as a verification process for analysis 
carried out using the ADISSA method. It is stated that prototyping is not a substitute 
for structured development, but that the results of structured analysis are used to 
produce the prototype. The prototype is used as the sole communication tool with the 
users, rather than any other products of the analysis. 
The adoption of a more limited use of prototyping does not in itself guarantee that 
control is automatically enhanced. The use of prototypes rather than DFDs or any 
other form of diagrammatic representation is certainly likely to improve the 
communication between developers and users, but using a hybrid of prototyping and 
structured methods does not itself, automatically guarantee more effective control. 
Several modem structured methods also advocate the use of prototyping as part of the 
development process. SSADM version 4 now recommends that prototyping is used as 
"Specification Prototyping". It states that it has its own prescribed place (Step 350) 
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and that particular procedures are associated with it. In order to carry out this phase 7 
inputs are required (Eva 1992): 
" Data Catalogue 
" I/O Structures 
" Installation Style Guide 
" Prototyping Scope 
" Requirements Catalogue 
" User Role/Function Matrix 
The stated role of prototyping in this context is to discover errors and identify new 
requirements. 
The author contends that using prototyping is a valid approach to successful 
requirements analysis, but that the above list required is too demanding in its scope 
and does not allow for prototyping earlier on in the development. 
The examples given above both use prototyping as a validation tool, however it is not 
clear quite how the prototyping itself or the changes introduced into the system are 
monitored and controlled. The management of change and hence the iteration still 
remains as an issue. 
5.3.1 Published methods of controlling prototyping 
The change classification approach (CCA) 
Mayhew, Worsley and Deamley (1989) stated that at the time of writing: 
"No indications have been found as to how best to control the actual 
process of prototyping" 
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The publication then documents a change control strategy which aims to increase the 
control that project managers have over a prototyping project. In particular it seeks to 
help in the following areas: 
" Is the prototyping making progress? 
" Are the costs outweighing the benefits? 
" What affect on the whole project are the alterations likely to have? 
The method they propose (and then evaluate in a case study) categorises change into 
three classes. 
Cosmetic Changes: These are trivial that have no additional repercussions. Typically 
they comprise changes to screen layouts, reordering fields on reports and font or type 
changes. 
Local Changes: These have a limited impact on the system which could comprise 
items of the following type: adding or removing fields from a report, modifying fields 
on screens or reports, modifying information so it appears in a different format. 
Global Changes: These are changes that may well require the introduction of new 
requirements and significant design changes to the system. 
By using this strategy the authors suggest that developers can assess the impact of all 
changes required. It is important that a set of procedures are in place that define the 
actions required for each class of change. By recording and classifying every change 
request project management decisions can be taken in an informed and controlled 
manner. It is suggested that trivial changes can be incorporated directly into the 
prototype, local changes can also be implemented without delay, although back ups of 
previous versions must be kept. Global changes should trigger major reviews which 
will assess whether or not the change should be implemented. 
The experience of the authors using this method is positive. They comment on the 
necessity of having control procedures in place prior to prototyping in order that 
project control is maximised. They expressed some concern that although the process 
of prototyping always converged it could be possible that this would not always be the 
case and that further work is required in this area. 
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This approach to change control represents one of the first serious attempts to manage 
iteration and change in a practical fashion. Although the authors do express some 
misgivings about the issue of convergence the use of this method illustrated some major 
flaws in a previously constructed "fixed" logical design and allowed iteration involving 
prototyping to be organised and reviewed in a pragmatic fashion. Brown et al (1988) 
stated that very few designs for major new systems have been successful without an 
extensive redesign which suggests that the notion of fixed logical designs constructed 
without prototyping are likely to contain some errors or incorrect assumptions. This 
view is given further weight be the contention of Graham (1992) that: 
"A frozen specification can only hope to meet a frozen need. " 
5.3.2 Extensions to the change classification approach 
Williams (1992) proposed an extension of the CCA based in order to try and capture 
both the scope and impact of proposed changes. He justifies this by consideration of 
the following question: 
"What is the classification of a change which is trivial, and yet affects a 
part of the system other than that being prototyped ?" 
He found that assigning classifications to a local government system proved difficult 
particularly where: 
. There was a problem differentiating between a local and global change 
"A change required significant work, but affected only a small part of the system or 
current prototype. 
He illustrates this with an example of a change which took six minutes to implement 
but the scope of which fell outside the system being developed. Hence it was difficult 
to categorise as either trivial or super-global. 
As a result of this he suggests a revised classification scheme which attempts to 
overcome this problem. This is shown below: 
Local (Trivial/ Small/ Large) 
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Global (Trivial/ Small/ Large) 
Super Global (Trivial/ Small/ Large) 
He suggested that this classification scheme will provide more accurate classification 
and impact analysis for project managers. 
Davies (1993) also introduce a derivation of the CCA and includes extra management 
control procedures that he considers to be important. He suggests that the main change 
control categories should be as follows: 
Cosmetic (No impact indicators) 
Local (Small IMedium (Large) 
Global (Small (Medium (Large) 
Super Global (Small (Medium (Large) 
He contends that the cosmetic classification should be left in as it "unambiguously" 
identifies a change that can be implemented with a minimum of effort. He also uses 
different terms within the impact analysis classification as he feels this gives a better 
spread. He concurs with Mayhew (1989) that there need to be appropriate 
management procedures in place to ensure that the change control mechanism can 
work effectively. 
In addition to this framework he suggests that additional controls are required and 
suggests extra mechanisms: 
Change classification (as outlined above) 
" Use of function point analysis for estimation and productivity monitoring' 
Timebox control - The time period during which development takes place prior to 
reviews. 
'The reader is directed to Albrect and Gaffney (1983), 
Symons (1988) and (1991) for an explanation of 
the theories behind Mark 1 and Mark 2 function point analysis. 
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" Function priority - The agreement of users and developers of level of priority of 
requested functions 
. Maximum cost 
" Version control 
" Prototyping session control - Procedures for making most effective use of 
prototyping sessions 
" User sign off - Agreement signed off by users. 
" Planning and recording of work effort - Ideally through the use of software tools. 
The author evaluates the use of these mechanisms in the development of a system for 
a local education authority and makes a set of observations based on the work carried 
out. 
There were serious problems using function point analysis when estimating the work 
required for a given change. Any changes requiring work which decreased the 
complexity of the system had a misleading effect on the productivity/effort figures if 
used in their raw state. It was concluded that the use of function points alone was not a 
sufficiently useful or accurate form of measurement. The author commented that the 
study of metrics for use in controlling evolutionary development required further 
work. 
The change classification approach was very useful and the rate of requested change 
dropped from an initial high level to a much lower level as the development 
progressed. This was regarded as positive evidence of the use of the method. 
Testing created difficulties in that it proved very difficult to evaluate the effects of 
small changes, particularly where complex interface issues were involved. The author 
considers that this form of development requires further investigation with regard to 
the issues of testing. 
Although Davies highlights some problems with the development, it is clear from the 
work that both developers and users were very pleased with the results that were 
produced. 
Page < 95 > 
Chapter 5. Prototyping: management and control 
5.3.2 The DSDM approach to project management, control and estimating 
The DSDM approach to overall control and managing iteration is only outlined at a 
very high level. The approach suggests that there are three important development 
aspects that must be managed to achieve a successful path through the prototyping 
cycles. These are as follows: 
" Change control - It recommends that the procedures for change control must 
enable changes to be introduced quickly and effectively. 
" Configuration management - It suggests that configuration management must be 
controlled so that backtracking is at all times easily possible. 
" User involvement - Users must be truly representative and must be available at all 
time in order that the project progresses evenly and does not slow down. 
The DSDM approach to controlling iteration is also only considered at a high level. It 
is suggested that three prototypes (investigative, refining, and consolidating) should 
lead to an acceptable functional model, and that up to a further three for the 
implementation. It also suggested that this might be reduced if the modelling and 
build of the system merge together. 
Estimating with DSDM concentrates on those issues which it considers are 
fundamental to the method rather than on guidance on how to produce estimates. It 
supports both the use of function points and timeboxing and that both should be 
monitored more frequently than with conventional projects as the speed of 
development is faster. It is suggested that the use of function points is a good way of 
allying estimation to the high level business functions that are required to be 
supported. However apart from some very general guidelines about recording 
estimated and actual function point counts little guidance is given to guide a 
prospective user of the method. 
5.4 Discussion 
There is evidence from published work citing case studies (Mayhew 1989, Williams 
1992, Davies 1993) that shows with some confidence that using change control in 
conjunction with appropriate project control strategies can lead to software being 
delivered on time with a high degree of user satisfaction. The DSDM approach to 
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project control is very high level and that without evidence of actual effectiveness (i. e. 
via published work) the usefulness of such measures must remain debatable. In 
particular the author questions the use of function point analysis as a useful predictor 
of system complexity when evidence from Davies (1993) casts doubt on its value. 
This point is examined later on in Chapter 8. 
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Part 2. Action Research. 
The work presented here uses action research to 
examine the use of prototyping in commercial software 
development projects. Two separate studies are 
examined in one organisation plus a further study in 
another. In each instance a significant amount of the 
work carried out has involved prototyping. The aim of 
this section is to evaluate how prototyping could be 
used in a variety of ways to help aspects of systems 
development. 
There is an introduction to a systems development 
problem in a metal finishing company with the 
development of an information system for use within 
the company. The use of interface prototyping within the 
project is outlined. 
A further study is documented on a decision 
support/hybrid expert system development for the same 
company using different development tools and 
methods. 
A separate study in the use of function point 
measurement during the development of a system for a 
local authority is reported. 
Some provisional conclusions on the use of particular 
prototyping methods and techniques are discussed. 
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6.1 Aims and Objectives 
The aim of this part of the research work was to try and discover whether prototyping 
could be used as an effective aid to systems development. It was introduced to the 
target organisation (Frost Electroplating of Birmingham, UK) in order to investigate 
this. The systems development work had been initiated using a more traditional 
approach and it was felt that the adoption of certain prototyping techniques would be 
beneficial. A more detailed background to the organisation and the problem under 
investigation is documented in Appendix 11. 
It was recognised that the use of prototyping could perhaps help to provide a clearer 
definition of project boundaries and scope so that everyone involved could get a better 
view of where the project stood and where it was heading. Hence it was intended to 
help formulate system requirements by stimulating a joint learning process between 
users and developers. 
In prototyping users can be involved from the conceptual design through to the finished 
model. It was hoped to use this approach to try and resolve some of the conflict or 
ambiguities that had arisen from different groups expecting or requesting different 
system requirements. 
It has also been demonstrated that prototyping should be useful as a communication 
tool between the users and the developers (See Chapter 5). Hence this technique was 
used for requirement elicitation and computer based prototypes of how the eventual 
system could operate were built. However, two important attributes must be 
appreciated: 
It was not intended to build every aspect of the system, so it was not considered 
appropriate to prototype every single screen and function 
The prototypes would not necessarily be created with the intention that they became 
the final system, although ultimately in the first exercise (the "interim" system) this 
did prove to be the case. 
'The appendix gives a detailed description of the analysis that was undertaken in developing a costing 
and estimating system for a metal finishing company. 
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It was felt that the difficulties that had arisen during the first analysis stages of this 
project could perhaps be solved by using prototyping to try and develop parts of the 
system in separate stages. It was decided to use prototyping to help the users try to 
define the final specification they required the system to have; something that had been 
impossible to explain using traditional analysis techniques alone. 
In order to try to discover more about the costing and estimating problem it was 
decided to split the investigation into two distinct sections and to use prototyping as the 
main development process. The two sections comprised: 
" Interface and incremental prototyping. Screen designs, report layouts would be 
constructed for the purpose of designing an "interim" system (which in itself would 
be delivered in stages) and defining user requirements more precisely. (This is dealt 
with here in Chapter 6). 
" Functional and evolutionary prototyping would then be used to discover the 
parameters that control cost and price and would be employed in implementing the 
final solution. (This is dealt with in detail in Chapter 7). 
By adopting prototyping during this part of the investigation it was hoped to 
investigate whether the following aims could be achieved: 
" To allow an early partial payback on the investment 
To give a partial solution which could nonetheless go some way to solving some of 
the existing problems of pricing and estimating 
" To allow staff familiarisation with a computerised pricing systems and to produce 
user acceptable input screens 
To focus the attention of the estimators on the most important factors considered 
during costing and estimating and increase user/developer communication. I. e. to 
consolidate understanding of determinants; 
" To get a clear definition of the system requirements and to help identify the 
boundaries of the system 
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The last aim here requires further explanation. The users were not clear about the level 
of expertise that the system would exhibit in automating pricing; at this point in the 
investigation they had not been finalised. 
6.2 Outline of system requirements required by the organisation 
In addition to the aims of the research project, there were also requirements that the 
organisation themselves had. It was recognised that a computer system should be 
capable of preventing or solving most of the following identified problems. 
" Better levels of consistency within the estimating system were required. All prices 
should be capable of amendment but the estimator using the system should be able 
to produce a price that has a known profit margin associated with it. Management 
could then direct whether the price is to be used with or without amendment 
according to conditions prevailing at the time. 
" Quotations needed to be indexed, and then accessed on the system. This saves a 
considerable amount of time spent trying to find (manually) copies of quotations 
which are thought to be relevant. Finish code, customer account number, and 
quotation reference number or similar criteria could all be used to provide a good 
cross referenced indexing system. 
Quotations could be produced on the system. A standard form layout with specific 
information fields would be designed. Its design should facilitate fast data entry on 
the terminal and print options that would be able to produce easy to read quotations 
in a short space of time. The use of the computer would also allow amendments to 
be made quickly without the need for whole documents to be duplicated. 
The system should be designed so that it can automatically carry out many of the 
calculations currently done manually. This would help remove the inconsistencies 
and errors that arise from prices calculated manually. This problem was 
compounded by the combination of metric and imperial measurements that were 
used by the estimating staff which created extra complexity. 
" Amendments to metal prices, and other costs associated with producing an accurate 
estimate could be made quickly. This would allow easy comparisons to be made 
between prices produced at different times if necessary. 
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If a suitable system could be developed that incorporated the above characteristics the 
need to have an "expert" estimator available to do every job might be avoided. This 
would allow them to spend more time on those estimates which required most analysis. 
The computer could be utilised to produce those quotations which were straightforward 
and did not require the levels of judgement that only a true expert can be expected to 
bring to bear on the problem. This type of system might not be able to emulate the 
entire knowledge of the expert estimator, however even a simple decision support 
system could aid in this area. 
The final system was intended to lead to a solution that managed to significantly 
improve the consistency, and reliability of the overall estimating process. This would 
be combined with a significant reduction in time preparing the quotations. It was not 
the intention that the system would take over from an existing expert but would act as a 
decision support tool to help produce quotations quicker and more consistently. In 
addition it is important to note that the proposed pricing and estimating system did not 
attempt to duplicate the current manual procedures in use at the factory. It was not the 
intention of the research to design a system to achieve this. However it was of course 
possible that the automated system might appear to mimic some of the current costing 
and estimating practices. 
Eventually the final aim after all the stages of the investigation was to create a 
specification that included the following features: 
" The facility to generate prices for all or most jobs received for tender. 
"A choice of levels of machine/expert estimator interaction. 
" Advice on likely minimum profitable prices to charge. 
Easy adaptability to incorporate management decisions on costing and its affect on 
pricing; the system must be designed to avoid complex adjustment to suit 
cost/policy changes. 
It was hoped that using prototyping would allow this to be facilitated. 
The Yourdon type analysis that took place revealed a variety of shortcomings with the 
present system of producing quotations. The use of levelling and decomposition of the 
problem into well defined processes and procedures could not be easily accomplished. 
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Hence it was impossible to construct a valid specification that could be turned into any 
form of working system that would be useful, the information gathered was 
insufficient. It had been intended to use the information provided by the pricing and 
estimating staff as a starting point for a full computerised system. The unsuitability of 
the information, however, precluded this. The data flow diagrams which were produced 
after lengthy consultation with the estimating staff could not be broken down to such a 
level that a specification could be produced and coded. This is illustrated in figure 6. I. 
Figure 6.1. The main processes in the costing and estimating system2 
The process recorded as number 1 (Estimate Cost) could not be decomposed to a level 
which allowed a process specification to be written and hence implemented. The staff 
involved were not able to adequately describe their mechanisms for carrying this out in 
sufficient clarity for the development team to take this further. 
It is interesting to note that the Alvey programme recommended that design by rapid 
prototyping with the interface as the critical item should be used in preference to life- 
cycle or user-centred design methodologies. (Klein and Newman 1987). It was felt that 
this technique could be adopted to try and overcome some of the problems that had 
arisen. 
2 The data flow names have been omitted for reasons of clarity. 
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The initial interface prototyping stage was intended to create a system that would 
appear similar to a likely final version, but would not contain any pricing calculations. 
The estimating and pricing would still be calculated in the previous manual manner, but 
the computer would allow certain processes to be automated. These processes included: 
" Quotations could be "written" using a standardised form held on the computer. 
" Report generation was made possible. 
" Record retrieval was facilitated; quotations were stored to allow access using 
different search criteria e. g. finish code, date, customer code, and quotation 
reference number. 
Easy amendment and deletion of quotations. 
" Quotations were designed to allow information in addition to that required by the 
customer to be held. (This was to create a file of information about a part which 
could be easily transferred to the company parts file if the tender for the work was 
successful). 
The front end of the system was designed during this stage. It had the appearance, (i. e. 
all the input/output screens and reporting capabilities) of those features which were 
anticipated to be present in the final system. However it lacked functions which it was 
anticipated the final version would ultimately have. 
The quotation design provided a form layout that included factors that were likely to 
contribute to the final price. Inputs to a screen were stored so that a quotation document 
could be produced, then printed and sent to a potential customer. 
By leaving out calculations from the program the main responsibilities of the costing 
and estimating staff remained the same. The manual methods of price calculations were 
carried out as before. Although it was not to be used in any machine based calculations, 
the staff were encouraged to fill in the data that they used whilst making the 
calculation. After a while in operation some basic arithmetic operations were added to 
the initial version at the request of the principal users. 
After the system had been operational for a while it was intended that the extra 
information provided would allow, during the second stage, progress towards a fully 
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automated estimating and pricing scheme. The original intention was to make this an 
extension of the "interim" system produced by the initial prototyping phase. 
As the traditional method employed had so far appeared to be difficult to use to 
effectively analyse the problem it was felt that using user interface prototyping could 
provide a more effective method for eliciting requirements. 
An incremental approach was adopted with interfaces initially being developed on the 
target machine and then implemented as working pieces of software in stages. This 
gave the company a working system for quotation production, modification and 
retrieval, and hence a faster pay back on some of their investment. 
One of the stated advantages of prototyping is to allow a fast payback on the investment 
in a project. By adopting an incremental prototyping approach it was intended to build a 
partial solution to the problem in a short space of time. The effort expended in the 
requirements analysis took several months and the clients were expressing concern at 
the progress made. This was certainly partly due to the inexperience of the researcher in 
the area of the research but was also due to the complexity of the problem and the 
difficulty found analysing it using a structured technique. By using prototyping it was 
hoped to minimise the time spent getting a system implemented that could be used. 
Eventually it was hoped that by extending this into a more evolutionary approach the 
system could be further extended and improved as a comprehensive solution to the 
problem was discovered. 
The analysis carried out highlighted areas where a computer system could speed up 
existing procedures and help the estimators carry out their roles more effectively 
without calculating the final prices. By implementing a partial solution, less time would 
be required in designing and coding the final solution. It was felt that the effort required 
to produce a comprehensive specification for a complete solution would be very 
considerable, particularly as the effort on analysis had so far not been a successful 
exercise. 
The estimators were not familiar with computerised costing or pricing systems. 
Although they had experience of computerisation of other application areas (e. g. 
existing parts file listings, customer records, and order processing), it was felt that 
experience with some form of computerised costing or pricing system would allow 
better user and developer communication during the rest of the project. It is essential 
that the feedback from users is taken account of during the system design. Slatter et 
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al(1988) noted the problems of ignoring the reactions of users to a prototype estimating 
system: 
"this indicated to the project design team that the end-users had not had 
sufficient influence on the design of the prototype system. " 
It was intended that the experience of using the interim system would help the 
estimators to elucidate the methods that they used when devising prices for a quotation. 
The use of the interim system would be monitored. It was hoped that the use of 
standardised quotation form layouts and the input of considerable data about the nature 
of each quotation would allow further analysis of criteria considered when the 
estimators were considering the calculation of prices. Further prototyping would allow 
a more comprehensive solution to be drawn up. 
6.3 Carrying out interface prototyping 
The computer in use had the facility to allow screen designs to be built without other 
parts of the program requiring coding. It was decided to use this facility to produce the 
screens that the users would input data to and receive output from. Although some 
research suggests that screen designs and prototyping in general is best executed using 
"high productivity" code generators and fourth generation languages (see Chapter 4) it 
was felt these basic screen painting facilities could help to prototype some parts of the 
intended system. 
As the intention was to implement the final system on the existing computing facilities 
at the company it was felt that using any software tools present on that machine could 
speed up the design process. 
Sketches of proposed layouts were produced which were discussed and modified. From 
these, the execution of the screen designs were carried out. The designs were produced 
from basic specifications agreed upon at meetings with company management and the 
estimators as part of the high level specifications. The specifications were of a very 
general nature and were not of a form that could be translated into a working system. 
The author was able to present the various completed screens (which included 
commands for report generation, or further processing as part of the layouts) to the 
users as part of the proposed system. See figure 6.2 for an example of an early screen 
mock-up that was presented to potential users of the system. The example illustrated is 
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the menu that forms the opening of the quotation production system and is one of the 
more straightforward from the work! 
The author was aware of various screen standards that existed within the existing suite 
of programs that were implemented at the company. Some of these were derived from 
standard IBM operating procedures, whilst others had been developed by third party 
software suppliers. Unfortunately there were inconsistencies in the standards and the 
interface prototyping was used help resolve these and to build screens in line with 
exactly how the users wanted the system to perform. 
This process although requiring several modifications of the original ideas allowed the 
users and designer to agree on the system as it was being produced. The process of 
consultation ensured that if any areas of disagreement, or misinterpretation of 
specification occurred it was amended or rectified before a substantial quantity of extra 
work was carried out. 
Quotations Menu. NT0001 
Choose option number 
1. Produce New Quotation 
2. Display Existing Quotation 
3. Amend/Delete Existing Quotation 
4. Print Quotation 
5. Produce Quotation Report 
Option Number 
Enter to continue 
CMD3 = Previous Screen 
Figure 6.2. Example of screen shown to target users 
The project was regularly scrutinised as it progressed. The constant review process also 
allowed relatively easy amendment to the first agreed specification. 
It was decided that an extra information file broadly in line with an existing factory 
parts file would be part of the first system. This occurred after the screen design process 
had commenced. However, although the initial specification was affected by this 
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decision, the effect on the work already carried out on the existing parts of the system 
was minimised as this modification was agreed on substantially before the end of the 
development work. 
First attempts at specifying the (initial) system had concentrated on written 
specification proposals combined with printed screen designs. The response of the users 
to this method of specification representation compared to using actual screen designs 
was not as positive. Users felt more confident about commenting on actual screens than 
on drawn representations. The screens could be linked in such a way as to show 
possible sequences of processing. This proved to be a useful technique as users could 
follow suggested ways through the system in a logical sequence. 
Hekmatpour and Ince (1986) cite various means by which a system design can benefit 
by the use of prototyping. The work carried out shows that many of the points raised 
concerning the use of prototypes were relevant to this study. The use of screen designs, 
particularly when presented in the correct sequence, is a major benefit to user/designer 
communication. The user can see exactly how a system will appear and seems to react 
favourably to this method of proposed system design. 
The users appeared to be more willing to criticise proposed specifications when the 
amount of drawn designs and written documentation were kept to a minimum. The 
concept of prototyping is designed to help overcome several problems that exist with 
"conventional" specification documents. The original methods at the organisation used 
to help decide on specification did have problems. The customer requirements were 
misinterpreted, poorly understood and required change as the specification was being 
developed. 
The use of screen generators and careful sequencing creates the impression of a 
working system that can be easily understood by the user. The external view of the 
system then dictates the internal (processing) components. This type of approach 
reverses the traditional type of specification design with its emphasis on process rather 
than appearance. 
It is very important for the designer to accept criticism during the prototyping process 
as this leads to increased co-operation with the users. Unless the designer is prepared to 
accept changes which he or she may not agree with, the users may well end up with a 
system that has been dictated to them and will not perform as they require. 
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The work carried out during this part of the project tended to follow the theme of 
incremental or even evolutionary prototyping where software is developed and 
modified to adapt to the changes as they occur, rather than fixing the specification and 
then building an entire system from that point. 
This (initial) part of the system was developed in 3 separate phases. Each phase 
produced a sub-set of working software that had been developed in collaboration with 
the appropriate user groups. Hence although the initial overall development was 
considered to be mainly an exercise in interface prototyping (eventually leading on to 
an evolutionary approach), the implementation of the first part of the system had more 
in common with an incremental approach. The author feels that the dividing line 
between these two definitions is blurred and to some extent artificial. This is in broad 
agreement with some of the work reviewed in Chapter 3. 
6.4 Difficulties encountered during interface prototyping 
Although the interface and incremental prototyping produced a system that was tested 
and in use in a comparatively short space of time (of the order of 6 months for all three 
parts), there were some problems in its development. 
There was a problem regarding the overall control of the project. The interim system 
allowed much faster access to quotation records, extensive reporting facilities and faster 
production of standardised quotations. However the final implementation was delayed 
because of conflict within the user group as to the most appropriate style of quotation 
that should be sent to a customer. Although the programming required to change 
printed output is not complex, the system could not be properly tested whilst 
disagreement between users existed. As well as postponing the final implementation of 
the system, it also delayed the start of the next stage of the investigation. Prototyping 
although actively encouraging iteration still requires tight project control to work, it 
cannot be effective without it. This experience is very much in line with the problems 
alluded to by respondents to the surveys reviewed in Chapter 4. It was felt that the 
overall purpose of the project and its direction were allowed to drift during this phase. 
At the time this caused the problems listed above and unfortunately it was difficult to 
resolve the conflicts because of the users' respective ranks within the company. 
Although the user team had been carefully selected with a senior company member as 
the main decision maker, senior personnel not directly involved in the project created 
these project difficulties. 
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The actual prototyping process should have good records of all the sessions carried out, 
and all the changes suggested and implemented as a result. It is possible where 
misinterpretation has occurred that the developer might make a mistake in an updated 
version of the prototype. Each prototype should be recorded and all modifications 
noted. If necessary it should then be possible to return to an earlier version without 
difficulty, thus avoiding delays in trying to recall earlier versions. This process does 
take time, but the consequences of not carrying it out thoroughly can be serious. 
The development of the interim system on the IBM System 36 allowed quick change to 
screen designs following prototyping sessions with the users. Once more functionality 
started to be built into the system the developer was required to learn the RPG2 
programming language. This is not a quick process as the language is fairly complex 
and requires a certain level of knowledge before any useful tasks can be carried out. 
This had two effects: 
" The project progressed fairly slowly after a good start whilst the developer became 
familiar with the language. 
The final system could eventually be written more quickly (if the developer was 
going to implement the eventual specification) as the developer would then be 
familiar with the programming language and style of the programming. 
In prototyping there will be a certain degree of "front loading" at the start of a project if 
the developers are required to learn a new language or technique. This will be 
combined with considerable time expended in communication with users during the 
development of prototypes, it is important that clients must be made aware of the time 
required at the start of the exercise. Harker (1988) notes that: 
"there is a requirement to allow for both time and resources to be devoted 
to the prototyping activities in the earlier stages. " 
Prototyping imposed a heavy burden on the users. If they are not prepared to co-operate 
in the process, prototyping is unlikely to be successful. This experience is very much in 
line with the results from the Kinmond (1994) survey work carried out. 
If the prototyping is intended to produce a discardable prototype then the choice of tool 
should be influenced by the ease and speed of use of the prototyping tool and should try 
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to avoid techniques which require large amounts of time to learn or to change 
prototypes. 
The difficulties of interface prototyping and the need for designers to be both skilled 
programmers as well as have expertise in human factors is an area that has been 
recognised in research work (E. g. Gray et al 1988). It is important to analyse requests 
so that badly designed interfaces do not become part of implemented systems. 
The "interim" system built as a result of the interface prototyping was given a trial of 
several months in the factory. Initially there were some operational errors in the 
software that required correction although these were not considered to have had a 
seriously detrimental effect on the overall project. The system is now being used by the 
estimators for the production of all quotations, facilitating a more streamlined 
operation. The data captured was utilised in further research for comparison with prices 
produced by prototypes. 
The use of interim "prototypes" as systems does require careful planning. There is no 
doubt that the functions of the system implemented were developed from an exercise 
which was only initially considered to be interface prototyping. By eliciting the 
requirements from users, using only screen designs and report layouts the final system 
design was developed and implemented. Hence this type of exercise raises the question 
of whether it is feasible to use interface prototyping in isolation without considering 
major aspects of function. 
6.5 Summary and conclusions from using interface prototyping 
The outcome of whether the aims of this particular piece of research were met is 
detailed below, the aims (in italics) are duplicated from earlier in this Chapter. 
" To allow an early payback on the investment 
" To give a partial solution which could nonetheless go some way to solving some of 
the existing problems of pricing and estimating 
The experience within this project suggests that an early payback can be achieved using 
prototyping, particularly if an incremental approach is adopted by the developers and 
that this is accepted by the users of the system. From a psychological view it seems that 
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using a highly interactive systems development method can retain the focus of the users 
and maintain their interest in the project. 
" To allow staff familiarisation with a computerised pricing systems and to produce 
user acceptable input screens 
The system developed required a significant amount of change during its development. 
This suggests that by adopting prototyping and provided that feedback from users is 
treated correctly, a system produced should allow a high degree of user acceptability. It 
was sensed that the main users did develop a sense of ownership of the system which 
certainly aided the acceptability of the eventual system. 
To focus the attention of the estimators on the most important factors considered 
during costing and estimating and increase user/developer communication. Le. to 
consolidate understanding of determinants; 
" To get a clear definition of the system requirements and to help identify the 
boundaries of the system 
The focus of attention of the users did depend to a certain extent on their level of co- 
operation. Not all users react in the same way, and hence determining requirements 
accurately and defining clear boundaries to the system are governed to a large extent by 
the input from users. The level of developer/user communication was certainly high, 
but on occasions it was felt that with one particular user the usefulness of the 
information received was sometimes lacking. Hence this experience suggests that if a 
project does run in to problems regarding the quality of communication within it, then 
it could well suffer serious consequences. This could lead to problems with regard to 
accurate definitions of requirements and problems of defining system boundaries. 
However the first exercise in prototyping using interfaces as the main focuses of 
attention on the system specification was extremely worthwhile. The system produced 
was tested in a limited area of the factory and is now being used for the production of 
all the quotations. It has significantly speeded up the quotation process and has required 
virtually no amendment from its original implemented version (apart from minor bug 
fixes). 
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6.6 Further issues raised 
The actual prototyping revealed several points which required attention prior to the next 
part of the project taking place: 
" Better project management was required. 
"A formal change control strategy should be adopted. 
" The prototyping tool used should be carefully matched to the type of prototyping and 
the type of system under development. 
" The relationship between prototypes produced and eventual specification was not 
clear, this remained a problem. 
As a result of the experiences it was decided to research further into, and give further 
thought to, the management of prototyping before the next part of the exercise. The 
relationship between prototypes, documentation and specification was not clear. Ince 
(1988) suggests a prototyping plan where: 
"The prototyping objectives, the prototyping model adopted, a description 
of how prototyping is to be achieved, and the use that is to be made of the 
prototype, should all be written into a document known as the prototyping 
plan. " 
Analysis of the outcome of interface prototyping and a review with senior 
management led to a change of system boundary. The project was no longer trying to 
produce a fully automated pricing system. Instead an automated costing system that 
would provide a consistent base for manual pricing was adopted. Interface prototyping 
had enabled both developers and users to get a better understanding of the type of 
problem being investigated. This was noted by other authors, although some 
researchers do go further, e. g. Buckley et al (1988) put forward the idea that the major 
purpose of interface prototyping is to gain insight into functional requirements. 
From this experience the author feels that there is not a clear cut divide between the 
domain of interface and functional prototyping, although it is important that 
developers set out with at least some clearly expressed ideas about what they are 
trying to find out about. Simply designing some interfaces in the hope that functional 
Page <113> 
Chapter 6. Initial Use of Prototyping 
requirements will automatically appear is unlikely to be a successful exercise and is 
likely to waste time compared to a better organised and more focused operation3. 
3Comments on the general use of action research as a research tool are included in the conclusions of 
section 2 of the thesis. 
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7.1 Aims and objectives 
As a result of the work carried and reported in Chapter 6a decision was made to 
proceed with further prototyping in the cost estimation area. 
The main aim of this action research was to try and discover if project control of 
systems development using prototyping could be improved. In particular more rigorous 
project management and control mechanisms were put in place. The following 
processes were instigated in order to try and investigate this: 
" Keep extensive written records of each iteration (and prototyping sessions) to 
ascertain how much this could help improve the project control; 
" Use more than one developer at prototyping sessions to see what effect this had on 
the sessions carried out; 
" Use of a change control strategy to try and improve overall project management. 
From the experience of using interface prototyping with incremental delivery and a 
thorough analysis of the information gathered from the use of the structured techniques 
it was felt that an exercise that concentrated heavily on the rules and procedures that 
governed three separate problems should be addressed. These were considered to be 
essential to a consistent costing and pricing process. 
For costing: 
Identifying the 'route'through the factory a batch of components would be likely to 
take and hence the processes that would be applied to them. 
" Applying an up-to-date cost on a 'route'. 
To extend into the area of pricing: 
" Manually adjusting a cost to yield a price. 
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The 'route' through the factory is particularly significant because costs associated with 
apparently similar components can vary by up to a factor of ten. Provided a subsystem 
could be developed to assist in the accurate prediction of 'route' and another subsystem 
to maintain the cost of routes, then the cost estimation problem could be solved. 
The route that a job would take through the factory determines what costs are incurred 
as it is finished. At the estimation stage it is impossible to determine with perfect 
accuracy exactly which process, and for how long that process will be applied unless 
the job is identical to one that has been carried out before. The inconsistencies in the 
pricing process could be reduced if a system could be designed that would allow the 
determination of route to be more accurately predicted. 
By applying costs to the processes (from the company's current costing figures) it was 
thought that it should be possible to get a good indication of the costs that are being 
incurred by each job as it passes through the factory. The decision on the final price to 
be charged will remain with the estimator, but the type of system considered should 
allow them to make a better judgement of the likely profit that a particular job should 
make. The adjustment of costs to give prices is both complex and dynamic depending 
upon market forces. In some cases the actual adjustment is applied by a member of the 
board. It was felt that it would not be practical to try and extend automation into this 
area. 
The experience of the first prototyping exercise had been positive and had led to a 
better form of communication between the users and the developer. It was felt that in 
the light of the experience gained it was worth extending the prototyping into the 
second part of the specification design using functional prototyping. 
The literature states that this method of requirements engineering needs a considerable 
input from the user. The prototyping sessions were set up to try to discover and clarify 
the functionality of the system. The presentation of the information was not fixed and 
was modified to suit the user as they preferred. 
7.2 Choosing an appropriate prototyping tool 
The nature of the problem suggested to the developers that the problem might best be 
considered initially by using a rule based system. The overall requirements had been 
discussed and it was felt that the system was eventually going to be some form of 
decision support tool based on rules. The IBM System 36 installed at the factory did not 
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have the facilities required to support a prototype using rules which could be modified 
quickly, so it was necessary to consider software tools that would run on a PC. 
After the experience of the interface prototyping exercise it was decided that the highly 
iterative nature of the prototyping process could be speeded up if the development time 
required to make changes to prototypes could be improved. Additionally it was decided 
that a system that could be quickly learnt would also reduce the time overheads incurred 
at the start of the investigation. 
After examining several alternative possible software tools to use it was decided to use 
the expert system shell Crystal. It was chosen because: 
" The evidence gathered so far suggested that a rule based approach was likely to be 
appropriate. 
" It was straightforward to learn. 
" It was very quick to modify. 
" It had a clear user interface. 
" It could be interfaced with other software if necessary. 
During the course of the investigation an upgrade was announced for the software. This 
caused a slight delay as the developer familiarised himself with new features offered, 
but did not cause a significant interruption in the development process. 
Because the tool was chosen with the intention of building prototypes to discover 
further requirements, it was decided that the prototyping would be of a throw-it-away 
nature. The final goal was to draw up a suitable specification that could be used to 
enhance the software that had already been installed on the IBM system. The prototypes 
developed in the expert system shell could form part of the eventual specification but 
would not be used as an implemented system as this stage of the development was 
carried out using a PC rather than the IBM System 36. 
The aim was not to construct an expert system per se (which is the type of system 
Crystal is designed to build), but to investigate further the decisions taken when routing 
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a job through the factory. The exercise would start purely as an attempt to discover 
functional requirements. 
7.3 The choice of area and personnel within the factory 
It was felt that the prototyping should not try to discover all the decisions taken to 
predict all the routes in the factory. By trying to model a sub-section of the factory it 
was hoped to discover how practical this type of approach would be. 
The choices of area and personnel were considered carefully. The following 
requirements were thought to be necessary to make the prototyping as effective as 
possible. 
" The factory area should be fairly representative of the factory as a whole (if 
possible). 
" The costing figures should be available. 
" The personnel should be available. 
" The personnel should be amenable to the exercise and if chosen would co-operate 
with the research. 
Although some of the requirements listed above appear to be nothing more than 
common sense it is important to realise the implications of any of the above not being 
fulfilled. This is stressed in the literature (e. g. Mayhew 1990, DSDM 1995b). 
By choosing a representative area of the factory for the route model, it was hoped that a 
fairly confident prediction of whether an extension of the prototype into the whole 
factory would be successful. An area with a very limited range of processes would give 
a falsely trivial view of how difficult the problem was likely to be. 
It was important that recent costing figures were available in order to allow a 
comparison of predicted costs against actual costs incurred. Only by thorough testing of 
prototypes is it possible to make a valid judgement of how complete and useful they 
actually are. 
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The choice of personnel is also important. The users involved should be able to make 
constructive criticism of a prototype such that any changes suggested can be interpreted 
by the developer and incorporated into the model. It is important that they realise that 
only by their criticism will a prototype be improved and refined. The communication 
between the user and developer is the key to the likely success of the prototyping 
exercise. 
After consultation with the management at the factory and discussion concerning the 
production areas that could be used in the study it was decided to use the silver 
production area. It was considered to be most suitable because of the following reasons: 
" It had a representative range of processes and production methods (Various barrel 
types and a rack area). 
Good costing figures were available. 
" The staff were experienced and were likely to be able to articulate their comments 
well. 
In addition to the above factors the management already used a simple form of 
computerised pricing for the silver department. They felt it should be possible to use 
this as a reference for figures suggested by the route/cost prototypes. 
7.4 Conducting the prototyping sessions: using a change control strategy 
The choice of strategy was inspired by the control strategy advocated by Mayhew 
(1989). Using this method (discussed in Chapter 4), all changes to prototypes suggested 
by users are recorded and classified into three categories (cosmetic, local and global) 
according to their impact on the system. It is recommended that both cosmetic and local 
changes are made immediately with the latter being subject to later scrutiny. Global 
changes which have an impact beyond the parts of the system currently under review 
are recorded but change is delayed until all the implications have been researched. 
Hence the developers retain control over changes which have wide reaching effects 
whilst still leaving users with the impression that it is their system. 
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7.5 Carrying out the functional prototyping 
The prototype sessions tried to clarify the function of the system, not the interface. The 
users were made aware that the presentation of any information was not fixed and could 
be modified to suit their requirements. However it was recognised that the function and 
interface were related and could not be presented at prototyping sessions as entirely 
separate issues. 
The information in the system was presented in a way that attempted to duplicate the 
decisions that an electroplater would make in the plating shop as he or she decided how 
to plate a job. 
The specification in the problem did not exist in a well defined form. The purpose of 
the prototyping was to find out more about this and to examine the functionality of the 
system which had been designed with the limited knowledge already gained. 
The implementation and the interfaces were not considered to be important at this 
point. Due to this it was felt to be impractical to sub-divide the definitions of change in 
the manner suggested by Mayhew (1988), as global/local/tri vial boundaries could not 
be defined. 
The suggested change strategy was: 
. Total redesign. 
Rule Modification. 
Trivial. 
This divided the changes into three sections (as suggested by Mayhew), but the 
categories were classified differently in order to allow the specification requirements to 
be better understood. Although it may be considered unnecessarily pedantic to change 
the categorisation in this way, it was felt that the problem would be better addressed. 
7.5.1 Setting up the Sessions 
The first prototyping session involved 3 people. These were: 
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" The silver department plating manager (the user), 
" The system/prototype designer, 
" The project supervisor, but acting as scribe in this case. 
The session was conducted by the designer. All suggested system changes or points of 
note were recorded by the project supervisor. 
At the start of the session the aims and objectives of the exercise were explained to the 
user. These were: 
The system was incomplete and required revision. 
It was designed to be used by an estimator (not an electroplater). 
" The system contained information that he had supplied in the interviews that had 
been conducted at the factory. 
" He was asked to criticise any points that were wrong. This applied to major revisions 
or omissions as well as any minor or trivial parts. 
He was told that the system interfaces (screen designs, colours and layouts) were not 
the main points under review. 
Prior to the session taking place it was decided to split the exercise into three main sub- 
sections. 
To start with, the prototype would be demonstrated, and information about sample part 
batches would be input. The outcome would be noted and compared against the 
outcome suggested by the expert. Several components of different shape, size, 
substrate, and batch size would be tackled in this way to see how accurately the system 
predicted the route and processes. 
When this had been completed it was intended to repeat some of the selection, but this 
time to ask the expert for comments at different stages during the investigation. The sub 
parts of the system would then be analysed as well as the overall functionality of the 
complete prototype. 
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Finally any further general comments about the performance would be sought. 
By dividing the session up in this way it was hoped to achieve 3 objectives. 
" How efficient is the prototype as it is presented? 
" What issues are incomplete, inconrct or missing? 
" Do the ergonomics present a reasonable interface for the user? 
At the first session it was not intended to address the final issue in detail as the 
functionality was the main topic under review. However as already stated it is very 
difficult to separate the function and interface entirely so any parts of the presentation 
that were considered unclear were also marked for amendment. 
All comments were noted on a specially designed form which had been adapted from a 
layout suggested by Mayhew (1989). 
Change Control Form. Frost Electroplating: Costing and Estimating 
Reference: Prototype Review, silver department, route/process 









Figure 7.1. Illustration of form used to record changes in prototyping sessions 
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7.5.2 Comments on the functional prototyping sessions 
After each session the comments written down were transcribed into a form that 
summarised the results. The conclusions drawn from the particular session were also 
summarised. 
The prototype was kept in an unaltered state. Modifications were then carried out on a 
new copy. 
The design went through a series of iterations with the user commenting on the changes 
after each set of modifications were carried out. The number of changes to the system 
were recorded and a log of time spent was recorded. 
7.6 Functional prototyping: results 
Functional prototypes for the prediction of route were built with the aim of discovering 
the relationship between determinants of process and route. Due to the complexity of 
the problem initial work has been restricted to silver finishes in order to evaluate 
feasibility. The prototypes were constructed using a "throw-it-away" approach, the 
original intention being to enhance the system already installed on the IBM mini system 
once the requirements could be specified. 
The prototyping sessions did not produce any global changes (this was expected given 
that the main boundaries had now been determined). Cosmetic changes were few, again 
not surprising as it was throw-it-away functional prototyping, rather than interface 
prototyping that was being carried out. It was decided that it was not practical to make 
functional changes during sessions; as alterations to one rule in an expert system can 
have a ripple affect on other rules. The strategy was to confirm the change with the user 
and return with an updated system quickly (normally a few days). Otherwise the 
suggestions made by Mayhew were found to be most appropriate. It was found that the 
users maintained a high level of interest and co-operated enthusiastically. This agrees 
with the findings of Butler and Chamberlin (1987) who stated that: 
"... the existence of prototypes was vital in keeping the lead experts' 
interest. " 
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After about six sessions with users, plus three review sessions and non prototype 
meetings, the prototype was accepted. A summary of the time spent and the changes 
suggested is recorded below 
Meeting No Time (hours) Changes Recorded 
Introductory Meeting - 
Pre-Prototype Meeting - 
12 18 
2 1.5 11 
Review meeting - 
3 1.25 8 
416 
5 1.3 7 
6 0.63 5 
Totals (excluding reviews) -8 55 
Changes per hour 7 
Note: The times recorded do not include introductory and review meetings where 
changes were not suggested. 
Table 7.1 Summary of time spent in prototyping sessions 
The factory management were impressed with the outcome to the extent that they 
requested that it be developed into a usable system. They wanted it to be used as a sales 
support system as well as being used by the estimating staff. This is in spite of the fact 
that it was not intended to be an evolutionary prototype. The developers paid particular 
attention to educating the users of the dangers of adopting rapidly built throw-it-away 
prototypes as fully implemented systems. This has lead to problems that were not 
anticipated. In particular because the prototyping tool was not chosen with the intention 
of building a finished system, installation and maintenance were not considered 
relevant at the time. However it is difficult to deny access to a prototype even though it 
was never intended for everyday use. 
Overall this part of the work was considered to be successful. The change control 
strategy was useful, particularly as it imposed a discipline on developers to record and 
report changes in a systematic manner. 
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7.7 Final prototyping work carried out 
Two additional exercises were carried out which form the final part of the commercial 
action research work at the company. 
7.7.1 Precious metals pricing system 
A system for pricing precious metals was designed and implemented in approximately a 
fortnight. It was built using interface prototyping as the main functions were available 
in a clearly laid out set of procedures. After approximately a year in use it was 
significantly enhanced to include additional finishes that had been brought into 
production. This required additional interfaces to be built to access further data. The 
system was very easy to write and install because of certain characteristics: 
" It was small in scale 
It was designed for the use of one person only 
The processes required were available in a well defined form 
" The user involved was familiar with prototyping and co-operated well in a positive 
fashion. 
. The developer was familiar with the software used to build the system 
" The developer was used to using prototyping and was able to respond to criticism 
positively. 
Only 2 sessions were conducted, the first to establish the main interface characteristics 
required and the general output, the second was to clarify the quickest way to pick up 
data from tables presented to the user. 
It could be argued that prototyping was not the most effective way to build this 
particular application as the requirements were well understood. However even in this 
example user feedback was required to clarify certain implementation issues which 
without doubt led to an agreed implementation in a very short time scale. 
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7.7.2 Main route and pricing system 
After the silver route system had been implemented it was decided to extend the 
system to process silver costing as well as determining the route through the factory. 
At the same time other processes were to be included in the system. In the first 
instance the nickel plating shop was chosen as the next area of investigation. 
This part of the project involved 4 developers and 2 main users (although others were 
also involved on the periphery). Over 15 prototyping sessions were carried out and the 
end result was a large and complex rule based system with an interface to over 12 
external data files. The project lasted approximately 1 year in duration. 
Ultimately this system was a failure and although tried out on several occasions was 
never fully implemented. 
It suffered from the following major problems: 
The boundaries of the system were not clearly defined by the client organisation. 
" It was very difficult to test the system against existing data and achieve consistent 
and meaningful results 
The system attempted to build in costing information based on marginal job shop 
costing which had never been tried before in the company. 
" The system was very unwieldy and attempted to carry out computation based on 
data which was of dubious reliability 
The development team attempted to build too much into one system. 
The use of case based technology should have been investigated as an alternative 
form of technology for this problem. 
1 (Despite being in its infancy at the time of 
the investigation) 
Given the success of the other systems that had been built and the experiences of the 
team by the time that this system was underway it is clear (although with the benefit 
of hindsight! ) that the project should have been approached in a different fashion. In 
' Stottler (1992) is a good example of how Case based technology was applied to a similar problem. 
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particular the project would have benefited from a time box type control mechanism 
which would have highlighted the major problems that were likely to occur earlier on 
in the project. 
7.8 Results of projects carried out 
The major points of the 4 systems built are shown as follows: 
System 1 System 2 System 3 System 4 
Purpose of System Standard Information 
System 






Prototyping Type Interface Functional Interface Interface and 
Functional 
Delivery Incremental Incremental Evolutionary Monolithic 
Number of Iterations Not Recorded 
(But>3) 
6 2 Approx 20 
Language RPG 2 on IBM 36 Crystal on IBM PC Crystal on IBM PC. Crystal + Lotus 123 
Purpose Implementation Specification 
Clarification 
Implementation Implementation 
(S ecification as well) 
Size Medium Small/Medium Small Large 
Number of Users 3 2 1 4 
Number of 
Developers 
2 2 1 4 
Control Mechanisms Light - Meetings only, 
no change mechanism 
Change Control + 
Review meetings 
None Change Control + 
Review Meetings 
Success? High High Very High Failure 
Table 7.2. Main attributes of systems built at the company 
7.9 Results and Conclusions 
It would be fair to say that prototyping was used with a good degree of success to 
build systems that were enthusiastically received and performed well in the tasks that 
they were designed for at the company. 
However the failure of the final (and largest) system illustrates that as projects become 
larger there is a need for control mechanisms to be planned and correctly enforced. As 
mentioned above, it seems reasonable to conclude that although the System 4 project 
appeared to be running well on a week to week basis, it was suffering from a lack of 
project control and direction at a higher level. I. e. the mechanisms that reviewed 
progress towards the final goal were not correctly implemented. As progress was 
steadily being made it was assumed that the natural progression would be a large and 
successful system, when in reality the final outcome was a large and unsuccessful 
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system! Mechanisms to prevent this problem must be in place, particularly for larger 
projects where the risk and consequences of failure are greater. 
Hence with regard to the original aims and objectives of this part of the project, the 
following points were noted: 
" Keep extensive written records of each iteration (and prototyping sessions) to 
ascertain how much this could help improve the project control; 
Documenting the details of how one iteration of a particular piece of software 
developed in to another turned out to be a time consuming job. However as an archive 
of work carried out, it did prove to be useful when the reasons behind particular 
decisions needed to be checked. On the basis of the work carried out as part of this 
study keeping the project documentation accurate and up to date should be encouraged 
as part of any project using prototyping. 
However the ultimate failure of the System 4 software suggests that merely logging 
historical evidence from the project does not in itself help overall project control. It 
might be possible to review this information against an original project plan in order to 
improve project management control, but from the work carried out here it would 
appear that further higher level project management controls are required. 
" Use more than one developer at prototyping sessions to see what effect this had on 
the sessions carried out; 
The effect of using more than one developer at prototyping sessions was generally 
beneficial as results from sessions could be cross checked. Theoretically an equally (or 
maybe even more) accurate record of events could be maintained by using tape 
recordings or video. However this type of approach is not always acceptable, and 
additionally some individuals are likely to be more inhibited even if this form of 
recording is used. A further disadvantage is the time required to transcribe the most 
important pieces of information from other superfluous material. Hence the use of two 
or even three developers at prototyping sessions is likely to enhance the value of the 
information obtained. 
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0 Use of a change control strategy to try and improve overall project management. 
The use of the change control strategy was certainly useful (particularly in System 1). It 
was beneficial to see how many changes were required and how serious they were in 
the various sessions that took place. By assessing the complexity of the changes 
required it was possible to give the client useful feedback on the impact of their 
requests on the software. 
Unfortunately the use of this strategy did not prevent the failure of the System 4 
development. It should be stated that this was probably not the fault of the technique, 
but due to a variety of other factors which were not addressed (See section 7.7.2). This 
piece of research further highlighted the problems of management and control that were 
also documented in Chapter 6. As a result of the action research being carried out it 
became apparent that projects involving prototyping must have adequate high level 
project management built in to them at the outset in order to recognise the symptoms of 
failure that manifested themselves in the System 4 development. 
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Chapter 8. Prototyping and the use of function points 
8.1 Aims and objectives 
The earlier experiences of prototyping development illustrated that there seems to be a 
particular need to control prototyping at a higher level than on a short term (typically 
weekly) basis. Unless this is carried out it is possible that overall (high level) project 
progress will be ignored. The following chapter looks at the application of function 
point analysis applied as an aid to helping the estimation, monitoring and control of 
the prototyping process. 
Hence the main aim of this section is to investigate whether the use of function points 
can help in the estimation, monitoring and control of software development projects 
using prototyping. Although important to the commercial side of the project it was not 
the intention of this exercise to assess prototyping for its use as a communication 
vehicle or general systems development aid, this was part of the previous exercise. 
This part of the investigation was carried out as an exercise in action research where 
the work carried out in the local authority by the developer was directly influenced by 
their presence. 
8.2 Background 
This chapter details the work carried out on the development of a small system for a 
district council. The software required was constructed by a single developer from a 
draft specification prepared by a district council. The requirement was for a system to 
help with the control of building and repair work for the housing stock belonging to a 
local council. 
The system was developed using prototyping and incremental delivery, where 
completed sub-systems were delivered 
in stages. The work also involved the 
functionality of the system being assessed using Mark 2 Function Point (FP) analysis. 
Some tentative conclusions are drawn regarding the combination of FP analysis and 
incremental delivery (see Chapter 1). This method of estimation was chosen as there 
is evidence (Symons 1992) that it is currently the most effective quantitative method 
for estimation and productivity measurement. The so called Mk 2 method is an 
enhancement of the original Albrecht work on 
FPs (Albrecht 1987). Whilst it retains 
the advantage of being independent of lines of code it is also compatible with the use 
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of Entity Relationship (ER) diagrams. The work reported here used these in the 
system design so it was felt that this technique would be the most appropriate. 
The main developer chose to use prototyping as the method of developing the 
specification from which the sub-system designs were derived. By combining the use 
of prototyping and incremental delivery it was hoped to deliver completed sections of 
the system which achieved the following aims: 
" Maintained high user interest and involvement throughout the project 
" Delivered sub-systems which accurately reflected user needs 
" Allowed the system to grow in stages thus giving users parts of the system which 
could be used prior to entire system delivery 
During the system development process a log was kept of the time spent on the 
different types of activity that were carried out; these categories are listed in the 
analysis section. The intention of the project was to try and derive a relationship 
between FPs counted at the onset of the increment development and the time to 
develop and deliver the increment. In addition the functionality of the final delivered 
increment was also assessed using FP counts. Hence it was hoped that the control of 
incremental delivery using pre and post measure of functionality could be 
investigated. 
There were certain points which required particular consideration during the exercise: 
The use of prototyping would actively encourage iteration and change. Hence the 
original specification and system design would require revision 
Function points counted at the start of the increment would not represent the final 
functionality of the delivered increment (reflecting the point made above) 
The control mechanisms for determining which changes should be implemented 
and which should not, had not been formalised at the onset of the development 
Changes to a specification and subsequent design may result in reduced 
functionality, but work would still be required to achieve this. Hence resource 
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requirement is likely to be a function of the sum of the modulii of the changes in 
the increment rather than a simple positive relationship 
8.3 Productiveness 
The final point listed above raises a very important issue regarding productivity. 
Changes required which reduce the required functionality of an increment will have 
the effect of apparently lowering productivity (in terms of time and resources used 
versus delivered functionality). It could be argued that these features should never 
have been introduced and are the result of over enthusiastic system developers! 
Nonetheless it has been suggested (Mayhew 1992) that the term productiveness is 
used to assess the value of a system where this is a measurement of value to the 
business rather than a simple effort and cost figure. As a result the effectiveness of the 
prototyping process should be based on this metric plus control using time-boxing 
(Graham 1991). Time-boxing (as the term implies) suggests that a development is 
split up into sections based on pre-agreed time units. It is recommended that a typical 
time-box should be of the order of 6 to 10 weeks. The development is reviewed after 
this period and a decision on the next stage made. The reason for carrying out the 
work this way is to prevent developments degenerating into uncontrolled and lengthy 
exercises striving for unachievable functional goals and creating serious problems of 
late or non delivery of projects. 
8.4 Work carried out 
The first part of the project involved the delivery of four increments. The intention 
was to use these as a pilot calibration exercise for the entire project. For these four 
parts the functionality of the system was measured after each increment had been 
delivered. There was no analysis of the initial system design with regard to 
functionality, and therefore the changes implemented as a result of prototyping were 
not analysed and hence neither the productivity or productiveness of the prototyping 
process could be measured. However a thorough analysis of all activities during 
development was kept and this was analysed in order that the process of prototyping 
could be evaluated during different increments. 
It was the intention to do this for the second stage of the project when a further set of 
increments were to be built. Unfortunately this was not possible. 
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It should be noted that the work involved in the project was carried out by 3 people, 
their activities were split as follows: 
i) Main system development and activity logging. 
ii) Function points counted for each increment. (This also involved the system design 
being re-drawn to include full entity relationship (ER) diagrams required because of 
the use of Mk 2 FPs). 
iii) Derivation of relationships between time, activities and function points. 
8.5 Work Classification Key 
In order to classify the development work, the activities carried out were divided 
according to the following criteria (these codes are also used on the graphs listed later 
in the report): 
Activity Code Activity 
MOD - Module hierarchy production/amendment 
U41 T- Initial sub-system prototype production 
CHNGS - Implementation of changes requested 
PRA - Prototype process administration 
PR - Prototyping session 
PILOT - Conversion of prototype to pilot system 
TEST - Final testing of increment 
CONV - Conversion of basic system to production quality. 
Each increment within the system has a unique coded identifier, these are listed 
below. The codes of each are not significant: 
Increment Code Increment 
WORKPREP - Work preparation for contractors 
ORDMAT - Order of materials 
MATPEND - Materials pending 
WALLOL - Work allocation 
Page <133> 
Chapter 8. Prototyping and the use of function points 
8.6 Results 
8.6.1 Function points and development effort 
Graph 8.1 shows the relationship between the overall functionality of each increment 
and the time taken to produce it. From these sub-sections it appears that there is a 
good correlation between function points counted and overall development effort. The 
relationship, whilst not completely linear suggests a strong association between the 
two factors. However with only four data items it would be unwise to draw definite 
conclusions from this. More data is required to substantiate the correlation. 
Nonetheless, the overall trend does point to a good relationship between time spent 
and FPs counted. 
It should be noted that the FPs counted are after all modifications as a result of 
prototyping have taken place. For this part of the project no count based on initial 
analysis was carried out. Unfortunately this means that a comparison of specified 
business requirement requested (in terms of function points) and actual delivered 
system (again expressed as function points) is not available. Hence the use of function 
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Mk 2 Function Points 
Graph 8.1. Time taken to deliver one function point (in minutes) 
8.6.2 Estimation 
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In order to be able to use this form of development it must be shown that accurate 
estimation techniques can be applied. 
There are various ways that this can be achieved: 
"A project can be compared against previous projects 
"A project can be sub-divided and later sections calibrated against earlier work 
carried out. 
The two methods can also be combined. In the project described here, it was difficult 
to make a good estimate using previous data for a number of reasons: 
The application area was not familiar to the developer 
" The developer was not familiar with the operating system and development 
environment (DATA/BASIC running under PICK) 
Hence previous analogous data was not available and therefore it was important that a 












Graph 8.2. Average time taken (in minutes) to implement a function point for 
each sub-system 
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From the data supplied the overall level of function point delivery is approximately 1 
FP per 119 minutes of effort. The variation in FP delivery rates is 101,102,123,128 
minutes per FP (see Graph 8.2). 119 represents a weighted average delivery rate. The 
values for effort per delivered FP increase with increased development size. This is 
broadly in line with most published work on productivity and project size. The 
absolute values of functionality should be compared directly with other published FP 
work with caution. The data here is likely to overstate the productivity achievable as 
final user documentation was not produced as part of each increment. 
8.6.3 Sub-division of effort within increments 
Graph 8.3 shows how time was spent on each sub-section of the system. The graph is 
scaled so that the total development time is divided by FPs delivered. The total 
column height represents productivity, I. e. Effort required per delivered function 
point. The final column represents the average over the entire development. 
From this it can be seen that in 3 increments (but not WALLOL) the bulk of the 
development effort is spent carrying out the initial sub-system prototype production 
and (in 2 cases from the 3) implementing changes suggested at prototyping meetings. 
In each case the initial module hierarchy production and the prototyping sessions and 
prototyping administration did not form a major resource overhead. In one case 
production of a pilot from an earlier prototype involved greater work than 
implementing changes requested by the user group. 
This raises a problem for monitoring and estimation. The data suggests that the initial 
preparation work is likely to be at least 30% of the overall 
development effort. 
However it can rise to around 70% of the total effort. It is possible that the use of Mk 
2 Fl's in conjunction with ER diagrams could enable estimation to be done very early 
on in the development process. However the accuracy of the estimates produced will 
be heavily influenced by the level of iteration and change that occurs as work 
progresses. Further work on this would be required to assess its value. 
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In graph 8.3 it can be seen that the figures for the WALLOL and MATPEND 
developments are substantially different. 
For WALLOL although the overall productivity rate are in line with the other parts of 
the system, a large part of the total figure is taken up by the conversion of the software 
into a standard suitable for incremental development. 
On investigation it was discovered that the increment involved a high level of throw- 
away prototyping. As a result a significant effort was required to reproduce the 
specification required in the form of a system of suitable quality. It is interesting to 
note that despite this radically different approach overall productiveness remained in 
line with other increments. 
A similar phenomena occurred with the MATPEND increment. In this part of the 
development the largest amount of time was spent developing the initial prototype 
system. Despite this, the overall productivity within this particular increment 
remained much in line with other parts of the system. 
In order to be able to monitor the productivity during a development it is necessary to 
discover if there are any indicators that can be used to predict the effort likely in a 
very early stage of the project. From the work carried out in this project there is 
certainly some evidence that incremental system delivery using prototyping can be 
estimated in advance. It may even be possible to estimate the likely total development 
time once some benchmarks have been established, but the efforts on particular parts 
ME 
. 
ili: ii, ü! 
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of the development do not seem to conform to a pattern. Further analysis is required 
in order to analyse the relationships - if they indeed exist. 
The monitoring of project progression may be possible by evaluating function 
delivery, however there are certain points that need to be considered: 
" From this work it appears that Mk 2 FPs could be used to give guidance on the 
duration's of the time boxes required within an entire project. 
Within each increment this work indicates there may be some difficulty 
monitoring progress on a micro-level (i. e. infra-increment) using an FP approach 
However if the time box duration's are estimated using Mk 2 FPs, then progress and 
reviews could be triggered at sensible points during the development. The work 
carried out showing the relationship between function point delivery and effort 
supports this. 
8.7 Discussion 
From the data supplied it is possible to make some general predictions of future 
efforts for other parts of this system which could be generalised for similar projects in 
comparable environments. 
1) The total development effort per delivered FP should take about 2 hours. The figure 
should be decreased for small systems and increased for large. (This productivity 
figure is artificially high compared to systems delivered with full system and user 
documentation). 
2) Within each development sub-section, initial prototype development and change 
implementation should take the bulk of the development time (of the order of 80%). 
However the WALLOL increment presents an anomaly to this relationship - hence the 
nature of the problem under development is likely to heavily influence the accuracy of 
this metric. 
3) With the data available it is not possible to give an estimate of the likely split 
between the time taken for initial prototype development and change implementation. 
This is a serious drawback as unless it is possible to derive a reasonable relationship 
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between the two across an application, the estimation and control processes will 
become very difficult to manage. 
4) Conversion from final (evolutionary) prototype to operational system is not a large 
overhead and should take less than 10% of the total development effort. It is 
impossible to compare this figure with other studies as to the author's knowledge no 
comparable work exists. 
5) It is possible that an estimate based on an ER diagram is likely to be valuable early 
on in the development. This figure should be enhanced with data from prototyping 
sessions as the level of iteration becomes better established. 
6) The possibility of a combination of function point analysis (for entire increments) 
and time boxing (for control within increments) could be adopted for project control. 
This means that although estimation is possible, low level monitoring will be hard to 
carry out using delivered functionality as the measure. Hence a combination of time 
spent and functionality delivered is recommended. More work is required to validate 
this assertion. 
7) Time-box lengths can be derived from function point analysis where possible, but it 
is recognised that this might not always be practical, in which case alternative 
methods of generating time-boxes should be investigated. 
8) The relationship between requested and delivered functionality was not possible to 
derive in this study and remains an important area for further research. The author is 
not optimistic that such relationships can be easily derived and expressed in 
straightforward empirical terms. 
With regard to the particular aims of this part of the research project the work carried 
out suggests that a development using incremental prototyping can utilise FP analysis 
as an aid to estimation, particularly after one or more increments have been 
completed. However using FPs as the sole form of estimation mechanism is unlikely 
to be effective, particularly at a micro level where the time spent on different activities 
can vary widely. From these results the monitoring of productivity within an 
increment does not seem to be feasible using a FP based technique and hence cannot 
be recommended. 
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8.8 Discussion on the use of action research 
It should be stated that the results obtained here can only be directly applied to the 
particular studies at the time they were undertaken. It is also apparent that it is 
impossible to control the environmental factors that are in place at a particular time, 
hence the personnel involved, their attitude towards the investigation, the personal 
views of the researcher, the operating conditions both within and external to the 
organisation plus other factors cannot be replicated in laboratory type conditions to 
allow a duplicate exercise to take place. 
However it is the view of the researcher that this type of study can give useful material 
on real problems which can be of use to the organisation itself and also (if published) to 
the wider community at large. Hence despite shortcomings (which must be 
acknowledged), this type of research work can provide useful research material. 
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Part 3. Model Design, Experiment and Conclusions 
The final section of this thesis is split in to three 
components. The first section details how a model for 
incremental and evolutionary development 
incorporating prototyping and RAD has been 
developed. 
The second section outlines an experimental field study 
set up to examine various aspects of RAD and its effect 
on software quality and software project management. 
The final section concludes and summarises the 
research work carried out. It evaluates the use of the 
particular approaches that have been taken as part of 
the project. It examines whether the aims and objectives 
have been fully met and additionally considers where 
further research could be undertaken in this area. 
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Chapter 9. A model for control - the total prototyping methodology 
(TPM) 
The review of existing work in the area of prototyping illustrates that controlling the 
progress of a RAD or prototyping project, particularly if it involves several people and 
is of significant duration (e. g. greater than 3 months) does need careful planning and 
monitoring. Although the case study evidence (see part 2) illustrates that prototyping 
or highly user centred development does have some positive affects on the 
development of systems, there still exists a need for effective control and organisation 
of the process. This chapter sets out a model that can be used as a framework for 
software development using a RAD or prototyping centred approach. 
9.1 The importance of controlling the process of prototyping 
By identifying control as a particular difficulty associated with prototyping, it is 
evident that the main problem is one of trying to control a process. I. e. what is 
actually required is a means of initiating, continuing and concluding that process so 
that the development is carried out and concluded with the most efficient use of 
available resources. 
This point has been considered by several researchers in the field. E. g. Lichter, 
Schneider-Hufschimdt, Zullighoven (1993) state: 
"control techniques developed for traditional life-cycle oriented software 
development tend to hinder software projects using prototyping 
approaches. " 
When using prototyping this inevitably means controlling a process that encourages 
iteration. The idea that the creation of information systems should be regarded from a 
process point of view is quoted by Checkland and Scholes (1990). It is suggested that 
the "project life cycle" approach to a computer project will only apply to special cases 
where the task is not contentious or is mechanistic, and that 
in other areas this method 
is not suitable. This backs up the view of the author that the problem of control must 
then be examined from a process perspective. 
9.2 The basic stages of the prototyping process 
If this idea is extended into the basic prototyping process it is suggested that there 
should be four basic stages. Naumann and Jenkins (1982) suggest the stages are: 
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" Requirements identification 
" Prototype development 
" Implementation and use 
" Revision and enhancement. 




" Actual prototyping and completion. 
This type of approach is also very similar to the Evolutionary Delivery Model 
suggested by Gilb (1988). This is shown in figure 9.1. 
Set horizon objectives 
Global 'open' architecture 
Rough evolutionary plan 
k Engineer the step 
Construct the planned step 
Deliver it to a real user 
Evaluate results 
Figure 9.1. The Gilb evolutionary delivery model (From Glib 1988) 
In the smaller loop it can be seen that each iteration has four steps associated with it. 
In some respects this model and the others mentioned do have similarities to the 
waterfall model. The main difference is that change is encouraged and expected which 
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means feedback and iteration are essential in the various prototyping and evolutionary 
development models. 
If these models are considered from a process point of view it is evident that in order 
to ensure that the process is optimised and planned methods are required to: 
" Estimate how long the development process will take. (Estimate Model-EM) 
" Monitor the progress of the project against the estimate. (Progress Model-PM) 
Determine the point at which the process should finish. (Finish Model - FM) 
" Evaluate and document the progress to date. (Evaluation Model - VM) 
Therefore a complete or total prototyping model (TPM) comprises these four sub- 










Figure 9.2. The total prototyping model (TPM) with basic sub-parts 
It should be noted that the structure is similar to all of the models cited. This is 
intentional. The idea behind this work is not to suggest a new method for prototyping 
development, but to suggest how prototyping as it exists can be structured and 
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controlled. The four stages are fundamental parts of the iteration loop. This idea was 
first considered in Stephens and Bates (1993). 
The emphasis on controlling the process is the most important part of the TPM. 
Madhavji (1991) recognises that one of the fundamental flaws of methods based on 
the life-cycle model is lack of control over the way a project proceeds. He comments 
on the use of life-cycle models that: 
"A limitation of these models, however, is that they hide important 
process details that are crucial for the success of software projects. " 
In the view of the author the lack of weight applied to such processes is a seriously 
overlooked part of published software design and project management approaches. 
Such process details include: 
" How an activity is triggered or terminated 
The role of humans and communication between them in the process 
The identification of parallel and sequential process steps 
The notations, methods and other tools that could be used in different steps 
Madhavji concludes that although some of these points may be represented in 
documents, the development work cannot evolve as the needs of the project change. 
This idea is also explored in Veraart and Wright (1995) who state: 
"The concept of a software engineering process is of an identifiable 
entity that can be modelled as a set of identifiable activities that can be 
described in terms of its tasks, inputs and outputs, entry criteria and exit 
criteria and that can be controlled, measured and adapted to suit the 
needs of both the organisation in which it is performed and the current 
development project on which it is performed. " 
The TPM approach addresses this by considering the methods for controlling the 
development, not by prescribing the techniques that should be used in carrying out the 
development itself. 
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The nature of software development is such that the components identified within 
most development methods would be the main constituent parts of the TPM. I. e. 
Some combination of analysis, specification, design, testing, documentation, and 
implementation. However the overly prescriptive nature of typical development 
methods can be avoided by assigning each part as appropriate to a TPM instantiation. 
Hence, for project documentation; time and effort would be estimated, a suitable 
development method and means of measuring its progress would be agreed, and a 
finishing procedure would be fixed and finally the documentation would be produced 
in the specified form. I. e. the sub-part of the system (documentation) would itself be 
carried out in accordance with the steps of the TPM. It is logical that any component 
of this model should be approached using the steps outlined. This may seem over- 
elaborate, but it is necessary to maintain consistency. The detail required for the 
estimation and monitoring of each task will obviously vary according to the envisaged 
size and complexity associated with it. As a guideline it would seem appropriate that a 
task considered to have any uncertainty associated with it should certainly be judged 
to be a potential problem (unless very trivial) and be tackled in a comparatively formal 
way. 
As this approach is aimed at control. It is not good enough merely to say that 
"documentation will be produced". Particular techniques that can be used to formerly 
control the process should be identified in order to enforce control. 
In order for the model to be usable, each component should be self-contained. This is 
necessary as developers may (for example) already have a proven estimating system, 
but require a monitoring and completion model in addition. Hence each part of the 
TPM should be adaptable to the particular conditions which are prevalent for a given 
development. The method must allow existing expertise to be utilised in order for it to 
be useful. E. g. If an organisation already uses a function point derived estimation 
model successfully to estimate project cost, then this should be used as part of the 
TPM model and form the bulk of the EM part of the process. In these circumstances it 
would be foolish to prescribe another method. 
9.2.1 Estimation and risk (EM) 
The main difficulty of trying to set estimates is that it is very difficult to plan for 
unknown change and therefore the risks associated with it in the future. This is not a 
problem which is unique to prototyping. There are numerous examples in the 
literature that reflect on this problem. E. g. Redmill (1989) states: 
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"Without an understanding of the full range of the users' requirements, it 
is not possible to estimate the project's resources, cost, and time. " 
Unfortunately developers cannot say to potential clients that a time and cost for a 
development cannot be estimated. The nature of commerce is such that this reply is 
not likely to be accepted! However since evolutionary development embraces change 
as an inevitable outcome of the software development process, the estimating model 
designed for such development must recognise that change will occur. It may be 
possible to link the likelihood of change and hence the elasticity of the estimate to 
some other parameter, (E. g. To the comprehensiveness of the users original 
specification), but little practical work is available to help with this problem. 
Additionally it is important to note that software developers are becoming 
increasingly aware of the difficulties of estimating in general. More development 
methods are linking the software development process to estimates of risk as well as 
cost or time (E. g. Boehm 1986 is a commonly cited example). Hence it makes sense 
for any estimation part of a software development model to take account of this and 
have some form of risk assessment built in as part of the estimation process. The TPM 
requirement is that a formal assessment using previous data is likely to produce the 
most accurate estimate. The use of analogy (E. g. Cowderoy and Jenkins 1991, 
Shepperd, Schofield and Kitchenham 1996) or a comparable approach using past data 
and a commercial estimating tool is likely to provide a good foundation for systematic 
estimating. If organisations do not have past data then other techniques such as the 
wide-band Delphi approach could be utilised. Data from such estimates should be 
recorded in order that a historical base can be built up to improve the process. As the 
base of experience is recorded, it should be possible to amend and modify estimation 
techniques to produce more accurate predictions of effort, risk, time, and resources 
required. 
As with each part of the TPM, it is not good enough to merely give "an estimate". If 
the eventual aim is to try and provide a formal set of guidelines, then decisions or data 
that influence the decision must be recorded and classified in a meaningful way. This 
point is emphasised by Londeix (1987) who states that to be useful, estimation "must 
be based on an estimating method". 
It should be observed that if any of the main points of the model are ignored then the 
global aim of controlled software development is likely to be lost. 
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9.2.2 Progress monitoring (PM) 
Monitoring the progress of development has traditionally been one of the most 
challenging aspects of software development. Today evidence from the computing 
press (Robertson 1996) suggests that this is an area that is still causing difficulty. 
However, only by effective monitoring once a project has been initiated is it possible 
to ensure that deadlines are kept. 
There are two basic approaches to ensure that development does not become an 
infinitely long process. It is necessary either to specify a specific set time for that part 
of the development, or alternatively to set a target, related to a pre-specified level of 
development (in effect a functionality level). In each case it should be noted that 
development is planned according to a stated goal, either in terms of time, or in terms 
of a set of agreed deliverables. Examples of each method are set out below. 
The time-box approach 
Graham (1991) outlines the way such a method is used as part of the BIS applied 
systems rapid development method (RDM). The main control element of this method 
is to set a rigid limit to the time available for part of the system development. The 
experiment that is outlined in Chapter 11 uses this form of control in an attempt to 
keep the development on track. This will typically be of the order of 40-80 days. By 
adopting this strategy Graham suggests that certain management issues can be tackled. 
These are as follows: 
Wants versus needs - By forcing requirements to be prioritised by negotiation 
between users and developers 
Creeping functionality - In the traditional life cycle the long delay between 
specification and delivery can lead to users requesting extra features. The use of a 
time limit reduces this tendency 
Project team motivation - The developers can see a tangible result of their efforts 
emerging 
. The involvement of users at every stage reduces 
implementation shock 
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This form of control does ensure that developers and clients maintain close liaison 
over the progress of a project. However it still requires good management to ensure 
that each time-slice is achieving progress. TPM could be combined with a time- 
constraining approach such as this. Each time box could contain one or more 
iterations around the prototyping loop. Hence each stage from estimation to evaluation 
and documentation would be contained within the nominated time box. The same 
principle can also be applied in a similar way to cost. 
The target related approach 
The controlling factor behind this form of management is to have a target set in terms 
of system performance or functionality. In order for this to be achieved it is necessary 
for the progress of the development to be measurable in some way. A method to do 
this is exemplified by the GQM technique (Basili 1985). The principle behind this 
form of control is to define project goals (tailored to a particular need). These can be 
refined into a set of quantifiable questions which can then have a specific set of 
metrics for data collection. This form of progress monitoring again fits in with the 
TPM approach in that a time or effort estimate can be constructed and the progress 
towards it measured using a defined metric. 
If an estimate based on an agreed level of functionality is set up then it could be 
expressed in terms of a number of function points (e. g. Low and Jeffery 1990). The 
progress of the project can then be measured as the progress of the development 
towards the agreed level of functionality, expressed as the number of function points 
delivered. If the progress made drops below a certain level, then a goal revision or 
reassessment of that particular part of the development should be undertaken. A 
minimum acceptable level of progress could be agreed between developers and users 
at the time of the estimate. Adopting this tactic must be carefully considered as there 
is likely to be as much responsibility with the user/client organisation for progress to 
be made. In this context the term functionality should take the widest possible 
meaning. The "functionality" could be defined in terms of performance, or 
"completeness". The main issue being that whatever indicator is chosen, it should be 
expressed in a way that can be measured. However evidence from the research (see 
Chapter 9) suggests that this form of measurement may well have drawbacks for 
prototyping and RAD developments. 
This method of measuring "deliverables" will require tuning to the environment and 
organisation that it takes place within and so is unlikely to achieve good accuracy 
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when initially adopted. In common with the other techniques discussed it does provide 
another quantifiable component to help formally control the software development 
process. 
9.2.3 Determining the completion point (FM) 
If the project estimation has been set up using a formal technique the point at which 
the project or particular iteration finishes should be easy to decide! Given the criteria 
for progress monitoring outlined above, there are a limited number of criteria that 
dictate that the completion point has been reached. If the estimation has been time 
based, completion occurs when either of the below has been reached: 
Completion is agreed before the estimate deadline 
The time deadline is reached 
If the estimate has been based on a given level of functionality the following will 
determine completion: 
The agreed level of functionality is obtained 
The progression against a standard is too low, triggering a review 
Whether a functional or time-based approach is used it can be seen that in order for 
completion to formally occur, a completion point must be agreed based on an 
estimate. If an estimate is not produced, the notion of "completion" has no real 
meaning. 
A failing of methods that dictate what processes need to take place, but do not specify 
how they can be monitored will always be that the point of completion cannot 
realistically be stated. If a formal completion method is agreed, the responsibility for 
its enforcement again lies jointly with both the developers and clients. Both parties 
should understand the process and both have the means to judge whether or not the 
project is progressing and ultimately finishing on time. Again the responsibility and 
importance of the user is of paramount importance in the process. 
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9.2.4 Evaluation and documentation (VM) 
The final stage of the TPM is the evaluation and documentation of the work that is 
carried out. There are three possible outcomes to this process: 
Stop and do not continue with any further work on the project 
" Stop at the end of the current iteration. The system will be implemented either as it 
stands, or with any necessary rewrites or modifications that are agreed 
Additional work is required and desirable, involving further iteration as is deemed 
necessary. 
It is important to note that in terms of a project the line between the second and third 
options is not absolute. Using traditional software life-cycle terminology, the end of 
the development phase is generally marked by the start of the maintenance stage. If 
evolutionary development "language" is substituted, it may be that a system is 
delivered and becomes operational, but that a further iteration (maintenance, or 
enhancement) of the loop is required. At this point it becomes questionable whether 
the project has finished and a new one is starting or whether it is merely an 
continuation of the existing exercise. It is impossible to dictate this without the 
particular circumstances of a project being evaluated. 
The final documentation is an integral part of the development. The form of the 
documentation and the exact role it plays in the project must be understood by both 
parties. The development ought to have a specification in some form other than just 
the working system, to facilitate maintenance over its anticipated lifetime (Smith 
1991). The nature of that specification should be sufficient so that future developers 
can use it for any further work that is required. The particular form of notation used to 
represent the system is not primarily for the use of the clients. It should state clearly 
and unambiguously how each part of the system works and what each part does. The 
notation (diagrams, natural language, decision tables) used should be chosen so that it 
offers the best representation to the developers. The developers will also have a copy 
of the software, which is (or should be! ) an animated form of the specification. The 
client organisation for commercial (contractual) reasons are likely to require a limited 
form of the specification which should explain what the system does. The method by 
which it does it is likely to be of little value to them. 
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In contrast to structured methods the nature of the specification is not dictated by the 
method chosen. The method does not drive the development, rather the type of 
development should dictate the method and hence the documentation required. 
The final model is represented in figure 9.3. The boxes on the left show possible 
alternative methods that can be used to "plug in" to the TPM. They suggest various 




























Figure 9.3. The total prototyping model with example sub-components 
Unfortunately although it should be possible to construct several different 
implementations of this model, it must be recognised that most forms of measurement 
within software development are still very 
limited. Lehman (1991) notes that: 
"In general, however, measurement technology is still without an 
underlying theory, is still groping for 'useful metrics'. 
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Further development of measurement technology and its integration into environment 
design is of fundamental role and must become a major research focus and goal. " 
The TPM can only be useful if the formal controlling and measuring methods can be 
shown to be consistent. 
9.3 Discussion 
This chapter proposes that a total managed approach to prototyping can be applied. 
The emphasis is not on the particular micro-level techniques that might be employed 
to develop software, but on the controlling mechanisms that can be used as part of a 
total method. It is recognised that prototyping does have very useful benefits, but 
controlling it is an area that is cited by many authors as causing inhibition of its wider 
use. 
The model proposed is designed so that different estimating and controlling methods 
can be plugged in to suit the requirements of different organisations and different 
software development environments. By adopting this approach it should be possible 
to control markedly different projects using different techniques, but adopting the 
same overall controlling principles. 
In summary without using this form of control it is proposed that prototyping cannot 
be planned or executed in a meaningful way. The model advocates facilities that use 
appropriate formal planning and measurement methods, hence allowing prototyping to 
be managed effectively, with well defined and measurable goals. 
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Chapter 10. A field experiment in systems development 
10.1 Introduction 
In order to examine the claims made about prototyping it was decided that in addition 
to the action research and case study work, an experiment into information systems 
prototyping would be carried out. This would allow more objective analysis of the 
effectiveness of prototyping to be made. 
The aim of the experiment was: 
To discover whether information systems prototyping had a positive affect on the 
overall quality of software produced, compared to software produced without using 
prototyping. 
It was decided that a study along similar lines to the one carried out in 1984 by 
Boehm, Gray and Seewaldt (BGS) would be a suitable method for examining claims 
made by other researchers. However extensive modifications to the BGS method 
would be made to the way that it was set up and conducted. ' 
Certain parameters were fixed (e. g. time scales and group sizes) whilst other decisions 
(e. g. development methods and styles) were left open to individual teams. However a 
TPM style of development was adopted in that a rigid time frame was imposed, 
minimum documentation standards were required and a minimum delivered 
implementation was also mandatory at the finish. 
Certain guidelines would be adopted as a result of work that had been carried out for 
other parts of the research project. 
Compared to the BGS experiment the significant differences in this one are as 
follows: 
" The experiment was carried out not to test the hypothesis that prototyping 
encouraged higher productivity, but that prototyping could be controlled and that it 
could produce "better", more maintainable systems. 
'An experiment involving 2 teams was conducted at Aalborg University in 1990 - This is reported in 
Mathiassen et a!. (1995). It was based closely on the work of Boehm et a!. (1984) 
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"A much larger sample size was used (twenty two teams instead of seven). 
" The decision to use prototyping or not was left to the teams to decide. There was 
no compulsion to use it. 
" The incentive to produce good software was created by the notion of "selling it" 
and hence gaining marks for an assessment. The BGS experiment created the 
incentive by assessing the software in terms of maintainability. 
" The assessment of software produced was done largely by students. Staff 
assessment of software was less compared to the BGS method (although some 
checking was left in). 
With regard to other aspects the two exercises were similar. 
The cohort of students used were level two undergraduates. They all had one and a 
half years experience of using Pascal (the implementation language used), in addition 
all of the group had studied at least one other programming language or environment 
(normally C or Visual Basic, or both). Their experience of system implementation in 
groups was limited, although all of them should have produced systems of some 
complexity in previously taught modules. 
10.2 The field experiment 
The study involved twenty two teams of four (occasionally three) developers. The 
teams were selected by the researcher to try and ensure an even spread of ability 
across the groups. This was done by ensuring that each group of students had a similar 
profile in terms of previous grades. Although grades from previous modules studied 
were used, it is recognised that this is not an entirely infallible method of ensuring 
teams of exactly equal ability. However it was decided that it was very important to 
try and ensure that teams were of equal ability to try and minimise the effect that this 
might have on the various tasks to be undertaken. 
Each team was expected to develop their own version of a software system over a 
seven week period. This represented a typical timebox period that a commercial 
developer could be expected to conform to and is in line with the way that a 
development could be set up using a TPM style of development. At the end of the 
seven week period each team attempts to "sell" their product to as many other teams 
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as possible at a software fair. Twenty percent of the total marks for a team are derived 
from the number of sales that are made, hence there is a strong incentive to do this 
effectively. Every team buys two products at the fair, evaluates them for a week and 
then uses one product as the basis for a further part of the module. Teams were told 
that extensive rewriting of the system they purchased and subsequently used would 
lose them project management marks. The teams were not told exactly what features 
were required to be added after the software fair, this was considered to be increment 
or phase two of the development and was designed to simulate as closely as possible 
the iterative/evolutionary nature of commercial software development. 
The main criteria that the teams were told to consider when purchasing software were 
as follows (these are not in order of priority): 
" Conformance to the specification 
" Ease of maintainability 
" Standards of construction 
However it is worth noting that aspects such as interface complexity, use of object 
oriented techniques and a variety of other criteria are also considered by teams when 
making their choices. 
10.3 The system required 
The teams were expected to produce a design (using a CASE tool), a system, test data, 
and a brief user guide. The system they were asked to produce was a project 
management tool which allowed managers to view data about the processes that had 
been undertaken in a project, the personnel involved, tool usage and various other 
items. The requirements specification supplied was intentionally slightly ambiguous 
and certainly incomplete2. Teams were told of this and were expected to ensure that 
their product met the users needs correctly. 
The teams were told that it was essential that a working product was available seven 
weeks after the start of the project. They were told that a completely finished product 
was not required, but that it should be of some value to a user at that point. No time 
over runs were allowed. This was done to reflect typical commercial pressures and to 
2 The requirements document is included in Appendix 2A. 
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impose a TPM style of project management. The initial part of the development was 
considered to be increment one. Development after the software fair was considered to 
be increment two. 
During the seven week period course tutors advised on the planning and project 
management aspects of the team work. Teams were encouraged to contact the module 
leader for queries to do with the specification, using the telephone or the University 
Email system, or through prototyping sessions. All queries were logged. 
10.4 Method of evaluating the software 
After the software fair when teams had "purchased" software for the second part of the 
assessment process they were required to fill in test sheets about the purchased 
software. These sheets were constructed to discover information about five aspects of 
the software under review. 
" How closely did the system meet the specification? 
" How reliable was the software in operation? 
" How well constructed was the system? 
" How maintainable was the system? 
" How complete was the system? 
The test sheets were part of the assessment process, hence students again had a good 
incentive to fill them in! 
In line with the constraints imposed by the students timetable it was decided that each 
test form could be filled in completely in approximately an hour. Students were free 
(indeed encouraged) to test the software further as required by the course, but this was 
not included in the research work. 
It was decided that systems would be assessed by students rather than staff. This was 
considered desirable for several reasons. 
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Conformance to specification 
The conformance of the software to the specification could be assessed by asking the 
students to answer some straightforward questions that tested a sample of the 
properties of the software. 
Reliability 
The reliability of the system would be better answered by the students as they were 
required to use it for their second assignment. Hence its behaviour would influence 
their decision as to whether to use it for the second increment. It was in their own 
interests to choose a system that performed reliably. 
Although the answers to this question are dependent on the individual testers, it was 
felt that the sample size would compensate for this. In addition testing done by staff 
would not appear to have any obvious advantages. 
Completeness 
This aspect of the software could be assessed in a similar fashion to the conformance 
issues. 
Maintainability 
It was felt that the students had a vested interest in choosing a product that was 
maintainable, hence the reasons that apply to assessing reliability also apply to this. 
Use of testing sheets 
Each member of every team was asked to fill in a test form for three of the systems. 
The three systems comprised the two systems that had been chosen at the software 
fair, plus a system that had not achieved any sales. By doing this it was possible to 
ensure that each system was assessed by at least three different people in the class, 
In total approximately two hundred and fifty separate testing sheets were filled in with 
testing details of the systems under review. As a by product of this approach the 
systems that had sold more software at the software fair had more test sheets filled in 
for them. 
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Additional questions 
There were 2 preliminary questions also asked but they had no relevance to the 
research work undertaken. Most of the questions were designed to try and find out 
how close the implementation mirrored the required specification. Although it was felt 
that further more detailed questions about the reliability and maintainability of the 
software could have been asked, there was a limit on the time students could be 
expected to spend on this part of the exercise. 
10.5 Experimental difficulties 
This type of experiment can never fully replicate the conditions that exist when 
developing software in a commercial environment. Hence there are problems which 
will always affect the validity of the results. 
Problems encountered included the following: 
10.5.1 Developer teams not equally matched on ability 
Although an attempt was made to create teams of equal ability, this will never be 
possible to achieve accurately in practice, hence the software produced by teams will 
always be influenced by ability as well as the actual development processes that the 
teams adopted. However from a practical perspective it would be almost impossible to 
set up this type of study with a large number of teams where it could be stated that 
each team of individuals was equally matched in terms of ability. 
10.5.2 Personality and team co-operation 
The way that a team operates in terms of its co-operation and structure will probably 
also affect the software produced and is very difficult to quantify and relate to the final 
product. 
There is evidence that suggests that the communication processes (whether formal or 
informal) exert a very considerable influence on the performance of software 
developer teams. Evidence in the literature (Kraut and Streeter 1995, Curtis, Krasner 
and Iscoe 1988) has shown that research from organisational theory could well have 
more relevance to software development and software engineering than has previously 
been considered. Hence the inter-team dynamics will certainly have an affect on the 
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way that a team performs, although the mechanisms for measuring and monitoring 
this in any formal way are very difficult to set up. 
10.5.3 Communication and prototyping 
It was anticipated that most teams would use prototyping sessions as the best method 
to clarify queries about the requirement with the user. However unlike in a true 
commercial development most team members found it easier to communicate with the 
main user via electronic mail. This meant that the number of prototyping sessions that 
teams carried out was less than anticipated despite being encouraged to do so in 
classes. 
As a result of this it was decided to group all communication about the specification 
irrespective of its source into one category, as well as looking at the results of the 
work solely concerned with prototyping. Hence in this study, communication via 
Email, prototyping sessions, phone calls or any other form are all considered in a 
similar fashion. The author acknowledges that in commerce the communication about 
the system is likely to take place in a more structured fashion and that perhaps 
electronic mail may not form such a major part of the communication process. Hence 
prototyping sessions and formal reviews would be more prevalent. However in this 
type of experiment it might be possible to do this, but unfortunately this would have to 
be built in at the start. Nonetheless the results from this experiment are unlikely to be 
significantly different because the main purpose of prototyping from a developers 
point of view is to communicate and learn more about the problem domain in order to 
build a system that reflects the users'true needs. 
10.5.4 Use of undergraduate students in lieu of professional developers 
It is recognised that the use of undergraduate computing students is likely to have an 
impact on the software development processes. For example, it is possible that the 
way that software is bought and sold might be influenced more by personality or 
friendship within the student cohort rather than the software itself. Hence the 
relationship between software quality and its popularity as a purchased product (i. e. 
sales) might be influenced by factors not as prevalent in an analogous commercial 
environment. 
This cohort of students will also have substantially less experience of software 
development and hence a poorer knowledge of issues of quality, maintenance, 
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reliability and related factors. Hence the answers that they will have given to certain 
questions will be based on a more naive understanding of software quality than a 
software professional of several years experience. This is also likely to have had an 
influence on the overall results. Unfortunately this type of problem is very difficult to 
make allowances for in this type of research project. 
The two points above mean that the interpretation of the results presented here need to 
take account of these issues. Therefore the suggestion that similar or identical results 
are likely to be obtained from commercial programming teams with substantially 
greater experience and knowledge is not likely to be the case. It is important that these 
points are taken in to account when looking at the results presented. 
10.6 Rating and analysis of software 
Software produced by each group has been analysed and rated according to various 
criteria. These are as follows: 
10.6.1 Dependent variables 
This list comprises the dependent variables that have been analysed. I. e. those that 
have possibly been influenced by the groups behaviour, ability, or make up. 
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Sales made 
This is a record of how many sales each group made at the software fair. It is therefore 
an fair indication of how the software was perceived by other people studying on the 
module. It is a valuable measure as it indicates the perception of peers as to the overall 
quality and likely maintainability of a piece of code. In effect it is a type of quality 
metric. 
Conformance to specification 
Each piece of software has been given a rating (out of seven) which considers how 
closely it conforms to the required specification. This is the actual specification 
required rather than the original high level written requirement. It has been calculated 
by assessing each system against a set of sample of questions and allocating a score 
for each correct implementation of the required specification. 
Completeness 
Each piece of software was assessed for completeness. This has been calculated in a 
similar fashion to the above variable. However in this case the completeness of the 
software has been measured by how far the group proceeded in the preparation of 
various reports that were required as the final part of the specification. 
Reliability 
This has been measured by assessing each system against a3 point Likert scale. It has 
been collated from at least 3 different opinions from within the cohort of students 
studying on the module. It has been assessed by people using the system and recording 
its reliability when carrying out typical tasks. 
Construction quality 
This has been calculated in a similar fashion to the above, but investigates the general 
quality of the system in terms of the code construction. 
Maintainability 
Again as reliability, but considers the maintainability of the system. 
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Overall software quality 
The 3 measures considered above can be combined to give an idea of overall system 
quality. This will yield a figure of between 0 (devoid of quality! ) to 9 (apparently 
perfect). 
10.6.2 Independent variables 
The following section describes the independent variables that have been examined. 
Prototyping sessions 
If a team used prototyping as part of the exercise this was recorded 
Number of queries about the specification (total communication) 
The number of queries about the specification that each group made was recorded. 
Points about module administration and non-task specific enquiries were recorded but 
have been ignored in the analysis. Queries came either through Email, in meetings, or 
in prototyping sessions. 
This information should give a good picture of how the groups went about clarifying 
the original specification. 
10.7 Statistical analysis 
The raw data for the analysis carried out is included in Appendix 2b. 
The data is analysed in order to try and discover two sets of relationships. 
a) Is there a significant difference in the performance of teams who used prototyping 
in developing their software compared to those that did not? 
b) Is there a correlation between the volume of communication that took place 
between the development team and the main user? 
At the outset of the study it was only intended to try and investigate point (a) above. 
However, as noted earlier it was felt that considerable communication that would 
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normally take place within prototyping sessions (as in a commercial environment) was 
conducted through other channels in this study. Hence it was decided to extend the 
analysis to discover whether level of communication also influenced the way that 
software was constructed. 
A set of graphs are included, these show the relationship between various dependent 
and independent variables. It is important to note that the graphs show the raw data. 
(See Appendix 2b for details of data) 
Hence the values of each of the following dependent variables have been examined 
with respect to the two questions under investigation. 
" Sales made 
" Conformance to specification 
" Completeness 
" Reliability 
" Construction quality 
" Maintainability 
" Overall system quality 
10.7.1 Analysis of performance of teams and the use of prototyping 
It is important to choose a test that is suitable for the data being investigated. 3 With 
regard to this particular data set, the dependent variables are based on the aggregation 
of ranked data, hence the use of a parametric test would be inappropriate. As a result 
the data has been analysed using the Mann-Whitney U test. 
3A comprehensive source of information is available in the Handbook of Parametric and 
Nonparametric statistical procedures by D. J. Sheskin (1997). 
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The hypotheses under review are based on the following statement: 
Do the two samples represent populations with different rank-ordering of the scores 
for the dependent variables? 
The calculations for the tests were carried out using SPSS for Windows, version 8.0.0. 
It can be seen in table 10.1 that a total 22 teams were involved, 8 used prototyping, 14 
did not. 
Table 10.1 Mann-Whitney Test Results 




Sales made No 14 10.86 152.00 
Yes 8 12.63 101.00 
Total 22 
Conformance to S ecification No 14 10.50 147.00 
Yes 8 13.25 106.00 
Total 22 
Reliability No 14 10.39 145.50 
Yes 8 13.44 107.50 
Total 22 
Standard of construction No 14 8.82 123.50 
Yes 8 16.19 129.50 
Total 22 
System completeness No 14 9.93 139.00 
Yes 8 14.25 114.00 
Total 22 
Overall system quality No 14 9.04 126.50 
Yes 8 15.81 126.50 
Total 22 
Maintainability No 14 9.64 135.00 
Yes 8 14.75 118.00 
Total 22 
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Table 10.2 Test Statistics for grouping variable - System Prototyped 
Sales made Conformance Reliability Standard of System Overall system Maintainability 
to Spec construction completeness quality 
Mann- 47.000 42.000 40.500 18.500 34.000 21.500 30.000 
Whitney U 
Exact Sig. . 570(a) . 365(a) . 297(a) . 
008(a) 
. 145(a) . 016(a) . 082(a) 
[2*(1-tailed 
Si . )] 
(a) Not corrected for ties. 
From the table it can be seen that there are only 2 variables that have a significant 
level of difference between the two groups of teams. The standard of construction is 
significant at a 1% level. Overall system quality is the variable with the next largest 
difference in ranks between the two sets of groups, but it is significantly different at a 
5% confidence level. 
From the data supplied there is certainly no evidence to suggest that prototyping has 
had a major affect on the attributes of software development which are typically 
mentioned in the literature. In particular, conformance to specification seems to be 
very similar in both groups. 
Given the above information it is very difficult to make any comprehensive statements 
about the effect of prototyping on the quality of software being produced, although 
there is some limited evidence (see above) that it does have some benefit. 
As the outcome of this particular analysis was inconclusive and it had been noted that 
a great deal of communication had been logged outside of prototyping sessions, it was 
decided to look at the relationship between system development and the total volume 
of communication that had taken place both in prototyping sessions and outside of 
them. 
10.7.2 Correlation between dependent variables and total group communication 
The raw data for this section of the analysis is also shown in Appendix 2b in table A2. 
The figures shown in the table represent the total number of individual queries about 
the specification that were made by each team. 
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As in the previous section the type of data that had been collected dictated that a non 
parametric correlation test should be carried out. In this section the research is 
considering whether a correlation exists between the amount of communication that 
took place about the task and the value of the independent variable. Hence the most 
suitable tests to consider for this type of problem are Spearman's rank correlation 
coefficient (Spearman's rho) or Kendall's similar test (Kendall's tau, ). Spearman's rank 
correlation coefficient is a more commonly used statistic4 as it is considered to be 
more straightforward to calculate in most cases. However using contemporary 
statistical software this is not a major extra problem, hence in this work both statistics 
have been calculated. It is worth noting that because of the logic involved that the 
figure for Kendall's tau will normally be lower than for the equivalent Spearman 
value, nonetheless both are equally likely to detect a significant effect in the 
population. 
It should also be noted that the group with the largest figure for total communication 
(group M12) had a figure that was well over double that of the next group. Hence this 
particular figure could well be classed as an outlier and could be rejected from the 
analysis. However as the test used was non parametric, its inclusion is not likely to 
create a major distortion of the results, hence initially it has been left in the analysis 
presented here. 
The set of graphs presented here show the relationship between the dependent 
variables and the independent variable "total communication". They are based on the 
raw data held in table A2 and as such do not show the ranked data. However the 
analysis and calculations have been carried out on the ranked data rather than these 
figures. The graphs are included to show the pattern of the raw data. 
a An explanation of this is provided in Sheskin (op. cit) 
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Graph 10.1 
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Total Communication 
This graph plots sales made (y-axis) and total communication (x-axis). 
Sales made (ranked 
Kendall's tau Correlation . 427(**) Total Comm Coefficient 
(ranked) 
Sig. (1-tailed) . 006 
N 22 
Spearman's rho Correlation . 542(**) 
Total Comm Coefficient 
(ranked) 
Sig. (1-tailed) . 005 
N 22 
** Correlation is significant at the . 01 level (1-tailed). 
There is a moderately good correlation between total communication and sales made. 
This is significant at a 1% level of confidence for a one tailed distribution. Hence it is 
reasonable to conclude that the number of sales made of the software product has 
some relationship to the amount of communication that took place between 
development teams and the main user. 
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Total Communication 
This graph plots sales conformance to specification (y-axis) and total communication 
(x-axis). 
Conformance to Svec(ranked 
Kendall's tau Correlation . 435(**) Total Comm Coefficient 
(ranked) 
Sig. (2-tailed) . 008 
N 22 






** Correlation is significant at the . 01 level (2-tailed). 
There is a fairly strong correlation between the level of communication and the 
conformance of the software product to the required specification. It can be seen that 
there are two groups who score zero (M19 and TOI). These represent no working 
implementation. The time scales imposed were tight, hence failure to deliver a 
working piece of software suggests pressures akin to those that occur in commercial 
development. Beyond that point the groups are arranged on a scale running from 
approximately two up to seven. It is interesting to note that a total of fourteen groups 
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score under five. This suggests that most did not produce a piece of software that was 
particularly close to the actual specification required. Nonetheless there is some 
evidence that the groups who communicated more about the specification produced 
better "fitting" software. However there are also groups who did not communicate at 
all (M3 and M4) but still produced software that scored above average scores. The 
possible reasons for this are discussed in the summary at the end of this section. 
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Total Communication 
This graph plots completeness of the implemented system (y-axis) and total 
communication (x-axis). 
System completeness 
Kendall's tau Correlation . 425(*) 
Total Comm Coefficient 
(ranked) 
Sig. (2-tailed) . 
010 
N 22 
Spearman's rho Correlation . 516(*) Total Comm Coefficient 
(ranked) 
Sig. (2-tailed) . 014 
N 22 
* Correlation is significant at the . 05 
level (2-tailed). 
There is a moderately strong correlation between the level of communication and the 
conformance of the software product to the required specification. However although 
it is statistically reasonable to accept that there is a fair degree of confidence in the 
correlation, for the reasons given below it is suggested that this analysis may be 
flawed. 
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The measure of completeness of implemented specification uses the number or reports 
produced by every team as a measure. Unfortunately, analysis of the results showed 
that several teams produced more reports than were specified! The maximum required 
was three, several teams produced four or even five! As a result the statistical analysis 
of these results will be affected. However it is certainly interesting to note that all of 
the teams (six in total) that produced fewer than the required number of reports fell 
into the lower half of the sample with regard to total communication. 
The fact that a significant minority of the teams produced greater than the maximum 
required number of reports could suggest that the original specification was not 
particularly clear. Hence the analysis is based on the actual number of reports 
produced, rather than an adjusted figure, even though an adjusted figure might offer 
"better" statistical results. 
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Graph 10.4 
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This graph plots system reliability (y-axis) and total communication (x-axis). 
Reliability (ranked 
Kendall's tau Correlation . 230 Total Comm Coefficient 
(ranked) 
Sig. (2-tailed) . 153 
N 22 
Spearman's rho Correlation . 357 Total Comm Coefficient 
(ranked) 
Sig. (2-tailed) . 103 
N 22 
There is no statistically significant correlation between the reliability of the systems 
produced and the amount of communication that took place between developers and 
the main user. 
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Graph 10.5 
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This graph plots overall construction quality (y-axis) and total communication (x- 
axis). 
Standard of construction 
Kendall's tau Correlation . 554(**) Total Comm Coefficient 
(ranked) 
Sig. (2-tailed) . 001 
N 22 
Spearman's rho Correlation . 712(**) Total Comm Coefficient 
(ranked) 
Sig. (2-tailed) . 000 
N 22 
** Correlation is significant at the . 01 level 
(2-tailed). 
There is a strong correlation between the level of communication and the standard of 
construction of the system. This is a slightly puzzling relationship, as there is no 
obvious reason why better communication should lead to better code construction. It 
is possible that this result is spurious in that is likely that better teams tend to 
communicate more and also tend to build better systems. Hence the explanation of 
this apparent relationship is that it is a measure of correlation between system quality 
and group ability rather than simply communication and system quality. However this 
is only speculation. 
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This graph plots maintenance (y-axis) and total communication (x-axis). 
Maintainability (ranked 










* Correlation is significant at the . 05 level (2-tailed). 
There is evidence of a limited relationship between the level of communication and 
the perceived maintainability of the software product. However the two tests fall 
either side of the 5% confidence limit which suggests that the confidence in this case 
is marginal. This is interesting in that the correlation is much lower than in the 
previous case. 
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Hence a positive perception about the quality of construction of a system is not 
immediately transferable to maintenance. The concepts of "good quality" and 
"maintainable" do not seem to be entirely interchangeable. 
Page < 176 > 





System Overall Quality and Total Communication 
0.: 











05 10 15 20 25 30 35 40 45 50 
Total Communication 
This graph plots overall quality (y-axis) and total communication (x-axis). 
Overall system quality (ranked 
Kendal I's tau 












Sig. (2-tailed) . 002 
N 22 
** Correlation is significant at the . 01 level (2-tailed). 
There is a strong correlation between the level of communication and the overall 
quality of the software product. As with the standard of construction it is not 
immediately obvious why the level of communication should be related to the final 
quality of the product. It may well be that better teams communicate more, hence 
again this is more a measure of the competence of the team, rather than the level of 
communication. 
Page < 177 > 
Chapter 10. An experiment in systems development 
10.7.2 Summary of specification query results 
From the analysis carried out, it can be seen that the dependent variables have varying 
degrees of correlation with the number of communication queries raised. 
The most strongly correlated is the standard of construction of the system, followed by 
overall quality, then conformance to specification, sales made, completeness; and 
finally maintainability, which appears to have a limited relationship only. There was 
no significant correlation between level of communication and system reliability. 
In the view of the author it is difficult to understand why the number of queries should 
be directly related to the construction quality of the system. It is possible that better 
systems have been constructed by people who also took the time and effort to query 
the original requirements as the system was under construction. Hence the correlation 
is not due to the actual communication, but due to better software developers writing 
better systems and actually finding out more about the specification as well. 
The second highest strongest correlation (overall system quality and communication) 
is an aggregated score which includes the standard of system construction, hence it is 
not that surprising that it should have a fairly high correlation. 
In the opinion of the author it is also slightly surprising that the correlation between 
conformance to specification and communication is not higher. It seems strange that 
some groups managed to build software that conformed reasonably well to the 
specification without much communication occurring. This suggests that either: 
Groups found out about the specification via other means (i. e. from other people) 
There is a maximum sensible level of communication, above which no real extra 
value about the specification is learnt. 
Finally the lack of strong correlation between maintainability and communication and 
the lack of correlation between reliability and communication seems to contradict 
some of the findings made by Boehm in 1984. However it does not seem particularly 
surprising to the author that systems that are reliable and maintainable should by 
necessity have had a lot of communication take place about their specification 
between developers and clients. A system may be both reliable and maintainable, but 
may still not do what is required of it by a client! 
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10.8 General summary of experimental results with conclusions 
The analysis of the of data yields some interesting results, but some caution is 
required when interpreting it. 
The direct impact of prototyping on the systems built does not appear to be 
particularly significant. There are various reasons why this could be the case: 
" There is actually no direct relationship between prototyping and the quality of 
systems built 
" There is the possibility that the added complication of additional changes required 
because of the use of prototyping could have put off the relatively inexperienced 
development teams 
" The experiment as set up and administered had errors which led to an inaccurate 
conclusion being reached. 
In the opinion of the author, there was an unexpectedly high level of communication 
that took place between development teams and the main user outside of the proposed 
main channel of communication i. e. the prototyping sessions. However the use of 
electronic mail could well have had an effect on the use of prototyping and hence 
lessened the direct impact of prototyping on the systems developed. As a result the 
author feels that the explanation for the results obtained are more likely to be as a 
consequence of deficiencies in the way that the original study was set up. 
The second part of the analysis using total communication as an independent variable 
provides some evidence that the statement above could be a reasonable explanation 
for the initial results obtained. 
On initial examination there is a good correlation between levels of communication 
and various aspects of systems development. This suggests that higher levels of 
communication do lead to better systems being developed. Despite this evidence it is 
the opinion of the author that a range of other factors could well be influencing the 
results obtained and therefore it would certainly be risky to draw the simple 
conclusion that increased communication between developers and users leads to better 
systems. It is likely that other aspects of group dynamics, plus group ability, the 
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experience of development teams, as well as factors such as system design methods 
and tool usage could also have a significant effect on systems being built. 
It is the opinion of the author that good groups by their very nature do build better 
software and part of the reason for that is that they do communicate effectively with 
their users and clients. However in addition it should be said that the process of 
software development is complex and that in order to isolate out the most significant 
factors further studies would require to be undertaken. As stated at the outset of this 
chapter the sample of students used was divided up in order to try and create groups 
equally weighted on ability. Unfortunately it is very difficult to accurately ascertain 
whether this had the desired effect on the cohort. 
It is the opinion of the author that communication is a very important part of systems 
development, but that it probably is more effectively carried out by more able or more 
highly motivated individuals. Hence this seems to echo the evidence of DSDM 
consortium members who focus on the need for highly skilled technical development 
teams who are also capable of effective communication with clients and user groups. 
In contrast to the above there is very little evidence to back up the claims made by 
other published work which suggests that software built using high levels of 
prototyping and communication is more reliable and maintainable. The experiment 
carried out was set up to encourage teams to build software that was likely to be 
perceived as maintainable and reliable by their peers. However analysis of the results 
indicates that these attributes are not correlated to communication or group ability to 
any significant degree. It is likely that teams felt that achieving success at the software 
fair (i. e. selling several copies of their software) was not likely to be compromised by 
software that had faults in it which were likely to lead to reliability or maintainability 
problems in the future. Hence they put more effort into producing structured code 
which appeared to be maintainable and in addition tried to conform to the real 
requirements of the user. 
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This research project has investigated both the positive and negative aspects of 
prototyping within the development of systems using iterative and evolutionary 
methods. During the time that the work has been carried out it appears that RAD with 
a heavy emphasis on prototyping has started to become a respectable form of 
development (E. g. Martin 1991, DSDM 1995a and DSDM 1995b) and that since the 
conception of the DSDM consortium more commercial developers are using RAD 
style techniques. 
Nonetheless it is apparent from this research that merely dressing a project up in the 
clothes of a RAD style development method, or the use of some form of prototyping 
in an ad hoc fashion within a project will not guarantee success. Commercial software 
developers must be careful not to fall in to this trap. 
11.1 Summary of main findings 
The original research aims and objectives are reiterated below (in italics) and the 
findings of the project are compared against them. Comments on the effectiveness of 
the research methods used are also listed. 
" As part of the literature review one of the initial aims of the research was evaluate 
the similarities and differences between the various surveys carried out in the 
subject area and to discover whether any particular recurring themes appeared in 
the results reported by them. In order to carry this out it was decided to examine 
the published survey evidence that had been undertaken in both in the United 
Kingdom and North America. 
A range of survey evidence was examined as part of the project (see Chapter 4). The 
analysis of the surveys showed that prototyping was extremely important as a vehicle 
for communication and learning. The area where prototyping seemed to have 
problems was its high use of users (and developers) time. From this it is suggested 
that developers and users using prototyping ensure that mechanisms are in place that 
allow for the best utilisation of the time allowed to take place. 
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Comment on using survey material 
The use of survey evidence can lead to misleading information being obtained 
because of problems associated with the technique (see Chapter 1). In particular there 
are particular issues to do with self selection of the sample, and the difficulty in 
finding out the reasons behind the answers given. However the analysis of the survey 
data carried out as part of this project does seem to suggest that consistent recurring 
themes occur in most of the survey work examined. Hence in the opinion of the 
author this particular technique has yielded useful information which software 
development practitioners could learn from. 
" An investigation in to the effectiveness of prototyping techniques and an 
examination of the usefulness of control mechanisms that could be applied was 
undertaken. Hence an exercise in action research where several pieces of 
software were written using a variety of prototyping techniques in a commercial 
development environment was carried out. 
The case study evidence carried out as part of this research suggest that a high degree 
of user participation will ensure that the system requirements of a client organisation 
will be more closely met if the communication mechanisms are effective. This is 
undoubtedly an extremely important positive aspect of prototyping, and has been 
apparent in most aspects of the work carried out in the study. 
The experiences of the author during the work undertaken for the action research 
suggest that using prototyping does have a major impact on the acceptability of the 
systems produced. The case study evidence also suggests that highly user centred 
systems development is not necessarily difficult to manage. This contradicts some of 
the (mainly anecdotal) evidence suggested in the literature. However, there is some 
evidence that effective control mechanisms must be agreed and in be place prior to the 
project starting if failure is to be avoided. The failure of the largest development at 
Frost Electroplating illustrates that the adoption of prototyping alone does not 
guarantee success. Hence development frameworks such as the DSDM initiative, and 
the TPM model proposed by the author should allow project managers to be able to 
set up and control projects in an effective fashion. The models can be customised to 
the needs of the organisation. 
" Research in to the applicability of function point analysis to discover how useful 
this particular technique could be in helping to control projects involving a high 
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degree of prototyping was undertaken. The results of a rapid software 
development project where function points had been used as part of the project 
management process were analysed in order to investigate this technique. 
From the work carried out it appears that the use of function points for estimation 
purposes has questionable benefit when combined with a highly iterative and 
changing project environment. It is acknowledged that this did not form a major part 
of the work, and that further research is required in this particular area, nonetheless 
the enthusiastic adoption of this method by RAD and prototyping practitioners could 
be misguided. 
Comment on using case study and action research work 
The opinions of the author on using case study and action research are very much in 
line with the advantages and disadvantages by Galliers (1994). There is no question 
that the results from the work carried out both in the building of systems and the use 
of function point analysis are only applicable to the conditions that existed at the time 
of the work being carried out and within the organisations concerned. 
Hence it is not 
valid to try and draw more general inferences from those results. However 
detailed 
information about the way that prototyping, incremental development and issues in 
project management could work in practice can be examined in fine detail, which can 
be useful to other researchers in similar though not identical circumstances. 
The problems of having no influence over certain environmental factors and no 
control study to compare results against, together with the inevitable subjective 
interpretation of the results also have an impact on the usefulness of findings from 
such studies. 
Overall it seems reasonable to conclude that the work can be of some value to other 
researchers as long as these drawbacks are taken in to account. They cannot be 
regarded as "typical" in any way as they are isolated studies and, as stated above, 
general inferences should not be draw. 
" The research aimed to discover how a rapid software development project would 
affect the production of software in terms of its overall functionality and quality 
and how the use of prototyping in particular affected the development process. 
Hence an experimental study where software development teams produced 
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working implementations of a system specification was set up. The teams could 
use a model of development that is proposed in this project. 
The experimental evidence produced from the final part of the investigation did not 
produce the results that were anticipated. It had been expected that the use of 
prototyping would have a major impact on various aspects of the systems that were 
developed. In fact this was not the case. Hence from the work carried out here the 
most sensible conclusion that can be drawn is that the use of prototyping does not 
have a particularly major impact on systems developed. However this contradicts the 
findings of the author in other parts of this project and also the findings of most other 
researchers in the field. In the view of the author it is likely that the results from this 
particular part of the work should be treated with extreme caution. 
The second part of the experimental analysis examined the wider field of total 
communication (including the use of prototyping). This provided contrasting results to 
the other experimental work. 
The results from this analysis suggest that the level of communication that takes place 
between users and developers can have a varying effect on several aspects of systems 
development. Hence it is the view of the author that high levels of communication 
should be encouraged in systems development in order to help build quality systems 
that conform to the users'real needs. 
The experimental work undertaken suggests that the structure of a system can be 
influenced by good communication, but that this could be a by-product of the overall 
ability of a particular systems development team. Nonetheless project managers 
should instil the necessity of communicating properly with users into project teams. 
In order for commercial developers to gain an advantage from using a development 
approach including prototyping it is most important that they also have other quality 
control mechanisms built in to the project. Quality will not automatically come about 
from using prototyping. 
Comment on using experimental evidence. 
The results and subsequent analysis of the experiment indicate that there were certain 
unforeseen circumstances that had not been predicted at the outset. In particular it had 
been anticipated that the bulk of the communication about the problem specification 
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would take place during the prototyping sessions. In the experiment this did not prove 
to be the case. A very high level of communication took place outside the prototyping 
sessions, with the use of electronic mail proving to be very popular with the teams 
involved. 
In addition to this it is very difficult to speculate on how the developments would 
have progressed if: 
" Prototyping was made mandatory for all teams 
" Prototyping was made illegal for all teams 
Although it could be possible to replicate the actual system specification, it is not 
possible to use the same development teams again, so the effect of using different 
personnel would need to be taken in to account if a repeat of the exercise was carried 
out. This is a problem cited in Chapter 1 as a general issue in this type of research and 
there is no doubt that the problem existed in this project. 
Another drawback of this form of research is the problem of how realistic the small- 
scale experiment is compared to projects in commercial environments. Although 
some of the environmental circumstances can be replicated to a certain extent, it is not 
possible to confidently state that the results from this work can really be applicable to 
large commercial projects. 
A further problem that may well have influenced the outcome of the research is that 
the teams could not be selected with identical skill and motivation levels at the start of 
the experiment. Although an exercise was carried out to try and ensure that every team 
had a similar profile, there is no doubt that some teams may well have been 
technically more competent than others. Although this does not invalidate the findings 
entirely it should be noted as a problem. 
However it should also be acknowledged that despite these drawbacks, this form of 
research can yield useful information if the experiments are set up and run carefully 
and the analysis takes in account the drawbacks mentioned above. 
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Objectives 
The overall objectives of the research project are to assess the value of rapid software 
development and prototyping. 
The four aims listed on the previous page were formulated in order to try and find out 
whether: recurring themes about the use of prototyping occurred in the survey 
literature; how useful prototyping can be in conjunction with various control 
mechanisms; if function point analysis and prototyping can be used in conjunction to 
provide useful project management information and finally to discover what influence 
rapid software development and prototyping have on the development of software. 
The project has attempted to evaluate the value of software prototyping using the 
research methods outlined above. The survey evidence (reported in Chapter 4) did 
suggest some recurring themes commented on by different researchers. The results of 
the practical work undertaken suggest that it can have a positive impact on systems 
development. The (enforced) use of TPM methods in the experimental work showed 
that most teams could produce software within the required time frame. However the 
fact that some elected to use prototyping whilst others did not also suggests that in 
reality issues in project management are similar in most systems being developed. If 
prototyping is used, there is no apparent reason why that project is more difficult to 
control. The work at Frost Electroplating and the final experimental part of the 
research suggest that such projects can be controlled, but as illustrated by the project 
failure at Frost Electroplating appropriate control mechanisms must be in place to 
ensure success. The TPM model outlined is similar to the type of method suggested 
by the DSDM and in the view of the author, high level customisable methods are 
preferably to very prescriptive mechanisms that may not be appropriate for some 
projects or organisations. The use of function point analysis was investigated (albeit to 
a limited extent). From the work carried out it seems that using prototyping and 
function point analysis together does not seem to enhance the project management 
process greatly, however it is acknowledged that further work is required in this area. 
Overall from the work carried out in this project there is some evidence that 
prototyping and rapid software development can have an influence on software 
developed, but that some claims made for it are exaggerated. 
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11.2 Contribution of this work to the body of knowledge in the area 
" The investigation suggests that prototyping is not by itself a panacea to the 
problems of delivering quality software on time and on budget. The work carried 
out for the metal finishing company (outlined in Chapters six and seven) although 
using prototyping to a high degree was not always a success and although some 
parts were delivered within the anticipated time frame, this was not always the 
Case. 
Some claimed advantages of prototyping do not appear to be supported by the 
work carried out in this particular study. Previous work carried out in the field 
(e. g. Boehm 1984) suggests that using prototyping has a significant effect on 
several aspects of software quality. The experimental work carried out within this 
research project does not entirely back this up, suggesting that some of the claims 
made require further work in order to justify them. 
Prototyping managed within an appropriate framework can help deliver quality 
software on time and within budget. In contrast to the first point in this list there 
was evidence in the work carried out for the metal finishing company that using 
incremental development and delivery could lead to systems being delivered in a 
satisfactory fashion for clients. However the work carried out as part of the 
experimental work in Chapter 10 did not allow this to be investigated in depth. 
Hence although the TPM approach was followed to a certain extent by some 
teams, and the DSDM model appears to becoming more widely adopted. It is not 
possible from the work carried out here to conclude that these mechanisms will 
always help in the delivery of systems on time and within budget. 
The use of estimating methods for iterative projects where change is anticipated 
and encouraged is not entirely beneficial and requires further investigation 
(Chapter 8). The analysis of the function point data suggests that its use in 
conjunction with prototyping has only limited usefulness. At a high level it might 
be useful as an estimation aid to a multi-increment project, however as a technique 
for monitoring and estimation at a lower level the evidence suggests that it is of 
little value. However this is an area which could certainly benefit from further 
more extensive research work being carried out. 
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11.3 Further areas of possible research 
The work carried out does suggest areas where further work would be useful. 
11.3.1 Estimation and Planning 
In 1987 Mayhew identified that planning was an area which required further 
investigation. Despite the wealth of published material since then, this is an aspect of 
RAD style development that still has considerable uncertainty associated with it. In 
the view of the author the adoption of a function point or similar method, by the 
DSDM consortium will not prove to be a particularly beneficial step. The evidence 
presented in this work suggests that although it might have some value in assessing 
productivity of projects that are already underway, the use of such a method at the 
inception of a RAD project is limited. In addition the progress of this type of 
development can not be adequately controlled at a micro level using function points. 
This certainly requires further work. As RAD projects encourage change and iteration, 
the value added as parts of a system are changed or deleted will not be adequately 
represented using function point analysis. 
11.3.2 Documentation 
Adequate documentation of systems developed using evolutionary and incremental 
methods is an area that is not covered well in the literature. There is a conflict 
between updating and creating new documentation to support changing systems, and 
carrying on with further system development to meet proposed deadlines. The TPM 
model proposed earlier (see Chapter 6) emphasises the importance of the 
documentation process, but the author feels that further work is required to give 
commercial developers more insight in to the most effective way of documenting such 
systems. It is revealing that the DSDM manual does not have a section devoted to 
documentation listed at all. 
11.3.3 Contractual Issues 
The failure of systems developers to deliver quality products on time has become a 
matter of even greater significance of late with the judgement of the High Court in the 
case of St Albans Council Vs ICL as reported in the computing press (E. g. Collins 
1996, Boarman 1996). For developers engaged in RAD style development the 
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problems associated with incremental and evolutionary development could complicate 
matters further. There are a variety of particular problems that need to be addressed: 
" User responsibility: If the users are handed a more central role in both the 
development of the software, and also the decision making processes, then they 
should be expected to shoulder more responsibility for the success or failure of a 
project. It is likely that highly motivated users with a real desire to see systems 
built that will help them, will take on this role in a sensible fashion. However 
there is also the possibility that under certain circumstances (e. g. pressure from 
other areas of the workplace, conflict with developers, users not available) the 
system will fail to be delivered because of inadequate or inappropriate input from 
the user/client group. This could well have repercussions from a contractual point 
of view. 
Incremental and evolutionary delivery: The very nature of "partial" delivery of 
systems is a complex area. It is well documented that large monolithic 
developments are very vulnerable to delivery problems because of their size and 
complexity. RAD projects aim to get around this by delivering solutions within a 
short time scale. This means that the scope of a project must be very carefully 
mapped out, and that it is likely that increments could be small compared to 
traditional software systems. Kerr and Hunter (1994) illustrate this as follows: 
"Be ruthless when it comes down to paring down the scope of a 
project... " 
However it is very important that the customer is in agreement with the idea that the 
system that they want will be delivered in a series of stages, or evolves over a period 
of time. Failure by the developers to ensure that customers understand this will lead to 
problems. It is important that when the contractual and planning stages of a project are 
being considered, these issues are taken in to account. 
11.3.4 Quality of systems delivered 
The experimental work carried out in the research did not back up the earlier findings 
of Boehm (1984) with regard to the quality of delivered software. There are various 
reasons why this might have been the case, but irrespective of these results, system 
developers must be careful not to compromise quality when developing RAD 
solutions. The whole area of quality and its measurement in system development is 
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complex and it could be argued that if time to delivery is the most important metric 
for a particular development, then RAD will almost by definition deliver higher 
quality software. This is a rather superficial view and as the experimental work 
suggests, software quality will not automatically come about as a by-product of the 
RAD development process, but needs to be controlled or engineered in to software by 
using appropriate quality processes. The identification of the most effective 
mechanisms for doing this in a RAD project is an area that is worthy of further 
investigation. 
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Background to developing an information system for a metal 
finishing company. 
Frost Electroplating, a medium sized metal finishing company, identified the need for 
a formal method of estimating and pricing. The company had long established 
informal methods which were felt to be in need of improvement. 
It was required to carry out the following processes to investigate their problems: 
To analyse the current practices in estimating and pricing, and report the cause of 
the existing problems. 
To investigate possible solutions using appropriate computer techniques. 
To build a system to reduce the incidence of erroneous and inconsistent prices 
with particular regard to possible future industry changes and maintenance needs. 
Prior to the research being carried out, the requirements for a pricing and estimating 
system were discussed with the company's normal software suppliers. Although Frost 
Electroplating had a comparatively long history of computerisation (particularly for a 
small company) and their suppliers had written a large quantity of software for a wide 
variety of different tasks, this particular problem was considered to be "too difficult". In 
addition a review of current commercially available computerised solutions in the area 
did not reveal a suitable system. 
The project started by attempting to investigate the problem using conventional systems 
analysis methods. These were discovered to be unsuitable. The research then 
concentrated on investigating how software prototyping can be useful to the user and 
developer and how it can be integrated into the overall system design process. This 
approach was investigated extensively during the project. 
The problem at the company 
In an ideal commercial business environment a selling price should be based on an 
accurate estimate of likely costs with a view to making a profit on each contract that is 
tendered for. In reality this is not the case! 
Appendix 1 
There are considered to be particular problems within the metal finishing industry and 
this difficulty is acknowledged by the Committee for the Promotion of 
Electroplating(CPE) (Hemsley 1983) who state that: 
"It is impossible to give firm guidelines on prices. " 
The research set out to address the problems with a view to producing a practical 
system which could be used as part of a solution to the problem of pricing and 
estimating within the metal finishing industry. 
It was anticipated that due to the difficulty of the problem, it would be essential that the 
method of producing the system and the way in which it was presented should aid 
developer/user communication at all times. Therefore the emphasis throughout the 
research was on producing a system which could be understood and verified by the 
appropriate company personnel. 
Definition of the business terms used in the research 
The terms estimating, pricing, and costing required careful definition before an attempt 
could be made to investigate the problems associated with them. Within the context of 
this research project, the following definitions have been used: 
Costing: The determination and analysis of cost, where cost is the expense 
incurred in producing a product. 
Estimating: The process of calculating the likely costs involved in producing a 
batch of components plated to a particular finish, prior to the production taking 
place. 
Pricing: The calculation of a figure at which a product is intended to be sold, 
normally with the intention of making a profit. This need not be necessarily 
directly related to costs. 
The definitions are based on the terms used within the company. The relationship 
between the three terms is illustrated in figure A. 1. 
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Part and Batch Determinants 
Batch Size 
Part Specification a d Characteristics 
(shape, 
fragility, 
route thro' factory 
Pricing 
Internal Factors External Factors 
Marginal Costings State of the Market 
Competition with Rivals 
1] Costing (Cost Centre Figures, allocation of revenues and costs, financial accounts and audit information. ) 
Figure A. 1. The relationships between costing, pricing and estimating 
The problems of costing, pricing and estimating in the metal finishing industry 
Within the metal finishing industry a formal method of estimating and pricing based 
on individual job costs is very difficult to operate. The Uniform Costing Scheme of 
the Metal Finishing Association (MFA 1973) states that: 
"The cost of each job is either unascertainable or can seldom be obtained 
at an economical cost". 
Companies in the industry do not generally produce a constant output of uniform 
batches of components with easily identifiable costs associated with their production. 
Jobs for tender come in a diverse range of shapes, size, batch quantity, and required 
finish specification. Often the batch will be a one-off and as a result the price quoted 
can only be on the basis of experience with previous work rather than the known 
production costs of the batch under consideration. An estimator (the person in the 
company responsible for formulating prices and sending out quotations) must make a 
pricing decision based on intuitive knowledge, as he or she will often not have an 
accurate breakdown of the costs involved when making that decision. The nature of the 
industry is such that there are almost as many pricing methods as there are finishing 
shops. (Weiner 1986a). 
In manufacturing industry there are examples where costing, can be carried out in a 
more formal manner according to well documented techniques. Job costing (Horngren 
and Foster 1987) and process costing (Wild 1985) are examples of costing techniques 
that can be used to suit particular applications. If this type of analysis is available then 
various cost based formulas are available for guiding the pricing decisions. However 
the pricing decisions will be influenced by the method of allocating costs as well as the 
actual costs themselves; and as there are various acceptable methods it is difficult to 
argue that pricing can be based exclusively on costs (Bull 1984). 
Engineering literature often addresses the problem of controlling costs and the nature of 
the cost accounting process, (Brimson 1988, Hundy 1991, Johnson 1989). 
Unfortunately the trend is for discussion of the problem of costing at an abstract level. 
There is very little information on tackling the way that a practical costing, estimating, 
or pricing system can be developed and run by a metal plating company. 
Smaller plating companies offering a limited variety of finishes and who deal with fixed 
batch quantities and a small product range are more likely to be able to give fairly 
accurate estimates of job costs, as the levels of complexity of process and component 
type will be less. Hence the price charged can more accurately reflect the estimate of the 
costs involved. 
As the range of finishes offered, the processes to apply them and the number of 
different types of component expand, the complexity of the task of estimating and 
pricing greatly increases. 
An example of the processes required to plate a comparatively straightforward finish is 
given below. 
The Finishing Handbook and Directory (1988) states: 
"A typical treatment sequence for the nickel plating of steel articles is as follows: 
After any necessary mechanical cleaning: 
1. Preclean to remove heavy soiling. 
2. First stage electrolytic alkaline clean (cathodic or anodic). 
3. Water rinse. 
4. Dilute hydrochloric acid dip if descaling or rust removal required. 
5. Water Rinse. 
6. Second stage electrolytic cleaning. 
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7. Water Rinse. 
8. Dilute acid dip for surface activation. 
9. Water Rinse. 
10. Nickel Plate. 
11. Rinse. 
12. Dry. (If no further treatment is required). " 
Complex jobs with more finishing required will need a greater number of processes to 
achieve the final finish. The more complex the work entailed, the higher the probability 
that the actual costs incurred will vary from any estimated costs. In addition, within a 
company there may be a variety of production processes which carry out the same task 
(i. e. apply the same finish) but will be used on different part types due to the particular 
physical properties of that part (e. g. weight, fragility, or quantity in a batch). 
Hence a pricing structure based on job cost analysis still requires accurate estimation of 
the likely job costs by the estimating staff and will not itself create the answer to the 
problems of pricing and estimating. This takes considerable skill to do accurately. The 
final part of a good pricing framework should be the ability to state that the overall 
profit of the company is generated by profit made on each job, (Weiner 1986b). An 
overall level of profit without this confidence, suggests a less than optimum pricing 
structure. 
The CPE give an indication of the basis on which prices can be calculated from a 
company's overall costs. However the figures given are very general and are based on a 
"typical" plating company so cannot be truly representative of each firm operating in the 
field. 
The problems are further complicated by the external considerations of the market. It is 
possible for a company to set a particular price by beginning with some knowledge of 
the costs of production and adding a profit figure related to the profits of the company 
(Whitehead and Upson 1982); however this is complicated by the acknowledgement 
that the final price may not be related to cost, but to what the company thinks the 
customer is prepared to pay. 
It can be seen that pricing in a way that will allow a company to consistently be aware 
of the level of profitability that it is generating is a problem of considerable complexity. 
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The particular problem at Frost Electroplating 
The company carried out a very wide variety of metal finishing processes. These were 
mainly, plating of metal components using a combination of different electroplating 
techniques. However other forms of metal finishing were also used e. g. enamelling, 
lacquering, and various other forms of finish. The total range of finishes was very 
extensive and ranged from basic single process jobs, to complex multi-plate processes 
involving multiple pre-plate and post plate operations. 
Because of the very wide range of processes available and the great number of different 
types of component sent in for tender the problems of pricing at Frost Electroplating 
were extensive and complex. The policy of the directors was to continue to offer a wide 
range of finishes in order to maintain a large customer base although this does make the 
pricing process more difficult. 
By offering such a comprehensive service the company encountered serious problems 
with the estimating and pricing of work. This was exacerbated by the large number of 
components that required estimates. 
It was felt that the existing methods of estimating and pricing were not sufficiently 
analytical or consistent to allow the best prices to be produced. The identified problems 
included: 
The relationship between cost and price was unclear. 
A price quoted may be too low and the company may not show a profit on the 
transaction. 
A price quoted may be too high in which case the tender is not likely to be 
accepted by the customer and a competitor will gain the contract. 
Different prices may be quoted for similar work which can lead to confusion for 
customers and embarrassment at the company. 
In isolation or combined together it was felt that an attempt should be made to minimise 
or to solve these problems. 
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Initial problem analysis 
The research started by investigating the current pricing and estimating procedures at 
the company. It was felt that although the problem under investigation was difficult, 
with a lack of precise predetermined requirements, it would be sensible to start from a 
position that is used in many commercial computing applications: i. e. a traditional 
specifying approach. The use of an ad-hoc development model was rejected as being of 
little value to the exercise. 
By using a structured design method it was hoped to build up a picture of existing 
practices within estimating and pricing. This could be used as a starting point to analyse 
the current problems and develop a specification for a solution. After considering the 
various methodologies a method based on the Yourdon model was chosen, mainly 
because of the expertise that existed within the computing department at 
Wolverhampton. 
Additionally, most of the literature available at the time did not make clear how a 
software project developed using prototyping of any form would commence. So an 
investigation of current practices seemed an appropriate place to start. 
The initial stage of investigating the current estimating and pricing practices was 
commenced by interviewing and observing the estimating and pricing staff at work. 
Notes were taken on the procedures that they adopted and the interview sessions were 
documented. 
At the same time, members of the company's senior management and various directors 
were interviewed to try to discover what influences they had in the estimating and 
pricing process. The intention was to construct a model of the current system using data 
flow diagrams derived from the interviews and analysis of procedures. This forms the 
first part of the Yourdon analysis method (Yourdon 1989). The current system is 
modelled and the essential parts of it are derived which show how it meets its stated 
purpose. 
After this, the existing essential parts of the current system are combined with the new 
requirements to form a model that describes the functions of the new system. 
Eventually after an eight stage process the Yourdon design method should enable the 
modules to be designed that will carry out the tasks specified. Finally implementation 
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on the company's computer hardware using a suitable programming language would be 
carried out. 
The intention was to build a specification using the sequential stages as suggested by 
the design method. 
Results of the initial study 
The following results were obtained after meetings with estimators, and members of the 
management and directors of the company. 
The pricing and estimating system in use at Frost Electroplating was not based on well 
defined procedures which could be easily documented. The factory had commercial and 
business principles which formed the basis for the overall estimating and pricing 
system. Analysis of prevailing market conditions combined with an interpretation of the 
company's cost data was used to form the pricing policy. Bull (1984) states that when 
companies set a selling price: 
"It is often argued that full cost must be known before the selling price 
can be fixed. This concept is most attractive at first sight, yet for many 
industries price is fixed by considerations external to the firm. 
At Frosts the management were aware that external pressures were an extremely 
significant part of the pricing process and that costs alone will not dictate price. 
The estimating and pricing was not carried out using the same techniques across the 
company. Different finishes were priced using different methods. This had developed as 
a result of the internal organisation of the factory. 
The staff operating the pricing system did not have a continuous source of information 
from which to amend and update prices and as a result some parts of the pricing scheme 
were more independent of analysis of costs than might have been considered desirable. 
Summary of specific problems highlighted during the investigation 
The following sections briefly outline the problems that occurred during the initial 
analysis stage. 
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Time and complexity in producing prices for customers 
At Frosts the estimating and pricing was carried out by several different staff within the 
company. The time taken to research, create, and prepare each individual quotation was 
substantial. There were several reasons for this: 
The prices on quotations were checked against previous records to ensure a level of 
consistency in the pricing policy. Quotation records were filed in date order. 
Searching for several related quotations could take a great deal of time, whilst there 
was no certainty that all the records have been accessed. 
The production and raw material costs involved when creating a quotation were 
often likely to have changed. When comparing two quotes a calculation to align 
these different costs was likely to be required. 
Many quotations were checked by at least one other person as well as the individual 
who prepared it. 
Quotations for all non-precious metal plating were written out in long hand. 
Alterations could require the production of a new document. Both of these 
processes were very time consuming. 
Unless the job was very straightforward (e. g. a single order for a single process 
operation for which pricing tables existed) the calculation of a price was done 
manually. For orders involving several different processes in different areas in the 
factory these calculations could be laborious. 
Diversity of components and finishes available 
The nature of the plating business tends to require a wide possible range of finishes to 
be applied to an ever increasing number of types of component of varying size, shape, 
and substrate. As a result the allocation of a standard known cost on which a selling 
price can be based is often not possible. Although it is likely that a similar job might 
have been priced before, it is rare for an identical set of finishes on an identical 
component to be requested. Price tables for simple finishes on components of a set size 
existed but only covered a very limited part of the estimating and pricing domain. As a 
result a new price had to be calculated by the estimators for each request as it arrived. 
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Different approaches to calculating prices 
The subjective nature of the pricing process lead to inconsistencies in pricing. Although 
prices were checked against previous quotations it was impossible to guarantee 
consistency. This was unfortunately inevitable when several different staff used their 
own acquired techniques when they are carrying out their work. There were only very 
limited formal written pricing procedures. Most of the pricing at Frosts relied heavily 
on the individual skills of experts. Where information was not available at the time of 
the estimate being prepared, or if particular trading conditions have caused the usual 
practices to be amended, disagreements over particular pricing decisions occurred. 
Difficulties in articulating techniques 
The reluctance or inability of certain personnel to explain the way that they came to 
their final decisions on estimating and pricing also made it difficult to obtain specific 
information about pricing policy. In addition although estimators could help with 
specific examples, trying to develop these into basic rules was not possible. 
By using structured analysis some useful insights into the problem were discovered but 
it was difficult to decompose parts of the remaining problems into more detailed 
sections. The estimators although willing to describe the way that they arrived at prices 
found it very difficult to give any general rules that could accurately represent their 
decision making processes. The very large number of individual examples that were 
cited as "special cases" made analysis of underlying procedures extremely difficult to 
carry out. This problem is not unfamiliar and is a recognised problem when trying to 
elicit information from experts with specialist knowledge. Hart (1985) states: 
"In short, the expert can often tell you the decision, i. e. 'What'. but not 
describe the process, i. e. the details of 'how'. " 
It is recognised within the literature (E. g. Comes 1990, Bansley and Bodker 1993, 
Kautz and McMaster 1994) that there are particular problems with structured analysis 
such that it does not always provide the most appropriate means for analysing the 
problem. 
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No standards for quotation documentation 
Because the problem area was complex and written pricing procedures did not exist, 
quotations produced did not conform to an easily interpretable standard form. 
Costing information not always available 
The methods of costing in use at Frosts did not give costs of individual jobs carried out 
in the factory. It was therefore difficult to predict accurately that a price quoted for a job 
would produce a profit when it has been completed and paid for. Only by analysing 
longer term financial accounts was it possible to recognise performance trends within 
individual cost centres, after which prices could be modified accordingly. 
Information availability was a key factor for accurate quotation production; the more 
information available then the better prepared a quotation would be. This leads to well, 
researched prices and a high rate of acceptance of the price by the customer. 
Conversely, lack of information could lead to loss making work being carried out, or a 
high level of quotation price rejection. 
Conflicting aims of different users 
During this study various groups of users (management, production staff, estimating 
staff) were required to participate in the process. There was difficulty in reconciling the 
aims of the parties. This reflects the experience of Buckley et al (1988) who discovered 
different priorities between end-user needs and management requirements. 
Conclusion of initial investigation 
The factors that formed the pricing structure were combined and weighted by decisions 
taken by management in response to constantly changing operating conditions. 
It became clear during the first stage that the rules were far from comprehensive and 
required large numbers of exceptions to be made to them. The relationship between 
costs and prices remained unclear and the transformation of determinants into 
quotations could still not be determined. To improve this, a more formal relationship 
between costing and pricing needed to be developed. 
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This work formed a basis for discussion with management and helped identification and 
prioritisation of the main problems: 
Quotations were inconsistent (This was considered to be the most significant 
problem) 
Cross referencing of previous quotations was too difficult due to insufficient 
indexing and the lack of a standard layout 
Manual quotations were expensive to produce and modify 
Following these discussions, the management, who were now more aware of the extent 
of the problems, wished to reformulate the requirements of the proposed system. 
However, they were still not fully aware of what they actually wanted. This 
phenomenon is recognised by Yourdon (1989) who states that one of the good 
candidates for prototyping is where: 
"The user is unable to articulate (or "prespecify") his or her requirements 
in any form and can only determine the requirements through a process of 
trial and error. " 
It was concluded that pricing was a function of: 
Type and specification of Finish. 
Processes to apply finish. 
Attributes of the part. 
Customer type. 
Nature of quotation enquiry. 
Factory loading. 
Competition. 
However the precise inter-relationships still remained unclear. 
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The use of the Yourdon analysis technique should be regarded as a partial success. 
There is no doubt that the developer learnt a great deal about the system requirement. 
The use of various diagrams and documents did clarify some of the issues. However it 
was felt that a less abstract approach was required where users could actually see parts 
of a potential system would be valuable, particularly where ambiguity and uncertainty 
still remained. 
As a result of this investigation it was decided that further analysis using conventional 
methods would probably waste time and that little extra information would be 
discovered. Hence it was felt that techniques that allowed better feedback from users 
would give the development team a better insight into the way that the specification 
should be developed. It was therefore decided to adopt prototyping as the main method 
to continue with the project. 
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Outline system specification provided for experiment 
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Outline system specification provided for experiment. 
Large Fabrications plc. 
Large Fabrications plc are a software house building information systems for 
manufacturing and the service sector. They use Pascal, FoxPro, COBOL, ORACLE, 
C, C++ and various assembler languages. In addition they have a variety of different 
CASE software (Select, StP, Oracle CASE). The developments are for a wide range 
of different environments and include PC standalone (DOS and WINDOWS), PC 
networks, UNIX, and AS400 platforms. 
After 25 years building software they have decided to try and formalise some of their 
procedures. They are aware that they use lots of environments, lots of tools, lots of 
different programmers, managers, styles of working. They want to find out how the 
different projects measure up in terms of quality and adherence to targets/budgets. 
They want to concentrate in the areas that they feel produces the best cost/benefit 
ratios. Despite the hype surrounding so-called high productivity tools they are not 
always convinced that the investment pays off. They want to record as many features 
as possible of their software development projects in order to try and improve the way 
that they do things. 
in order to do this they need to build a suitable tool to help them, and as is always the 
case they have a reasonable idea of what is required but the specification is not 
complete! 
However they think they have identified certain defined steps within the project which 
correspond well to functions that the tool must have implemented. Hence they feel it 
is possible to prioritise the different sections of the system. Recently they have heard a 
lot about incremental prototyping and how developing systems in increments allows a 
partial payback for a customer over a short time span. The senior management is 
beginning to feel that some of their developments are trying to build too much in one 
go and that it would be better to build software in smaller "bite sized pieces"! 
Obviously this is not possible for all software. (After all you cannot have an avionics 
system that supports a plane taking off but not landing! ), but for business systems it 
might be better to go for this incremental approach since business needs and user 
requirements change so rapidly. 
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Hence they intend to use this approach for the development of the tool. The 
management have decided that they will not try to implement the whole system in one 
go. This monolithic method has lead to problems in the past with very considerable 
time and cost over runs. 
On this occasion they are going to stick to subsections of the whole system which will 
be built according to strict time segments. These segments will be 4-6 weeks long 
with a review meeting at the end of the period. The review will be mandatory. At the 
review a decision will be taken as to how the particular segment under construction 
will proceed. 
It must be stressed that the company wants to spread good practices throughout its 
workforce and improve the quality of its products. It feels that high individual 
productivity is not necessarily a good thing. This is because systems built at high 
speed may compromise quality which can lead to a loss of confidence by customers 
and any benefits in originally building systems very quickly are lost as maintenance 
problems build up. 
Statistics about the details of a particular programmer are of no interest to the 
company, they believe that only by co-operation within teams can they become more 
successful. Hence the fact that a person wrote 500 lines of Pascal or FoxPro in one 
day is of little relevance especially if it doesn't work as the customer requires. 
The senior management have decided to split the development into 2 increments. The 
first phase is to get a basic usable system up and running. The second phase will add 
extra features. 
Business Objective of Implemented System. 
To allow management to collate information about software projects and processes, 
to enable the software development processes to be improved. 
This is a provisional list only and has been drawn up from very limited contact 
between a trainee analyst/programmer and a senior member of the company 
management. 
It must be stressed that the requirement is very likely to change! 
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System Objectives. (Increment 1). 
The personnel within the company are divided into management, administration, and 
staff. The managers have access to all information and to all functions. Administrators 
have the authority to add new projects and staff but do not have such extensive 
querying capabilities. Staff can log activities and can get information on their own 
work breakdown only. This means that the system must have three levels of access - 
hence password protection is required. 
The features below are split into those that the managers require and those that other 
personnel will need to use. 
1) Project Manager 
Inputs. 
Set up new project 
Set up new staff member (Initials plus password) 
Set up new activity (e. g. coding, documentation etc. ) 
Add software/hardware etc. to resource list. 
Projects - PR +4 numerics 
E. g. PR0001 New order tracking system for Bilston Expanded Tubes plc 
Staff Initials (up to 4) 
E. g. MAS (a password will also be required to facilitate input into system. System 
will not allow duplicates) 
Activity AC +4 numerics 
E. g. AC0002 Write Draft Specification 
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Outputs. 
All of the following three reports to be on screen with option to print or export to txt 
file: 
List all people + time spent per project. 
List all projects with people, time, tools used. 
Resources used on project. (E. g. what CASE software, laser printer, SUNs 
etc. ). 
A manager must also be able to schedule their own activities as a normal team 
member. However an extended list of activities is available to them. ( E. g. , plan 
budget, review project, play golf). 
The manager can set up these activities as he/she would any other. 
2) Team Member 
Inputs. 
The main build requires that team members should be able to enter the time that they 
have spent on various activities whilst at work. 
Enter Initials 
Enter Password 
Data entry by week. and then by project. (Cannot enter data against non-existent 
project) 
Inputs against an increment, or against total system, or against general duties, and 
what they were actually doing ( I. e. coding, testing., design review, making the tea 
etc. ). 
Outputs. 
Report showing activities for a given week or month. Team member can only access 
their own record unless they are a manager in which case access to any information is 
available. To be ordered by date. 
Appendix 2a 
3) Administrator 
Inputs and Outputs 
Same input options as a manager, same output options as a staff member. 
Priority of Implemented Increments. (It is very important that these are adhered to. ) 
Increment 1- First Stage 
" Password 
Set up new project 
Set up new staff member 
Set up new activity (e. g. coding, documentation etc. ), data entry. 
Increment 1- Second Stage 
List all people + time spent per project 
List all projects with people involved and time spent 
Resources used on project. (E. g. what CASE software, laser printer, SUNs etc. ). 
By the end of phase one, personnel will be able to log their time spent on particular 
projects and management will have a way of generating reports giving a breakdown of 
these statistics. 
By the end of phase one all implemented functions will be represented in the design 
documentation. Failure to do this will result in project management penalties. 
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