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We deal with Oberwolfach factorizations of the complete graphs Kn and K n*,
which admit a regular group of automorphisms. We show that the existence of such
a factorization is equivalent to the existence of a certain difference sequence defined
on the elements of the automorphism group, or to a certain sequencing of the
elements of that group. In the particular case of a hamiltonian factorization of the
directed graph Kn* which admits a regular group of automorphisms G ( |G|=n&1),
we have that such a factorization exists if and only if G is sequenceable. We shall
demonstrate how the mentioned above (difference) sequences may be used in the
construction of such factorizations. We prove also that a hamiltonian factorization
of the undirected graph Kn (n odd) which admits a regular group of automorphisms
G ( |G|=(n&1)2) exists if and only if n#3 (mod 4), without further restrictions
on the structure of G.  2001 Academic Press
1. INTRODUCTION
Let n3 be an integer. By Kn , K n* we denote the complete graph on n
vertices, and the complete directed graph on n vertices (i.e., every ordered
pair of vertices in Kn* is connected by one arc (directed edge)), respectively.
Given integers l1 , l2 , ..., lt , satisfying l i3 for 1it and l1+l2+ } } } +lt
=n, let F(l1 , l2 , ..., lt) denote the 2-regular graph on n vertices whose compo-
nents are cycles of lengths l1 , l2 , ..., lt , respectively. The graph F(l1 , l2 , ..., lt)
is called a 2-factor of Kn . If each of the cycles comprising F(l1 , l2 , ..., lt) is
oriented so that each becomes a directed cycle, the resulting directed graph
is denoted F*(l1 , l2 , ..., lt) and is called a directed 2-factor of K n*.
The problem of determining whether or not the edge set of Kn , n odd,
can be partitioned into subgraphs isomorphic to F(l1 , l2 , ..., lt) is the
well known Oberwolfach problem (for complete graphs), denoted
OP(l1 , l2 , ..., lt).
The Oberwolfach problem for K n* (n any integer), denoted by
OP*(l1 , l2 , ..., lt), is the problem of determining whether or not the arc set
of Kn* can be partitioned into subgraphs isomorphic to F*(l1 , l2 , ..., lt).
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If a solution to OP(l1 , l2 , ..., lt) or OP*(l1 , l2 , ..., lt) exists, we shall say
that there exists an (Oberwolfach) factorization of Kn into 2-factors
F(l1 , l2 , ..., lt), or of Kn* into directed 2-factors F*(l1 , l2 , ..., lt), respectively.
We denote these facts by F(l1 , l2 , ..., lt) | Kn and F*(l1 , l2 , ..., lt) | Kn* , respec-
tively.
In the particular case where the 2-factor consists of t cycles (directed
cycles) of the same length l, the notation OP(t; l ) (OP*(t; l )) will be used.
The Oberwolfach problem is well known (see [2] for a short survey).
Actually, for most cases, OP(l1 , l2 , ..., lt) is not settled. The case OP(t; l ) is
completely solved for all odd n (see [2, Theorem 29.3; 3, 4]). For other
cases in which OP(l1 , l2 , ..., lt) has a solution, see [2, 10, 13, 14].
In this article we deal with Oberwolfach factorizations of K n* which
admit a regular group of automorphisms (see Definition 1.1 below). We
shall show that the existence of such a factorization is equivalent to the
existence of a certain difference sequence defined on the elements of
the corresponding automorphism group, or to a certain sequencing of the
elements of that group (see Definitions 1.2 and 1.3). In the particular case
that each 2-factor in the factorization consists of a single cycle (i.e., each
2-factor is a Hamilton cycle), there exists a factorization which admits a
regular automorphism group G if and only if the group G is sequenceable
(see Definition 1.3). We shall demonstrate how these difference sequences
may be used in the construction of such factorizations. Then we use the
results obtained for the directed case to obtain corresponding results for
the undirected case and, in particular, to describe all the groups which can
act regularly on a hamiltonian factorization of Kn .
When dealing with the regular Oberwolfach problem, two fundamental
problems (both in the directed and undirected case) arise:
(1) For which sequences (l1 , l2 , ..., lt) does there exist a regular
Oberwolfach factorization? (clearly, an affirmative answer to this problem
implies an affirmative answer to the corresponding Oberwolfach problem).
(2) Classify all pairs (G, (l1 , l2 , ..., lt)), where G is a group of which
acts regularly on an Oberwolfach factorization which corresponds to the
factor F(l1 , l2 , ..., lt) [F*(l1 , l2 , ..., lt)].
These two problems seem to be far from being settled. We hope that our
results will provide some tools for coping with such problems.
Recall that a group G acts regularly on a set S if G is transitive on S,
and only the identity fixes an element of S (note that we deal only with
faithful group actions; this means that only the identity fixes all the
elements of S, and G is a permutation group on S). Clearly, if G acts
regularly on S, then |G|=|S| (where |G| denotes the order of G).
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Regular actions of groups on combinatorial objects appear in various
articles. We mention only two cases which are relevant to our article. The
first is the case of cyclic decomposition of Kn : Decompositions of Kn into
isomorphic edge disjoint subgraphs which are permuted by the permuta-
tion (1 2 } } } n) (see [9] for further details). The second is the case of
1-rotational designs: a design is 1-rotational over a group G if it admits G
as an automorphism group fixing one point and acting regularly on the
remainder. These designs came into fashion in 1981, when Phelps and Rosa
[16] studied Steiner triple systems that are 1-rotational over the cyclic
group. We also mention a recent result of Buratti and Zuanni [6] (see [18,
Sect. 10.6], for further details).
Definition 1.1. Let n3 be an integer and let l1 , l2 , ..., lt be integers
satisfying li3 for 1it and l1+l2+ } } } +lt=n. We say that Kn* (or
Kn , n odd) admits a regular Oberwolfach factorization if there exist an
Oberwolfach factorization of Kn* (Kn , respectively) and a permutation
group G of order n&1 ((n&1)2, respectively) on the vertices of Kn* [Kn],
such that G acts regularly on the set of factors.
The problem of determining whether or not Kn* [Kn] admits a regular
Oberwolfach factorization will be denoted by ROP*(l1 , l2 , ..., lk)
(ROP(l1 , l2 , ..., lk), respectively). The problem of determining whether or
not Kn* [Kn] admits a regular Oberwolfach factorization with corre-
sponding automorphism group G is denoted by ROP*(G; l1 , l2 , ..., lk)
(ROP(G; l1 , l2 , ..., lk), respectively).
Definition 1.2. (1) Let G be a group and let l2 be an integer. An
l-cyclic difference sequence in G is a sequence g1 , g2 , ..., g l of distinct
elements of G, such that the differences of the sequence, g2g&11 ,
g3 g&12 , ..., glg
&1
l&1 , g1 g
&1
l are all distinct. An l-path difference sequence in
G is a sequence g1 , g2 , ..., gl&1 of distinct elements of G such that the
differences of the sequence, g2g&11 , g3g
&1
2 , ..., g l&1g
&1
l&2 are all distinct.
(Notice that an l-path difference sequence has exactly l&1 distinct elements
of G. We call it an l&path since it will be helpful in constructing cycles of
length l, in which exactly one vertex is fixed by the group G.)
(2) Let G be a group of order n, and let l1 , l2 , ..., lt , (t2) be
integers satisfying li3 for 1it and l1+l2+ } } } +lt=n+1. An
(l1 , l2 , ..., lt)-difference sequencing of G is an arrangement of all the
(distinct) elements of G into t&1 cyclic difference sequences and an
lt-path difference sequence:
(g1, 1 , g1, 2 , ..., g1, l1), (g2, 1 , g2, 2 , ..., g2, l2), ...,
(gt&1, 1 , gt&1, 2 , ..., gt&1, lt&1), gt, 1 , gt, 2 , ..., gt, lt&1
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such that the following conditions hold:
(a) For every 1it&1, the sequence (gi, 1 , gi, 2 , ..., gi, li) is an
li -cyclic difference sequence.
(b) gt, 1 , gt, 2 , ..., gt, lt&1 is an lt -path difference sequence.
(c) All the differences of all the sequences in (a) and (b) are
distinct (in particular: the set of all these differences is G&[1]).
(3) Let G be a group of order n. A difference sequencing of G is a
sequence g1 , g2 , ..., gn of all the (distinct) elements of G such that the
differences g2 g&11 , g3g
&1
2 , ..., gn g
&1
n&1 are all distinct.
Note that item (3) of the definition may be considered as a special case
of item (2), where the lt-path difference sequence is used for the case t=1.
Definition 1.3. (1) Let G be a group and let l2 be an integer. An
l-cyclic sequence in G is a sequence a1 , a2 , ..., al of distinct elements of G
such that the partial products a1 , a1a2 , a1 a2 a3 , ..., a1a2 } } } al are all distinct
and a1a2 } } } al=1. An l-path sequence in G is a sequence a1 , a2 , ..., al&1 of
distinct elements of G, where a1=1, such that the partial products
a1 , a1a2 , ..., a1a2 } } } al&1 are all distinct.
(2) Let G be a group of order n, and let l1 , l2 , ..., lt , (t2) be
integers satisfying li3 for 1it and l1+l2+ } } } +lt=n+1. An
(l1 , l2 , ..., lt)-sequencing of G is an arrangement of all the (distinct) elements
of G into t&1 cyclic sequences and an lt-path sequence: (a1, 1 , a1, 2 , ..., a1, l1),
(a2, 1 , a2, 2 , ..., a2, l2), ..., (at&1, 1 , at&1, 2 , ..., at&1, lt&1), at, 1 , at, 2 , ..., at, lt&1
such that the following conditions hold:
(a) For every 1it&1, the sequence (ai, 1 , ai, 2 , ..., ai, li) is an
li -cyclic sequence.
(b) at, 1 , at, 2 , ..., at, lt&1 is an lt -path sequence.
(c) There exist elements h1 , h2 , ..., ht # G such that all the partial
products in t&1i=1 [hiai, 1 , hiai, 1ai, 2 , ..., hiai, 1ai, 2 } } } ai, li] _ [htat, 1 , htat, 1at, 2 , ...,
ht at, 1at, 2 } } } at, lt&1] are all the distinct elements of G.
A group which admits an (l1 , ..., lt)-sequencing is (l1 , ..., lt)-sequenceable.
(3) Let G be a group of order n. A sequencing of G is a sequence
a1 , a2 , ..., an of all the (distinct) elements of G such that all the partial
products a1 , a1 a2 , a1a2a3 , ..., a1a2 } } } an are all distinct.
Remark 1.1. It is easily seen that item (3) of the definition coincides
with the well known definition of sequenceable groups (see [12, p. 248]).
The classification of all the sequenceable groups is a well known problem,
which is still unsolved. However, various infinite families of sequenceable
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groups are known. It is conjectured that all the nonabelian groups of order
greater than 8 are sequenceable (see [12, Sect. 5.4], for further details).
We note further that item (3) of Definition 1.3 may be considered as a
particular case of item (2), where the lt -path sequence is used for the case
t=1.
For the following definition we note that if G acts regularly on the set
of 2-factors of an Oberwolfach factorization of Kn*, then G fixes one vertex
of Kn*, and acts regularly on the remaining vertices (see Lemma 3.1 below).
Definition 1.4. We shall say that the problem ROP*(G, li ; l1 , ..., lt)
has a solution if ROP*(G; l1 , ..., lt) has a solution, and the (unique) vertex
fixed by G lies on the cycle whose length is denoted by li .
Before stating our results we shall briefly survey them. Our fundamental
result is Theorem 3.1. This theorem asserts that the problem ROP*(G; l1 , ..., lt)
is equivalent to the problem of the (l1 , ..., lt)-sequenceability of the group
G, and to the problem of determining whether G admits an (l1 , ..., lt)-
difference sequencing. In the particular case of a hamiltonian factorization,
the problem ROP*(G; n) is equivalent to the well-known problem of group
sequencing (Corollary 3.1). Using known results on sequenceable groups,
several infinite families of groups G, for which ROP*(G; n) have a solution,
are derived in Corollary 3.2. The case where G is Abelian is treated in
Corollary 3.3.
The above results provide constructive methods for deriving regular
Oberwolfach factorizations of Kn*. Such constructions for two infinite
families of regular Oberwolfach factorizations are given in Theorem 3.2.
In Section 4, regular factorizations of the undirected graph Kn are
treated (here n must be odd). We prove (Lemma 4.2) that a necessary con-
dition for a solution of ROP(G; l1 , l2 , ..., lt), is that n#3 (mod 4). Then we
discuss the connection between the problems ROP(G; l1 , l2 , ..., lt) and
ROP*(G; l1 , l2 , ..., lt).
The discussion of the undirected case is continued in Section 5, where the
regular hamiltonian factorization is treated. In particular, the connection
between ROP(G; n) (or ROP*(G; n)) and symmetric difference sequencing
of G, or symmetric sequencing of G, is studied. The main result of this
section is that ROP(G; n) has a solution iff n#3 (mod 4) (Theorem 5.1).
2. PRELIMINARIES AND NOTATION
Throughout this paper all groups are finite. Let G be a group. In general,
we shall consider G as a multiplicative group (with identity element 1). In
some cases, where G is an abelian group, we shall consider G as an additive
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group (with identity element 0). For x # G, we denote by (x) the (cyclic)
group generated by x. An elementary abelian group is a group of order pk,
p a prime, k1, which is the direct product of k subgroups of order p. The
centre of a group G is denoted by Z(G). An involution in a group G is an
element of order 2.
Let G be a group which acts on a set S. We shall always assume that G
acts faithfully on S, i.e., only the identity of G fixes all the elements of S.
This means that G is in fact a permutation group on S. We shall also
assume that G acts on S on the right. G is transitive on S if for every
x, y # S there is g # G such that xg= y. G is regular on S if for every
x, y # S, there is a unique element g # G such that xg= y. In particular, G
is regular on S if and only if G is transitive on S and only the identity fixes
an element of S. Clearly, if G is regular on S, then |G|=|S|.
Let G act transitively on S, S=[x1 , x2 , ..., xn], and let x # S. Then the
action of G on S is equivalent to the action of G on the right cosets of the
stabilizer H=StG(x)=[g # G | xg=x] of x, i.e., there is a one-to-one
mapping xi W gi between S and a set [g1 , g2 , ..., gn] of right coset repre-
sentatives of H in G such that xi g=xj if and only if Hgi g=Hgj . In par-
ticular, if G is regular on S, then the action of G on S is equivalent to the
action of G on itself by right multiplication; i.e., we may order the elements
of G, G=[g1 , g2 , ..., gn], such that for every g # G, xi g=xj if and only if
gi g= gj .
A cycle of length k in a graph, which contains the edges (v1 , v2),
(v2 , v3), ..., (vk&1 , vk), (vk , v1) will be denoted by (v1 , v2 , ..., vk). This nota-
tion will be the same for both the directed and undirected case.
3. REGULAR FACTORIZATION OF K*n
We begin with the following fundamental observation about regular
Oberwolfach factorizations of Kn*.
Lemma 3.1. Let G be a permutation group of the vertices of Kn* (n3)
which acts as a regular permutation group on the directed 2-factors of an
Oberwolfach factorization of Kn*. Then G fixes one vertex and acts regularly
on the remaining n&1 vertices.
Proof. We have |G|=n&1. Let g # G and suppose u, w are different
vertices such that ug=u and wg=w. Let C be the (unique) factor which
contains the directed edge (u, w). Since (ug, wg)=(u, w), it follows that
Cg=C, and by the regularity of the action of G on the factors we deduce
that g=1. Thus each nonidentity element of G fixes at most one vertex.
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Let /(g) denote the number of fixed vertices of g and let l be the number
of G-orbits on the vertex set (since |G|<n, we have l2). By the orbit
counting lemma it follows
l=
1
|G|
:
g # G
/(g)=
1
n&1 _n+ :g # G&[1] /(g)&
1
n&1
(2n&2)=2.
Hence l=2 implying /(g)=1 for each g # G&[1]. Since the sizes of the
two orbits divide n&1 and since their sum is n, we have one orbit of size
1 and one orbit of size n&1. This concludes the proof. K
We proceed with the following fundamental theorem.
Theorem 3.1. Let G be a group of order n&1, and let l1 , l2 , ..., lt , t1,
be integers satisfying li3 for 1it and l1+l2+ } } } +lt=n. Then the
following statements are equivalent:
(1) ROP*(G, lt ; l1 , ..., lt) has a solution.
(2) G admits an (l1 , l2 , ..., lt)-difference sequencing.
(3) G is (l1 , l2 , ..., lt)-sequenceable.
Proof. We prove first the equivalence of items (1) and (2). Suppose we
have a solution of ROP*(G, lt ; l1 , ..., lt). By Lemma 3.1, besides a certain
vertex v0 which is fixed by G, the other n&1 vertices can be identified with
the elements of G. So the vertex set of K n* is G _ [v0], and since G is
regular on V(Kn*)&[v0], an element g # G takes the vertex k to the vertex
l iff kg=l in G. Let C be a fixed directed 2-factor in the solution. Then C
is a union of t directed cycles with lengths li (1it), and the vertex v0
lies in a cycle of length lt . Let the directed cycles of C be
(g1, 1 , g1, 2 , ..., g1, l1), (g2, 1 , g2, 2 , ..., g2, l2), ...,
(gt&1, 1 , gt&1, 2 , ..., gt&1, lt&1), (v0 , gt, 1 , gt, 2 , ..., gt, lt&1).
Choose i, j, k, m such that 1i, jt, 1kli , 1mlj and the ordered
pairs (i, k), ( j, m) are different. If i=t (respectively, j=t), then the restric-
tion on k (res., on m) is 2klt&1 (res., 2mlt&1).
Suppose now that
gi, k g&1i, k&1= gj, m g
&1
j, m&1 (V)
(notice that in case k=1 (res., m=1) we do the computation modulo li
(res., lj); that is, we take 0=li [res., 0=lj]). Let x= g&1i, k&1gj, m&1 and note
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that by (V) x= g&1i, k g j, m . Then x{1, whence (by the regularity) Cx{C,
and so Cx and C do not have a common directed edge. Now we have
gi, k&1x= gj, m&1 , gi, kx= g j, m .
Thus the directed edge (gi, k&1 , gi, k) of C is transformed by x to the directed
edge (gj, m&1 , gj, m) of Cx. But since (gj, m&1 , gj, m) is also a directed edge of
C, we have reached a contradiction. Thus (V) does not hold, and it follows
that
(g1, 1 , g1, 2 , ..., g1, l1), ..., (gt&1, 1 , gt&1, 2 , ..., gt&1, lt&1), gt, 1 , gt, 2 , ..., gt, lt&1
is an (l1 , ..., lt)-difference sequence of G.
Next, suppose that
(g1, 1 , g1, 2 , ..., g1, l1), ..., (gt&1, 1 , gt&1, 2 , ..., gt&1, lt&1), gt, 1 , gt, 2 , ..., gt, lt&1
(VV)
is an (l1 , ..., lt)-difference sequence of G. Choose a vertex v0 of K n*, which
will be fixed under the action of G, and identify the remaining n&1 vertices
with the elements of G. Consider the following 2-factor of Kn* which we
shall denote by C:
(g1, 1 , g1, 2 , ..., g1, l1), ..., (gt&1, 1 , gt&1, 2 , ..., gt&1, lt&1),
(v0 , gt, 1 , gt, 2 , ..., gt, lt&1).
We shall show that [Cu | u # G] is a solution of ROP*(G, lt ; l1 , ..., lt). In
fact, it suffices to show that Cx and Cy do not have a common directed
edge whenever x, y # G, x{ y (since then it will follow that the 2-factors
Cu, u # G, contain all the directed edges of Kn*). Since Cx and Cy have a
common directed edge iff C and Cyx&1 have a common directed edge, it
remains to show that C and Cx do not have a common directed edge
whenever x{1. Evidently, such a common directed edge can not have v0
(which is the unique fixed vertex) as one of its vertices. Now let i, j, k, m
satisfy the same conditions and notational conventions as in the first
paragraphs of the current proof. Suppose on the contrary that we have
x{1 such that Cx contains the directed edge (gj, m&1 , gj, m), which
belongs, by the definition of C, to C. Since each directed edge of Cx is a
transformation by x of a directed edge of C, we may suppose that
gi, k&1x= gj, m&1 , gi, kx= g j, m .
From this we deduce gj, m g&1j, m&1= gi, k g
&1
i, k&1 , contradicting the assump-
tion that (VV) is an (l1 , ..., lt)-difference sequencing of G.
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We shall show now that items (2) and (3) of the theorem are equivalent.
Let the following (l1 , ..., lt)-difference sequencing of G be given:
(g1, 1 , g1, 2 , ..., g1, l1), (g2, 1 , g2, 2 , ..., g2, l2), ...,
(gt&1, 1 , gt&1, 2 , ..., gt&1, lt&1), gt, 1 , gt, 2 , ..., gt, lt&1 .
For each li -cyclic difference sequence (gi, 1 , gi, 2 , ..., gi, li) in G, (1
it&1), we define a cycle (ai, 1 , ai, 2 , ..., ai, li) of distinct elements of G as
ai, 1= gi, li g
&1
i, li&1
, ai, 2= gi, li&1 g
&1
i, li&2
, ..., ai, li&1= gi, 2 g
&1
i, 1 , a i, li= gi, 1 g
&1
i, li
.
Then, for every 1it&1 we have
ai, 1= gi, li g
&1
i, li&1
, ai, 1ai, 2= gi, li g
&1
i, li&2
, ..., ai, 1 ai, 2 } } } ai, li&1
= gi, li g
&1
i, 1 , ai, 1ai, 2 } } } ai, li=1.
Hence, the cycle is an li -cyclic sequence of G. For the lt-path difference
sequence gt, 1 , gt, 2 , ..., gt, lt&1 we define the following sequence of distinct
elements of G: at, 1=1, at, 2= gt, lt&1 g
&1
t, lt&2
, at, 3= gt, lt&2 g
&1
t, lt&3
, ..., at, lt&1
= gt, 2 g&1t, 1 . Then we have
at, 1=1, at, 1at, 2= gt, lt&1 g
&1
t, lt&2
, at, 1at, 2 at, 3
= gt, lt&1 g
&1
t, lt&3
, ..., at, 1 at, 2 } } } at, lt&1= gt, lt&1 g
&1
t, l1
,
and the given sequence is an lt -path sequence. We claim that
(a1, 1 , a1, 2 , ..., a1, l1), (a2, 1 , a2, 2 , ..., a2, l2), ...,
(at&1, 1 , at&1, 2 , ..., at&1, lt&1), at, 1 , at, 2 , ..., at, lt&1
is an (l1 , ..., lt)-sequencing of G. Indeed, since we started with an (l1 , ..., lt)-
difference sequencing, all the elements in our sequence are distinct, and if
we define hi= g&1i, li for 1it&1 and ht= g
&1
t, lt&1
, one can easily check
that all the partial products
.
t&1
i=1
[h iai, 1 , hiai, 1 ai, 2 , ..., hi ai, 1 ai, 2 } } } ai, li]
_ [htat, 1 , htat, 1 at, 2 , ..., htat, 1 at, 2 } } } at, lt&1]
of the sequence are distinct, as required.
Conversely, let the (l1 , ..., lt)-sequencing
(a1, 1 , a1, 2 , ..., a1, l1), (a2, 1 , a2, 2 , ..., a2, l2), ...,
(at&1, 1 , at&1, 2 , ..., at&1, lt&1), at, 1 , at, 2 , ..., at, lt&1
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of G be given, and let h1 , h2 , ..., ht # G be such that all the partial products
in
.
t&1
i=1
[h iai, 1 , hiai, 1 ai, 2 , ..., hi ai, 1 ai, 2 } } } ai, li]
_ [htat, 1 , htat, 1 at, 2 , ..., htat, 1 at, 2 } } } at, lt&1]
are all the distinct elements of G. For each cycle (ai, 1 , ai, 2 , ..., ai, li) of the
sequence we define a new cycle (gi, 1 , gi, 2 , ..., gi, li) of distinct elements of G
as
gi, li=(hi ai, 1)
&1, gi, li&1=(hiai, 1 ai, 2)
&1, ..., gi, 1
=(hi ai, 1 ai, 2 } } } ai, li)
&1=h&1i
(the last equality holds since ai, 1 } } } ai, li=1). The differences of this new
cycle are
gi, 2 g&1i, 1 =a i, li , gi, 3 g
&1
i, 2 =ai, li&1 , ..., gi, li g
&1
i, li&1
=ai, 2 , gi, 1 g&1i, li =ai, 1 .
In particular, the cycle is an li -cyclic difference sequence. Similarly, from
the lt -path at, 1 , at, 2 , ..., at, lt&1 , we define the following sequence of distinct
elements of G:
gt, lt&1=(htat, 1)
&1, gt, lt&2=(ht at, 1at, 2)
&1, ..., gt, 1
=(ht at, 1 at, 2 } } } at, lt&1)
&1.
The differences of this sequence are
gt, 2 g&1t, 1 =at, lt&1 , gt, 3 g
&1
t, 2 =at, lt&2 , ..., gt, lt&1 g
&1
t, lt&2
=at, 2 .
In particular, the sequence is an lt-path difference sequence. Furthermore,
the set of all the differences in the sequence
(g1, 1 , g1, 2 , ..., g1, l1), (g2, 1 , g2, 2 , ..., g2, l2), ...,
(gt&1, 1 , gt&1, 2 , ..., gt&1, lt&1), gt, 1 , gt, 2 , ..., gt, lt&1
equals G&[1] (recall that at, 1=1). Then the above sequence is an
(l1 , ..., lt)-difference sequence, as required. K
In the particular case where t=1, each directed 2-factor consists of a
single Hamilton cycle, and the resulting factorization is hamiltonian. Then
we have the following two corollaries of Theorem 3.1.
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Corollary 3.1. The following statements are equivalent:
(1) Kn* admits a regular hamiltonian factorization, with a correspond-
ing automorphism group G (i.e., ROP*(G; n) has a solution);
(2) G admits a difference sequencing;
(3) G is sequenceable.
Proof. The corollary follows by setting t=1 in Theorem 3.1. K
Corollary 3.2. ROP*(G; n) has a solution for the following classes of
groups:
(1) All finite solvable groups with a unique element of order 2 except
the quaternion group Q4 ;
(2) The dihedral groups except D3 and D4 ;
(3) The dicyclic groups with the exception of the quaternion group Q4 ;
(4) The nonabelian groups of order pq, where p<q are odd primes
such that p has 2 as a primitive root.
Proof. All the groups appearing in items 14 are sequenceable by [12,
Theorem 5.29, p. 249] (see also [5, 7, 8, 11, 15]). Then the result follows
by Corollary 3.1. K
Recall (Remark 1.1) that it is conjectured that all the nonabelian groups
of order greater than 8 are sequenceable. We may carry this conjecture to
the problem ROP*(G; n).
The following corollary, derived from Theorem 3.1 and Corollary 3.1,
treats the case where the automorphism group is abelian.
Corollary 3.3. Let G be an abelian group of order n&1, and let
l1 , l2 , ..., lt , t1, be integers satisfying l i3 for 1it and l1+l2+ } } } +
lt=n. Then we have:
(1) ROP*(G; l1 , l2 , ..., lt) may have a solution only if n is odd and G
contains a unique element of order 2;
(2) ROP*(G; n) has a solution if and only if n is odd and G has a
unique element of order 2;
(3) If G is cyclic, then ROP*(G; n) has a solution if and only if n is
odd.
Proof. Assume that ROP*(G; l1 , l2 , ..., lt) has a solution. Then the
group G admits an (l1 , l2 , ..., lt)-difference sequencing by Theorem 3.1.
Given a cycle (gi, 1 , gi, 2 , ..., gi, li) in that difference sequencing, the sum of
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all the differences in the cycle is (gi, 2& gi, 1)+(gi, 3& gi, 2)+ } } } +(gi, li&
gi, li&1)+(gi, 1& gi, li)=0 (we use additive notation, since G is abelian). The
l-path appearing in the sequencing is gt, 1 , gt, 2 , ..., gt, lt&1 , and the sum of
its differences is (gt, 2& gt, 1)+(gt, 3& gt, 2)+ } } } +(gt, lt&1& gt, lt&2)=
gt, lt&1& gt, 1 {0. Hence, we conclude that the sum of all the differences in
the given (l1 , l2 , ..., lt)-difference sequencing of G equals gt, lt&1& gt, 1 , and
in particular, it is nonzero. On the other hand, since the set of all these
differences is G&[0], we conclude that g # G&[0] g{0. For any abelian
group, g # G&[0] g=0 whenever |G| is odd (since every element g is added
to its inverse &g), and g # G&[0] g equals the sum of all the involutions
in G if |G| is even (an involution is an element of order 2). Now if G con-
tains more than one involution, then the set of all involutions of G and the
zero element of G is a vectors space V of dimension at least 2 over Z2 . The
sum of all the involutions is 0 in this case, since it is a vector fixed by each
automorphism of V. Thus we conclude that |G|=n&1 is even, G contains
a unique involution, and item 1 of the lemma follows.
By Corollary 3.1, ROP*(G; n) has a solution if and only if G is sequen-
ceable. Since an abelian group is sequenceable if and only if G has a unique
involution (see [12, 5.21, p. 248]), item (2) of the corollary follows. Item
(3) of the corollary follows by (2), and the proof is complete. K
The above results are constructive in the following sense: given a cyclic
difference sequencing of a group G, then the corresponding regular fac-
torization of K n* may be constructed from that sequencing, and vice versa.
Similarly, a regular factorization may be constructed from the correspond-
ing group sequencing, etc. Derivation of infinite families of regular
Oberwolfach factorizations of Kn* (and the corresponding difference
sequencings) are given in the following theorem.
Theorem 3.2. (1) Let p be an odd prime, let k be any integer, and let
G be the cyclic group of order pk&1. Then ROP*(G; p, p, ..., p) has a solu-
tion (each directed 2-factor in the factorization consists of pk&1 directed
cycles of length p).
(2) Let k be an even integer, and let G be a cyclic group of order 4k.
Then ROP*(G; 2k, 2k+1) has a solution.
Proof. Let H=(GF( pk), +) be the additive group of the finite field of
order pk, and label the vertices of K*pk by the elements of H. For each non-
zero element h # H, define a directed 2-factor Fh of K*p k as follows: for any
h1 , h2 # H, (h1 , h2) is an arc of Fh if and only if h1+h=h2 . Clearly, Fh is
a directed 2-factor of K*pk consisting of p
k&1 directed cycles of size p.
Furthermore, h # H&[0] Fh is a factorization of K*pk (i.e., a solution to
OP*( p, p, ..., p)). Now, fix an isomorphism {: G  H$, where H$ denotes
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the multiplicative group of GF( pk). Then every g # G induces an
isomorphism of H defined by g(h)={(g) h, where the multiplication on the
right side is the multiplication in GF( pk). Then each g # G induces a per-
mutation on the vertices of Kpk defined by g(h)={(g) h, and it is routine
to check that this action of g permutes the factors [Fh]h # H&[0] regularly.
Hence, G is a regular group of automorphisms of the factorization, and
item 1 of the theorem follows.
In order to prove item 2 of the theorem, we define a (2k, 2k+1)-
difference sequencing of G=Z4k (and then the result will follow by Theorem
3.1). For k=2, the corresponding (4, 5)-difference sequencing is
(3, 2, 4, 0), 1, 6, 7, 5.
For any even integer k, k4, we define the following four sequences:
A1=2k&1, 2k&2, 2k, 2k&3, 2k+1, 2k&4, 2k+2, ...,
5k
2
&2,
3k
2
&1,
5k
2
&1;
A2=
k
2
&1,
7k
2
&3,
k
2
,
7k
2
&4, ..., k&3, 3k&1, k&2;
A3=
3k
2
&2,
5k
2
,
3k
2
&3,
5k
2
+1, ..., 3k&2, k&1;
A4=4k&2, 4k&1, 4k&3, 0, 4k&4, 1, ..., k&4,
7k
2
&2.
Hence, |A1 |=k+1, |A2 |=k&1, |A3 |=k&1, and |A4 |=k+1. We now
construct the 2k-cyclic difference sequence by the conjunction of the
sequences A1 and A2 , and the 2k-path difference sequence by the conjunc-
tion of the sequences A3 and A4 . These two sequences build the required
(2k, 2k+1)-difference sequencing of G. As an example, we give the corre-
sponding sequences for k=4 (i.e., n=17 and |G|=16): A1=7, 6, 8, 5, 9,
A2=1, 11, 2, A3=4, 10, 3, A4=14, 15, 13, 0, 12. The corresponding (8, 9)-
difference sequencing of Z16 is (7, 6, 8, 5, 9, 1, 11, 2), 4, 10, 3, 14, 15, 13, 0, 12.
It is routine to check that the set of all the differences of the above
(2k, 2k+1)-difference sequencing of G equals G&[1]. K
Clearly, infinite families of solutions to OP*( pk&1; p) and OP*(2k,
2k+1) for even k follow from Theorem 3.2. The first may be easily derived
from the solution to OP( pk&1; p) (see [2, 4]). The second has no (previously
known) undirected analog.
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4. REGULAR FACTORIZATION OF Kn
We have the following fundamental observation about regular
Oberwolfach factorizations of Kn (compare to Lemma 3.1). Recall that if
Kn has a factorization then n must be odd.
Lemma 4.1. Let G be a permutation group of the vertices of Kn (n odd,
n3) which acts as a regular permutation group on the 2-factors of an
Oberwolfach factorization of Kn . Then G fixes one vertex and has two
remaining orbits on which it acts faithfully and regularly.
Proof. We have |G|=(n&1)2. It follows by the arguments used in the
proof of Lemma 3.1, that each nonidentity element of G fixes at most one
vertex. Again we apply the orbit counting lemma (with the same notation),
l=
1
|G|
:
g # G
/(g)=
2
n&1 _n+ :g # G&[1] /(g)&
2
n&1 \n+
n&1
2
&1+=3.
Since |G|=(n&1)2, we must have l=3 (and so /(g)=1 for each
g # G&[1]). Now the sizes of the three orbits divide (n&1)2 and their
sum is n. One verifies easily that the sizes must be 1, (n&1)2 and
(n&1)2. The proof of the lemma is now concluded. K
The following lemma provides a simple necessary condition for the exist-
ence of regular factorizations of Kn . Recall that an involution in a group
is an element of order 2.
Lemma 4.2. Suppose we have a solution of ROP(G; l1 , ..., lt), where
n=ti=1 li is odd, |G|=(n&1)2. Then n#3 (mod 4).
Proof. Suppose on the contrary that (n&1)2 is even. Then the group
G has an involution x. Choose different vertices u, w such that ux=w (and
then wx=u since x is an involution). Then we have (ux, wx)=(w, u). Thus
the (undirected) edge (u, w) is left fixed by x, and so also the 2-factor con-
taining (u, w) is left fixed by x. This contradicts the assumption that G acts
regularly on the directed 2-factors of the factorization. K
We include now some definitions and results, by which we relate
the problems OP(l1 , ..., lt) (or ROP(G; l1 , ..., lt)) and OP*(l1 , ..., lt) (or
ROP*(G; l1 , ..., lt)). For the first definition, suppose that C and C$ are
directed 2-factors of a directed graph. Then C and C$ are both unions of
directed cycles.
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Definition 4.1. We say that the directed 2-factors C and C$ are opposite
if a cycle (v1 , v2 , ..., vk&1 , vk) occurs in C iff the cycle (vk , vk&1 , ..., v2 , v1)
occurs in C$.
Definition 4.2. A symmetric solution of OP*(l1 , ..., lt) or ROP*(G; l1 , ..., lt)
is a solution such that the set of all the directed 2-factors is a union of
pairs, each consisting of two opposite directed 2-factors. In such a case we
shall say that we have a symmetric factorization of Kn* (n= ti=1 li).
Since the number of all the directed 2-factors in a symmetric factoriza-
tion of Kn* must be even, and since that number equals n&1, we have the
following result.
Proposition 4.1. If Kn* has a symmetric factorization then n must be
odd.
The important property of symmetric solutions is described in the
following lemma, whose simple proof is omitted.
Lemma 4.3. OP(l1 , ..., lt) has a solution iff OP*(l1 , ..., lt) has a sym-
metric solution.
In the following lemma we describe a situation when from a given
regular factorization of Kn* we can derive a regular factorization of Kn .
This result will be applied in Section 5.
Lemma 4.4. Consider a solution of ROP*(G; l1 , ..., lt), such that |G|=
n&1 is even. Assume that z # G is an involution and G is a direct product
G=H_(z). Assume further that z inverts one of the directed 2-factors C
in the solution. That is, C and Cz are two opposite directed 2-factors. Then
ROP(H; l1 , ..., lt) has a solution. Furthermore, |G| is not divisible by 4.
Proof. Notice first that z lies in Z(G), the centre of G. Let Cg be
one of the directed 2-factors (g # G). Since C and Cz are opposite directed
2-factors, also Cg and Czg are opposite directed 2-factors. But zg= gz,
whence Cg and Cgz are opposite directed 2-factors. Thus z inverts Cg, and
we deduce that z inverts each 2-factor of the solution. Thus the given solu-
tion of ROP*(G; l1 , ..., lt) is symmetric. By using the underlying 2-factor
associated with two opposite directed 2-factors, we obtain a 2-factorization
of Kn , and we want to show that the subgroup H of G acts regularly on
the directed 2-factors of that factorization. But this follows easily from the
fact that each pair of directed 2-factors in the original solution contains
exactly one directed 2-factor of the form Ch, h # H. Finally, Lemma 4.2
implies that |H| is odd, whence |G| is not divisible by 4. K
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5. REGULAR HAMILTONIAN FACTORIZATION OF Kn
Our main aim in this section is to prove the following theorem, which
states that the necessary condition n#3 (mod 4) of Lemma 4.2 is also suf-
ficient in the case of hamiltonian factorizations. Recall again that if Kn has
a factorization, then n must be odd.
Theorem 5.1. Let n3 be an odd integer and let G be a group of order
(n&1)2. Then ROP(G; n) has a solution iff n#3 (mod 4).
For proving Theorem 5.1 we shall need to use the concept of symmetric
solutions (Definition 4.2). We have shown (Corollary 3.1) that ROP*(G; n)
has a solution iff there exists a difference sequencing of G, or, equivalently,
iff there exists a sequencing of G. In case of symmetric solutions of
ROP*(G; n), we again have corresponding conditions on the group G. The
following definitions are important for that matter.
Definition 5.1. Let G be a group of order 2m which has a unique
involution z. A symmetric difference sequencing of G is a difference sequenc-
ing of G of the form:
g1 , g2 , ..., gm , gmz, ..., g2z, g1z.
(Note that gi g&1i&1 and its inverse g i&1 g
&1
i occur as two different differ-
ences (2im) and that z is the difference in the middle of the sequence;
this indicates why z must be the unique involution of G.)
Definition 5.2. Let G be a group of order 2m with a unique involution
z. A symmetric sequencing of G is a sequencing a0=1, a1 , ..., a2m&1 of G
such that am=z and am+i=a&1m&i for 1im&1 (notice that the first
element is denoted by a0 instead of a1).
Remark 5.1. Note that if a group G has a unique involution z, then
z # Z(G).
Remark 5.2. Definition 5.2 is not new (see [12, p. 250]). It was proved
by Anderson and Ihrig [5] that each finite solvable group which has a
unique involution, except the quaternion group Q4 , has a symmetric
sequencing. We shall use this result for proving Theorem 5.1.
The connection between Definitions 5.1 and 5.2 is as follows.
Lemma 5.1. A group G has a symmetric difference sequencing iff it has
a symmetric sequencing.
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Proof. We may assume that G is of order 2m and has a unique involu-
tion z. Suppose first that g1 , g2 , ..., g2m is a symmetric difference sequencing
of G. We have gm+i= gm&i+1 z (1im). For deriving a related sequenc-
ing of G we define ak= gk g&1k+1 (1k2m&1). Now am= gm g
&1
m+1=
gm z&1g&1m =z (recall that z # Z(G)), and for 1im&1 we have am+i=
gm+i g&1m+i+1=(gm&i+1 z)(gm&iz)
&1= gm&i+1 g&1m&i=(gm&i g
&1
m&i+1)
&1=
a&1m&i . Thus a0=1, a1 , ..., a2m&1 is a symmetric sequencing of G.
Next, suppose that G has a symmetric sequencing a0=1, a1 , ..., a2m&1 .
We have am=z, am+i=a&1m&i (1im&1). Define g1=a
&1
0 , g2=
a&11 a
&1
0 , ..., g2m=a
&1
2m&1 } } } a
&1
1 a
&1
0 . This is a difference sequencing of G,
and it remains only to show that it is symmetric. First, since am=z and
z # Z(G), the equality gm z= gm+1 holds. Suppose now that gm&i+1z
= gm+i (we already know this for i=1), and proceed by induction on i.
We must show that gm&iz= gm+i+1 . Indeed, since gm&i+1=a&1m&igm&i
and gm+i+1=a&1m+igm+i , we get gm&i z=am&i gm&i+1z=a
&1
m+igm+i=
gm+i+1 , as required. Thus the proof of the lemma is completed. K
The following theorem clarifies the relation between Definitions 5.1 and
5.2 and the concept of symmetric solutions.
Theorem 5.2. Let n3 be an integer and let G be a group of order
n&1. Then the following are equivalent:
(1) ROP*(G; n) has a symmetric solution;
(2) G has a symmetric difference sequencing;
(3) G has a symmetric sequencing.
Proof. In view of Lemma 5.1, it suffices to prove the equivalence of 1
and 2. By Proposition 4.1, we may assume that n is odd and let
m=(n&1)2. Suppose that ROP*(G; n) has a symmetric solution. We
know by Lemma 3.1 that besides a certain vertex v0 which is left fixed by
G, the other n&1 vertices can be identified with the elements of
G=[gi | 1i2m]. Let C=(v0 , g1 , ..., g2m) be a certain directed cycle in
the symmetric solution. Then g1 , ..., g2m is a difference sequencing of G (for
details, see the proof of the equivalence of items 1 and 2 in Theorem 3.1).
We know that the opposite of C, the directed cycle C$=(v0 , g2m , ..., g1),
also appears in the solution. Since we are dealing with a solution of
ROP*(G; n), there exists x # G such that Cx=C$, i.e., gi x= g2m&i+1 for
each 1i2m. It follows that x2=1 and x is an involution. Thus the
difference sequencing g1 , ..., g2m is symmetric.
Next, suppose G has a symmetric difference sequencing g1 , ..., gm ,
gm z, ..., g1 z, where z is the unique involution of G. Choose a vertex v0
which will be fixed under the action of G. Identify the other vertices with
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the elements of G. Consider the directed cycle C=(v0 , g1 , ..., gm ,
gm z, ..., g1 z). We know (again, for details see the proof of Theorem 3.1)
that the orbit of C under the action of G; i.e., the set of directed cycles
[Cu | u # G], is a solution of ROP*(G; n). It remains to show that this
solution is symmetric. Choose u # G and recall that z # Z(G). We have
Cu=(v0 , g1u, ..., gmu, gmuz, ..., g1uz), and Cuz=(v0 , g1uz, ..., gmuz, gmu, ...,
g1 u). Since these are opposite directed cycles, we have a symmetric solution
of ROP*(G; n). K
We are ready now to prove Theorem 5.1.
Proof of Theorem 5.1. The only if part is already known from Lemma
4.2. For the if part, let m=(n&1)2. Then m is odd since n#3(mod 4). Let
G be any group of order m. Define G*=G_(z) , a direct product of G and
a group of order 2. Since m is odd, z is the unique involution of G*.
Furthermore, G is solvable by the well known theorem of Feit and
Thompson (see, for example, [17, p. 143]), whence G* also is solvable.
Since G*{Q4 , G* has a symmetric sequencing (see Remark 5.2). By
Theorem 5.2, G* has a symmetric difference sequencing. As described in the
second paragraph of the proof of Theorem 5.2, we choose a vertex v0 which
will be the fixed vertex under the action of G*, identify the other vertices
with the elements of G*, and consider the directed cycle C derived from
that symmetric difference sequencing. Let G=[ui | 1im]. Consider the
orbit of C under the action of G*: Cu1 , ..., Cum , Cu1z, ..., Cumz. This is a
symmetric solution of ROP*(G*; n) in which Cui and Cuiz are two
opposite cycles for each i (see the second paragraph of the proof of Theorem
5.2). It follows now by Lemma 4.4 that ROP(G; n) has a solution. K
Note added in proof. Recently we have learned that the construction in (2) of Theorem 3.2
was also done by D. Bryant.
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