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INTISARI 
Perkreditan selalu dibutuhkan oleh pengusaha yang sedang mengembangkan usaha maupun pengusaha 
yang baru akan memulai usaha. Dalam suatu proses pemberian kredit, kadangkala terdapat kredit macet 
yaitu suatu keadaan dimana terjadi tunggakan kredit. Banyak faktor yang mempengaruhi kredit macet. 
Analisis statistik yang dapat digunakan adalah metode QUEST (Quick, Unbiased, Efficient, Statistical 
Trees). Pada penelitian ini data yang digunakan adalah data nasabah yang mengambil kredit pada credit 
union (CU) Usaha Kita yang berada di Kabupaten Sekadau. Ada tujuh variabel bebas yang digunakan 
yaitu usia, jenis kelamin, pekerjaan, lama angsuran, jumlah pinjaman, saldo tabungan, pokok angsuran. 
Setelah dilakukan dengan metode QUEST diperoleh satu faktor yang berpengaruh pada kredit macet 
yaitu usia.      
Kata Kunci: Klasifikasi, Metode QUEST, Status Kredit 
 
PENDAHULUAN 
     Masalah klasifikasi (pengelompokan) sering dijumpai pada kehidupan sehari-hari, baik di bidang 
pendidikan, kesehatan, industri, sosial maupun perbankan. Contoh masalah klasifikasi dalam bidang 
pendidikan adalah klasifikasi sekolah berdasarkan akreditasi sekolah. Dalam bidang perbankan 
dilakukan pengklasifikasian berdasarkan status kredit, baik yang berstatus kredit lancar maupun yang 
berstatus kredit macet berdasarkan tingkat masalah yang ditimbulkan [1]. Credit union (CU) 
mempunyai peranan yang sangat vital dalam perkreditan. Perkreditan sering digunakan bagi 
pengembang usaha, yaitu oleh pengusaha yang sedang mengembangkan usaha maupun pengusaha 
yang baru akan memulai usaha. Dalam suatu proses pemberian kredit, kadangkala terdapat kredit 
macet yaitu suatu keadaan dimana terjadi tunggakan kredit. Metode statistik yang digunakan untuk 
mengetahui faktor-faktor yang berpengaruh terhadap macet atau tidaknya kredit adalah metode 
QUEST (Quick, Unbiased, Efficient, Statistical Trees). Metode QUEST merupakan sebagai bentuk 
metode pohon klasifikasi yang menghasilkan pohon biner, dan memiliki algoritma yang efisien [2]. 
     Penelitian ini bertujuan untuk menerapkan metode QUEST pada data nasabah credit union (CU) 
Usaha Kita. Faktor-faktor yang diperkirakan mempengaruhi status kredit nasabah adalah usia, jenis 
kelamin, lama angsuran, saldo tabungan, jumlah pinjaman, pokok angsuran dan pekerjaan. Data yang 
digunakan adalah data nasabah credit union (CU) Usaha Kita. Dalam pembahasan metode klasifikasi 
berstruktur pohon menggunakan metode QUEST. Hal tersebut dilatarbelakangi karena metode QUEST 
merupakan bentuk pohon klasifikasi yang menghasilkan pohon biner. Salah satu hal yang menarik 
untuk diketahui adalah bagaimana pohon klasifikasi dengan metode QUEST dan bagaimana 
menerapkan metode QUEST pada data. 
Metode QUEST 
     QUEST merupakan salah satu metode yang digunakan untuk membentuk pohon klasifikasi. 
QUEST merupakan algoritma pemisah yang menghasilkan pohon yang digunakan untuk klasifikasi. 
Algoritma pembentuk pohon klasifikasi ini merupakan modifikasi dari analisis diskriminan kuadratik 
[3]. Pada algoritma ini, proses penyekatan dapat dilakukan pada variabel tunggal (univariate). 
Pemilihan variabel penyekat pada QUEST menerapkan uji kebebasan chi-kuadrat untuk variabel 
kualitatif dan uji Anova F untuk variabel kuantitatif. Suatu variabel dipilih sebagai variabel penyekat 
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jika menghasilkan nilai p.value terkecil. Penentuan titik penyekat pada pohon klasifikasi ini dilakukan 
dengan menerapkan analisis diskriminan kuadratik. Pemilihan variabel dan penentu titik penyekat 
dilakukan secara terpisah. Komponen dasar QUEST adalah beberapa variabel bebas yang merupakan 
variabel kualitatif atau variabel kuantitatif dan variabel respon yang merupakan variabel kualitatif. 
Algoritma Pemilihan Variabel Penyekat 
Algoritma pemilihan variabel penyekat pada suatu simpul, setiap variabel memiliki kesempatan untuk 
dipilih sebagai variabel penyekat [4]. Berikut adalah langkah-langkah pemilihan variabel penyekat: 
(1) Variabel bebas, X: 
a. Jika X merupakan variabel kualitatif, lakukan uji χଶ antara variabel X dan variabel respon Y. 
Kemudian diperoleh nilai p.value dari pengujian tersebut. 
b. Jika X merupakan variabel kuantitatif, lakukan uji ANOVA dan hitung nilai p.value dari 
pengujian tersebut. 
(2) Pilih variabel dengan nilai p.value terkecil. 
(3) Bandingkan nilai p.value terkecil dengan taraf ߙ/ܯଵ. Taraf nyata ߙ = 0.05 dengan ܯଵ 
adalah banyaknya variabel bebas. 
a. Jika nilai P.value lebih dari ߙ/ܯଵ , teruskan ke langkah (4). 
b. Jika nilai p.value kurang dari ߙ/ܯଵ, maka pilih variabel yang bersesuaian sebagai variabel 
penyekat. Teruskan ke langkah (5). 
(4) Untuk setiap variabel X yang kuantitatif, maka hitung nilai p.value uji levene untuk menguji 
kehomogenan. 
a. Pilih variabel dengan nilai p.value terkecil. 
b. Bandingkan nilai p.value terkecil dari uji levene dengan taraf ߙ/( ܯଵ + ܯଶ), dengan ܯଶ  
adalah banyaknya variabel bebas kuantitatif. 
c. Jika nilai p.value kurang dari ߙ/( ܯଵ + ܯଶ), maka pilih variabel yang bersesuaian sebagai 
variabel penyekat. Teruskan ke langkah (5). 
d. Jika nilai p.value lebih dari ߙ/( ܯଵ + ܯଶ), maka variabel tersebut tidak dipilih menjadi 
variabel penyekat. Teruskan ke langkah (7) 
(5) Misalkan ܺ∗ adalah variabel penyekat yang diperoleh dari langkah (3) atau (4). 
a. Jika ܺ∗ merupakan variabel kuantitatif, lakukan analisis diskriminan kuadratik untuk 
menentukan titik penyekat. 
b. Jika ܺ∗ merupakan variabel kualitatif, ܺ∗ ditransformasikan ke dalam variabel dummy, lalu 
proyeksikan ke dalam koordinat diskriminan terbesarnya. 
(6) Setelah terpilih variabel penyekat, kemudian proses diulang ke langkah (1) dengan melibatkan 
variabel yang tersisa. 
(7) Proses analisis selesai. 
Algoritma Penentuan Titik Penyekat 
Variabel respon memiliki dua kategori dengan respon 0 dan 1 [4]. Jika ܺ∗ merupakan variabel yang 
terpilih untuk menyekat simpul t. Langkah-langkah penentuan titik penyekat sebagai berikut yaitu: 
(1) Definisikan ̅ݔ଴ dan ݏ଴ଶ adalah nilai tengah dan ragam ܺ∗ dari pengamatan dengan respon 0, 
sedangkan ̅ݔଵ dan ݏଵଶ adalah nilai tengah dan ragam ܺ∗ dari pengamatan dengan respon 1. 
Misalkan p (k|t ) = ௞ܰ,௧/ ௞ܰ  merupakan peluang dari masing-masing kategori variabel respon. ௞ܰ,௧ 
adalah jumlah data pada simpul t untuk respon k dan ௞ܰ  adalah jumlah data pada simpul awal 
untuk respon k.  
(2) Tentukan solusi dari persamaan : 
P (0 | t) ݏ଴ିଵ φ(୶ି௫̅బ ௦బ ) = P (1 | t) ݏଵିଵ φ(୶ି௫̅భ ௦భ ).    
Solusi tersebut dapat diperoleh dengan menentukan akar persamaan kuadrat 
  aݔଶ +bx + c = 0,        
Sehingga: 
 a = ݏ଴ଶ - ݏଵଶ, 
              b = 2 (̅ݔ଴ ݏଵଶ- ̅ݔଵ ݏ଴ଶ), 
 
 
 Klasifikasi Nasabah Kredit Dengan Metode QUEST Pada Credit Union 195 
 
              c = (̅ݔ଴ ݏଵ)ଶ - (̅ݔଵ ݏ଴)ଶ + 2 ݏ଴ଶݏଵଶIn ௉(଴|௧)௦భమ௉(ଵ|௧)௦బమ. 
(3)   Simpul disekat pada titik ܺ∗ = d, maka d didefinisikan sebagai berikut: 
(a)   Jika ̅ݔ଴ < ̅ݔଵ , maka d = ݔഥ଴ , 
(b)   Jika ̅ݔ଴ > ݔഥଵ , maka  
 Untuk a = 0, maka d = ௫̅బ ା௫̅భ 
ଶ
 – (̅ݔ଴ - ̅ݔଵ )ଶݏ଴ଶIn ௉(଴|௧)௉(ଵ|௧), 
 Untuk a ≠ 0, maka: 
- Jika ܾଶ - 4 ac < 0, maka d = ଵ
ଶ
 (̅ݔ଴ + ̅ݔଵ ), 
- Jika ܾଶ - 4 ac ≥ 0, maka d adalah nilai dari ିୠ±√ୠమିସୟୡ
ଶୟ
 yang lebih mendekati nilai  ̅ݔ଴, dengan syarat menghasilkan dua simpul tak kosong. 
 
Algoritma Transformasi Variabel Kualitatif menjadi Variabel Kuantitatif 
Misalkan X adalah variabel kualitatif, dengan kategori ܾଵ, ܾଶ,...,ܾ௅ [4]. Transformasi X menjadi 
variabel kuantitatif ᶓ untuk setiap kelas dilakukan dengan langkah-langkah sebagai berikut. 
(1)  Transformasi masing-masing nilai X  ke vektor dummy L-dimensi 
   v   = (ݒଵ, ݒଶ, ... , ݒ௅) dengan ݒଵ= 1 | x = ௜ܾ  dan ݒଵ = 0 | x ≠ ܾ௜. 
(2)  Cari nilai tengah untuk X, yaitu vത = ∑ ௙భ௩భಽ಺సభ
ே೟
, ݒି(௞) = ∑ ௡భ௩భಽ಺సభ
ேೖ,೟ , dengan 
   vത        = rata-rata untuk semua pengamatan pada simpul ke t , 
ݒି(௞)= rata-rata untuk semua pengamat pada simpul ke t untuk kelompok ke k , 
ଵ݂      = jumlah pengamatan pada simpul t untuk ݒଵ, 
݊ଵ     = jumlah pengamatan pada simpul t kelompok ke-k untuk ݒଵ, 
௧ܰ     = jumlah pengamatan pada simpul t, 
ܰ௞,௧   = jumlah pengamatan pada simpul t untuk kelompok ke k , 
(3)  Tentukan nilai matrik L×L berikut. 
            vത  =  ∑ ௙భ௩భಽ಺సభ
ே೟
 , ݒି(௞) =  ∑ ௡భ௩భಽ಺సభ
ேೖ,೟  , 
        B  =  ∑ ௞ܰ,௧௞௞ୀଵ (ݒ(௞)- v̅) (ݒ(௞) − vത )ʹ 
          T  =  ∑ ଵ݂௞௞ୀଵ  (ݒଵ-v̅) (ݒଵ-v̅)ʹ 
(4) Lakukan SVD dari T = QDQʹ, dengan Q adalah matrik ortogonal L. L dengan d = diag (݀ଵ, ... , 
݀௅) dengan ݀ଵ ≥ ݀ଶ ≥ ... ≥ ݀௅ ≥ 0. 
(5)   Tentukan ܦିଵ/ଶ= diag (݀ଵ∗, ... , ݀௅∗), di mana ݀௜∗ = ݀௜ିଵ/ଶ jika ݀௜ > 0. 
(6)   Lakukan SVD dari ܦିଵ/ଶQʹBQܦିଵ/ଶ, tentukan vektor eigen a yang merupakan vektor eigen 
yang berpadanan dengan nilai eigen terbesar. 
(7)   Tentukan koordinat diskriminan terbesar dari v,yaitu ᶓ = aʹܦିଵ/ଶQ’v. 
 
PEMBAHASAN 
     Data yang digunakan dalam penelitian ini adalah data nasabah credit union (CU) “Usaha Kita” di 
Kabupaten Sekadau. Data yang diperoleh sebanyak 232 nasabah. Variabel yang digunakan dalam 
penelitian ini terdiri dari variabel respon dan variabel bebas. Variabel respon yang digunakan adalah 
status kredit nasabah yang terdiri dari 2 kategori, yaitu: nasabah dengan pinjaman yang berstatus 
macet, dan nasabah dengan pinjaman yang berstatus lancar atau tidak macet. Variabel bebas yang 
digunakan yaitu: Usia (Xଵ), Jenis kelamin (Xଶ), Pekerjaan (Xଷ),  Pokok angsuran (Xସ),  Saldo 
Tabungan (Xହ), Jumlah pinjaman (X଺),  dan Lama angsuran (X଻). 
     Berikut akan diilustrasikan pembentukan pohon dengan menggunakan metode QUEST untuk data 
status kredit. Simpul awal ݐ଴ terdiri dari 232 pengamatan dari dua kategori pengamatan yaitu nasabah 
yang berstatus kredit macet (64 pengamatan) dan nasabah yang berstatus kredit lancar (168 
pengamatan). Pemilihan penyekat dipilih dengan melakukan uji ANOVA F  bila variabel penyekat 
kuantitatif dan uji chi-kuadrat bila variabel penyekat kualitatif.  
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     Kemudian, hasil uji Anova F dan uji chi kuadrat, dapat dilihat pada Tabel 1. 
Tabel 1 Tabel Hasil Uji Anova Dan Chi-Kuadrat 
Variabel Nilai Statistik Uji Nilai p.value 
ଵܺ F  = 1,016 0,314 
ܺଶ χଶ = 2,207 0,137 
ܺଷ χଶ = 4,705 0,319 
ܺସ F  = 1,644 0,201 
ܺହ F  = 1,320 0,252 
ܺ଺ F  = 1,681 0,196 
ܺ଻ F  = 0,760 0,384 
      
     Nilai p.value terkecil yaitu pada variabel ܺଶ, jenis kelamin. Kemudian bila digunakan α = 0,05 dan 
ܯଵ adalah jumlah variabel bebas, diperoleh α/ܯଵ = 0,05/7 = 0,00714. maka nilai p.value terkecil 
0,137>0,00714 masih lebih besar dibandingkan nilai α/ܯଵ, sehingga variabel jenis kelamin tidak 
menjadi variabel penyekat. 
Proses selanjutnya akan dilakukan uji levene, hasil perhitungan uji levene menggunakan SPSS 
untuk semua variabel kuantitatif, dapat dilihat pada Tabel 2. 
Tabel 2 Hasil Uji Levene F  
Variabel Nilai Statistik Levene F Nilai p.value 
ଵܺ F = 3,185 p.value = 0,076 
ܺସ F = 2,001 p.value =0,159 
ܺହ F = 0,648 p.value = 0,422 
ܺ଺ F = 0,977 p.value = 0,324 
ܺ଻ F = 0,288 p.value = 0,592 
 
Selanjutnya dipilih semua variabel kuantitatif untuk dilakukan uji levene. Nilai statistik uji dan 
p.value dapat dilihat pada Tabel 2. Variabel usia nasabah memiliki nilai p.value terkecil dibandingkan 
variabel kuantitatif lainnya. Hasil uji levene yang memiliki nilai p.value terkecil akan dibandingkan 
dengan α / (ܯଵ+ܯଶ). ܯଶ yaitu jumlah variabel kuantitatif maka ܯଶ = 5 sehingga diperoleh α / 
(ܯଵ+ܯଶ) = 0,05 / (7+5) = 0,004167. Dari Tabel 2 terlihat bahwa nilai p.value terkecil, yaitu 0,076> 
0,004167 sehingga prosesnya dihentikan. Kemudian langkah-langkah untuk algoritma penentuan titik 
penyekat diperoleh dengan cara. 
1. Definisikan ̅ݔ଴ dan ݏ଴ଶ adalah nilai tengah dan ragam ܺ∗ dari pengamatan dengan respon 0, 
sedangkan ̅ݔଵ dan ݏଵଶ adalah nilai tengah dan ragam ܺ∗ dari pengamatan dengan respon 1. 
Misalkan p (k|t ) = ௞ܰ,௧/ ௞ܰ  merupakan peluang dari masing-masing kategori variabel respon. ௞ܰ,௧ 
adalah jumlah data pada simpul t untuk respon k dan ௞ܰ  adalah jumlah data pada simpul awal 
untuk respon k.  
2. Pada variabel Xଵ dilakukan analisis diskriminan kuadratik untuk memperoleh titik penyekat. Dari 
data diperoleh: 
     ̅ݔ଴ = 35,333    ̅ݔଵ = 36,500 
     ݏ଴ଶ = 67,206    ݏଵଶ = 48,413 
     ܲ(0|ݐ) = 0,724    ܲ(1|ݐ) = 0,276 
Titik penyekat adalah akar dari persamaan aݔଶ +bx + c = 0, Kemudian dilakukan determinan 
 ܾଶ - 4 ac   = (- 1484,84)ଶ – (4.18,793.32748,37) 
             = -256989 
Sehingga diperoleh akar-akar imaginer. Oleh karena itu diambil rata-rata dari (̅ݔ଴  + ̅ݔଵ)/2 = 35,9 
 
 
 Klasifikasi Nasabah Kredit Dengan Metode QUEST Pada Credit Union 197 
 
3. Sehingga ditemukan titik penyekat yaitu 35,9. Simpul ݐଵ titik penyekat yaitu ≤ 35,9, 
sedangkan simpul ݐଶ titik penyekat > 35,9. 
 
Pohon Klasifikasi 
Dengan menggunakan metode QUEST, didapat pohon klasifikasi sebagai berikut: 
 
Status Kredit 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 1 Pohon Klasifikasi QUEST 
 
Keterangan: 
a.   Status  nasabah kredit yang diamati 
nasabah kredit berstatus macet 
nasabah kredit berstatus lacar 
b.   ଵܺ  = Usia nasabah 
ݐଵ  (Node 1) yaitu  ≤ 35,9 tahun 
ݐଶ  (Node 2) yaitu  > 35,9 tahun 
Pada tahap awal penyekatan, simpul induk yang terdiri dari 232 nasabah credit union (CU) Usaha 
Kita. Variabel disekat berdasarkan usia nasabah menjadi dua simpul, yaitu simpul node (1) dan node 
(2). Simpul node (1) adalah simpul yang berisikan 106 orang nasabah kredit dengan besar usia kurang 
atau sama dengan 35,9 tahun, sedangkan simpul node (2) adalah simpul untuk 126 nasabah kredit 
lebih dari 35,9 tahun. Pada proses selanjutnya, penyekatan terhadap simpul  node (1) dan node (2) 
dihentikan.  
Dari proses yang sudah dijelaskan tersebut, dapat diketahui variabel yang berpengaruh terhadap 
kelancaran nasabah credit union (CU) Usaha Kita. Variabel tersebut adalah usia nasabah.  
(1) Kelas pertama yaitu nasabah dengan usia kurang atau sama dengan 35,9 tahun. Dengan status 
nasabah kredit lancar ada 82 dan nasabah kredit yang berstatus macet ada 24, dengan karakteristik 
ini diduga mengalami kredit lancar. 
(2) Kelas kedua yaitu nasabah dengan usia lebih dari 35,9 tahun. Dengan status nasabah kredit lancar 
ada 86 dan nasabah kredit yang berstatus macet ada 40, Nasabah pada kelompok ini diduga 
mengalami kredit macet. 
Dengan dugaan klasifikasi tersebut, akan disusun pengklasifikasian sebagai berikut. 
 
 
Node 0 
  Kategori     %        n 
  Lancar      72,4    168 
  Macet       27,6     64 
  Total        100,0   232 
Node 1 
  Kategori      %       n 
  Lancar       77,4    82 
  Macet        22,6    24 
  Total         45,7    106 
Node 2 
 Kategori    %        n 
 Lancar      68,3    86 
 Macet       31,7    40 
 Total         54,3   126 
Usia Nasabah 
Adj. P.value=1,000, F=1,016 
df1=1, df2=230 
<=35,9 >35,9 
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Tabel 3 Tabel Klasifikasi 
Status Usia nasabah kredit Total 
Usia  > 35,9  Usia  ≤ 35,9 
Kredit lancar 86 82 168 
Kredit macet 40 24 64 
 
  Dari tabel 3 dapat diketahui bahwa dari 168 nasabah yang status kreditnya lancar, dan nasabah 
yang berstatus kredit macet 64. Dengan usia nasabah kredit kurang atau sama dengan 35,9 tahun, 
nasabah yang berstatus kredit lancar ada 82 dan nasabah kredit yang status macet 24. Serta usia 
nasabah kredit lebih dari 35,9 tahun, nasabah yang berstatus kredit lancar ada 86 dan nasabah kredit 
yang status macet 40. Dari uraian tersebut terdapat kesalahan klasifikasi sebesar 
ସ଴
ଵଶ଺
 = 0,3174603175. 
Sehingga, kesalahan klasifikasinya adalah sebesar 31,74. 
KESIMPULAN 
1.  Metode QUEST merupakan metode yang menghasilkan pohon klasifikasi  biner. Metode ini 
merupakan metode yang menerapkan pemisahan variabel penyekat dan penentuan titik penyekat 
dilakukan secara terpisah. Pemilihan variabel penyekat dapat dilakukan dengan melalukan uji 
kebebasan chi kuadrat untuk variabel kualitatif dan uji Anova F untuk variabel kuantitatif. 
Penentuan titik penyekat dilakukan dengan menerapkan analisis diskriminan kuadratik untuk 
variabel kuantitatif dan tansformasi dummy untuk variabel kualitatif. Setelah dilakukan 
pengklasifikasian dengan menggunakan metode QUEST (Quick, Unbiased, Efficient, Statistical 
Trees). faktor yang menyebabkan kredit macet adalah usia nasabah.  
2.    Terdapat dua klasifikasi pada usia nasabah kredit dengan pengelompokan sebagai berikut: 
a. Kelas pertama merupakan nasabah usia kurang atau sama dengan 35,9 tahun. Pada usia ini    
diduga mengalami kredit lancar. 
b.  Kelas kedua yaitu nasabah dengan usia lebih dari 35,9 tahun. Pada usia ini diduga mengalami 
kredit macet. 
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