Abstract. In this paper, we will describe some heuristics that can be used to improve the runtime of a wide range of commonly used algorithms for the negative cycle detection problem significantly, such as Bellman-Ford-Tarjan (BFCT) algorithm, Goldberg-Radzik (GORC) algorithm and Bellman-Ford-Moore algorithm with Predecessor Array (BFCF). The heuristics are very easy to be implemented and only require modifications of several lines of code of the original algorithms. We observed that the modified algorithms outperformed the original ones, particularly in random graphs and no cycle graphs. We discovered that 69% of test cases have improved. Also, the improvements are sometimes dramatic, which have an improvement of a factor of 23, excluding the infinity case, while the worst case has only decreased by 85% only, which is comparably small when compared to the improvement.
1 The Negative Cycle Detection Problem
Introduction
The Negative Cycle Detection problem has numerous applications in model verification, compiler construction, software engineering, VLSI design, scheduling, circuit production, constraint programming and image processing. For example, Constraint-based program analysis requires feasibility checking of constraint sets. Constraint graphs are often used to represent systems of difference constraints; an application of Farkas' Lemma shows that a system of difference constraints is feasible if and only if there are no negative cost cycles in the corresponding constraint graph. That is, a difference constraint problem is feasible if and only if there are no negative cycles in the graph.
In the design of VLSI circuits, it is required to isolate negative feedback loops. These negative feedback loops correspond to negative cost cycles in the amplifiergain graph of the circuit. The problem of checking whether a zero-clairvoyant scheduling system has a valid schedule can also be reduced to the problem of identifying negative cost cycles in the appropriate graph. Recent approaches to the image segmentation problem are also based on negative cycle detection. Most of the approaches are based on the famous Bellman-Ford (BF) algorithm. All these algorithms have their worst case bound of O(|V||E|) in runtime. Most of the previous algorithms run relatively slow on no cycle graphs. However, no cycle graph is common in practice. So we try to develop some heuristics that are good in detecting no cycle graphs. Our heuristics can be used to improve the runtime of a wide range of Bellman-Ford based algorithms. We discovered that 69% of test cases have improved. Also, the improvements are sometimes dramatic, which have an improvement of a factor of 23, excluding the infinity case, while the worst case has only decreased by 85% only, which is comparably small when compared to the improvement. There are also significant improvement in no cycle graphs and random graphs.
Related Works

Definitions
The Negative Cycle Detection problem can be defined as the problem of deciding whether a negative cost cycle exists in a directed graph. This does not require finding a path from a particular source to a particular destination, as it is only a decision problem and require only a yes or no answer. Formally, the Negative Cycle Detection (NCD) problem is defined as follows:
and a cost function c : E → Z, is there a negative cost cycle in G ?
There are no restrictions on the edge costs, i.e., they can be arbitrary integers as opposed to small integers, as required by some scaling algorithms. We can even extend the weights to floating point numbers.
Our heuristics can be applied to a wide range of commonly used algorithms for the Negative Cycle Detection problem that is a single source algorithm. In the following, we will define the meaning of single source algorithm.
An algorithm for the negative cycle detection problem is defined as a single source algorithm if and only if the algorithm is relaxation-based and all the relaxations (or calculations of labels) originate from a single vertex (the source).
We will give some examples of single source algorithms in the following.
The Bellman-Ford Moore Algorithm with Predecessor Array (BFCF)
The Bellman-Ford-Moore (BFFI) algorithm attempts to reduce the number of vertices that must be examined in each stage of the "standard" Bellman-Ford (BF) algorithm by using a First-In-First-Out (FIFO) queue to store the vertices whose distance labels were changed in the previous stage. Predecessor Array is a strategy that uses parent pointer to store the parent of each vertex v i , where the parent of v i is the vertex that caused the most recent label change to v i . This strategy is widely used in many Bellman-Ford based algorithms.
The Bellman-Ford-Moore algorithm with Predecessor Array (BFCF) is an algorithm that combines the above two techniques. As the algorithm starts with a vertex with label 0 and all the other vertices of label infinity, it is a single source algorithm. Notice that BFCF still has the worst case bound of O(|V||E|) in runtime.
The Bellman-Ford-Tarjan Algorithm (BFCT)
Another variation of the BF algorithm is BFCT, which combines the "standard" BF algorithm with the FIFO queue of BFFI and the sub-tree disassembly cycle detection strategy due to Tarjan. The sub-tree disassembly strategy is implemented by describing the tree structure by, besides the usual predecessor function, the first son and the adjacent brother function (next and previous). This allows traversals of sub-trees in linear time, and tree modifications in constant time. When no cycle is found in the traversal of a sub-tree T v , all vertices in T v will be discarded from the queue and the tree. [Tar81] . A negative cycle will be detected when a tree path from a vertex goes back to one of its ancestors. As the algorithm is started with one source of label 0 and all the other vertices of labels infinity, it is a single source algorithm.
The Goldberg-Radzik Algorithm (GORC)
The Goldberg-Radzik algorithm improved the Bellman-Ford-Moore algorithm. It achieves the same worst-case bound of O(|V||E|), but can usually outperform BFFI in practice. The algorithm maintains the set of labelled vertices in two queues, queue A and queue B. Vertices in queue A will undergo a BellmanFord-Moore pass while vertices in queue B will undergo a depth first search with no update. At the beginning of the algorithm, the source is put in queue B. In pass B, if there is an outgoing arc with reduced cost including zero, the path is traversed and all vertices visited will be put in queue A. Notice that there are no updates on the vertices' labels in this step. Also, if a reduced path from a vertex goes back to one of its ancestors, a negative cycle is detected. On the other hand, pass A is a one step Bellman-Ford-Moore pass that relaxes the vertices in queue A following the queue order. Notice that topological sort will be done after the depth first searches in pass B, so we will relax the vertices in pass A topologically and the label will be updated.
The algorithm starts with one source of label 0 and all the other vertices of labels infinity, it is a single source algorithm.
Our New Approach to This Problem
Our approach is to incorporate two heuristics to the above single source algorithms.
Heuristic One: Pumping Negative Strategy
The first heuristic is based on an observation that in any negative cost cycle, we can find a negative weighted edge e such that when we travel through the negative cost cycle starting from e, the accumulated costs are always negative. The formal definition of this lemma is as follows.
and c is cost function E → Z, with a negative cost cycle
, there exists at least one node v π(i) where 1 < = i < = k such that when we travel through the negative cost cycle starting from v π(i) , the accumulated costs are always negative.
In this heuristic, we will stop the relaxation once the label becomes positive. But since we do not know which vertex in the negative cycle is the starting vertex with the property as stated in Lemma 1, we need to treat each vertex as source once. The proof of Lemma 1 is shown in Appendix II.
Heuristic Two: Reduced Cost Elimination
This heuristic is simply not deleting the labels on the vertices when moving from one pass to another with different vertices as the source. Consider a case where a particular vertex relaxes another vertex with label that is not marked 0. If the label is smaller than the accumulated cost, we will have the following two conclusions:
1. That particular vertex has been travelled previously as it has a label that is not 0. 2. The accumulated cost of the previous travel must be smaller than current accumulated cost as the label is smaller than the current accumulated cost.
Therefore, as the current accumulated cost is larger, using the current accumulated cost will reduce the number of vertices visited. Therefore, we can keep the cost label.
Modifications on Various Algorithms
In this section, we will briefly describe how we implement our heuristics into some single source algorithms.
Modification of BFCF
For heuristic one, we first change the algorithm such that the original BFCF algorithm will run V times with a different vertex as the source each time. We also add a condition for the relaxation process which is, a relaxation can only be done and continued if the accumulated cost is negative. When there are no more relaxations, a new source will be chosen and the whole process is repeated. For heuristic two, we can implement it simply by keeping the cost label on each vertex unchanged when we start a new pass with a new source. The pseudo-code is as follows: Initialize all cost labels to 0. /*So, all accumulated cost will be negative (Heuristic 1)*/ For all v /*(Heuristic 1)*/ { BFCF with v as the source /*(Heuristic 1)*/ /*Keep all the labels unchanged (Heuristic 2)*/ }
Modifications of BFCT
The modifications to BFCT are similar to that in BFCF. However, each vertex in BFCT will be involved in the first son and adjacent brother functions (next and previous). During our modification, we can leave the values of the function (next and previous) unchanged when we choose a new starting point. This will improve the runtime without affecting the correctness.
Modifications of GORC
The modifications for GORC are a bit different from that of BFCF and BFCT. For heuristic one, we need to modify the condition in pass B to ensure that the depth first search traversal will only traverse an edge when it leads to a negative reduced cost. GORC has already implemented the reduced cost elimination heuristic, so we do not need to do any modification for heuristic two.
Experimental Setups
Results
The problem generator was developed by the authors of [Gol95] . It can be downloaded from the website http://www.avglab.com/andrew/index.html. There are several sets of data.
1. The Rand-5 families have a fixed network size n=2000000 and m=10000000.
The maximum arc length U is fixed at 32000 and the minimum arc length L varies from 0 to -64000 [Gol95] . 2. The SQNC families represent the square grid families. Vertices of these networks correspond to points on the x − y plane with integer coordinates [x, y], 0 < = x < = X, 0 < = y < = Y and X = Y . The SQNC01 family has no cycles. The SQNC02 family has sparse small negative cycles. The SQNC03 family has dense small negative cycles. The SQNC04 family has several long cycles. The SQNC05 family has Hamilton cycle. 3. The LNC families are the grid networks mentioned above but with Y =16.
The LNC01, LNC02, LNC03, LNC04 and LNC05 are similar to those in the SQNC families. 4. The PNC families are the layered networks. A layered network consists of layers 0. . . X-1. Each layer is a simple cycle plus a collection of arcs connecting randomly selected pairs of vertices on the cycle. In the PNC families each layer contains 32 vertices and X = n/32 [Gol95] . The PNC01, PNC02, PNC03, PNC04 and PNC05 are similar to those in the SQNC families.
There are 5 test cases for each row shown in the following tables. The number of scan operations shown is the average of the 5 test cases. The percentage improvement is calculated according to the number of operation of relaxing. Results with more than 10% faster or slower will be highlighted in different colors. Finally, the 'M' in front of the name of the algorithm implies the modified algorithm with our heuristics implemented. The results are shown in Appendix I.
Conclusion
In this paper, we described two heuristics that can be incorporated into a wide range of commonly used single source algorithms for the Negative Cycle Detection problem. The modifications are very simple, involving only adding several lines of code. After modification, all algorithms have increased the speed generally. There are significant results in the set of random graphs and no cycle graphs. We discovered that 69% of test cases have improved. Also, the improvements are sometimes dramatic, which have an improvement of a factor of 23, excluding the infinity case, while the worst case has only decreased by 85% only, which is comparably small when compared to the improvement. Table 11 . Results for a few long cycles graphs PNC04 Appendix II
Appendix I
Proof of Lemma 1
Consider a negative cost cycle C in a directed graph G(V, E) where C={v 0 , v 1 , . . . , v n−1 }. The accumulated costs on C starting from v 0 are {C 1,0 , C 1,1 ,. . . , C 1,n−1 }, where C 1,k is the accumulated cost at vertex v k starting from v 0 . First of all, at the end of the cycle, i.e. v n−1 , the accumulated cost (W cycle ) along this cycle must be negative. Secondly, there is at least one maximum accumulated cost C max on this cycle. Finally, there must be at least one edge, (v i ,v j ), where j = i+1, that is negative since there must be at least one negative edge on a negative cycle. Note that we can change the ordering of the vertices by choosing another "starting vertex". Suppose that we take v k as the starting vertex where v k has the largest accumulated cost (chose the last one if there is more than one), we will have the accumulated costs {C 2,k+1 , C 2,k+2 ,. . . , C 2,n−1 , C 2,0 , C 2,1 ,. . . , C 2,k }. 
