A vectorial nonlocal and nonlinear parabolic problem on a bounded domain for an intermediate state between type-I and type-II superconductivity is proposed. The domain is for instance a multiband superconductor that combines the characteristics of both types. The nonlocal term is represented by a (space) convolution with a singular kernel arising in Eringen's model. The nonlinearity is coming from the power law relation by Rhyner. The well-posedness of the problem is discussed under low regularity assumptions and the error estimate for a semi-implicit time-discrete scheme based on backward Euler approximation is established. In the proofs, the monotonicity methods and the Minty-Browder argument are used.
I. INTRODUCTION
In this contribution, a parametrized model is proposed and analyzed for an intermediate state between type-I and type-II superconductivity. It is supposed that a superconducting material occupies a bounded domain ⊂ R 3 with Lipschitz continuous boundary ∂ . The symbol ν denotes the outward unit normal vector on ∂ . The starting point of the modeling part of this article is the eddy current version of the Maxwell equations (i.e., the displacement current is neglected in Ampère's law):
∇ × E = −∂ t B, Faraday's law.
The eddy current approximation of Maxwell's equations is valid in highly conductive media, see [1, 2] . A linear dependence of the magnetic induction B on the magnetic field H is assumed, namely
where the constant μ > 0 represents the magnetic permeability of the material. Assuming ∇ · B| t=0 = 0, applying the divergence operator to Faraday's law (2) and integrating in time ensures that the magnetic induction remains divergence free for any positive time.
Superconductors are usually divided into two main types: type-I and type-II superconductors. The available macroscopic models for both types are pointed out in the following two subsections. For a detailed overview in the literature, see [3] [4] [5] .
A. Available Macroscopic Models for Type-I Superconductivity
The starting point for the macroscopic theory for type-I superconductivity is the phenomenological theory of superconductivity in 1935 by London and London. London and London explained that a macroscopic description of type-I superconductors involves a two-fluid model [6, 7] . The current density J is supposed to be the sum of a normal and superconducting part, that is
The normal density current J n is required to satisfy Ohm's law J n = σ E, where σ > 0 is the conductivity of the normal electrons and E the electric field. London and London postulated two equations for J s , in addition to Maxwell's equations, governing the electromagnetic field in a superconductor [6] : ∂ t J s = −1 E and ∇ × J s = − −1 B, where = me nse 2 , with n s the number of superelectrons per unit volume, m e and -e the mass and the electric charge of an electron respectively. These equations provide a correct description of two basic properties of superconductors: perfect conductivity and perfect diamagnetism [7] . The second London equation can be rewritten in the local form
because there exists a unique magnetic vector potential A since B is divergence free such that B = ∇ × A and ∇ · A = 0 if the domain is simply connected and A · ν = 0 on ∂ , cf. [8] . This local theory of London and London is generalized to nonlocal theories, for instance by Pippard and Eringen. Pippard's nonlocal law [9] fails to explain the vanishing of electrical resistance. For this reason, in this contribution, the nonlocal representation of the superconductive current by Eringen [10] is considered. This representation identifies the state of the superconductor, at time t, with the field H (·, t) and is given by the linear functional
where the singular kernel σ 0 : (0, ∞) → R is defined by 
with l the mean free path of the electrons in the material. Moreover, σ 0 is so chosen that it is possible to recover the London equations and the form given by Pippard [7, 10] . Taking the curl of (1) results into the following parabolic integro-differential equation
The well-posedness under low regularity assumptions of this nonlocal parabolic model is studied into detail in [11] . Also the error estimates for two time-discrete schemes (an implicit and a semi-implicit) based on backward Euler method are derived in [11] . In this contribution, some results of this article are used. Note that a fully discrete approximation scheme is proposed in [12] .
B. Available Macroscopic Models for Type-II Superconductivity
One of the first macroscopic models for type-II superconductors was Bean's critical-state model [13] . The model imposes that a current either flows at the critical level J c or does not flow at all. Many authors have studied this model [14] [15] [16] [17] [18] [19] . Unfortunately, Bean's critical-state model is not fully applicable to superconductors with smooth current-voltage characteristics. Another model frequently used in the modeling of type-II superconductors is the power law constitutive relation by Rhyner [20, 21] :
where σ c is some parameter that coordinates the dimensions of both sides in the expression. The value of n depends on the superconducting material and is a measure of the sharpness of the resistive transition. If n = 1, the relation (6) leads to the linear Ohm's law. If n → ∞, the solution to the power law formulation converges to the solution to Beans critical-state formulation [16, 17] . This relation in combination with Maxwell's equations is investigated in [22] [23] [24] [25] [26] . Using (1) and taking the curl of (6) leads to the following equation for the magnetic field:
C. Macroscopic Model for an Intermediate State Between Type-I and Type-II Superconductivity
Recently, there has been increased interest in superconductors with several superconducting components. They arise for instance in multiband superconductors. The classification into types-I and II is insufficient for such multicomponent superconductors [27] . For instance, physicists have found that the material "magnesium diboride" combines the characteristics of both types [28] [29] [30] . This leads to a complete new kind of superconductor, the so-called type-1.5 superconductors [29] , which allow coexistence of various properties of type-I and type-II superconductors. Type-1.5 materials can be made by placing a thin layer of type-I material onto a thin layer of type-II material [31] [32] [33] [34] . For more articles about type-1.5 superconductors, see [27, 35, 36] . From this viewpoint, by introducing a real parameter β ≥ 1 and a real function f (β), it is proposed to combine Eqs. (5) and (7) to
with
and where f ∈ C([1, ∞)) is monotonically decreasing and satisfies f (1) = 1 and 0 ≤ f (β) ≤ 1 for β > 1. Moreover, suppose that f is zero or very small for β > 7. For instance, f can take the following form
with α ∈ N and where k > 0 gives the speed of convergence to zero. This implies that g ∈ C( [1, ∞) ) is monotonically increasing with g(1) = 0 and 0 ≤ g(β) ≤ 1. Equation (8) simplifies to Eq. (5) for type-I superconductors in the case that β = 1. If 7 < β < 1000, then Eq. (8) equals or approximates Eq. (7) for type-II superconductivity depending on the choice of f. Note that in practical applications β is less than 1000, but in the analysis presented in this article is β allowed to be larger. In this contribution, the intermediate phase (1 < β ≤ 7) is attributed to an intermediate state between type-I and type-II superconductivity. The focus in this article is on the mathematical analysis of Eq. (8) and not on its implementation. In future research, the model need to be tested for the different values of β and the results should be compared with available results from physics.
The outline of this article is as follows. First, Section II summarizes the mathematical tools. Then, problem (8) is presented into detail in Section III and the well-posedness of the problem is shown in Section IV. More specific, a semi-implicit time-discrete numerical scheme is developed. The existence of a weak solution for each time step is shown. Also the convergence of the method is discussed and error estimates for the time-discretization are derived.
II. FUNCTIONAL SETTING
In this section are some standard notations introduced. Let 
The values C, ε, and C ε are generic and positive constants independent of the discretization parameter τ . The value ε is small and C ε = C + Cε + Cε −1 . To reduce the number of arbitrary constants, the notation a b is used if there exists a constant C such that a ≤ Cb. Finally, Abel's summation rule is recalled [37] :
A. Important Estimates
In this section, some useful estimates, who are crucial for the calculations, on the singular kernel and the related convolution appearing in Eq. (8) are mentioned. Using spherical coordinates, one can deduce that σ 0 (|x|)x belongs to L p ( ) for 1 ≤ p < 3. This implies that
Therefore, using Young's inequality it is true that
Note that the values ε and C ε in the right-hand side (RHS) of this inequality can be switched.
III. MACROSCOPIC MODEL FOR AN INTERMEDIATE STATE BETWEEN TYPE-I AND TYPE-II SUPERCONDUCTIVITY
For ease of exposition, it is assumed that μ = σ = σ c = 1 in (8) . Also a possible source term F is considered in the RHS of (8) . The aim of this article is to address the well-posedness of the following problem for β ≥ 1:
to design a numerical scheme for computations and to derive error estimates for the time discretization. To obtain the magnetic boundary condition in (11), it is assumed that the magnetic field outside the domain equals zero [8, p. 8] .
First, a variational formulation of (11) has to be established. The suitable choice for the space of test functions is
This is a closed subspace of the space
and is endowed with the same graph norm
Multiplying (11) by any ϕ ∈ V 0 , integrating over the domain and involving the Green theorem, it holds for a.e. t ∈ (0, T ] that
For each t ∈ (0, T ], there is looked for a solution H (t) ∈ V 0 . Each term of (15) has to be well defined for any H (t) and ϕ ∈ V 0 . This can be easily checked using the Cauchy and Hölder's inequality as follows (β ≥ 1)
Now, it is possible to define the following weak formulation. such that for any
Following theorem guarantees the uniqueness of the solution to problem (11).
Theorem 1 (Uniqueness). The problem (11) admits at most one solution
Proof. Assume that we have two solutions H 1 and
Using inequality (10) for the term on the RHS, we arrive at
We consider four cases:
• β = 1: then f (β) = 1 and g(β) = 0. Fixing a sufficiently small positive ε and applying the Grönwall argument, we get that H = 0 a.e. in Q T ; • 1 < β < 7: then f and g are strict positive. Again fixing a sufficiently small positive ε and applying the Grönwall argument gives that H = 0 a.e. in Q T ; • β ≥ 7 and f (β) = 0 for β ≥ 7: thus g(β) = σ −β c and the convolution term disappears out of the problem. We immediately obtain that H = 0 a.e. in Q T ; • β ≥ 7 and f (β) > 0 for β ≥ 7 but very small: analogously as the case 1 < β < 7.
Remark 1.
In the previous theorem are four cases considered depending on the value of the parameter β. These situations are not repeated in the remainder of the article but should be reconsidered by the reader in the stability analysis and the a priori estimates.
The following theorem describes the natural stability of the solution H of (11). This will give insight into the spaces where we look for a solution.
Theorem 2 (Stability
). Suppose F ∈ L 2 (0, T ), L 2 ( ) . 1. If H 0 ∈ L 2 ( ) then max t∈[0,T ] H (t) 2 + T 0 ∇ × H β+1 L β+1 ( ) ≤ C.
If ∇ · F (t)
= 0 = ∇ · H 0 then ∇ · H (t) = 0 for any t ∈ [0, T ]. 3. If H 0 ∈ V then max t∈[0,T ] ∇ × H (t) β+1 L β+1 ( ) + T 0 ∂ t H 2 ≤ C. 4. If ∂ t F ∈ L 2 (0, T ), L 2 ( ) , ∇ × (K 0 H 0 ) ∈ L 2 ( ), H 0 ∈ V 0 , ∇ × ∇ × H 0 ∈ L 2 ( ) and 5. ∇ × [|∇ × H 0 | β−1 ∇ × H 0 ] ∈ L 2 ( ) then max t∈[0,T ] ∂ t H (t) 2 ≤ C.
Proof. i. Setting ϕ = H (t) in (16) and integrating in time for t ∈ (0, T ), we get due to Lemma 2 that
Using the Cauchy and Young inequalities, inequality (10) for the last term on the RHS and Grönwall's argument (depending on the value of β) conclude the proof. ii. Take the divergence of (11) . Now, we set ϕ = ∂ t H in (16) and integrate in time for t ∈ (0, T ) to obtain
The last term in the RHS can be estimated as in [11, Theorem 2 (iii)] using integration by parts. Afterward, the result follows straight. iv. We differentiate (16) with respect to the time variable. Therefore, we need that (16) is fulfilled for t = 0. Knowing that
we may define
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Now, we set ϕ = ∂ t H and integrate in time for t ∈ (0, T ) to get that
In the last step, we have used that
Using the Cauchy and Young inequalities, (iii) and (10) to the RHS, and applying the Grönwall argument (depending on the value of β), we arrive at the result. Note that the second and third term in the left-hand side (LHS) cannot be zero together.
Remark 2.
To obtain higher regularity of the solution, higher regularity of the known data is required, see Lemma 2(iv).
IV. EXISTENCE OF A SOLUTION
To address the existence of a solution to (11) , the semidiscretization in time is used. This discretization is based on Rothe's method [40] . The interval [0, T ] is divided into n equidistant subintervals [t i−1 , t i ] with time step τ = T n < 1, thus t i = iτ , i = 0, . . . , n. With the standard notation for the discretized fields
the following linear recurrent semi-implicit scheme is proposed to approximate the original problem
which is equivalent to solving on each time step the operator equation
The solution from the previous time step is evaluated into the convolution term instead of the solution of the actual time step because this should be easier to implement. As mentioned before, the focus in this contribution is not on the implementation of the numerical scheme, but on its analysis. The existence and uniqueness of a weak solution on each time step is guaranteed by the following theorem. 
Theorem 3 (Uniqueness on a single time step
In particular, the strict monotonicity of A follows from Lemma 2.
First, basic stability result for h i are derived. The a priori estimates in part (i) and (iii) in the following theorem serve as uniform bounds to prove convergence. In the proofs, the following lemma is needed, see [42, Lemma 2.3] .
Lemma 3. Let g : R → R be a nonnegative continuous function such that G(s) := g(s)s is monotonically increasing. Let G be a primitive function of G. Then for any x, y ∈ R 3 it holds that
G (|y|) − G (|x|) ≤ g(|y|)y · (y − x). Lemma 4 (A priori estimates). Suppose that F ∈ L 2 (0, T ), L 2 ( ) . i. Let H 0 ∈ L 2 ( ). Then,
there exists a positive constant C such that
max 1≤i≤n h i 2 + n i=1 h i − h i−1 2 + n i=1 ∇ × h i β+1 L β+1 ( ) τ ≤ C for all τ < τ 0 . ii. If ∇ · H 0 = 0 = ∇ · f i then ∇ · h i = 0 for all i = 1, . . . , n. iii. If H 0 ∈ V then max 1≤i≤n ∇ × h i β+1 L β+1 ( ) + n i=1 δh i 2 τ ≤ C for all τ < τ 0 .
Proof.
i. Setting ϕ = h i in (17) , multiplying by τ and summing up for i = 1, . . . , j , we have
The first term on the LHS can be rewritten using Abel's summation rule. The third term can be estimated below thanks to Lemma 2. The second term on the RHS can be estimated as in [11, Lemma 2(i) ]. An application of Grönwall's lemma completes the proof. ii. The result can be readily obtained by applying the divergence operator to (17), multiplying by τ and summing up for i = 1, . . . , j , we have
The second term in the LHS can be estimated by Abel's summation rule. The third term on the LHS can be estimated below using Lemma 3 with g(s) = s β−1 . We obtain
The last term on the RHS can be estimated as in [11, Lemma 2(iii) ]. Using (i), we conclude the proof.
The existence of a weak solution is proved using Rothe's method. The following piecewise linear in time vector fields H n
and the piecewise constant in time fields H n are introduced
Similarly, the vector field F n is defined. The variational formulation (17) can be rewritten as
Now, the convergence of the sequences H n and H n to the unique weak solution of (11) is proved if τ → 0 or n → ∞.
Theorem 4 (Existence
) is a weak solution of (16) .
( ) are reflexive Banach spaces. Thanks to Lemma 4(i) and (iii), the sequence H n is bounded in
) . Therefore, the sequence H n contains a weakly convergence subsequence (denoted by the same symbol again) such that 
Thus, H n and H n have the same limit in 
Then, applying [40, Lemma 1.3.13], there exists a H ∈ C [0, T ], L 2 ( ) and a subsequence of H n (denoted by the same symbol again) for which we have that
Thanks to Lemma 4(iii), we have that
iii. In this part of the proof, we apply Minty-Browder's trick [45, Chapter 9] . Due to the monotonicity, see Lemma 2, we can write that
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. Furthermore, we obtain due to (i) and (ii) that
The inequality ( ) is valid by the weak lower semicontinuity of the norm. Therefore, passing to the limit for n → ∞ in (20), we get
Now, we show that z = |∇ × H | β−1 ∇ × H . First, we put u = H + εv for any v with ∇ × v ∈ L β+1 (0, T ), L β+1 ( ) and ε > 0. Then, we get for (21) after dividing by −ε that We pass to the limit for n → ∞. On the LHS, for the first term we use (ii), for the second term (i) and finally for the third term we apply (iii). For the RHS, we apply that Finally, differentiating the resulting identity with respect to the time variable t, shows that H is a weak solution of (16) . Up to now, we have only proven the convergence of the approximate solution only for a subsequence of H n . But, if we take into account Theorem 1, we obtain the convergence of the whole sequence to the unique weak solution of (16) in corresponding spaces.
The following theorem addresses the error estimates for the time discretization. 
Theorem 5 (Error
In the following estimates, we frequently use that
