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TAU-STRUCTURE FOR THE DOUBLE RAMIFICATION HIERARCHIES
ALEXANDR BURYAK, BORIS DUBROVIN, JE´RE´MY GUE´RE´, AND PAOLO ROSSI
Abstract. In this paper we continue the study of the double ramification hierarchy of [Bur15].
After showing that the DR hierarchy satisfies tau-symmetry we define its partition function as
the (logarithm of the) tau-function of the string solution and show that it satisfies various prop-
erties (string, dilaton and divisor equations plus some important degree constraints). We then
formulate a stronger version of the conjecture from [Bur15]: for any semisimple cohomological
field theory, the Dubrovin-Zhang and double ramification hierarchies are related by a normal
(i.e. preserving the tau-structure [DLYZ16]) Miura transformation which we completely iden-
tify in terms of the partition function of the CohFT. In fact, using only the partition functions,
the conjecture can be formulated even in the non-semisimple case (where the Dubrovin-Zhang
hierarchy is not defined). We then prove this conjecture for various CohFTs (trivial CohFT,
Hodge class, Gromov-Witten theory of CP1, 3-, 4- and 5-spin classes) and in genus 1 for any
semisimple CohFT. Finally we prove that the higher genus part of the DR hierarchy is basically
trivial for the Gromov-Witten theory of smooth varieties with non-positive first Chern class
and their analogue in Fan-Jarvis-Ruan-Witten quantum singularity theory [FJR13].
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1. Introduction
The double ramification (DR) hierarchy, introduced in [Bur15] by the first author and further
studied in [BR16a, BG16], is an integrable system of evolutionary Hamiltonian PDEs associ-
ated to any given cohomological field theory (CohFT) on the moduli space of curves Mg,n. In
its construction, the geometry of the cycles λg · DRg(a1, . . . , an) is involved, where λg is the
top Chern class of the Hodge bundle on Mg,n and DRg(a1, . . . , an) is the double ramification
cycle [Hai13], the push-forward to Mg,n of the virtual fundamental class of the moduli space
of maps to P1 relative to 0 and ∞, with ramification profile (orders of poles and zeros) given
by (a1, . . . , an) ∈ Zn.
The Dubrovin-Zhang hierarchy [DZ05] is another integrable system of tau-symmetric evolu-
tionary PDEs associated to any semisimple CohFT. It is a central object in the generalization
to any semisimple CohFT of the Witten-Kontsevich theorem [Wit91, Kon92]. This theorem,
which is equivalent to the Givental-Teleman reconstruction of the full CohFT starting from
genus 0 [Tel12], says that the partition function of the CohFT is (the logarithm of) the tau-
function of the topological solution to the DZ hierarchy.
It is natural to ask what is the relation between the DR and DZ hierarchies. While it is trivial
to see that they coincide in genus 0, in [Bur15] the first author, guided by the first computed
examples, conjectured that the two hierarchies are related by a Miura transformation, i.e. a
change of coordinates in the formal phase space on which the two hierarchies are defined. This
conjecture was proved in a number of examples in [BR16a, BG16], where some of the properties
of the DR hierarchy were also studied.
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In this paper, with the aim of better understanding the DR/DZ equivalence, we prove that
the DR hierarchy, as the DZ hierarchy, is tau-symmetric, which means that hamiltonian densi-
ties with a special symmetry property (a tau-structure) exist, such that, to each solution of the
hierarchy of PDEs, one can associate a single function of times, called a tau-function, encoding
the time evolution of all the above hamiltonian densities. We define the partition function of
the DR hierarchy as the tau-function of a special solution (the string solution, the analogue of
the topological solution in Dubrovin-Zhang’s theory).
We then formulate a stronger version of the DR/DZ equivalence conjecture: the DR and
DZ hierarchies are related by a Miura transformation preserving the tau-structures (a normal
Miura transformation, see [DLYZ16]).
This makes the comparison between the DR and DZ hierarchies much more direct, as we
can compare their respective partition functions (and the hierarchies themselves can be recon-
structed uniquely from the partition functions). This comparison and some vanishing results
for the DR partition function allow us to further predict the explicit form of the normal Miura
transformation in terms of the DZ partition function. Indeed, there is a unique normal Miura
transformation transforming the DZ partition function into a reduced partition function with
the same vanishing properties as the DR partition function. So our conjecture becomes that
this reduced DZ partition function and the DR partition function coincide.
One immediate application of the conjecture, when proved true, is to give a quantization of
any Dubrovin-Zhang hierarchy via the above equivalence to the DR hierarchy and the quantiza-
tion construction of [BR16b], see also [BG16] for more examples. Another application, in case
the conjecture holds for any CohFT, is to provide a form of the Witten-Kontsevich theorem
in the non-semisimple case. There are, moreover, implications on the study of relations in the
cohomology ring of Mg,n which will be addressed in a future work.
In this paper we prove the strong DR/DZ equivalence conjecture for the trivial CohFT, the
full Chern class of the Hodge bundle, the Gromov-Witten theory of CP1 and Witten’s 3-,
4- and 5-spin classes. Furthermore, we prove it in genus 1 for any semisimple CohFT. We
then remark that the DR hierarchy construction works also for generalized forms of CohFTs
(satisfying weaker axioms), like the partial CohFTs of [LRZ15] or the even part of the Gromov-
Witten theory of a target variety. We then study the higher genus deformations of the genus 0
DR/DZ hierarchies associated to 2-dimensional polynomial Frobenius manifolds which satisfy
the recursion equations from [BR16a] and compare it with the ones associated to Fan-Jarvis-
Ruan-Witten quantum singularity theory. Finally we show how the DR hierarchy associated
to the (even) Gromov-Witten theory of smooth varieties with non-positive first Chern class
is basically trivial in positive genus and the same result holds for the analogous situation in
Fan-Jarvis-Ruan-Witten quantum singularity theory [FJR13].
1.1. Acknowledgements. We would like to thank Andrea Brini, Guido Carlet, Rahul Pand-
haripande, Sergey Shadrin and Dimitri Zvonkine for useful discussions. A. B. was supported by
Grant ERC-2012-AdG-320368-MCSK in the group of R. Pandharipande at ETH Zurich, Grant
RFFI-16-01-00409 and the Marie Curie Fellowship (project ID 797635). B. D. was partially sup-
ported by PRIN 2010-11 Grant “Geometric and analytic theory of Hamiltonian systems in finite
and infinite dimensions” of Italian Ministry of Universities and Researches. J. G. was supported
by the Einstein foundation. P. R. was partially supported by a Chaire CNRS/Enseignement
superieur 2012-2017 grant.
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2. Double ramification hierarchy
In this section we briefly recall the main definitions from [Bur15] (see also [BR16a]). The
double ramification hierarchy is a system of commuting Hamiltonians on an infinite dimensional
phase space that can be heuristically thought of as the loop space of a fixed vector space. The
entry datum for this construction is a cohomological field theory in the sense of Kontsevich and
Manin [KM94]. Denote by cg,n : V
⊗n → Heven(Mg,n,C) the system of linear maps defining the
cohomological field theory, V its underlying N -dimensional vector space, η its metric tensor
and e1 ∈ V the unit of the cohomological field theory.
2.1. Formal loop space. The loop space of V will be defined somewhat formally by describing
its ring of functions. Following [DZ05] (see also [Ros10]), let us consider formal variables uαi ,
α = 1, . . . , N , i = 0, 1, . . ., associated to a basis e1, . . . , eN of V . Always just at a heuristic
level, the variable uα := uα0 can be thought of as the component u
α(x) along eα of a formal loop
u : S1 → V , where x is the coordinate on S1, and the variables uαx := uα1 , uαxx := uα2 , . . . as its
x-derivatives. We then define the ring AN of differential polynomials as the ring of polynomials
f(u; ux, uxx, . . .) in the variables u
α
i , i > 0, with coefficients in the ring of formal power series in
the variables uα = uα0 . We can differentiate a differential polynomial with respect to x by ap-
plying the operator ∂x :=
∑
i≥0 u
α
i+1
∂
∂uαi
(in general, we use the convention of sum over repeated
Greek indices, but not over repeated Latin indices). In the following, when it does not give
rise to confusion, we will often employ the lighter notation f(u) for a differential polynomial
f(u; ux, uxx, . . .). Finally, we consider the quotient ΛN of the ring of differential polynomials first
by additive constants and then by the image of ∂x, and we call its elements local functionals. A
local functional, that is the equivalence class of a differential polynomial f = f(u; ux, uxx, . . .),
will be denoted by f =
∫
fdx. Notice here that, since the operators ∂x and
∂
∂uα
commute, the
derivative ∂f
∂uα
is well defined in ΛN .
Differential polynomials and local functionals can also be described using another set of formal
variables, corresponding heuristically to the Fourier components pαk , k ∈ Z, of the functions
uα = uα(x). Let us, hence, define a change of variables
uαj =
∑
k∈Z
(ik)jpαke
ikx,(2.1)
which allows us to express a differential polynomial f(u; ux, uxx, . . .) as a formal Fourier series
in x where the coefficient of eikx is a power series in the variables pαj (where the sum of the
subscripts in each monomial in pαj equals k). Moreover, the local functional f corresponds to
the constant term of the Fourier series of f .
Let us describe a natural class of Poisson brackets on the space of local functionals. Given
an N × N matrix K = (Kµν) of differential operators of the form Kµν = ∑j≥0Kµνj ∂jx, where
the coefficients Kµνj are differential polynomials and the sum is finite, we define
{f, g}K :=
∫ (
δf
δuµ
Kµν
δg
δuν
)
dx,
where we have used the variational derivative δf
δuµ
:=
∑
i≥0(−∂x)i ∂f∂uµi . Imposing that such
bracket satisfies the anti-symmetry and the Jacobi identity will translate, of course, into con-
ditions for the coefficients Kµνj . An operator that satisfies such conditions will be called hamil-
tonian. A standard example of a hamiltonian operator is given by η∂x, where η is a constant
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nondegenerate symmetric matrix. The corresponding Poisson bracket also has a nice expression
in terms of the variables pαk :
{pαk , pβj }η∂x = ikηαβδk+j,0.(2.2)
Finally, we will need to consider extensions ÂN and Λ̂N of the spaces of differential polyno-
mials and local functionals. First, let us introduce a grading deg uαi = i and a new variable ε
with deg ε = −1. Then Â[k]N and Λ̂[k]N are defined, respectively, as the subspaces of degree k of
ÂN := AN [[ε]] and of Λ̂N := ΛN [[ε]]. Their elements will still be called differential polynomials
and local functionals. We can also define Poisson brackets as above, starting from a hamiltonian
operatorK = (Kµν), Kµν =
∑
i,j≥0(K
[i]
j )
µνεi∂jx, where (K
[i]
j )
µν ∈ AN and deg(K [i]j )µν = i−j+1.
The corresponding Poisson bracket will then have degree 1. In the sequel only such hamiltonian
operators will be considered.
A hamiltonian system of PDEs is a system of the form
∂uα
∂τi
= Kαµ
δhi
δuµ
, α = 1, . . . , N, i = 1, 2, . . . ,(2.3)
where hi ∈ Λ̂[0]N are local functionals with the compatibility condition {hi, hj}K = 0, for i, j ≥ 1.
The local functionals hi are called the Hamiltonians of the system (2.3).
2.2. Definition of the double ramification hierarchy. Consider an arbitrary cohomologi-
cal field theory cg,n : V
⊗n → Heven(Mg,n,C). We denote by ψi the first Chern class of the line
bundle over Mg,n formed by the cotangent lines at the i-th marked point. Denote by E the
rank g Hodge vector bundle over Mg,n whose fibers are the spaces of holomorphic one-forms.
Let λj := cj(E) ∈ H2j(Mg,n,C). The Hamiltonians of the double ramification hierarchy are
defined as follows:
gα,d :=
∑
g≥0
n≥2
(−ε2)g
n!
∑
a1,...,an∈Z∑
ai=0
(∫
Mg,n+1
DRg(0, a1, . . . , an)λgψ
d
1cg,n+1(eα ⊗⊗ni=1eαi)
)
n∏
i=1
pαiai ,
(2.4)
for α = 1, . . . , N and d = 0, 1, 2, . . .. Here DRg(a1, . . . , an) ∈ H2g(Mg,n,Q) is the double
ramification cycle. The restriction DRg(a1, . . . , an)|Mg,n can be defined as the Poincare´ dual to
the locus of pointed smooth curves [C, p1, . . . , pn] satisfying OC (
∑n
i=1 aipi)
∼= OC , and we refer
the reader, for example, to [Bur15] for the definition of the double ramification cycle on the
whole moduli space Mg,n. We will often consider the Poincare´ dual to the double ramification
cycle DRg(a1, . . . , an). It is an element of H2(2g−3+n)(Mg,n,Q) and, abusing our notations a
little bit, it will also be denoted by DRg(a1, . . . , an). In particular, the integral in (2.4) will
often be written in the following way:∫
DRg(0,a1,...,an)
λgψ
d
1cg,n+1(eα ⊗⊗ni=1eαi).(2.5)
The expression on the right-hand side of (2.4) can be uniquely written as a local functional
from Λ̂
[0]
N using the change of variables (2.1). Concretely it can be done in the following way.
The integral (2.5) is a polynomial in a1, . . . , an homogeneous of degree 2g. It follows from
Hain’s formula [Hai13], the result of [MW13] and the fact that λg vanishes on Mg,n \ Mctg,n,
where Mctg,n is the moduli space of stable curves of compact type. Thus, the integral (2.5) can
be written as a polynomial
Pα,d,g;α1,...,αn(a1, . . . , an) =
∑
b1,...,bn≥0
b1+...+bn=2g
P b1,...,bnα,d,g;α1,...,αna
b1
1 . . . a
bn
n .
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Then we have
gα,d =
∫ ∑
g≥0
n≥2
ε2g
n!
∑
b1,...,bn≥0
b1+...+bn=2g
P b1,...,bnα,d,g;α1,...,αnu
α1
b1
. . . uαnbn dx.
Note that the integral (2.5) is defined only when a1 + . . . + an = 0. Therefore the polyno-
mial Pα,d,g;α1,...,αn is actually not unique. However, the resulting local functional gα,d ∈ Λ̂[0]N
doesn’t depend on this ambiguity (see [Bur15]). In fact, in [BR16a], a special choice of differen-
tial polynomial densities gα,d ∈ Â[0]N for gα,d =
∫
gα,d dx is selected. They are defined in terms
of p-variables as
gα,d :=
∑
g≥0, n≥1
2g−1+n>0
(−ε2)g
n!
∑
a0,...,an∈Z∑
ai=0
(∫
DRg(a0,a1,...,an)
λgψ
d
1cg,n+1(eα ⊗⊗ni=1eαi)
)
n∏
i=1
pαiai e
−ia0x,
and converted univocally to differential polynomials using again the change of variables (2.1).
The fact that the local functionals gα,d mutually commute with respect to the standard
bracket η∂x was proved in [Bur15]. The system of local functionals gα,d, for α = 1, . . . , N ,
d = 0, 1, 2, . . ., and the corresponding system of hamiltonian PDEs with respect to the standard
Poisson bracket {·, ·}η∂x,
∂uα
∂tβq
= ηαµ∂x
δgβ,q
δuµ
, 1 ≤ α, β ≤ N, q ≥ 0
is called the double ramification hierarchy.
3. Tau-symmetric hamiltonian hierarchies
In this section, following [DZ05] (see also [DLYZ16]), we review basic notions and facts in
the theory of tau-symmetric hamiltonian hierarchies. We also find a simple sufficient condition
for a hamiltonian hierarchy to have a tau-structure.
3.1. Definition of a tau-structure. Consider the hamiltonian system defined by a hamilton-
ian operatorK = (Kαβ)1≤α,β≤N and a family of pairwise commuting local functionals hβ,q ∈ Λ̂[0]N ,
parameterized by two indices 1 ≤ β ≤ N and q ≥ 0, {hβ,q, hγ,p}K = 0:
∂uα
∂tβq
= Kαµ
δhβ,q
δuµ
, 1 ≤ α, β ≤ N, q ≥ 0.(3.1)
A hamiltonian system of this form is called a hamiltonian hierarchy. Let us assume that the
Hamiltonian h1,0 generates the spatial translations:
Kαµ
δh1,0
δuµ
= uαx .
Consider the ε-expansion K =
∑
i≥0 ε
iK [i]. The leading termK [0] is also a hamiltonian operator
and we have
(K [0])αβ = gαβ(u)∂x + b
αβ
γ (u)u
γ
x,
where gαβ(u) and bαβγ (u) are formal power series in u
1, . . . , uN . A tau-structure for the hierar-
chy (3.1) is a collection of differential polynomials hβ,q ∈ Â[0]N , 1 ≤ β ≤ N , q ≥ −1, such that
the following conditions hold:
(1) The local functionals hβ,−1 :=
∫
hβ,−1dx are Casimirs of the hamiltonian operator K,
Kαµ
δhβ,−1
δuµ
= 0.(3.2)
(2) The N Casimirs hβ,−1 are linearly independent.
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(3) We have
det(gαβ)
∣∣
u∗=0
6= 0.(3.3)
(4) For q ≥ 0, the differential polynomials hβ,q are densities for the Hamiltonians hβ,q,
hβ,q =
∫
hβ,qdx.(3.4)
(5) Tau-symmetry:
∂hα,p−1
∂tβq
=
∂hβ,q−1
∂tαp
, 1 ≤ α, β ≤ N, p, q ≥ 0.(3.5)
Recall that the bracket {f, h}K of a differential polynomial f ∈ ÂN and a local functional
h ∈ Λ̂[0]N is defined by
{f, h}K :=
∑
n≥0
∂f
∂uγn
∂nx
(
Kγµ
δh
δuµ
)
.(3.6)
Therefore, condition (3.5) can be equivalently written in the following way:
{hα,p−1, hβ,q}K = {hβ,q−1, hα,p}K .
Existence of a tau-structure imposes non-trivial constraints on a hamiltonian hierarchy. If a
tau-structure exists, it is not unique. We will see it in Section 3.6. A hamiltonian hierarchy (3.1)
with a fixed tau-structure will be called tau-symmetric.
3.2. Sufficient condition for existence of a tau-structure. Consider a hamiltonian hier-
archy (3.1). In the same way, as in the previous section, we assume that the Hamiltonian h1,0
generates the spatial translations. Suppose that K = η∂x, where η = (η
αβ)1≤α,β≤N is a sym-
metric non-degenerate constant complex matrix.
Proposition 3.1. Suppose that
∂hβ,q
∂u1
=
{
hβ,q−1, if q ≥ 1,∫
θβµu
µdx, if q = 0,
where θ = (θβµ) is a non-degenerate constant complex matrix. Then the differential polynomials
hβ,q :=
δhβ,q+1
δu1
, q ≥ −1,
define a tau-structure for the hierarchy (3.1).
Proof. We have hβ,−1 =
∫
θβµu
µdx. Clearly, these local functionals are Casimirs for the opera-
tor η∂x and are linearly independent. Condition (3.3) is obvious. Condition (3.4) is also clear,
since for q ≥ 0 we have ∫
hβ,qdx =
∫
δhβ,q+1
δu1
dx =
∂
∂u1
hβ,q+1 = hβ,q.
Let us check the tau-symmetry condition (3.5). We have the commutativity {hα,p, hβ,q}η∂x = 0.
Let us apply the variational derivative δ
δu1
to this equation. It is much easier to do it in the
p-variables (2.1). By (2.2), we have {hα,p, hβ,q}η∂x =
∑
n∈Z inη
µν ∂hα,p
∂p
µ
n
∂hβ,q
∂pν−n
. For the variational
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derivative we have δh
δuγ
=
∑
n∈Z e
−inx ∂h
∂p
γ
n
for any h ∈ Λ̂[0]N . Therefore, we get
0 =
δ
δu1
{hα,p, hβ,q}η∂x =
=
∑
n∈Z
e−inx
∂
∂p1n
(∑
m∈Z
imηµν
∂hα,p
∂pµm
∂hβ,q
∂pν−m
)
=
=
∑
m∈Z
imηµν
∂
∂pµm
(∑
n∈Z
e−inx
∂hα,p
∂p1n
)
∂hβ,q
∂pν−m
+
∑
m∈Z
imηµν
∂hα,p
∂pµm
∂
∂pν−m
(∑
n∈Z
e−inx
∂hβ,q
∂p1n
)
=
=
∑
m∈Z
imηµν
∂
∂pµm
(
δhα,p
δu1
)
∂hβ,q
∂pν−m
+
∑
m∈Z
imηµν
∂hα,p
∂pµm
∂
∂pν−m
(
δhβ,q
δu1
)
=
=
∑
m∈Z
imηµν
∂hα,p−1
∂pµm
∂hβ,q
∂pν−m
−
∑
m∈Z
imηµν
∂hβ,q−1
∂pµm
∂hα,p
∂pν−m
=
= {hα,p−1, hβ,q}η∂x − {hβ,q−1, hα,p}η∂x =
=
∂hα,p−1
∂tβq
− ∂hβ,q−1
∂tαp
.
The proposition is proved. 
3.3. Tau-functions. In this section we define a certain function associated to any solution of
a tau-symmetric hamiltonian hierarchy. This function is called the tau-function.
Consider a hamiltonian hierarchy (3.1). We again assume that the Hamiltonian h1,0 generates
the spatial translations. Suppose that differential polynomials hβ,q, 1 ≤ β ≤ N , q ≥ −1, define
a tau-structure for our hierarchy. From conditions (3.2) and (3.4) it follows that for any p, q ≥ 0
we have ∫
∂hα,p−1
∂tβq
dx = 0.(3.7)
The differential polynomial
∂hα,p−1
∂t
β
q
belongs to Â[1]N , therefore it doesn’t have a constant term.
Thus, equation (3.7) implies that there exists a unique differential polynomial Ωα,p;β,q ∈ Â[0]N
such that
∂xΩα,p;β,q =
∂hα,p−1
∂tβq
and Ωα,p;β,q|u∗∗=0 = 0.(3.8)
The differential polynomial Ωα,p;β,q is called the two-point correlation function of the given
tau-structure of the hierarchy. From condition (3.5) it follows that
Ωα,p;β,q = Ωβ,q;α,p(3.9)
and, moreover, it implies that the differential polynomial
∂Ωα,p;β,q
∂tγr
(3.10)
is symmetric with respect to all permutations of the pairs (α, p), (β, q), (γ, r). Since the
Hamiltonian h1,0 generates the spatial translations, equation (3.8) implies that ∂xΩα,p;1,0 =
∂xhα,p−1, p ≥ 0. Therefore,
Ωα,p;1,0 − hα,p−1 = C, p ≥ 0,(3.11)
where C is a constant.
Consider an arbitrary solution
uα = uα(x, t∗∗; ε) ∈ C[[x, t∗∗, ε]], α = 1, 2, . . . , N,
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of our hierarchy (3.1). In order to avoid convergence issues, we assume that uα(x, t∗∗; ε)|x=t∗∗=ε=0 =
0. Then equation (3.9) and the symmetry of (3.10) imply that there exists a function P ∈
ε−2C[[t∗∗, ε]] such that
(Ωα,p;β,q(u(x, t
∗
∗; ε); ux(x, t
∗
∗; ε), . . .))|x=0 = ε2
∂2P
∂tαp ∂t
β
q
, for any 1 ≤ α, β ≤ N and p, q ≥ 0.
The exponent τ := eP is called the tau-function of the solution uα = uα(x, t; ε) with respect
to the given tau-structure of our hierarchy. Since P ∈ ε−2C[[t∗∗, ε]], the exponent eP can’t be
defined in the usual sense. It can be considered as a generator of a rank 1 module over the
ring C[[t∗∗]][ε
−1, ε]]. Then the derivatives ∂τ
∂tαp
= ∂P
∂tαp
τ are correctly defined and are elements
of the same space (see e. g. the discussion in [Get99, Section 1.3]). These subtleties are not
so important for us, because we will mostly work with the function P = log τ . Clearly, the
tau-function τ(t; ε) is determined uniquely up to a transformation of the form
τ(t∗∗; ε) 7→ eε
−2(a(ε)+
∑
r≥0 bγ,r(ε)t
γ
r )τ(t∗∗; ε),(3.12)
where a(ε), bγ,r(ε) ∈ C[[ε]].
3.4. Miura transformations. Here we want to discuss changes of variables in the theory of
hamiltonian systems and introduce appropriate notations.
First of all, let us modify our notations a little bit. Recall that by AN we denoted the ring
of differential polynomials in the variables u1, . . . , uN . Since we are going to consider rings
of differential polynomials in different variables, we want to see the variables in the notation.
So for the rest of the paper we denote by Au1,...,uN the ring of differential polynomials in
variables u1, . . . , uN . The same notation is adopted for the extension Âu1,...,uN and for the
spaces of local functionals Λu1,...,uN and Λ̂u1,...,uN .
Consider changes of variables of the form
uα 7→ u˜α(u) =
∑
k≥0
εkfαk (u), α = 1, . . . , N,(3.13)
fαk ∈ Au1,...,uN , deg fαk = k,(3.14)
fα0 |u∗=0 = 0, det
(
∂fα0
∂uβ
)∣∣∣∣
u∗=0
6= 0.
They are called Miura transformations. These transformations form a group that is called the
Miura group. We say that the Miura transformation is close to identity if fα0 = u
α.
Any differential polynomial f(u) ∈ Âu1,...,uN can be rewritten as a differential polynomial
in the new variables u˜α. The resulting differential polynomial is denoted by f(u˜). The last
equation in line (3.14) guarantees that, if f(u) ∈ Â[d]
u1,...,uN
, then f(u˜) ∈ Â[d]
u˜1,...,u˜N
. In other
words, a Miura transformation defines an isomorphism Â[d]
u1,...,uN
≃ Â[d]
u˜1,...,u˜N
. In the same way
any Miura transformation identifies the spaces of local functionals Λ̂
[d]
u1,...,uN
and Λ̂
[d]
u˜1,...,u˜N
. For
any local functional h[u] ∈ Λ̂[d]
u1,...,uN
the image of it under the isomorphism Λ̂
[d]
u1,...,uN
∼→ Λ̂[d]
u˜1,...,u˜N
is denoted by h[u˜] ∈ Λ̂[d]
u˜1,...,u˜N
.
Let us describe the action of Miura transformations on hamiltonian systems. Consider a
hamiltonian system (2.3) and a Miura transformation (3.13). Then in the new variables u˜α,
the system (2.3) looks as follows:
∂u˜α
∂τi
= Kαµu˜
δhi[u˜]
δu˜µ
, where
Kαβu˜ =
∑
p,q≥0
∂u˜α(u)
∂uµp
∂px ◦Kµν ◦ (−∂x)q ◦
∂u˜β(u)
∂uνq
.(3.15)
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Suppose now that we have a tau-symmetric hamiltonian hierarchy (3.1) with a tau-structure
given by differential polynomials hβ,q. Then the differential polynomials hβ,q(u˜) define a tau-
structure for the hierarchy in the coordinates u˜α. Moreover, if uα = uα(x, t∗∗; ε) is a solution of
our hierarchy (3.1) and τ(t∗∗; ε) is its tau-function, then u˜
α = u˜α(u(x, t∗∗; ε); ux(x, t
∗
∗; ε), . . .) is a
solution of the hierarchy in the coordinates u˜α and τ(t∗∗; ε) is its tau-function.
Now we would like to formulate a simple technical lemma about the behavior of the constant
term of a hamiltonian operator under Miura transformations. The statement of this lemma was
already noticed in [BPS12b] (see Lemma 20 there). Let K be a hamiltonian operator. Consider
the expansion K =
∑
i≥0Ki∂
i
x, where Ki are matrices of differential polynomials.
Lemma 3.2. Suppose that K0 = 0 and a Miura transformation u
α 7→ u˜α(u) has the form
u˜α(u) = uα + ∂xr
α, where rα ∈ Â[−1]
u1,...,uN
. Then (Ku˜)0 = 0.
Proof. We compute
(Ku˜)
αβ
0 =
∑
p,q≥0
∑
s≥1
∂u˜α(u)
∂uµp
∂px
(
Kµνs ∂
s
x(−∂x)q
∂u˜β(u)
∂uνq
)
=
∑
p,q≥0
∑
s≥1
∂u˜α(u)
∂uµp
∂px
(
Kµνs ∂
s
x
δu˜β(u)
δuν
)
.
Since δu˜
β(u)
δuν
= δβν and K
µν
0 = 0, the last expression is equal to zero. The lemma is proved. 
3.5. Normal coordinates of a tau-symmetric hierarchy. Consider a hamiltonian hierar-
chy (3.1), where the Hamiltonian h1,0 generates the spatial translations. Suppose that differ-
ential polynomials hβ,q, q ≥ −1, define a tau-structure for our hierarchy. Note that if we add
some constants to hβ,q, then the resulting differential polynomials also define a tau-structure
for the hierarchy. Let us assume that hβ,−1|u∗∗=0 = 0. Recall that
(K [0])αβ = gαβ(u)∂x + b
αβ
γ (u)u
γ
x,(3.16)
where det(gαβ)
∣∣
u∗=0
6= 0. Then the matrix (gαβ) is symmetric, the inverse matrix (gαβ) defines
a flat metric and the functions Γγαβ(u) := −gαµ(u)bµγβ (u) are the coefficients of the Levi-Civita
connection corresponding to this metric (see [DN83]). The space of Casimirs of the opera-
tor (3.16) is N -dimensional and is spanned by the local functionals
∫
vα(u)dx, α = 1, 2, . . . , N ,
where vα(u1, . . . , uN) are flat coordinates for the metric (gαβ). Since the local functionals hα,−1
are linearly independent, the differential polynomials hα,−1 have the form
hα,−1 = vα(u) +O(ε),
where vα(u) are flat coordinates for the metric (gαβ) and vα(0) = 0. Therefore, the func-
tions hα,−1 define a Miura transformation
uα 7→ u˜α(u) = hα,−1.
The dependent variables u˜1, . . . , u˜N are called the normal coordinates with respect to the given
tau-structure. The hamiltonian operator in the normal coordinates u˜1, . . . , u˜N has the form
(Ku˜)αβ = ηαβ∂x +O(ε)
with a constant symmetric invertible matrix (ηαβ). The variables
u˜α := ηαµu˜µ,
where (ηαβ) := (ηαβ)
−1, are also called the normal coordinates.
Suppose that the coordinates uα are already normal for the given tau-structure. It means
that the hamiltonian operator K = (Kαβ) has the form Kαβ = ηαβ∂x + O(ε) for some con-
stant symmetric non-degenerate matrix η and that hα,−1 = ηαµu
µ. Then the equations of the
hierarchy can be written in the following way using the two-point functions:
∂uα
∂tβq
= ηαµ∂xΩµ,0;β,q.
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3.6. Normal Miura transformations. Consider a hamiltonian hierarchy (3.1), where the
Hamiltonian h1,0 generates the spatial translations. Suppose that differential polynomials hβ,q,
q ≥ −1, define a tau-structure for the hierarchy. Consider a differential polynomial F ∈ Â[−2]N .
Define differential polynomials h˜β,q ∈ Â[0]N , q ≥ −1, by
h˜β,q := hβ,q + ∂x
∂F
∂tβq+1
= hβ,q + ∂x{F , hβ,q+1}K ,
where the bracket {F , hβ,q+1}K was defined by equation (3.6). It is easy to see that the differ-
ential polynomials h˜α,p define another tau-structure for our hierarchy.
Let uα(x, t∗∗; ε) be a solution of our hierarchy (3.1). Let τ(t
∗
∗; ε) be the tau-function of this
solution with respect to the previous tau-structure. Then it is easy to see that the function
τ˜ (t∗∗; ε) = e
ε−2F(u(x,t∗∗;ε);ux(x,t
∗
∗;ε),...)
∣∣∣
x=0
τ(t∗∗; ε)
is the tau-function of this solution with respect to the new tau-structure.
Suppose now that the coordinates uα are normal for our hierarchy. Therefore, the hamiltonian
operatorK = (Kαβ) has the formKαβ = ηαβ∂x+O(ε), where η = (η
αβ) is a constant symmetric
non-degenerate matrix, and hα,−1 = ηαµu
µ. Consider the Miura transformation
uα 7→ u˜α(u) = uα + ηαµ∂x∂F
∂tµ0
= uα + ηαµ∂x{F , hµ,0}K
and the hierarchy (3.1) in the coordinates u˜α. The differential polynomials h˜α,p(u˜) define a tau-
structure for this hierarchy. Clearly the coordinates u˜α are normal for this tau-structure. As
a result, we have constructed the transformation that transforms an arbitrary tau-symmetric
hamiltonian hierarchy written in normal coordinates to another tau-symmetric hamiltonian
hierarchy also written in normal coordinates. These transformations form a group and are
called normal Miura transformations.
3.7. Uniqueness of a tau-structure in normal coordinates. Consider a hamiltonian hi-
erarchy (3.1), where the Hamiltonian h1,0 generates the spatial translations, and with a tau-
structure given by differential polynomials hβ,q, q ≥ −1.
Lemma 3.3. Suppose that the coordinates uα are normal and that hβ,q|u∗∗=0 = 0. Then the tau-
symmetric densities hβ,q are uniquely determined by the Hamiltonians hα,p and the hamiltonian
operator K.
Proof. Since the coordinates uα are normal, we have Kαβ = ηαβ∂x + O(ε) and u
α = ηαµhµ,−1.
The tau-symmetry (3.5) implies that
∂hα,p−1
∂t10
=
∂h1,−1
∂tαp
for p ≥ 0. Since the Hamiltonian h1,0
generates the spatial translations, we have
∂hα,p−1
∂t10
= ∂xhα,p−1. On the other hand,
∂h1,−1
∂tαp
=
η1,µ
∂uµ
∂tαp
= η1,µK
µν δhα,p
δuν
. Therefore we get
∂xhα,p−1 = η1,µK
µν δhα,p
δuν
.(3.17)
Since hα,p−1|u∗∗=0 = 0, equation (3.17) uniquely determines the differential polynomials hα,p−1.

4. Tau-structure and the partition function of the double ramification
hierarchy
In this section we define a tau-structure for the double ramification hierarchy and construct a
specific tau-function. We call this tau-function the partition function of the double ramification
hierarchy and consider it as an analogue of the partition function of the cohomological field
theory.
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4.1. Tau-structure for the double ramification hierarchy. Consider an arbitrary coho-
mological field theory cg,n : V
⊗n → Heven(Mg,n,C) and the associated double ramification hi-
erarchy. Define differential polynomials hDRα,p ∈ Â[0]N , p ≥ −1, by
hDRα,p :=
δgα,p+1
δu1
.
Proposition 4.1. The differential polynomials hDRα,p , p ≥ −1, define a tau-structure for the
double ramification hierarchy.
Proof. By [Bur15, Lemma 4.3], the Hamiltonian g1,0 generates the spatial translations. Lemma 4.6
from [Bur15] says that
∂gα,d
∂u1
=
{
gα,d−1, if d ≥ 1,∫
ηαµu
µdx, if d = 0.
Thus, the proposition follows from Proposition 3.1. 
4.2. Partition function of the double ramification hierarchy. Let (ustr)α(x, t∗∗; ε) be the
string solution of the double ramification hierarchy (see [Bur15]). Recall that it is defined as a
unique solution that satisfies the initial condition
(ustr)α
∣∣
t∗∗=0
= δα,1x.(4.1)
We want to define the partition function of the double ramification hierarchy as the tau-function
of the string solution with respect to the tau-structure constructed in the previous section.
However, there is an ambiguity described by equation (3.12). Our idea is to fix this ambiguity
in such a way that the resulting partition function will satisfy the string and the dilaton
equations. Let us describe the construction in details.
Denote by ΩDRα,p;β,q the two-point functions of the tau-structure constructed in the previous
section. Since hDRα,p and gα,p differ by a total x-derivative and by definition gα,p|u∗∗=0 = 0, we
also have hDRα,p
∣∣
u∗∗=0
= 0, therefore equation (3.11) implies that
ΩDRα,p;1,0 = h
DR
α,p−1 =
δgα,p
δu1
, p ≥ 0.(4.2)
Introduce a power series ΩDR,strα,p;β,q ∈ C[[t∗∗, ε]] by
ΩDR,strα,p;β,q :=
(
ΩDRα,p;β,q
∣∣
u
γ
n=(ustr)
γ
n
)∣∣∣
x=0
,
where (ustr)γn := ∂
n
x (u
str)γ. Consider g, n ≥ 0 such that 2g − 2 + n > 0. Let d1, . . . , dn ≥ 0 and
1 ≤ α1, . . . , αn ≤ N . We define the double ramification correlator 〈τd1(eα1) . . . τdn(eαn)〉DRg by
〈τd1(eα1) . . . τdn(eαn)〉DRg := Coefε2g
(
∂n−2ΩDR,strα1,d1;α2,d2
∂tα3d3 . . . ∂t
αn
dn
)∣∣∣∣∣
t∗∗=0
, if n ≥ 2;
〈τd(eα)〉DRg := Coefε2gΩDR,strα,d+1;1,0
∣∣∣
t∗∗=0
, if g ≥ 1;(4.3)
〈〉DRg :=
1
2g − 2 Coefε2gΩ
DR,str
1,2;1,0
∣∣∣
t∗∗=0
, if g ≥ 2.(4.4)
Define the potential of the double ramification hierarchy by
FDR(t∗∗; ε) :=
∑
g≥0
ε2gFDRg (t
∗
∗), where
FDRg (t
∗
∗) :=
∑
n≥0
2g−2+n>0
1
n!
∑
d1,...,dn≥0
〈
n∏
i=1
τdi(eαi)
〉DR
g
n∏
i=1
tαidi .
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Obviously, we have
ΩDR,strα,p;β,q =
∂2FDR
∂tαp ∂t
β
q
.
The partition function of the double ramification hierarchy is defined by
τDR := eε
−2FDR.
It is clear that the partition function τDR is the tau-function of the string solution (ustr)α.
4.3. Genus 0 part. Recall that the correlators of the cohomological field theory are defined
by
〈τd1(eα1) . . . τdn(eαn)〉g :=
∫
Mg,n
cg,n(⊗ni=1eαi)
n∏
i=1
ψdii , 2g − 2 + n > 0.
It is convenient to have a separate notation for the three-point correlators in genus 0:
θαβγ := 〈τ0(eα)τ0(eβ)τ0(eγ)〉0 , θαβγ := ηαµθµβγ .
The potential F (t∗∗; ε) of the cohomological field theory is
F (t∗∗; ε) :=
∑
g≥0
ε2gFg(t
∗
∗), where
Fg(t
∗
∗) :=
∑
n≥0
2g−2+n>0
1
n!
∑
d1,...,dn≥0
〈
n∏
i=1
τdi(eαi)
〉
g
n∏
i=1
tαidi .
The partition function of the cohomological field theory is defined by
τ := eε
−2F .
Lemma 4.2. We have FDR0 = F0.
Proof. In [Bur15] it was noticed that the double ramification hierarchy in genus 0 coincides with
the principal hierarchy associated to the genus 0 part of the cohomological field theory (see
e.g. [BPS12b]). Both hierarchies are written in normal coordinates, therefore, by Lemma 3.3,
their tau-structures also coincide. The function eε
−2F0 is the tau-function of the topological
solution (vtop)α = ηαµ ∂
2F0
∂t
µ
0 ∂t
1
0
∣∣∣
t10 7→t
1
0+x
of the principal hierarchy. This solution satisfies the same
initial condition (4.1), as the string solution (ustr)α of the double ramification hierarchy. There-
fore, (vtop)α = (ustr)α|ε=0. Both F0 and FDR0 start with cubic terms in tγn, thus, from (3.12) we
conclude that FDR0 = F0. 
5. Geometric properties of the double ramification cycle
In this section we prove geometric properties of the double ramification cycles that will be
important in the study of the double ramification correlators.
5.1. Divisibility property. Consider the moduli space of stable curves of compact typeMctg,n.
Let b1, . . . , bn be integers satisfying b1 + b2+ . . .+ bn = 0. Hain’s formula [Hai13] together with
the result of [MW13] imply that
DRg(b1, . . . , bn)|Mctg,n =
1
g!
 n∑
j=1
b2jψ
†
j
2
−
∑
J⊂{1,...,n}
|J |≥2
( ∑
i,j∈J,i<j
bibj
)
δJ0 −
1
4
∑
J⊂{1,...,n}
g−1∑
h=1
b2Jδ
J
h

g
,
(5.1)
where ψ†j denotes the ψ-class that is pulled back from Mg,1, the integer bJ is the sum
∑
j∈J bj
and the class δJh represents the divisor whose generic point is a nodal curve made of one smooth
component of genus h with the marked points labeled by the list J and of another smooth
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component of genus g − h with the remaining marked points, joined at a separating node.
Formula (5.1) implies that the class
DRg
(
−
∑n
i=1
ai, a1, . . . , an
)∣∣∣
Mctg,n+1
∈ H2g(Mctg,n+1,Q)
is a polynomial in variables a1, . . . , an, homogeneous of degree 2g. Let π : Mctg,n+1 →Mctg,n be
the forgetful map that forgets the last marked point.
Lemma 5.1. Let g, n ≥ 1. Then the polynomial class
π∗
(
DRg
(
−
∑n
i=1
ai, a1, a2, . . . , an
))∣∣∣
Mctg,n
∈ H2g−2(Mctg,n,Q)
is divisible by a2n.
Proof. During the proof we work in the cohomology of Mctg,n. We have (see e.g. [Bur15])
DRg
(
−
∑n−1
i=0
ai, a1, . . . , an−1, 0
)
= π∗
(
DRg
(
−
∑n−1
i=0
ai, a1, . . . , an−1
))
.
Therefore, π∗
(
DRg
(−∑n−1i=1 ai, a1, a2, . . . , an−1, 0)) = 0. Hence, it remains to prove that
π∗
(
∂
∂an
DRg
(
−
∑n
i=1
ai, a1, a2, . . . , an
))∣∣∣∣
an=0
= 0.
Let a0 := −(a1 + . . .+ an) and
T (a1, . . . , an) :=
n∑
i=0
a2iψ
†
i
2
−
∑
J⊂{0,1,...,n}
|J |≥2
( ∑
i,j∈J,i<j
aiaj
)
δJ0 −
1
4
∑
J⊂{0,1,...,n}
g−1∑
h=1
a2Jδ
J
h ∈ H2(Mctg,n+1,Q).
(5.2)
Here we index marked points on a curve from Mctg,n+1 by 0, 1, . . . , n. Equation (5.1) says that
DRg(a0, a1, . . . , an) =
1
g!
T (a1, . . . , an)
g. Therefore,
∂
∂an
DRg(a0, a1, . . . , an) =
1
(g − 1)!T (a1, . . . , an)
g−1 ∂
∂an
T (a1, . . . , an).
From equation (5.2) it is easy to see that T (a1, . . . , an−1, 0) = π
∗(T (a1, . . . , an−1)). Thus,
π∗
(
∂
∂an
DRg (a0, a1, a2, . . . , an)
)∣∣∣∣
an=0
=
T (a1, . . . , an−1)
g−1
(g − 1)! π∗
(
∂
∂an
T (a1, . . . , an)
)∣∣∣∣
an=0
.
Therefore, it is sufficient to prove that π∗
(
∂
∂an
T (a1, . . . , an)
)∣∣∣
an=0
= 0. Note that π∗(ψ
†
i ) = 0
for 0 ≤ i ≤ n− 1, and that ∂
∂an
(a2nψ
†
n)
∣∣∣
an=0
= 0. We also have
π∗(δ
J
0 ) =
{
[Mctg,n], if |J | = 2 and n ∈ J ;
0, otherwise;
π∗(δ
J
h ) = 0, if 1 ≤ h ≤ g − 1.
Therefore,
π∗
(
∂
∂an
T (a1, . . . , an)
)∣∣∣∣
an=0
=
(
∂
∂an
(
−
∑n−1
i=0
aian
))∣∣∣∣
an=0
[Mctg,n] =
=
(
∂
∂an
a2n
)∣∣∣∣
an=0
[Mctg,n] = 0.
The lemma is proved. 
Consider an arbitrary cohomological field theory cg,n : V
⊗n → Heven(Mg,n,Q).
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Corollary 5.2. Let g, n ≥ 1. Then∫
DRg(−
∑n
i=1 ai−b,a1,...,an,b)
λgψ
d
2cg,n+2(⊗n+1i=1 eαi ⊗ e1) =
=
{∫
DRg(−
∑n
i=1 ai−b,a1+b,a2,...,an)
λgψ
d−1
2 cg,n+1(⊗n+1i=1 eαi) +O(b2), if d ≥ 1;
O(b2), if d = 0.
Proof. Denote the string a1, . . . , an byA and the tensor product⊗n+1i=1 eαi by eα. Let π : Mg,n+2 →
Mg,n+1 be the forgetful map that forgets the last marked point. If d = 0, then∫
DRg(−
∑
ai−b,A,b)
λgcg,n+2(eα ⊗ e1) =
∫
π∗DRg(−
∑
ai−b,A,b)
λgcg,n+1(eα)
by Prop. 5.1
= O(b2).
If d ≥ 1, then ψd2 = π∗(ψd2) + δ{2,n+2}0 · π∗(ψd−12 ). We compute∫
DRg(−
∑
ai−b,A,b)
λgπ
∗(ψd2)cg,n+2(eα ⊗ e1) =
∫
π∗DRg(−
∑
ai−b,A,b)
λgψ
d
2cg,n+1(eα)
by Prop. 5.1
= O(b2).
We have the formula (see [BSSZ15])
δ
{2,n+2}
0 · DRg
(
−
∑
ai − b, A, b
)
= DR0(a1, b,−a1 − b)⊠ DRg
(
−
∑
ai − b, A′, a1 + b
)
,
where A′ is the string a2, . . . , an and the notation ⊠ is explained in [BSSZ15, Section 2.1]. Thus,∫
DRg(−
∑
ai−b,A,b)
λgδ
{2,n+2}
0 π
∗(ψd−12 )cg,n+2(eα ⊗ e1) =
∫
DRg(−
∑
ai−b,a1+b,A′)
λgψ
d−1
2 cg,n+1(eα).
The corollary is proved. 
Corollary 5.3. Let g, n,m ≥ 1. Then we have∫
DRg(−
∑n
i=1 ai−
∑m
j=1 bj ,a1,...,an,b1,...,bm)
λgψ
d
2cg,n+m+1(⊗n+1i=1 eαi ⊗ em1 ) =
=
{∫
DRg(−
∑
ai−
∑
bj ,a1+
∑
bj ,a2,...,an)
λgψ
d−m
2 cg,n+1(⊗n+1i=1 eαi) +O(b21) + . . .+O(b2m), if d ≥ m;
O(b21) + . . .+O(b
2
m), if d < m.
Proof. The corollary immediately follows from Corollary 5.2. 
5.2. Double ramification cycle and fundamental class. Let g, n ≥ 0 be such that 2g −
2 + n > 0. Denote by π : Mg,n+g → Mg,n the forgetful map, that forgets the last g marked
points. The following statement was proved in [BSSZ15] (see Example 3.7 there).
Lemma 5.4 ([BSSZ15]). We have π∗ (DRg(a1, . . . , an+g)) = g!a
2
n+1 . . . a
2
n+g[Mg,n].
6. Properties of the double ramification correlators
In this section we study properties of the double ramification correlators. In Section 6.1 we
derive an explicit formula for the one-point double ramification correlators. In Sections 6.2
and 6.3 we prove the string and the dilaton equations for the potential FDR. In Section 6.4 we
consider the cohomological field theory associated to the Gromov-Witten theory of a smooth
projective variety and derive the divisor equation for FDR. In Section 6.5 we consider a homo-
geneous cohomological field theory and prove a homogeneity condition for the potential FDR.
In Section 6.6 we prove a certain high degree vanishing of the double ramification correlators.
All properties from Sections 6.2-6.6 are analagous to the properties of the usual potential F of
a cohomological field theory, though the proofs are very different. However, in Section 6.7 we
derive a certain low degree vanishing of the double ramification correlators that doesn’t have
an analogue for the usual correlators of a cohomological field theory.
In all parts of this section we consider an arbitrary cohomological field theory cg,n : V
⊗n →
Heven(Mg,n,C), unless otherwise specified.
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6.1. One-point correlators. In this section we prove an explicit formula for the one-point
double ramification correlators 〈τd(eα)〉DRg .
Proposition 6.1. 1) Let g ≥ 1, then we have
〈τ0(e1)τd(eα)〉DRg =
{
Coefa2g
(∫
DRg(a,−a)
λgψ
d−2g
1 cg,2(eα ⊗ e1)
)
, if d ≥ 2g;
0, if d < 2g.
2) We have
〈τd(eα)〉DRg =
{
Coefa2g
(∫
DRg(a,−a)
λgψ
d+1−2g
1 cg,2(eα ⊗ e1)
)
, if d ≥ 2g − 1 and g ≥ 1;
0, if d < 2g − 1 and g ≥ 1.
〈〉DRg =0, g ≥ 2.
Proof. Obviously, part 2 follows from part 1 and the definitions (4.3) and (4.4). Let us prove
part 1. Note that
(ustr)γn
∣∣
x=0
t∗∗=0
= δn,1δ
γ,1.
Then we compute
〈τ0(e1)τd(eα)〉DRg = Coefε2gΩDR,strα,d;1,0
∣∣∣
t∗∗=0
= Coefε2gΩ
DR
α,d;1,0
∣∣
u
γ
n=δγ,1δn,1
by (4.2)
= Coefε2g
δgα,d
δu1
∣∣∣∣
u
γ
n=δγ,1δn,1
.
Let us now formulate the following simple lemma.
Lemma 6.2. Let f ∈ AN be a differential polynomial of degree d. Consider the decomposition
f |uγn=∑a∈Z(ia)npγaeiax =
∑
k≥0
∑
a1,...,ak∈Z
Pα1,...,αk(a1, . . . , ak)p
α1
a1
. . . pαkak e
ix
∑
aj ,
where Pα1,...,αk(a1, . . . , ak) are polynomials of degree d. Then we have
f |uγn=δγ,1δn,1 = (−i)dCoefa1a2...adP1,...,1(a1, a2, . . . , ad).
Proof. Clearly, it is sufficient to check the lemma when f is a monomial uβ1d1 . . . u
βk
dk
. In this case
the proof consists of a simple direct computation. 
We have
Coefε2g
δgα,d
δu1
∣∣∣∣
u
γ
n=
∑
a∈Z(ia)
np
γ
aeiax
=
=
∑
n≥1
(−1)g
n!
∑
a1,...,an∈Z
(∫
DRg(0,−
∑
ai,a1,...,an)
λgψ
d
1cg,n+2(eα ⊗ e1 ⊗⊗ni=1eαi)
)
n∏
i=1
pαiai e
ix
∑
ai .
Therefore, by Lemma 6.2, we get
Coefε2g
δgα,d
δu1
∣∣∣∣
u
γ
n=δγ,1δn,1
=
1
(2g)!
Coefa1...a2g
(∫
DRg(0,−
∑
ai,a1,...,a2g)
λgψ
d
1cg,2g+2(eα ⊗ e2g+11 )
)
=
by Cor. 5.3
=
{
1
(2g)!
Coefa1...a2g
(∫
DRg(
∑
ai,−
∑
ai)
λgψ
d−2g
1 cg,2(eα ⊗ e1)
)
, if d ≥ 2g;
0, if d < 2g.
=
{
Coefa2g
(∫
DRg(a,−a)
λgψ
d−2g
1 cg,2(eα ⊗ e1)
)
, if d ≥ 2g;
0, if d < 2g.
The proposition is proved. 
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6.2. String equation. Let us prove the string equation for the potential FDR.
Proposition 6.3. We have
∂FDR
∂t10
=
∑
n≥0
tαn+1
∂FDR
∂tαn
+
1
2
ηαβt
α
0 t
β
0 .(6.1)
Proof. It is convenient to use the following conventions:
gα,−1 :=
∫
ηαµu
µdx,
hDRα,−2 := ηα,1,
ΩDRα,p;β,q := 0, if p or q is negative.
In [Bur15, Lemma 4.6] it was proved that
∂gα,d+1
∂u1
= gα,d, d ≥ −1.(6.2)
Taking the variational derivative δ
δu1
of both sides we get
∂hDRα,d
∂u1
= hDRα,d−1, d ≥ −1.(6.3)
We divide the proof of the proposition into three steps.
Step 1. Let us prove that
∂ΩDRα,p;β,q
∂u1
= ΩDRα,p−1;β,q + Ω
DR
α,p;β,q−1 + δp,0δq,0ηαβ , p, q ≥ 0.(6.4)
We compute
∂x
∂ΩDRα,p;β,q
∂u1
=
∂
∂u1
(∑
n≥0
∂hDRα,p−1
∂uγn
∂n+1x η
γµ
δgβ,q
δuµ
)
by (6.2) and (6.3)
=(6.5)
=
∑
n≥0
∂hDRα,p−2
∂uγn
∂n+1x η
γµ
δgβ,q
δuµ
+
∑
n≥0
∂hDRα,p−1
∂uγn
∂n+1x η
γµ
δgβ,q−1
δuµ
=
=∂xΩ
DR
α,p−1;β,q + ∂xΩ
DR
α,p;β,q−1.
Therefore,
∂ΩDRα,p;β,q
∂u1
− ΩDRα,p−1;β,q − ΩDRα,p;β,q−1 = C, where C is a constant. Since
∂ΩDRα,p;β,q
∂u1
∣∣∣
u∗∗=0
=
δp,0δq,0ηαβ , we get C = δp,0δq,0ηαβ. Therefore, equation (6.4) is proved.
Step 2. Let us prove that(
∂
∂t10
−
∑
n≥0
tγn+1
∂
∂tγn
)
ΩDR,strα,p;β,q = Ω
DR,str
α,p−1;β,q + Ω
DR,str
α,p;β,q−1 + δp,0δq,0ηαβ.(6.6)
Let O := ∂
∂t10
−∑n≥0 tγn+1 ∂∂tγn . We have OΩDR,strα,p;β,q =
(∑
n≥0
∂ΩDRα,p;β,q
∂u
γ
n
∣∣∣
u
µ
r=(ustr)
µ
r
O(ustr)γn
)∣∣∣∣
x=0
.
Recall that O(ustr)γ = δγ,1 (see [Bur15, Lemma 4.7]). Therefore,
OΩDR,strα,p;β,q =
∂ΩDRα,p;β,q
∂u1
∣∣∣∣∣
u
γ
n=(ustr)
γ
n
∣∣∣∣∣∣
x=0
by (6.4)
= ΩDR,strα,p−1;β,q + Ω
DR,str
α,p;β,q−1 + δp,0δq,0ηαβ .
Thus, equation (6.6) is proved.
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Step 3. Let us finally prove the proposition. Equation (6.1) is equivalent to the following
system of equations for the double ramification correlators:〈
τ0(e1)
n∏
i=1
τdi(eαi)
〉DR
g
=
∑
1≤i≤n
di>0
〈
τdi−1(eαi)
n∏
j 6=i
τdj (eαj )
〉DR
g
, if 2g − 2 + n > 0,(6.7)
〈τ0(e1)τp(eα)τq(eβ)〉DR0 =δp,0δq,0ηαβ ,(6.8)
〈τ0(e1)〉DR1 =0.(6.9)
Equation (6.7) for n ≥ 2 follows from equation (6.6). For n = 1 equation (6.7) is equivalent to
the equation
〈τ0(e1)τd(eα)〉DRg =
{
〈τd−1(eα)〉DRg , if g ≥ 1 and d ≥ 1;
0, if g ≥ 1 and d = 0;
that follows from definition (4.3) and Proposition 6.1. Equation (6.7) for n = 0 together with
equation (6.9) say that 〈τ0(e1)〉DRg = 0 for g ≥ 1. This again follows from Proposition 6.1.
Equation (6.8) follows from Lemma 4.2. The proposition is proved. 
Note that the string equation (6.1) for FDR is almost the same as the usual string equation
for the potential F :
∂F
∂t10
=
∑
n≥0
tαn+1
∂F
∂tαn
+
1
2
ηαβt
α
0 t
β
0 + ε
2 〈τ0(e1)〉1 .(6.10)
6.3. Dilaton equation. Here we prove the dilaton equation for FDR.
Proposition 6.4. We have
∂FDR
∂t11
= ε
∂FDR
∂ε
+
∑
n≥0
tαn
∂FDR
∂tαn
− 2FDR + ε2N
24
.(6.11)
Proof. Let us prove that (
∂
∂t11
−
∑
n≥0
tγn
∂
∂tγn
− ε ∂
∂ε
)
ΩDR,strα,p;β,q = 0.(6.12)
Let O := ∂
∂t11
−∑n≥0 tγn ∂∂tγn − ε ∂∂ε . Recall that (O − x ∂∂x) (ustr)α = 0 ([BG16]). Therefore,(
O − x ∂
∂x
)
(ustr)αn = n(u
str)αn. From this equation we conclude that
OΩDR,strα,p;β,q =
∑
n≥0
∂ΩDRα,p;β,q
∂uγn
∣∣∣∣∣
u
ρ
m=(ustr)
ρ
m
O(ustr)γn − ε
ΩDRα,p;β,q
∂ε
∣∣∣∣∣
u
ρ
m=(ustr)
ρ
m
∣∣∣∣∣∣
x=0
=
=
(∑
n≥0
nuγn
∂ΩDRα,p;β,q
∂uγn
− ε∂Ω
DR
α,p;β,q
∂ε
)∣∣∣∣∣
u
ρ
m=(ustr)
ρ
m
∣∣∣∣∣∣
x=0
.
Since ΩDRα,p;β,q ∈ Â[0]N , the last expression is equal to zero. Equation (6.12) is proved.
The proposition is equivalent to the following system of equations for the double ramification
correlators: 〈
τ1(e1)
n∏
i=1
τdi(eαi)
〉DR
g
=(2g − 2 + n)
〈
n∏
i=1
τdi(eαi)
〉DR
g
, if 2g − 2 + n > 0,(6.13)
〈τ1(e1)τp(eα)τq(eβ)〉DR0 =0,(6.14)
〈τ1(e1)〉DR1 =
N
24
.(6.15)
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Equation (6.13) for n ≥ 2 follows from equation (6.12). If n = 1, then using the string
equation (6.1) we compute
〈τ1(e1)τd(eα)〉DRg = 〈τ0(e1)τ1(e1)τd+1(eα)〉DRg − 〈τ0(e1)τd+1(eα)〉DRg =
= 2g 〈τ0(e1)τd+1(eα)〉DRg − 〈τd(eα)〉DRg = (2g − 1) 〈τd(eα)〉DRg .
Equation (6.13) for n = 0 immediately follows from definition (4.4). Equation (6.14) follows
from Lemma 4.2. For equation (6.15) we compute
〈τ1(e1)〉DR1
by Prop. 6.1
= Coefa2
(∫
DR1(a,−a)
λ1c1,2(e
2
1)
)
by Lemma 5.4
=
∫
M1,1
λ1c1,1(e1) =
N
24
.
The dilaton equation for the potential FDR is proved. 
Note that the dilaton equation (6.11) for FDR is the same as the dilaton equation for F :
∂F
∂t11
= ε
∂F
∂ε
+
∑
n≥0
tαn
∂F
∂tαn
− 2F + ε2N
24
.(6.16)
6.4. Divisor equation. In this section we consider the cohomological field theory accociated
to the Gromov-Witten theory of a smooth projective variety V with vanishing odd cohomol-
ogy, Hodd(V,C) = 0. In this case the cohomological field theory is described by linear maps
cg,n : H
∗(V,C)⊗n → Heven(Mg,n,C)⊗N , where N is the Novikov ring. We will use the same
notations as in [BR16a, Section 3.3]. As it was already discussed in [BR16a], the presence of the
Novikov ring doesn’t cause any problems with the construction of the double ramification hier-
archy and its tau-structure. One should keep in mind that the Hamiltonians gα,d are elements
of Λ̂
[0]
N ⊗ N and the tau-symmetric densities hDRα,d are elements of Â[0]N ⊗ N . The correlators
〈τd1(eα1) . . . τdn(eαn)〉DRg belong to the Novikov ring N . For β ∈ E, where E ⊂ H2(V,Z) is
the semigroup of effective classes, a complex number 〈τd1(eα1) . . . τdn(eαn)〉DRg,β is defined as the
coefficient of qβ in 〈τd1(eα1) . . . τdn(eαn)〉DRg . Note also that the potential FDR is an element
of N [[t∗∗, ε]]. Recall that eγ1 , . . . , eγr is a basis in H2(V,C).
Proposition 6.5. For any 1 ≤ i ≤ r we have
∂FDR
∂tγi0
=
〈
eγi , q
∂FDR
∂q
〉
+
∑
d≥0
θµγiνt
ν
d+1
∂FDR
∂tµd
+
1
2
θγiαβt
α
0 t
β
0 .(6.17)
Proof. By [BR16a, Lemma 5.2], we have
∂gα,p
∂uγi
= θµαγigµ,p−1 +
〈
eγi , q
∂
∂q
gα,p
〉
, p ≥ 0.(6.18)
Applying the variational derivative δ
δu1
to both sides of this equation, we get
∂hDRα,p−1
∂uγi
= θµαγih
DR
µ,p−2 +
〈
eγi , q
∂
∂q
hDRα,p−1
〉
, p ≥ 0.(6.19)
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Then for any p, q ≥ 0 we compute
∂x
∂ΩDRα,p;β,q
∂uγi
=
∂
∂uγi
(∑
n≥0
∂hDRα,p−1
∂uγn
∂n+1x η
γµ
δgβ,q
δuµ
)
=
by 6.19
and (6.18)
=
∑
n≥0
∂
∂uγn
(
θµαγih
DR
µ,p−2 +
〈
eγi , q
∂
∂q
hDRα,p−1
〉)
∂n+1x η
γµ
δgβ,q
δuµ
+
+
∑
n≥0
∂hDRα,p−1
∂uγn
∂n+1x η
γµ δ
δuµ
(
θνβγigν,q−1 +
〈
eγi , q
∂
∂q
gβ,q
〉)
=
=∂x
(
θµαγiΩ
DR
µ,p−1;β,q + θ
µ
βγi
ΩDRα,p;µ,q−1 +
〈
eγi , q
∂
∂q
ΩDRα,p;β,q
〉)
.
Therefore, we obtain
∂ΩDRα,p;β,q
∂uγi
=
〈
eγi , q
∂
∂q
ΩDRα,p;β,q
〉
+ θµγiαΩ
DR
µ,p−1;β,q + θ
µ
γiβ
ΩDRα,p;µ,q−1 + C(6.20)
for some C ∈ N . Since ∂Ω
DR
α,p;β,q
∂uγi
∣∣∣
u∗∗=0
= δp,0δq,0θγiαβ , we get C = δp,0δq,0θγiαβ . Let Oγi :=
∂
∂t
γi
0
−
〈
eγi , q
∂
∂q
〉
−∑d≥0 θµγiνtνd+1 ∂∂tµd . In [BR16a, Lemma 5.3] it was proved that Oγi(ustr)α = δαγi .
This equation together with equation (6.20) imply that
OγiΩ
DR,str
α,p;β,q =
〈
eγi , q
∂
∂q
ΩDR,strα,p;β,q
〉
+ θµγiαΩ
DR,str
µ,p−1;β,q + θ
µ
γiβ
ΩDR,strα,p;µ,q−1 + δp,0δq,0θγiαβ.(6.21)
The proposition is equivalent to the following system of equations for the double ramification
correlators:
〈
τ0(eγi)
n∏
i=1
τdi(eαi)
〉DR
g,β
=
(∫
β
eγi
)〈 n∏
i=1
τdi(eαi)
〉DR
g,β
+
(6.22)
+
∑
β1,β2∈E
β1+β2=β
∑
1≤i≤n
di>0
〈τ0(eγi)τ0(eα)τ0(eµ)〉0,β1 ηµν
〈
τdi−1(eν)
∏
j 6=i
τdj (eαj )
〉DR
g,β2
, if 2g − 2 + n > 0,
〈τ0(eγi)τp(eα)τq(eβ)〉DR0 =δp,0δq,0θγiαβ,
(6.23)
〈τ0(eγi)〉DR1 =0.(6.24)
For n ≥ 2 equation (6.22) follows from (6.21). If n = 1, then using the string equation (6.1) we
compute
〈τ0(eγi)τd(eα)〉DRg,β = 〈τ0(eγi)τ0(e1)τd+1(eα)〉DRg,β =
=
(∫
β
eγi
)
〈τ0(e1)τd+1(eα)〉DRg,β +
∑
β1+β2=β
〈τ0(eγi)τ0(eα)τ0(eµ)〉0,β1 ηµν 〈τ0(e1)τd(eν)〉
DR
g,β2
=
=
(∫
β
eγi
)
〈τd(eα)〉DRg,β +
∑
β1+β2=β
〈τ0(eγi)τ0(eα)τ0(eµ)〉0,β1 ηµν 〈τd−1(eν)〉
DR
g,β2
.
If n = 0, then, by Proposition 6.1, both sides of (6.22) are equal to zero. Equation (6.23) follows
from Lemma 4.2. Equation (6.24) follows from Proposition 6.1. The proposition is proved. 
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Note that equation (6.17) is almost the same as the divisor equation for the potential F :
∂F
∂tγi0
=
〈
eγi , q
∂F
∂q
〉
+
∑
d≥0
θµγiνt
ν
d+1
∂F
∂tµd
+
1
2
θγiαβt
α
0 t
β
0 + ε
2 〈τ0(eγi)〉1 .
6.5. Homogeneity condition. Consider a homogeneous cohomological field theory with an
Euler field
E =
∑
1≤α≤N
(aαt
α + bα)
∂
∂tα
.
Let δ be its conformal dimension. Here we follow the notations from [PPZ15, Section 1.2].
Recall that a1 = 1.
Proposition 6.6. We have
(6.25)
(∑
d≥0
(aγ − d)tγd
∂
∂tγd
+ bγ
∂
∂tγ0
−
∑
d≥0
bβθµβγt
γ
d+1
∂
∂tµd
+
3− δ
2
ε
∂
∂ε
)
FDR =
= (3− δ)FDR + 1
2
bγθαβγt
α
0 t
β
0 .
Proof. Let Deg : H∗(Mg,n,C)→ H∗(Mg,n,C) be the operator which acts on Hk by multiplica-
tion by k. The homogeneity condition for the cohomological field theory says that (see [PPZ15,
Section 1.2])(
1
2
Deg +
m∑
i=1
aβi − (g − 1)δ −m
)
cg,m (⊗mi=1eβi) + π∗cg,m+1 (⊗mi=1eβi ⊗ bγeγ) = 0,(6.26)
where π : Mg,m+1 →Mg,m is the forgetful map that forgets the last marked point. Let us put
m = n + 1, β1 = α and βi+1 = αi, 1 ≤ i ≤ n. Let us multiply the left-hand side of (6.26)
by λgψ
d
1 and integrate the resulting expression over DRg(0, A), where A is a string a1, . . . , an.
Clearly,
1
2
∫
DRg(0,A)
λgψ
d
1Deg (cg,n+1 (eα ⊗⊗ni=1eαi)) = (g − 2 + n− d)
∫
DRg(0,A)
λgψ
d
1cg,n+1 (eα ⊗⊗ni=1eαi) .
Using that π∗(ψd1) = ψ
d
1−δ{1,n+2}0 π∗(ψd−11 ) and δ{1,n+2}0 ·DRg(0, A, 0) = DR0(0, 0, 0)⊠DRg(A, 0)
(see [BSSZ15]), we obtain∫
DRg(0,A)
λgψ
d
1π∗cg,n+2(eα ⊗⊗ni=1eαi ⊗ bγeγ) =
=
∫
DRg(0,A,0)
λgψ
d
1cg,n+2(eα ⊗⊗ni=1eαi ⊗ bγeγ)− bγθµαγ
∫
DRg(0,A)
λgψ
d−1
1 cg,n+1(eµ ⊗⊗ni=1eαi).
As a result, we get the following relation for the Hamiltonians gα,d:(
1− δ
2
ε
∂
∂ε
+
∑
n≥0
aγu
γ
n
∂
∂uγn
+ bγ
∂
∂uγ
)
gα,d = (3− δ + d− aα)gα,d + bγθµαγgµ,d−1, d ≥ 0.
Note that, since
[∑
n≥0 aγu
γ
n
∂
∂u
γ
n
, ∂x
]
= 0, there is a well-defined action of the operator
∑
n≥0 aγu
γ
n
∂
∂u
γ
n
on the space of local functionals. Taking the variational derivative δ
δu1
, we obtain(
1− δ
2
ε
∂
∂ε
+
∑
n≥0
aγu
γ
n
∂
∂uγn
+ bγ
∂
∂uγ
)
hDRα,d−1 = (2− δ + d− aα)hDRα,d−1 + bγθµαγhDRµ,d−2, d ≥ 0.
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Doing the computation similar to (6.5) and using also the fact that the metric η is an eigen-
function of the Lie derivative LE with weight 2− δ, we get
(6.27)
(
1− δ
2
ε
∂
∂ε
+
∑
n≥0
aγu
γ
n
∂
∂uγn
+ bγ
∂
∂uγ
)
ΩDRα,p;β,q =
= (3− δ + p+ q − aα − aβ)ΩDRα,p;β,q + bγθµαγΩDRµ,p−1;β,q + bγθµβγΩDRα,p;µ,q−1 + δp,0δq,0bγθαβγ ,
where p, q ≥ 0. Let Odim :=
∑
d≥0(aγ − d)tγd ∂∂tγ
d
+ bγ ∂
∂t
γ
0
−∑d≥0 bβθµβγtγd+1 ∂∂tµ
d
+ 3−δ
2
ε ∂
∂ε
. We claim
that (
Odim + x
∂
∂x
)
(ustr)α = aα(u
str)α + bα.(6.28)
The proof of this equation is very similar to the proof of Lemma 5.3 in [BR16a] and we leave
the details to the reader. From (6.27) and (6.28) it follows that
OdimΩ
DR,str
α,p;β,q = (3− δ + p+ q − aα − aβ)ΩDR,strα,p;β,q + bγθµαγΩDR,strµ,p−1;β,q + bγθµβγΩDR,strα,p;µ,q−1 + δp,0δq,0bγθαβγ .
(6.29)
The proposition is equivalent to the following system of equations for the double ramification
correlators:(
n∑
i=1
(aαi − di)
)〈
n∏
i=1
τdi(eαi)
〉DR
g
+ bγ
〈
τ0(eγ)
n∏
i=1
τdi(eαi)
〉DR
g
−(6.30)
−
∑
1≤i≤n
di>0
bβθµαiβ
〈
τdi−1(eµ)
∏
j 6=i
τdj (eαj )
〉DR
g
=(3− δ)(1− g)
〈
n∏
i=1
τdi(eαi)
〉DR
g
, if 2g − 2 + n > 0,
bγ 〈τ0(eγ)τ0(eα)τ0(eβ)〉DR0 =bγθγαβ ,(6.31)
bγ 〈τ0(eγ)〉DR1 =0.(6.32)
Equation (6.30) for n ≥ 2 follows from (6.29). Then for n = 1 it can be deduced using the
string equation (6.1). If n = 0, then, by Proposition 6.1, both sides of equation (6.30) are equal
to zero. Equation (6.31) follows from Lemma 4.2. Equation (6.32) follows from Proposition 6.1.
The proposition is proved. 
Note that equation (6.25) is almost the same as the homogeneity condition for the potential F :(∑
d≥0
(aγ − d)tγd
∂
∂tγd
+ bγ
∂
∂tγ0
−
∑
d≥0
bβθµβγt
γ
d+1
∂
∂tµd
+
3− δ
2
ε
∂
∂ε
)
F =
= (3− δ)F + 1
2
bγθαβγt
α
0 t
β
0 + ε
2bγ 〈τ0(eγ)〉1 .
6.6. High degree vanishing.
Proposition 6.7. Let g,m ≥ 0 such that 2g− 2+m > 0. Suppose that ∑mi=1 di > 3g− 3+m.
Then 〈τd1(eα1) . . . τdm(eαm)〉DRg = 0.
We split the proof in several steps. In Section 6.6.1 we give a slight reformulation of the
proposition. In Section 6.6.2 we introduce certain cohomology classes in Mg,n. Section 6.6.3
contains a geometric formula for double ramification correlators. Finally, using this formula, in
Section 6.6.4 we prove Proposition 6.7.
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6.6.1. Reformulation. It occurs that it is a little bit easier to work with double ramification
correlators of the form
〈τ0(e1)τd1(eα1) . . . τdm(eαm)〉DRg .(6.33)
Let us show how to reconstruct all double ramification correlators from them. For g ≥ 0
and m ≥ 1 such that 2g − 2 + m > 0, and 1 ≤ α1, . . . , αm ≤ N , introduce power series
Qg;α1,...,αm(a1, . . . , am) and Q
0
g;α1,...,αm(a1, . . . , am) by
Qg;α1,...,αm(a1, . . . , am) :=
∑
d1,...,dm≥0
〈τd1(eα1) . . . τdm(eαm)〉DRg ad11 . . . admm ,
Q0g;α1,...,αm(a1, . . . , am) :=
∑
d1,...,dm≥0
〈τ0(e1)τd1(eα1) . . . τdm(eαm)〉DRg ad11 . . . admm .
The string equation (6.1) implies that
Q0g;α1,...,αm = (a1 + . . .+ am)Qg;α1,...,αm .(6.34)
Obviously, this relation allows to reconstruct one power series from another. It also shows that
Proposition 6.7 is equivalent to the following proposition.
Proposition 6.8. Let g ≥ 0 and m ≥ 1 such that 2g − 1 +m > 0. Suppose that ∑mi=1 di >
3g − 2 +m, then 〈τ0(e1)τd1(eα1) . . . τdm(eαm)〉DRg = 0.
6.6.2. Stable trees and cohomology classes in Mg,n. Here we would like to introduce some
notations related to stable graphs and then define certain cohomology classes inMg,n. We will
use the notations from [PPZ15, Sections 0.2 and 0.3].
By stable tree we mean a stable graph
Γ = (V,H, L, g : V → Z≥0, v : H → V, ι : H → H),
that is a tree. Let He(Γ) := H(Γ)\L(Γ). A path in Γ is a sequence of pairwise distinct vertices
v1, v2, . . . , vk ∈ V , vi 6= vj , i 6= j, such that for any 1 ≤ i ≤ k − 1 the vertices vi and vi+1 are
connected by an edge.
A stable rooted tree is a pair (Γ, v0), where Γ is a stable tree and v0 ∈ V (Γ). The vertex v0
is called the root. Denote by H+(Γ) the set of half-edges of Γ that are directed away from the
root v0. Clearly, L(Γ) ⊂ H+(Γ). Let He+(Γ) := H+(Γ)\L(Γ). A vertex w is called a descendant
of a vertex v, if v is on the unique path from the root v0 to w.
A modified stable tree is a stable tree Γ where we split the set of legs in two subsets: the set
of legs of the first type and the set of legs of the second type. The set of legs of the first type
will be denoted by L1(Γ). We require that each vertex of the tree is incident to exactly one leg
of the second type.
Denote by MSTmg,n+1 the set of modified stable trees of genus g with m vertices and with (m+
n+1) legs. We mark the legs of first type by numbers 0, 1, . . . , n and the legs of the second type
by numbers n + 1, . . . , n +m. For a modified stable tree Γ ∈ MSTmg,n+1, denote by v0(Γ) the
vertex that is incident to the leg number 0. In this way a modified stable tree from MSTmg,n+1
automatically becomes a stable rooted tree.
Consider a modified stable tree Γ ∈ MSTmg,n+1. Define a function p : V (Γ) → {1, . . . , m} by
p(v) := i−n, where i is the number of a unique leg of the second type incident to v. The tree Γ
is called admissible, if for any two distinct vertices v1, v2 ∈ V (Γ) such that v2 is a descendant
of v1, we have p(v2) > p(v1). The subset of admissible modified stable trees will be denoted by
AMSTmg,n+1 ⊂ MSTmg,n+1.
Consider a modifed stable tree Γ ∈ MSTmg,n+1 and integers a0, a1, . . . , an such that a0 + a1 +
. . . + an = 0. To each half-edge h ∈ H(Γ) we assign an integer a(h) in such a way that the
following conditions hold:
a) If a half-edge h is a leg of the first type that is marked by number i, 0 ≤ i ≤ n, then
a(h) = ai;
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b) If a half-edge h is a leg of the second type, then a(h) = 0;
c) If a half-edge h is not a leg, then a(h) + a(ι(h)) = 0;
d) For any vertex v ∈ V (Γ), we have ∑h∈H[v] a(h) = 0.
Since the graph Γ is a tree, it is easy to see that such a function a : H(Γ) → Z exists and is
uniquely determined by the numbers a0, a1, . . . , an.
Recall that for each stable graph Γ there is the associated moduli space
MΓ :=
∏
v∈V
Mg(v),n(v).
and the canonical morphism
ξΓ : MΓ →Mg(Γ),|L(Γ)|.
Consider again a modified stable tree Γ ∈ MSTmg,n+1 and integers a0, a1, . . . , an such that a0 +
a1 + . . .+ an = 0. Let a : H(Γ)→ Z be the associated function on half-edges. For each moduli
space Mg(v),n(v), v ∈ V (Γ), the numbers a(h), h ∈ H [v], define the double ramification cycle
DRg(v)
(
(a(h))h∈H[v]
) ∈ H2g(v)(Mg(v),n(v),Q).
If we multiply all these cycles, we get the class∏
v∈V (Γ)
DRg(v)
(
(a(h))h∈H[v]
) ∈ H2g(MΓ,Q).
We define a class DRΓ(a0, a1, . . . , an) ∈ H2(g+m−1)(Mg,n+m+1,Q) by
DRΓ(a0, a1, . . . , an) :=
 ∏
h∈He+(Γ)
a(h)
 · ξΓ∗
 ∏
v∈V (Γ)
DRg(v)
(
(a(h))h∈H[v]
) .
From Hain’s formula (5.1) it follows that the class
λgDRΓ
(
−
n∑
i=1
ai, a1, . . . , an
)
∈ H2(2g+m−1)(Mg,n+m+1,Q)
is a polynomial in a1, . . . , an homogeneous of degree 2g +m− 1.
6.6.3. Geometric formula for double ramification correlators.
Lemma 6.9. Let g ≥ 0 and m ≥ 1 such that 2g + m − 1 > 0. Then a double ramification
correlator 〈τ0(e1)τd1(eα1) . . . τdm(eαm)〉DRg is equal to the coefficient of a1a2 . . . a2g+m−1 in the
polynomial
1
(2g +m− 1)!
∑
Γ∈AMSTmg,2g+m
∫
DRΓ(−
∑
ai,a1,...,a2g+m−1)
λgcg,2g+2m(e
2g+m
1 ⊗⊗mi=1eαi)
m∏
i=1
ψdi2g+m−1+i.
Proof. We have
〈τ0(e1)τd1(eα1) . . . τdm(eαm)〉DRg = Coefε2g
(
∂m−1ΩDR,str1,0;α1,d1
∂tα2d2 . . . ∂t
αm
dm
)∣∣∣∣∣
t∗∗=0
=
= Coefε2g
(
∂m−1ΩDR1,0;α1,d1
∂tα2d2 . . . ∂t
αm
dm
)∣∣∣∣∣
u
γ
n=δγ,1δn,1
=
=Coefε2g {{. . . {{ΩDRα1,d1;1,0, gα2,d2}η∂x , gα3,d3}η∂x , . . .}η∂x , gαm,dm}η∂x
∣∣
u
γ
n=δγ,1δn,1
.
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Let us prove that
{{. . . {{ΩDRα1,d1;1,0, gα2,d2}η∂x , gα3,d3}η∂x , . . .}η∂x , gαm,dm}η∂x
∣∣
u
γ
r=
∑
a∈Z(ia)
rp
γ
aeiax
=
(6.35)
=
∑
g≥0
n≥1
i2g+m−1ε2g
n!
∑
Γ∈AMSTmg,n+1
∑
a0+a1+...+an=0(∫
DRΓ(a0,a1,...,an)
λgcg,n+m+1(e1 ⊗⊗ni=1eβi ⊗⊗mj=1eαj )
m∏
j=1
ψ
dj
n+j
)(
n∏
j=1
pβiai
)
e−ia0x.
By Lemma 6.2, this formula immediately implies our lemma. We prove formula (6.35) by
induction on m. Since ΩDRα1,d1;1,0 =
δgα1,d1
δu1
, for m = 1 formula (6.35) is clear. Suppose m ≥
2. Recall that for any differential polynomial f ∈ AN and a local functional h ∈ ΛN the
bracket {f, h}η∂x looks in the following way in the p-variables: {f, h}η∂x =
∑
a∈Z iaη
µν ∂f
∂p
µ
a
∂h
∂pν−a
.
From the induction assumption it follows that
∂
∂pµa
{{. . . {{ΩDRα1,d1;1,0, gα2,d2}η∂x , gα3,d3}η∂x , . . .}η∂x , gαm−1,dm−1}η∂x =
=
∑
g,n≥0
i2g+m−2ε2g
n!
∑
Γ∈AMSTm−1g,n+2
∑
a0+a1+...+an+a=0(∫
DRΓ(a0,a1,...,an,a)
λgcg,n+m+1(e1 ⊗⊗ni=1eβi ⊗ eµ ⊗⊗m−1j=1 eαj )
m−1∏
j=1
ψ
dj
n+1+j
)(
n∏
j=1
pβiai
)
e−ia0x.
We also have
∂gαm,dm
∂pν−a
=
∑
g≥0
n≥1
(−ε2)g
n!
∑
a1+...+an=a
(∫
DRg(−a,a1,...,an,0)
λgψ
dm
n+1cg,n+2(eν ⊗⊗ni=1eβi ⊗ eαm)
)
n∏
i=1
pβiai .
Recall that we index marked points on curves from Mg,n+2 by 0, 1, . . . , n + 1. Denote by
gli,j : Mg1,n1+1 ×Mg2,n2+1 →Mg1+g2,n1+n2 the gluing map that corresponds to gluing a curve
from Mg1,n1+1 to a curve from Mg2,n2+1 along the point number i on the first curve and the
point number j on the second curve. We obtain∑
a∈Z
iaηµν
(
∂
∂pµa
{{. . . {{ΩDRα1,d1;1,0, gα2,d2}η∂x , gα3,d3}η∂x , . . .}η∂x , gαm−1,dm−1}η∂x
)(
∂gαm,dm
∂pν−a
)
=
=
∑
g1,g2≥0
∑
n1≥0
n2≥1
i2g+m−1ε2g
n1!n2!
∑
Γ∈AMSTm−1g1,n1+2
∑
a0+a1+...+an1+a=0
∑
b1+...+bn2=a
a
(6.36)
×
(∫
(gln1+1,0)∗(DRΓ(a0,A,a)×DRg2 (−a,B,0))
λgcg,n+m+1(e1 ⊗⊗n1i=1eβi ⊗⊗n2j=1eγj ⊗⊗mk=1eαm)
m∏
r=1
ψdrn+r
)
×
(
n1∏
i=1
pβiai
n2∏
j=1
p
γj
bj
)
e−ia0x.
Here in the summation, in order to save some space, we use the notations n = n1+n2, g = g1+g2,
A = (a1, . . . , an1) and B = (b1, . . . , bn2). Let us also clarify how we index marked points after
the gluing map gln1+1,0 : Mg1,n1+m+1 ×Mg2,n2+2 → Mg,n+m+1. The order of marked points
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after gluing is described by the following equation:
gln1+1,0([C1, p0, . . . , pn1+m], [C2, q0, . . . , qn2+1]) =
= [C, p0, . . . , pn1, q1, . . . , qn2 , pn1+2, . . . , pn1+m, qn2+1],
where the curve C is the result of gluing of C1 and C2. It is easy to see that
a(gln1+1,0)∗(DRΓ(a0, A, a)×DRg2(−a, B, 0)) = DRΓ˜(a0, A, B),(6.37)
where an admissible modified stable tree Γ˜ ∈ AMSTmg,n+1 is constructed in the following way.
We attach a new vertex of genus g2 to the leg number n1 + 1 in Γ. Then we attach n2 new
legs of the first type to this new vertex and also attach a new leg of the second type with
number n +m to it. It is clear that for any Γ˜ ∈ AMSTmg,n+1 the class DRΓ˜(c0, c1, . . . , cn) can
be represented in the form (6.37) in a unique way. Thus, the sum (6.36) can be rewritten in
the following way:∑
g≥0
n≥1
i2g+m−1ε2g
n!
∑
Γ˜∈AMSTmg,n+1
∑
a0+a1+...+an=0(∫
DR
Γ˜
(a0,a1,...,an)
λgcg,n+m+1(e1 ⊗⊗ni=1eβi ⊗⊗mj=1eαj )
m∏
j=1
ψ
dj
n+j
)(
n∏
j=1
pβiai
)
e−ia0x.
This completes the proof of the lemma. 
6.6.4. Proof of Proposition 6.7. As it was explained in Section 6.6.1, it is sufficient to prove
Proposition 6.8. For any Γ ∈ AMSTmg,2g+m we have
DRΓ(a0, a1, . . . , a2g+m−1) ∈ H2(4g+m−2)(Mg,2g+2m,Q).
On the other hand, we have
λg
m∏
j=1
ψ
dj
2g+m−1+j ∈ H2(g+
∑
dj)(Mg,2g+2m,Q).
Since, g +
∑
dj > 4g +m− 2, the integral∫
DRΓ(a0,a1,...,a2g+m−1)
λgcg,2g+2m(e
2g+m
1 ⊗⊗mj=1eαj )
m∏
j=1
ψ
dj
2g+m−1+j
is equal to zero. By Lemma 6.9, the double ramification correlator 〈τ0(e1)τd1(eα1) . . . τdm(eαm)〉DRg
is equal to zero. Proposition 6.8 is proved.
Note that the vanishing property from Proposition 6.7 also holds for the usual correlators of
a cohomological field theory:
〈τd1(eα1) . . . τdm(eαm)〉g = 0, if
∑
di > 3g − 3 +m.
6.7. Low degree vanishing.
Proposition 6.10. Let g,m ≥ 0 such that 2g − 2 +m > 0. Suppose that ∑mi=1 di ≤ 2g − 2.
Then 〈τd1(eα1) . . . τdm(eαm)〉DRg = 0.
Proof. By Proposition 6.1, we have 〈〉DRg = 0 for g ≥ 2. So we can assume that m ≥ 1.
Using the same arguments, as in Section 6.6.1, we see that it is sufficient to prove the following
statement.
Lemma 6.11. Let g,m ≥ 1 and suppose that∑mi=1 di ≤ 2g−1. Then 〈τ0(e1)τd1(eα1) . . . τdm(eαm)〉DRg =
0.
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Proof. By Lemma 6.9, the correlator 〈τ0(e1)τd1(eα1) . . . τdm(eαm)〉DRg is equal to the coefficient
of a1a2 . . . a2g+m−1 in the polynomial
1
(2g +m− 1)!
∑
Γ∈AMSTmg,2g+m
∫
DRΓ(−
∑
ai,a1,...,a2g+m−1)
λgcg,2g+2m(e
2g+m
1 ⊗⊗mi=1eαi)
m∏
i=1
ψdi2g+m−1+i.
For a graph Γ ∈ AMSTmg,2g+m denote by L′1(Γ) the set of legs of the first type, that are marked
by numbers from the set {1, 2, . . . , 2g +m− 1}. We compute∫
DRΓ(a0,a1,...,a2g+m−1)
λgcg,2g+2m(e
2g+m
1 ⊗⊗mj=1eαj )
m∏
j=1
ψ
dj
2g+m−1+j =(6.38)
=
∏
h∈He+(Γ)
a(h)
∑
ν : He(Γ)→{1,...,N}
ην(h)ν(ι(h))×
×
∏
v∈V (Γ)
∫
DRg(v)(0,(a(l))l∈L1[v],(a(h))h∈He[v])
λg(v)ψ
dp(v)
0 cg,|H[v]|(eαp(v) ⊗ e|L1[v]|1 ⊗⊗h∈He[v]eν(h)).
Here the first summation runs over all maps ν : He(Γ) → {1, . . . , N}. Consider a vertex v ∈
V (Γ). Suppose that g(v) ≥ 1, then from Lemma 5.3 it follows that
(6.39)
∫
DRg(v)(0,(a(l))l∈L1[v],(a(h))h∈He[v])
λg(v)ψ
dp(v)
0 cg,|H[v]|(eαp(v) ⊗ e|L1[v]|1 ⊗⊗h∈He[v]eν(h)) =
= O(a21) + . . .+O(a
2
2g+m−1),
unless dl(v) ≥ |L′1[v]|. Suppose now that g(v) = 0. Then DR0
(
0, (a(l))l∈L1[v], (a(h))h∈He[v]
)
=
[M0,|H[v]|]. Suppose that |H [v]\L′1[v]| ≥ 3, then using the string equation (6.10) we see that
that the integral ∫
M0,|H[v]|
ψ
dp(v)
0 cg,|H[v]|(eαp(v) ⊗ e|L1[v]|1 ⊗⊗h∈He[v]eν(h))
is zero unless dp(v) ≥ |L′1[v]|. Suppose that |H [v]\L′1[v]| = 2. One of the half-edges from the set
H [v]\L′1[v] is the unique leg of the second type, incident to v. Let h be the second half-edge
from the set H [v]\L′1[v]. If h ∈ He[v], then let θ := ν(h). If h ∈ L1[v]\L′1[v], then let θ := 1.
We have∫
M0,|H[v]|
ψ
dp(v)
0 cg,|H[v]|(eαp(v) ⊗ e|L1[v]|1 ⊗⊗h∈He[v]eν(h)) =
{
ηαp(v)θ, if dp(v) = |L′1[v]| − 1;
0, otherwise.
As a result, for any g(v) we get that equation (6.39) holds unless dp(v) ≥ |L′1[v]| − δg(v),0. Note
that at least one vertex in Γ has non-zero genus. We obtain that the integral (6.38) is equal to
O(a21) + . . .+ O(a
2
2g+m−1), unless
∑m
i=1 di ≥ |L′1(Γ)| − (m− 1) = 2g. Therefore, the coefficient
of a1a2 . . . a2g+m−1 in (6.38) is equal to zero if
∑
di ≤ 2g − 1. This completes the proof of the
lemma. 
The proposition is proved. 
Note that in general the vanishing property from Proposition 6.10 doesn’t hold for the usual
correlators of a cohomological field theory.
7. Strong DR/DZ equivalence conjecture and the reduced potential
The Dubrovin-Zhang hierarchies (or the hierarchies of topological type) were introduced
in [DZ05]. Originally, they were defined for conformal semisimple Frobenius manifolds. This
construction was later generalized in [BPS12b] (see also [BPS12a]). The construction of [BPS12b]
associates a tau-symmetric hamiltonian hierarchy to any semisimple cohomological field theory.
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In [Bur15] the author conjectured that for an arbitrary semisimple cohomological field theory
the double ramification hierarchy is related to the Dubrovin-Zhang hierarchy by a Miura trans-
formation. In this section we propose a stronger conjecture. The strong conjecture explicitly
describes a Miura transformation between the two hierarchies. Moreover, it also describes a
relation between their tau-structures. During the formulation of the strong conjecture we con-
struct a certain transformation of the potential of a cohomological field theory that we call the
reduced potential. We believe that this construction can have an independent interest. Finally,
we check the strong conjecture for the examples where the original conjecture of [Bur15] was
already proved.
7.1. Brief recall of the Dubrovin-Zhang theory. Here we recall the construction of the
Dubrovin-Zhang hierarchies. We follow the approach from [BPS12b] (see also [BPS12a]).
Consider a semisimple cohomological field theory cg,n : V
⊗n → Heven(Mg,n,C). Introduce
power series (wtop)α ∈ C[[x, t∗∗, ε]] by
(wtop)α := ηαµ
∂2F
∂tµ0∂t
1
0
∣∣∣∣
t10 7→t
1
0+x
.
Let (wtop)αn := ∂
n
x (w
top)α. From the string equation (6.10) it follows that
(wtop)αn
∣∣
x=0
= tαn + δn,1δ
α,1 +O(t2) +O(ε2).(7.1)
Therefore, any power series in tαn and ε can be expressed as a power series in ((w
top)αn|x=0 − δn,1δα,1)
and ε in a unique way. In [BPS12b] the authors proved that for any 1 ≤ α, β ≤ N and p, q ≥ 0
there exists a unique differential polynomial ΩDZα,p;β,q ∈ Â[0]w1,...,wN such that
ΩDZα,p;β,q
∣∣
wαn=(w
top)αn
=
∂2F
∂tαp ∂t
β
q
∣∣∣∣∣
t10 7→t
1
0+x
.
In particular, ΩDZα,0;1,0 = ηαµw
µ. The equations of the Dubrovin-Zhang hierarchy are given by
∂wα
∂tβq
= ηαµ∂xΩ
DZ
µ,0;β,q.(7.2)
Clearly, the series (wtop)α is a solution. It is called the topological solution. The system (7.2)
has a hamiltonian structure. The Hamiltonians are given by
h
DZ
α,p =
∫
ΩDZα,p+1;1,0dx, p ≥ 0.
The hamiltonian operator KDZ = ((KDZ)αβ) has the form
(KDZ)αβ = ηαβ∂x +O(ε
2).
We refer the reader to [BPS12b] for the construction of the operatorKDZ. Finally, the Dubrovin-
Zhang hierarchy has a tau-structure given by differential polynomials
hDZα,p = Ω
DZ
α,p+1;1,0, p ≥ −1.
Since hDZα,−1 = ηαµw
µ, we see that the coordinates wα are normal. The differential polynomi-
als ΩDZα,p;β,q are the two-point functions of the hierarchy. The partition function τ = e
ε−2F is the
tau-function of the topological solution (wtop)α.
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7.2. Double ramification hierarchy in the normal coordinates. Here we discuss some
properties of the double ramification hierarchy in the normal coordinates.
We see that hDRα,−1 =
δgα,0
δu1
= ηαµu
µ + O(ε). Therefore, we have the normal coordinates
u˜α(u) = ηαµhDRµ,−1. Denote by K
DR
u˜ =
((
KDRu˜
)αβ)
the operator ηαβ∂x in the coordinates u˜
α:
(
KDRu˜
)αβ
=
∑
p,q≥0
∂u˜α(u)
∂uµp
∂px ◦ ηµν∂x ◦ (−∂x)q ◦
∂u˜β(u)
∂uνq
.(7.3)
Lemma 7.1. 1. We have ∂u˜
α(u)
∂u1
= δα,1;
2. The Miura transformation uα 7→ u˜α(u) has the form
u˜α(u) = uα + ∂2xz
α,(7.4)
where zα ∈ Â[−2]
u1,...,uN
;
3. We have ∂
∂u˜1
KDRu˜ = 0;
4. The operator KDRu˜ doesn’t have a constant term:
(
KDRu˜
)
0
= 0.
Proof. We have u˜α(u) = ηαµ
δgµ,0
δu1
. Since
∂gµ,0
∂u1
=
∫
ηµνu
νdx, part 1 is clear.
For part 2 we write:
ηαµ
δgµ,0
δu1
=
=ηαµ
∑
g≥0
n≥1
(−ε2)g
n!
∑
a1,...,an∈Z
(∫
DRg(−
∑
ai,0,a1,...,an)
λgcg,n+2(e1 ⊗ eµ ⊗⊗ni=1eαi)
)(
n∏
i=1
pαiai
)
eix
∑
ai =
=uα + ηαµ
∑
g,n≥1
(−ε2)g
n!
∑
a1,...,an∈Z
(∫
π∗DRg(−
∑
ai,0,a1,...,an)
λgcg,n+1(eµ ⊗⊗ni=1eαi)
)(
n∏
i=1
pαiai
)
eix
∑
ai ,
where π : Mg,n+2 → Mg,n+1 is the forgetful map that forgets the first marked point. By
Lemma 5.1, the integral
∫
π∗DRg(−
∑
ai,0,a1,...,an)
λgcg,n+1(eµ⊗⊗ni=1eαi) is a polynomial in a1, . . . , an
divisible by (a1 + . . .+ an)
2. Therefore, the function u˜α(u) has the form u˜α(u) = uα + ∂2xz
α for
some zα ∈ Â[−2]
u1,...,uN
. Part 2 is proved.
From formula (7.3) and part 1 it easily follows that ∂
∂u1
KDRu˜ = 0. Using again part 1 we
conclude that ∂
∂u˜1
KDRu˜ = 0. Therefore, part 3 is proved.
Part 4 follows from part 2 and Lemma 3.2. 
Consider the following solution of the double ramification hierarchy in the normal coordinates:
(u˜str)α(x, t∗∗; ε) := u˜
α(ustr; ustrx , . . .).
Clearly, τDR = eε
−2FDR is the tau-function of this solution. In particular, we have (u˜str)α =
ηαµ ∂
2FDR
∂t
µ
0 ∂t
1
0
∣∣∣
t10 7→t
1
0+x
. Therefore, from the string (6.1) and the dilaton (6.11) equations it immedi-
ately follows that
(u˜str)α
∣∣
t∗∗=0
= δα,1x,
∂(u˜str)α
∂t10
−
∑
n≥0
tγn+1
∂(u˜str)α
∂tγn
= δα,1,(7.5)
∂(u˜str)α
∂t11
− ε∂(u˜
str)α
∂ε
− x∂(u˜
str)α
∂x
−
∑
n≥0
tγn
∂(u˜str)α
∂tγn
= 0.(7.6)
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7.3. Strong DR/DZ equivalence conjecture. The conjecture of [Bur15] says that for an ar-
bitrary semisimple cohomological field theory the Dubrovin-Zhang and the double ramification
hierarchies are related by a Miura transformation that is close to identity. We call this conjecture
the DR/DZ equivalence conjecture. In order to formulate the strong DR/DZ equivalence conjec-
ture, we have to introduce a certain canonical transformation for the potential of a cohomolog-
ical field theory. Consider an arbitrary cohomological field theory cg,n : V
⊗n → Heven(Mg,n,C).
Proposition 7.2. 1) There exists a unique differential polynomial P ∈ Â[−2]
w1,...,wN
such that the
power series F red ∈ C[[t∗∗, ε]], defined by
F red := F + P(wtop;wtopx , wtopxx , . . .)
∣∣
x=0
,(7.7)
satisfies the following vanishing property:
Coefε2g
∂nF red
∂tα1d1 . . . ∂t
αn
dn
∣∣∣∣
t∗∗=0
= 0, if
n∑
i=1
di ≤ 2g − 2.(7.8)
The power series F red is called the reduced potential of the cohomological field theory.
2) The reduced potential F red satisfies the string and the dilaton equations:
∂F red
∂t10
=
∑
n≥0
tαn+1
∂F red
∂tαn
+
1
2
ηαβt
α
0 t
β
0 ,(7.9)
∂F red
∂t11
= ε
∂F red
∂ε
+
∑
n≥0
tαn
∂F red
∂tαn
− 2F red + ε2N
24
.(7.10)
Proof. Let us construct a sequence of power series
F (1,0), F (2,0), F (2,1), F (2,2), . . . , F (j,0), F (j,1), . . . , F (j,2j−2), . . . ∈ C[[t∗∗, ε]]
by the following recursion formulas. We define the series F (1,0) by
F (1,0) := F −
∑
n≥1
ε2
n!
〈τ0(eα1) . . . τ0(eαn)〉1
(
(wtop)α1 . . . (wtop)αn
)∣∣
x=0
.(7.11)
Suppose we have constructed the series F (j,k). Introduce correlators 〈τd1(eα1) . . . τdn(eαn)〉(j,k)g
by
〈τd1(eα1) . . . τdn(eαn)〉(j,k)g := Coefε2g
∂nF (j,k)
∂tα1d1 . . . ∂t
αn
dn
∣∣∣∣
t∗∗=0
.
If k < 2j − 2, then we define the series F (j,k+1) by
(7.12) F (j,k+1) :=
= F (j,k)−
∑
n≥0
∑
d1,...,dn≥0∑
di=k+1
ε2j
n!
〈τd1(eα1) . . . τdn(eαn)〉(j,k)j
(
(wtop)α1d1 . . . (w
top)αndn ((w
top)11)
2j−2−k−1
)∣∣
x=0
.
If k = 2j − 2, then we define the series F (j+1,0) by an analogous formula
F (j+1,0) := F (j,2j−2) −
∑
n≥0
ε2j+2
n!
〈τ0(eα1) . . . τ0(eαn)〉(j,2j−2)j+1
(
(wtop)α1 . . . (wtop)αn((wtop)11)
2j
)∣∣
x=0
.
(7.13)
Define a linear differential operator Odil by Odil :=
∂
∂t11
−∑n≥0 tαn ∂∂tαn − ε ∂∂ε . Let us prove the
dilaton equation
(Odil + 2)F
(j,k) =
N
24
ε2.(7.14)
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Note that from the dilaton equation (6.16) for F it follows that
Odil
(
(wtop)αn
∣∣
x=0
)
= n (wtop)αn
∣∣
x=0
.(7.15)
Using this equation it is easy to see that the dilaton equation (7.14) holds for F (1,0). Equa-
tion (7.14) for all F (j,k) is proved by the induction procedure.
Let us prove that
Coefε2g
∂nF (j,k)
∂tα1d1 . . . ∂t
αn
dn
∣∣∣∣
t∗∗=0
= 0, if 1 ≤ g ≤ j and
∑
di ≤
{
2g − 2, if g < j,
k, if g = j.
(7.16)
Note that the string equation (6.10) for F implies that the series (wtop)αn|x=0 has the form
(wtop)αn
∣∣
x=0
= tαn + δn,1δ
α,1 +Rαn(t
∗
∗) +O(ε
2), Rαn ∈ C[[t∗∗]],(7.17)
where the coefficient of a monomial tα1d1 . . . t
αn
dn
in the series Rαn is equal to zero unless
∑
di ≥
n + 1. This equation immediately implies that the series F (1,0) satisfies (7.16). We proceed by
induction. Suppose that equation (7.16) is true for F (j,k). Suppose that k < 2j − 2. Note that
the dilaton equation (7.14) for F (j,k) together with the vanishing (7.16) for F (j,k) imply that
a correlator 〈τ1(e1)τd1(eα1) . . . τdn(eαn)〉(j,k)j is equal to zero, if
∑
di = k. Together with (7.17)
it implies that the series F (j,k+1) satisfies the vanishing (7.16). If k = 2j − 2, then the same
argument shows that F (j+1,0) satisfies the vanishing (7.16). Thus, equation (7.16) is proved.
From the recursion formulas (7.12) and (7.13) it follows that if j1 ≤ j2, then F (j1,k1) −
F (j2,k2) = O(ε2j1). Therefore, the limit limj→∞ F
(j,2j−2) is well-defined. Let us denote it by F red.
From formulas (7.11), (7.12) and (7.13) it follows that the series F red has the form (7.7) for
some differential polynomial P ∈ Â[−2]
w1,...,wN
. The vanishing (7.8) for F red is clear from the
vanishing (7.16) for F (j,k). So the existence statement in part 1 of the proposition is proved.
Let us prove the uniqueness. Suppose that we have two differential polynomials P,P ′ ∈
Â[−2]
w1,...,wN
such that the vanishing property (7.8) holds for both of them. Let Q := P − P ′ and
Q =∑g≥1 ε2gQg, Qg ∈ Aw1,...,wN , degQg = 2g − 2. We have
Coefε2j
∂n
∂tα1d1 . . . ∂t
αn
dn
(∑
g≥1
ε2gQg(wtop;wtopx , . . .)
∣∣
x=0
)∣∣∣∣∣
t∗∗=0
= 0, if
∑
di ≤ 2j − 2.(7.18)
Let g0 be the minimal g such that Qg 6= 0. Let us decompose Qg0 in the following way:
Qg0 =
2g0−2∑
i=0
Qig0(w11)2g0−2−i, Qig0 ∈ Aw1,...,wN , degQig0 = i,
where differential polynomials Qig0 don’t depend on w11. Let i0 be the minimal i such that
Qig0 6= 0. From (7.17) it follows that∑
g≥1
ε2gQg(wtop;wtopx , . . .)
∣∣
x=0
= ε2g0
(
Qi0g0
∣∣
wαn=t
α
n
+R(t∗∗) +O(ε
2)
)
,
where the coefficient of a monomial tα1d1 . . . t
αn
dn
in the power series R(t∗∗) ∈ C[[t∗∗]] is equal to zero
unless
∑
di ≥ i0+1. Clearly, the vanishing (7.18) implies that Qi0g0 = 0. This is a contradiction.
Thus, the uniqueness is proved. So part 1 of the proposition is proved.
Consider part 2. The dilaton equation (7.10) for F red obviously follows from the dilaton
equation (7.14) for F (j,k). Let Ostr :=
∂
∂t10
−∑n≥0 tαn+1 ∂∂tαn . Clearly, for the string equation (7.9)
for F red it is enough to prove that
OstrF
(j,k) =
1
2
ηαβt
α
0 t
β
0 .(7.19)
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We again proceed by induction. From the string equation (6.10) for F it follows that
Ostr(w
top)αn = δn,0δ
α,1.(7.20)
Note that a correlator 〈τ0(e1)τ0(eα1) . . . τ0(eαn)〉1 is zero unless n = 0. Therefore, the se-
ries F (1,0) satisfies the string equation (7.19). Suppose that we have proved the string equa-
tion (7.19) for F (j,k). Suppose k < 2j − 2. Then the vanishing (7.16) implies that a correlator
〈τ0(e1)τd1(eα1) . . . τdn(eαn)〉(j,k)j is equal to zero, if
∑
di = k+1. Therefore, from recursion (7.12)
and equation (7.20) it follows that the series F (j,k+1) satisfies the string equation (7.19). If
k = 2j − 2, then the same argument shows that the series F (j+1,0) satisfies the string equa-
tion (7.19). The proposition is proved. 
Recall that by u˜α(u) we denote the normal coordinates of the double ramification hierarchy:
u˜α(u) = ηαµhDRµ,−1. Suppose our cohomological field theory is semisimple. The differential
polynomial P from Proposition 7.2 defines some normal Miura transformation.
Conjecture 7.3 (Strong DR/DZ equivalence conjecture). Consider a semisimple cohomological
field theory, the associated Dubrovin-Zhang hierarchy and the double ramification hierarchy
with their tau-structures. Then the normal Miura transformation defined by the differential
polynomial P maps the Dubrovin-Zhang hierarchy to the double ramification hierarchy written
in the normal coordinates u˜α.
It is possible to reformulate this conjecture in a very compact way using the reduced potential.
Proposition 7.4. Conjecture 7.3 is true if and only if FDR = F red.
Proof. Consider the normal Miura transformation determined by P:
wα 7→ u˜α(w) = wα + ηαµ∂x
{
P, hDZµ,0
}
KDZ
.
Clearly, the series (u˜red)α := ηαµ ∂
2F red
∂tµ∂t10
∣∣∣
t10 7→t
1
0+x
is a solution of the Dubrovin-Zhang hierarchy in
the coordinates u˜α and eε
−2F red is its tau-function. From the string equation (7.9) for F red it
follows that (u˜red)α
∣∣
t∗∗=0
= δα,1x.
Suppose Conjecture 7.3 is true. Since (u˜red)α
∣∣
t∗∗=0
= δα,1x, we get (u˜red)α = (u˜str)α. Since eε
−2FDR
is the tau-function of (u˜str)α, from (3.12) we get
FDR − F red =
∑
g≥1
agε
2g +
∑
g≥1
r≥0
bγ,r,gε
2gtγr ,(7.21)
where ag and bγ,r,g are some complex constants. From the string and the dilaton equa-
tions (7.9), (7.10), (6.1), (6.11) for F red and FDR it is very easy to see that bγ,r,g = 0 for
g ≥ 1, r ≥ 0, and that ag = 0 for g ≥ 2. It remains to show that a1 = 0. By definition,
Coefε2 F
DR
∣∣
t∗∗=0
= 0. From formula (7.11) and property (7.1) it follows that Coefε2 F
red
∣∣
t∗∗=0
=
0. Thus, a1 = 0.
Suppose now that FDR = F red. Denote by Ω˜DZα,p;β,q(u˜) the two-point function of the normal
Miura transform of the Dubrovin-Zhang hierarchy. It is sufficient to prove that
Ω˜DZα,p;β,q(u˜) = Ω
DR
α,p;β,q(u˜),
KDZu˜ = K
DR
u˜ .(7.22)
We have (u˜str)α = (u˜red)α and
Ω˜DZα,p;β,q(u˜
red, u˜redx , . . .)
∣∣∣
x=0
=
∂2F red
∂tαp ∂t
β
q
=
∂2FDR
∂tαp ∂t
β
q
= ΩDRα,p;β,q(u˜
str, u˜strx , . . .)
∣∣
x=0
.
The property (u˜str)αn|x=0 = tαn + δα,1δn,1 + O(t2) + O(ε2), allows to conclude that Ω˜DZα,p;β,q(u˜) =
ΩDRα,p;β,q(u˜).
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Let us prove (7.22). We already know that the equations of the Dubrovin-Zhang and the dou-
ble ramification hierarchies in the coordinates u˜α coincide. We also know that the Hamiltonians
of the two hierarchies in the coordinates u˜α coincide. Therefore,
(
(KDZu˜ )
αµ − (KDRu˜ )αµ
) δhDZ[u˜]
δuµ
= 0.
Equivalently, in the coordinates wα we have
(
(KDZ)αµ − (KDRw )αµ
) δhDZ
δwµ
= 0.
We proceed using the same idea, as in [BPS12b, Section 6]. We have (KDZ)0 = 0 (see [BPS12b]).
From Lemmas 7.1 and (3.2) it follows that the constant term of KDRw is also equal to zero.
Then we just repeat the arguments from Section 6 of [BPS12b]. The inverse weak quasi-Miura
transformation from Lemma 20 of [BPS12b] maps the Hamiltonian h
DZ
α,p to its dispersionless part
and also maps the operator
(
KDZ −KDRw
)
into one that also has no constant term. The same
argument, as in the proof of Proposition 21 from [BPS12b], shows now that
(
KDZ −KDRw
)
= 0.
This completes the proof of the proposition. 
The existence of the Dubrovin-Zhang hierarchy is known only if a cohomological field theory
is semisimple. On the other hand, the semisimplicity assumption is not used in the construction
of the double ramification hierarchy. Note that the reduced potential F red is also defined for
an arbitrary cohomological field theory. Proposition 7.4 suggests the following generalization
of Conjecture 7.3 for an arbitrary, not necessarily semisimple, cohomological field theory.
Conjecture 7.5. For an arbitrary cohomological field theory we have FDR = F red.
Finally, we would like to present a sufficient condition for Conjecture 7.3 to be true. We will
use this condition in the next section in order to check the conjecture in several examples.
Proposition 7.6. Suppose that the Hamiltonians and the hamiltonian operators of the double
ramification hierarchy in the coordinates u˜α and the Dubrovin-Zhang hierarchy are related by a
Miura transformation of the form
u˜α 7→ wα(u˜) = u˜α + ηαµ∂x
{Q, gµ,0[u˜]}KDR
u˜
,(7.23)
where Q ∈ Â[−2]
u˜1,...,u˜N
and ∂Q
∂u˜1
= ε2 〈τ0(e1)〉1. Then Conjecture 7.3 is true.
Proof. The differential polynomial Q defines a normal Miura transformation. From Lemma 3.3
it follows that this normal Miura transformation maps the tau-structure of the double ramifica-
tion hierarchy to the tau-structure of the Dubrovin-Zhang hierarchy. Let Q′ ∈ Â[−2]
w1,...,wN
be the
differential polynomial defining the inverse normal Miura transformation. It remains to show
that Q′ coincides with the differential polynomial P from Proposition 7.2.
LetQα := ηαµ∂x
{Q, gµ,0[u˜]}KDR
u˜
. Let us show that ∂Q
α
∂u˜1
= 0. We have
∂gµ,0
∂u1
=
∫
ηµνu
νdx
by (7.4)
=∫
ηµν u˜
ν(u)dx. From part 1 of Lemma 7.1 it follows that
∂gµ,0[u˜]
∂u˜1
=
∫
ηµν u˜
νdx. Using also part 3
of Lemma 7.1 and the fact that the derivative ∂Q
∂u˜1
is a constant, we obtain
∂Qα
∂u˜1
=
∂
∂u˜1
(
ηαµ∂x
∑
n≥0
∂Q
∂u˜γn
∂nx
(
(KDRu˜ )
γθ
δgµ,0
δu˜θ
))
= ηαµ∂x
∑
n≥0
∂Q
∂u˜γn
∂nx
(
(KDRu˜ )
γθηµθ
)
=
=∂x
∑
n≥0
∂Q
∂u˜γn
∂nx (K
DR
u˜ )
γα
0 .
By part 4 of Lemma 7.1, the last expression is equal to zero. Hence, ∂Q
α
∂u˜1
= 0.
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Let
(wstr)α(x, t∗∗; ε) :=(u˜
str)α +Qα(u˜str; u˜strx , . . .),
F str(t∗∗; ε) :=F
DR + Q(u˜str; u˜strx , . . .)
∣∣
x=0
.
Consider the ε-expansion of Qα: Qα =∑g≥1 ε2gQαg . Since ∂Qα∂u˜1 = 0 and (u˜str)α|t∗∗=0 = δα,1x, we
have
(wstr)α
∣∣
t∗∗=0
= δα,1x+
∑
g≥1
ε2gCαg ,
where the constant Cαg is equal to the coefficient of the monomial (u˜
1
1)
2g in Qαg . Since Qαg
belongs to the image of the operator ∂x, this coefficient is equal to zero. Thus, (w
str)α|t∗∗=0 =
δα,1x. Both series (wstr)α and (wtop)α are solutions of the Dubrovin-Zhang hierarchy, therefore
(wstr)α = (wtop)α. Clearly, the exponent eε
−2F str is the tau-function of it the solution (wstr)α.
From equation (3.12) we immediately get that
F − F str =
∑
g≥1
agε
2g +
∑
g≥1
r≥0
bg,γ,rt
γ
rε
2g
for some complex constants ag and bg,γ,r. The string equation (6.1) for F
DR, equation ∂Q
∂u˜1
=
ε2 〈τ0(e1)〉1 and the string equation (7.5) for (u˜str)α imply that the series F str satisfies the
same string equation (6.10), as F . From this we conclude that bg,γ,r = 0. From the dilaton
equations (6.11) and (7.6) for FDR and (u˜str)α it follows that F str satisfies the same dilaton
equation (6.16), as F . It implies that ag = 0 for g ≥ 2. Let us finally show that a1 = 0. On
one hand, we know that F1 doesn’t have constant term. On the other hand, let us write the
ε-expansion F str =
∑
g≥0 ε
2gF strg . Note that degQ1 = 0. Using also that the constant term
in FDR1 is zero and that (u˜
str)α|x=t∗∗=0 we get that the constant term in F str1 is equal to zero.
Thus, a1 = 0 and F
str = F .
As a result, we get
FDR = F + Q′(wtop;wtopx , wtopxx , . . .)
∣∣
x=0
.
By Proposition 6.10, the potential FDR satisfies the vanishing (7.8). Therefore, by part 1 of
Proposition 7.2, we have Q′ = P. The proposition is proved. 
7.4. Examples. The DR/DZ equivalence conjecture is already proved in certain cases. It is
proved for the one-parameter family of cohomological field theories given by the full Chern class
of the Hodge bundle ([Bur15]), for the cohomological field theory associated to the Gromov-
Witten theory of CP1 ([BR16a]) and for the r-spin theory, when r = 3, 4, 5 ([BG16]). In this
section we prove that in all these cases the strong DR/DZ equivalence conjecture is also true.
7.4.1. Full Chern class of the Hodge bundle. Consider the cohomological field theory given by
V = 〈e1〉 , η1,1 = 1,
cg,n(e
n
1 ) = 1 + ℓλ1 + . . .+ ℓ
gλg,
where ℓ is a formal parameter. We have (see [Bur15])
g1 =
∫ (
u3
6
+
∑
g≥1
ε2gℓg−1
|B2g|
2(2g)!
uu2g
)
dx,
where B2g are Bernoulli numbers: B0 = 1, B2 =
1
6
, B4 = − 130 , . . .. We also have g0 =
∫
u2
2
dx,
therefore hDR−1 = u. We see that the coordinate u is normal for the double ramification hierarchy.
In [Bur15] it is proved that the Miura transformation
u 7→ w(u) = u+
∑
g≥1
22g−1 − 1
22g−1
|B2g|
(2g)!
ε2gℓgu2g(7.24)
Tau-structure for the Double Ramification Hierarchies 35
maps the Hamiltonians and the hamiltonian operator of the double ramification hierarchy to
the Hamiltonians and the hamiltonian operator of the Dubrovin-Zhang hierarchy. It is easy to
see that the transformation (7.24) has the form (7.23) if we put
Q =
∑
g≥1
ε2g
22g−1 − 1
22g−1
|B2g|
(2g)!
ℓgu2g−2.
By Proposition 7.6, Conjecture 7.3 is true in this case.
7.4.2. Gromov-Witten theory of CP1. Consider the cohomological field theory associated to the
Gromov-Witten theory of CP1. We have V = H∗(CP1,C) = 〈1, ω〉, where 1 and ω is the unit
and the class dual to a point respectively. The matrix of the metric in this basis is given by
η11 = ηωω = 0, η1ω = ηω1 = 1.
We have g1,0 =
∫
u1uωdx and in [BR16a] the authors computed that
gω,0 =
∫ (
(u1)2
2
+ q
(
eS(ε∂x)u
ω − uω)) dx,
where S(z) := e
z
2−e−
z
2
z
. Therefore, hDR1,−1 = u
ω and hDRω,−1 = u
1. Thus, the coordinate uα is
normal, u˜α = uα. In [BR16a] the authors proved that the Miura transformation
uα 7→ wα(u) = ε∂x
e
ε∂x
2 − e− ε∂x2
uα = uα +
∑
g≥1
ε2g
1− 22g−1
22g−1
B2g
(2g)!
uα2g(7.25)
maps the Hamiltonians and the hamiltonian operator of the double ramification hierarchy to
the Hamiltonians and the hamiltonian operator of the Dubrovin-Zhang hierarchy. It is easy to
see that the transformation (7.25) has the form (7.23) if we put
Q =
∑
g≥1
ε2g
1− 22g−1
22g−1
B2g
(2g)!
uω2g−2.
By Proposition 7.6, Conjecture 7.3 is true in this case.
7.4.3. r-spin theory for r = 3, 4, 5. Let r ≥ 3 and consider the cohomological field theory
formed by Witten’s r-spin classes (see e.g. [BG16]). In this case we have V = 〈ei〉i=1,...,r−1 and
the metric is given by ηαβ = δα+β,r. Recall that g1,1 = (D−2)g, where D =
∑
n≥0(n+1)u
α
n
∂
∂uαn
.
We also have gα,0 =
∂g
∂uα
. Therefore, we compute
u˜α = hDRr−α,−1 =
δ
δu1
∂
∂ur−α
(D − 2)−1g1,1 = D−1
∂
∂ur−α
δg1,1
δu1
.(7.26)
This formula will be useful in the computations below.
For the 3-spin theory we have (see [BR16a] or [BG16])
g1,1 =
∫ (
(u1)2u2
2
+
(u2)4
36
+ ε2
(
(u2)2u22
48
+
u1u12
12
)
+
ε4
432
u2u24
)
dx.
Therefore,
δg1,1
δu1
= u1u2 +
ε2
6
u1xx.
Using (7.26), we can easily see that the coordinate uα is normal, u˜α = uα. In [BG16] it was
proved that the Hamiltonians and the hamiltonian operator of the double ramification hierarchy
coincide with the Hamiltonians and the hamiltonian operator of the Dubrovin-Zhang hierarchy.
By Proposition 7.6, Conjecture 7.3 is true for the 3-spin theory.
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For the 4-spin theory we have (see [BR16a] or [BG16])
g1,1 =
∫ [
(u1)2u3
2
+
u1(u2)2
2
+
(u2)2(u3)2
8
+
(u3)5
320
+
ε2
(
1
8
u1u12 +
1
64
u32(u
2)2 +
1
16
u3u2u22 +
1
64
u12(u
3)2 +
1
192
(u3)3u32
)
+
ε4
(
1
160
u2u24 +
5
4096
(u3)2u34 +
3
640
u1u34
)
+
ε6
1
8192
u3u36
]
dx.
Therefore,
δg1,1
δu1
= u1u3 +
(u2)2
2
+ ε2
(
1
4
u1xx +
1
64
∂2x((u
3)2)
)
+ ε4
3
640
u34.
For the normal coordinates we obtain
u˜1 =u1 +
ε2
96
u3xx,
u˜2 =u2,
u˜3 =u3.
In [BG16] it was proved that the Hamiltonians and the hamiltonian operator of the double
ramification hierarchy in the coordinates u˜α coincide with the Hamiltonians and the hamiltonian
operator of the Dubrovin-Zhang hierarchy. By Proposition 7.6, Conjecture 7.3 is true for the
4-spin theory.
For the 5-spin theory we have (see [BG16])
g1,1 =
∫ [
(u1)2u4
2
+ u1u2u3 +
(u2)3
6
+
(u3)4
30
+
u2(u3)2u4
5
+
(u2)2(u4)2
10
+
(u3)2(u4)3
50
+
(u4)6
3750
+
ε2
(
1
6
u1u12 +
3
20
u2u3u32 +
1
10
u2(u31)
2 +
1
20
u12u
3u4 +
1
10
u2u22u
4 +
1
40
(u21)
2u4
+
1
50
u2u4(u41)
2 +
1
75
u2(u4)2u42 +
1
75
(u3)2u4u42 +
1
50
u3u32(u
4)2 +
1
1200
(u4)4u42
)
+
ε4
(
7
600
u2u24 +
11
900
u1u34 +
7
1200
u2u4u44 +
17
1200
u2u41u
4
3 +
71
7200
u2(u42)
2 +
31
3600
u3u34u
4
+
7
450
u31u
3
3u
4 +
91
7200
(u32)
2u4 +
13
12000
(u42)
2(u4)2 +
3
4000
u42(u
4
1)
2u4
)
+
ε6
(
53
108000
u3u36 +
11
18000
u2u46 +
1397
6480000
(u43)
2u4 +
617
1620000
u44u
4
2u
4
)
+
ε8
107
10800000
u4u48
]
dx.
Therefore,
δg1,1
δu1
= u1u4 + u2u3 + ε2
(
1
3
u1xx +
1
20
∂2x(u
3u4)
)
+ ε4
11
900
u34.
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For the normal coordinates we obtain
u˜1 =u1 +
ε2
60
u3xx,
u˜2 =u2 +
ε2
60
u4xx,
u˜3 =u3,
u˜4 =u4.
In [BG16] it was proved that the Hamiltonians and the hamiltonian operator of the double
ramification hierarchy in the coordinates u˜α coincide with the Hamiltonians and the hamiltonian
operator of the Dubrovin-Zhang hierarchy. Again, by Proposition 7.6, Conjecture 7.3 is true
for the 5-spin theory.
8. Double ramification hierarchy in genus 1
In this section we compute the genus 1 part of the double ramification hierarchy associated
to any cohomological field theory in terms of genus 0 data only. We also prove the strong
equivalence between double ramification and Dubrovin-Zhang hierarchies at genus less or equal
to 1 (i.e. modulo O(ε4)) for semisimple cohomological field theories, by comparison with the
genus 1 correction to the DZ hierarchy as computed in [DZ98]. We stress here that these
results are only valid for genuine double ramification hierarchies associated to CohFTs, not for
the generalized kind appearing in the next section.
8.1. Genus 1 correction to the Hamiltonians. Let g be the primary potential of the double
ramification hierarchy, i.e
g :=
∑
g≥0, n≥2
2g−2+n>0
(−ε2)g
n!
∑
a1,...,an∈Z∑
ai=0
(∫
DRg(a1,...,an)
λgcg,n(⊗ni=1eαi)
)
n∏
i=1
pαiai ,(8.1)
and let
g = g[0] + ε2g[2] +O(ε4)
and
gβ,p = g
[0]
β,p + ε
2g
[2]
β,p +O(ε
4),
gβ,p = g
[0]
β,p + ε
2g
[2]
β,p +O(ε
4),
then g[0] =
∫
f(u1, . . . , un)dx where f is the genus 0 Frobenius potential of the underlying
cohomological field theory. We have the following general lemma.
Lemma 8.1. For the double ramification hierarchy associated to any cohomological field theory,
we have
g[2] = − 1
48
∫
cǫαβc
µ
ǫµ u
α
xu
β
x dx,
(8.2) g[2]γ,p = −
1
24
∫ (
1
2
∂g
[0]
γ,p−1
∂uζ
ηζσ
∂
∂uσ
(cǫαβc
µ
ǫµ) +
∂g
[0]
γ,p−2
∂uζ
cζδσc
δ
αβc
σµ
µ
)
uαxu
β
x dx,
where g
[0]
γ,−2 = 0, g
[0]
γ,−1 = ηγµu
µ, cαβγ =
∂f
∂uα∂uβ∂uγ
and, as usual, indices are raised and lowered
by η.
Proof. Simply apply Hain’s formula in genus 1,
DR1(a1, . . . , an)|Mct1,n =
n∑
i=1
a2i
2
ψi − 1
2
∑
J⊂{1,...,n}
|J |≥2
a2Jδ
J
0 ,
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and intersect it with λ1 which on M1,n coincides with 124δirr, where δirr is the boundary divisor
of genus 1 curves with a non-separating node. For instance, this yields the following expression
for the correlators entering the definition of g[2]:∫
DR1(a1,...,an)
λ1c1,n(⊗ni=1eαi) =
1
48
(
n∑
i=1
a2i
∫
M0,n+2
ψic0,n+2(⊗ni=1eαi ⊗ eµ ⊗ eν)ηµν
−
∑
J⊂{1,...,n}
|J |≥2
a2J
∫
M0,|J|+1
c0,|J |+1(eαJ ⊗ eµ)ηµν
∫
M0,n−|J|+3
c0,n−|J |+3(eν ⊗ eαJc ⊗ eǫ ⊗ eδ)ηǫδ
)
,
where, for J = {j1, . . . , j|J |}, eαJ denotes the tensor product eαj1 ⊗ . . .⊗ eαj|J| and similarly for
the complement Jc. In terms of generating functions we then get
g[2] =
1
48
∫ (
uαxx
∂2g
[0]
α,1
∂uµ∂uν
ηµν − ∂f
∂uµ
ηµν∂2x
∂3f
∂uν∂uǫ∂uδ
ηǫδ
)
dx
and using genus 0 topological recursion relations yields the lemma. The formula for g[2]γ,p is
derived in a similar fashion. 
8.2. DR/DZ equivalence in genus 1. Consider a cohomological field theory whose genus 0
part is described by an N -dimensional semisimple Frobenius manifold with potential f =
f(v1, . . . , vN), flat coordinates v1, . . . , vN and flat metric η. Denote by vtop(x, t∗∗) the genus 0
part of the topological solution, i.e. vtop = wtop|ε=0. Recall from [Get97] that the genus 1 part
of the partition function of this CohFT can be written as
(8.3) F1 =
(
1
24
log det(c∗∗µv
µ
x) +G(v
1, . . . , vN)
)∣∣∣∣
v
γ
n=(vtop)
γ
n(x,t
∗
∗)
∣∣∣∣∣
x=0
,
where cαβγ =
∂3f
∂vα∂vβ∂vγ
andG|v∗=t∗0 = F1|t∗>0=0 is the primary (no descendents) partition function
in genus 1, the so-called G-function. We will also denote by
v˜α := vα + ηαµ
∂2
∂tµ0∂t
1
0
(
ε2
24
log det(c∗∗µv
µ
x)
)
+O(ε4)
the “intermediate” coordinates obtained by ignoring the G-function. Dubrovin and Zhang
computed the genus 1 correction to the DZ hierarchy in [DZ98]. To simplify the notations, in
this section we will denote hDZβ,p simply by hβ,p and its part of degree 2k in ε by h
[2k]
β,p .
Theorem 8.2 ([DZ98]). The genus 1 topological deformation of the principal hierarchy asso-
ciated to a semisimple Frobenius manifold is given in two steps, which correspond to the two
terms of equation (8.3). First the following deformation of the hamiltonian operator:
(8.4) Kαβv˜ = η
αβ∂x +
ε2
24
(
cµαβµ ∂
3
x + ∂
3
x ◦ cµαβµ − ∂2xcµαβµ ∂x − ∂x ◦ ∂2xcµαβµ
)
+O(ε4),
and the Hamiltonians:
(8.5)
h
′
β,p = h
[0]
β,p[v˜] +
ǫ2
24
∫ (
∂h
[0]
β,p−1(v˜)
∂v˜ζ
(
cζνγc
µν
αµ − cζµναcµνγ
)− ∂h[0]β,p−2(v˜)
∂v˜ζ
cζδσc
σµ
γ c
δ
αµ
)
v˜αx v˜
γ
x dx+O(ǫ
4),
where cαβγ and cαβγδ denote the third and fourth derivatives of f(v˜), respectively, and the indices
are raised and lowered by η. Then the normal Miura transformation generated by the differential
polynomial F = ε2G(v˜1, . . . , v˜N) +O(ε4) in the notations of Section 3.6.
We have the following result (see also [BCRR17] for an application to the Gromov-Witten
theory of local P1-orbifolds).
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Proposition 8.3. The Miura transformation
v˜α 7→ uα(v˜) = v˜α − ε
2
24
∂2xc
αµ
µ (v˜) +O(ε
4)(8.6)
maps the hamiltonian operator (8.4) to
(8.7) Kαβu = η
αβ∂x +O(ǫ
4)
and the Hamiltonians (8.5) to the Hamiltonians of the DR hierarchy:
(8.8) gβ,p = h
[0]
β,p[u]−
ǫ2
24
∫ (
∂h
[0]
β,p−1
∂uζ
cζµναc
µν
γ +
∂h
[0]
β,p−2
∂uζ
cζδσc
σµ
µ c
δ
αγ
)
uαxu
γ
x dx+O(ǫ
4).
Proof. The proof is an immediate consequence of the formula Kαβv˜ = (L
∗)αµ ◦ Kµνu ◦ Lβν for
the transformation of the hamiltonian operator Kαβ, where (L∗)αµ =
∑
s≥0
∂v˜α
∂u
µ
s
∂sx and L
β
ν =∑
s≥0(−∂x)s◦ ∂v˜
β
∂uνs
. For the Hamiltonians one simply evaluates the functions at the shifted values,
performs Taylor’s expansion and uses genus 0 topological recursion relations, further remarking
that the difference between (8.2) and the coefficient of ε2 in (8.8) consists in the (integral of a)
contraction of a tensor antisymmetric in α, γ with the symmetric quantity uαxu
γ
x. 
From this result, the strong DR/DZ equivalence at genus less or equal to 1 follows easily.
Theorem 8.4. The strong DR/DZ equivalence conjecture is true for an arbitrary semisimple
cohomological field theory modulo O(ε4).
Proof. From equation (8.6) it follows that v˜α(u) = uα+ε2∂2xc
αµ
µ (u)+O(ε
4). On the other hand,
for the normal coordinates u˜α(u) of the double ramification hierarchy we compute
u˜α(u) =ηαµhDRµ,−1 = η
αµ
δgµ,0
δu1
= ηαµ
δ
δu1
∂g
∂uµ
= ηαµ
∂
∂uµ
δg
δu1
= uα + ε2ηαµ
∂
∂uµ
δg[2]
δu1
+O(ε4) =
=uα +
ε2
24
ηαµ
∂
∂uµ
∂x(c
γ
νγu
ν
x) +O(ε
4) = uα +
ε2
24
∂2xc
αµ
µ +O(ε
4).
We see that v˜α(u) = u˜α(u) + O(ε4). Therefore, the double ramification hierarchy in the co-
ordinates u˜α coincides with the hierarchy given by the Hamiltonians (8.5) and the hamil-
tonian operator (8.4) modulo O(ε4). By Lemma 3.3, the tau-structures of these two hi-
erarchies also coincide modulo O(ε4). From the proof of Proposition 7.2 it is easy to see
that P = −ε2G(w1, . . . , wN) + O(ε4). Therefore, the strong DR/DZ conjecture is true mod-
ulo O(ε4). 
9. Generalized double ramification hierarchies
In this section we remark that the construction of the double ramification hierarchy, as
described in [Bur15, BR16a], associating an infinite sequence of commuting Hamiltonians to a
cohomological field theory, actually works in more general situations, where we relax some of
the axioms of cohomological field theory.
9.1. Partial cohomological field theories. A system of linear maps cg,n : V
⊗n → Heven(Mg,n,C),
where V is a vector space with basis e1, . . . , eN and a symmetric bilinear form η, satisfying all
axioms of a cohomological field theory with the exception of the loop axiom
(9.1) i∗cg,n(eα1 ⊗ . . .⊗ eαn) = cg−1,n+2(eα1 ⊗ . . .⊗ eαn ⊗ eµ ⊗ eν)ηµν ,
where i : Mg−1,n+2 →Mg,n is the natural boundary inclusion, was already considered in [LRZ15]
under the name of partial cohomological field theory.
Proposition 9.1. Given a partial cohomological field theory we can associate to it, via the same
definitions used for the double ramification hierarchy, a system of commuting Hamiltonians and
hamiltonian densities, which we call generalized double ramification hierarchy, satisfying all the
properties of the usual double ramification hierarchy from [Bur15, BR16a].
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Proof. The proof of [Bur15] of the commutativity for double ramification hierarchy Hamiltoni-
ans and all other related constructions and properties, including the recursion formulae studied
in [BR16a], never involve the loop axiom (9.1) and can hence be reproduced in the partial
CohFT case. 
The main example we will consider in the following is the restriction of a cohomological field
theory to the Γ-invariant subspace of V , where Γ is a finite group acting on the vector space V
in such a way that the linear maps cg,n are left invariant.
9.2. Even part of a partial cohomological field theory. In fact a further generalization is
possible. Up to now, in this paper (and in the other papers on double ramification hierarchies
[Bur15, BR16a, BR16b, BG16]), we always considered cohomological field theories where the
image of the system of linear maps cg,n : V
⊗n → Heven(Mg,n,C) is in the even cohomology of
the moduli space of stable curves. However, in the general definition of [KM94], such restriction
was not required. Let then cg,n : V
⊗n → H∗(Mg,n,C) be a (possibly partial) cohomological
field theory which is Z2-graded, i.e. one where V is a Z2-graded vector space, the maps cg,n are
even and graded equivariant with respect to the permutation of vectors and marked points, the
bilinear form η on V and the unit e1 ∈ V are even and the maps cg,n satisfy the graded version
of the axioms of (partial) cohomological field theory, as described in detail in [KM94]. Consider
the restriction of such CohFT to the even part of V , ceveng,n : (V
even)⊗n → Heven(Mg,n,C). We
have the following proposition.
Proposition 9.2. Given the even part of a (possibly partial) Z2-graded cohomological field the-
ory we can associate to it, via the same definitions used for the double ramification hierarchy,
a system of commuting Hamiltonians and hamiltonian densities, which we call, again, general-
ized double ramification hierarchy, satisfying all the properties of the usual double ramification
hierarchy from [Bur15, BR16a].
Proof. The double ramification hierarchy Hamiltonians and hamiltonian densities only involve
intersection numbers of a given (possibly partial) cohomological field theory with even cohomol-
ogy classes in Heven(Mg,n,C) (namely psi-classes, lambda-classes and the double ramification
cycle). Commutativity of the Hamiltonians and all other properties will then follow from the
fact that the intersection numbers of cg,n+1(eα1 ⊗ . . .⊗ eαn ⊗ eµ) with any even class will vanish
whenever eα1 , . . . , eαn ∈ V even and eµ ∈ V odd. 
The main example we will consider in the following is the restriction to the even cohomology
Heven(X,C) of the Gromov-Witten theory of a given target variety X (see also [Ros15] for the
same idea in symplectic field theory).
10. Examples and applications
In this section we consider various examples of both ordinary and generalized double ram-
ification hierarchies, in particular from Gromov-Witten theory and the quantum singularity
theory of Fan, Jarvis and Ruan.
10.1. I2(k − 1) double ramification hierarchies and regularity at the origin. Let us
consider the double ramification hierarchy associated with the Coxeter group I2(k − 1), whose
underlying 2-dimensional Frobenius manifold (see [Dub98]) has the potential
g[0] = F =
u2v
2
+
vk
72
, k ≥ 3
The full potential g, in this case, is homogeneous of degree deg g = 2k with respect to the
grading deg uj = k−1, deg vj = 2, deg ε = 1. Recall that the cases k = 3, 4, 5, 6, 7 correspond,
respectively, to the Coxeter groups A1 × A1, A2, B2, H2, G2. If the underlying cohomological
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field theory is genuine (so that we are dealing with genuine DR hierarchies, not the generalized
kind) Lemma 8.2 yields
g[2] = − 1
48
∫ (
2ux
2 +
1
36
(k − 2)(k − 1)kvk−3vx2
)
dx
Also, a direct Mathematica computation yields that the most general homogeneous deformation
of the genus 0 potential that satisfy the double ramification recursion relations of [BR16a] must
have the genus 1 term
g[2] =
∫ (
a0
2
ux
2 +
2a1v
k−3
2 uxvx
k + 1
+
a0
144
(k − 2)(k − 1)kvk−3vx2
)
dx
The genuine cohomological field theory case corresponds then to a0 = −1/12, a1 = 0. For
generic choices of the parameters a0 and a1, the genus 2 potential g
[4] is unique and singular
at v = 0. Imposing regularity at the origin in genus 2 yields either k = 3 or the following
constraint on the genus 1 parameters:
a1 = ±
√
(k − 4)(k − 2)(k − 1)k(k + 1)
12
√
3
a0
Regularity here means that the potential in genus 2 does not tend to infinity at v = 0, but for
even k one still has a 2-valued potential branching at v = 0 (as apparent already in the genus
1 formula above). Analiticity is achieved for odd k or k = 4.
Notice that k = 3, 4 are the only two cases where the genuine DR hierarchy has an analytic
potential. This is somewhat expected, since the cohomological field theories associated to Cox-
eter groups themselves are known to be analytic only in the ADE cases (see [Mil14]). In
particular, for k = 5 and up to some irrelevant rescaling of the variables u, v, the regularity
constraint a1 =
1
2
√
10
3
a0 yields the genus 1 part of the Z2-invariant part of the 4-spin coho-
mological field theory, see section 10.3 below. The full double ramification primary potential
g for such partial cohomological field theory is obtained from g4−spin = g4−spin[u
1, u2, u3] as
g = gZ24−spin = g4−spin|u2=0.
10.2. Manifolds with non-positive first Chern class. An important class of examples for
which the double ramification hierarchy vanishes in positive genus, up to one term in genus 1
(see below), is given by manifolds X with non-positive first Chern class (except for X = pt).
When we write c1(X) ≤ 0 or similar expressions below, we mean such expressions for the inter-
section of c1(X) with any holomorphic curve C in X , so in this case 〈c1(X), [C]〉 ≤ 0. This class
is vast and includes for instance all Calabi-Yau manifolds, surfaces of general type, Enriques
surfaces and degree D hypersurfaces in CPN with D > N > 1. By a theorem of Kodaira,
varieties with negative first Chern class have ample canonical bundle KX = ∧dimXT ∗X and
vice-versa. Recall finally that c1(X) := c1(TX) = −c1(KX).
Proposition 10.1. Let X be a smooth variety with dimX > 0 and non-positive first Chern
class. Let 1, θ1, . . . , θM be a homogeneous basis for H
even(X,Q) (hence with deg θi ≥ 2). Then
the associated (generalized) double ramification hierarchy is given by
g = g[0] + ε2
χ(X)
48
∫
u1u1xxdx,
gα,p = g
[0]
α,p + δα,1
ε2
24
χ(X)
p!
(u1)p u1xx,
where χ(X) is the Euler characteristic of X and u1 is the variable associated with the class 1.
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Proof. Recall that, for the cohomological field theory given by the Gromov-Witten classes of a
smooth variety X, we have
deg cdg,n(1
a ⊗ θb11 ⊗ . . .⊗ θbMM ) = 2
(
dimX(g − 1) +
M∑
i=1
bi
deg θi
2
− 〈c1(X), d〉
)
,
where d ∈ H2(X,Z) is the degree of the curves. The intersection numbers appearing in the
potential g are
∫
DRg(a1,...,an)
λgc
d
g,n(1
a ⊗ θb11 ⊗ . . .⊗ θbMM ), which vanish unless
2g − 3 + a +
M∑
i=1
bi = g + dimX(g − 1) +
M∑
i=1
bi
deg θi
2
− 〈c1(X), d〉
which gives, as necessary number of insertions of the unit,
(10.1) a =
M∑
i=1
bi
(
deg θi
2
− 1
)
+ g(dimX − 1)− (dimX − 3)− 〈c1(X), d〉.
Assuming dimX ≥ 2 one immediately concludes a > g for g ≥ 1. Hence, from the formula
π∗DRg(a1, . . . , an) = g!a
2
1 . . . a
2
g[Mg,n−g] for the push-forward along the forgetful morphism
π : Mg,n → Mg,n−g, by pushing forward once more to Mg,n−g−1 we get that g has no pos-
itive genus term unless g = 1, n = 2. In this case this last push-forward is not defined and
we know from [KM94] that c01,2(e
2
1) = π
∗c01,1(e1) = χ(X) ∈ H0(M1,2,C). On the other hand
DR1(a,−a) = a22 (ψ1 + ψ2) and λ1 = 124δirr, so
∫
DR1(a,−a)
λ1c
d
1,2(e
2
1) =
a2
24
∫
M0,4
ψ1c
d
0,4(e
2
1 ⊗ eµ ⊗
eν)η
µν which vanishes for d 6= 0. We conclude that ∫
DR1(a,−a)
λ1c
d
1,2(e
2
1) = δd,0
χ(X)
24
a2. Notice that
we can also recover the same result recalling from Section 8 that, for DR hierarchies associated
to actual even CohFTs, the coefficient of u1u1xx is
1
48
dimV , where V is the CohFT underlying
vector space. In the graded CohFT case, however, the same formula gives 1
48
∑
µ(−1)|µ|δµµ so
instead of the dimension of Heven(X,Q), because of the graded nature of H∗(X,Q), one has to
use the alternating sum of the Betti numbers, whence the Euler characteristic.
In the 1-dimensional case of target Riemann surfaces, a simple degeneration argument, as
suggested to us by R. Pandharipande, is sufficient to guarantee the vanishing in positive degree
(the class λg vanishes on the boundary divisors with non-separating nodes) at which point the
result is straightforward.
Finally, in order to compute the hamiltonian densities gα,p we can use the recursion formula
from [BR16a], ∂x(D − 1)gα,p = {gα,p−1, (D − 2)g}, where D :=
∑
k≥0(k + 1)u
α
k
∂
∂uα
k
. Indeed,
let utop be the variable associated with the fundamental class θtop of X . We have η(1, θi) = 0
for θi 6= θtop and η(1, θtop) = 1. Suppose that ∂g
[0]
α,p−1
∂utop
= 0. The intersection numbers in gα,p
are
∫
DRg(a0,a1,...,an)
λgψ
p
1c
d
g,n+1(1
a ⊗ θb11 ⊗ . . .⊗ θbMM ), which vanish in genus 0 unless
∑
bi(
deg θi
2
−
1)− (dimX − 3)− 〈c1(X), d〉 − a + p = 0. Now, if a > 0 and btop > 0, by the string equation
∂gα,p
∂u1
= gα,p−1 we get
∂g
[0]
α,p−1
∂utop
6= 0, a contradiction, so a > 0 implies btop = 0. If a = 0 then,
by the above dimension counting, we get again btop = 0. So we have proved that
∂g
[0]
α,p−1
∂utop
= 0
implies
∂g
[0]
α,p
∂utop
= 0. Now, since gα,−1 = ηαµu
µ, this argument and the recursion give us gα,p = g
[0]
α,p
if α 6= 1. If α = 1, instead, we get that, in genus 0, btop can be positive only when btop = 1,
bi = 0, d = 0 and a = p + 2 (notice that a can never be bigger than p + 2 otherwise repeated
use of the string equation would lead to vanishing of the intersection number). The recursion
then gives g1,p = g
[0]
1,p +
ε2
24
χ(X)
p!
(u1)pu1xx. 
Remark 10.2. Notice that, for the class of manifolds with non-positive first Chern class such
that c1(X) < 3 − dimX , by dimension counting, the genus 0 primary potential is given by
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g[0] =
∫ (∫
X
θ3
3!
)
dx where θ := u11 +
∑M
i=1 u
i+1θi (see equation (10.1) with g = 0 and a = 0,
since in positive degree there can be no insertion of the unit in the primary potential). In
this case, apart from the even classical cohomology ring structure, the only geometric invariant
entering the double ramification hierarchy is the Euler characteristic of X .
10.2.1. Hypersurfaces. A well studied class of varieties with non-positive Chern class is given
by smooth hypersurfaces of degree D in CPN , where D > N > 1. Recall (see for instance
[Dim92]) that a generic degree D hypersurface X of CPN has cohomology concentrated in even
and mid degrees and in particular
Hk(X,Z) =

Z, k even, k 6= N − 1;
0, k odd, k 6= N − 1;
ZbN−1 , k = N − 1, bN−1 = ((D−1)N+1+(−1)N+1((N+1)D−1))D + (−1)N2⌈N−12 ⌉.
If H is the hyperplane class in CPN , by abuse of notation, we also denote with H its pull-back
to X . Denoting by j : X → PN the injection and by e[2k] the generator of H2k(X,Z) = Z,
2k 6= N − 1, we have j∗(Hk) = e[2k] for 2k < N − 1 and j∗(Hk) = De[2k] for 2k > N − 1.
The total Chern class of X is given by the formula c(X) := c(TX) = (1+H)
N+1
1+DH
, so that, for
the first Chern class,
c1(X) = (N + 1−D)H.
Finally, the Euler characteristic is computed as the alternating sum of the Betti numbers, or
via the formula
χ(X) =
N−1∑
k=0
(−1)N−1−k
(
N + 1
k
)
DN−k.
For all these hypersurfaces with D > N the double ramification hierarchy is determined by
Proposition 10.1. In particular, if N is even, disregarding the odd part of the cohomology
of X drastically reduces the dimension of the double ramification hierarchy as, in this case,
dimHeven(X,Q) = N .
Example 10.3. (quintic threefold). The generic hypersurface X of degree 5 in CP4 has
Euler characteristic χ(X) = −200 and the rank 4 generalized double ramification hierarchy
associated to its even cohomology is given by
g =
∫ (
1
2
(u1)2u4 +
5
6
(u2)3 + u1u2u3 +
∞∑
d=1
cd q
dedu
2
+
25ε2
6
(u1x)
2
)
dx,

g1,p =
(u1)p+1
(p+1)!
+ 5
6
(u1)p−1
(p−1)!
(u2)3 + (u
1)p
p!
u2u3 +
∑∞
d=1 cd(du
2 − 2)edu2 (u1)p−1
(p−1)!
− 25ε2
3
(u1)p
p!
u1xx,
g2,p =
1
(p+1)!
(u1)p+1u3 + 5
2
(u1)p
p!
(u2)2 +
∑∞
d=1 cd d e
du2 (u
1)p
p!
,
g3,p =
(u1)p+1
(p+1)!
u2,
g4,p =
(u1)p+2
(p+2)!
.
Here, if θ ∈ H∗(X,C), we set θ = u11 +∑3k=1 uk+1e[2k]. The coefficients cd are the number of
degree d rational curves in X and were famously predicted in [COGP91] from mirror symmetry
considerations (see Table 4 in [COGP91] for the first several cd).
10.2.2. Complete intersections. More in general, recall (see always [Dim92]) that a smooth
codimesion c complete intersection X in PN of degree (D1, . . . , Dc), total degree D = D1 . . .Dc
and dimension dimX = N − c has cohomology
Hk(X,Z) =
 Z, k even, k 6= dimX,0, k odd, k 6= dimX,
ZbdimX , k = dimX,
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where bdimX is determined by the Euler characteristic χ(X) = D coeffHdimX [c(X)], where the
total Chern class is c(X) = (1+H)
N+1
(1+D1H)...(1+DcH)
and H is (the restriction to X of) the hyperplane
class in PN. As before, if j : X → PN is the injection and e[2k] is the generator of H2k(X,Z) = Z,
2k 6= dimX , we have j∗(Hk) = e[2k] for 2k < dimX and j∗(Hk) = De[2k] for 2k > dimX .
For instance, in the case of surfaces,
c1(X) = (c+ 3−D1 − . . .−Dc)H,
χ(X) = D1 . . .Dc
[∑
D2i +
∑
i 6=j
DiDj − (c+ 3)
∑
Di +
(
c+ 3
2
)]
.
In this case, the above vanishing result for the higher genus DR hierarchy holds for (c + 3 −
D1 − . . .−Dc) ≤ 0.
Example 10.4. Projective K3 surfaces, for which c1(X) = 0, are complete intersections whose
degree is either (4), (3, 2) or (2, 2, 2) in P3, P4, and P5, respectively, and b2 = 22, χ(X) = 24.
All positive degree genus 0 primary Gromov-Witten invariants vanish by Remark 10.2 which
leaves us, by Proposition 10.1, with a 24-dimensional DR hierarchy given by
g =
∫ (∫
X
θ3
3!
− ε2 (u
1
x)
2
2
)
dx.
10.2.3. Enriques surfaces and Enriques Calabi-Yau. Finally, two interesting examples come
from smooth surfaces and threefolds that are not complete intersections. To construct them,
consider the generic K3 surface of degree (2, 2, 2) in P5 given by {Pi(x0, x1, x2)+Qi(x3, x4, x5) =
0, 1 ≤ i ≤ 3} ⊂ P5. OnK3 the Enriques involution σ : (x0, x1, x2, x3, x4, x5) 7→ (−x3,−x4,−x5, x0, x1, x2)
is generically free and the Enriques surface is defined as X = K3/σ. It is another example for
which the first Chern class vanishes numerically (actually 2c1(X) = 0) and the Betti numbers
are b0 = b4 = 1, b1 = b3 = 0, b2 = 10, so that χ(X) = 12. As for K3 surfaces we can compute
the 12-dimensional DR hierarchy as
g =
∫ (∫
X
θ3
3!
− ε2 (u
1
x)
2
4
)
dx.
The Enriques Calabi-Yau threefold, instead, is defined by X = K3×E
(σ,−1)
, where E is an elliptic
curve with its natural involution (−1). It is an example of smooth CY3 with Betti numbers
b0 = b6 = 1, b1 = b5 = 0, b2 = b4 = 11, b3 = 24 so that χ(X) = 0, hence Proposition 10.1 implies
that, (the even part of) the corresponding cohomological field theory, gives a 24-dimensional
DR hierarchy with
g = g[0].
10.3. Fan-Jarvis-Ruan-Witten theory and partial CohFTs. The quantum singularity
theory was introduced by Fan, Jarvis, and Ruan [FJR13, FJR07] after ideas of Witten [Wit93].
Their main motivation was to find a generalization of Witten conjecture to Drinfeld–Sokolov
hierarchies of ADE type, see below.
More precisely, Fan–Jarvis–Ruan–Witten theory, or simply FJRW theory, is a cohomological
field theory attached to the data of (W,G) where
• W is a quasi-homogeneous polynomial with weights w1, . . . , wN and degree d, which has
an isolated singularity at the origin,
• G is a group of diagonal matrices γ = (γ1, . . . , γN) leaving the polynomial W invariant
and containing the diagonal matrix j := (e
2ipiw1
d , . . . , e
2ipiwN
d ).
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We usually denote by Aut(W ) the maximal group of diagonal symmetries of W . The state
space of the theory is
H(W,G) =
⊕
γ∈G
Hγ
=
⊕
γ∈G
(QWγ ⊗ dxγ)G,
where Wγ is the γ-invariant part of the polynomial W , QWγ is its Jacobian ring, the differential
form dxγ is
∧
xj∈(CN )γ
dxj , and the upper-script G stands for the invariant part under the group
G. It comes equipped with a bidegree and a pairing, see [CIR14, Equation (4)] or [PV16,
Equation (5.12)].
ADE singularities are the following polynomials
Ar : x
r+1,
Dn : x
2y + yn−1,
E6 : x
3 + y4,
E7 : x
3y + y3,
E8 : x
3 + y5.
Witten’s generalized conjecture below has been proved by Faber–Shadrin–Zvonkine [FSZ10] in
the A-case and by Fan–Jarvis–Ruan [FJR13] in the D-case and E-case, together with Francis
and Merrell [FFJMR16] for the D4-case.
Theorem 10.5 ([FSZ10, FJR13, FFJMR16]). The potential function of the FJRW theory of
(W,G) is a τ -function of the Drinfeld–Sokolov hierarchy of type H as follows:
W G H
Ar 〈j〉 = Aut(W ) Ar
D2n
〈j〉
Aut(W )
D2n
A4n−3
D2n+1 〈j〉 = Aut(W ) A4n−1
E6,7,8 〈j〉 = Aut(W ) E6,7,8
DTn Aut(W ) Dn
where the polynomial of type DTn is W = y
n−1x+ x2, n ≥ 4.
Another natural class of Drinfeld–Sokolov hierarchies consists of the types Bn, Cn, F4, and
G2. The situation is then more subtle, as the Saito–Givental–Dubrovin–Zhang potentials of
the corresponding singularities are not τ -functions of these hierarchies, see [DZ05].
To find a positive solution to this problem, Liu, Ruan, and Zhang [LRZ15] introduced the
notion of a cohomological field theory with finite symmetry, which is the additional data of a
finite group Γ acting on the state space V such that the linear maps cg,n : V
⊗n → H∗(Mg,n,C)
defining the cohomological field theory are invariant under Γ (with the trivial action of Γ on
the cohomology space H∗(Mg,n,C)).
Therefore, the restriction cΓg,n : (V
Γ)⊗n → H∗(Mg,n,C) of the cohomological field theory to
the Γ-invariant part of the state space is a partial cohomological field theory, i.e. it satisfies all
the axioms except the gluing-loop axiom.
Theorem 10.6 ([LRZ15]). The potential function of the Γ-invariant part of the FJRW theory
of (W,G) is a τ -function of the Drinfeld–Sokolov hierarchy of type H as follows:
W G Γ H
DTn Aut(W ) Z/2Z Bn
A2n−1 〈j〉 = Aut(W ) Z/2Z Cn
E6 〈j〉 = Aut(W ) Z/2Z F4
D4 〈j〉 Z/3Z G2
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where the action of Γ on the state space is given by
• for DTn , Z/2Z acts by (−1) on H1 and trivially otherwise,
• for A2n−1, Z/2Z acts by (−1)k+1 on Hjk for 1 ≤ k ≤ 2n,
• for E6, Z/2Z acts by (−1) on Hj2 and on Hj10, and acts trivially otherwise,
• for D4, Z/3Z acts trivially on Hj and on Hj2. The subspace H1 has a natural basis given
by the differential forms ex := xdxdy and ey := ydxdy, and the action of ξ ∈ Z/3Z is
given there by ξ · (ex, ey) = (ξ−1ex, ξey).
In general, FJRW theory of (W,G) is always a cohomological field theory with finite symmetry
Aut(W ), where the group acts naturally on each sector Hγ of the state space. Explicitly, the
Aut(W )-invariant part of the state space is
H(W,G),Aut(W ) =
⊕
γ∈G
(QWγ ⊗ dxγ)Aut(W )
⊂ H(W,G).
Following [Gue16, Gue17], for any chain polynomial W = xa11 x2 + · · ·+ xaN−1N−1 xN + xaNN with
any group G of symmetries, we can compute every product1
(10.2) λg · cW,Gg,n (u1 ⊗ . . .⊗ un) ∈ H∗(Mg,n,C),
where cW,Gg,n is the cohomological class for the FJRW theory of (W,G), and the vectors ui
are in the Aut(W )-invariant part H(W,G),Aut(W ) of the state space. Furthermore, the third
author has written a computer program [GueMa] in Maple to compute integrals involving the
product (10.2), ψ-classes, and a double ramification cycle. As a consequence, it is possible to
evaluate with a computer any density of the DR hierarchy attached to this partial cohomological
field theory.
Remark 10.7. Let G1 ⊂ G2 be two distinct groups of symmetries of the same polynomial W .
Then, the restriction of the FJRW theory of (W,G2) to the subspace⊕
γ∈G1
(QWγ ⊗ dxγ)Aut(W ) ⊂ H(W,G2)
is a partial cohomological field theory, but it is in general distinct from the Aut(W )-invariant
part of the FJRW of (W,G1). In fact, even the products (10.2) are distincts, as well as the
DR hierarchies; we will see an example in Remark 10.15. Note also that in general for a small
group G, the FJRW theory of (W,G) is not generically semisimple.
In this part, we give examples of computations for the singularity B2 = C2, and we compare
DR and DZ hierarchies.
10.3.1. The two faces of the singularity B2. We discuss the two candidate theories for the
singularity B2, already appearing in Proposition 10.6 and in Section 10.1.
First, we start with the singularity A3, i.e. W = x
4, whose potential in genus zero is
F 4-spin0 (t
1, t2, t3) =
(t1)2t3
2
+
t1(t2)2
2
+
(t2)2(t3)2
16
+
(t3)5
960
,
the dimension of the state space being 3 and the coordinate tk corresponding to the state
element ejk . We then consider the action of Z/2Z as in Proposition 10.6: (−1) · tk := (−1)k+1tk.
Thus, the invariant coordinates are t1 and t3, leading to the B2-potential in genus zero:
F0(t
1, t3) =
(t1)2t3
2
+
(t3)5
960
,
where, to compare with Section 10.1, we need to take the reparametrization
u = at1 , v = bt3 , 40b5 = 3 , a2b = 1.
1The computation is in fact in the Chow ring of the moduli space of (W,G)-spin curves. Under some extra
assumptions, it is also done for loop polynomials.
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The B2-potential
2 shifted by s · ej3 is
F0(t
1, t3, s) =
(t1)2t3
2
+
1
960
((t3)5 + 5s(t3)4 + 10s2(t3)3).
The Euler vector field is the invariant part of the Euler vector field for 4-spin, i.e.
E = t1
∂
∂t1
+
1
2
(t3 + s)
∂
∂t3
and we have
E · F0 = 5
2
F0 +
s
2
(
(t1)2
2
+
s2(t3)2
32
)
.
Note that the conformal dimension δ for the B2-potential satisfies 3− δ = 52 .
One interesting aspect of the B2-potential in genus zero is that we have two different natural
ways to extend it to higher genus and to descendants:
(1) using Teleman’s reconstruction theorem [Tel12] for a non-zero s; away from the origin
the Frobenius structure is semisimple and conformal with respect to E. We denote by
cT :=
{
cTg,n
}
2g−2+n>0
the associated CohFT depending on s 6= 0 and by F T its potential
function. As already discussed in Section 10.1, we will see explicitly in Remark 10.9
that the theory cT diverges at s = 0.
(2) taking the invariant part F I of the 4-spin potential F 4-spin ; we denote by cI :={
cIg,n
}
2g−2+n>0
the corresponding partial CohFT. The theory cI is well-defined at s = 0.
Remark 10.8. The Dubrovin-Zhang hierarchy is not defined for partial CohFTs. However,
the discussion in Section 7.1 makes sense for CohFTs with finite symmetries. First, we take the
full potential of the underlying CohFT and define the power series (wtop)αn and the differential
polynomial ΩDZα,p;β,q as in Section 7.1. Then, we observe that the unity is always in the invariant
part of the state space under the finite symmetry and that any correlator involving exactly one
non-invariant state vanishes. Thus, for any index α corresponding to a non-invariant coordinate,
the power series (wtop)αn becomes zero once we restrict to invariant coordinates t
∗
∗, and the
differential polynomial ΩDZα,p;β,q only depends on the variables w
α
n which are invariant under the
symmetry. As a consequence, we define the equations of the Dubrovin-Zhang hierarchy for
CohFT with finite symmetries by restricting equation (7.2)
∂wα
∂tβq
= ηαµ∂xΩ
DZ
µ,0;β,q
to the invariant coordinates.
Recall that the equations of the DR hierarchy are given by
∂uα
∂tβq
= ηαµ∂x
δgβ,q
δuµ
.
In this section, we explain how to compute the functions ΩDZ3,0;3,0 and
δg3,0
δu3
up to genus 1 for the
CohFT cT and for the partial CohFT cI .
DZ hierarchies for cI and for cT . The full potentials F I and F T have the form
∂2F •
∂t3∂t3
=
(t3)3
48
+
s(t3)2
16
+
s2t3
16
+ ǫ2P •1 +O(ǫ
4),
where
P •1 =
∑
α1,...,αn∈{1,3}
d1,...,dn
〈τd1(ejα1 ) · · · τdn(ejαn )τ0(ej3)2〉•1,n+2
tα1d1 · · · tαndn
n!
2Note that we erase the terms of degree strictly less than 3.
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and where 〈. . .〉•1,n+2 are the correlators for the theories cI or cT . For both theories, we com-
pute the function ΩDZ,•3,0;3,0 written in the normal coordinates w
α
n := (w
top)αn|x=0 satisfying equa-
tion (7.1). For this, we use the homogeneity condition given by the Euler vector field:(∑
d≥0
w1d
∂
∂w1d
+
1
2
∑
d≥0
w3d
∂
∂w3d
+
1
2
s
∂
∂w30
+
1
2
ǫ2
∂
∂ǫ2
)
∂2F •
∂t3∂t3
=
3
2
∂2F •
∂t3∂t3
+
s3
32
.
Therefore, the function P •1 has the form
P •1 =
∑
λ,µ
aλ,µw
1
λw
3
µ(w
3 + s)2−2l(λ)−l(µ) , aλ,µ ∈ C,
where λ and µ are multi-indices, wαλ1,...,λp := w
α
λ1
· · ·wαλp, l(·) is the length of the multi-index
and we have
l(λ)∑
k=1
λk +
l(µ)∑
k=1
µk = 2g.
As a consequence, we obtain
P •1 = aw
1
2 + b(w
3
1)
2 + cw32(w
3 + s) + dw11w
3
1(w
3 + s)−1 + e(w11)
2(w3 + s)−2,
where, using equation (7.1), the constants a, b, c, d, e are related to the correlators of the theory:
a = 〈τ0(ej3)2τ2(ej)〉1,3 − s
2
16
〈τ0(ej)2τ2(ej)〉1,3,
b =
1
2
〈τ1(ej3)2τ0(ej3)2〉1,4 − s
2
32
〈τ1(ej3)2τ0(ej)2〉1,4 − cs
2
〈τ1(ej3)2τ0(ej)4〉0,6
− e
s2
(〈τ1(ej3)2τ0(ej3)τ0(ej)2〉0,5 − 1
s
〈τ1(ej3)2τ0(ej)2〉0,4),
c =
1
s
〈τ2(ej3)τ0(ej3)2〉1,3 − s
16
〈τ2(ej3)τ0(ej)2〉1,3,
d = s〈τ0(ej3)2τ1(ej3)〉1,3 − s
3
16
〈τ0(ej)2τ1(ej3)〉1,3,
e = s2〈τ0(ej3)2〉1,2.
Both theories cI and cT have the same genus-zero correlators, but genus-one correlators are
different. For the theory cT , we can use the formula [DZ98, Equation 3.30] for the function
GT (t1, t3) := F T1 |t∗≥1=0 = −
1
48
log
(
1 +
t3
s
)
to get the values
〈τ0(ej3)〉T1,1 = −
1
48s
, 〈τ0(ej3)2〉T1,2 =
1
48s2
,
〈τ0(ej3)2τ2(ej)〉T1,3 = 0, 〈τ0(ej3)2τ1(ej3)〉T1,3 = 0,
〈τ0(ej3)2τ1(ej3)2〉T1,4 =
1
96
, 〈τ2(ej3)τ0(ej3)2〉T1,3 =
s
96
(1− 1
8
),
and the final expression
ΩDZ,T3,0;3,0 =
∂2F T
∂t3∂t3
=
(w3)3
48
+
s(w3)2
16
+
s2w3
16
+ǫ2
(
1
768
(w31)
2 +
1
96
w32(w
3 + s) +
1
48
(w11)
2
(w3 + s)2
)
+O(ǫ4).
Remark 10.9. We see that the B2-theory for F
T is singular at s = 0, as already explained in
Section 10.1.
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The theory cI is given by the shifted Witten 4-spin class
cIg,n1+n3(e
n1
j ⊗ en3j3 ) =
∑
m≥0
sm
m!
pm,∗c
4-spin
g,n1+n3+m(e
n1
j ⊗ en3+mj3 )
which is a class of mixed Chow degrees equal to
g − 1 + n3 −m
2
, with m ≥ 0.
In particular, in genus 1, it is less than n3
2
, and we get the vanishing of the correlators
〈τ0(ej3)〉I1,1 = 0, 〈τ0(ej3)2〉I1,2 = 0, 〈τ0(ej3)2τ1(ej3)〉I1,3 = 0.
The remaining correlators are
〈τ2(ej)τ0(ej3)2〉I1,3 =
∫
M1,3
ψ21c
4-spin
1,3 (e
3
j3) =
1
48
,
〈τ2(ej3)τ0(ej3)2〉I1,3 = s
∫
M1,4
ψ21c
4-spin
1,4 (e
4
j3) =
s
64
,
〈τ1(ej3)2τ0(ej3)2〉I1,4 =
∫
M1,4
ψ1ψ2c
4-spin
1,4 (e
4
j3) =
1
64
,
where we use the equality ψk = λ1 + δ(k) in genus 1 (where δ(k) is the divisor of nodal curves
with the k-th marking on the genus-zero component) and the formula in [Gue17]. Therefore,
we obtain the final expression
ΩDZ,I3,0;3,0 =
∂2F I
∂t3∂t3
=
(w3)3
48
+
s(w3)2
16
+
s2w3
16
+ ǫ2
(
1
48
w12 +
1
128
(w31)
2 +
1
64
w32(w
3 + s)
)
+O(ǫ4).
DR hierarchy for cI . Recall the Hamiltonian gI3,0 of the DR hierarchy,
gI3,0 :=
∑
g≥0
∑
n≥2
(−ǫ2)g
n!
∑
a1+···+an=0
α1,...,αn∈{1,3}
(∫
DRg(0,a1,...,an)
λgc
I
g,n+1(ej3 ⊗ ejα1 ⊗ · · · ⊗ ejαn )
)
n∏
i=1
pαiai .
For degree reasons, non-zero integrals must satisfy g+2n1+n3+m = 4, where nk is the number
of integer k among α1, . . . , αn. Since we have n1 + n3 ≥ 2, we obtain the following possibilities
g = 0, (n1, n3, m) ∈ {(2, 0, 0), (1, 2, 0), (1, 1, 1), (0, 2, 2), (0, 3, 1), (0, 4, 0)} ,
g = 1, (n1, n3, m) ∈ {(1, 1, 0), (0, 3, 0), (0, 2, 1)} ,
g = 2, (n1, n3, m) ∈ {(0, 2, 0)} .
Some of these contributions come from the non-shifted gI3,0, which was computed for instance
in [BR16a]:
gI3,0|s=0 =
∫ (
(u1)2
2
+
(u3)4
192
+
ǫ2
4
(
(u3)2u32
64
+
u3u12
24
)
+
ǫ4
16
u3u34
128
)
dx.
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For the shifted theory, the new terms are in genus 0 and in genus 1. For instance we have
A :=
ǫ2s
2
∑
a∈Z
(∫
DR1(0,a,−a)
−λ1p∗c4-spin1,4 (e4j3)
)
p3ap
3
−a
=
ǫ2s
2
∑
a∈Z
(∫
δ
{1,2,3,4}
0
−λ1c4-spin1,4 (e4j3)
)
a2p3ap
3
−a
= −ǫ
2s
2
∑
a∈Z
a2
64
p3ap
3
−a
=
∫
ǫ2
4
s(u31)
2
32
dx.
In genus zero, we have two new terms in g3,0 that we compute to be
s2
32
(u3)2 and s
48
(u3)3
respectively. At last, we have
gI3,0 =
∫ (
(u1)2
2
+
(u3)4
192
+
s
48
(u3)3 +
s2
32
(u3)2 +
ǫ2
4
(
(u3 + s)2u32
64
+
u3u12
24
)
+O(ǫ4)
)
dx
and we obtain
δgI3,0
δu3
=
(u3)3
48
+
s(u3)2
16
+
s2u3
16
+
ǫ2
4
(
1
24
u12 +
1
32
(u31)
2 +
1
16
u32(u
3 + s)
)
+O(ǫ4).
DR hierarchy for cT . The last step is to compute the Hamiltonian gT3,0 up to terms of genus
bigger than 1 for the cohomological field theory cT . In genus 0, the only non-zero correlators
without descendants are
〈τ0(ej)2τ0(ej3)〉0 = 1, 〈τ0(ej3)5〉0 = 18 ,
〈τ0(ej3)4〉0 = s8 , 〈τ0(ej3)3〉0 = s
2
16
,
and we find as before
gT3,0 =
∫ (
(u1)2
2
+
s2
32
(u3)2 +
s
48
(u3)3 +
(u3)4
192
+O(ǫ2)
)
dx.
In genus 1, the double ramification cycle equals
DR1(0, a1, . . . , an)|Mct1,n+1 = −
∑
J⊂{0,...,n}
|J |≥2
∑
i,j∈J
i<j
aiajδ
J
0 ,
where a0 := 0. This splits the computation into a genus-zero correlator and a product between
a genus-one virtual class and the class −λ1, which equals − 124δirr. Since the theory cT is a
CohFT, we use the loop-gluing axiom and we obtain
− 1
24
〈τ0(eJ)τ0(eα)〉0ηαβ〈τ0(eβ)τ0(eJc)τ0(eγ)τ0(eδ)〉0ηγδ,
where the notation τ0(eJ) stands for the product
∏
i∈J τ0(ej) and similarly for the complemen-
tary set Jc. We notice that for ηγδ to be non-zero, we need one of the state eγ or eδ to be ej.
Thus, looking again at the non-vanishing genus-zero correlators, we must have eβ = ej and
Jc = ∅. Hence, eα = ej3 and τ0(eJ) contains at least one τ0(ej3) (the one coming from the 3
in gT3,0). Furthermore, τ0(eJ) contains no τ0(ej). Precisely, we have
〈τ0(eJ)τ0(eα)〉0 = 〈τ0(ej3)n+2〉0,
and since the integer n is at least 2, we have only two possibilities:
(1) n = 2 leading to − ǫ2
12
s(u31)
2
16
,
(2) n = 3 leading to − ǫ2
12
u3(u31)
2
16
.
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At last, we have
gT3,0 =
∫ (
(u1)2
2
+
s2
32
(u3)2 +
s
48
(u3)3 +
(u3)4
192
− ǫ
2
192
(u31)
2(u3 + s) +O(ǫ4)
)
dx
and we obtain
δgT3,0
δu3
=
(u3)3
48
+
s(u3)2
16
+
s2u3
16
+
ǫ2
192
(
(u31)
2 + 2u32(u
3 + s)
)
+O(ǫ4).
Summary of the results. We compare the formulas found for the DZ and DR hierarchies: for
the B2-singularity as a CohFT, i.e. for the theory c
T , we have
ΩDZ,T3,0;3,0 =
(w3)3
48
+
s(w3)2
16
+
s2w3
16
+
ǫ2
4
(
1
192
(w31)
2 +
1
24
w32(w
3 + s) +
1
12
(w11)
2
(w3 + s)2
)
+O(ǫ4),
δgT3,0
δu3
=
(u3)3
48
+
s(u3)2
16
+
s2u3
16
+
ǫ2
4
(
1
48
(u31)
2 +
1
24
u32(u
3 + s)
)
+O(ǫ4),
and for the B2-singularity as a partial CohFT, i.e. for the theory c
I , we have
ΩDZ,I3,0;3,0 =
(w3)3
48
+
s(w3)2
16
+
s2w3
16
+
ǫ2
4
(
1
32
(w31)
2 +
1
16
w32(w
3 + s) +
1
12
w12
)
+O(ǫ4),
δgI3,0
δu3
=
(u3)3
48
+
s(u3)2
16
+
s2u3
16
+
ǫ2
4
(
1
32
(u31)
2 +
1
16
u32(u
3 + s) +
1
24
u12
)
+O(ǫ4).
Remark 10.10. For the theory cI , the coefficients for ǫ2w12 and for ǫ
2u12 are different. It is
explained by the Miura transformation
w1 = u1 +
ǫ2
96
u32, w
2 = u2, w3 = u3,
found in [BG16] to go from the DR hierarchy to the DZ hierarchy of the 4-spin theory. Indeed,
restricting to the invariant coordinates, i.e. taking w2 = u2 = 0, we should have
∂xΩ
DZ,I
3,0;3,0 =
∂w1
∂t3
=
∂u1
∂t3
+
ǫ2
96
∂u32
∂t3
= ∂x
(
δgI3,0
δu3
+
ǫ2
96
∂2x
δgI3,0
δu1
)
,
and from the expression of the Hamiltonian gI3,0, we find
δgI3,0
δu1
= u1 +
ǫ2
4
u32
24
+O(ǫ4),
so that we obtain
ΩDZ,I3,0;3,0 −
(
δgI3,0
δu3
+
ǫ2
96
∂2x
δgI3,0
δu1
)
=
ǫ2
4
1
12
w12 −
(
ǫ2
4
1
24
u12 +
ǫ2
96
u12
)
+O(ǫ4) = O(ǫ4).
10.4. Singularities of low degree. For polynomial singularities of low degree, we have a dual
statement to Proposition 10.1.
Proposition 10.11. Let (W, 〈j〉) be a Landau–Ginzburg orbifold, where W is a homogeneous
polynomial with N variables and degree d with 4 ≤ d ≤ N or 2d = 6 ≤ N . The double
ramification hierarchy associated to the FJRW theory of (W, 〈j〉) is given by
gα,p = g
[0]
α,p + δα,1
ε2
24
χ(W,〈j〉)
p!
(u1)p u1xx,
where u1 is the variable associated with the unity and χ(W,〈j〉) is the difference of dimension
between the even and the odd subspaces of the Z2-graded state space H(W,〈j〉), i.e.
χ(W,〈j〉) =
d2 − 1 + (1− d)N
d
.
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Proof. In general, for a quasi-homogeneous polynomial W with weights w1, . . . , wN and degree
d, we define the charges qj :=
wj
d
. Then, we recall that the state space H(W,〈j〉) is a direct sum
of subspaces Hjk for 1 ≤ k ≤ d, and that Hj is always one-dimensional and generated by the
unity. Furthermore, the cohomological degree of the map cg,n for the FJRW theory of (W, j) is
deg cg,n(1
a ⊗ eb22 ⊗ . . .⊗ ebdd ) = 2(cˆW − 1)(g − 1) +
d∑
k=1
bk deg ek,
where ek ∈ Hjk , the central charge cˆW is defined as cˆW =
∑
j(1− 2qj), the degree of ek is
deg ek = card {j | kqj ∈ Z}+ 2
∑
j
〈kqj〉 − qj,
and the Z/2-grading is
degZ2 ek = (−1)card{j|kqj∈Z}.
Here, the polynomial W is homogeneous, so that w1 = . . . = wN = 1 and we see that
deg ek = 2
(k − 1)N
d
−Nδk=d ≥ 2 , for k ≥ 2.
The intersection numbers
∫
DRg(a1,...,an)
λgcg,n(1
a⊗ eb22 ⊗ . . .⊗ ebdd ) appearing in the potential g
vanish unless the number of insertions of the unit is
a =
d∑
k=2
bk
(
deg ek
2
− 1
)
+ 2 + (cˆW − 1)(g − 1).
Since we have cˆW ≥ 2, we get a > g for g ≥ 1. Thus, the class cg,n(1a ⊗ eb22 ⊗ . . . ⊗ ebdd ) is a
pull-back from Mg,n−a via the forgetful morphism Mg,n → Mg,n−g → Mg,n−a, and so is the
class λg. But we have the formula π∗DRg(a1, . . . , an) = g!a
2
1 . . . a
2
g[Mg,n−g] for the push-forward
along the first forgetful morphism π :Mg,n →Mg,n−g. Therefore, the integral∫
DRg(a1,...,an)
λgcg,n(1
a ⊗ eb22 ⊗ . . .⊗ ebdd )
is zero unless g = 1, n = 2. In this case the forgetful map Mg,n →Mg,n−g →Mg,n−a above is
not defined and we know from Section 8 and from Proposition 10.1 that the coefficient of u1u1xx
is 1
48
χ(W,〈j〉), where the Euler characteristic means the difference of dimension between the even
and the odd subspaces of the Z2-graded state space H(W,〈j〉).
Explicitly, the state space is a direct sum of subspaces Hjk for 0 ≤ k ≤ d − 1. They are all
one-dimensional and even-degree, except for Hj0 = (QW )j, the j-invariant part of the Jacobian
ring of W . The space Hj0 is odd-degree if and only if N is odd.
Let hk denote the dimension of the homogeneous subspace of QW of degree k. Then, we have∑
k≥0
hkt
k =
(
t+ · · ·+ td−1)N =: P (t).
Therefore, the dimension of the subspace (QW )j is∑
k≥0
hkdt
kd =
P (ζ0d) + · · ·+ P (ζd−1d )
d
=
(d− 1)N + (−1)N (d− 1)
d
and the Euler characteristic χ(W,〈j〉) is
χ(W,〈j〉) = (d− 1) + (−1)N (d− 1)
N + (−1)N(d− 1)
d
=
d2 − 1 + (1− d)N
d
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The rest of the proof is the same as for Proposition 10.1.

Remark 10.12. When d = N , there is an isomorphism of graded vector spaces between
H(W,〈j〉) and the cohomology of the associated hypersurface in P
N−1, see [CR11a]. In particular,
we see that the Euler characteristics agree. Furthermore, there is a precise conjecture [CR11b]
relating Gromov–Witten invariants of the hypersurface to FJRW invariants of W ; it is called
the Landau–Ginzburg/Calabi–Yau correspondence. We see that Propositions 10.1 and 10.11
are compatible with such correspondence.
Remark 10.13. Proposition 10.11 holds for any Landau–Ginzburg orbifold (W,G) when two
conditions are satisfied: the central charge is cˆW > 1 and every homogeneous element of the
state space H(W,G) is a multiple of the unity or is of degree more than 2. This last property
implies that w1 + · · ·+ wN ≥ d, but the latter is not a sufficient condition. For instance, take
the polynomial W = x12 + y31 + y
3
2 + y
3
3 with weights (1, 4, 4, 4) and degree 12, then we have
deg(ej4) = 1/2.
Example 10.14. (quintic singularity). The Euler characteristic of the quintic polynomial
W = x51 + · · ·+ x55 is −200 and the rank-4 generalized double ramification hierarchy associated
to the Aut(W )-invariant part of the FJRW theory of (W, 〈j〉) is given by
g =
∫ (
1
2
(u1)2u4 +
1
6
(u2)3 + u1u2u3 +
∑
k≥1
n3+5k
(u2)3+5k
(3 + 5k)!
+
25ε2
6
(u1x)
2
)
dx,
where the numbers nk are the following FJRW invariants of the quintic singularity
nk :=
∫
M0,k
c0,k(e
k
j2).
We see that the coefficient of 1
6
(u2)3 in above expression differs from the one in the quintic
hypersurface Example 10.3. The coefficient 1 is indeed the value of the FJRW correlator
〈τ0(ej2)3〉W0,3 and enters into the coefficient of the small quantum product
ej2 ⋆
W
0 ej2 =
〈τ0(ej2)3〉W0,3
(ej2, ej3)W
· ej3 = ej3 , with (ej2, ej3)W = 1.
For the quintic hypersurface X , the coefficient 5 is the value of the GW correlator 〈τ0(h)3〉X0,3,0
and also comes from the quantum product
h ⋆X0 h =
〈τ0(h)3〉X0,3,0
(h, h2)X
· h2 = h2 , with (h, h2)X = 5,
where h is the hyperplane class. The quantum products ⋆X and ⋆W for the GW theory of X
and for the FJRW theory of (W, 〈j〉) are not expected to be the same. Instead, we should view
the Landau–Ginzburg/Calabi–Yau correspondence as a duality of the quantum products
⋆Xq ∼q=t−5 ⋆Wt .
Remark 10.15. The restriction of the FJRW theory of (W,Aut(W )) to the subspace
(H(W,〈j〉))
Aut(W ) ⊂ H(W,Aut(W ))
also has rank 4 and it has the same genus-0 part as the quintic singularity, but the Euler
characteristic is 1075, so the double ramification hierarchy is different:
g =
∫ (
1
2
(u1)2u4 +
1
6
(u2)3 + u1u2u3 +
∑
k≥1
n3+5k
(u2)3+5k
(3 + 5k)!
− 1075ε
2
48
(u1x)
2
)
dx.
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Landau–Ginzburg/Calabi–Yau correspondence. As already mentioned, the generating
function of the coefficients n3+5k is related to the generating function of the numbers cd appear-
ing in the quintic hypersurface Example 10.3. It is called the Landau–Ginzburg/Calabi–Yau
correspondence. We briefly explain it below and we refer to [CR10] for a detailed treatment.
Take a cohomological field theory with vector space V and variables u1, . . . , uN associated to
a basis e1, . . . , eN of V , with unit e1. We define the J-function J : V → V [z, z−1]] to be
J(u,−z) := −ze1 + u+
∑
n≥2
∑
d≥0
1
n!
〈τ0(u)nτd(eα)〉0,n+1ηαβ eβ
(−z)d+1
= −ze1 + u+
∑
d≥0
g
[0]
α,d(u) ·
eα
(−z)d+1 , u = u
αeα.
The J-function has some special properties. For instance, it is the only function of the form
−ze1 + u + O(z−1) lying on the so-called Givental cone of the cohomological field theory,
see [Giv04]. Therefore, when it is possible to find another function I on the Givental cone, with
the form
I(t,−z) = −ω−1(t)ze1 +
∑
d≥0
ωd(t)
(−z)d ,
where ω−1(t) ∈ C∗ and ωd(t) ∈ V for d ≥ 0, then we obtain
(10.3) J
(
u :=
ω0(t)
ω−1(t)
,−z
)
= −ze1 + u+
∑
d≥0
ωd+1(t)
ω−1(t)
1
(−z)d+1 ,
and as a consequence we have
ωd+1(t)
ω−1(t)
= g
[0]
α,d(u) e
α.
The above discussion on I- and J-functions applies in particular to the Gromov–Witten theory
of the quintic hypersurface X and to the FJRW theory of the pair (W, 〈j〉). Explicitly, we have
IGW (t) = z t
H
z
∑
k≥0
tk
(5H + z) · (5H + 2z) · · · (5H + 5kz)
((H + z) · (H + 2z) · · · (H + kz))5
= ωGW−1 (t)z + ω
GW
0 (t)H + ω
GW
1 (t)
H2
z
+ ωGW2 (t)
H3
z2
,
IFJRW (s) = z
∑
k≥1
skejk
(〈k
5
〉 · (〈k
5
〉+ 1) · · · (〈k
5
〉+ ⌊k
5
⌋ − 1))5
⌊k
5
⌋! (−z)
4·⌊k
5
⌋
= ωFJRW−1 (s)ejz + ω
FJRW
0 (s)ej2 + ω
FJRW
1 (s)
ej3
z
+ ωFJRW2 (s)
ej4
z2
.
Furthermore, the relations
uGW =
ωGW0 (t)H
ωGW−1 (t)
and uFJRW =
ωFJRW0 (s)ej2
ωFJRW−1 (s)
can be inverted and we deduce the values of the numbers cd and nk, see [Giv96, CR10]:
c1 = 2975, c2 = 609250, c3 = 317206375, . . .
n3 = 1, n8 =
8
625
, n13 =
5736
78125
, . . .
The Landau–Ginzburg/Calabi–Yau correspondence [CR11b] relates these two series of numbers
via a change of variables and an analytic continuation of the I-functions.
Theorem 10.16 ([CR10, Theorem 4.2.4]). There exists an explicit linear isomorphism
U : (H(W,〈j〉))
Aut(W )[z, z−1]→ Heven(X,C)[z, z−1]
Tau-structure for the Double Ramification Hierarchies 55
such that
U(IFJRW (s)) =: I˜(s)
is an analytic continuation of the function IGW (t) under the change of variables s
5 · t = 1.
References
[BCRR17] A. Brini, G. Carlet, S. Romano, P. Rossi, Rational reductions of the 2D-Toda hierarchy and mirror
symmetry, Journal of the European Mathematical Society (JEMS) 19 (2017), no. 3, 835–880.
[Bur15] A. Buryak, Double ramification cycles and integrable hierarchies, Communications in Mathematical
Physics 336 (2015), no. 3, 1085–1107.
[BG16] A. Buryak, J. Gue´re´, Towards a description of the double ramification hierarchy for Witten’s r-spin
class, Journal de Mathe´matiques Pures et Applique´es 106 (2016), no. 5, 837–865.
[BPS12a] A. Buryak, H. Posthuma, S. Shadrin, On deformations of quasi-Miura transformations and the
Dubrovin-Zhang bracket, Journal of Geometry and Physics 62 (2012), no. 7, 1639–1651.
[BPS12b] A. Buryak, H. Posthuma, S. Shadrin, A polynomial bracket for the Dubrovin-Zhang hierarchies,
Journal of Differential Geometry 92 (2012), no. 1, 153–185.
[BR16a] A. Buryak, P. Rossi, Recursion relations for Double Ramification Hierarchies, Communications in
Mathematical Physics 342 (2016), no. 2, 533–568.
[BR16b] A. Buryak, P. Rossi, Double ramification cycles and quantum integrable systems, Letters in Math-
ematical Physics 106 (2016), no. 3, 289–317.
[BSSZ15] A. Buryak, S. Shadrin, L. Spitz, D. Zvonkine, Integrals of ψ-classes over double ramification cycles,
American Journal of Mathematics 137 (2015), no. 3, 699–737.
[COGP91] P. Candelas, X. C. de la Ossa, P. S. Green, L. Parkes, A pair of Calabi-Yau manifolds as an exactly
soluble superconformal theory, Nuclear Physics B 359 (1991) no. 1, 21–74.
[CIR14] A. Chiodo, H. Iritani, Y. Ruan, Landau-Ginzburg/Calabi-Yau correspondence, global mirror symme-
try and Orlov equivalence, Publications Mathe´matiques. Institut de Hautes E´tudes Scientifiques 119
(2014), 127–216.
[CR10] A. Chiodo, Y. Ruan, Landau–Ginzburg/Calabi–Yau correspondence for quintic three-folds via sym-
plectic transformations, Inventiones Mathematicae 182 (2010), no. 1, 117–165.
[CR11a] A. Chiodo, Y. Ruan, LG/CY correspondence: the state space isomorphism, Advances in Mathe-
matics 227 (2011), no. 6, 2157-2188.
[CR11b] A. Chiodo, Y. Ruan, A global mirror symmetry framework for the Landau-Ginzburg/Calabi-Yau
correspondence, Annales de l’Institut Fourier (Grenoble) 61 (2011), no. 7, 2803–2864.
[Dim92] A. Dimca, Singularities and topology of hypersurfaces, Universitext. Springer-Verlag, New York,
1992. xvi+263 pp.
[Dub98] B. Dubrovin, Differential geometry of the space of orbits of a Coxeter group, Surveys in differential
geometry: integral systems [integrable systems], 181–211, Surv. Differ. Geom., 4, Int. Press, Boston,
MA, 1998.
[DLYZ16] B. A. Dubrovin, S.-Q. Liu, D. Yang, Y. Zhang, Hodge integrals and tau-symmetric integrable
hierarchies of Hamiltonian evolutionary PDEs, Advances in Mathematics 293 (2016), 382–435.
[DN83] B. A. Dubrovin, S. P. Novikov, Hamiltonian formalism of one-dimensional systems of hydrodynamic
type, and the Bogolyubov-Whitham averaging method, Soviet Math. Dokl. 27 (1983), 665–669.
[DZ98] B. Dubrovin, Y. Zhang, Bi-Hamiltonian hierarchies in 2D topological field theory at one-loop ap-
proximation, Communications in Mathematical Physics 198 (1998), no. 2, 311–361.
[DZ05] B. Dubrovin, Y. Zhang, Normal forms of hierarchies of integrable PDEs, Frobenius manifolds and
Gromov-Witten invariants, a new 2005 version of arXiv:math/0108160, 295 pp.
[FSZ10] C. Faber, S. Shadrin, D. Zvonkine, Tautological relations and the r-spin Witten conjecture, Annales
Scientifiques de l’E´cole Normale Supe´rieure (4) 43 (2010), no. 4, 621–658.
[FFJMR16] H. Fan, A. Francis, T. Jarvis, E. Merrell, Y. Ruan, Witten’s D4 Integrable Hierarchies Conjecture,
Chinese Annals of Mathematics 37 (2016), no. 2, 175–192.
[FJR07] H. Fan, T. Jarvis, Y. Ruan, The Witten equation and its virtual fundamental cycle, arXiv:0712.4025.
[FJR13] H. Fan, T. Jarvis, Y. Ruan, The Witten equation, mirror symmetry, and quantum singularity
theory, Annals of Mathematics (2) 178 (2013), no. 1, 1–106.
[Get97] E. Getzler, Intersection theory on M1,4 and elliptic Gromov-Witten invariants, Journal of the
American Mathematical Society 10 (1997), no. 4, 973–998.
[Get99] E. Getzler, The Virasoro conjecture for Gromov-Witten invariants, Algebraic geometry: Hirzebruch
70 (Warsaw, 1998), 147-176, Contemp. Math., 241, Amer. Math. Soc., Providence, RI, 1999.
[Giv96] A. Givental, Equivariant Gromov–Witten invariants, International Mathematics Research No-
tices (1996), no. 13, 613–663.
56 A. Buryak, B. Dubrovin, J. Gue´re´, P. Rossi
[Giv04] A. Givental, Symplectic geometry of Frobenius structures, Frobenius manifolds, 91–112, Aspects
Math., E36, Friedr. Vieweg, Wiesbaden, 2004.
[Gue16] J. Gue´re´, A Landau–Ginzburg mirror theorem without concavity, Duke Mathematical Journal 165
(2016), no. 13, 2461–2527.
[Gue17] J. Gue´re´, Hodge integrals in FJRW theory, Michigan Mathematical Journal 66 (2017), no. 4, 831–
854.
[GueMa] J. Gue´re´, Maple computer program, on Je´re´my Gue´re´’s website.
[Hai13] R. Hain, Normal functions and the geometry of moduli spaces of curves, Handbook of moduli,
Vol. I, 527–578, Adv. Lect. Math. (ALM), 24, Int. Press, Somerville, MA, 2013.
[Kon92] M. Kontsevich, Intersection theory on the moduli space of curves and the matrix Airy function,
Communications in Mathematical Physics 147 (1992), no. 1, 1–23.
[KM94] M. Kontsevich, Yu. Manin, Gromov-Witten classes, quantum cohomology, and enumerative geom-
etry, Communications in Mathematical Physics 164 (1994), no. 3, 525–562.
[LRZ15] S.-Q. Liu, Y. Ruan, Y. Zhang, BCFG Drinfeld-Sokolov hierarchies and FJRW-Theory, Inventiones
Mathematicae 201 (2015), no. 2, 711–772.
[MW13] S. Marcus, J. Wise, Stable maps to rational curves and the relative Jacobian, arXiv:1310.5981.
[Mil14] T. Milanov, Analyticity of the total ancestor potential in singularity theory, Advances in Mathe-
matics 255 (2014), 217–241.
[PPZ15] R. Pandharipande, A. Pixton, D. Zvonkine, Relations on Mg,n via 3-spin structures, Journal of
the American Mathematical Society 28 (2015), no. 1, 279–309.
[PV16] A. Polishchuk, A. Vaintrob, Matrix factorizations and cohomological field theories, Journal fu¨r die
Reine und Angewandte Mathematik 714 (2016), 1–122.
[Ros10] P. Rossi, Integrable systems and holomorphic curves, Proceedings of the Go¨kova Geometry-
Topology Conference 2009, 34–57, Int. Press, Somerville, MA, 2010.
[Ros15] P. Rossi, Nijenhuis operator in contact homology and descendant recursion in symplectic field the-
ory, Proceedings of the Go¨kova Geometry-Topology Conference 2014, 156–191, Go¨kova Geome-
try/Topology Conference (GGT), Go¨kova, 2015.
[Tel12] C. Teleman, The structure of 2D semi-simple field theories, Inventiones Mathematicae 188 (2012),
no. 3, 525–588.
[Wit91] E. Witten, Two-dimensional gravity and intersection theory on moduli space, Surveys in differential
geometry (Cambridge, MA, 1990), 243–310, Lehigh Univ., Bethlehem, PA, 1991.
[Wit93] E. Witten, Phases of N = 2 theories in two dimensions, Nuclear Physics B 403 (1993), no. 1-2,
159–222.
