Abstract-Super resolution technology origins from the field of image restoration. The increasing difficulties in the resolution improvement by hardware prompts the super resolution reconstruction that can solve this problem effectively, but the general algorithms of super resolution reconstruction model are unable to quickly complete the image processing. Based on this problem, this paper studies on adaptive super-resolution reconstruction algorithm of neighbor embedding based on nonlocal similarity, in the foundation of traditional neighborhood embedding super resolution reconstruction method, using nonlocal similarity clustering algorithm, classifying the image training sets, which reduces the matching search complexity and speeds up the algorithm; by introducing new characteristic quantity and building a new calculation formula for solving weights, the quality of reconstruction is enhanced. The simulation test shows that the algorithm proposed in this paper is superior to the traditional regularization method and the spline interpolation algorithm no matter on the objective index about statistic and structural features or subjective evaluation.
INTRODUCTION
Super-resolution reconstruction refers to the technology that constructs high-resolution images from low-resolution ones [1] . It was first proposed with the concept and method of the single frame image reconstruction, which mainly resorts to resampling and interpolation algorithm. However, these methods will usually lead to some smoothing effects, and as a result, the image edge details cannot be reconstructed very well. And multi-frame image reconstruction can just solve this problem [2] . This technology enhances the image resolution by making full use of the different information offered by low-resolution images of different frames.
Image resolution is an important index of image detail appearance ability which describes the pixels image contains, and put another way, is a measure of the amount of image information [3] . In many cases, however, due to the limit of hardware device in imaging system (such as imaging sensor), people cannot observe image of high resolution. It costs too much updating the hardware to improve image resolution, and in the short term it is difficult to overcome the technical problems of some specific imaging system. The super resolution image reconstruction instead utilizes the software on the premise of existing hardware device to improve the resolution, which is applicable in many fields [4] .
Super-resolution reconstruction was first proposed in the 1960s. In the following decades, many scholars still haven't got its ideal effects in the practical applications although they studied a lot. At that time, it had been called the "myth of super-resolution" for the superresolution was considered impossible with the effects of noise. There has not been any breakthrough until the end of 1980s with the efforts of Hunt, etc. In the 1980s, researchers in the field of computer vision began to study SR reconstruction technique [5] . Tsai and Huang first proposed a multi-image SR reconstruction algorithm based on Fourier domain [6] . Then, researchers improved this algorithm to extend the application range. However, this kind of SR algorithm is applicable only to the degradation model of the global translational motion and constant linear space. SR reconstruction gradually made progress since 1990s. In 1995, Hunt firstly explained from the theory the possibility of super resolution reconstruction [7] . At the same time, researchers also proposed some classical SR algorithms, for example, iterative back projection method (IBP) [8] , projection onto convex sets (POCS) [9] , the maximum likelihood estimation method (ML) [10] , maximum a posteriori estimation method (MAP) and the hybrid ML/MAP/POCS method [11] . In the late 1990s, SR reconstruction became a hot international topic deriving a variety of SR reconstruction algorithms. In 2004, Chang [12] introduced the idea of Neighbor Embedding in manifold learning into super-resolution reconstruction, assuming that the low resolution image block and high resolution image block have similar local manifold structure, getting the training sets of low resolution image and high resolution image block through the image training, then searching the K neighbor blocks in the training set of low resolution image blocks to be reconstructed and solving their neighbor coefficients, and with the linear combination of the coefficient and K corresponding high resolution neighbor blocks of high resolution training set to obtain the high resolution image block after matching reconstruction. The advantage of this method is that the number of training sets is small and the reconstruction time is relatively short, but the reconstruction exists the over-fitting and under-fitting phenomenon. In 2008, the compressed sensing [13] was introduced into the super-resolution reconstruction, and Yang et al. [14] used the linear programming and low resolution dictionary to solve the sparse representation of low resolution image block to be reconstructed, using sparse representation coefficients and the corresponding high resolution image block to finishing image reconstruction. This algorithm was advantageous in its no need to set the block number of a low resolution image for the sparse representation, but the construction of the dictionary is random and unpopular.
Super-resolution reconstruction algorithm can be divided into two kinds, the way based on reconstruction and based on study. Most super-resolution reconstruction algorithms can be classified into the way based on reconstruction according to the existing documents. It also can be divided into frequency domain method and spatial domain methods according to the reconstructed super-resolution reconstruction algorithm. Frequency domain methods improve the quality of images by eliminating the frequency aliasing in the frequency domain. Tsai and Huang proposed the image reconstruction methods based on approaching frequency domain according to the shifting properties of Fourier transform. Kim and others extended Tsai and Huang's ideas and proposed the theory based on WRLS. In addition, Rhee and Kang adopted DCT (Discrete Cosine Transform) instead of DFT (Discrete Fourier Transform) in order to decrease the operand and increase the efficiency of algorithm. Also, they overcome the lack of frames by LR sampling and the ill-conditioned reconstruction of unknown sub-pixel motion information by regularization parameter. The frequency domain methods were with comparatively easy theories and low computation complexity. However, this kind of methods could only handle some conditions of global motion. What's more, the loss of data's dependency in the frequency domain made the application of prior information in regularization ill-conditioned problem difficult. So the recent studies are most in the spatial domain methods. This essay lucubrated the relative problems from the aspect of super-resolution methods, proposing an algorithm to super-resolution reconstruct images by non-local similarity, and improved algorithm to present the high-speed algorithm. This essay presented that the image super-resolution reconstruction algorithm of non-local similarity could eliminate the man-made effects such as marginal sawtooth in reconstructed image by studying the super-solution image reconstruction methods and analyzing its key problems. Intensify the real margin by bilateral filter. And it could learn from the low-resolution image by the non-local similarity of natural image and guide to reconstruct image with the relationship between similar structural pixels. This paper proposes a neighbor embedding adaptive super-resolution reconstruction algorithm based on nonlocal similarity, using the K-means clustering algorithm to classify the image training sets, which reduces the calculation of search matching, speeds up the algorithm, and then improves reconstruction quality by introducing new features and new formula to solve the weight. The simulation test shows that, compared to the traditional regularization method and the spline interpolation algorithm, the model proposed in this paper is better in both the objective index of the statistic and structure features and in subjective evaluation.
The basic idea of super resolution is the combination of fuzzy image sequences of low resolution and noise to produce an image or image sequence of high resolution [15] . Most of the super-resolution image reconstruction methods have three compositions, as shown in Figure 1 : motion compensation, including motion estimation and image registration, interpolation and blur and noise reduction [16] . These steps can be realized separately or simultaneously according to the reconstruction methods.
SR reconstruction method based on frequency domain contains only two links: the motion estimation and interpolation, during which to solve the equations of displacement in the frequency domain is equivalent to the interpolation process. Spatial domain SR reconstruction method contains these three links, and most of the spatial domain methods, such as IBP, POCS, MAP and adaptive filtering method, integrates the interpolation and blur and noise reduction into a process. Some other spatial domain methods synthesize the motion estimation, interpolation and blur and noise reduction to only one step. resolution image [17] . Tsai and Huang firstly derived a systematic equation between a low resolution image and a super resolution image expected by using the relative movement between the low resolution images [18] . It is based on three principles: The displacement properties of Fourier transform; The aliasing relationship between Continuous Fourier transform (CFT) of the original high resolution image and the discrete Fourier transform (DFT) of low resolution observation image;
Original super resolution image is supposed to be band-limited.
These properties make possible the formalism of systematic equation which links the DFT coefficient of an aliasing low resolution image with a CFT sample of unknown image. 
This expression indicates the relationship between CFT of displacement image and CFT of reference image.
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( , ) F w w , the relationship is noted between the CFT of super resolution image and the DFT of the k th low resolution image:
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where 1  and 2  are the sampling points in discrete Lexicographical Order is employed to the index 12 , nn on the right side of the equation and the k on the left side to obtain a matrix vector form of (2):
Here, G is a 1 p  vector with elements of DFT coefficient of 12 The simple theory is the main advantage of the frequency domain method that the relationship of low resolution image and super resolution image is explained clear in the frequency domain. It is useful for the parallel computing reducing the device complexity. But the observation model is limited to the global translation motion and the blur with constant linear space. In addition, lack of data correlation in the frequency domain makes difficult the application of prior knowledge about spatial domain to regularization.
B. Regularized Super-Resolution Reconstruction Method
In the case of insufficient low resolution images and non-ideal fuzzy operator, super resolution image reconstruction methods usually tend to be ill-posed [19] . A method used for the stable inverse process of ill-posed problem is known as regularization method. Following we introduces the deterministic regularization and the stochastic regularization method for super resolution image reconstruction. Here highlights the constrained least squares (CLS) and maximum a posteriori probability (MAP) super-resolution image reconstruction method.
With the estimation of registration parameters, the observation model in equation (2) can be determined completely. Deterministic regularization super-resolution method uses prior information about the solution to solve the inverse problem in equation (2), which can make the problem a well posed one.
CLS means choosing appropriate f to minimize the Lagrange operator. Method of steepest descent taken to it, the iteration to f should be,
where  is the convergence parameter, and T k A contains the sampling operator and blur and deformation operator.
Katsaggelos et al proposed a multi-channel regularization super-resolution method where the regularization functional was used to calculate the regularization parameter without any prior knowledge at each iteration step. Kang described the generalized multichannel deconvolution method including multi-channel regularization super-resolution method. Hardie et al proposed a super-resolution reconstruction method minimizing regularized cost functional, defining an observation model of the optical system and detector array (a kind of sensor point spread function). They used an iterative registration algorithm based on gradient, and took into consideration two optimization processes minimizing the cost functional, the gradient descent and conjugate gradient optimization process. Bose et al pointed out the importance of regularization parameter, and put forward a constrained least squares super resolution reconstruction method which obtains optimal parameter by using the L curve method.
C. Random Method
Random super resolution image reconstruction is a typical Bayesian method which provides a convenient tool for the prior knowledge model of solution.
Bayesian estimation usually makes effect when a posterior probability density functional (PDF) of original images can be constructed. MAP estimator of f maximizes the PDF () k P f g . 12 arg max ( , ,..., )
Bayesian theorem and logarithmic function are used for conditional probability to show the MAP optimization problem. f , then an edge-preserving image will be obtained with high resolution. If the inter-frame error is independent, and noise is the independent and identically distributed zero mean Gaussian noise, then the optimization problem can be compactly represented as
Here,  is regularization parameter. If the Gaussian prior model is adopted in (10), then the estimation defined by (4) is MAP estimation. Maximum likelihood (ML) estimation is also used for super resolution reconstruction. ML estimation is a special case of the MAP estimation in the absence of prior set. However, for the ill posed condition of inverse problem of super resolution, MAP estimation is usually better than ML estimation.
The stability and flexibility of the model on the noise characteristics and a priori knowledge is the main advantage of random super resolution method. If the noise process is white Gaussian model, MAP estimation with a convex energy function can guarantee the uniqueness of the solution in the prior model. Therefore, gradient descent method is not only able to estimate high resolution images, but also used to estimate the motion information and high resolution image at the same time.
Generally speaking, all of three kinds of super resolution image reconstruction algorithms listed above are sensitive to high frequency information, which is not conducive to the edge preserving etc.
III. NEIGHBORHOOD EMBEDDING SUPER-RESOLUTION RECONSTRUCTION ALGORITHM BASED ON NONLOCAL SIMILARITY
Local linear embedding is to solve the linear expression in a higher dimensional space, and map it into a low dimensional space while neighborhood embedding is to solve the linear relation in low dimensional space and then map it to a high dimensional space [20] . Therefore, neighborhood embedding can be regarded as the inverse process of local linear embedding with the same steps.
Super resolution reconstruction algorithm based on neighborhood embedding is mainly divided into two steps: the first step is to select some typical images as the training images, simulating the process of degradation, extracting corresponding high and low resolution image block to establish image training set; the second step is to search for matching high resolution characteristic image and calculate the corresponding coefficients for reconstruction.
We K image blocks in the low resolution image set. According to the premise of the algorithm, a low resolution image block and a high resolution characteristic image are similar in local manifold, together with the consistency of the low and high resolution training sets. Therefore, it is nature to find the corresponding K high resolution characteristic image for a linear combination.
Then follows the calculation of reconstruction weight coefficient by finding out K low resolution neighbor blocks with matching search method, writing out the linear expression. It can be solved with the equation as below:
Here, 
a is the standard deviation of Gaussian Kernel function.
Then the similarity is obtained with the calculated Euclidean distance. There is a positive correlation between them, will be inaccurate. In order to remove the noise effect, we refer to the de-noising method of nonlocal mean filtering, through finding out the similar blocks and calculating their weight, then combining them to search for K neighbor block.
Firstly, similar block to be reconstructed should be searched out with low resolution, as shown in figure 2 . Supposing the block as 1 p with size 3×3, a 7×7 matching block i m is built centering on it with which similar blocks are searched in a 21×21 searching window. Nonlocal mean de-noising algorithm uses Euclidean distance as a measure, different with the algorithm in this paper that sets the sum of absolute deviation (SAD) value as the measure between searching block and matching block. Taking two 7×7 blocks with the minimum SAD, recorded as SAD1 and SAD2, their corresponding center place, two 3×3 small blocks 2 p and 3 p , then the weight effect of the similar block can be solved by following equation:
In this expression, parameter h controls the degree of attenuation of the exponential function determined by the searching window. Doing normalization to (18), we get the weight coefficient: 2  2  2   1  1  2  2  3  3  2  2  2 min( )
N is the low resolution characteristic image block training set.
Through the introduction of nonlocal similarity constraint, a joint search involving the search of similar blocks and calculation of the weighted coefficient helps find k neighborhood blocks in the low resolution training set, effectively restraining the effect of noise on image block.
In addition, this algorithm applying the nonlocal similarity for image restoration in a sparse model presents the same dictionary elements in a similar block in the sparse decomposition, which can be used to solve the joint sparse representation coefficients. According to this theory, in this algorithm, the training set is similar to a dictionary, and similar blocks benefit finding out the exact K nearest neighbor coefficient. The weight coefficient calculation formula is updated with the similar block weights.
traditional regularization methods, this algorithm adopts the peak signal to noise ratio and structure similarity to measure the quality of image reconstruction.
From Figure 3 and Figure 4 , it is obvious that the algorithm this paper proposed has great improvement compared with the regularization method and the spline interpolation algorithm PSNR, an average improvement of 0.5dB. This is because the algorithm takes into account the local information of image, reducing the error introduced by the regularization. It also can be seen from (b), (d) that the algorithm has larger improvement in SSIM, and for Number images, along with the change of noise variance, corresponding curve of spline interpolation algorithm and the traditional regularization methods declines similar to the negative exponential curve while that of this algorithm similar to the line. Therefore, in a certain range, this algorithm is superior obviously. . The parameters of nonlocal similarity are matching window size 5 x 5, the search window size 9 x 9, and the number of similar structure pixels 7. Table I is the objective evaluation of PSNR experiments. From the results, the former two methods show barely difference in PSNR, but PSNR difference of the method in this paper is relatively large, ranging from 0.3 to 0.5dB. This is because this algorithm will lose basic image information during the degradation of image block data, this algorithm is to reduce the dimensionality of high-dimensional data, which means our algorithm transforms the high dimension data into low dimensional data space in the loss of a small amount of information, and thus decreases the objective measurement of PSNR. Table II shows the operation time of three kinds of methods. It can be seen that the running time of the method of adding the pixel classification is about one fifth of that of the original algorithm. The running time of different images by adding different image edge detection method is different for the edge detection is in a positive relationship with the image content. The more textured edges the image has, the more time the image processing consumes. Our algorithm incorporating the degradation and edge detection runs the fastest because it greatly reduces the dimensions, dealing with from 49 dimensional data to 16 dimensions data.
It could be seen that the PSNR of the non-local similarity neighborhood embedded self-adaptive superresolution reconstruction algorithm model proposed by this essay had more improvement as the change of noise variance than that of the traditional regularization method and the spline interpolation. The corresponding curve of interpolation algorithm and traditional regularization method which was similar to the negative exponent decreased. However, the algorithm corresponding curve in this essay was similar to straight-line decline, so in a certain range, the advantage of the algorithm in this essay was more obvious and the run speed of dimensionality reduction with detection processed method was the fastest.
V. CONCLUSION
Digital image is the foundation of image processing and the spatial resolution of digital imaging sensor is an important factor to image quality. With the progress of information and the popularization of image processing, scientific research and practical application demands high on the quality of digital images, and thus poses a new challenge to the manufacturing technology of the image sensor. We can try a scheme of hardware to improve the spatial resolution of the image, such as reducing the pixel size or expanding photoreceptor chip to increase the number of pixels of unit area, but reducing the pixel size and increasing the size sensor chip exist technical difficulties, and the expensive high precision sensor is not suitable for popularization and application. Therefore, super resolution reconstruction technique employing signal processing method improves the image resolution of existing low resolution imaging system, which attracts great attention and in-depth study globally and has important theoretical significance and application value.
