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We introduce a “system-wide safety staffing” (SWSS) parameter for multiclass multi-pool networks of
any tree topology, Markovian or non-Markovian, in the Halfin–Whitt regime. The SWSS parameter can be
regarded as the optimal reallocation of the capacity fluctuations (positive or negative) of order
√
n when
each server pool employs a square-root staffing rule. We provide an explicit form of the SWSS as a function
of the system papameters, which is derived using a graph theoretic approach based on Gaussian elimination.
For Markovian networks, we give an equivalent characterization of the SWSS parameter via the drift
parameters of the limiting diffusion. We show that if the SWSS parameter is negative, the limiting diffusion
and the diffusion-scaled processes are transient under any Markov control, and cannot have a stationary
distribution when this parameter is zero. If it is positive, we show that these processes are stabilizable,
that is, there exists a control (scheduling policy) under which the stationary distributions of the controlled
processes are tight. Thus we have identified a necessary and sufficient condition for stabilizability of such
networks.
We use a constant control resulting from the leaf elimination algorithm to stabilize the limiting controlled
diffusion, while a family of Markov scheduling policies which are easy to compute are used to stabilize the
diffusion-scaled processes. Finally, we show that under these controls the processes are exponentially ergodic
and the stationary distributions have exponential tails.
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1. Introduction.
In recent years, parallel server networks have been a subject of intense study due to their use in
modeling a variety of systems including telecommunications, service and data centers, etc. The
stability analysis of such systems is quite challenging because of their complexity. In this paper,
we focus on studying the stabilizability of such networks of any tree topology in the Halfin–Whitt
regime (or Quality and Efficiency Driven (QED) regime) in which the number of servers and the
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arrival rates grow with the system scale while fixing the service rates in a way that the system
becomes critically loaded [11,14,20].
When there is at least one class of jobs having a positive abandonment rate, it is well known
that a multi-class multi-pool Markovian network of any tree topology is stabilizable, and by that we
mean that there exists a scheduling policy under which the stationary distributions of the controlled
queueing processes are tight [4, 6, 7]. On the other hand, for networks with no abandonment, such
results have only been established for particular topologies. For the Markovian ‘V’ network, it is
shown in [3,13] (the latter considers renewal arrivals) that, if the server pool has square root safety
staffing, then the system is stable under any work-conserving stationary Markov scheduling policy,
and the family of associated stationary distributions is tight. In other words, such networks are
uniformly stable. For the ‘N’ network, [18] has shown that, with
√
n safety staffing in one server
pool, a static priority scheduling policy is stable. For a large class of Markovian networks, which
includes those with a single nonleaf server pool, like the ‘N’ and ‘M’ models, and networks with
class-dependent service rates, a quantity referred to as
√
n spare capacity is identified in [15], and
it is shown that when it is positive, the network is uniformly stable, over the class of system-wide
work-conserving policies. On the other hand, in [19], a natural load balancing policy referred to
as “Longest-Queue Freest-Server” is shown to be possibly unstable for a network of arbitrary tree
topology, but is stable for the class of networks with pool-dependent service rates.
In general, we say that a network has a (positive) safety staffing if it is stabilizable. For a critically
loaded network of size of order n, safety staffing is of course due to a
√
n fluctuation in the number
of servers. Note also that under this definition, (positive) safety staffing does not imply
√
n safety
staffing in each server pools. Some pools may be deficient in servers, while some others might indeed
have
√
n safety staffing. The following question is then raised. For a network with an arbitrary
tree topology and no abandonment, how does one calculate the safety staffing of the network? By
this, we mean a quantity, which if positive the network is stabilizable, and if negative, the state
process is transient under any Markov scheduling policy. In this paper we provide an answer to
this question.
The complete resource pooling condition in the Halfin–Whitt regime, requires that given demand
in the scale of orderO(n), each server pool has O(n) of servers so that there exists a unique allocation
of the capacity in each server pool to meet the demand of every class it can serve. To account
for randomness in the demand and service processes, each server pool may have a fluctuation of
capacity in the scale of order O(
√
n). If the fluctuations at all the server pools are positive, then it is
of course expected that the system is stabilizable. On the other hand, some server pools may have
negative fluctuations reflecting the fact that they are deficient, i.e., understaffed by an amount of
O(
√
n) servers. We would like to remark that if all server pools are deficient, the system is clearly
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unstable. For networks with some (but not all) deficient server pools, it is even more challenging
to decide if they are stabilizable. In this paper, we identify necessary and sufficient conditions on
the system parameters and the O(
√
n) staffing fluctuations under which the system is stabilizable.
We introduce a new concept called the “system-wide safety staffing” (SWSS), which is a single
parameter determined via an optimization problem on the quantities of order O(
√
n), see (LP′).
Our results show that the system is stabilizable if and only if the SWSS is positive. It is also
shown in Theorem 5 that if the SWSS is negative, then the limiting diffusion is transient under
any stationary Markov control, and that it cannot be positive recurrent when the SWSS equals
zero. The same holds for the diffusion-scaled processes as shown in Theorem 6. Thus, the SWSS
is an important and nontrivial extension of the familiar square-root safety staffing parameter for
single-class multi-server queues [14,20].
A major contribution of this paper is a closed form expression for the SWSS as a function of the
system parameters. Deriving this relies on solving the optimization problem in (LP′) via a simple
Gaussian elimination of variables. It is important to emphasize that the definition of the SWSS
and its functional form apply to multiclass multi-pool networks of G/G/N queues, regardless if
they are Markovian or non-Markovian, since only the rates of arrival and service play a role in this
formulation. In addition, for Markovian networks, we present in Section 4 a useful formula which
allows us to compute the SWSS as a function the drift parameters of the limiting diffusion.
In Section 6.2, we exhibit a class of stabilizing controls for the diffusion-scaled processes and
the limiting diffusion when the SWSS is positive. In order to accomplish this, we introduce an
appropriate “centering” for the diffusion-scaled processes, which allows us to establish Foster–
Lyapunov equations. The stabilizing controls we use, consist of the family of balanced saturation
policies (BSPs) introduced in [7], where exponential ergodicity has been shown for networks with
at least one positive abandonment rates. On the other hand, for the limiting diffusion, we use a
constant control that relies on the leaf elimination algorithm presented in [4], and show that it is
also stabilizing for the networks without abandonment. We want to emphasize that the approach in
[4,7] does not apply to networks without abandonment. We have focused on Markovian networks
for the ease of exposition. However, the stabilizability properties can be extended to networks with
renewal arrivals and exponential service times using the methods in [3] (see Remarks 4 and 7).
Organization of the paper. In the next subsection, we introduce the notation used in this paper. In
Section 2, we describe the model, discuss the O(n) and O(
√
n) capacities, and introduce the SWSS
parameter. In Section 3, we present the calculation of the SWSS, and provide the necessary and
sufficient conditions on the fluctuations of order O(
√
n) to ensure that it is positive. In Section 4,
we describe the system dynamics, introduce the re-centered diffusion-scaled processes, and their
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diffusion limits. We establish an equivalent characterization of the SWSS in terms of the drift
parameters and provide some examples. In Section 5, we establish the transience results both for
the limiting diffusion and diffusion-scaled processes in the case when the SWSS is negative and
show in addition that these processes cannot be positive recurrent when this parameter is zero.
In Section 6.1, we show the stabilizability of the limiting diffusion using a constant control. In
Section 6.2, we prove that the BSPs are stabilizing, specifically, the diffusion-scaled processes are
exponentially ergodic under the BSPs.
1.1. Notation.
We use Rm (and Rm+ ),m≥ 1, to denote real-valued m-dimensional (nonnegative) vectors, and write
R for the real line. The transpose of a vector z ∈ Rm is denoted by zT. Throughout the paper,
e ∈ Rm stands for the vector whose elements are equal to 1, that is, e = (1, . . . ,1)T, and ei ∈ Rm
denotes the vector whose elements are all 0 except for the ith element which is equal to 1. For
a set A ⊆ Rm, we use Ac, and 1A to denote the complement, and the indicator function of A,
respectively. The Euclidean norm on Rm is denoted by | · |, and 〈· , ·〉 stands for the inner product.
For a finite signed measure ν on Rm, and a Borel measurable f : Rm→ [1,∞), the f -norm of ν is
defined by
‖ν‖f := sup
g∈B(Rm), |g|≤f
∣∣∣∣∫
Rm
g(x) ν(dx)
∣∣∣∣ ,
where B(Rm) denotes the class of Borel measurable functions on Rm.
2. Model Description and Summary of Results.
We consider multiclass multi-pool Markovian networks with I classes of customers and J server
pools, and let I = {1, . . . , I} and J = {1, . . . , J}. Customers of each class form their own queue, are
served in the first-come-first-served (FCFS) service discipline, and do not abandon/renege while
waiting in queue. The buffers of all classes are assumed to have infinite capacity. We assume that
the customer arrival and service processes of all classes are mutually independent. We let J (i)⊂J ,
denote the subset of server pools that can serve class i customers, and I(j) ⊂ I the subset of
customer classes that can be served by server pool j. We form a bipartite graph G = (I ∪ J ,E)
with a set of edges defined by E = {(i, j)∈ I ×J : j ∈J (i)}, and use the notation i∼ j, if (i, j)∈ E ,
and i≁ j, otherwise. We assume that the graph G is a tree.
We consider a sequence of such network systems with the associated variables, parameters and
processes indexed by n. We study these networks in the Halfin–Whitt regime (or the Quality-and-
Efficiency-Driven (QED) regime), where the arrival rate of each class and the number of servers
in each pool grow large as n→∞ in such a manner that the system becomes critically loaded.
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Note that the model description and the asymptotic regime applies to both Markovian and non-
Markovian networks.
Let λni and µ
n
ij be positive real numbers denoting the arrival rate of class-i and the service rate
of class-i at pool j if i∼ j in the nth system, respectively. Also Nnj is a positive integer denoting
the number of servers in pool j. The standard assumption concerning these parameters in the
Halfin–Whitt regime is that the following limits exist as n→∞:
λni
n
→ λi > 0 ,
Nnj
n
→ νj > 0 , µnij → µij > 0 , (1)
λni −nλi√
n
→ λˆi ∈R ,
√
n (µnij −µij)→ µˆij ∈R , and
√
n (n−1Nnj − νj)→ νˆj ∈R . (2)
Let
R
G
+ :=
{
ξ = [ξij ]∈RI×J+ : ξij = 0 for i≁ j
}
,
and analogously define RG, ZG+, and Z
G. We assume that the complete resource pooling condition
is satisfied ([10,21]), that is, the linear program (LP) given by
minimize max
j∈J
∑
i∈I
ξij over [ξij]∈RG+
subject to
∑
j∈J
µijνjξij = λi , i∈ I ,
(LP)
has a unique solution ξ∗ = [ξ∗ij ]∈RG+ satisfying
∑
i∈I
ξ∗ij = 1, ∀j ∈J , and ξ∗ij > 0 for all i∼ j . (3)
We define x∗ = (x∗i )i∈I ∈RI+ , and z∗ = [z∗ij ]∈RG+ by
x∗i :=
∑
j∈J
ξ∗ijνj , z
∗
ij := ξ
∗
ijνj . (4)
The vector x∗ can be interpreted as the steady-state total number of customers in each class, and
the matrix z∗ as the steady-state number of customers in each class receiving service, in the fluid
scale. Note that the steady-state queue lengths are all zero in the fluid scale. The quantity ξ∗ij can
be interpreted as the steady-state fraction of service allocation of pool j to class-i jobs in the fluid
scale. It is evident that (3) and (4) imply that
∑
i∈I x
∗
i =
∑
j∈J νj. For more details on this model,
we refer the reader to [9,10] and [4,7].
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2.1. The system-wide safety staffing parameter.
Let {Nnij ∈N , (i, j)∈ E , n ∈N} be a sequence which satisfies
⌊ξ∗ijNnj ⌋ ≤ Nnij ≤ ⌈ξ∗ijNnj ⌉ , and
∑
i∈I(j)
Nnij = N
n
j . (5)
By (1) and (2), we can write
Nnij = z
∗
ijn+ ξ
∗
ij νˆj
√
n+ o
(√
n
)
, (i, j)∈ E , (6)
where we use the definition in (4). Similarly, we have
λni = λin+ λˆi
√
n+ o
(√
n
)
, and µnij = µij +
µˆij√
n
+ o
( 1√
n
)
. (7)
By combining (6) and (7) and the constraint in the (LP), we obtain∑
j∈J (i)
µnijN
n
ij −λni = −λˆi
√
n+
√
n
∑
j∈J (i)
(
µijξ
∗
ij νˆj + µˆijz
∗
ij
)
+ o
(√
n
) ∀ i∈ I . (8)
Thus, for class i customers, the total steady-state servers allocated from all pools may be deficient,
or have a surplus, of order O(
√
n).
Recall that in the single class, single pool case (with N servers) the safety stuffing parameter ϑ
is given by
N = λ/µ+ϑ
√
λ/µ . (9)
Observe that the steady state equilibrium allocation in (6) satisfies
√
Nnij =
√
z∗ij
√
n+ o
(√
n
)
. Let
p= (p1, . . . , pI) be a positive vector. Mimicking (9), to extend the definition of the safety staffing
parameter to the multiclass, multi-pool case, we seek an alternate set of allocations {N˜nij ∈N : i∼ j}
satisfying ∑
i∈I(j)
N˜nij = N
n
j ∀ j ∈J , and∑
j∈J (i)
µnijN˜
n
ij −λni = ϑp pi
√
n+ o
(√
n
) ∀ i∈ I , (10)
for some constant ϑp. If (10) holds for some ϑp > 0 and a positive vector p, then as we show in
Theorem 8, the system is stabilizable in the sense of the definition in Section 1.
It is clear by (8) and (10) and the complete resource pooling hypothesis, that |Nnij−N˜nij |=O(
√
n).
Thus N˜ij has the form
N˜nij = z
∗
ijn+κij
√
n+ o
(√
n
)
. (11)
By (6), (10), and (11), we have
∑
i∈I κij = νˆj. It also follows from (8) that such a collection N˜
n
ij
satisfying (10) with ϑp > 0 can be found if and only if the linear program (LP) in the definition
which follows has a positive solution ϑp.
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Definition 1. Let ϑp, with the associated κ = [κij ] ∈ RG, be the unique solution to the linear
program:
maximize ϑp
subject to λˆi ≤
∑
j∈J (i)
µijκij −ϑp pi ∀ i∈ I ,
∑
i∈I(j)
κij = θj := νˆj +
∑
i∈I(j)
µˆij
µij
z∗ij ∀j ∈J .
(LP′)
We refer to ϑp as the SWSS parameter, or simply as the SWSS.
We also define ϑnp , with the associated κ
n= [κnij]∈RG, as the unique solution to
maximize ϑnp
subject to λˆni ≤
∑
j∈J (i)
µnijκ
n
ij −ϑnp pi ∀ i∈ I ,
∑
i∈I(j)
κnij = θ
n
j := νˆ
n
j +
∑
i∈I(j)
µˆnij
µnij
z∗ij ∀j ∈ J ,
(LP′n)
with
λˆni :=
λni −nλi√
n
, νˆnj :=
√
n (n−1Nnj − νj) , µˆnij :=
√
n (µnij −µij) .
Note that the complete resource pooling condition consists of solving the first-order optimization
problem (LP) (the quantities of order n, matching supply and demand in the fluid scale), while
(LP′) can be regarded as a second-order optimization problem (the quantities of order O(
√
n)
involved in the ‘reallocation’ of staffing). Note also that λˆni , µˆ
n
ij , and νˆ
n
j converge to λˆi, µˆij , and νˆj
respectively as n→∞ by (2).
Remark 1. The uniqueness of the solution to (LP′) and (LP′n) is due to the tree structure. In
fact, this consists of I + J independent equations. In addition, the number of variables κij, i∼ j,
is I + J − 1 which is the number of edges in a tree and ϑp is the last variable in this system of
equations.
2.2. Summary of results.
In Section 3 we solve for ϑp as a function of the system parameters. There is another significant
result which is established in Section 4. As shown in [4] the drift of the limiting diffusion of
Markovian parallel server networks has the form
b(x,u) = h−B1(x−〈e,x〉+uc)+ 〈e,x〉−B2us ,
where B1 and B2 are in R
I×I and RI×J , respectively (see Proposition 1). Also, the vector h= (hi)i∈I
is given by (compare with (8))
hi := λˆi−
∑
j∈J (i)
(
µijξ
∗
ij νˆj + µˆijz
∗
ij
)
, i∈ I . (12)
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As shown in [15] the quantity ̺ := −〈e,B−11 h〉 characterizes the uniform stability of multiclass
multi-pool networks that have a single non-leaf server node (such as the ‘M’ network) or those with
class-dependent service rates. For this class of networks it is shown that the system has an invariant
probability distribution under any stationary Markov control (i.e., uniformly stable) if and only
if ̺ > 0. The parameter ̺ is referred to as ‘spare capacity’ in that paper. (It is worth mentioning
that this spare capacity is also used for the stability of diffusions with jumps arising from many-
server queues in [5,8]). We show in Section 4 that for any multiclass multi-pool network with the
above diffusion limit, it holds that ̺= 〈e,B−11 p〉ϑp. Then, we show that ϑp > 0 is a necessary and
sufficient condition for a multiclass multi-pool network as described above to be stabilizable. This
also applies to the diffusion-scaled processes. In fact we show that there exists a suitable scheduling
policy that renders the processes exponentially ergodic. This result is summarized in the following
theorem, whose proof follows from Theorems 5 to 8.
Theorem 1. The following hold:
(a) If the SWSS parameter is positive, then the diffusion-scaled processes and the limiting dif-
fusion are stabilizable. Moreover, there exists a family of Markov scheduling policies, under which
the diffusion-scaled processes are exponentially ergodic and their stationary distributions have expo-
nential tails. The same is true for the limiting diffusion under some stationary Markov control.
(b) If the SWSS parameter is negative, the diffusion-scaled processes and the limiting diffusion
are transient under any stationary Markov control, and when it is zero, these processes cannot be
positive recurrent.
The significance of the parameter ϑnp becomes clear in Theorem 6 which asserts that the diffusion
scaled process for the nth system is transient when ϑnp < 0, and cannot be positive recurrent when
ϑnp = 0.
3. Computing SWSS parameter.
Theorem 2 below, provides an explicit solution to (LP′). For this, we need some additional nota-
tion. Let (i, j)∈ I ×J . With (i1, j1, i2, j2, . . . , im, jm) denoting the unique path of minimum length
connecting i≡ i1 to j ≡ jm in G, we define the “gain” d(i, j) by
d(i, j) := µi1j1
m−1∏
k=1
µik+1jk+1
µik+1jk
.
Similarly, we define the gain d(i, i′) between any pair i, i′ ∈ I, i 6= i′, by
d(i, i′) :=
m−1∏
k=1
µikjk
µik+1jk
, (13)
where the product in (13) is evaluated over the analogous path (i1, j1, i2, j2, . . . , im) connecting
i≡ i1 to i′ ≡ im in G, and we let d(i, i) := 1 for i∈ I.
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Theorem 2. The solution ϑp to (LP
′) is given by
ϑp =
∑
j∈J d(i, j)θj −
∑
ℓ∈I d(i, ℓ)λˆℓ∑
ℓ∈I d(i, ℓ)pℓ
∀ i∈ I . (14)
Proof. Consider a network graph G as described in Section 2, and a set of parameters Θ =
{θj : j ∈J }. Suppose there exist ϑp ∈R, and a collection K= {κij : (i, j)∈ E} solving∑
j∈J (i)
µijκij = ϑp pi+ λˆi ∀ i∈ I , and
∑
i∈I(j)
κij = θj ∀ j ∈J . (15)
We use K(G,Θ) and κij(G,Θ) to indicate explicitly the dependence of the solution on the graph and
the parameters Θ. The parameters p, ϑp, and λˆ= (λˆi)i∈I are held fixed throughout the proof. Let
Ileaf denote the customer classes in I which are leaves of the graph, and J˜ =∪i∈IleafJ (i). Consider
the subgraph G0 = (I0 ∪ J 0,E0), with I0 = I \ Ileaf , J 0 = J , and E0 = {(i, j) ∈ E : i ∈ I0, j ∈ J 0}.
It is clear from (15) that κij = µ
−1
ij
(
ϑp pi + λˆi
)
for i ∈ Ileaf. Therefore if we let Θ0 = {θ0j : j ∈ J },
where
θ0j =
{
θj −
∑
i∈I(j) µ
−1
ij
(
ϑp pi+ λˆi
)
for j ∈ J˜ ,
θj otherwise,
(16)
it follows that (15) has a solution for (G,Θ) if and only if it is solvable for (G0,Θ0) and that
κij(G,Θ)= κij(G0,Θ0) for all (i, j)∈ E0.
We claim that for any network graph G which contains no customer leaves and I is not a singleton
there exists some i∈ I such that J (i) contains exactly one non-leaf element. If the claim were not
true, then removing all server leaves would result in a graph that has no leaves, which is impossible
since the resulting graph has to be a nontrivial tree.
Suppose then that I0 is not a singleton, otherwise we are at the last step of the construction
which follows. Let ı1 ∈ I0 be such that exactly one member of J (ı1), denoted as 1, is a non-leaf
in G0. Define
θ1j =
{
θ0
1
−µ−1ı
1

1
(
λˆı
1
+ϑp pı1 −
∑
k∈J (ı
1
)\{
1
} µı1k θ
0
k
)
for j = 1 ,
θ0j for j 6= 1 .
(17)
Let G1 = (I1∪J 1,E1) denote the subgraph of G0 which arises if we remove all the edges containing
ı1 from E0, and define Θ1 := {θ1j : j ∈J 1}. By (15), we have
κı
1

1
(G0,Θ0) = µ−1ı
1

1
(
λˆı
1
+ϑp pı1 −
∑
k∈J (ı
1
)\{
1
}
µı
1
k θ
0
k
)
. (18)
It is clear then by (17) and (18) that (15) has a solution for (G0,Θ0) if and only if it is solvable for
(G1,Θ1).
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Iterating the procedure in the preceding paragraph we obtain a decreasing sequence of subgraphs
Gℓ = (Iℓ∪J ℓ,Eℓ) for ℓ= 1, . . . ,m := |I0| − 1, such that Im is a singleton, together with a sequence
of parameter sets Θℓ := {θℓj : j ∈J ℓ} and pairs (ıℓ, ℓ)∈ Eℓ, satisfying
θℓj =
{
θℓ−1ℓ −µ−1ıℓℓ
(
λˆıℓ +ϑp pıℓ −
∑
k∈J (ıℓ)\{ℓ} µıℓk θ
ℓ−1
k
)
for j = ℓ ,
θℓ−1j for j 6= ℓ
(19)
for ℓ = 1, . . . ,m, with θ0j satisfying (16). It also follows from this construction that (15) has a
solution for (G,Θ) if and only if it is solvable for (Gℓ,Θℓ), and that
κij(G,Θ) = κij(Gℓ,Θℓ) ∀ (i, j)∈ Eℓ , ℓ= 0, . . . ,m .
Therefore, since Im is a singleton, say Im= {ıˆ}, (15) has a solution for (G,Θ) if and only if
ϑp pıˆ = −λˆıˆ+
∑
j∈J (ıˆ)
µıˆjθ
m
j
= −λˆıˆ+
∑
j∈J (ıˆ)
d(ˆı, j)θm−1j − d(ˆı, ım) λˆım −ϑp d(ˆı, ım)pım +
∑
k∈J (ım)\{m}
d(ˆı, k) θm−1k
=
∑
j∈Jm−1
d(ˆı, j)θm−1j −
∑
i∈Im−1
d(ˆı, i)λˆi−ϑp d(ˆı, ım)pım ,
(20)
where in the second equality we use (19), and in the third equality we use the fact that m ∈ Jm−1
which is true by construction. Next, an easy calculation using (19) shows that∑
j∈J ℓ
d(ˆı, j)θℓj −
∑
i∈Iℓ
d(ˆı, i)λˆi =
∑
j∈J ℓ−1
d(ˆı, j)θℓ−1j −
∑
i∈Iℓ−1
d(ˆı, i)λˆi−ϑp d(ˆı, ıℓ)pıℓ (21)
for ℓ=1, . . . ,m. Therefore, using the recursion (21) in (20) we obtain
ϑp pıˆ =
∑
j∈J 0
d(ˆı, j)θ0j −
∑
i∈I0
d(ˆı, i)λˆi−ϑp
∑
i∈I0\{ıˆ}
d(ˆı, i)pi
=
∑
j∈J
d(ˆı, j)θj −
∑
i∈I
d(ˆı, i)λˆi−ϑp
∑
i∈I\{ıˆ}
d(ˆı, i)pi ,
(22)
where in the last equality we use (16). Solving (22), we obtain
ϑp =
1∑
ℓ∈I d(ˆı, ℓ)pℓ
(∑
j∈J
d(ˆı, j) θj −
∑
i∈I
d(ˆı, i)λˆi
)
. (23)
Note that the fractions
∑
j∈J d(i,j)∑
ℓ∈I d(i,ℓ)pℓ
and
∑
ℓ∈I d(i,ℓ)∑
ℓ∈I d(i,ℓ)pℓ
do not depend on i ∈ I. This can be seen, for
example, by multiplying the numerator and denominator by d(i′, i) and using the multiplicative
property of the function d. This fact together with (23) establishes (14). 
With p a positive vector in RI , we define
Ri :=
∑
j∈J d(i, j)θj −
∑
ℓ∈I d(i, ℓ)λˆℓ
pi
, and Γi :=
∑
ℓ∈I
d(i, ℓ)
pℓ
pi
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for i∈ I. Note that ∑
i∈I
Γ−1i =
∑
i∈I
pi∑
ℓ∈I d(i, ℓ)pℓ
=
∑
i∈I
d(1, i)pi∑
ℓ∈I d(1, ℓ)pℓ
= 1 . (24)
By Theorem 2 we have Γ−1i ϑ
−1
p =
1
Ri
for all i ∈ I, and summing up this equality over i ∈ I, and
using (24), we obtain the following corollary.
Corollary 1. It holds that
1
ϑp
=
∑
i∈I
1
Ri
.
As asserted in Corollary 1 the SWSS parameter ϑp is the harmonic mean of the variables Ri.
This could be compared with the formula of the resistance of branches connected in parallel in
electric circuits.
Remark 2. With ei ∈RI as defined in Section 1.1, we have the identity ϑei =Ri for all i ∈ I. In
other words, Ri is the maximum permissible safety staffing for class i without allowing the safety
staffing of the other classes to go negative.
4. Relating the SWSS to the drift of the diffusion limit.
In this section, we establish a characterization of the SWSS parameter in terms of the parameters of
the diffusion limit of the Markovian networks. For each i∈ I and j ∈J , we let Xni = {Xni (t) : t≥ 0}
denote the total number of class i customers in the system (both in service and in queue), Znij =
{Znij(t), t≥ 0} the number of class i customers currently being served in pool j, Qni = {Qni (t), t≥ 0}
the number of class i customers in the queue, and Y nj = {Y nj (t), t≥ 0} the number of idle servers in
server pool j. Let Xn = (Xni )i∈I, Y
n = (Y nj )j∈J , Q
n = (Qni )i∈I , and Z
n = (Znij)(i,j)∈E . The process
Zn is the scheduling control. Let (x, z) ∈ZI+×ZG+ denote a state-action pair. We define
qi(x, z) := xi−
∑
j∈J
zij , i∈ I , ynj (z) := Nnj −
∑
i∈J
zij , j ∈ J ,
and the (work-conserving) action space Zn(x) by
Zn(x) := {z ∈ZG+ : qi(x, z)∧ ynj (z) = 0 , qi(x, z)≥ 0 , ynj (z)≥ 0 ∀ (i, j)∈ E} . (25)
4.1. Diffusion scaling.
We introduce some suitable notation to describe the diffusion scale. For additional details see [7].
With ξ∗ ∈RG+ being the solution of the (LP), we define z¯n ∈RG+ and x¯n ∈RI by
z¯nij := ξ
∗
ijN
n
j , x¯
n
i :=
∑
j∈J
z¯nij , (26)
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and
x˘n = x˘n(x) :=
x− x¯n√
n
, z˘n = z˘n(z) :=
z− z¯n√
n
, (27)
for x ∈ ZI+ and z ∈ Zn(x). We also let Sn denote the state space in the diffusion scale, that is,
Sn :=
{
x˘∈Rm : √nx˘+ x¯n ∈ ZI+
}
. The diffusion scaled variables are defined by
X˘ni (t) := x˘
n
(
Xni (t)
)
, Z˘nij(t) := z˘
n
(
Znij(t)
)
, Q˘ni (t) :=
Qni (t)√
n
, and Y˘ nj (t) :=
Y nj (t)√
n
. (28)
Under a stationary Markov policy Zn(t) = z(Xn(t)) for some function z : ZI+→ZG+, the process Xn
is Markov with controlled generator
A
n
z f(x) :=
∑
i∈I
(
λni
(
f(x+ ei)− f(x)
)
+
∑
j∈J (i)
µnijzij
(
f(x− ei)− f(x)
))
(29)
for f ∈C(RI) and x∈ZI+.
Note that a work-conserving stationary Markov policy z, that is a map z : ZI+→ ZG+ such that
z(x)∈Zn(x) for all x∈ZI+, gives rise to a stationary Markov policy z˘ : Sn→RG , with
z˘(x˘) ∈ Z˘n(x˘) := {z˘ : √nz˘+ z¯n ∈Zn(√nx˘+ x¯n)} , x˘∈ Sn .
for all x˘∈ Sn, via (27) (and vice-versa). Let hn= (hn1 , . . . , hnI )T be defined by
hni :=
1√
n
(
λni −
∑
j∈J (i)
µnijξ
∗
ijN
n
j
)
. (30)
By the assumptions on the parameters in (1) and (2), we have hni → hi as n→∞, with hi as
defined in (12). We let h := (h1, . . . , hI)
T. Using (26), (27), (29), and (30) and rearranging terms,
the controlled generator of the corresponding diffusion-scaled process can be written as
A˘
n
z˘ f(x˘) := =
∑
i∈I
λni
n
f
(
x˘+ 1√
n
ei
)− 2f(x˘)+ f(x˘− 1√
n
ei
)
n−1
−
∑
i∈I
bni (x˘, z˘)
f
(
x˘− 1√
n
ei
)− f(x˘)
n−1/2
, x˘∈ Sn , z˘ ∈ Z˘n(x˘) ,
(31)
where the ‘drift’ bn = (bn1 , · · · , bnI )T is given by
bni (x˘, z˘) := h
n
i −
∑
j∈J (i)
µnij z˘ij , z˘ ∈ Z˘n(x˘) , i∈ I . (32)
Definition 2. For x˘∈ Sn and z˘ ∈ Z˘n(x˘), we define
q˘ni (x˘, z˘) := x˘i−
∑
j∈J (i)
z˘ij , i∈ I , y˘nj (z˘) := −
∑
i∈I(j)
z˘ij , j ∈J , (33)
and ζ˘n(x˘, z˘) := 〈e, q˘n(x˘, z˘)〉∧ 〈e, y˘n(z˘)〉.
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Let the control set U be defined by
U := ∆c×∆s :=
{
uc ∈RI+ : 〈e,uc〉 = 1
}×{us ∈RJ+ : 〈e,us〉 = 1} . (34)
Using Definition 2, it is easy to see that there exists u = (uc, us) ∈ U, depending on x˘ ∈ Sn and
z˘ ∈ Z˘n(x˘), such that
q˘n(x˘, z˘) =
(
ζ˘n(x˘, z˘)+ 〈e, x˘〉+)uc , and y˘n(z˘) = (ζ˘n(x˘, z˘)+ 〈e, x˘〉−)us . (35)
Let D :=
{
(α,β) ∈RI ×RJ : 〈e,α〉 = 〈e,β〉}. We define the linear map Ψ = [Ψij ] : D→RI×J that
solves ∑
j
Ψij(α,β) = αi ∀i∈ I , and
∑
i
Ψij(α,β) = βj ∀j ∈J , (36)
with Ψij(α,β) = 0 for i≁ j. It is shown in Proposition A.2 of [9] that if G is a tree, the linear map
Ψ is unique. Since
(
x˘− q˘n(x˘, z˘),−y˘n(z˘)) ∈D by (33), using the linearity of the map Ψ and (35)
and (36), it follows that
z˘ = Ψ
(
x˘− q˘n(x˘, z˘),−y˘n(z˘))
= Ψ
(
x˘−〈e, x˘〉+uc,−〈e, x˘〉−us)− ζ˘n(x˘, z˘)Ψ(uc, us) . (37)
We describe an important property of the linear map Ψ which we need later. Consider the
matrices Bn1 ∈RI×I and Bn2 ∈RI×J defined by∑
j∈J (i)
µnijΨij(α,β) =
(
Bn1α+B
n
2 β
)
i
, ∀ i∈ I , ∀(α,β)∈D . (38)
It is clear that for Bn1 to be a nonsingular matrix the basis used in the representation of the linear
map Ψ should be of the form D =
(
α, (β)−j
)
, j ∈ J , where (β)−j = {βℓ , ℓ 6= j}. Since Ψ has a
unique representation in terms of such a basis, and since Bni , i = 1,2, are determined uniquely
from Ψ by (38), abusing the terminology, we refer to such an D as a basis for Bni , i = 1,2. In
[4, Lemma 4.3], the following property is asserted: Given any ıˆ ∈ I, there exists an ordering of
{αi , i ∈ I} with αıˆ the last element, and ˆ ∈ J , such that the matrix Bn1 is lower diagonal with
positive diagonal elements with respect to this ordered basis
(
α, (β)−ˆ
)
. For more details, we refer
the reader to [4, Section 4.1].
In view of (37) and (38), for any z˘ ∈ Z˘n(xˆ) with x˘ ∈ Sn, there exists u= u(x˘, z˘) ∈ U such that
the drift bn in (32) takes the form
bn(x˘, z˘) = hn−Bn1
(
x˘−〈e, x˘〉+uc)+Bn2 us〈e, x˘〉−+ ζ˘n(x˘, z˘)(Bn1 uc+Bn2 us) . (39)
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4.2. The diffusion limit.
To discuss the diffusion limit we need the concept of joint work conservation. We say that an action
z˘ ∈ Z˘n(x˘) is jointly work conserving (JWC), if ζ˘n(x˘, z˘) = 0. As shown in [10, Lemma 3], there
exists M0> 0 such that the collection of sets X˘
n defined by X˘n :=
{
x˘∈ Sn : ‖x˘‖1 ≤M0
√
n
}
has the
following property: For any x˘∈ X˘n and a pair (q˘, y˘) such that √nq˘ ∈ ZI+,
√
ny˘ ∈ZJ+, and
〈e, q˘〉 ∧ 〈e, y˘〉 = 0 , 〈e, x˘− q˘〉 = 〈e,−y˘〉 , and y˘j ≤Nnj , j ∈ J ,
it holds that Ψ(x˘− q˘,−y˘)∈ Z˘n(x˘).
Under any stationary Markov scheduling policy that is jointly work-conserving in the set X˘n, the
diffusion-scaled state process X˘n converges weakly to a limit X described as follows. For u∈U, let
Ψ˘[u] : RI →RG be defined by
Ψ˘[u](x) := Ψ(x−〈e,x〉+uc,−〈e,x〉−us) , (40)
where Ψ is as in (36). The limiting controlled diffusion X is given by the Itoˆ equation
dXt = b(Xt,Ut) dt+ΣdWt , (41)
where W is an I-dimensional standard Wiener process, and Σ := diag
(√
2λ1, . . . ,
√
2λI
)
. The drift
b : RI ×U→RI takes the form
bi(x,u) = bi
(
x, (uc, us)
)
:= hi−
∑
j∈J (i)
µijΨ˘ij [u](x) ∀ i∈ I , (42)
where Ψ˘ij[u] is as in (40) and hi is given by (12). This result was first shown in [9, 10]. We focus
on the class Usm of stationary Markov controls, that is, Ut = v(Xt) for some measurable function
v : RI →U.
A crucial structural property of the drift b is given in [4, Lemma 4.3], which we summarize in
Proposition 1 which follows. For more details, we refer the reader to [4, Section 4.1].
Proposition 1. Given any (ˆı, ˆ) ∈ E, there exists an ordered basis D= (α, (β)−ˆ), with αıˆ being
the last element of α, with respect to which the drift b in (42) has the representation
b(x,u) = h−B1(x−〈e,x〉+uc)+ 〈e,x〉−B2us , (43)
where
(a) h= (h1, . . . , hI)
T and hi is as in (12),
(b) B1 is a lower-diagonal I × I matrix with positive diagonal elements and (B1)II = µıˆˆ.
(c) B2 is an I × J matrix whose last column is identically zero.
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For f ∈C2(Rm), we define
Auf(x) :=
1
2
trace
(
ΣΣT∇2f(x))+ 〈b(x,u),∇f(x)〉 , (44)
with ∇2f denoting the Hessian of f .
Remark 3. We remark that (28) differs from the usual definition of the diffusion-scaled processes
found in the literature (see [10] and [4, 6, 7]). We refer to the processes X˘ni as the “re-centered”
diffusion-scaled processes. One may also center the process Xni around nx
∗
i where x
∗ is defined in
(4). It is clear that the limit processes using these different centering terms only differ in the drift
by a constant, and therefore they are equivalent as far as their ergodic properties are concerned.
Remark 4. Note that if the networks have renewal arrivals and the service times are exponential,
we again obtain a diffusion limit for the above diffusion-scaled processes, which has the same
drift as the Markovian case, and whose covariance matrix captures the variability in the arrivals
processes. In particular, if the class-i arrival process Ani is renewal with interarrival times of rate
λni (satisfying (1) and (2)) and variance (σ
n
i )
2 (satisfying σni → σi > 0 as n→∞), then
Aˆni (t) = n
1/2(Ani (t)−λni t) ⇒ Aˆi(t) = Wi(λic2a,it) ,
where Wi is a standard Brownian motion, and c
2
a,i := λ
2
iσ
2
i . As a consequence, the covariance
matrix Σ in (41) takes the form Σ = diag
(√
λ1(1+ c2a,1), . . . ,
√
λI(1+ c2a,I)
)
. Thus, the results in
Theorem 3 also hold for the networks with renewal arrivals and exponential service times. The
same applies to the results regarding the limiting controlled diffusion in Theorems 5 and 7. See
also Remark 7 for the results concerning the diffusion-scaled processes.
The following result is essential in proving the main theorem of this section. Recall the definition
in (13).
Theorem 3. It holds that
d(i, ℓ) =
(
eTB−11
)
ℓ(
eTB−11
)
i
∀ i, ℓ∈ I . (45)
In addition,
(
eTB−11
)
i
> 0 for all i∈ I.
For the proof of Theorem 3 we need the following lemma. Recall that the matrix B1 depends, in
general, on the choice of the basis used in the representation of Ψ. However, it has an important
property which is stated in the following lemma.
Lemma 1. The value of
(eTB−1
1
)ℓ
(eTB−1
1
)i
for i, ℓ ∈ I does not depend on the choice of (β)−j in the basis
D∈ {(α, (β)−j) , j ∈J } of the representation.
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Proof. Consider a representation with respect to a basis which contains βˆ for some arbitrary
ˆ ∈ J . Eliminating βˆ leads of course to a unique representation of Ψ with respect to
(
α, (β)−ˆ
)
,
and therefore also to a uniquely defined B1 and B2 by (38). Let v = vˆ denote the ˆ
th column of
B2 and e˜ := (1, . . . ,1)
T ∈ RJ (as usual, eT is the corresponding vector in Rm). It is rather easy to
see that this operation results in matrices B˜1 =B1+ve
T, and B˜2 =B2− ve˜T. Indeed, we start with
the Ψ matrix and to every element where βˆ appears we add α1+ . . .+αm− β1 · · · − βJ ≡ 0. This
does not alter Ψ as a map, but eliminates βˆ. After multiplying the elements of Ψ with {µij}, we
recover the matrices B˜i, i=1,2, as claimed.
Applying the Sherman–Morrison formula for the inverse of B˜1 we have
(
B1+ ve
T
)−1
= B−11 −
B−11 ve
TB−11
1+ eTB−11 v
.
Multiplying the expression by eT on the left yields
eTB˜−11 = e
TB−11 −
eTB−11 ve
TB−11
1+ eTB−11 v
=
eTB−11
1+ eTB−11 v
.
Therefore,
(eTB˜−1
1
)ℓ
(eTB˜−1
1
)i
=
(eTB−1
1
)ℓ
(eTB−1
1
)i
, and this completes the proof. 
Proof of Theorem 3. We prove the result by induction. The relation in (45) holds trivially for
any network with one class of customers and one server pool. Since any tree network can be
constructed from a such a base network consisting of one edge by adding customer and server
leaves in a suitable order, it suffices to assume that the property in (45) holds for a given but an
arbitrary network with I classes of customers and J server pools, and establish that it is preserved
if we add a customer or server leaf. We use the notation dG(i, i′) to refer to the quantity in (13)
computed over a graph G with labels {µij : i∼ j}.
Step 1 (adding a new class). Let Ψ∈RI×RJ be the representation of the linear map with respect
to the basis
(
α, (β)−J
)
, Bi, i= 1,2, be the corresponding matrices, and G denote the graph of the
network. We remark that if (45) holds for given labels of customers and server pools, it also holds
under any permutation of these labels. Thus we may assume that the new class is added with an
edge to pool J . Then the resulting representation Ψ˜∈RI+1×RJ , after adding class I+1, satisfies
Ψ˜ij =

Ψij , if (i, j)∈ G ,
0 , if i= I +1 , j 6= J ,
αI+1, if i= I +1 , j = J .
(46)
To see that this is the case, recall that all the rows of Ψ have to add to αi’s and all the columns,
except for the last one, to βj’s. However, since βJ is missing from the basis, the last column of
Ψ has to add to
∑
iαi −
∑
j=1,...,J−1 βj, since this is the unique representation of βJ in the basis
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chosen. With the addition of αI+1 in (46), this column adds to the correct value for the map Ψ˜,
and so does the last row. Hence, the new matrix B˜1is given (in block form) by
B˜1 =
(
B1 0
0 µi◦J
)
, (47)
with i◦ ≡ I +1. With G˜ denoting the new graph obtained after adding class I +1, we have
dG˜(i, i
′) = dG(i, i
′) =
(
eTB−11
)
i′(
eTB−11
)
i
=
(
eTB˜−11
)
i′(
eTB˜−11
)
i
for i, i′ ∈ I \ {i◦} ,
where the second equality follows using the inductive step, and the third equality follows by (47).
Next, let i∈ I \ {i◦}, ıˆ∈ I(J) \ {i◦}, and i′ = i◦. We have
dG˜(i, i◦) = dG˜(i, ıˆ)dG˜ (ˆı, i◦)
= dG(i, ıˆ)
µıˆJ
µi◦J
=
(eTB−11 )ıˆ
(eTB−11 )i
µıˆJ
µi◦J
=
(eTB˜−11 )i◦
(eTB˜−11 )i
µıˆJ(e
TB−11 )ıˆ ,
where we employed the inductive step and (47) in the third and fourth equalities, respectively.
Noting that µıˆJ(e
TB−11 )ıˆ =1 by Proposition 1, finishes the proof of Step 1.
Step 2 (adding a new pool). By Proposition 1, we may assume that B1 is constructed canonically,
so it is lower diagonal, with the last element of the ordered collection α chosen as αıˆ, that is, ıˆ≡ I.
Let βˆ be the variable missing from the basis. Suppose a new pool βJ+1 is added with an edge to
class ıˆ. Then the resulting representation Ψ˜∈RI ×RJ+1 is given by
Ψ˜ij =

Ψij , if i 6= I , j ≤ J ,
0 , if i 6= I , j = J +1 ,
0 , if i= I , j ∈J \{ˆ, J +1} ,
ΨIˆ−βJ+1 if i= I , j = ˆ ,
βJ+1 if i= I , j = J +1 .
(48)
Using the verification argument employed in Step 1, it is clear that the above is indeed the correct
representation of Ψ˜. Thus, we obtain B˜1 = B1. With G˜ denoting the new graph obtained after
adding the server pool, we have
dG˜(i, i
′) = dG(i, i
′) =
(
eTB−11
)
i′(
eTB−11
)
i
=
(
eTB˜−11
)
i′(
eTB˜−11
)
i
,
where the second and third equalities follow from the inductive step and the equality B˜1 = B1,
respectively. This completes the proof of (45).
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To prove the last assertion of the theorem, note that
(
eTB−11
)
I
> 0 since B1 is a lower diagonal
matrix with positive elements. Thus, using (45), we obtain
(
eTB−11
)
i
= d(I, i)
(
eTB−11
)
I
> 0 and this
concludes the proof. 
Theorem 4. The variables ϑp and ϑ
n
p in Definition 1 satisfy
ϑp = −〈e,B
−1
1 h〉
〈e,B−11 p〉
, ϑnp = −
〈e, (Bn1 )−1hn〉
〈e, (Bn1 )−1p〉
, (49)
where h= (hi)i∈I is given by (12), hn is defined in (30), and p∈RI+.
Proof. By Theorem 3, we have
eTB−11 p =
∑
ℓ∈I
(
eTB−11
)
ℓ
pℓ =
(
eTB−11
)
i
∑
ℓ∈I
d(i, ℓ)pℓ ,
and eTB−11 h=
(
eTB−11
)
i
∑
ℓ∈I d(i, ℓ)hℓ. Combining these we obtain
−e
TB−11 h
eTB−11 p
=
∑
ℓ∈I d(i, ℓ)
∑
j∈J (i)
(
µijξ
∗
ij νˆij + µˆijz
∗
ij
)
−∑ℓ∈I d(i, ℓ)λˆℓ∑
ℓ∈I d(i, ℓ)pℓ
= ϑp ,
where in the last equality we used
∑
i∈I(j) ξ
∗
ij = 1. The same approach is used for ϑ
n
p , thus estab-
lishing (49). 
4.3. Examples and Special Cases.
In this part, we present some applications of Theorems 2 and 4 by computing explicitly the SWSS
parameter for some networks. We also give simple interpretations in the special case when λni = nλi
and µnij = µij , or equivalently, if λˆi = 0, µˆij = 0, and θj = νˆj for all i∈ I and j ∈J .
Example 1 (The ‘N’ Network). For this network the SWSS parameter is given by
ϑp =
µ22
µ12 p2+µ22 p1
(
µ11θ1+µ12θ2− λˆ1− µ12
µ22
λˆ2
)
,
with
κ∗11 = θ1 , κ
∗
22 =
λˆ2+ϑp p2
µ22
, κ∗12 = θ2−κ∗22 .
In this case, the B1 matrix is given by B1 =diag(µ12, µ22) and the vector h is given by
h =
(
λˆ1−µ11ξ∗11νˆ1− µˆ11z∗11−µ12ξ∗12νˆ2− µˆ12z∗12
λˆ2−µ22ξ∗22νˆ2− µˆ22z∗22
)
where ξ∗11 = 1, ξ
∗
12+ ξ
∗
22 = 1. A simple calculation confirms that ϑp =− 〈e,B
−1
1
h〉
〈e,B−1
1
p〉 . In the special case
mentioned above, one can see that a necessary and sufficient condition for ϑp > 0 is µ11νˆ1+µ12νˆ2 >
0. If νˆ1 < 0 and νˆ2 > 0, by rewriting the condition as
µ11 νˆ1
µ12
+ νˆ2 > 0, we see that, the first term
represents the service capacity required for class 1 at pool 2 to be reallocated, and thus, the sum
being positive means that there is an allowance at pool 2 for class 1 to be served. Similarly for the
case when νˆ1 > 0 and νˆ2 < 0.
H. Hmedi, A. Arapostathis, and G. Pang: Safety staffing and stabilizability of parallel server networks 19
Example 2 (The ‘M’ Network). We obtain the SWSS parameter
ϑp =
µ22
µ22p1+µ12p2
(
µ11θ1+µ12θ2+
µ12µ23
µ22
θ3− λˆ1− µ12
µ22
λˆ2
)
,
with
κ∗11 = θ1 , κ
∗
23 = θ3 , κ
∗
12 = θ2−κ∗22 , κ∗22 =
λˆ2+ϑp p2−µ23θ3
µ22
.
In this case, the B1 matrix is given by B1 =diag(µ12, µ22), and the vector h is given by
h =
(
λˆ1−µ11ξ∗11νˆ1− µˆ11z∗11−µ12ξ∗12νˆ2− µˆ12z∗12
λˆ2−µ22ξ∗22νˆ2− µˆ22z∗22−µ23ξ∗23νˆ3− µˆ23z∗23
)
where ξ∗11 = 1, ξ
∗
12+ ξ
∗
22 = 1, ξ
∗
23 = 1. It is clear that ϑp =− 〈e,B
−1
1
h〉
〈e,B−1
1
p〉 . In the special case, a necessary
and sufficient condition for ϑp > 0 is
µ11νˆ1+µ12νˆ2+
µ12µ23
µ22
νˆ3 > 0 ⇐⇒ µ11
µ12
νˆ1+ νˆ2+
µ23
µ22
νˆ3 > 0 .
This condition also has a very intuitive interpretation. For instance, if νˆ1 < 0 , νˆ3 < 0 and νˆ2 > 0,
then the first and third terms represent the service capacity required for class 1 and class 3 at
server pool 2, respectively, and the sum being positive means that the safety staffing at pool 2 is
sufficient to serve these additional service requirements.
Example 3 (The ‘W’ Network). The SWSS parameter is given by
ϑp =
1
µ21
µ11
p1+ p2+
µ22
µ32
p3
(
µ21θ1+µ22θ2− µ21
µ11
λˆ1− λˆ2− µ22
µ32
λˆ3
)
,
with
κ∗11 =
λˆ1+ϑp p1
µ11
, κ∗21 = θ1−κ∗11 , κ∗32 =
λˆ3+ϑp p3
µ32
κ∗22 = θ2−κ∗32.
In this case, the B1 matrix and h vector are given by
B1 =
 µ11 0 0µ22−µ21 µ22 0
0 0 µ32
 and h =
 λˆ1−µ11ξ∗11νˆ1− µˆ11z∗11λˆ2−µ21ξ∗21νˆ1−µ22ξ∗22νˆ2− µˆ21z∗21− µˆ22z∗22
λˆ3−µ32ξ∗32νˆ3− µˆ32z∗32
 ,
where ξ∗11 + ξ
∗
21 = 1 and ξ
∗
22 + ξ
∗
32 = 1. A simple calculation confirms that ϑp = − 〈e,B
−1
1
h〉
〈e,B−1
1
p〉 . In the
special case, a necessary and sufficient condition for ϑp > 0 is µ21νˆ1+µ22νˆ2 > 0.
5. Transience.
In this part, we show that both the diffusion limit and diffusion-scaled processes are transient when
ϑp < 0 and ϑ
n
p < 0, respectively. In addition, we show that they cannot be positive recurrent when
ϑp = 0 and ϑ
n
p = 0. We start with the following important lemma.
Lemma 2. The drift in (43) satisfies infus∈∆s
(
1+
〈
e,B−11 B2u
s
〉)
> 0, where ∆s is as in (34).
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To prove this lemma, we need Lemmas 3 and 4 which we state and prove next.
Lemma 3. The quantity
〈
e,B−11 B2u
s
〉
is invariant under permutations of the states xi.
Proof. With any permutation matrix S the matrices get transformed as B˜1 = SB1S
T, and
B˜2 = SB2 (since S
T = S−1). So
〈
e, B˜−11 B˜2u
s
〉
=
〈
e,B−11 B2u
s
〉
. The quantity is clearly also invariant
with respect to permutations of the pools. In this regard, with a permutation matrix T , we have
(B2T
T)(Tus) =B2u
s. 
Lemma 4. The positivity of 1 +
〈
e,B−11 B2u
s
〉
does not depend on the choice of the basis D ∈{(
α, (β)−j
)
, j ∈J } of the representation.
Proof. Consider a representation whose basis contains βˆ for some arbitrary ˆ∈J , and suppose
that 1 +
〈
e,B−11 B2u
s
〉
> 0. Eliminating βˆ leads of course to a unique representation of Φ with
respect to
(
α, (β)−ˆ
)
, and therefore also to a uniquely defined B1 and B2 by (38). Following an
identical approach to that in the proof of Lemma 1, we see that this operation results in matrices
B˜1 =B1+ ve
T, and B˜2 =B2− ve˜T. Applying the Sherman–Morrison formula for the inverse of B˜1,
we have (
B1+ ve
T
)−1
= B−11 −
B−11 ve
TB−11
1+ eTB−11 v
.
Note that 1 + eTB−11 v > 0 by hypothesis. Multiply the expression above by e
T on the left and by
B˜2u
s on the right, to obtain〈
e, B˜−11 B˜2u
s
〉
= eTB−11
(
B2− ve˜T
)
us− e
TB−11 ve
TB−11
(
B2− ve˜T
)
us
1+ eTB−11 v
=
1
1+ eTB−11 v
eTB−11
(
B2− ve˜T
)
us
=
1
1+ eTB−11 v
(
eTB−11 B2u
s− eTB−11 ve˜Tus
)
=
1+ eTB−11 B2u
s
1+ eTB−11 v
− 1 > −1 ,
since 1+ eTB−11 B2u
s > 0 by hypothesis (note that we used e˜Tus =1 in the last equality). 
Proof of Lemma 2. We use induction. Arguing as in the proof of Theorem 3, suppose that the
lemma holds for some given network with I classes of customers and J server pools.
Step 1 (adding a new class). Using Lemma 3, we may assume that it is added with an edge
to pool J . Let Ψ ∈ RI × RJ be the representation of the linear map with respect to the basis(
α, (β)−J
)
, Bi, i= 1,2, be the corresponding matrices, and G denote the graph of the network. We
have
〈
e,B−11 B2u
s
〉
>−1 for all us ∈∆s by Lemma 4. In this case we obtain the new matrices as in
(47). In particular, we have
B˜1 =
(
B1 0
0 µi◦J
)
, and B˜2 =
(
B2
0 · · · 0
)
,
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with i◦ ≡ I +1. Thus
〈
e, B˜−11 B˜2u
s
〉
=
〈
e,B−11 B2u
s
〉
>−1.
Step 2 (adding a new pool). Suppose a new pool βJ+1 is added with an edge to class ıˆ. By
Proposition 1, we may assume that B1 is constructed canonically, so it is lower diagonal, with
the last element of the ordered collection α chosen as αıˆ, that is, ıˆ ≡ I. By Lemma 4, we have〈
e,B−11 B2u˘
s
〉
>−1. Let βˆ be the variable missing from the basis. Using the same approach as in
the proof of Theorem 3 we deduce that the new representation Ψ˜ is given by (48). In this case, the
new matrices are
B˜1 =B1 , and B˜2 =

(B2)ij , if j ≤ J ,
0 if i 6= I , j = j◦ ,
µIj◦ −µIˆ if i= I , j = j◦ ,
with j◦≡ J +1. Then
〈
e, B˜−11 B˜2u
s
〉
=
〈
e,B−11 B2u˘
s
〉
+
(µmJ+1
µmˆ
− 1
)
usJ+1 ,
where u˘s = (us1, . . . , u
s
J)
T. Now, normalize u˘s as u¯s := u˘
s
‖u˘s‖
1
, and write
〈
e, B˜−11 B˜2u
s
〉
=
〈
e,B−11 B2u¯
s
〉‖u˘s‖1+(µmJ+1µmˆ − 1
)
usJ+1 > −‖u˘s‖1−usJ+1 = −1 ,
thus completing the induction argument. 
We first show that ϑp < 0 implies transience for the diffusion limit.
Theorem 5. Suppose that ϑp < 0. Then the process {Xt}t≥0 in (41) is transient under any sta-
tionary Markov control. In addition, if ϑp = 0, then {X(t)}t≥0 cannot be positive recurrent.
Proof. Let H(x) := tanh
(
β〈e,B−11 x〉
)
, with β > 0. Then
trace
(
a∇2H(x))) = β2 tanh′′(β〈e,B−11 x〉)∣∣σTB−11 e∣∣2 .
We have
AuH(x) =
1
2
trace
(
a∇2H(x))+ 〈b(x,u),∇H(x)〉
= −β2 tanh
(
β〈e,B−11 x〉
)
cosh2
(
β〈e,B−11 x〉
) |σTB−11 e|2
+
β
cosh2
(
β〈e,B−11 x〉
)(〈e,B−11 h〉+ 〈e,x〉−(1+ 〈e,B−11 B2us〉)) .
(50)
Thus, for 0<β < 〈e,B−11 h〉 |σTB−11 e|−2, we obtain AuH(x)> 0 by Lemma 2 and using Theorems 3
and 4 to conclude that 〈e,B−11 h〉 > 0. Therefore, {H
(
Xt
)}t≥0 is a bounded submartingale, so it
converges almost surely. Since X is irreducible, it can be either recurrent or transient. If it is
recurrent, then H should be constant a.e. in RI , which is not the case. Thus X is transient.
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We now turn to the case where ϑp = 0. Suppose that the process {X(t)}t≥0 (under some stationary
Markov control) has an invariant probability measure pi(dx). It is well known that pi must have
a positive density. Let g1(x) and g2(x) denote respectively the first and the second terms on the
right hand side of (50). Applying Itoˆ’s formula to (50), we obtain
E
pi
[
H(Xt∧τr)
]−H(x) = ∑
i=1,2
E
pi
[∫ t∧τr
0
gi(Xs)ds
]
, (51)
where τr denotes the first exit time from the ball Br of radius r centered at 0. Note that g1(x)
is bounded and g2(x) is non-negative. Thus using dominated and monotone convergence, we can
take limits in (51) as r→∞ for the terms on the right side to obtain∫
Rm
H(x)pi(dx)−H(x) = t
∑
i=1,2
∫
Rm
gi(x)pi(dx), t≥ 0 .
Since H(x) is bounded, we can divide both sides by t and β and take the limit as t→∞ to get∫
Rm
β−1g1(x)pi(dx)+
∫
Rm
β−1g2(x)pi(dx) = 0 . (52)
Since β−1g1(x) tends to 0 uniformly in x as βց 0, the first term on the left hand side of (52) van-
ishes as βց 0. However, since β−1g2(x) is bounded away from 0 on the open set {x ∈Rm : 〈e,x〉− >
1}, this contradicts the fact that pi(dx) has full support. 
The proof of the following corollary is analogous to that of Lemma 2.
Corollary 2. The drift in (39) satisfies infus∈∆s
(
1+
〈
e, (Bn1 )
−1Bn2 u
s
〉)
> 0.
Theorem 6. Suppose that ϑnp < 0. Then the state process {X˘n(t)}t≥0 of the nth system is transient
under any stationary Markov scheduling policy. In addition, if ϑnp = 0, the process cannot be positive
recurrent.
Proof. The proof mimics that of Theorem 5. We apply the function H(x) = tanh
(
β〈e,B−11 x〉
)
to the operator A˘nz in (31), and use the identity
H
(
x± 1√
n
ei
)
−H(x)∓ 1√
n
∂xiH(x) =
1
n
∫ 1
0
(1− t)∂xixiH
(
x± t√
n
ei
)
dt
to express the first and second order incremental quotients, together with (39) which implies that
〈
bn(x˘, z˘),∇H(x˜)〉 = β
cosh2
(
β〈e, (Bn1 )−1x˘〉
)(〈e, (Bn1 )−1hn〉
+
(
ζ˘n(x˘, z˘)+ 〈e, x˘〉−)(1+ 〈e, (Bn1 )−1Bn2 us〉)) .
The rest follows exactly as in the proof of Theorem 5 using Corollary 2. 
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6. Stabilization.
We start with the following important lemma which is essential in proving the stabilization results.
Lemma 5. Suppose that the solution ϑp of (LP
′) is positive. Then, there exist a collection {N˜nij ∈
N, (i, j)∈ E , n ∈N}, and a positive constant C0 satisfying
λni ≤
∑
j∈J (i)
µnijN˜
n
ij −ϑp
pi
2
√
n ∀ i∈ I , (53)
∣∣Nnij − N˜nij∣∣ ≤ C0√n ∀(i, j)∈ E , (54)
with N˜nij as in (5), and ∑
i∈I(j)
N˜nij = N
n
j ∀ j ∈J , (55)
for all sufficiently large n ∈N.
Proof. Let {κij} be a solution of the optimization problem in (LP′). Let N˜nij be a set of numbers
satisfying (55), in such a way that
⌊
nz∗ij +
√
nκij
⌋ ≤ N˜nij ≤ ⌈nz∗ij +√nκij⌉ . (56)
Then (54) holds by construction. Using (56) and (LP′) in combination with
∑
j∈J µijz
∗
ij = λi and
the convergence of parameters in (1) and (2), it is easy to see that (53) holds. 
Using Lemma 5, let N˜ni :=
∑
j∈J (i) N˜
n
ij for i∈ I. For i ∈ I ,and j ∈J , define
X˜ni (t) :=
1√
n
(Xni (t)− N˜ni ) ,
Q˜ni (t) :=
1√
n
Qni (t) ,
Z˜nij(t) :=
1√
n
(Znij(t)− N˜nij) ,
Y˜ nj (t) :=
1√
n
Y nj (t) .
(57)
Employing the same approach as in Section 4, one can show that X˜n converges to the limit X
described in (41) with the only exception that hi = ϑp
pi
2
. This is because the expression in (30)
gets replaced by
hni =
1√
n
(
λni −
∑
j∈J (i)
µnijN˜
n
ij
)
.
Note also that the matrices B1 and B2 in (43) are independent of the choice of centering. It is
also important to emphasize that if ϑp > 0, then under this rebalancing mechanism, the aggregate
steady-state capacity
∑
j∈J (i) µ
n
ijN˜
n
ij provides sufficient safety staffing for each class i by (53).
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6.1. Stabilizing the limiting diffusion.
For a symmetric matrix S ∈RI×I and a constant ǫ > 0, we let ‖x‖S := 〈x,Sx〉1/2, and define
Vǫ,S(x) := exp
(
ǫ‖x‖2S
(
1+ ‖x‖2S
)−1/2)
, x∈RI .
Recall (44). We have the following theorem.
Theorem 7. Assume that ϑp > 0. Then, there exist a positive definite matrix S ∈RI×I , a constant
control v¯ for the limiting diffusion, and positive constants ǫ and κi, i= 0,1, such that
Av¯ Vǫ,S(x)≤ κ0−κ1Vǫ,S(x) ∀x∈RI .
The process {Xt}t≥0 is exponentially ergodic and admits a unique invariant probability measure piv¯
under v¯ satisfying
∥∥P v¯t (x, ·)−piv¯(·)∥∥Vǫ,S ≤ CγVǫ,S(x)e−γt , x∈RI , ∀t ≥ 0 ,
where P v¯t (x,dy) denotes the transition probability of {Xt}t≥0 under v¯, and γ and Cγ do not depend
on v¯.
Proof. Consider the diffusion limit in (43). We let uc = eI , and u
s = eJ . By the proof of [4,
Theorem 4.2], the drift takes the form
b¯(x) := b
(
x, v¯(x)
)
=
{
−ϑp p2 −B1(I− eIeT)x , if 〈e,x〉 ≥ 0 ,
−ϑp p2 −B1x , if 〈e,x〉< 0 ,
Note that the term B2u
s〈e,x〉− does not appear in the representation of b¯(x) above when 〈e,x〉< 0.
This can be seen by combining Lemma 4.3 in [4] with the fact that at least one column ˆ ∈ J
of B2 is equal to zero, which is shown in the proof of [4, Theorem 4.2] using the leaf elimination
algorithm.
Note that B1 and B1(I − eIeT) are both lower diagonal matrices, where B1(I − eIeT) has all
positive diagonal elements except the Ith one which equals zero. Thus using [12, Proposition 3],
there exists a positive definite matrix S ∈RI×I such that
SB1+B
T
1S ≻ 2κ◦I , and Φ := SB1(I− eIeT)+ (I− eeTI )BT1S  0 ,
for some κ◦> 0. Define δ :=
1
4
κ◦ |SB1eI |−1 and η := ϑp〈p2 , SeI〉. Note that there exist a p∈RI+ such
that η > 0 since S is a positive definite matrix. So we fix such a vector p and let ϕ(x) = 〈x,Sx〉,
and
Kδ :=
{
x∈RI : 〈e,x〉> δ|x|} , δ ∈R+ .
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For x∈Kcδ, we obtain〈
b¯(x),∇ϕ(x)〉 = −ϑp〈p,Sx〉− 〈x, (SB1+BT1S)x〉+2〈x,SB1eI〉〈e,x〉+
≤ ϑp|Sp||x| − 2κ◦|x|2+2δ|SB1eI ||x|2 .
Thus, by the definition of δ, and with κ¯ :=
(
ϑp|Sp|
)2
/(2κ◦), we obtain〈
b¯(x),∇ϕ(x)〉 ≤ κ¯−κ◦ |x|2 , ∀x∈Kcδ .
Next, suppose that x∈Kδ. We have〈
b¯(x),∇ϕ(x)〉 = −ϑp〈p,Sx〉− 〈x,Φx〉 .
Decompose x= x(−I)+xIeI into the orthogonal components x(−I) and xIeI . Then
ϑp〈p,Sx〉 = ϑp〈p,Sx(−I)〉+ ηxI ,
= ϑp〈p,Sx(−I)〉+ η
(
〈e,x〉− 〈e,x(−I)〉
)
≥ ϑp〈p,Sx(−I)〉− η〈e,x(−I)〉+ ηδ|x| ,
and 〈
x,Φx
〉
=
〈
x(−I)+xIeI ,Φ
(
x(−I)+xIeI
)〉
= xT(−I)Φx(−I)+2xIe
T
IΦx(−I)+x
2
Ie
T
IΦeI
= xT(−I)Φx(−I) ,
where the last equality uses the fact that eTIΦeI = 0 which implies that e
T
IΦ= 0 since Φ is a positive
semi-definite matrix, and which in its turn implies that eTISB1(I− eIeT) = 0. Since I− eIeT has a
simple zero eigenvalue with eT being the corresponding left eigenvector this implies that
eTISB1 = b e
T ⇐⇒ eTIS = b eTB−11 , for some b 6=0 .
Thus, arguing as in the derivation of (5.18-5.19) in [12], we conclude that
xT(−I)Φx(−I)B1
(
I− eIeT
)
x(−I) ≥ c|x(−I)|2
for some positive constant c, where in the last inequality we used the fact that I−eIeT has a simple
zero eigenvalue with the corresponding eigenvector being eI . Thus, we obtain〈
b¯(x),∇ϕ(x)〉 ≤ κˆ0− δη|x| , x ∈Kδ ,
for some constant κˆ0> 0.
Next, if we define φS(x) :=
2+〈x,Sx〉
(1+〈x,Sx〉)3/2 , then a straightforward calculation shows that
∇Vǫ,S(x) = 1
2
ǫVǫ,S(x)φS(x)∇ϕ(x) ,
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and
∇2Vǫ,S(x) = ǫ2Vǫ,S(x)φ2S(x)SxTxS+ ǫVǫ,S(x)
[
φS(x)S+
SxTxS
(1+xTSx)
5
2
(−4−‖x‖2S)]
≤ ǫ2Vǫ,S(x)φ2S(x)SxTxS+ ǫVǫ,S(x)φS(x)S .
Therefore, if we choose ǫ > 0 small enough, then for some positive constants κ0 and κ1 we obtain
Av¯ Vǫ,S(x) =
1
2
trace
(
ΣΣT∇2Vǫ,S(x)
)
+
〈
b¯(x),∇Vǫ,S(x)
〉 ≤ κ0−κ1Vǫ,S(x) ,
which completes the proof. 
Remark 5. Under any control v¯ ∈ Usm which stabilizes the diffusion limit, ϑp and the invariant
measure piv¯ satisfy the following identity:
ϑp = 2
〈
e,B−11 p
〉−1 ∫
Rm
〈e,x〉− piu(dx) .
The proof of this result is completely analogous to [15, Theorem 3.1].
We could also add that for the particular stabilizing control we are using B2u
s ≡ 0 so the integral
is exactly equal to average idleness.
Remark 6. We would like to note that when ϑp > 0, the class of stabilizing controls might be
much richer. Indeed, it has been shown in [15] that if ̺=−〈e,B−11 h〉> 0, where h is given by (12),
the diffusion limit of networks with a single non-leaf server pool and those whose service rates
are dictated by the class type are uniformly exponentially ergodic under any stationary Markov
control. In addition, the prelimit diffusion-scaled processes are uniformly exponentially ergodic over
a class of policies which is referred to as system-wide work-conserving in [15]. Using the equivalence
relation between ̺ and ϑp in Section 4, these conclusions hold for these networks when ϑp > 0.
6.2. Stabilizing the diffusion-scaled processes.
Recall (29) and (57). We can express the generator A˜nz of the diffusion-scaled state process X˜
n
under the policy z ∈Zn as
A˜
n
zf(y)
∣∣
y=x˜n(x)
=Anz
(
f ◦ x˜n)(x) , (58)
where Zn is the space of work-conserving policies defined in (25).
A family of scheduling policies, referred to as balanced saturation policies (BSPs), is introduced
in [7]. When there is at least one class with positive abandonment rate, exponential ergodicity is
shown under the BSPs (see Proposition 5.1 therein). The proof of this result relies on the system
having a positive abandonment rate in some class, and cannot be applied directly here. Provided
that ϑnp > 0, we we show in Theorem 8 that the diffusion scaled processes controlled by a BSP
are exponentially ergodic for networks without abandonment, and the corresponding stationary
distributions are tight. Recall the definition of the BSPs.
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Definition 3. Let {N˜nij} be as in Lemma 5, and recall that N˜ni =
∑
j∈J (i) N˜
n
ij for i ∈ I. Let
Zn ⊂Zn denote the class of work-conserving Markov policies z satisfying
zij(x) ≤ N˜nij ∀ i∼ j , and
∑
j∈J (i)
zij(x) = xi , if xi ≤ N˜ni ,
zij(x) ≥ N˜nij ∀ i∼ j , if xi > N˜ni .
(59)
It is rather simple to verify that the class Zn is nonempty. For example, a policy in Zn can be
determined in two steps. In the first step, if xi > N˜
n
i , then we set zij(x) = N˜
n
ij for all j ∈ J (i),
otherwise we determine zij(x) in any arbitrary manner that satisfies (59). In the second step, we
fill in the pools in any arbitrary manner that enforces work conservation. We refer the reader to
[6, Definition 3.1] and [7, Section 5] for specific examples of BSPs for the “N” and “M” networks,
respectively.
Definition 4. Let ǫ > 0 and define Vǫ(x) by
Vǫ(x) := exp
(
ǫ|x|2(1+ |x|2)−1/2) , x∈RI .
Let V˜ǫ(x) :=Vǫ(x˜
n).
Theorem 8. Let z ∈Zn and suppose that ϑp > 0. There exists ǫ > 0, n0 ∈N, and positive constants
C0 and C1 such that
A˜
n
z V˜ǫ(x)≤C0−C1 V˜ǫ(x) ∀x∈RI , ∀n≥ n0 ,
with A˜zn and V˜ǫ as in (58) and Definition 4, respectively. In particular, the process X˜
n is exponen-
tially ergodic and admits a unique invariant probability measure pin satisfying
lim
t→∞
eκt
∥∥P nt (x, ·)−pin(·)∥∥TV = 0 , x∈RI ,
for some κ> 0, where P nt (x, ·) denotes the transition probability of X˜n.
Proof. Using the identity
f(x± ei)− f(x)∓ ∂if(x) =
∫ 1
0
(1− t)∂iif(x± tei) dt ,
we obtain ∣∣∣V˜ǫ(x± ei)− V˜ǫ(x)∓ ǫ√n x˜ni φ(x˜n) V˜ǫ(x)∣∣∣ ≤ 1nǫ2 κ˜1 V˜ǫ(x) (60)
for some constant κ˜1> 0, and all ǫ∈ (0,1), with φ(x) := 2+|x|
2
(1+|x|2)3/2 .
Fix n∈N. Using (60), we obtain
A
n
z V˜ǫ(x) ≤ ǫ
∑
i∈I
[
λni
(
1√
n
x˜ni φ(x˜
n)+ 1
n
ǫ κ˜1
)
+
∑
j∈J (i)
µnijzij
(
− 1√
n
x˜ni φ(x˜
n)+ 1
n
ǫ κ˜1
)]
V˜ǫ(x)
= ǫ V˜ǫ(x)
∑
i∈I
(
1√
n
φ(x˜n)F
(1)
n,i (x)+
1
n
ǫ κ˜1F
(2)
n,i (x)
)
,
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where
F
(1)
n,i (x) := x˜
n
i
(
λni −
∑
j∈J (i)
µnijzij
)
, and F
(2)
n,i (x) := λ
n
i +
∑
j∈J (i)
µnijzij . (61)
By (53), there exists some constant κ˜2 such that for all n ∈N,
1
n
(
λni +
∑
j∈J (i)
µnij N˜
n
i
)
≤ κ˜2 ∀ i∈ I . (62)
Since zij ≤ xi for all (i, j)∈ E , by (61) and (62), we obtain
F
(2)
n,i (x) ≤ λni +
( ∑
j∈J (i)
µnij
)
xi
= λni +
( ∑
j∈J (i)
µnij
)
(N˜ni +
√
nx˜ni ) ≤ κ˜2n+
( ∑
j∈J (i)
µnij
)√
nx˜ni .
We next calculate an estimate for F
(1)
n,i in (61). First observe that∑
j∈J (i)
µnijzij =
∑
j∈J (i)
µnijN˜
n
ij +
∑
j∈J (i)
µnij
(
zij − N˜nij
)
. (63)
We distinguish two cases.
Case A. Suppose that xi < N˜
n
i . In this case we have zij − N˜nij ≤ 0 and x˜ni ≤ 0. Thus we obtain
−x˜ni
∑
j∈J (i)
µnij
(
zij − N˜nij
) ≤ −x˜ni ( min
j∈J (i)
µnij
)(
xi− N˜ni ) = −
(
min
j∈J (i)
µnij
)√
n|x˜ni |2 .
Therefore, by (53) and (63), we have
F
(1)
n,i (x)≤−ϑp
pi
2
√
n x˜ni −
√
n
(
min
j∈J (i)
µnij
)
|x˜ni |2 .
Case B. Suppose that xi ≥ N˜ni . In this case, zij − N˜nij ≥ 0 and x˜ni ≥ 0. By (53), (61) and (63), we
then immediately have
F
(1)
n,i (x)≤ x˜ni
(
λni −
∑
j∈J (i)
µnijN˜
n
ij
)
≤−ϑp pi
2
√
n x˜ni .
From cases A–B, we obtain
F
(1)
n,i (x)≤−
√
nϑp
pi
2
x˜ni 1{x˜ni >0}−
√
n
(
ϑp
pi
2
x˜ni +
(
min
j∈J (i)
µnij
)
|x˜ni |2
)
1{x˜ni ≤0} .
Using these estimates, we obtain that for ε > 0 small enough, there exist positive constants Ck,
k= 0,1, satisfying
A˜
z
n V˜ǫ(x)≤C0−C1 V˜ǫ(x) ∀x∈ZI+ .
This completes the proof. 
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Remark 7. We remark that the results in Theorem 8 can be extended for networks with renewal
arrivals and exponential service times in the same way as in [3, Section 3.2]. In particular, we
include the age process Sni (t) of each class-i customers into the state descriptor so that (X
n, Sn)
is a Markov process. We use a Lyapunov function as defined in [3, Eq. (3.8)] together with the
function Vǫ(x) in Definition 4. We can then derive the associated Foster-Lyapunov equation by
combining the calculations in Theorem 8 and those of [3, Theorem 3.1] related to the age processes.
The same applies to the transience result for the diffusion-scaled processes in Theorem 6. We leave
the details for the reader to verify.
7. Concluding remarks.
In this paper we have introduced the important SWSS parameter for multiclass multi-pool networks
of any tree topology, which plays the same critical role as the safety staffing parameter in the
square-root staffing of single-class many-server queues in the Halfin–Whitt regime [14, 20]. Our
results show that the SWSS being positive is necessary and sufficient for stabilizability for networks
with renewal arrivals and exponential service times. We conjecture that it is also the necessary and
sufficient condition in the non-Markovian case (networks with non-exponential service times). This
would require a Markovian description of the system dynamics using measure-valued processes
(e.g., [1, 2, 16,17]). This as an interesting open problem for future work.
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