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Abstract
Surface and interfacial weakly-nonlinear ring waves in a two-layer fluid are modelled numerically, within the frame-
work of the recently derived 2+1-dimensional cKdV-type equation. In a case study, we consider concentric waves
from a localised initial condition and waves in a 2D version of the dam-break problem, as well as discussing the effect
of a piecewise-constant shear flow. The modelling shows, in particular, the formation of 2D dispersive shock waves
(DSWs) and oscillatory wave trains. The surface and interfacial DSWs generated in our numerical experiments look
distinctively different.
1. Introduction
The cylindrical (or concentric) Korteweg - de Vries
(cKdV) equation
2AR + 3AAξ +
1
3
Aξξξ +
A
R
= 0 (1)
was derived and studied in various physical contexts
(see, for example, [1] - [9] and references therein). In
particular, it was derived to describe surface waves in a
uniform fluid from Boussinesq equations [2] and from
the set of Euler equations [3]. The cKdV-type equations
were also derived for internal waves in a stratified fluid
without shear flow [7], and surface waves in a uniform
fluid with a shear flow [8]. Recently, we generalised
these studies by considering the propagation of inter-
nal and surface ring waves in a stratified fluid over a
shear flow [10]. The derived 2+1-dimensional cKdV-
type equation has the form
µ1AR + µ2AAξ + µ3Aξξξ + µ4
A
R
+ µ5
Aθ
R
= 0. (2)
Importantly, the coefficient µ5 is equal to zero both
when the fluid is uniform and when there is no shear
flow. In these cases the equation (2) reduces to a 1+1-
dimensional model [10]. The general theory was then
applied to the case of a two-layer fluid with a piecewise-
constant shear flow, with an emphasis on the analytical
description of the wavefronts of surface and interfacial
ring waves. We also note that the original cKdV equa-
tion (1) is integrable [11, 12].
In this paper, we use the derived model equations to
study surface and interfacial ring waves in a two-layer
fluid numerically. The paper is organised as follows.
In Section II, we briefly overview the derivation of the
cKdV-type equation from the Euler equations with ap-
plication to the two-layer fluid given in [10]. Particu-
lar examples of concentric waves generated from a lo-
calised initial condition and a 2D version of the dam-
break problem are modelled in Section III. The effect
of a piecewise-constant shear flow on the ring waves
generated from a localised initial condition is modelled
in section IV. Some conclusions are drawn in Section
V. The coefficients of the relevant cKdV-type equations
are listed in Appendix A. The derivation of the 2D linear
wave equations for the surface and interfacial waves is
discussed in Appendix B. The finite-difference scheme
used in our study is described in Appendix C.
2. Derivation of a cKdV-type equation
2.1. Problem formulation and amplitude equation
We study a ring wave propagating in an inviscid in-
compressible fluid, described by the set of Euler equa-
tions:
ρ(ut + uux + vuy + wuz) + px = 0, (3)
ρ(vt + uvx + vvy + wvz) + py = 0, (4)
ρ(wt + uwx + vwy + wwz) + pz + ρg = 0, (5)
ρt + uρx + vρy + wρz = 0, (6)
ux + vy + wz = 0, (7)
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with the free surface and rigid bottom boundary condi-
tions appropriate for the oceanic applications:
w = ht + uhx + vhy at z = h(x, y, t), (8)
p = pa at z = h(x, y, t), (9)
w = 0 at z = 0. (10)
Here, u, v,w are the velocity components in x, y, z di-
rections respectively, p is the pressure, ρ is the density,
g is the gravitational acceleration, z = h(x, y, t) is the
free surface height (with z = 0 at the bottom), and pa
is the constant atmospheric pressure at the surface. We
assume that in the basic state u0 = u0(z), v0 = w0 =
0, p0z = −ρ0g, h = h0. Here u0(z) is a horizontal shear
flow in the x-direction, and ρ0 = ρ0(z) is a stable back-
ground density stratification.
We use the vertical particle displacement ζ as an addi-
tional dependent variable, which is defined by the equa-
tion
ζt + uζx + vζy + wζz = w, (11)
and satisfies the surface boundary condition
ζ = h − h0 at z = h(x, y, t), (12)
where h0 is the unperturbed depth of the fluid.
We use the following non-dimensional variables:
x→ λx, y→ λy, z→ h0z, t → λc∗ t,
u→ c∗u, v→ c∗v, w→ h0c
∗
λ
w,
(ρ0, ρ)→ ρ∗(ρ0, ρ), h→ h0 + aη,
p→ pa +
∫ h0
z
ρ∗ρ0(s)g ds + ρ∗gh0 p,
where λ is the wave length, a is the wave amplitude,
c∗ =
√
gh0 is the long-wave speed of surface waves,
ρ∗ is the dimensional reference density of the fluid,
while ρ0(z) is the non-dimensional function describ-
ing stratification in the basic state, and η = η(x, y, t)
is the non-dimensional free surface perturbation. Non-
dimensionalisation leads to the appearance of two small
parameters in the problem, the amplitude parameter
ε = a/h0 and the wavelength parameter δ = h0/λ. For
the sake of simplicity, in the subsequent derivation we
impose the condition δ2 = ε. Variables can be scaled
further to replace δ2 with ε in the equations [9].
We introduce the cylindrical coordinate system mov-
ing at a constant speed c (a natural choice is the flow
speed at the bottom, as follows from the derivation) and
consider deviations from the basic state (the same nota-
tions u and v have been used for the projections on the
new coordinate axis), scaling the appropriate variables
by the amplitude parameter ε,
x→ ct + r cos θ, y→ r sin θ, z→ z, t → t,
u→ u0(z) + ε(u cos θ − v sin θ),
v→ ε(u sin θ + v cos θ),
w→ εw, p→ εp, ρ→ ρ0 + ερ.
Then, we look for a solution of the problem in the
form of asymptotic multiple-scales expansions of the
form ζ = ζ1 +εζ2 + . . . , and similar expansions for other
variables, where
ζ1 = A(ξ,R, θ)φ(z, θ), (13)
with the following set of fast and slow variables:
ξ = rk(θ) − st, R = εrk(θ), θ = θ, (14)
where we define s to be the wave speed in the absence
of a shear flow (with k(θ) = 1), while when a shear
flow is present the function k(θ) describes the distortion
of the wavefront in a particular direction, and is to be
determined. The formal range of asymptotic validity of
the model is defined by the conditions ξ ∼ R ∼ O(1).
To leading order, the wavefront at any fixed moment of
time t is described by the equation rk(θ) = constant, and
we consider outward propagating ring waves, requiring
that k = k(θ) > 0.
To leading order, assuming that perturbations of the
basic state are caused only by the propagating wave, we
obtain
u1 = −Aφu0z cos θ − kFk2 + k′2 Aφz, (15)
v1 = Aφu0z sin θ − k
′F
k2 + k′2
Aφz, (16)
w1 = AξFφ, (17)
p1 =
ρ0
k2 + k′2
AF2φz, (18)
ρ1 = −ρ0zAφ, (19)
η1 = Aφ at z = 1, (20)
where the function φ = φ(z, θ) satisfies the following
modal equations: (
ρ0F2
k2+k′2 φz
)
z
− ρ0zφ = 0, (21)
F2
k2+k′2 φz − φ = 0 at z = 1, (22)
φ = 0 at z = 0, (23)
and F = −s + (u0 − c)(k cos θ − k′ sin θ),
where we now have fixed the speed of the moving coor-
2
dinate frame c to be equal to the speed of the shear flow
at the bottom, c = u0(0). Then, F = −s , 0 at z = 0,
and the condition Fφ = 0 at z = 0 implies (23), simpli-
fying the mathematical formulation. The values of the
wave speed s in the absence of the shear flow, and the
pair of functions φ(z, θ) and k(θ), for a given shear flow,
constitute solution of the modal equations (21) - (23).
Substituting the leading order solution (15)-(20) into
the equations at order O(ε), we obtain the following
non-homogeneous equation for the function ζ2;(
ρ0F2
k2 + k′2
ζ2ξz
)
z
− ρ0zζ2ξ = M2, (24)
with the boundary conditions
ζ2ξ = 0 at z = 0, (25)
ρ0
[
F2
k2 + k′2
ζ2ξz − ζ2ξ
]
= N2 at z = 1, (26)
where M2 and N2 are explicitly given in terms of the
solutions of the leading order problem (see [10]). The
compatibility condition
∫ 1
0 M2φ dz−[N2φ]z=1 = 0 yields
the 2+1-dimensional evolution equation for the slowly
varying amplitude of the ring wave in the form
µ1AR + µ2AAξ + µ3Aξξξ + µ4
A
R
+ µ5
Aθ
R
= 0. (27)
The coefficients are given in terms of the solutions of
the modal equations (21) - (23) by the formulae:
µ1 = 2s
∫ 1
0
ρ0Fφ2z dz,
(28)
µ2 = −3
∫ 1
0
ρ0F2φ3z dz,
(29)
µ3 = −(k2 + k′2)
∫ 1
0
ρ0F2φ2 dz,
(30)
µ4 = −
∫ 1
0
(ρ0φ2z k(k + k′′)
(k2 + k′2)2
(
(k2 − 3k′2)F2
−4k′(k2 + k′2)W0F sin θ −W20 (k2 + k′2)2 sin2 θ
)
+
2ρ0k
k2 + k′2
Fφzφzθ(k′F + (k2 + k′2)W0 sin θ)
)
dz,
(31)
µ5 = − 2kk2 + k′2
∫ 1
0
ρ0Fφ2z [k
′F + W0(k2 + k′2) sin θ] dz,
(32)
where W0 = u0 − c.
2.2. Two-layer fluid
We consider the case when both the density of the
fluid and the shear flow are piecewise-constant func-
tions (0 ≤ z ≤ 1):
ρ0 = ρ2H(z) + (ρ1 − ρ2)H(z − d),
u0 = U2H(z) + (U1 − U2)H(z − d).
Here, d is the thickness of the lower layer and H(z) is the
Heaviside function. This background flow is subject to
Kelvin-Helmholtz instability, which is excluded in the
consideration of a long wave over a sufficiently weak
shear flow (see [10] for a relevant discussion and the
references).
Solution of the modal equations (21) - (23) in the up-
per and the lower layers is given, respectively, by
φ1 =
 F21k2 + k′2 + z − 1
 Λ,
φ2 =
 F21k2 + k′2 + d − 1
 Λzd , (33)
where Λ is a parameter, and the function φ is continu-
ous, while the jump condition[
ρ0F2φz
]
k2 + k′2
= [ρ0]φ at z = d
provides an equation for the function k(θ):
(ρ2 − ρ1)d(1 − d)(k2 + k′2)2 + ρ2F21 F22
−ρ2[dF21 + (1 − d)F22](k2 + k′2) = 0, (34)
with F1 = −s + (U1 − U2)(k cos θ − k′ sin θ), F2 = −s.
This nonlinear first-order ordinary differential equation
is further generalisation of the Burns and generalised
Burns conditions [13, 8].
First, we assume that there is no shear flow and find
the wave speed s by letting U1 = U2 = 0, while k = 1.
The dispersion relation takes the standard form
ρ2s4 − ρ2s2 + (ρ2 − ρ1)d(1 − d) = 0.
So the wave speed in the absence of the shear flow
is given by s2 =
1
2
(
1 ±
√
(2d − 1)2 + 4ρ1/ρ2d(1 − d)
)
,
where the upper sign should be chosen for the faster
surface mode, and the lower sign for the slower inter-
nal mode.
The general solution of the equation (34) can be
found in the form similar to the general solution of the
3
generalised Burns condition [8], allowing us then to
find the necessary singular solution relevant to the ring
waves in a stratified fluid in parametric form [10]:
k(a) = − aQa − 2Q√
(Qa − 2a)2 + 4b2
, (35)
where if θ ∈ (0, pi), then b = √Q − a2,
θ =
 arctan(−
2
√
Q−a2
Qa−2a ) if Qa − 2a < 0,
arctan(− 2
√
Q−a2
Qa−2a ) + pi if Qa − 2a > 0,
while if θ ∈ (pi, 2pi), then b = −√Q − a2,
θ =
 arctan(
2
√
Q−a2
Qa−2a ) + pi if Qa − 2a > 0,
arctan( 2
√
Q−a2
Qa−2a ) + 2pi if Qa − 2a < 0.
Here,
Q =
ρ2[d(−s + a(U1 − U2))2 + (1 − d)s2] ±
√
∆
2(ρ2 − ρ1)d(1 − d) ,
∆ = ρ22[d(−s + a(U1 − U2))2 − (1 − d)s2]2
+4ρ1ρ2d(1 − d)s2[−s + a(U1 − U2)]2,
where the upper (lower) sign should be chosen for the
interfacial (surface) wave. The wave speed s, the modal
function φ(z, θ), and the function k(θ) are now deter-
mined. The coefficients of the equation (27) for the sur-
face and interfacial mode are listed in Appendix A.
3. Nonlinear propagation of concentric waves
In this section we model the propagation of concen-
tric waves in a two-layer fluid. Assuming that there is
no shear flow, one can derive the 2D wave equations for
the linear surface and interfacial waves (see Appendix
B). These equations are used to describe the initial evo-
lution of the weakly-nonlinear waves. Then, we solve
the derived cKdV equations for both modes, using the
solutions of the linear equations at R = R0 as the neces-
sary ‘initial’ conditions. The numerical scheme is an ex-
tension of the scheme suggested in [14] (see Appendix
C).
3.1. A localised initial condition
The 2D linear wave equation
Att − s2(Axx + Ayy) = 0,
−10 −5 0 5 10−1
−0.5
0
0.5
1
1.5
2
2.5
ξ
A
Figure 1: Initial condition at R0 = 0.1 (Q = 20, ν = 0.5).
has an exact solution describing waves from a localised
condition at t = 0 [15]:
A(x, y, t) = Q Re
( 1 + ist/ν
((1 + ist/ν)2 + (x2 + y2)/ν2)3/2
)
.
(36)
Here, Q and ν are arbitrary constants.
To solve the derived nonlinear cKdV equation numer-
ically, we need to know the wave amplitude at R0 = εr0.
In this example, we assume that ε = 0.02 and ν = 0.5,
and choose the exact solution (36) written in (ξ,R) co-
ordinates as the initial condition at R = R0:
A(R0, ξ) = Q Re
(
1 + 2i(50R0 − ξ)
((1 + 2i(50R0 − ξ))2 + (100R0)2)3/2
)
.
We use one and the same initial condition for both
surface and interfacial waves. The initial condition at
R = R0 = 0.1 is shown in Figure 1 for Q = 20 and
ν = 0.5. We choose ρ1 = 1, ρ2 = 1.2 and consider two
values of the lower layer depth d = 0.5 and d = 0.6.
3.1.1. Numerical results for surface waves
If d = 0.6, the wave speed of the surface waves is
s+ ≈ 0.9789, and we solve the equation
2.1358AR + 3.2015AAξ + 0.3236Aξξξ + 1.0679
A
R
= 0.
Numerical solutions are obtained for Q = 20 and Q =
−20. The cross-section along the directions θ = 0 and
θ = pi is shown in Figure 2. The problem formulation
and profiles of surface waves for d = 0.5 are similar.
The exact linear and the numerical nonlinear solu-
tions are compared in Figure 3 for t = 64 and d = 0.6.
Weak nonlinearity and dispersion, acting together, yield
the generation of a well-developed oscillatory disper-
sive wave train behind the lead wave of elevation (Q >
0) or depression (Q < 0), which is not captured by the
2D linear wave equation. The amplitude of the lead
wave decreases with the increase of the distance from
4
(1) Q = 20
(2) Q = −20
Figure 2: Surface waves in the directions θ = 0 and θ = pi for d = 0.6
at t = 0, 16, 32, 48 and 64 (from a localised initial condition in the
centre at t = 0).
the centre much more rapidly than in the linear solu-
tion, which agrees with previous studies (e.g., [4, 5]).
3.1.2. Numerical results for interfacial waves
If d = 0.5, the wave speed of the interfacial waves is
s− ≈ 0.2087, and we solve the equation
0.4182AR − 0.0599AAξ + 0.0154Aξξξ + 0.2091 AR = 0,
while if d = 0.6, then s− ≈ 0.2043, and the equation is
given by
0.4272AR − 0.6719AAξ + 0.0150Aξξξ + 0.2136 AR = 0.
Thus, the nonlinearity coefficient is much greater when
d = 0.6, despite a small change in the thickness of the
layers.
The numerical solutions are again shown for Q = 20
and Q = −20. The cross-section of the wave profile
along the directions θ = 0 and θ = pi is plotted in Figure
4 for d = 0.6. The exact linear and the numerical non-
linear solutions for the interfacial wave are compared in
Figure 5 for t = 280. When Q > 0, the lead wave of el-
evation is more pronounced when the nonlinearity coef-
ficient is small, while more energy goes into the forma-
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(2) Q = −20
Figure 3: The linear (non-oscillatory) and nonlinear (oscillatory) sur-
face waves for d = 0.6 at t = 64.
(1) Q = 20
(2) Q = −20
Figure 4: Interfacial waves in the directions θ = 0 and θ = pi for d =
0.6 at t = 0, 70, 140, 210 and 280 (from a localised initial condition in
the centre at t = 0).
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Figure 5: The linear (non-oscillatory) and nonlinear (oscillatory) in-
terfacial waves for d = 0.5 (faster waves) and d = 0.6 (slower waves)
at t = 280.
tion of an oscillatory wave train in the second case. On
the contrary, when Q < 0, the lead wave of depression
is more pronounced in the second case, and more en-
ergy goes into the formation of an oscillatory wave train
in the first. Thus, there are significant differences in the
interfacial wave profiles, despite only a small change in
the value of the parameter d.
3.2. A 2D version of the dam-break problem
We now consider a 2D version of the dam-break prob-
lem. In the same two-layer model, the fluid heights of
both upper and lower layers are assumed to be greater
in the central area of a circular dam, which is released
at time t = 0. To avoid numerical instability at the sharp
boundaries, we use a smoothed initial condition:
A˜|t=0 = 12 Q
[
tanh
(
−ν(x2 + y2 − r˜02)
)
+ 1
]
,
where r˜0 describes the position of the dam, and ν and Q
are suitable positive constants. The initial condition is
shown in Figure 6 (with Q = 1, ν = 0.15, and r˜0 = 8).
Note that the wave height parameter Q can be chosen
arbitrarily, due to a possible scaling in the problem.
Figure 6: Initial condition in a 2D dam-break problem.
−50 0 50
−1
−0.5
0
0.5
1
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A
Figure 7: Linear surface waves for d = 0.6 and Q = 1 at t =
0, 10, 20, 30 and 40 (from the ‘dam-break’ initial condition in the cen-
tre at t = 0.
3.2.1. Numerical results for surface waves
We choose d = 0.6 and numerically solve the linear
Cauchy problem:
A˜tt − s2+(A˜xx + A˜yy) = 0,
A˜|t=0 = 12 Q
[
tanh
(
−0.15(x2 + y2 − 64)
)
+ 1
]
, A˜t |t=0 = 0.
The cross-section y = 0 of the linear solution is shown
in Figure 7 for Q = 1.
Then the numerical solution of the linear problem is
used as the initial condition for the derived cKdV equa-
tion. Here we let ε = 0.02 and impose the initial condi-
tion at R = R0 = 0.24. The nonlinear Cauchy problem
for the surface mode is given by
2.1358AR + 3.2015AAξ + 0.3236Aξξξ + 1.0679
A
R
= 0,
A(ξ, 0.24) = A˜
(
12, 0,
12 − ξ
0.9789
)
.
The cross-section of the numerical solution along the
directions θ = 0 and θ = pi for Q = 20, 30 and 40 is
shown in Figure 8. We see the formation of concentric
dispersive shock waves (DSWs), similar to the plane
waves described by the KdV equation (see [16, 17]
and references therein). Concentric DSWs have been
observed and modelled in Bose-Einstein condensates
[18, 19]. Whitham’s averaging method (see [20]) be-
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Figure 8: Nonlinear surface waves in the directions θ = 0 and θ = pi
for d = 0.6 at t = 0, 10, 20, 30 and 40 (from the ‘dam-break’ initial
condition in the centre at t = 0).
came the key analytical tool for the description of such
waves (e.g., [21, 22, 23] and references therein). The
1D dam-break problem for a two-layer fluid was exten-
sively studied by Esler and Pearce within the framework
of the Miyata-Choi-Camassa model [24] (see also [25]).
Relevant experimental observations have been reported
in [26].
The linear and the nonlinear solutions are compared
in Figure 9 for Q = 40 at t = 30. The nonlinear wave
propagates faster than the linear wave, and nonlinearity
and dispersion, acting together, yield the formation of
two concentric DSWs for the initial condition used in
this numerical experiment. The surface DSWs for Q =
40 at t = 40 are shown in the relief plot in Figure 10.
0 10 20 30 40 50−15
−10
−5
0
5
10
15
r
A
Figure 9: The linear (non-oscillatory) and nonlinear (oscillatory) sur-
face waves for Q = 40 at t = 30.
3.2.2. Numerical results for interfacial waves
We again choose d = 0.6 and numerically solve the
linear Cauchy problem
A˜tt − s2−(A˜xx + A˜yy) = 0,
A˜|t=0 = 12 Q
[
tanh
(
−0.15(x2 + y2 − 64)
)
+ 1
]
, A˜t |t=0 = 0,
to describe the initial evolution of the waves. The cross-
section y = 0 of the linear solution is shown in Figure
11 for Q = 1 (Q is a scaling factor in the problem).
−50 0 50
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−0.5
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Figure 11: Linear internal waves for d = 0.6 at t = 0, 50, 100, 150 and
200 (from the ‘dam-break’ initial condition in the centre at t = 0).
Then, the numerical solution of the linear problem
is used as the initial condition for the cKdV equation,
with ε = 0.02, and R0 = 0.24. The nonlinear Cauchy
problem is given by
0.4272AR − 0.6719AAξ + 0.0150Aξξξ + 0.2136 AR = 0,
A(ξ, 0.24) = A˜
(
12, 0,
12 − ξ
0.2043
)
.
In Figure 12, the cross-section of the numerical solu-
tion is shown along the directions θ = 0 and θ = pi for
Q = 20, 30 and 40. In Figure 13 the linear and nonlin-
ear solutions are compared for Q = 40 at t = 150. The
modelling again shows the formation of the concentric
DSWs. However, the internal DSWs in Figure 12 and
Figure 13 look distinctively different from the surface
7
Figure 10: Nonlinear surface wave for Q = 40 and t = 40.
Figure 14: Nonlinear interfacial wave for Q = 40 and t = 200.
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Figure 12: Nonlinear interfacial waves in the directions θ = 0 and
θ = pi for d = 0.6 at t = 0, 50, 100, 150 and 200 (from the ‘dam-break’
initial condition in the centre at t = 0).
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Figure 13: The linear (non-oscillatory) and nonlinear (oscillatory) in-
terfacial waves for Q = 40 at t = 150.
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Figure 15: The initial condition in the directions θ = 0 (downstream,
lower wave) and θ = pi (upstream, higher wave) at R0 = 0.1.
DSWs shown in Figure 8 and Figure 9. In particular,
there is only one internal DSW formed in the middle
range of the relevant linear solution, while there are two
surface DSWs formed in the front and back regions of
the linear solution, at least for the initial conditions used
in these numerical experiments. The internal DSW is
shown for Q = 40 and t = 200 in the relief plot in Fig-
ure 14.
4. Ring waves on a shear flow
In this section, we illustrate the effect of the
piecewise-constant shear flow on the ring waves. We
use a model initial condition, defined by a distorted so-
lution of the 2D linear wave equation [15], where the
wave amplitude depends on a direction. Then we nu-
merically solve the Cauchy problem for the cKdV-type
equation (27) with this initial condition.
4.1. Model initial condition
Recently, Arkhipov et. al. have studied long non-
linear ring waves on the interface of a two-layer fluid
with a piecewise-constant shear flow using a coupled
system of Bousinesq-type equations [27] . In this sec-
tion, we solve a qualitatively similar problem using the
following model initial condition: at R0 = 0.1 (where
R0 = εr0(θ)k(θ) with k(θ) given in Section 3), we define
A(R0, ξ, θ) = 5
(
4 − 3|pi − θ|
pi
)
× Re
(
1 + 2i(50R0 − ξ)
((1 + 2i(50R0 − ξ))2 + (100R0)2)3/2
)
,
which constitutes a distorted analytical solution to the
2D linear wave equation used in Section III, where now
the amplitude depends on the direction. This model
condition is shown in Figure 15 for the directions θ = 0
and pi, with R0 = 0.1. Here, the wave height is four
times higher in the upstream direction (θ = pi) than
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Figure 16: Interfacial waves in the directions θ = 0 (downsteam) and
θ = pi (upstream) for U1 − U2 = 0.05 at t = 0, 20, 40, 60 and 80 (from
a distorted solution for a localised initial condition in the centre at
t = 0).
downstream (θ = 0). This model initial condition mim-
ics the properties of the waves in [27]: the wave is lower
downstream and higher upstream. This initial condition
is discontinuous at r = 0. However, the initial condition
is used at r = r0(θ) > 0 in the time interval t ∈ [0, t1].
We would like to compare the qualitative features of our
model problem with the solutions in [27].
We use the same parameters as before. The densities
of the two layers are ρ1 = 1, ρ2 = 1.2 and ε = 0.02.
Two values of the depth of the lower layer are d = 0.5
and d = 0.6.
4.2. Numerical results for interfacial waves
The 2 + 1-dimensional cKdV-type equation (27) with
variable coefficients is solved numerically using the
scheme described in Appendix C. We plot the cross-
section of the solution in the downstream and upstream
directions for U1−U2 = 0.05 (Figure 16) and U1−U2 =
0.1 (Figure 17).
The modelling shows that the rate of decrease of the
height of interfacial waves with the distance from the
origin is greater in the upstream direction, which agrees
with the behaviour of solutions in [27]. We plot the in-
terfacial waves in the downstream direction for d = 0.5
at t = 80, with U1 − U2 = 0, 0.05, and 0.1 in Fig-
ure 18, and in the upstream direction in Figure 19. The
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Figure 17: Interfacial waves in the directions θ = 0 (downsteam) and
θ = pi (upstream) for U1 − U2 = 0.1 at t = 0, 20, 40, 60 and 80 (from
a distorted solution for a localised initial condition in the centre at
t = 0).
shear flow increases the wave speed downstream and de-
creases the wave speed upstream. This feature agrees
with the effect of the squeezing of the interfacial wave-
fronts in the direction of the shear flow described in
[10]. We also note that, with the increase of the strength
of the shear flow, the rate of the change of the wave
height decreases downstream and increases upstream.
4.3. Numerical results for surface waves
The cross-section of the numerical solution is shown
in the downstream and upstream directions for U1 −
U2 = 0.1 in Figure 20. Surface waves in the down-
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Figure 18: Interfacial waves in the direction θ = 0 (downsteam) for
U1−U2 = 0 (slowest wave), 0.05 (wave in the middle) and 0.1 (fastest
wave) at t = 80.
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Figure 19: Interfacial waves in the direction θ = pi (upsteam) for U1 −
U2 = 0.05 (faster wave) and 0.1 (slower wave) at t = 80.
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Figure 20: Surface waves in the directions θ = 0 (downsteam) and
θ = pi (upstream) for U1 − U2 = 0.1 at t = 0, 5, 10, 15 and 20 (from
a distorted solution for a localised initial condition in the centre at
t = 0).
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Figure 21: Surface waves in the directions θ = 0 (downsteam) for
U1 − U2 = 0 (slower wave) and 0.1 (faster wave) at t = 20.
stream direction are shown for t = 20 and d = 0.5, with
U1 − U2 = 0 and 0.1 in Figure 21.
The wave height also decreases faster upstream than
downstream. Qualitatively, the shear flow has similar
effect on the surface wave height as on the interfacial
wave height. Quantitavely, the effect of the weak shear
flow on the surface waves is weaker than its effect on
the interfacial waves (see Figure 18) since the speed of
the flow U1 −U2 = 0.1 is much smaller than the surface
wave speed. However, the important difference is that
the shear flow elongates the wavefronts of the surface
waves in the direction of the shear flow, while squeez-
ing the wavefronts of the interfacial waves (see [10] for
details).
We note that a useful equation was recently derived
in [28] in order to describe axisymmetric surface waves.
Unlike the cKdV-type models, this equation allows for
initial conditions to be imposed at r = 0. However, it
does not account for stratification and shear flow.
We also note that the linear solution constructed in
[29, 30] provides the necessary initial condition for the
surface ring wave on a shear current of uniform vortic-
ity.
5. Conclusion
In this paper we modelled the propagation of surface
and interfacial ring waves in a two-layer fluid, using the
recently derived 2+1-dimensional cKdV-type equation
[10]. The numerical finite-difference scheme used in
the paper is an extension of the unconditionally stable
implicit numerical scheme suggested by Feng and Mit-
sui in [14]. We considered three particular problems:
concentric waves generated from a localised condition
and a 2D version of the dam-break problem, as well as
more complicated asymmetric ring waves in the pres-
ence of a piecewise-constant shear flow. The modelling
has shown that the formation of 2D dispersive shock
waves and oscillatory wave trains is a typical scenario
for the cases under study. Small changes in physical pa-
rameters (e.g., the relative depth of the layers) can result
in significant changes in the coefficients of the derived
equation, and, as a consequence, in significant differ-
ences in wave profiles. Weak shear flow has greater ef-
fect on interfacial waves, resulting in a number of qual-
itative and quantitative changes, described in the paper.
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Appendix A. Coefficients of the cKdV-type equa-
tion
In this Appendix we list the coefficients of the derived
2 + 1-dimensional amplitude equation (27) for both sur-
face and interfacial ring waves in the two-layer case.
For the surface waves, we normalise φ by setting φ =
1 at z = 1. The parameter Λ in the modal function (33)
is given by
Λs =
k2 + k′2
F21
.
Substituting the modal function into the formulae (28) -
(32), we obtain the coefficients in the form
µ1 =
2s(k2 + k′2)2
F41
(1 − d)ρ1F1 + ρ2F2d
(
F21
k2 + k′2
+ d − 1
)2 ,
µ2 = −3(k
2 + k′2)3
F61
(1 − d)ρ1F21 + ρ2F22d2
(
F21
k2 + k′2
+ d − 1
)3 ,
µ3 = − (k
2 + k′2)3
3F41
(
ρ1F21
 F61(k2 + k′2)3 −
(
F21
k2 + k′2
+ d − 1
)3 +
ρ2F22d
(
F21
k2 + k′2
+ d − 1
)2 )
,
µ4 = − (1 − d)ρ1k(k + k
′′)(k2 + k′2)
F41
(
F21 + 4k
′F1(U1 − U2) sin θ
+ 3(k2 + k′2)(U1 − U2)2 sin2 θ
)
− ρ2(k + k
′′)kF22
dF41
(
F21
k2 + k′2
+ d − 1
) (
(k2 − 3k′2)
(
F21
k2 + k′2
+ d − 1
)
+
4(d − 1)k′(k′F1 + (U1 − U2)(k2 + k′2) sin θ)
F1
)
,
µ5 = −2k(k
2 + k′2)
F41
(
(1 − d)ρ1F1(k′F1 + (U1 − U2)(k2 + k′2) sin θ)
+
ρ2k′F22
d
(
F21
k2 + k′2
+ d − 1
)2 )
,
where
F1 = −s + (U1 − U2)(k cos θ − k′ sin θ),
F2 = −s,
s2 =
1 +
√
(2d − 1)2 + 4ρ1/ρ2d(1 − d)
2
,
and the function k(θ) is defined by the formula (35).
For the interfacial waves, we normalise φ by setting
φ = 1 at z = d. The parameter Λ in the modal function
(33) is given by
Λi =
k2 + k′2
F21 + (d − 1)(k2 + k′2)
.
Substituting the modal function into the formulae (28) -
(32), we obtain the coefficients in the form
µ1 = 2s
(
(1 − d)ρ1F1(k2 + k′2)2
(F21 + (d − 1)(k2 + k′2))2
+
ρ2F2
d
)
,
µ2 = −3
(
(1 − d)ρ1F21(k2 + k′2)3
(F21 + (d − 1)(k2 + k′2))3
+
ρ2F22
d2
)
,
µ3 = −
ρ1F21
3(F21 + (d − 1)(k2 + k′2))2
(
F61 − (F21 + (d − 1)(k2 + k′2))3
)
− 1
3
dρ2F22(k
2 + k′2),
µ4 = −
(
(k2 − 3k′2)F21 − 4k′(k2 + k′2)F1(U1 − U2) sin θ
− (U1 − U2)2(k2 + k′2)2 sin2 θ
) (1 − d)ρ1k(k + k′′)
(F21 + (d − 1)(k2 + k′2))2
− 4(1 − d)ρ1k(k + k
′′)F21
(F21 + (d − 1)(k2 + k′2))3
(k′F1 + (k2 + k′2)(U1 − U2) sin θ)2
− ρ2k(k + k
′′)(k2 − 3k′2)F22
d(k2 + k′2)2
,
µ5 = − 2(1 − d)ρ1F1k(k
2 + k′2)
(F21 + (d − 1)(k2 + k′2))2
(k′F1 + (U1 − U2)(k2 + k′2) sin θ)
− 2kk
′ρ2F22
d(k2 + k′2)
,
where
F1 = −s + (U1 − U2)(k cos θ − k′ sin θ),
F2 = −s,
s2 =
1 − √(2d − 1)2 + 4ρ1/ρ2d(1 − d)
2
,
and the function k(θ) is defined by the formula (35).
Appendix B. Linear waves in a two-layer fluid
This is a brief overview of the derivation of the 2D
linear wave equations for the surface and interfacial
modes in the absence of a shear flow, which follows the
approach in [31].
In non-dimensional coordinates, the basic density of
the fluid is
ρ0 =
{
ρ0(1) if z ∈ (d, 1),
ρ0(2) if z ∈ (0, d),
where ρ0(1) and ρ0(2) are constants and d is the depth of
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the lower layer. The set of Euler equations is given by
ρ(i)(u(i)t + u(i)u(i)x + v(i)u(i)y + w(i)u(i)z) + p(i)x = 0, (B.1)
ρ(i)(v(i)t + u(i)v(i)x + v(i)v(i)y + w(i)v(i)z) + p(i)y = 0, (B.2)
ερ(i)(w(i)t + u(i)w(i)x + v(i)w(i)y + w(i)w(i)z)
+p(i)z + ρ(i) = 0, (B.3)
u(i)x + v(i)y + w(i)z = 0, (B.4)
where i = 1, 2. Here, u, v, w are the velocity compo-
nents in x, y, z directions respectively and p is the pres-
sure. Using the asymptotic multiple-scales expansions
{u(i), v(i),w(i)} = ε{u˜(i), v˜(i), w˜(i)} + O(ε2),
p(i) = p0(i)(z) + εp˜(i) + O(ε2), where p0(i)z = ρ(i),
ρ(i) = ρ0(i) + εp˜(i) + O(ε2),
to leading order equations (B.1) - (B.4) yield
ρ0(i)u(i)t + p(i)x = 0, (B.5)
ρ0(i)v(i)t + p(i)y = 0, (B.6)
p(i)z = 0, (B.7)
u(i)x + v(i)y + w(i)z = 0. (B.8)
We apply the free surface and rigid bottom boundary
conditions and let εη(x, y, t) and εζ(x, y, t) represent the
surface and interfacial perturbations, respectively. The
boundary and continuity conditions are
w(1) = ηt, p(1) = ρ0(1)η, at z = 1 + εη,
w(2) = 0, at z = 0,
w(1) = w(2) = ζt, p(1) = ζρ0(1), p(2) = ζρ0(2),
at z = d + εζ.
To leading order,
w(1) = ηt at z = 1, (B.9)
p(1) = ρ0(1)η at z = 1, (B.10)
w(2) = 0 at z = 0, (B.11)
w(1) = w(2) = ζt at z = d, (B.12)
p(1) − p(2) = ζ(ρ0(1) − ρ0(2)) at z = d. (B.13)
From equations (B.5)-(B.8) and boundary conditions
(B.9)-(B.11), one can obtain
w(1)t = (z − 1)(ηxx + ηyy) + ηtt,
w(2)t =
z
ρ0(2)
(p(2)xx + p(2)yy),
where p(2) = p(2)(x, y, t).
From the continuity condition (B.13) at the interface z =
d, one gets
p(2) = ρ0(1)η + (ρ0(2) − ρ0(1))ζ. (B.14)
Substituting (B.14) into (B.12), we obtain
ηtt =
(
d(ρ0(1) − ρ0(2))
ρ0(2)
+ 1
)
(ηxx + ηyy) +
d(ρ0(2) − ρ0(1))
ρ0(2)
(ζxx + ζyy),
(B.15)
ζtt =
ρ0(1)d
ρ0(2)
(ηxx + ηyy) +
(ρ0(2) − ρ0(1))d
ρ0(2)
(ζxx + ζyy). (B.16)
Now, let us consider the linear combination of η and ζ:
ψ = η+bζ, where b is a constant, that satisfies the linear
wave equation ψtt− s2(ψxx +ψyy) = 0. Then, substituting
equations (B.15) and (B.16) into the above equation, we
obtain
ψtt − s2(ψxx + ψyy)
=ηtt + bζtt − s2(ηxx + ηyy) − bs2(ζxx + ζyy)
=
(d(ρ0(1) − ρ0(2))
ρ0(2)
+ 1 +
bρ0(1)d
ρ2
− s2
)
(ηxx + ηyy)
+
(d(ρ0(2) − ρ0(1))
ρ0(2)
+
b(ρ0(2) − ρ0(1))d
ρ0(2)
− bs2
)
(ζxx + ζyy)
=0.
This yields a system of equations
d(ρ0(1)−ρ0(2))
ρ0(2)
+ 1 + bρ0(1)d
ρ0(2)
− s2 = 0,
d(ρ0(2)−ρ0(1))
ρ0(2)
+
b(ρ0(2)−ρ0(1))d
ρ0(2)
− bs2 = 0,
which has two solutions s2+ = 1+
√
D
2 ,
b1 =
(
−2d(ρ0(1) − ρ0(2)) − ρ0(2)(1 −
√
D)
)
/2dρ0(1), s2− = 1−
√
D
2 ,
b2 =
(
2d(ρ0(1) − ρ0(2)) − ρ0(2)(1 +
√
D)
)
/2dρ0(1),
where D = (1 − 2d)2 + 4d(1−d)ρ0(1)
ρ0(2)
.
The wave speeds s+ and s− coincide with the speeds
of the surface and interfacial modes in the absence of a
shear flow in Section II. The modal equations in (x, y, z)
coordinates in the two-layer case have the form
s2φzz = 0 at 0 < z < 1, (B.17)
s2φz − φ = 0 at z = 1, (B.18)
φ = 0 at z = 0. (B.19)
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We obtain the modal function φ in the form
φ =
{
Λ(s2 − 1 + z) at d < z < 1,
(s2 − 1 + d) Λzd at 0 < z < d,
where Λ is a constant. For the surface mode, the wave
speed s = s+ and we set φs = 1 at z = 1, which implies
Λ = 1/s2+. The modal function for the surface mode is
φs =

s2+−1+z
s2+
at d < z < 1,
(s2+−1+d)z
s2+d
at 0 < z < d.
For the interfacial mode, the wave speed s = s− and we
set φs = 1 at z = d, which implies Λ = 1/(s2− − 1 + d).
The modal function for the interfacial mode is
φi =
 s
2−−1+z
s2−−1+d at d < z < 1,
z
d at 0 < z < d.
Then,
ζ = (Asφs + Aiφi)z=d , η = (Asφs + Aiφi)z=1 ,
where As denotes the wave amplitude of the surface
waves at z = 1 and Ai denotes the wave amplitude of
the interfacial waves at z = d. Thus,
ψ1 = η + b1ζ
= As + Ai
s2−
s2− − 1 + d
+ b1
s2+ − 1 + d
s2+
As + b1Ai
= P1sAs + P1iAi,
where
P1s = 1 +
ρ2
dρ1
· ρ2s
2
+ − (1 − d)ρ2 − dρ1
s4+
· (s2+ − 1 + d)
= 1 +
ρ2(
√
D + (2d − 1))(ρ2
√
D + (2d − 1)ρ2 − 2dρ1)
dρ1(1 +
√
D)2
,
P1i =
s2−
s2− − 1 + d
+
ρ2
dρ1
(
s2+ −
(1 − d)ρ2 + dρ1
ρ2
)
= 0,
and
(As)tt − s2+((As)xx + (As)yy) =
ψ1tt − s2+(ψ1xx + ψ1yy)
P1s
= 0.
Similarly, one can show that ψ2 = P2iAi, where P2i is
a constant, and the interfacial mode Ai also satisfies the
linear wave equation
(Ai)tt = s2−((Ai)xx + (Ai)yy).
Appendix C. Numerical method
The cKdV-type equation (27) is written in the form
µ1AR + µ2AAξ + µ3Aξξξ + µ4
A
R
+ µ5
Aθ
R
= 0, (C.1)
where µi = µi(θ), i = 1..5. A finite-difference scheme
used in this paper is an extension of the scheme sug-
gested by Feng and Mitsui [14].
Appendix C.1. Linearized implicit method
We assume that ξ ∈ [ξmin, ξmax],R ∈ [R0,Rmax]
and θ ∈ [0, 2pi]. We discretise the domains of ξ,R
and θ into grids with equal spacings ∆ξ,∆R and ∆θ.
We approximate the grid values A(ξmin + l∆ξ, R0 +
n∆R, m∆θ) by Anl,m, where l = 0, 1, 2, ..., L; m =
0, 1, 2, ...,M; n = 0, 1, 2, ...,N with L = (ξmax−ξmin)/∆ξ
and M = 2pi/∆θ − 1 (θ = 0 and θ = 2pi define
the same direction), and approximate the coefficients
µi(m∆θ) by µi,m. The initial condition is given by A0 =
[A011, A
0
21, . . . , A
0
L1, A
0
12, . . . , A
0
LM]
T .
The central difference approximations of partial
derivatives in (C.1) are
Aξ
∣∣∣n
l,m =
Anl+1,m − Anl−1,m
2∆ξ
+ O(∆ξ2),
(C.2)
Aξξξ
∣∣∣n
l,m =
Anl+2,m − 2Anl+1,m + 2Anl−1,m − Anl−2,m
2∆ξ3
+O(∆ξ2),
(C.3)
Aθ|nl,m =
Anl,m+1 − Anl,m−1
2∆θ
+ O(∆θ2).
(C.4)
We denote f = A2 and 12 fξ = AAξ. A set of nonlinear
algebraic equations has to be solved in order to obtain
An+1 from An. We need to linearise the equations using
the Taylor expansion for f :
f n+1l,m = f
n
l,m +
∂ f
∂R
∣∣∣∣∣n
l,m
∆R + O(∆R2)
= f nl,m + D
n
l,m∆A
n+1
l,m + O(∆R
2),
where Dnl,m =
∂ f
∂A
∣∣∣∣n
l,m
= 2Anl,m and ∆A
n+1
l,m = A
n+1
l,m − Anl,m.
Then
f n+1l,m + f
n
l,m ≈ 2 f nl,m + 2Anl,m(An+1l,m − Anl,m) = 2Anl,mAn+1l,m .
Using the central difference approximations, the
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equation (C.1) at Rn + 12 ∆R can be written as
µ1,m
An+1l,m − Anl,m
∆R
+ µ2,m
(Anl,mA
n+1
l,m )ξ
2
+ µ3,m
(An+1l,m + A
n
l,m)ξξξ
2
+
µ4,m
2
 Anl,mRn + A
n+1
l,m
Rn+1
 + µ5,m2
 (Anl,m)θRn + (A
n+1
l,m )θ
Rn+1
 = 0. (C.5)
Substituting (C.2)-(C.4) into the above equation we ob-
tain the following linear system of equations:
µ5,m
4Rn+1∆θ
An+1l,m+1 −
µ5,m
4Rn+1∆θ
An+1l,m−1 +
µ3,m
4∆ξ3
An+1l+2,m
+
(µ2,m
4∆ξ
Anl+1,m −
µ3,m
2∆ξ3
)
An+1l+1,m +
(µ1,m
∆R
+
µ4,m
2Rn+1
)
An+1l,m
+
( − µ2,m
4∆ξ
Ann−1,m +
µ3,m
2∆ξ3
)
An+1l−1,m −
µ3,m
4∆ξ3
An+1l−2,m = d
n
l,m , (C.6)
where
dnl,m = −
µ5,m
4Rn∆θ
Anl,m+1 +
µ5,m
4Rn∆θ
Anl,m−1 −
µ3,m
4∆ξ3
Anl+2,m
+
µ3,m
2∆ξ3
Anl+1,m +
(µ1,m
∆R
− µ4,m
2Rn
)
Anl,m −
µ3,m
2∆ξ3
Anl−1,m
+
µ3,m
4∆ξ3
Anl−2,m.
Equation (C.6) can be written in the vector form:
T · An+1 = dn. (C.7)
At the boundary, using periodicity of θ, we have:
Anl,−1 = A(ξ,R,−∆θ) = A(ξ,R, 2pi − ∆θ) = Anl,M ,
Anl,M+1 = A(ξ,R, 2pi) = A(ξ,R, 0) = A
n
l,0 ,(C.8)
for every n and l.
The domain of ξ is chosen to satisfy the condition that
Anl,m tends to 0 at l = 0 and L, i.e. at ξ = ξmin and ξmax.
Then the value of Anl,m outside of the interval [ξmin, ξmax]
is equal to 0,
An−2,m = A
n
−1,m = A
n
L+1,m = A
n
L+2,m = 0. (C.9)
From equation (C.6), the terms in the matrix of coeffi-
cients T are determined by the following formulae
anlm,l(m+1) =
µ5,m
4Rn+1∆θ
,
anlm,l(m−1) = −
µ5,m
4Rn+1∆θ
,
anlm,(l+2)m =
µ3,m
4∆ξ3
,
anlm,(l+1)m =
µ2,m
4∆ξ
Anl+1,m −
µ3,m
2∆ξ3
,
anlm,lm =
µ1,m
∆R
+
µ4,m
2Rn+1
,
anlm,(l−1)m = −
µ2,m
4∆ξ
Anl+1,m +
µ3,m
2∆ξ3
,
anlm,(l−2)m = −
µ3,m
4∆ξ3
.
Note that the matrix of coefficients at the boundary
needs to be changed in accordance with the boundary
conditions (C.8) and (C.9). The coefficients µi are de-
termined by the formulae (29-32).
Appendix C.2. Order of accuracy
We use the Taylor expansions of An+1l,m and A
n+1
l,m /R
n+1:
An+1l,m = A
n
l,m + ∆R(A
n
l,m)R +
1
2
(∆R)2(Anl,m)RR + O(∆R
3),
An+1l,m
Rn+1
=
Anl,m
Rn
+ ∆R
(Anl,m
Rn
)
R
+ O(∆R2).
Substituting the central difference approximations
(C.2)-(C.4) and the Taylor expansions above into the
difference equation (C.5), we obtain
µ1,m((Anl,m)R +
1
2
∆R(Anl,m)RR) +
µ2,m
2
(
2 f nl,m + ∆
(
∂ f
∂R
)n
l,m
)
ξ
+
µ3,m
2
(2Anl,m + ∆R(A
n
l,m)R)ξξξ +
µ4,m
2
(2Anl,m
Rn
+ ∆R
( Anl,m
Rn
)
R
)
+
µ5,m
2
(
2
( Anl,m
Rn
)
θ
+ ∆R
( Anl,m
Rn
)
Rθ
)
+ O(∆R2 + ∆ξ2,∆R2 + ∆θ2)
= µ1,m(Anl,m)R + µ2,m( f
n
l,m)ξ + µ3,m(A
n
l,m)ξξξ + µ4,m
Anl,m
Rn
+µ5,m
( Anl,m
Rn
)
θ
+
1
2
∆R
(
µ1,m(Anl,m)R + µ2,m( f
n
l,m)ξ + µ3,m(A
n
l,m)ξξξ
+µ4,m
Anl,m
Rn
+ µ5,m
( Anl,m
Rn
)
θ
)
R
+ O(∆R2 + ∆ξ2,∆R2 + ∆θ2).
(C.10)
If Anl,m is an exact solution of the cKdV - type equation
(C.1), then
µ1,m(Anl,m)R+µ2,m( f
n
l,m)ξ+µ3,m(A
n
l,m)ξξξ+µ4,m
Anl,m
Rn
+µ5,m
( Anl,m
Rn
)
θ
= 0,
and the truncation error of the system (C.6) is O(∆R2 +
∆ξ2,∆R2 + ∆θ2).
Appendix C.3. Physical coordinates
The wave amplitude A in equation (C.1) depends on
the variables (ξ,R, θ). In physical coordinates, it de-
pends on the radius r, the time t and the angle θ. The
two coordinate systems are related as follows:
ξ = rk(θ) − st, R = εrk(θ), θ = θ,
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=⇒ r = R
εk(θ)
, t =
R
εs
− ξ
s
, θ = θ,
where ε is the amplitude parameter, s is the wave speed
in the absence of a shear flow and the function k(θ) is the
‘distortion function’ (k(θ) = 1 in the absence of a shear
flow). The range and discretisation of the variables ξ,R
and θ is discussed in Appendix C.1.
The initial condition for the derived equation (C.1) is
given at fixed R0 in the form A(R0, ξ, θ) . In an experi-
ment, one can take probes at fixed points to measure the
wave amplitude at various depths. This method has been
used, for example, by Ramirez et al [32]. The initial
condition (at R = R0 = const) can be obtained by taking
probes at points r0 = R0/εk(θ) and measuring the wave
amplitude in the required time interval t ∈ [0, t1]. Here
t1 =
R0
εs
− ξmin
s
, which implies ξmin =
R0
ε
− st1. Simi-
larly, ξmax =
R0
ε
. Thus, ξ ∈ [R0/ε − st1,R0/ε]. We as-
sume that waves are generated by a disturbance in some
neighbourhood of the origin (r < r0). Therefore, we im-
pose the conditions Anl,m = 0 for l > ((R0 + n∆R)/ε −
ξmin)/∆ξ.
For a given point (r, θ), the values of m and n
used to calculate the quantities Anl,m are given by
m =
θ
∆θ
, n =
εk(θ)(r − r0)
∆R
, and we change the value of
l as a function of t: l =
rk(θ) − ξmin − st
∆ξ
. This map al-
lows us plot the wave profile at a given moment of time
t in the coordinates (r, θ). Note that the model is used to
find the wave amplitude in the area r > r0. We showed
the solution of the linear problem (defining our initial
condition at r = r0) in the area r < r0.
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