Current benchmark reports of classification algorithms generally concern common classifiers and their variants but do not include many algorithms that have been introduced in recent years. Moreover, important properties such as the dependency on number of classes and features and CPU running time are typically not examined. In this paper, we carry out a comparative empirical study on both established classifiers and more recently proposed ones on 71 data sets originating from different domains, publicly available at UCI and KEEL repositories. The list of 11 algorithms studied includes Extreme Learning Machine (ELM), Sparse Representation based Classification (SRC), and Deep Learning (DL), which have not been thoroughly investigated in existing comparative studies. It is found that Stochastic Gradient Boosting Trees (GBDT) matches or exceeds the prediction performance of Support Vector Machines (SVM) and Random Forests (RF), while being the fastest algorithm in terms of prediction efficiency. ELM also yields good accuracy results, ranking in the top-5 , alongside GBDT, RF, SVM, and C4.5 but this performance varies widely across all data sets. Unsurprisingly, top accuracy performers have average or slow training time efficiency. DL is the worst performer in terms of accuracy but second fastest in prediction efficiency. SRC shows good accuracy performance but it is the slowest classifier in both training and testing.
Introduction
Classification refers to the problem of assigning an observation x i to one hidden qualitative class y i ∈ {1, 2, . . ., L }, where it is generally assumed that L < ∞ . Data classification has important applications that cover a wide spectrum including engineering, e-commerce, and medicine.
In the long history of machine learning, a great many classification algorithms have been proposed, some of which have been acknowledged as highly accurate, in particular Support Vector Machines (SVM) ( Cortes & Vapnik, 1995 ) and Random Forests (RF) ( Breiman, 2001 ) . Stochastic Gradient Boosting Decision Trees (GBDT) ( Friedman, 2002 ) can also achieve outstanding prediction performance, but they are not as popular as SVM and RF. This algorithm has commonly been neglected in classification benchmarking in the literature, e.g. it was not included for comparison in Macia and Bernado-Mansilla (2014) and Fernández-Delgado, Cernadas, Barro, and Amorim (2014) . Other algorithms, such as AdaBoost (AB) ( Freund & Schapire, 1996 ) , Naive Bayes classifier (NB) ( Duda, Stork, & Hart, 20 0 0 ) , and C4.5 ( Quinlan, 1993 ) , have also been adopted in many classification tasks.
In 2008, Wu et al. (2008) reported the top-10 data mining algorithms. Among them, there are 6 classifiers, including SVM, C4.5, KNN, AB, NB, CART (Classification And Regression Tree). Due to the complex nature and increasing scale of many real-world problems in different domains, new classifiers are continuously being proposed. Among them, the most noteworthy are Extreme Learning Machine (ELM) ( Huang, Zhou, Ding, & Zhang, 2012 ) , Sparse Representation based Classification (SRC) ( Wright, Yang, Ganesh, Sastry, & Ma, 2009 ) , and Deep Learning (DL) ( Bengio, 2009 ).
An up-to-date comparative study of existing classifiers is essential for two reasons: first, new classifiers need to be evaluated to compare their performance with the existing ones; second, both researchers and engineers need empirical reference/guidance in selecting the most appropriate classifiers for their specific problems.
In this paper, we aim at comparing state-of-the-art classification algorithms, including both the newly proposed classifiers and the established ones, on a large number of data sets that cover various application domains. This work contributes on answering the following questions: (a) are SVM and RF truly the best classifiers in terms of accuracy? If not, which classifiers are the top performers? (b) how do the newly proposed algorithms (i.e. ELM, SRC, and DL) perform in comparison with the established ones (i.e. SVM, RF, NB, C4.5, GBDT etc.)? (c) how do existing classification algorithms rank in terms of running time? We are motivated to solve these problems because of the insufficiency of current comparative study, as summarised in Table 1 . 1 Various researchers have addressed the problem of empirically comparing classifiers on multiple data sets, but most of the existing work in the literature focuses on well-established algorithms, without considering recent advances in classification in the Machine Learning field. New classifiers may have been compared to a reference set of classifiers by domain experts with fine-tuned settings, but the evaluation is limited to their specific domains, e.g. Ngai, Xiu, and Chau (2009) and Ballings, den Poel, Hespeels, and Gryp (2015) , and a small number of available data sets.
Classification performance has been commonly evaluated on classification accuracy. However, the running time efficiency on classification model training, parameter-tuning, and testing is missing, which is a very important concern for most real-world applications.
The value of this work lies in the following points:
1. We compare newer classifiers, namely ELM, SRC and DL, with established classifiers; SVM, RF, AB, C4.5, NB, K Nearest Neighbours classifier (KNN) and Logistic Regression (LR). 2. Several well-performing algorithms are firstly included in comparison, which are GBDT, SRC, and DL. 3. We conduct large-scale experiments on 71 data sets to evaluate the performance of the classifiers. We use accuracy, ranking-based methods, and statistical classifier comparison methods to evaluate the performance. 4. We examine separately the training time, parameter-tuning time, and prediction time of both the newer and the established classification algorithms. As far as we know, this has not been studied in the literature.
The remainder of the paper is organised as follows. In Section 2 , we present state-of-the-art on the problem of comparative study of classifiers. In Section 3 , we briefly introduce the classifiers to be compared and discuss common approaches to improving classification performance. We then illustrate classifier comparison metrics in Section 4 . Next, we give details in experiments setup in Section 5 . We show and analyse the comparison results in Section 6 . Finally, in Section 7 , we conclude the work with directions for future research.
State-of-the-art in classifier comparison
Comparison of classifiers is important for both academic and industrial fields. A number of papers have conducted comparative study on data classification algorithms, as summarised in Table 1 . We will discuss these papers in detail in this section.
Choosing the correct algorithm for a specific classification task based primarily on a-priori knowledge of the classifiers' behaviour across different domains is not safe, unless the evaluation is done in a systematic manner so that the results can be replicated and generalised. The recent growth of publicly available data sets and collaboration frameworks over the last years has enabled the Machine Learning community to easily share and validate experiments and results. Consequently, this has advanced much broader investigation and more thorough analysis in comparative studies of the performance of different classification algorithms based on a large set of real-world data sets. For example, the popular UCI Machine Learning Repository ( Blake & Merz, 1998 ) contains about 240 data sets, two thirds of which are for classification problems, such as predicting multi-scale disease severity, recognising signs and handwritten characters, and identifying material types. Zheng (1993) proposed the use of 16 dimensions (such as accuracy, the number of attributes/classes/instances/density of the data sets, etc.) to evaluate the accuracy of 3 classification algorithms developed up to the year of 1993, including C4.5 and ID3.
In StatLog project, King, Feng, and Sutherland (1995) compared multiple classification algorithms from symbolic learning (including C4.5), statistics (including NB, KNN, LR), and neural networks (NN), on large real-world problems. They found that the performance depends critically on the data set investigated and there is no single best algorithm. This argument is in accordance with the No-Free-Lunch theorem ( Wolpert, 1996 ) , which states that the best classifier will not be the same for all the data sets. Lessmann, Baesens, Seow, and Thomas (2015) compared different classifiers on 8 real-world credit scoring data sets. They found that individual classifiers (such as C4.5, ELM, LR, NN) predict, with few exceptions, significantly less accurate than RF. Lorena et al. (2011) presented an experimental study comparing the use of 9 classifiers (Repeated Incremental Decision Trees, RF, KNN, NB, LR, SVM, and Artificial Neural Networks) to model the potential distribution of 35 Latin American plant species. The results show that RF has remarkable performance in all data sets. While the performance of SVM is statistically similar with RF, all the other classifiers were outperformed by them. The authors also found that, LR results were not stable along different data sets. Brown and Mues (2012) studied the performance of 8 classifiers, including SVM, RF, GBDT, NN, C4.5, KNN, LR, and LDA, for credit scoring, which is a binary (2-class) imbalanced classification problem. The results of their experiments show that GBDT and RF performed well in dealing with samples where a large class imbalance was present. Macia and Bernado-Mansilla (2014) analysed the type, complexity, and use of UCI data sets and contrasted the accuracy rate obtained by 8 classifiers from different learning paradigms that represent some of the fundamental algorithms of Machine Learning, including C4.5, RF, Multilayer Perceptron (MLP), SVM, LR, and NB. Using the implementations provided by Weka, they found that the accuracy of C4.5, LR, NB, and RF over the UCI repository is very similar for most of the data sets and the deviation of accuracy rates is small.
Recently, Fernández-Delgado et al. (2014) evaluated 179 classifier settings arising from 17 families, implemented in Weka, R, C, and Matlab and found out that parallel RF implemented in R performed best, followed by SVM (LibSVM with Gaussian kernel). Among the top-10 performers there are also two NN settings. The authors show that, all the classifiers of RF and SVM families are included among the 25 best classifiers, with accuracies above 79% (while the best is 82.3%), which identify both families as the best ones. In general, these two families perform better than C4.5, AB, LR, and NB settings and ensembles. However, the tested algorithms did not include GBDT, ELM, SRC, and DL. Lim, Loh, and Shih (20 0 0) conducted experiments on 32 data sets to compare 22 decision trees, 9 statistical, and 2 neural network algorithms in terms of classification accuracy and training time. The authors found that (Multinomial) LR algorithms were the most accurate classifiers. Yet, the tested algorithms did not include GBDT, RF, ELM, SVM, SRC, and DL. Jones, Johnstone, and Wilson (2015) examined the predictive performance of a wide class of binary classifiers using a large sample of international credit rating changes data sets from the period 1983-2013. Their results indicate that generalised boosting, AB, and RF strongly outperformed SVM, LDA, and LR. However, this study is limited to binary classifiers. Nanni, Brahnam, Ghidoni, and Lumini (2015a) investigated the performance of general-purpose heterogeneous ensembles for In comparison to our work, the authors in Nanni et al. (2015a) focus on heterogeneous ensemble approaches rather than single classifiers. Moreover, they aim to study the performance of these methods on image classification and data mining domains, while, in our work, we use a collection of data sets from various domains. Some of the classifiers that we have investigated are not included in Nanni et al. (2015a) , such as ELM, GBDT, and SRC. Furthermore, training and testing time efficiency is not considered in their work. Both Nanni et al. (2015a) and our work make classifier performance comparisons using non-parametric statistical tests. In our work we use Dunn's test instead of Wilcoxon signed ranked test; the reasons for our choice are stated in Section 4 . Nanni, Fantozzi, and Lazzarini (2015b) compare different ensemble methods that use either AB, KNN, or SVM as the base classifiers. They report area under the receiver operating characteristic curve (AUC), F1-measure, and geometric mean values for both binary and multiclass imbalanced data sets from KEEL repository ( Alcalá-Fdez et al., 2010; . They propose a new ensemble construction method, namely HardEnsemble, which does not require parameter tuning but still outperforms all the other tested approaches. The aim of their work is to evaluate the performance of state-of-the-art classification methods for handling the imbalance problem, in particular the "ensemble of ensembles" strategy. In comparison, the goal of our work is to provide an up-to-date comparative study of classification algorithms that are known to be good performers with algorithms that are relatively new, as well as several other established classifiers. In our work, we have not considered the class imbalance issue.
In summary, as can be seen in Table 1 , most of existing works for classifier comparison have not considered several important classifiers, i.e. GBDT, ELM, SRC, and DL. Moreover, the findings in these works are not always consistent, e.g. the accuracy of RF and SVM were reported to be very similar in Macia and BernadoMansilla (2014) , while in Brown and Mues (2012) , Fernández-Delgado et al. (2014) and Lessmann et al. (2015) , RF was reported to outperform SVM. Therefore, it is essential to conduct an up-todate comparative study on the current state-of-the-art classification algorithms, taking into consideration GBDT and newer classifiers, i.e. ELM, SRC, and DL.
Classification algorithms to be compared
For the sake of convenience and clarity, we group existing classification algorithms investigated in this work into three groups. The first category mainly includes Support Vector Machines (SVM) and Random Forests (RF), which are known to be among the best performers (thus usually used as the default classifiers). The second category consists of relatively new classifiers, i.e. ELM, SRC, and DL. These algorithms were proposed in recent years, so they have not been included in most comparative studies. The last category contains other established classifiers, including C4.5, AdaBoost (AB), K Nearest Neighbours classifier (KNN), Logistic Regression (LR), and Stochastic Gradient Boosting Trees (GBDT). Such algorithms are not as popular as SVM and RF, but they are also important and have found applications in many domains. In particular, GBDT is commonly underutilised by many researchers and practitioners, given the fact that it has been reported in the literature to achieve high classification accuracy, e.g. Caruana and Niculescu-Mizil (2006) , Brown and Mues (2012) , and Chapelle and Chang (2011) .
SVM and RF
Both SVM and RF are popular and accurate algorithms, thus commonly used as the default classifiers in a vast amount of applications. SVM ( Cortes & Vapnik, 1995 ) blends linear modelling with instance-based learning, it selects a small number of critical boundary samples from each category and builds a linear discriminate function that separates them as widely as possible. In the case that no linear separation is possible, the technique of kernel will be used to automatically inject the training samples into a higherdimensional space and to learn a separator in that space. SVM is acknowledged to be among the most reliable and accurate algorithms in most Machine Learning applications.
Random Forests (RF) ( Breiman, 2001 ) is an ensemble learning method for classification which operates by constructing a multitude of decision trees at training time and outputting the class that is the mode of the classes of the individual trees. RF corrects for decision trees' habit of overfitting to their training set. Like SVM, RF has also been recognised to be among the most accurate classifiers. Khoshgoftaar, Golawala, and Hulse (2007) conducted experiments to analyse the performance of the RF learner implemented in Weka. The author suggested a default value of 100 for numTrees and log 2 M + 1 for numFeatures for binary classification in general. Pal (2005) compared the performance of RF with SVM in terms of classification accuracy, training time and user-defined parameters. The author found that, RF can achieve a classification accuracy which is comparable to that achieved by SVM. Moreover, RF can handle categorical data, unbalanced data, as well as data with missing values, which is not possible with SVM.
Vanschoren, Blockeel, Pfahringer, and Holmes (2012) also performed experiments with UCI data sets and they attested that RBFbased SVM and RF yield good results in predictive accuracy but the variation in the performance is large due to parameters of the data that heavily affect their performance. They also observed that it is more rewarding to fine-tune RF and SVM than to bag or boost their default setting, whereas for C4.5, bagging and boosting outperform fine-tuning.
Newer classifiers
Most existing works in classifier comparison have yet to fully research newer classifiers, in particular, ELM, SRC, and DL (for classifying numeric data, i.e. non-image data).
Extreme Learning Machine (ELM) ( Huang et al., 2012 ) is a recently available learning algorithm for single layer feedforward neural network. Compared with classical learning algorithms in neural networks, e.g. Back Propagation, ELM can achieve better performance with much shorter learning time. In some of the existing work, it is claimed to yield better performance in comparison with SVM.
However, Liu, Loh, and Tor (2005) conducted comparisons between ELM and SVM for text classification. They show that, while ELM is easy to tune with a single parameter and is robust to the parameter settings, SVM still outperforms ELM for the majority of categories.
Nevertheless, Huang et al. (2012) compared ELM with SVM in regression and multiclass classification and found that ELM tends to have better scalability and achieve similar or much better (for multiclass cases) generalisation performance at much faster learn-ing speed (up to thousands times) than SVM. Moreover, ELM requires less human intervention than SVM.
Sparse Representation based Classification (SRC) ( Wright et al., 2009 ) is a powerful tool for face recognition and classification ( Wei et al., 2013 ) . In SRC, each test sample is represented, without computing features, as a sparse combination of training samples, then assigned to the class that minimises the residual between itself and the reconstruction by training samples of this class. SRC shows its effectiveness in face recognition experiments. However, except image/audio data, few experiments have been carried out to comprehensively investigate the accuracy of SRC on numeric data.
Deep Learning (DL) ( Bengio, 2009 ) is a new and very hot area in Machine Learning research. It has demonstrated outstanding performance in image/speech recognition and related applications. Deep Neural Networks (DNN) are large multilayer neural networks (MLP). They are typically designed as feedforward networks trained with the standard backpropagation algorithm. Usually, a Convolutional Neural Network (CNN) is a DNN consisting of one or more pairs of convolutional layer(s) and max-pooling layer(s), followed by one or more fully-connected hidden layers. The goal of CNN is to find a set of locally connected neurons. It continuously extracts many low-level features (e.g. image pixels) into the compressed high-level representations and abstractions (e.g. edges, eyes, ears). CNNs are easier to train and have fewer parameters than DNNs. CNNs have been explored for speech recognition and image classification, showing improvements over DNNs ( Krizhevsky, Sutskever, & Hinton, 2012 ) . A Deep Belief Network (DBN) ( Hinton, Osindero, & Teh, 2006 ) is a type of DNN that uses restricted Boltzmann machines to derive good initial parameters. In recent years, DL has drawn a great many research efforts in computer vision ( Deng & Yu, 2014 ). Yet, few experiments have been carried out to comprehensively investigate the performance of DL on numeric data (nonimage data).
Other established classifiers
The gradient boosting method represents an ensemble of single regression trees built in a greedy fashion. It produces a prediction model in the form of an ensemble of weak prediction models, such as decision trees. Stochastic Gradient Boosting Trees (GBDT) ( Friedman, 2002; Ye, Chow, Chen, & Zheng, 2009 ) combines gradient boosting with bootstrap bagging. At each iteration of the algorithm, a new decision tree model is built based on the residuals of the previous decision trees. GBDT is a simple yet very effective method for learning non-linear functions ( Chapelle & Chang, 2011 ) .
AdaBoost (AB) ( Freund & Schapire, 1996 ) is a technique that builds an ensemble of classifiers sequentially, one classifier at a time, until the predefined number of classifiers is reached. Each subsequent classifier is trained on a set of samples with weights to emphasise the instances misclassified by the previous classifiers. The ensemble decision is made by weighted voting. The weights are determined by the individual accuracies. AB has been found to be very useful (e.g. in face detection) but too sensitive to noise in the data.
Naive Bayes classifier (NB) ( Duda et al., 20 0 0 ) is a probabilistic learner based on the Bayesian rule. It is based on the assumption that the features are conditionally independent given the class label, which may not be the case for data sets such as gene expression data because of co-regulation. Nevertheless, it is among the most practical approaches to certain types of learning problems (e.g. spam filtering).
The K Nearest Neighbours (KNN) classifier ( Altman, 1992 ) is a type of non-parametric, instance-based learning algorithm, where objects are classified by a majority vote of their K nearest neighbours having known class labels, with K being a positive, typically small, integer. It is considered to be among the simplest and most commonly-used classification algorithms but has the disadvantage of high degree of local sensitivity (when the parameter K is small), making it highly susceptible to noise in the training data, and reduced predictive power (when the value of K is high).
Logistic Regression (LR) ( Cox, 1958 ) is a regression analysis method when the dependent variable is categorical. Extending linear regression, LR measures the relationship between the dependent variable and one or more independent variables by estimating probabilities using a logistic function. This can also be generalised to multiclass problems (i.e. multinomial logistic regression). Thus, it is possible to do multiclass classification-by-regression using a multinomial logistic regression model with a ridge estimator ( Le Cessie & Van Houwelingen, 1992 ) .
Techniques for improving classification performance
Classifier ensemble and feature selection are two common practices for improving classification performance.
Classifier ensemble
Ensemble classifiers are expected to perform better than single classifiers. Hu, Li, Plank, Wang, and Daggard (2006) conducted a comparative study of classification methods, namely LibSVM, C4.5, BaggingC4.5, AB, and RF for microarray data analysis. The experimental results show that ensemble decision tree methods can improve the accuracy over single decision tree methods. Kuncheva and Rodríguez (2010) experimented on classifier ensembles for fMRI data analysis. They found that the best ensemble group is the one where SVM is used as the base classifier in the ensemble. Kuncheva (2002) also explored the switching between selection and fusion in combining classifiers. The author found that for different classifier models in the team, it is difficult to predict whether a combination can achieve a better accuracy than the best individual classifier. The result depended on the data set, the only consistent pattern being that the improvement from classifier ensembles over the best individual classifier was negligible.
In the "Yahoo! Learning to Rank Challenge", Chapelle and Chang (2011) pointed out that decision trees (especially GBDT) were the most popular class of functions among the top competitors. Moreover, comparing the best solution of ensemble learning with the baseline of regression model (GBDT), the relevance gap is rather small.
Feature selection and extraction
Feature selection methods have been well studied in data classification ( Dash & Liu, 1997; Guyon & Elisseeff, 2003; Liu & Yu, 2005; Saeys, Inza, & Larrañaga, 2007 ) . Li, Zhang, and Ogihara (2004) provide a comparative study on feature selection and multiclass classification for gene expression data. The study suggests that multiclass classification problems are more difficult than binary ones in general. SVM is shown to be the best classifier, followed by C4.5, NB, and KNN, for tissue classification based on gene expression. It achieves better performance than any other classifiers on almost all the data sets.
Liu (2004) evaluates feature selection methods in dimensionality reduction for drug discovery. The author's experiments show that NB benefits significantly from feature selection, while SVM performs better when all features are used. When information gain was used to select the features, SVM was much less sensitive to the reduction of feature space.
Arauzo-Azofra, Aznarte, and Benitez (2011) conducted an empirical study on feature selection methods based on individual fea-ture evaluation. Their experiments show that, while reducing the number of features used, methods such as Information Gain ratio, Relief and Gini ratio, improved classification results in most of the problems considered.
Saeys, Abeel, and de Peer (2008) investigated on highdimensional data, the use of ensemble of multiple feature selection methods for improving classification stability and accuracy. The authors show that ensemble of RFs clearly outperforms other feature selection methods in terms of stability, yet with decreased classification accuracy in comparison to a single RF classifier. However, for the ensemble of other feature selection methods, the classification accuracy remains the same (or slightly improved), but the corresponding classification stability can be improved over single feature selection method.
Another approach for improving classification performance is representing feature vectors as matrices. Several studies have explored different feature reshaping techniques using matrix representations and the resulting methods have shown to significantly outperform existing classifiers in both accuracy and computation time ( Nanni, Brahnam, & Lumini, 2010 ) . Nanni, Brahnam, and Lumini (2012) proposes a method that combines the Meyer continuous wavelet approach for transforming a vector into a matrix with the a variant of the local phase quantisation for feature extraction. Using generic pattern recognition data sets from the UCI repository, as well as real-world protein and peptide data sets, the authors show that their proposed method yields similar or even better performance than that obtained by the state-ofthe-art.
Methodology of classifier comparison

Statistical classifier comparison methods
Different statistical methods have been proposed for multiple classifier comparison. Demšar (2006) and Garcia and Herrera (2009) reviewed common practices in the literature for the comparison between different classifiers over multiple data sets and examined, both theoretically and empirically, the suitability of these methods. The authors point out that, non-parametric tests assume some, but limited, commensurability, while at the same time they do not assume normal distributions or homogeneity of variance, thus they are statistically safer and more robust than parametric tests. Demsar recommends that the Friedman test ( Friedman, 1937 ) , with the corresponding post-hoc tests, is appropriate for comparison of more than two classifiers over multiple data sets and it can be applied to classification accuracies, error ratios or any other measure for evaluation of classifiers, such as computation time.
Friedman test ( Friedman, 1937 ) is a non-parametric randomised block analysis of variance, which is equivalent to parametric ANOVA with repeated measures. Thus, assumptions of a normal distribution and equal variances (of the residuals) are not required. Friedman test is used to detect differences in groups of results.
Given k classifiers and n data sets, a classifier j = 1 , . . . , k is assigned a s ij performance metric value (e.g. classification accuracy) in data set i = 1 , . . . , n, which can be modelled as a { s ij } n × k matrix, where each column represents a specific classifier's accuracy values across all data sets, while each row represents all classifiers' accuracies in a specific data set. The procedure involves ranking each row (or block) together, then considers the values of ranks by columns, which gives as an output a new matrix { r ij } n × k , with each entry r ij corresponding to the rank of s ij within row i . This ranks the algorithms for each data set separately, the best performing algorithm getting the rank of 1, the second best ranks 2 nd , etc. In case of ties, average ranks are assigned. The resulting test statistic Q is computed according to Eq. (1)
where
and it follows approximately (when n or k is large, typically n > 15 or k > 4) a chi-squared distribution. The p-value for the corresponding hypothesis testing is given by P (χ 2
Another non-parametric test is the sign test , which only makes use of information of whether a value is greater, less than or equal to the other in a pair. Wilcoxon signed rank test ( Wilcoxon, 1945 ) calculates differences of pairs. The absolute differences are ranked after discarding pairs with the difference of zero. The ranks are sorted in ascending order. When several pairs have absolute differences that are equal to each other, each of these several pairs is assigned as the average of ranks that would have otherwise been assigned. The hypothesis is that the differences have zero mean. While Friedman test (followed by post-hoc analysis) can be applied to multiple matched or paired groups, Wilcoxon test can only be used in pairwise comparisons. Therefore, in the experimental analysis of our work, we use Friedman test to compare the performance of different classification algorithms.
Dunn's test is a multiple comparison test that controls the family-wise error rate ( Dunn, 1964 ). Dunn's test can be used as a post-hoc analysis to Friedman test, by comparing pair-wise the difference in the sum of ranks between two classifiers with the expected average difference (based on the number of groups and their size) ( Daniel, 20 0 0 ) . For a family of classifiers' comparisons, when comparing each classifier with every other classifier, the number of possible comparisons is c = k (k − 1) / 2 . For a family significance threshold α, using a reverse lookup table or calculator, we calculate the critical value of z from the normal distribution that corresponds to the two-tailed probability α/ c . When comparing classifier j with j , we check whether the ratio of the absolute difference value between their mean ranks and
or, equivalently, if their absolute difference value between their sum ranks is
If the inequality Eq. (4) holds, then the difference is statistically significant, otherwise it is not.
Measuring a Classifier's prediction performance
Classification performance metrics can be divided into different groups/types; threshold metrics, which assess the discriminatory ability of the classifier, probability metrics that assess the accuracy of the classifier probability predictions, ordering/rank metrics, and those that assess the correctness of the classification algorithm's categorical predictions ( Caruana & Niculescu-Mizil, 2006; Lessmann et al., 2015 ) .
The predictive accuracy (ACC) is a singular assessment, threshold metric that has been the most commonly used evaluation criterion in classification. It measures the probability that a classifier makes the correct prediction. It is the ratio between the number of correct predictions and the total number of predictions. Accuracy provides a simple way of describing a classifier's performance on a given data set. However, since it does not take into account the class prior probabilities and class distribution of a dataset it can not provide adequate information on a classifier's behaviour in the case where data is imbalanced ( He & Garcia, 2009; Zheng, 1993 ) .
A receiver operating characteristic (ROC) curve shows the balance between a classifier's true positive rate and false positive rate at various threshold settings. ROC curves are usually used for binary (two-class) classification problems, although Landgrebe and Duin (2007) proposed to approximate the multiclass ROC by pairwise analysis.
AUC, namely Area Under Receiver Operating Characteristic (ROC) Curve, is another metric that has been widely used for assessing classification performance. AUC is equal to the probability that a classifier will rank a uniformly drawn, randomly chosen positive instance higher than a randomly chosen negative example. It measures the classifier's skill in ranking a set of patterns according to the degree to which they belong to the positive class. The AUC measure is very similar to Wilcoxon Rank Sum Test and MannWhitney U Test ( Bradley, 1997 ) . For multiclass classification problems, AUC can be extended to multiclass settings through pairwise coupling between the classes ( Hand & Till, 2001 ); there will be n (n − 1) / 2 combinations, where n is the number of classes. Having all the combinations of classes, we then average the AUC values from each combination, which will be considered as the multiclass AUC result.
A great many different classification performance measures have been used in the literature; Recall and Precision, Recall/Precision break-even point, F-measure ( Rijsbergen, 1979 ) , Squared Error, Cross-Entropy, Kolmogorov-Smirnov statistic, Cohen's κ ( Carletta, 1996 ) , Lift ( Giudici, 2005 ) , Q-statistic ( Yule, 1900 ) , Brier score ( Hernández-Orallo, Flach, & Ferri, 2012 ) , H-measure ( Hand, 2009 ) , Average/Relative information score ( Kononenko & Bratko, 1991 ) , Partial Gini index ( Baesens et al., 2003 ) , etc. In Table 1 we give the metrics that are used in related studies about multiple classifier comparison.
Since different metrics capture different characteristics of a classifier, depending on the properties of the data, the choice of metrics influences how the performance of classification algorithms is measured and compared. For example, some measures are inappropriate for imbalanced data or multiclass learning, while others can reveal more information in such cases ( Caruana & Niculescu-Mizil, 2006; He & Garcia, 2009 ) .
In this work, we use both ACC and AUC metrics for evaluating classification algorithms. AUC values were computed using the implementations in R-package caTools ( Tuszynski, 2008 ) . To compare the efficiency of different classifiers, we also examine the separate training, parameter-tuning, and prediction time of each individual classifier.
Ranking-based classifier comparison
We also compare the classifiers based upon their ACC and AUC rankings.
For each classifier, we calculate the total number of data sets where this classifier is ranked as top-x (x = 1 .. 5) . Then, we obtain the overall probability (the percentage of data sets) for each classifier to be ranked as top-x , when classifying a data set. In this paper, top-1 denotes the number of data sets that a classifier achieves the best accuracy or AUC in comparison to the rest of the classifiers, divided by the total number of data sets. In accordance, top-x (x = 1 .. 5) means the number of data sets where a classifier ranks within the top-x classifiers in terms of ACC or AUC, divided by the total number of data sets.
For a group of classifiers and a given data set, if there exists a classifier that ranks best in the group as top-x on the data set, then the group is considered as top-x on the data set.
To investigate the best possible performance for an assemble of heterogeneous classifiers, we calculate, for every specified group of classifiers, the percentage of data sets where the group is ranked as top-x .
Experimental setup
We perform all the experiments on a system with dual Intel Xeon E5-2620 v2 CPUs at 2.10GHz and 128GB RAM, running Windows Server 2008 R2 Enterprise.
In the experiments, we use 10-fold cross-validation to assess the performance of the classifiers on each data set. Each data set is split into 3 parts; 80% of the total instances in each data set are used for training a classification model (denoted as training _ data ), another 10% of the instances of the data set are used for tuning the parameters of the classification model (denoted as v alid ation _ d ata ), and the last 10% of the instances are used for testing only (denoted as test _ data ). If a classifier does not need to tune its parameters, v alid ation _ d ata will be merged into training _ data . All the classifiers use the same training and test data.
Data sets utilised in comparison
In total, 71 data sets are used for experiments. On these data sets, we give accuracy results of the 11 classifiers. For the efficiency evaluation of the algorithms we use a subset that includes 36 out of the 71 data sets, to demonstrate the running time efficiencies of different classification algorithms.
All the data sets are publicly-available classification data sets from the UCI Machine Learning Repository 2 ( Blake & Merz, 1998 ) , KEEL 3 ( Alcalá-Fdez et al., 2010; , and LibSVM 4 ( Chang & Lin, 2011 ) .
Since there are 71 data sets, it's not feasible to describe all of them. For data sets from UCI, detailed descriptions are available on the UCI website. For example, the Pima (Indian Diabetes) data set is used for predicting diabetes. There are 8 features, including number of times pregnant, diastolic blood pressure, age , etc.
Data sets from the KEEL repository are standard data sets but added with aleatory attribute noise. In order to corrupt each attribute A with a noise level of m%, the m% of the examples in the data set are chosen approximately and the value of A of each of these examples is assigned a random value between the minimum and maximum of the domain of that attribute, following a uniform distribution ( Alcalá-Fdez et al., 2010; Zhu, Wu, & Yang, 2004 ) . For instance, data set spambase-10an-nn derives from the standard spambase data set but with 10% of the original instances of the training set replaced with noise for each attribute.
Within these data sets, the number of classes is between 2 and 26, the number of features ranges from 2 to 256, and the number of instances ranges from 132 to 20,0 0 0. The distributions of the number of classes and the number of features, as well as the number of instances in different data sets are given in Fig. 1 , Fig. 2 , and Fig. 3 , respectively.
Implementation selection for the classification algorithms
The selected classification algorithms in this work are the most popular ones, including almost all the classifiers from the top-10 data mining algorithms, reported in Wu et al. (2008) . They are either publicly-available with source codes in Matlab or can be called from the Weka software. The only two exceptions are GBDT and DL.
For GBDT, for there is no publicly available implementation in Matlab or Weka, we adopt the GBDT implementation from the XGBoost 5 library ( Chen & Guestrin, 2016 ) .
For DL, we test three different methods, which are Neural Networks, DBN, implemented in Matlab using the Deep Learning Toolbox 6 ( Palm, 2012 ) , and CNN, implemented in Python using the Pylearn2 7 library ( Goodfellow et al., 2013 ) .
Parameter tuning
GBDT, RF, ELM, and SVM need parameter tuning to achieve the best performance.
It should be mentioned that, because it is not feasible to exhaustively try out all the possible values for each (numeric) parameter of GBDT (as well as other classifiers that need fine-tuning), moreover, the focus of this work is to compare the performance of the 11 classifiers, but not on the fine-tuning techniques for these classifiers, thus, we only try limited number of values for each parameter.
There are two crucial parameters in GBDT that should be tuned with v alid ation _ d ata : the first parameter is the learning rate that shrinks the contribution of each tree and its range is (0,1); the other parameter is the maximum depth of the individual regression estimators that limits the number of nodes in the tree, its range is {1,2,3,4}. In our experiments, with learning rate starting from 0.1 and increasing by 0.1, we test all the possible combinations between the two parameters and find the pair of parameters that can achieve the best accuracy on the v alid ation _ d ata .
Thus, there are in total 40 such parameter-tuning tests on 5 https://github.com/dmlc/xgboost 6 https://github.com/rasmusbergpalm/DeepLearnToolbox 7 http://deeplearning.net/software/pylearn2/ v alid ation _ d ata . The best pair of parameters on the v alid ation _ d ata will finally be used to make predictions on the test _ data . The two key parameters for RF are NTrees which is the number of individual classification trees to be trained on the training _ data using different subsets of features to build an ensemble of classification trees, and NVarToSample , which denotes the number of variables to select at random for each decision split. In our experiments, we fix NTrees to be 100 ( Khoshgoftaar et al., 2007 ) and vary NVarToSample from 1 to the total number of features, to find out the value for NVarToSample that can achieve the best classification accuracy on v alid ation _ d ata . Thus, the total number of tests on each v alid ation _ d ata for parameter tuning in RF is the same as the number of features in the data set. The ensemble classification model having the best value for NVarToSample will then be used for predicting the labels of the instances in the test _ data .
For ELM, there are also two important parameters that should be tuned, which are the regularization coefficient and the kernel parameter. In our tuning, we first use the default value of the kernel parameter to find the best regularization coefficient value that can achieve the best classification accuracy, by varying its value from 1 until 100. We next fix the value of the regularization coefficient to its best value and find the best value for the kernel parameter with the range [1, 150] , using the same tuning procedure as regularization coefficient. Therefore, the total number of parameter-tuning tests in ELM is 250. We use the best values of the two parameters derived above to predict the labels of the instances in the test _ data .
When testing SVM, we use the default type of SVM ( C-SVM ), for which we adopt the implementations from LibSVM ( Chang & Lin, 2011 ) . We have tried two kernels, RBF (Radial Basis Function) kernel and pre-computed kernel. For RBF kernel, we tune two parameters, the penalty parameter ( C ) and the parameter gamma ( γ ) in the kernel function, using the grid-search method (SVM with stochastic gradient, SVMcg ) ( Hsu, Chang, Lin et al., 2003 ) . It has been proved that the linear kernel is essentially a special case of the RBF kernel ( Keerthi & Lin, 2003 ).
We have not tested the polynomial and sigmoid kernels. The study in Lin and Lin (2003) proves that the sigmoid kernel is not better than the RBF kernel in general; moreover, the quality of the local minimum solution in parameters of the sigmoid kernel may not be guaranteed, it is therefore hard to select suitable parameters for the sigmoid kernel.
Regarding SVM, we test three different parameter settings, as can be seen in Table 2 . Overall, the pre-computed kernel achieves the best accuracy in 40 data sets, while SVMcg is best on 31 data sets. Both of them significantly outperform SVM with the default parameters. Also, the precomputed kernel does not need parameter tuning, while the parameter tuning for SVMcg is time-demanding. Therefore, we finally use the precomputed kernel for our experiments. For KNN, we try different values for K , such as 1 ( King et al., 1995 ) and 3. We fine-tune, on v alid ation _ d ata, the best K value for KNN on each dataset. For the rest of the algorithms (i.e. C4.5, SRC, LR, AB, NB, DL), we use their default parameters.
Testing setting of each classifier
We try two testing options for GBDT. The only difference between them is that the first method trains the classification model on training _ data then fine-tunes its parameters using the v alid ation _ d ata, whereas in the second method we train a classification model using both training _ data and v alidation _ data, while still using v alid ation _ d ata for parameter tuning. That is, v alid ation _ d ata is used in both training and parameter tuning. Nevertheless, the overall performance of the two methods is found to be similar, but the first method runs faster, which is why it is selected for the benchmark experiments.
Similarly, for ELM, we also compare the above two fine-tuning methods, but find that the second method has slightly better overall prediction accuracy. In Table 3 , we show the accuracy results of ELM using both the default parameters (i.e. without parametertuning) and the fine-tuned parameters (i.e. the second and third methods in the table).
Here, # of wins corresponds to the number of data sets where one method achieves the first place, regarding prediction accuracy. The values in the parentheses (i.e. ties ) correspond to the number of data sets where two or more methods share the first place. # of ties (i.e. 13 in Table 3 ) is the number of data sets where only two methods are tied in the first place. Lastly, # of triple ties denotes the number of data sets where all the methods have identical accuracy results. For example, # of triple ties = 9 in Table 3 implies that there are 9 data sets (e.g. shuttle and penbased ) where the accuracy results are the same for all the three methods. Due to the ties between different methods, the total number of the data sets for # of wins can be larger than the number of the data sets used in the experiments, e.g. in Table 3 , 31 + 29 + 42 −13 −9 × 2 = 71 .
It is clear that ELM with fine-tuned parameters (i.e. second and third methods) significantly outperforms ELM with default parameters in most cases. As the third method achieves better accuracy in more cases than the second, while also yielding better total average accuracy, it is selected as the representative ELM setting for the benchmarks.
For RF, we compare the algorithm with default parameters and the fine tuned version derived using the same tuning methodology as GBDT and ELM. We find that the fine-tuned RF has better prediction accuracy in 16.9% more data sets than the default one, as shown in Table 4 . It should be noted that the # of wins denotes the number of data sets where an algorithm setting outperforms the other, while # of ties denotes the number of data sets where the two settings yield identical accuracy. Table 5 shows the accuracy comparison of different DL implementations. It should be noted that, while Neural Networks (NN) works on every data set, Deep Belief Networks (DBN) and Pylearn2 require non-negative matrices, and Pylearn2 also requires nonnegative integers, which represent the pixel values of the images, thus some data sets are not testable for them. In the 20 data sets where all these implementations are valid, they have similar performance in terms of best accuracy. NN, DBN, and Pylearn2 achieve top-1 accuracy on 8, 10, and 8 data sets respectively. We finally decide to use NN to compare with other classifiers. It is worth noting that DL does not show satisfactory results on most of the data sets, it has shown outstanding prediction performance on imagedata though. 
Results and analysis
Accuracy comparisons of individual classifiers
In Table 6 , we compare the classification accuracy achieved by every classifier on the 71 data sets. In Fig. 4 , we depict the averaged accuracy performance of each classifier on all 71 data sets using a box plot ( Tukey, 1977 ) . We see that RF and GBDT perform the best, followed by SVM and ELM. Moreover, we observe that the interquartile range of RF, GBDT, and SVM are the smallest, showing that these three algorithms generally perform well, in terms of prediction accuracy, regardless of the data sets. In Fig. 5 , we summarise the distributions of average ranks of the accuracy performance for each classifier on all the data sets using a box plot. By average ranks, we mean that we rank the algorithms in terms of accuracy, but in cases where two or more algorithms have identical accuracy values (ties) on the same data set, these algorithms receive a rank equal to the average of the ranks they span, instead of the lower rank. For example, in Table 6 , GBDT and ELM are best performers on the data set Ecoli_reduction , having accuracy value of 0.8788, using the average rank measure, both algorithms will get a rank value of 1.5, instead of 1. It is clear that GBDT and RF rank high in the majority of the data sets, followed by SVM. Moreover, RF ranks consistently high, as it can be deduced by the compact length of both the interquartile range and the whiskers. The low ranking of SVM in 3 data sets ( shuttle, ionosphere , and biodeg ) could be interpreted as outliers. It is easy to see that AB and DL are in general the worst performers, with only a few cases/data sets being the exceptions to the rule.
In Table 7 , we summarise Table 6 by ranking the classifiers based on the number of data sets on which a classifier achieves the top-1, top-2 , etc., prediction accuracy. It should be noted that for DL, on each data set we pick the best accuracy out of the three DL implementations (because the accuracy of DL on these 71 data sets is very low), but for any other classifier we pick the version that corresponds to the parameter set or implementation that yields the best overall accuracy.
From Table 7 we can observe that GBDT ranks as the best classifier in 42.25% of the data sets and within top-2 in 63.38% of all the data sets. Similarly, it ranks top-3 with a probability of 67.61%, top-4 with 77.46%, and top-5 with 83.10%. Comparing this with the remaining classifiers, we can see that GBDT is significantly better, in terms of accuracy, than the other classifiers in top-1 and top-2 cases, while still being the second best in top-3, top-4 , and top-5 cases.
RF ranks second at top-1 and top-2 , but it is the best performer in top-3, top-4, top-5 cases. The commonly used SVM ranks 3 rd in all cases, while ELM ranks overall as 4 th , it achieves the best accuracy in 11 out of the 71 datasets. C4.5 and SRC generally rank as the fifth and sixth most accurate classifiers. The rest of the classifiers demonstrate unremarkable results.
Referring only to the top-1 accuracy for each data set, with a tolerance of 0.2%, 0.5% and 0.8%, respectively, each classifier is ranked based on their accuracy, taking into account the above tolerance values, as can be seen in Table 8 . We see that, when the variance tolerance value is 0.5% or smaller, GBDT is top-1 on accuracy in approximately 50% of all the data sets. In comparison, RF ranks top-1 in roughly 1/3 of all the data sets, with the same tolerance value; but ELM and SVM rank top-1 in only 20% of all the data sets.
We check the accuracy results in Van Rijn et al. (2013) in order to validate our experiments. For example, for the mushroom data set, our accuracy results in this work for RF, SVM, C4. strate that our results are in general consistent with those reported in Van Rijn et al. (2013) . It should be noted that, the experimental results for GBDT, ELM, and SRC are not available in Van Rijn et al. (2013) . However, we have also observed inconsistent results, such as the page-blocks data set, where the accuracy results for the abovementioned algorithms, as reported in Van Rijn et al. (2013) , are 0.9762, 0.9123, 0.9700, 0.8990, 0.9313 , while in this work the corresponding values are 0. 9259, 0.94 4 4, 0.9259, 0.9074, 0.8889 . This inconsistency occurs due to the different parameters tuned/adopted, and the specific instances selected for training/testing can also be different.
In order to demonstrate the difference in prediction accuracy between classifiers, we make pairwise comparisons. However, comparison between classifiers over multiple data sets using just the average accuracy values is not statistically safe, because these values are not commensurable ( Demšar, 2006 ) . Nevertheless, the mean values give a rough estimate for the performance of the classifiers and summary results can be used as a guide. Demšar (2006) and Garcia and Herrera (2009) recommend pair significance testing for comparative studies. Moreover, because the accuracy values over all data sets for each classifier do not follow the normal distribution, significance tests should be nonparametric. For all the pair-wise comparisons, we apply the Friedman non-parametric test for multiple groups. This test either retains or rejects the null-hypothesis test of whether these accuracy values come from one distribution or not. In our tests, we set the confidence level at 95%. Then, we follow with post-hoc analysis using Dunn's test, as explained in Section 4.1 . For significance level α = 0 . 05 , k = 11 classifiers, and n = 71 matched data points (corresponding to 71 data sets), we find that the corresponding critical value of a two-tailed hypothesis test is z = 3 . 3173 and the comparison between a pair of classifiers is statistically significant if the absolute difference of their sum ranks is larger than 127.5476. The results of Dunn's test are listed in Table 9 . We observe that, the difference between GBDT and RF/SVM is not statistically significant, while the difference between GBDT/RF and ELM is significant. With a confidence level of 95%, only the differences between ELM and AB/ND/DL are significant. At the same confidence level, SVM sum ranking is statistically better than SRC, KNN, LR, AB, NB, and DL, but we can not make this claim in pair-wise comparisons with GBDT, RF, ELM, and C4.5.
GBDT vs RF
In Fig. 6 we compare the influence of the number of classes on the prediction accuracy between GBDT and RF. We can observe that when the number of classes is 8 or less GBDT outperforms RF, while RF has better prediction accuracy when the number of classes is 9 or more.
From Table 6 we can also observe that in 5 data sets, pima, IIF_Intensity, winequality-red, yeast-20an-nn , and vowel_context , the accuracy difference between RF and GBDT is atypically large in favour of RF, over 10%. However, except these 5 data sets, GBDT outperforms RF in mean overall accuracy.
Regarding the influence of the number of features on the accuracy performance, RF performs better when the number of features is 10 or less, but GBDT is exceptional when the number of features is between 11 and 50, as it can be seen in Fig. 7 . When the number of features is greater than 50, both classifiers have similar ranking performance.
Using non-parametric test, with a confidence level of 95%, as can be seen in Table 9 , we find that their ranking differences are statistically insignificant.
GBDT vs SVM
In Fig. 8 we compare the influence of the number of classes on the prediction accuracy between GBDT and SVM. We can observe that when the number of classes is 8 or less GBDT significantly outperforms SVM, while SVM has better prediction accuracy when the number of classes is 9 or more. Bold values correspond to non statistically significant comparisons (absolute rank sum differences that are < 127.5476). Regarding the influence of the number of features on the accuracy performance, GBDT performs significantly better when the number of features is 50 or less but SVM is exceptional when the number of features is more than 100, as it can be seen in Fig. 9 . Both classifiers show similar performance when the number of features is between 50 and 100.
We observe that for the IIF_Intensity, winequality-red , and yeast20an-nn data sets, SVM has unexpected superior accuracies than GBDT, but the former performs very poorly in the autos data set.
Using non-parametric test, with a confidence level of 95%, as can be seen in Table 9 , we find that these differences are statistically significant.
GBDT vs ELM
From Table 6 , it can be seen that GBDT clearly outperforms ELM. The total average accuracy for GBDT over 71 data sets is 86.03% while for DL it is 74.47% over 71 data sets. In particular, in 17 data sets out of 71, the difference is extremely large, over 30%. Using Friedman's non-parametric test, with a confidence level of 95%, as can be seen in Table 9 , we find that these differences are statistically significant.
GBDT vs DL
From Table 6 , it can be seen that GBDT clearly outperforms DL. The total average accuracy of GBDT over 71 data sets is 86.03% while for Deep Learning it is 43.42%. There are only 2 exceptions; DL has better accuracy in winequality-white and yeast-20an-nn with an accuracy increase of 1.4% and 2%.
Using Friedman non-parametric test, with a confidence level of 95%, as can be seen in Table 9 , we find that these differences are statistically significant.
These findings reveal that although DL is a very hot approach for computer vision and speech recognition, its performance is far beyond GBDT for classification tasks on small numerical data sets.
ELM vs RF and C4.5
Using Friedman's non-parametric test, with a confidence level of 95%, as can be seen in Table 9 , we find that the differences between ELM and RF are statistically significant. In terms of mean accuracy and number of winning data sets, RF is much better than ELM.
In Fig. 10 we compare the influence of the number of classes on the prediction accuracy between RF and ELM. We can observe that when the number of classes is 10 or less RF outperforms ELM, while ELM has better prediction accuracy when the number of classes is 11 or more.
In Fig. 11 , we observe that RF always performs significantly better, regardless of the number of features, especially when this number is between 11 and 30, and 51 and 100. If we exclude IIF_Intensity and gesture_phase , ELM performs slightly better than C4.5, but this difference is not significant according to Friedman test, as can be seen in Table 9 .
ELM vs SVM
In Fig. 12 , we compare the influence of the number of classes on the prediction accuracy between ELM and SVM. We can observe that when the number of classes is 8 or less SVM outperforms ELM, while the latter has better prediction accuracy when the number of classes is 9 or above.
In Fig. 13 , we observe that SVM has significantly better performance when the number of features is between 11 and 30 or greater than 51. For all other cases the two classifiers show similar performance.
RF vs SVM
In Fig. 14 , we compare the influence of the number of classes on the prediction accuracy between RF and SVM. We can observe that RF ranks higher in more data sets with less than 8 classes, while the two algorithms rank similarly when the number of classes is 9 or above. The difference in performance is wider when the number of classes is between 5 and 8.
In Fig. 15 , we observe that RF ranks significantly better than SVM when the number of features is between 11 and 50. When the number of features is 10 or less or between 51 and 100 the two algorithms demonstrate similar ranking performance, while SVM is better when the number of features exceeds 101.
SVM vs C4.5
In Fig. 16 we compare the influence of the number of classes on the prediction accuracy between SVM and C4.5. We can observe that SVM consistently ranks better, with the gap in ranking performance being significant when the number of classes exceeds 9.
In Fig. 17 we observe that SVM outperforms C4.5 in all cases, especially when the number of features is greater than 31. Table 10 demonstrates the grouped accuracy results of different groups of classifiers. For example, when GBDT and RF are consid- ered together, the probability when either of them ranks top-1 in Table 6 is 54.93%, while the probability is 77.46% if any of them ranks top-2 . We examine all valid groups of two, three, four, five, and six classifiers. It should be noted that the table does not show the groups of classifiers where the combined performance is insignificant. In Table 10 , we observe that, quite surprisingly, for the group of two classifiers, the group with GBDT and SVM is the best in terms of accuracy at the top-1 case and the group with GBDT and ELM is the best at the top-2 case, despite the fact that RF has demonstrated better rankings than both SVM and ELM in top-1 and top-2 cases as individual classifier, which can be seen in Table 7 . It can be seen from Table 10 that the group of GBDT & SVM has 56.34% at top-1 and 80.28% at top-2 accuracy performance.
Accuracy comparisons among groups of classifiers
As for the groups of three or more classifiers we see that the best groups always contain both GBDT and ELM. The two best groups of 3 classifiers, which have GBDT, ELM, and either RF or SVM show the best results: 67.61% at top-1 and 90.14% at top-2 .
The best performing groups of 4 or more classifiers always contain GBDT, RF, SVM, and ELM, which are the best 4 individual classifiers in terms of accuracy. To summarise, for the selected 71 data sets and the 11 algorithms under test, with high probability, it is possible to achieve the most accurate prediction by considering just a small subset of the 11 algorithms, instead of exhaustively checking/testing all of them. For instance, the group of GBDT & RF & ELM & SVM has a probability of 78.87% to contain the best classifier. Therefore, this study can guide the practitioners, engineers and researchers to promptly find the most accurate classifier for their specific applications/data.
Influence of the number of classes and features on the prediction performance
In Fig. 18 we present, for each classifier, the number of data sets where this classifier has the best prediction accuracy, with respect to the number of classes in the data sets. We observe that in general GBDT has the best accuracy, independent of the number of classes, while the performance of ELM is exceptional when the data set has more than 10 classes. RF comes third in most cases, while SVM is exceptional only when the number of classes is 3 or less, but still not as good as GBDT. For the remaining classifiers, C4.5 performs better when the number of classes is 5 or less. In general, for two-classes data sets, GBDT, SVM, RF, ELM and C4.5 have the best classification accuracies. When the number of classes reaches 10 and above, the first 4 classifiers remain the most accurate ones, but C4.5 is no longer among them. Generally speaking, GBDT is the classification algorithm that has the largest number of data sets having the best accuracies. It should be noted that, when the number of classes is 10 and above, the accuracy of ELM is as good as that of GBDT.
In Fig. 19 , we investigate the influence of the number of features to the classification performance. We see that, when the number of features is smaller than 60, GBDT is the best classifier in terms of accuracy. More importantly, it is significantly better than the other classifiers when the number of features is less than 40. Specifically, when the number of features is below 20. GBDT, SVM, RF, and ELM have the best classification accuracies (it should be noted that the best classification accuracies of different classification algorithms may be the same). When the number of features is between 20 and 40, GBDT remains the best classifier, whereas SVM, RF, ELM and C4.5 are generally among the next best classification algorithms. When the number of features is less than 40, GBDT is the best classifier, having the top-1 accuracies on 25 data sets, i.e. 45.4% of all the data sets in this range. RF, SVM, and ELM are the second best classification algorithms at this range, showing top-1 accuracies on 21.82%, 20.00%, and 18.18% of the data sets, respectively. When the number of features is greater than 40, the number of top-1 accuracy results for GBDT, SVM, RF, and C4.5 are approximately the same. But ELM shows outstanding classification performance when the number of features is over 60.
AUC Comparisons of individual classifiers
In Table 11 , we show the AUC values for the 11 classification algorithms that we examine in this work in the first 36 data sets. These values are depicted using box plots in Fig. 20 . We observe that GBDT, RF, and SVM remain the top 3 performers in AUC, while DL, AB, and NB are still among the worst performers. It is noticeable that, in contrast with ACC in Fig. 4 , SRC performs better in AUC than ELM, LR, and KNN. We can detect an outlier for SVM that corresponds to thyroid , a data set that has both categorical and ordinal variables. While SVM yields 0.9028 accuracy on that data set (see Table 6 ), the corresponding mean rank ACC value is also an outlier in Fig. 4 . On the other hand, DL demonstrates uncharacteristically good performance on the page-blocks and twonorm-5an-nn data sets, as it can be deduced from Table 11 and Fig. 20 .
In Fig. 21 , we depict the absolute difference between ACC and AUC mean ranks, for the first 36 data sets. We can visually verify that, with a few exceptions, both AUC and ACC metrics rank these 11 classifiers consistently. Overall, with a variance of 2 in terms of mean rank, the two metrics agree on 81.31% of the 36 × 11 = 396 cases.
In the case of DL, we observe that it ranks similarly in both measures but we notice a high discrepancy in Pageblocks data set, where DL ranks 1st with regard to AUC while it was ranked 10th in ACC. Pageblocks is a highly skewed data set with one majority class and two minority classes. We notice that the corresponding AUC values for each pair of classes for DL are 0.98913, 0.51087, 1, while for SVM (which ranks 1st in ACC but 7th in AUC) the corresponding values are 1, 0.75, 0.5, and for GBDT (which ranks 8th in ACC and 5th in AUC) the values are 0.98913, 0.57428, 0.83333, thus, after averaging over all 3 values, DL ranks first.
This can be attributed to the fact that ACC ignores probability estimations of classification in favour of class labels ( Ling, Huang, & Zhang, 2003 ) , that is, the percentage of the correctly predicted instances for all classes is calculated collectively. Therefore, in imbalance datasets, the number of correctly predicted instances that belong to the majority class can dominate the final ACC value. While for AUC, by averaging the pair-wise AUC values, the influence of the majority class instances is limited only to the pairs that contain the majority class(es), but for the pairs that do not contain the majority class, the AUC values can be large, as in the case of DL on Pageblocks . After the AUC values are averaged over all the pairs, the final AUC rankings can differ significantly from ACC. Similarly, we observe on Abalone that KNN ranks significantly higher in AUC (1st) than in ACC (10th), while on winequality-white AB ranks significantly lower in AUC than in ACC (1st in ACC but 10th in AUC).
In Table 12 , we present the top algorithms in AUC ranking, where the top two algorithms, in terms of top-x ranking, remain GBDT and RF. However, RF achieves better top-1 performance than GBDT. Also, C4.5 yields significantly better results, in terms of AUC, than the corresponding ACC results, matching GBDT and outperforming both SVM and ELM in top-1 AUC performance, which is inconsistent with the findings we draw in Section 6.1 , where ELM and SVM rank better than C4.5. But for top-x , where x = 2 .. 5 , C4.5 still ranks lower than GBDT and SVM in AUC, as in the case of ACC.
In Fig. 22 , we illustrate the mean rank performance of the 11 algorithms, in terms of AUC. We observe that RF ranks first in AUC mean rank, followed by GBDT and SVM. The next algorithms are ELM and C4.5. Being consistent with the ACC results in Fig. 5 , DL, AB, and NB are still the worst performers.
Running time comparisons between classifiers
In Figs. 23-25 , we show each classifier's training time per instance upon the first 36 data sets using box and whisker plots. These classifiers can be divided into three groups with regard to the training time. We see that the classifiers in the first group, i.e. in Fig. 23 , are the most efficient algorithms regarding the median of the training times. NB is the fastest classifier in training, followed by KNN, AB, and C4.5. The next fastest classifiers in training are SVM, ELM, and LR, whereas SRC, GBDT, DL and RF are the slowest in training. We also see in Fig. 24 that the efficiency of SVM and ELM are very similar and they show fair running time performance. Finally, the classifiers in the last group (RF, SRC, GBDT), depicted in Fig. 25 , are the slowest performers in classifier training (we exclude SRC since it is more than 20 times slower than RF and GBDT in the same group).
We also observe in Table 13 that NB is the fastest classifier in training. The next fastest classifiers in training are KNN, SVM and ELM, whereas SRC, GBDT, DL and RF are the slowest in training. However, we see in Table 14 that GBDT is the fastest classifier in testing , it is among the slowest classifiers in training though. The next fastest classifiers in testing are DL, SVM and ELM, whereas LR, SRC, NB and RF are the slowest in testing. It is quite interesting to find NB to be the slowest classifier in testing, although it is the fastest one in training.
In Figs. 26 and 27 , we show each classifier's testing time per instance upon the 36 data sets in seconds using box and whisker plots. These classifiers can be divided into two groups with regard to the testing time. We see that the classifiers in the first group, i.e. in Fig. 26 , are the most efficient algorithms at the median of the testing times. GBDT is the fastest classifier in testing, followed by DL. We also see in Fig. 27 The training, testing, and overall running time, spent by different classifiers on the first 36 data sets are given in Tables 15-17 ,  respectively. It is worth noted that, in order to achieve the best classification accuracy, ELM needs parameter-tuning, which is very timedemanding. As can be seen in Tables 15 and 16 , an average of 98%, 93%, and 99% of the respective running time for GBDT, RF and ELM is spent on parameter-tuning, in order to find the best parameters that achieve the best classification accuracies.
Conclusion
In this paper, we provide an update-to-date empirical comparison on the classification prediction performance and time efficiency of 11 state-of-the-art classification algorithms, using publicly available data sets from UCI, KEEL, and LibSVM repositories. The list of classifiers tested in this work includes widely adopted classifiers, in specific Support Vector Machines (SVM) and Random Forests (RF), other well-established classifiers, such as C4.5, AdaBoost (AB), K Nearest Neighbours classifier (KNN), Logistic Regression (LR), and Stochastic Gradient Boosting Trees (GBDT), and algorithms that have been proposed in the recent years, i.e. Extreme Learning Machine (ELM), Sparse Representation based Classification (SRC), and Deep Learning (DL).
While ensemble and boosting methods have been reported to obtain good predictive performance in supervised learning, GBDT is generally less popular than RF and AB, it is typically missing from large-scale comparative studies in the literature and, consequently, tends to be underutilised in machine learning applications. In our experiments, we show that GBDT and RF show both best total average classification accuracy and best mean rank across all 71 data sets, followed by SVM. ELM also yields good accuracy results but this performance varies widely across all data sets.
Using group-wise comparisons, we find that a group of 3 classifiers that includes GBDT, and two out of RF, SVM, and ELM ranks top-1 , in terms of classification accuracy, in 67.61% of the data sets. Moreover, the group of 4 classifiers that includes GBDT, RF, ELM, and SVM ranks top-1 in accuracy in 78.87% of the data sets. This is an attractive property, since it is possible to yield high accuracy prediction (i.e. pick the most accurate classifier) by considering only a couple of classifiers instead of exhaustively checking/testing all of them.
We also report the AUC performance for the first 36 data sets. For the AUC metric, we find that GBDT is the best performer, followed by RF and SVM. Generally, both ACC and AUC measures agree on the ranking of the 11 classification algorithms, with GBDT, RF, SVM being the top three performers, followed by ELM and C4.5, while DL, AB, NB rank last.
Unsurprisingly, the top accuracy performers, i.e. GBDT and RF, show average or slow training time efficiency. But GBDT is found to be the fastest algorithm in testing/prediction. DL is the second fastest in prediction efficiency but it is the worst performer in terms of accuracy. SRC shows generally good accuracy performance but it is the slowest classifier in both training and testing. NB is the fastest classifier in training. KNN and SVM are generally the most efficient classifiers in terms of overall running time. In this work, by considering a broad range of data sets, we give a domain-agnostic evaluation report for established and more recently introduced classifiers, which could be useful as a guideline for researchers or practitioners that need to select a classifier for a specific need or would consider constructing ensembles using any of the examined classification algorithms as a base classifier. Some of the classifiers included in this report, such as DL, ELM, and SRC, have not been thoroughly examined in the literature. We report both on individual and group-wise prediction performance and make statistical comparisons between the classification algorithms. In order to offer an insight of the influence of the data properties (number of classes and features), we make pair-wise comparisons between the top-performing algorithms, splitting the list of data sets accordingly. The included time efficiency report could also reveal further interesting results.
An important conclusion of this work is that GBDT, while not as widely utilised in classification systems as SVM and RF, performs well consistently across different data sets, even with a nonexhaustive hyper-parameter tuning, and even in some cases where SVM or RF do not perform well, which points that it can be included in heterogeneous ensembles. In our experimental findings, GBDT is the fastest algorithm in testing/prediction, which is a desirable characteristic when considering practical applications for real-time and dynamic systems. In general, our empirical assessment is in accordance with what has been reported in the recent literature ( Ayaki, Yanagimoto, & Yoshioka, 2016; Xia, Liu, Li, & Liu, 2017 ) .
Nevertheless, our selection of UCI and KEEL data sets has not been done in a systematic manner, so the distributions of the data sets properties (see Figs. 1-3 ) should be taken into account when drawing conclusions and making decisions, since the robustness of the utilised performance metrics has not been examined. We use cross-validation to prevent the overfitting problem but more metrics should be considered for generalisations to arbitrary problems if the goal is to evaluate general-purpose classifiers.
In the future work, we will further investigate the performance of the 11 classifiers in specific application domains and with different feature selection methods.
