During contour integration, neuronal populations in the primary visual cortex (V1) enhance their responses to the contour while suppressing their responses to the noisy background. However, the spatial extent and profile of these responses are not fully understood. To investigate this question, 2 monkeys were trained on a contour detection task while we measured population responses in V1 using voltage-sensitive dyes. During stimulus presentation the animals made few fixational saccades, and we used their changing gaze position to image and analyze neuronal responses from large part of the stimulus, encoding multiple contour/background elements. We found that contour enhancement was present over the entire contour-mapped areas. The background suppression increased with distance from the contour, extending into background-mapped areas remotely located from the contour. The spatial profile of enhancement and suppression fitted well with a Gaussian model. These results imply that the divergent cortical responses to contour integration are modulated independently and extend over large areas in V1.
Introduction
The perceptual grouping of similarly oriented discrete elements into a continuous contour is known as "contour integration" (Field et al. 1993) . Previous studies have suggested that the primary visual cortex (V1) plays an important role in contour integration (Kapadia et al. 1995; Polat et al. 1998; Bauer and Heinze 2002; Kourtzi et al. 2003; Li et al. 2006; Ko et al. 2011; Gilad et al. 2013) . It was shown that neurons encoding the contour (or "figure") displayed enhanced activity compared with neurons encoding the background ("ground"; Lamme 1995; Zipser et al. 1996; Lamme et al. 1999; Bauer and Heinze 2002; Li et al. 2006; Roelfsema et al. 2007; Poort et al. 2012; Gilad et al. 2013) . Recent studies found that neurons encoding the background in which the figure is embedded suppress their activity relative to homogeneous background, (i.e., without figure; Strother et al. 2012; Gilad et al. 2013; Chen et al. 2014) . Together, these studies emphasize the divergent response interplay between the figure and the ground. But what is the spatial extent of this activity pattern? For example, is contour enhancement present over the entire contour or is it present only in small parts of the contour? Is the background suppression present only at locations that are close to the contour or also at locations that are farther away from the contour?
The detailed spatial extent and profile of contour integration was not studied systematically or continuously throughout the figure and background elements/parts. Several studies have investigated small parts of the figure and reported that neurons in V1 encoding different parts of a figure display enhanced activity compared with the background activity, thus further suggesting that the "whole" figure is enhanced (Lamme 1995; Lamme et al. 1999; Poort et al. 2012; Martinez-Conde et al. 2013 ). However, a direct evidence for a widespread contour enhancement is still missing. In addition, only few neurophysiological studies of contour integration or figure-ground have measured neuronal activity from the background area itself Yan et al. 2014) . Typically, the background area was investigated only few degrees away from the figure or contour (Lamme 1995; Lamme et al. 1999; Poort et al. 2012; Gilad et al. 2013; Chen et al. 2014) , and most studies used a single electrode or a small array of microelectrodes while shifting the figure across the visual field (Lamme and Sciences 1995; Lamme et al. 1999; Poort et al. 2012; Chen et al. 2014; Yan et al. 2014) . Specifically, there was no systematic investigation of the background spatial profile in relation to the figure (but see Chen et al. 2014 for discrete background sites). In addition, it is unknown whether different background areas behave similarly, for example, background within a closed contour, that is, a circular contour and background areas outside the same circular contour. Methodologically, it is difficult to record neuronal activity from large parts of the visual stimulus with high spatial resolution. To overcome this difficulty, we used voltage-sensitive dye imaging (VSDI) and were able to image simultaneously from a population of thousands of neurons encoding the continuous representation of contour and background across the cortical surface (Gilad et al. 2013) .
What is the spatial extent of background suppression in contour integration? Using a microelectrode array implanted in V1, Chen et al. (2014) reported on background suppression at different distances from the contour. However, the spatial extent of background suppression in V1 is not fully understood. In this study, we examined a few possible models that may account for the spatial profile of background suppression relative to the contour enhancement.
Typical electrophysiological or optical imaging chambers enable to measure neuronal activity from only few degrees in the visual field and thus only small parts of the stimulus. How can we dramatically enlarge the imaged parts of the figure or background? One approach is to use eye movements to spatially scan the visual stimulus. Throughout the trial, while attempting fixation, the monkeys made few fixational saccades (FSs; Martinez-Conde et al. 2004; Martinez-Conde et al. 2013; Rolfs 2009; Kagan 2012) resulting in constant stimulus displacement on the retina. We previously showed that figure-ground processing in contour integration (comprised from contour enhancement and background suppression Gilad et al. 2013) redevelops in V1 after each FS (Gilad et al. 2014) . Therefore, contour enhancement and background suppression are present throughout the whole stimulus presentation, specifically after each FS. Thus after each FS, we can study contour enhancement and background suppression of a different part of the stimulus depending on the FS parameters. This enabled us to use the monkeys' eye position, as a spatial scanning tool of the stimulus.
We trained 2 monkeys on a contour detection task and recorded the population responses in V1 using VSDI. Using a 2D retinotopic model, we could map the V1 population responses to the appropriate parts of the stimulus after each FS in each trial. This enabled to effectively increase the imaged area of the stimulus. We find that contour enhancement and background suppression are present over large parts of the stimulus. Interestingly background far from the contour is more suppressed than background closer to the contour, fitting well with a Gaussian model and implying that contour integration is modulated as a widespread process in V1.
Materials and Methods

Behavioral Task, Visual Stimuli, and Eye Position Recordings
Two adult monkeys (Macaca fascicularis; males; L, T) were trained on a contour detection task (Gilad et al. 2013) . The trial started when the animal fixated on a small (0.1°) white fixation point displayed on a uniform gray background. After a random fixation interval (3000-4000 ms), a contour or a non-contour stimulus appeared on the screen for 1000 ms. The animal maintained fixation until the stimulus and the fixation point were turned off. At this point, 2 small lateral targets appeared, one on each side of the screen, and the animal was required to make a rightward saccade to report a contour or a leftward saccade to report a non-contour. A trial was classified as correct only if the animal maintained fixation throughout the trial, responded with a saccade to the correct target, and fixated on the target for an additional 400 ms. The animal was rewarded with a drop of juice for each correct trial. In each recording session, the contour and non-contour stimuli appeared in 80% of the trials, while the remaining 20% trials were fixation-alone trials (no stimulus presentation). These trials were used to remove the heartbeat artifact in the VSDI analysis (see Basic VSDI Analysis below).
Detection performance is defined as the number of correct trials divided by the total number of trials (sum of contour and non-contour trials). The mean detection performance was 91% for monkey L and 89% for monkey T.
Visual Stimuli
On each trial, the monkeys were presented with 1 out of 2 stimuli: a contour (Fig. 1A) or non-contour image (Gilad et al. 2013 ) ( Supplementary Fig. 1 ), referred to as the contour and the noncontour trials. The stimulus in the contour trials included a "circle" contour comprised from similarly oriented Gabor elements (wavelength (λ), 0.25°; σ, 0.125°) that were positioned along a circular path (relative orientation of 22.5°between successive elements; mean distance between Gabors 0.75°). The "circle" contour was embedded in a noisy background (randomly oriented and positioned Gabors). The stimulus in the non-contour trials was obtained by changing the orientation of the "circle" Gabors to a random orientation (only 1 Gabor, mostly mapped to the center of the imaging area, was kept identical to the contour stimulus). All Gabors' contrast was identical (either 32% or 64%, Michelson contrast), and they were presented over an iso-illuminant screen. Results were similar for both contrasts. We used 8 different contour/noncontour pairs of stimuli each differing in the orientation and the position of the background Gabors. Monkeys were trained to generalize across different stimuli.
Eye Position Recording and FS Detection
Throughout the trial, the animal was required to maintain fixation. Eye position was monitored by an infrared eye tracker (Dr. Bouis Device), sampled at 1 kHz, recorded at 250 Hz and resolves 0.1° (Bach et al. 1983 ). To initiate a trial, the monkey had to maintain fixation within a small virtual fixation window (±2°) for several seconds (6-7 s). On some sessions, the virtual fixation window was relaxed towards the end of the trial (±4-5°) due to the prolonged fixation time (6-7 s). Although throughout the stimulus presentation the monkey was required to maintain fixation, it made typically a few (1-3) small FSs (Martinez-Conde et al. 2004; Rolfs 2009 ) throughout the stimulus presentation. To detect the FSs on each trial, we implemented an algorithm for microsaccades and saccades detection (Engbert and Mergenthaler 2006; Meirovithz et al. 2011) on the monkeys' eye position data. The algorithm could precisely detect saccadic eye movements larger than 0.1°.
Data Acquisition
Two linked computers controlled the visual stimulation, data acquisition, and the monkey's behavior (CORTEX software package). The system was equipped with a PCI-DAS 1602/12 card to control the behavioral task and data acquisition. The protocol of data acquisition in VSDI has been described in detail elsewhere . Single trials were saved on separate data files to enable single trial analysis.
Surgeries and VSDI
The surgical procedure and voltage-sensitive dyes (VSD) staining have been reported in detail elsewhere (Shoham et al. 1999; Shtoyerman et al. 2000; Arieli et al. 2002; Slovin et al. 2002) . All experimental procedures were carried out according to the NIH guidelines, approved by the Animal Care and Use Guidelines Committee of Bar-Ilan University, and supervised by the Israeli authorities for animal experiments. The center of the imaged V1 area laid 1-3˚below the horizontal meridian and 1-2˚from the vertical meridian. We stained the cortex with RH-1691 or RH-1838 VSD supplied by Optical Imaging, Israel.
VSDI was performed using the Micam Ultima system based on a sensitive fast camera with up to 10 KHz sampling rate. We used a sampling rate of 10 ms per frame with a spatial resolution of 10 000 pixels where each pixel summed the activity from an area of 170 2 μm 2 . Each pixel sums the optical signal from the population activity of~500 neurons (0.17 × 0.17 × 0.4 × 40 000 cells/mm 3 ).
Data Analysis
Data analysis was performed on 15 and 9 recording sessions from 2 hemispheres in monkeys L and T, respectively (similar to Gilad et al. 2014 ; in monkey T, 1 recording day with a relatively low signal-to-noise ratio was excluded from analysis). In this study, we performed new data analyses focusing on the spatial extent of contour integration. This study presents novel analyses and results that were not reported in previous studies using a similar data set (Gilad et al. 2013 (Gilad et al. , 2014 . Matlab software was used for all statistical analyses and calculations (Ver. 2010b, The MathWorks, Inc.).
Basic VSDI Analysis
The basic analysis of the VSDI signal is detailed elsewhere Ayzenshtat et al. 2010) . Briefly, this consisted of choosing pixels with minimum threshold fluorescence, then normalizing each pixel to its baseline fluorescence level and, finally, subtracting the average fixation-alone condition to remove the heartbeat artifact. This basic analysis removes in an unbiased manner, most of slow fluctuations originating from heartbeat artifact or dye bleaching within a trial (for review, see Shoham et al. 1999) . These steps are schematically illustrated and explained in Fig. S12 at Ayzenshtat et al. (2010) . In addition, we removed pixels exceeding a threshold of intertrial standard deviation (SD) that excluded mainly pixels in the vicinity of large blood vessels. VSDI maps were low-pass filtered with a 2D Gaussian filter (sigma = 1.5 or 2.5 pixels) for visualization purposes only.
Mapping Population Responses from Cortical Coordinates to Visual Space
To analytically map the population response in each pixel from cortical space to visual space, we implemented a retinotopic 2D spatial inverse transformation according to an analytical model proposed by (Schira et al. 2007 (Schira et al. , 2010 . The implementation and estimation of the fitting quality was done using a separate set of independently measured point/Gabor stimuli and is described in detail elsewhere (Ayzenshtat et al. 2012) . Briefly, this model enables to reliably map a visual stimulus from coordinates in visual space (i.e., eccentricity and polar angle) into cortical space. In this study, we used the inverse transformation of the retinotopic model to map the population responses from cortical space back to visual space. Thus, each pixel in the imaged area was assigned with a single coordinate in visual space on the visual stimulus itself (Fig. 1D,E) . Next, we implemented the transformation following each FS for each trial. For example, if on a given trial there were 3 FSs detected by the algorithm, then 4 transformations were made corresponding to 4 different gaze positions (Fig. 2) .
FS Parameters
We detected 969/597 and 1033/542 FSs (for all trials over all recording sessions) during stimulus presentation for the contour/non-contour conditions, respectively (monkeys L and T). The median amplitudes were 2.21 ± 1.15/0.48 ± 1.7 and 0.66 ± 1.44/0.59 ± 1.03°for the contour/non-contour conditions, respectively (median ± SD; monkeys L and T; Supplementary  Fig. 2A ). The median interval between successive FSs was not significantly different between contour and non-contour conditions (251 ± 99/296 ± 159 and 263 ± 120/356 ± 158 ms for contour/ non-contour conditions, respectively; median±SD, monkeys L and T; P > 0.05 Mann-Whitney U test; Supplementary Fig. 2B ). In a previous study, it was shown that contour enhancement and background suppression emerged~140 ms after stimulus onset (late phase; Gilad et al. 2013) . Therefore, in this study, we used only FSs with a minimal time interval of 140 ms. Furthermore, for each gaze position, we computed the average activation map just before the onset of the next FS (100 ms before FS onset; Fig. 2A shaded bars). Analyzing population response within the above time window reduced the effects of the transient response following a FS that was present throughout the whole imaged area due to the retinal shift. Next, we analyzed the spatial distribution of FSs gaze position for the contour and non-contour conditions. Although the spatial distribution was somewhat different between conditions ( Supplementary Fig. 3A,B) , most coordinates in visual space were sampled for at least 5 trials in both contour and non-contour condition (supplementary Fig. 3B ). Furthermore, when calculating the 1D spatial profile for each condition (i.e., bin the coordinate in visual space based on its distance from the circle center), the number of trials for each bin was similar between conditions (Supplementary Fig. 3C ; see Analysis of the Spatial Profile). Therefore, the 1D spatial profile of saccades' location is comparable between conditions.
Analysis of the Spatial Profile
We pooled together all trials from all recording sessions in the contour (n = 355 and 333 trials from monkeys L and T, respectively) and non-contour (n = 417 and 327 trials from monkeys L and T, respectively) conditions separately. Stimulus points (in visual space), which had a smaller sampling than 10 trials were excluded from analysis. Next, we calculated the 1D spatial profile of the population response for each trial. First, we calculated for each point in the visual stimulus its distance from the center of the circle contour (red cross in Fig. 1E ). Next, we binned V1 population responses based on this distance (bin size 0.05°) and averaged the population responses for each bin. This resulted in a 1D spatial profile: population response as function of distance from the center of the circle contour. Near-zero values depict stimulus points close to the center of the circle contour. The circle Gabors themselves were 1.68-2.18°away from the center (see dashed lines in Fig. 1F ), thus the background area lies outside this range (i.e., outside and inside the circle contour). This was done for each contour and non-contour trial (averaged over the different gaze positions for each trial).
To study the extent of circle enhancement across different parts of the circle contour, we divided the circle contour into 5 spatial bins (Fig. 4A , 5 colored parts of the circle contour). For each bin, we averaged the population responses falling within each bin and pooled together all trials from all recording sessions for the contour and non-contour conditions separately. This was done for each monkey separately. To study the relations between different background areas and the circle area ( Fig. 5) , we binned and averaged the population response into 7 bins relative to the circle area (Fig. 5A ). Each bin is 0.75°wide and corresponds to the mean distance between 2 Gabor elements (bins were numbered −2 to 4 relative to the circle where 0 is the circle bin). Next, from each bin, the mean Δpopulation response in the non-contour condition (averaged across trials) was subtracted from the population response in each contour trial (termed as Δpopulation response; similar to Fig. 2D ). This was done to eliminate any differences due to staining quality and common stimulus contributions. Finally in each contour trial the mean Δpopulation response in the circle bin was subtracted from each other bin. This was done in part to reduce inter-trial variability. To test whether the actual obtained Δpopulation response values are significant for each bin, we compared the mean observed Δpopu-lation response with the distribution of the Δpopulation responses obtained from 10 4 iterations of trial shuffled data (i.e., a random shuffle between contour and non-contour trials; Fig. 5B ; dashed black lines depict mean-2SD of the shuffled data). Significant Δpopulation responses were defined by exceeding mean-2SD of the shuffled data. Results without subtracting the Δpopulation response of the circle from each other bin are displayed in Supplementary Fig. 4 . Finally, to study the temporal dynamics between close and far background areas, we calculated the Δpopulation response in the close and far background as a function of time ( Supplementary Fig. 10 ). We used the normalization and analysis steps as described above (Fig. 5B ). Close background was defined as bins ±1 and far background was defined as bins ±2 (blue and red bins respectively as in Fig. 5B ). To do this, we mapped the imaging area to the spatial location in each time frame according to the gaze position at that point in time. In addition, we excluded 50-150 ms after each FS to avoid transients in the VSD signal do the FS onset. This was done for each trial separately. We note that for each time frame, there was a different number of trials depending on the FSs parameters and the position of the imaging area ( Supplementary Fig. 10 ). The range of the number of trials was 165-355/112-209 and 165-355/63-135 trials for the close and far backgrounds (monkey L/monkey T) throughout stimulus presentation. The range of the number of trials in bin 3 (green bin in Fig. 5B ) was 0-19/ 0-11 and was therefore excluded from this analysis.
Testing Fits for the 1D Spatial Profiles
We fitted the 1D spatial profile in each recording session with 3 different models: a Gaussian, a Mexican hat, and a rectangular (Fig. 6A) . Each of the models corresponded to different close/far background relation (Fig. 6A) . We used the least squares method to minimize the square errors between the fit and the measured data. The Gaussian fit is as follows:
where a, b, and c are the free parameters corresponding to the height, center, and width (σ), respectively, of the Gaussian.
To fit the data with a Mexican hat function, we implemented a Difference of Gaussian (DOG) fit where the parameters of 1 Gabor were set dependently on the parameters of the other Gaussian (independent): Where a, b, and c are the free parameters corresponding to the height, center, and width (σ) of the independent Gaussian. The width (σ) of the dependent Gaussian was set to 3 times the width of the independent Gaussian, and the height of the dependent Gaussian was set to 2/3 of the height of the independent Gaussian. The center of both Gaussians was equal. This setting enabled the Mexican hat property of symmetric troughs at proximal locations (i.e., close background) relative to the peak of the center of the fit. This coincided with the proposed spatial profile of the Mexican hat where close background was more suppressed than far background (Fig. 6A  green) . Different width and height ratios between the Gabors (while keeping the dependent Gabor lower and wider) gave similar results. As a control, fitting a DOG without constraints (i.e., 6 different parameters corresponding to 2 independent Gabors) resulted in a Gaussian-like best fit without troughs.
The rectangular fit is as follows:
Where a, b, and c and are the free parameters corresponding to the height, center and width of the rectangle.
All fits had 3 free parameters and the Goodness of fit was evaluated by root mean-square error (RMSE) and R 2 values (derived from the regression of the observed data to each fit; reported in the text). The measured data and the different fits were normalized between 0 and 1 for each recording session separately.
Results
The main goal of this study was to investigate the spatial profile of V1 representation to contour integration. This neuronal population representation comprised 2 divergent phenomena: response enhancement in the contour-mapped areas and response suppression in the background-mapped areas (Gilad et al. 2013) . We trained 2 monkeys on a contour detection task where they had to discriminate between a contour and a noncontour stimuli (see Materials and Methods). The contour stimulus comprised a circular contour of similarly oriented Gabor elements (i.e., "circle"), embedded in a noisy background (an array of randomly oriented and positioned Gabors; Fig. 1A ).
The non-contour stimulus comprised the background alone and was generated by randomly jittering the orientation of the circle Gabors along their circular path ( Supplementary Fig. 1 ). Using VSDI, we measured population responses simultaneously from thousands of sites in V1. The dye signal measures the sum of membrane potential from all neuronal elements in the imaged area. Therefore, the VSD signal from each pixel reflects the membrane potential from neuronal populations, rather than single cells (Grinvald and Hildesheim 2004) . The goal of this study was to investigate the spatial extent of contour integration and to assess the spatial profile of contour enhancement and background suppression. To effectively increase the imaged parts of the stimulus, we used the monkeys' eye position, as a spatial scanning tool for the stimulus. Data analysis was performed on 15 and 9 recording sessions from 2 hemispheres of monkeys L and T, respectively (see Materials and Methods).
Mapping Population Responses from Cortical Space to Visual Space
To study the spatial extent of contour enhancement and background suppression, we wanted to map the V1 population responses measured in cortical space back to the visual space. Our goal was to outline the contour enhancement and background suppressions on the stimulus image itself, for each trial and gaze position. In a previous study (Gilad et al. 2014) , we used an analytical 2D retinotopic model (Schira et al. 2007 (Schira et al. , 2010 Ayzenshtat et al. 2012 ; see Materials and Methods) to map the circle and background Gabor elements from visual space (based on eccentricity and polar angle) to the cortical space. This model enabled us to predict the cortical coordinates of the circle and background stimulus parts in V1 (see Materials and Methods; Gilad et al. 2014) . The fitting quality of the retinotopic model to the evoked cortical responses was reported previously (Ayzenshtat et al. 2012; Gilad et al. 2014) . In this study, we applied the inverse transformation of the model to map populations responses in V1 from cortical space back to visual space. Figure 1 depicts an example transformation, from cortical space to visual space, for a single trial. The eccentricity of the visual stimulus, relative to the fixation point of the animal, was set to include few circle and background elements in the imaged V1 area (depicted by the yellow outline in Fig. 1A ). In this example trial, the monkey did not make any FSs in the first 250 ms after stimulus onset (Fig. 1B) . In accordance with previous results (Gilad et al. 2013) , the single trial in Figure 1C shows that the population response in the circle area (the area that is mapped to the circle elements in Fig. 1A , dashed black line) was high, whereas the population response in the background area (the area that is mapped to the background elements in Fig. 1A , dashed white line) was suppressed. The VSD activation map in Figure 1D (averaged at 190-240 ms post-stimulus onset) shows that the response enhancement is mapped to the circle area (dashed black contour) and response suppression is mapped to the background area (gray arrow). The transformation of V1 population responses from cortical space to visual space is displayed in Figure 1E . It directly shows that the enhancement appeared approximately in the circle part of the stimulus and the background suppression appeared approximately in the background part of the stimulus. Interestingly, the amplitude of background suppression increased further away from the circle contour (blue/black parts in Fig. 1E ). Next, we defined a 1D spatial profile of the population response. First, we calculated for each point in the visual stimulus its distance from the center of the circle contour (red cross in Fig. 1E ). Then, we averaged V1 population responses with equal distance from the center of the circle contour, which resulted in a 1D spatial profile of the population response ( Fig. 1F) : the mean response as function of distance from the circle's center. The Gabors comprising the circle contour were located within 1.68-2.18°a way from the center (dashed lines in Fig. 1F, "circle") . Thus, the background area inside the circle contour is located leftward (Fig. 1F , "Bg in" left) and the background outside the circle contour is located rightward (Fig. 1F , "Bg out" right) to the "circle" location (dashed lines in Fig. 1F ). Zero distance in the spatial profile depicts the center of the circle contour located at backgrounds regions that are further away from the circle contour. The spatial profile in Figure 1F shows a high response in the circle area that is decreasing further away from the circle contour towards the background on both sides, but mainly the background inside the circle contour is shown. The map in Figure 1E and the spatial profile in Figure 1F demonstrate that only a relatively small part of the contour stimulus was available for imaging and further analysis after stimulus onset. The imaging chamber in V1 has a fixed eccentricity, and therefore the imaged circle area included only few Gabors (3 out of 16 Gabors) and the background area included Gabors only up tõ 1.5°away from the circle contour (~6 Gabors). This imposes a limitation on our ability to study the full spatial extent of cortical representation to contour integration.
Using the Eye Position as a Spatial Scanning Tool of the Stimulus
One way to overcome the problem of the relatively small area available for imaging and to effectively enlarge the imaged parts of the stimulus is to use the monkeys' eye position, as a spatial scanning tool of the stimulus. Throughout the stimulus presentation (1 s), the monkeys typically made 1-3 FSs while attempting fixation, thus shifting different parts of the stimulus to appear in the fixed eccentricity of the imaged chamber/area. This enabled us to effectively image and study additional parts of the stimulus. To detect each FS in each trial, we implemented an algorithm for microsaccades and saccades detection (Engbert and Mergenthaler 2006; Meirovithz et al. 2011 ) on the monkeys' eye position data (see Materials and Methods). Figure 2 depicts an example trial demonstrating the changes in the monkey's gaze position ( Fig. 2A,B) and the spatial shifts of the fixation position (Fig. 2B yellow points) on the stimulus image (Fig. 2B) . In this example trial, the monkey made 3 FSs throughout stimulus presentation ( Fig. 2A) . This created 4 different gaze positions in visual space resulting in 4 different gaze positions over the stimulus image itself (Fig. 2B) . As a result, for each gaze position a different part of the stimulus was mapped into the fixed V1 chamber.
Next, using the 2D retinotopic model (see above), we mapped the population responses from the imaged area to visual space, for each gaze position ( Fig. 2C ; maps of population responses were averaged at time frames just before each FS onset). For each gaze position, a different circle and background parts appeared in the fixed imaged eccentricity. For all gaze positions, the different circle parts exhibited high activation and the different background parts exhibited lower activation also at different parts of the background itself including background areas inside and outside the circle contour (Fig. 2C) . The 1D spatial profiles aligned on the center of the circle contour were calculated for each gaze position (as in Fig. 1F ). Finally, we averaged the 1D spatial profiles over the different gaze positions to obtain a single spatial profile for each trial. This was done for each trial separately. Figure 2D displays the spatial profiles of 5 example trials in the contour condition from different monkeys (trial 1 corresponds to the example trial in Fig. 2A-C) . The mean spatial profile in the non-contour condition (averaged across trials) was subtracted from the spatial profile of each contour trial (Δpopulation response in Y-axis, Fig. 2D ; See Materials and Methods). This was done mainly to reduce stimulus contribution that was common in both contour and non-contour conditions (non-subtracted spatial profiles of the 5 trials are depicted in Supplementary Fig. 5 ). Thus, positive values imply enhancement and negative values imply suppression in the contour condition compared with the non-contour condition. The FS parameters in each trial were different, thus leading to different spatial scanning of the stimulus in each trial (e.g., compare trial 2 with trial 4 in Fig. 2D ). Remarkably, all examples show an enhancement in the circle area and suppression in the background areas (Fig. 2D) . In addition, all examples show that background suppression tends to increase with distance from the circle itself even at relatively large distances (e.g. 4-5°in trial 4, Fig. 2D ).
Spatial Extent of Contour Enhancement and Background Suppression
After mapping the population responses from cortical space to visual space for each FS and for all trials, we averaged the population response across trials. This was done after coaligning them in visual space (contour and non-contour trials separately). Figure 3 displays an example from 1 recording session. When averaging over many contour trials (n = 154), we obtain a clear picture of the spatial extent of contour integration (Fig. 3A) . High neuronal activity is present over large parts of the circle area, and a much lower activity is present over large parts of the background area. The lower activity, that is, suppressed activity in the background area is evident for background inside or outside the circle contour. We found that in general, the left part of the circle (including its surrounding background areas) displays a positive baseline shift compared with the right part ( Supplementary Fig. 6 ). This shift might be related to the fact that the population responses mapping out to the left part were derived at later times of the trials (typically after 1-2 FSs) and may thus be affected by late attentional mechanisms or general arousal (Chen and Seidemann 2012) .
To quantify the spatial pattern in Figure 3A , we calculated the population responses along the 1D spatial profile (distance of each point in visual stimulus from the center of the circle contour; averaged across all contour trials). Next we subtracted the mean population response along the 1D spatial profile of the non-contour condition from that of the contour condition ( Fig. 3B ; Δpopulation response). The circle area exhibited significantly higher population response in the contour condition relative to the non-contour condition (P < 0.05; Mann-Whitney U test), and background area exhibit significantly lower population response in the contour condition relative to the non-contour condition (P < 0.05; Mann-Whitney U test). The 1D spatial profile population response for the contour and non-contour condition is presented separately in Supplementary Fig. 7 . In addition, the Δpopulation response shows larger background suppression as the distance from the circle contour area increases. This is true for both the background inside the circular contour (Fig. 3B left part of the profile, distance <1.68°) and background outside the circular contour (Fig. 3B right part of the profile, distance > 2.18°). This increase in suppression is present up to~3°away from the circle itself (Fig. 3B right part of the profile) , which is the maximal range in this recording session. In summary, 2 main results are demonstrated in this example recording session: first, contour enhancement is present over large parts of the contour (Fig. 3A,B ) and second, background area displays suppression over large areas (both inside and outside the circular contour). In addition, background areas further away from the circle contour exhibit more suppression than background areas closer to the circle contour (Fig. 3A,B) .
Next, we wanted to quantify the contour enhancement over different parts of the contour (as implied from previous studies: Li et al. 2006; Gilad et al. 2013; Chen et al. 2014) . To compute the grand average analysis across all data and quantify the extent of circle enhancement, we divided the circle contour into 5 spatial bins (Fig. 4A, 5 colored parts of the circle contour; see Materials and Methods). There was a significantly higher population response in the contour condition compared with the non-contour condition in each of the 5 bins of the circle in monkey L (P < 0.05; Mann-Whitney U test; Fig. 4B  left) . For monkey T, only 3 out of the 5 bins were significantly higher mainly due to a low number of non-contour trials in the insignificant bins (n = 5 and 16 non-contour trials in the insignificant bins; P < 0.05; Mann-Whitney U test; Fig. 5B right). Thus, contour enhancement is present over large parts of the contour itself.
To compute the grand average and quantify the extent of background suppression, we divided the stimulus into 7 bins (each bin is 0.75°) relative to the circle center ( Fig. 5A ; bins were numbered −2 to 4 relative to the circle where 0 is the bin of the circle contour; See Materials and Methods). For each contour trial, we subtracted the mean population response of the noncontour condition (Δpopulation response). This was done for each bin separately. To study the relation between different background areas and the circle itself, we subtracted the mean Δpopulation response in the circle bin from each other bin for each trial separately (see Materials and Methods). Thus, the value in each bin reflects the Δpopulation response at this bin compared with the Δpopulation response in the circle bin. Each background bin displays a significant negative Δpopulation response, that is, background suppression (Fig. 5B) . A significant value was defined by displaying lower values compared with the mean − 2SD of the Δpopulation responses distribution computed over trials with random label shuffling (Fig. 5B black dashed lines for each bin; see Materials and Methods). There was a significant background suppression in all background bins in both monkeys (Fig. 5B) . Background suppression is present even at locations that are separated from the contour by 4 Gabor elements (3°away from the circle elements; Fig. 5B yellow bars) . In addition, background suppression at far locations (red bars) was significantly larger than background suppression at close locations (blue bars; Fig. 5B ; P < 0.05; Mann-Whitney U test; Bonferroni corrected). Similar results showing a decrease in Δpopulation response (contour − non-contour) at far background areas were obtained without subtracting the circle bin from each bin ( Supplementary Fig. 4) .
Next, we wanted to dissociate between these results and effects caused by FSs characteristics that are unrelated to contour integration, for example, motion streaks caused by large FSs (Geisler 1999; Jancke 2000) . For example, it is possible that large FSs specifically in the contour condition may smear the spatial response and thus affect the results in Figure 5B . FS amplitudes in monkey T were not significantly different between conditions (P > 0.05; Mann-Whitney U test; supplementary Fig. 2A ). FSs amplitude in monkey L was significantly larger in the contour condition (P < 0.05; Mann-Whitney U test; Supplementary Fig. 2A ). Nevertheless, results were maintained even when analyzing only FSs smaller than 1.5°( no significant difference between conditions; Supplementary  Fig. 8 ), although psychophysical evidence from humans has implied that motion streaks can occur even for small shift distances (<1.5°; Geisler 1999). Importantly, the additional analysis below shows that the spatial profile was preserved when no FSs occurred. To further dissociate between the effects of FSs parameters and the VSD results, we also calculated the 1D spatial profile of the VSD response, before any FSs were made (i.e., between stimulus onset and the first FS; supplementary Fig. 8,  left) . Although the range of the cortical spatial profile was smaller (because no FSs were used to enlarge the sampling space), there is still a significant difference between close and far background (red and blue bins; P < 0.05; Mann-Whitney U test; Bonferroni corrected). In few cases, we changed the stimulus position relative to the fixation point (see supplementary Fig.  9A ). Importantly, this enabled us to examine the spatial profile of the VSD response, before any FSs were made, for different cortical retinotopic mapping of the visual stimulus (corresponding to the shift in gaze position). The results of the spatial profile were similar for different visual stimulus positions (supplementary Fig. 9B ). Taken together, these results suggest that the reported spatial profile is not directly related to the FS characteristics. In addition, we analyzed time window long after FS onset (at least 140 ms) and just before the onset of the next FS (100 ms before next FS onset; gray bars in Fig. 2A ) to minimize any direct effects evoked by the FS. In summary, these controls imply that FS differences between conditions do not seem to affect the results presented in this study.
Finally, we wanted to study the temporal relations between the close and far backgrounds (relative to the circle area). We calculated the Δpopulation response in the close (bins ±1; 0.75°a way from the circle elements) and far (bins ±2; 1.5°away) backgrounds as a function of time (relative to the circle bin as in Fig. 5B ; Materials and Methods). We found that far background exhibited significantly lower Δpopulation response compared with the close background as early as 200 ms after stimulus onset (Supplementary Fig. 10 ; P < 0.05; Mann-Whitney U test). Importantly, this difference was maintained significant throughout stimulus presentation in both monkeys showing that far/ close background relations are persistent over time rather than transient. In summary, we find that contour enhancement and background suppression are present over large parts of the contour and background areas accordingly. In addition, background suppression increases as a function of distance from the contour itself reaching relatively far locations (see Discussion).
A Gaussian Curve Fits Best with the 1D Spatial Profile of Contour Integration
Finally, we wanted to test how the 1D spatial profile can fit with few possible models (see Materials and Methods). In Figure 6A , we propose several models to fit the 1D spatial profile of contour integration (Fig. 3B) . Each fit characterizes a different close/far background relation. A Gaussian fit predicts that far background is more suppressed than close background (Fig. 6A, red curve) . A Mexican hat fit predicts that close background is more suppressed than far background (Fig. 6A, green  curve) . A rectangular fit predicts that far and close backgrounds will be similarly suppressed (Fig. 6A, blue curve) . We tested the fit between the mean spatial profile of each recording session and the 3 different models (n = 15 and 9 recording sessions in monkey L and T, respectively; see Materials and Methods). Figure 6B displays the best Gaussian fit averaged over recording sessions in monkey L (each recording session was normalized to its max peak). The peak of the Gaussian corresponds to the circle area and values decrease on both sides as a function of distance from the circle itself. Therefore, remote background is predicted to be more suppressed than closer background. The goodness of fit (evaluated by RMSE; lower values mean lower sum of errors and thus a better fit) for the Gaussian function was significantly better compared with other functions for both monkeys ( Fig. 6C ; P < 0.05; Signed Rank test; Bonferroni corrected; RMSE = 0.09 ± 0.005/0.09 ± 0.008, 0.21 ± 0.01/0.17 ± 0.011 and 0.25 ± 0.012/0.25 ± 0.025 (mean ± SEM) for the Gaussian, Mexican hat, and Rectangular fits, respectively (monkey L/T)). The R 2 (derived from the regression of the observed data to each fit) for the Gaussian fit was significantly higher compared with other fits for both monkeys (P < 0.05; Signed Rank test; Bonferroni corrected; 0.73 ± 0.03/0.58 ± 0.08, 0.43 ± 0.07/0.2 ± 0.09 and 0.64 ± 0.02/0.32 ± 0.06 (mean ± SEM) for the Gaussian, Mexican hat, and Rectangular fits, respectively (monkey L/T)). Thus a Gaussian function can describe well the spatial profile of contour integration emphasizing that background suppression extends to far locations and is increased as a function of distance from the contour itself.
Discussion
In this study, we investigated the spatial extent and profile of the divergent cortical responses to contour integration. We used the monkeys' eye position, as a spatial scanning tool of the stimulus and were able to image neuronal populations representing large parts of the stimulus. As a result, we dramatically increased the imaged area of the stimulus making it an informative platform to study the spatial extent of contour integration. We find that contour enhancement is present over large parts of the contour, and background suppression is present throughout the background area increasing as a function of distance from the contour itself. While attempting fixation monkey and human subjects typically make ongoing microsaccades and small saccades (FSs). These FSs can be involuntary or voluntary and may be influenced by the stimulus or the behavioral paradigm (Winterson and Collewun 1976; Hafed and Clark 2002; Laubrock et al. 2005; Martinez-Conde et al. 2013; McCamy et al. 2013 McCamy et al. , 2014 OteroMillan et al. 2013) . For the visual stimuli, we used (comprised of many Gabor elements of 0.5°in size and spaced by~0.75°) even a microsaccade of 0.5º, which displaces the visual stimulus in such a way that the same V1 neuronal populations can encode different Gabor elements before and after the FS. In this study, we used the FSs to map V1 population responses to the appropriate coordinates in visual space according to the eye gaze position. This procedure effectively enlarges the imaged parts of the stimulus (Fig. 3A) within the experimental constrains: limited recording sessions that can be obtained from each animal. This approach might be useful for future studies investigating the spatial extent or profile of large complex stimuli.
We find that contour enhancement and background suppression are present over large parts of the stimulus, implying that contour integration is a widespread process rather than a local one. In a previous study (Gilad et al. 2013) , we have shown contour enhancement in a relatively small part of the contour (3 Gabors out of 16). Because the imaged part of the contour did not differ from the rest of the contour, it is a reasonable assumption that other parts of the contour will also display enhancement. Although this assumption is trivial, the neurophysiological evidence for it has not been fully shown. Here, we show direct evidence that large parts of the contour are enhanced further substantiating previous assumptions. These results reconcile with previous behavioral observations, and it seems that the whole contour "pops out" of the background, as reported by psychophysical studies (Field et al. 1993) .
Background suppression is also present at large parts of the background area (Figs. 3, 5) . Interestingly, the suppression is present at locations relatively far away from the contour itself. Far suppression seems to be a "waste" of neuronal resources since suppressing large neuronal populations demands a massive recruitment of inhibitory interactions (Isaacson and Scanziani 2011; Haider et al. 2013) . We purpose that this widespread suppression is necessary to better highlight the position of the contour (Roelfsema 2006) . Only after all elements are labeled as suppressed or enhanced, readout brain mechanisms can faithfully locate the precise coordinates of the contour and decide whether there is only 1 contour or more in the visual scene. This widespread labeling occurs only in the presence of the contour since no suppression is present in the non-contour condition (Gilad et al. 2013) , implying that enhancement and suppression are strongly linked across large distances in visual space.
In this study, we were able to image background areas at high resolution and at growing distance up to 4 Gabor elements (~3°) away from each side of the circle itself. Furthermore, we were able to image the background inside and outside the circular contour. However, we did not cover the entire background area, and thus this may be insufficient to claim a global suppression. In a third monkey, that was trained on the same task we found background suppression at distances of up to 8 Gabor elements (~6°) away from the circle (this animal was not included in this study due to a consistent pattern of FSs away from the stimulus). This observation further supports the notion that background suppression is a widespread process in V1. Moreover, we would like to clarify that despite substantially increasing the sampled visual space, the sampled neuronal space remained the same. In other words, we recorded from the same population of neurons each time encoding different coordinates in visual space. Therefore, global and simultaneous dynamics of large neuronal populations representing a large portion of visual space is not directly measured but rather implied. Although the procedure of increasing the space domain through FS clearly has downsides, one advantage is that we average across different orientation relations of the contour and non-contour elements and we also effectively drive the population receptive field of each pixel (Victor et al. 1994; Jancke et al. 1999; Dumoulin and Wandell 2008) . In summary, we propose that enhancement and suppression of the whole or large parts of contour and background areas emphasize the role of V1 in this process, pointing at high spatial resolution to figure and background elements.
Background suppression increases as a function of distance from the contour. One possible expectation is that suppression would have a local, close relation to the "figure," that is, the contour, reminding of "surround suppression" in V1 (DeAngelis et al. 1994; Cavanaugh et al. 2002; Bair et al. 2003; Petrov et al. 2005) . This is not the case for the background suppression in this study, suggesting that feedback from higher areas is involved in the activation of local V1 inhibitory circuits (Angelucci and Bressloff 2006; Roland et al. 2006; Isaacson and Scanziani 2011; Haider et al. 2013; Zhang et al. 2014) . However, it is unclear how top-down influences can modulate the background areas in a non-homogeneous manner? In other words, why is there more suppression at background parts far away from the contour compared with closer background parts? There are several possible explanations: 1) contour enhancement "leaks" to proximal background elements, partially "opposing" the effects of feedback inhibition at proximal background areas. 2) Feedback modulation on the inhibitory network is facilitated by neighboring background Gabors. Far away background Gabors are surrounded solely by other background Gabors and are therefore more suppressed. In contrast, background Gabors closer to the contour are surrounded by less background Gabors and therefore are less suppressed. This implies that local inhibitory effects are involved in addition to inhibition (Isaacson and Scanziani 2011; Haider et al. 2013; Zhang et al. 2014 ) that is modulated by top-down influences. 3) It is possible that the retinotopic model used in the study is not accurate enough, that is, it maps the imaging area to a slightly biased location on the stimulus. However, this possibility is unlikely because the model accuracy is much better (Ayzenshtat et al. 2012 ) than the distance between Gabors (typically~3 mm). In addition, any inaccuracy in the model should be present in both contour and non-contour conditions and therefore the Δpopulation response (contour minus non-contour) should be unbiased. Therefore, it seems that any inaccuracy in the model cannot solely explain the differences in suppression between close and far backgrounds. To summarize, it is possible that feedback modulation along with a recruitment of local inhibitory networks is involved in the widespread suppression of background elements in contour integration.
In this study, we use FSs as a spatial scanning tool of visual space. Could FSs have a direct effect on the spatial profile presented here? It has been shown that FSs can enhance detection of edges, contours, and shapes (Ahissar and Arieli 2012; Kuang et al. 2012; Yin et al. 2015) . In addition, FSs sweeping across oriented stimuli may cause a long-lasting response in neurons tuned to the parallel orientation of the motion path reflecting a retinotopic motion streak (Geisler 1999; Jancke 2000) . Therefore, it is possible that large FSs specifically in the contour condition may induce motion streaks that may affect the spatial profile. To address these issues, we performed several control analyses: 1) Similar results were obtained when calculating the 1D spatial profile before any FSs were made (i.e., between stimulus onset and the first FS; supplementary Fig. 8) . 2) Similar results were obtained when calculating the 1D spatial profile for only small or large FSs (above or under 1.5°; supplementary Fig. 8). 3) Some of the FS parameters were very similar between contour and non-contour conditions (i.e., intervals between FSs), while other parameters' distribution showed large overlap (with some differences, e.g., spatial distribution and amplitude).
Together, these results suggest, but not completely exclude, that FS parameters should not bias the results in favor of 1 condition. Overall, it seems unlikely that the results presented in this study are mainly affected directly by FSs.
Our results are different from a recent study reporting that during contour integration, background suppression decreased (rather than increased) as a function of distance from the contour itself. There may be several reasons for this discrepancy: first, this study used a different stimulus (a line contour) and second, they measured from a limited number of neurons representing only few background elements thus limiting their ability to study the full spatial profile. Here, we were able to measure from 40 to 60 Gabors at a high spatial resolution (each pixel is 170 2 μm 2 ). In fact, in this study, we were able to image on average 50 000 pixels from the background area reflecting population responses of 25 million neurons (each pixel reflects the activity of~500 neurons). The large number of imaged neurons provides a continuous, unbiased, and reliable measure of population responses spanning 8 × 4°i n visual space. A third explanation can be that the above study measured single or multiunit activity focusing on suprathreshold neuronal activity, whereas here we used VSDI that emphasizes also subthreshold neuronal activity. Subthreshold activity may better reveal the differences between suppressed areas since in these cases, supra-threshold activity is already low (because of the suppression state) and may be less discriminative between different levels of suppression. Finally, here we used circular contours that are a specific type of contour integration. Different types of contour stimuli, for example, line stimuli ) may display different spatial profiles for contour enhancement and background suppression. Future studies should examine the spatial profile of different types of contour stimuli to better understand the general spatial properties of contour integration. In summary, we find that during contour integration, V1 areas representing large parts of the contour and background are involved by enhancing the response to the contour and suppressing the response to the background. The representation of these processes across large parts of the visual field implies that contour integration in V1 is a global process rather than a local one.
