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Abstract
This thesis concerns development of efficient high-order boundary integral equation methods
for the numerical solution of problems of acoustic and electromagnetic scattering in the
presence of planar layered media in two and three spatial dimensions. The interest in such
problems arises from application areas that benefit from accurate numerical modeling of the
layered media scattering phenomena, such as electronics, near-field optics, plasmonics and
photonics as well as communications, radar and remote sensing.
A number of efficient algorithms applicable to various problems in these areas are pre-
sented in this thesis, including (i) A Sommerfeld integral based high-order integral equation
method for problems of scattering by defects in presence of infinite ground and other layered
media, (ii) Studies of resonances and near resonances and their impact on the absorptive
properties of rough surfaces, and (iii) A novel Window Green Function Method (WGF) for
problems of scattering by obstacles and defects in the presence of layered media. The WGF
approach makes it possible to completely avoid use of expensive Sommerfeld integrals that
are typically utilized in layer-media simulations. In fact, the methods and studies referred
in points (i) and (ii) above motivated the development of the markedly more efficient WGF
alternative.
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1Chapter 1
Introduction
Early history. The interest on the propagation of light in presence of materials has re-
mained at the forefront of human inquiry for over two millennia: the study of the phenomena
of reflection, refraction and diffraction of electromagnetic waves dates back at least to the
ancient Greeks [18]. Indeed, Greek philosophers and mathematicians were already familiar
with certain aspects of the nature of light now encompassed within the theory of geomet-
rical optics—such as the notion of rectilinear propagation, the law of reflection and the
phenomenon of refraction. Yet the precise law of refraction was only established (experi-
mentally) by Willebrord Snell in 1621.
Although successful at providing a good description of the reflection and refraction of
light across (locally) planar material interfaces, the geometrical optics paradigm encountered
severe difficulties at explaining the significantly more complex phenomenon of diffraction—
which arises, for instance, as light impinges upon structures containing sharp boundaries
(such as e.g. slits and screens). In fact, the so-called wave theory of light was originally put
forth in an attempt to account for the diffraction phenomenon [34, 62]. In its early stages,
however, this theory could not explain the reflection, refraction and rectilinear propagation
of light. The first two aforementioned difficulties were overcame by Christian Huygens, who,
relying on the famous principle that now bears his name1, was able to re-derive from wave-
based principles the previously (experimentally) established laws of reflection and refraction.
1According to [18, p. xxvi], Huygens enunciated the principle according to which “Every point of the
aether upon which the luminous disturbance falls may by regarded as the centre of a new disturbance
propagated in the form of spherical waves”.
2It took several decades until Augustin Fresnel in his celebrated “Me´moire sur la loi des
modifications que la re´flexion imprime a la lumie`re polarise´e”, published in 1819, demon-
strated that diffraction can indeed be explained by applying Huygens’ principle and Young’s
principle of interference. Remarkably, in that same memoir Fresnel provided the presently
well-known expressions for the amplitude of the reflected and transmitted waves that arise
when a plane-wave impinges on the flat interface between two homogeneous media with
different optical properties. Fresnel’s memoire contains also the formula for the amplitudes
of the multiple reflections that take place between the two parallel boundaries of a single
homogeneous plate of finite-thickness and, furthermore, it describes how these results could
be extended to account for more than one plate [124]. This formula has been re-derived
independently by a number of authors, including George Stokes [120] and George Airy [2],
the former of whom gave the complete solution to the problem of scattering of a plane-wave
by a planar multilayered medium. Fresnel’s analysis of diffraction was later put on a firm
mathematical basis by Gustav Kirchhoff, who around 1882 established an integral represen-
tation formula which expresses a scalar-wave-field at an arbitrary point in terms of the field
values and its normal derivative at an arbitrary closed surface. (This representation formula
was derived earlier in acoustics for monochromatic time-harmonic waves by Helmholtz in
1859.) The corresponding integral representation formulae for (vectorial) electromagnetic
fields were not available until 1939, when Stratton and Chu published their well known
contribution [121].
In the meantime, the seemingly disconnected developments on electricity and magnetism
were unified by James Clerk Maxwell. Maxwell’s works published between 1861 and 1862,
which convey his celebrated system of differential equations, led him subsequently to conjec-
ture that light waves are in fact electromagnetic waves. Maxwell’s conjecture regarding the
nature of light was empirically verified by Heinrich Hertz in 1888 [116]. As is well-known,
Maxwell’s and Hertz’s discoveries turned out to have enormous practical consequences. Ap-
plying Maxwell’s ideas pioneers experimentalists such as Marconi and Braun, who received
the Nobel prize in 1909, started the era of wireless radio communications [115].
The problem of radio wave propagation over the surface of the earth—which relates
3closely to the present dissertation—attracted considerable attention at the beginning of the
20th century in connection with theoretical efforts seeking to explain long-distance trans-
mission of radio signals. Indeed, using a two-layer model that regards the earth and the air
as homogeneous conducting and dielectric half-spaces, respectively, Jonathan Zenneck [138]
studied the possibility that the earth surface could support a surface wave (also known as
lateral wave) with low attenuation. Using this two-layer model Zenneck showed that a sur-
face wave with the aforementioned characteristics (which additionally decays exponentially
away from the planar interface) could exist, yet his work did not consider an excitation
mechanism [131].
The excitation problem was studied mathematically by Arnold Sommerfeld [117], who
obtained expressions for the fields produced by electric and magnetic dipoles located over
the earth’s surface—under the assumptions inherent in Zenneck’s air/earth model. Sommer-
feld’s solution is expressed in terms of certain Fourier-Bessel integrals known as Sommerfeld
integrals, which, unfortunately, cannot be evaluated in closed form. (A detailed discussion
concerning Sommerfeld integrals can be found in the recent review [90] by Michalsky and
Mosig.) Deforming the integration path from real-axis into the complex plane Sommerfeld
identified two contributions—stemming from the branch cuts of the integrand and from the
residue of a pole (the Sommerfeld pole), respectively. Sommerfeld’s 1909 paper [117] also
contains an asymptotic analysis of the solution for large lateral distances which, famously,
turned out to be erroneous. Sommerfeld’s results were eventually corrected and largely
improved in various subsequent contributions, including very recent ones (see [90] and refer-
ences therein). Further extensions of these ideas include studies of surface-waves arising in
multi-layer models of the earth.
Sommerfeld-like methods undoubtedly provided a general understanding of the layered-
media scattering phenomena. They are, however, not suited to directly tackle problems of
scattering involving obstacles and/or surface defects, the latter of which interested Marconi
who experimentally studied the field attenuation when a hill was located between the trans-
mitting and receiving antennas [131]. Separation-of-variables techniques, in turn, can only
produce exact solutions to simple scattering problems involving perfect electric conducting
4(PEC) scatterers. In 1907, for example, Lord Rayleigh [109] obtained a Fourier-Bessel series
solution for the problem of scattering of a plane-electromagnetic wave by a single cylindrical
bump with semi-circular cross-section on a PEC half-space. A year later, Mie [91] presented
the exact solution for the problem of scattering of a plane-electromagnetic wave by a PEC
sphere in free space. These ideas were later utilized to solve the closely related surface-defect
problem for which of a PEC semi-spherical boss (or bump, in our nomenclature) is placed on
a PEC half-space [126]. Unfortunately, however, separation-of-variables techniques could not
effectively deal with penetrable layered media problems, as no series expansions are known
to satisfy the suitable transmission conditions at the planar interfaces between two dielectric
or finitely-conducting layers.
An alternative to separation-of-variables techniques was then considered by Maue in
1949 [85]. Resorting to use of Kirchhoff’s integral representation formula—which he re-
derived from Green’s third identity utilizing the free-space Green function for the Helmholtz
equation—Maue showed that problems of scattering by PEC bounded obstacles in free-space
can be recast as a boundary integral equation (BIE). As was shown in subsequent years by
a number of authors, general problems of scattering—not only arising in electromagnetism,
but also in acoustic and linear elasticity—can often by recast in terms of boundary inte-
gral formulations, provided that a suitable Green function is available. When this is the
case, the scattered field can be expressed in terms of an integral representation formula
which contains an integral density function—which can itself be obtained as a solution of
an associated BIE. BIE methods, such as boundary element methods [114] as well as high-
order Nystro¨m methods [23, 27, 29, 31, 75, 84], provide several advantages over methods
based on volume discretization of the computational domain, such as finite difference and
finite element methods. For example, BIE methods can easily handle unbounded domains
and radiation conditions at infinity without recourse to approximate absorbing/transparent
boundary conditions for truncation of the computational domain [58]. Additionally, BIE
methods are based on discretization of the relevant physical boundaries, and they therefore
give rise to linear systems of reduced dimensionality—which, although dense, can be effi-
ciently solved by means of accelerated iterative linear algebra solvers [13, 17, 29, 59]. And,
5finally, BIE methods do not suffer from dispersion errors, which is a highly desirable property
in the context of wave propagation problems.
To highlight these issues we mention the contribution [40], one of whose authors is also
the author of the renowned FDTD text [122] (finite-difference time-domain). In particular,
the contribution [40] utilizes the FDTD scheme to solve the problem of scattering of a plane
electromagnetic wave by a two-dimensional circular dielectric scatterer. The wavelength of
the incident plane wave in this example is 500 nm and the diameter of the circles is 5 µm—
which makes the circles 10 wavelengths in diameter. Using 100 points per wavelength the
FDTD discretization required around 12 million grid points in the interior of each one of the
circles to achieve errors of ±15 percent of the value of the exact solution. The total number of
grid points needed to achieve such errors was, of course, much larger than 12 million, as the
FDTD scheme also required a fine discretization of the exterior domain including the PML
regions, that must be placed at a certain distance from the obstacles to suppress unwanted
features such as frequency-dependent reflections [122]. Comparable errors are obtained in
this thesis for similar problems on the basis of discretizations containing a total of the order
of 100 points. Thus, as is well known, use of integral equation methods enable solution of a
wide range of problems that lie well outside the range of applicability of volumetric methods.
In spite of these advantages, integral equation methods for problems of scattering in
presence of layered media have remained inefficient—in view of the expense required for
computation of the point values of the Green function suitable for layered media—which has
typically rendered BIE treatment of large scale three-dimensional layered-media scattering
problems essentially unfeasible. As discussed in what follows, this thesis provides an efficient
integral-equation alternative for the solution of layered-media problems.
Content and Layout of the Thesis. As discussed above, the classical BIE approach for
layered-media problems is based on use of the layer Green function (LGF) in conjunction
with an integral equation posed on the boundary of each bounded obstacle (Section 2.4).
The LGF, which is in fact closely related to the aforementioned Sommerfeld’s half-space
excitation problem and which can be obtained by means of the corresponding Sommerfeld
6integrals, equals the (total field) solution of the problem of scattering of a point source
embedded in one of the layers. Thus, a scattering solution produced by means of the LGF
automatically enforces the transmission conditions on the planar interfaces.
In the earlier stages of this thesis work an improved and extended high-order LGF-based
integral equation method [104] was introduced which can be used to tackle general problems
of scattering by defects in the presence of layered media in two-dimensional space (Chapter 3).
The proposed method enjoys several advantages: a) it requires evaluation of a minimal
number of integral operators (and, thus, a minimal number of Sommerfeld-integrals); b) it is
based on a highly-efficient procedure we introduced (on the basis of windowing methods) for
evaluation of Sommerfeld integrals; and c) it incorporates a novel algorithm for resolution
of spurious resonances that arise in our minimal integral-equation formulation.
The interest in the problems of scattering by obstacles and defects in layered media
arose from a collaboration with a group of applied physicists at The University of Michigan
seeking to quantify electromagnetic power absorption that arises as electromagnetic fields
illuminate rough conducting surfaces [105]. This collaboration led to the development and
validation of the LGF approach described above. In particular, numerical studies based on
our LGF algorithm revealed that a connection exists between enhanced power absorption
and the existence of certain “pseudo-resonant” frequencies—that correspond to scattering
poles near the real axis—at which large currents are induced near the boundary of the defect;
see Section 3.5.1. As discussed in that section, further, the LGF algorithm was also utilized
to study pseudo-resonance phenomenon in the context of surface plasmons scattering by
micro-cavities in metals.
In view of the aforementioned work on the LGF method it is expected that complex
three-dimensional problems cannot be reasonably treated by means of a method of LGF-
type. In fact it was this very difficulty that led to our development of a novel BIE approach
that outperforms the LGF method by completely bypassing the use of expensive Sommerfeld
integrals. This new approach (Chapter 4 and [24]), which is referred to as the Windowed
Green Function (WGF) method, is based on use of smooth windowing functions and integral
kernels that can be expressed directly in terms of the free-space Green function. The WGF
7method is fast, accurate, flexible and easy to implement. In particular straightforward
modifications of existing (accelerated or unaccelerated) solvers suffice to incorporate the
WGF capability. The mathematical basis of the method is simple: the approach relies on
a certain integral equation that is smoothly windowed by means of a low-rise windowing
function, and is thus supported on the union of the obstacle and a small flat section of the
interface between the two penetrable media. Various numerical experiments presented in
this thesis demonstrate that both the near- and far-field errors resulting from the proposed
approach decrease faster than any negative power of the window size. In some of those
examples the proposed method is up to thousands of times faster, for a given accuracy, than a
corresponding LGF method (Figure 4.14). Analysis and generalizations of the WGF method
to problems of scattering by obstacles in layered media composed by any finite number of
layers in two (Chapter 5) and three spatial dimensions (Chapter 6) are also included in this
dissertation.
This thesis is organized as follows. Chapter 2 presents both previously existing as well as
new background materials concerning problems of scattering in the presence of layered media.
These include the exact solution of the problem of scattering of a plane-wave by (planar)
two- and multi-layer media, a detailed derivation and asymptotic analysis of the layer Green
function in two and three spatial dimensions, a window-integration procedure for the efficient
numerical evaluation of Sommerfeld integrals, and the description of a simple version of the
aforementioned high-order Nystro¨m-LGF method for problems of scattering by obstacles
in the presence of layered media. Chapter 3 presents our full LGF method for problems
of scattering by surface defects in the presence of layered media, and it includes sample
applications to problems of electromagnetic power absorption and surface-plasmon-polariton
scattering by metals. Chapter 4 introduces the WGF method for the problems of scattering
by defects in a two-layer medium in two-dimensions, and presents a theoretical basis for the
observed algorithmic traits. Chapters 5 and 6 then extend the approach to general multi-layer
structures in two dimensions, and to three-dimensional scattering problems, respectively.
Chapter 7, finally, presents our conclusions along with a description of ongoing and suggested
future work.
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Scattering in planar layered media:
Basic elements
The present chapter concerns three classical problems of scattering by layered media, namely,
1) scattering of a plane-wave by a planar layered medium, 2) scattering of a point-source field
by a planar layered medium and evaluation of associated Sommerfeld integrals, and 3) scat-
tering of a plane-wave by an bounded obstacle embedded in a planar layered medium, under
the simplifying assumption (that is eliminated in Chapter 3) that the obstacle boundary
does not intersect any of the planar interfaces between the layers. In particular, this chap-
ter summarizes certain well-known aspects of the aforementioned problems as well as novel
results concerning the numerical evaluation of Sommerfeld integrals and their asymptotics
(Sections 2.3.4 and 2.3.5, respectively).
The structure of this chapter is as follows: Section 2.1 describes the geometry of the
planar layered media considered throughout this thesis and it presents the relevant par-
tial differential equations and boundary/transmission conditions at material interfaces that
arise in problems of electromagnetic scattering in the frequency domain. Section 2.2, in
turn, presents closed-form expressions for the solution of the problem of scattering of a
plane electromagnetic wave by a layered medium. Subsequently, Section 2.3 deals with the
problem of scattering of a point-source field by planar layered media, whose solution equals
the so-called layer Green function. Finally, Section 2.4 describes the aforementioned LGF
boundary integral equation methods for the numerical solution of problems of scattering by
obstacles embedded in a layered medium, and it illustrates the presentation by means of a
9few representative numerical examples.
2.1 Preliminary considerations
Throughout this thesis we consider planar layered media composed by N (N > 1) layers
Dj = {−dj < y < −dj−1} of homogeneous dielectric/conducting materials. We let Πj =
{y = −dj} denote the plane at the interface between the layers Dj and Dj+1, j = 1, . . . , N−1,
(see Figure 2.1), where dj+1 > dj and d0 = −∞ and dN =∞.
Π1
Π2
ΠN−2
ΠN−1
D1
D2
DN−1
...
DN
...
z
x
y
Figure 2.1: Planar layered medium.
Under the assumption that the electromagnetic field is driven by a time-harmonic source
with time dependence given by e−iωt (where ω > 0 denotes the angular frequency), it follows
that the total electric and total magnetic fields E and H satisfy Maxwell’s equations [18, 64]
curl E− iωµjH = 0, (2.1a)
curl H + iωεjE = 0, (2.1b)
within the layer Dj, j = 1, . . . , N , with material constants µj and εj = ε
′
j +
iσj
ω
. Here ε′j,
σj ≥ 0 and µj > 0 denote the electrical permittivity, the electrical conductivity, and the
magnetic permeability of the medium Dj, respectively.
The transmission conditions satisfied at the interface between two dielectric or conduct-
ing media [18, 64] enforce the continuity of the tangential components of the electric and
magnetic fields across Πj for j = 1, . . . , N − 1. Letting Ej (resp. Hj) denote the limit
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value of the electric (resp. magnetic) field at Πj from the subdomain Dj, these continuity
conditions can be expressed in the forms
n× [Ej − Ej+1] = 0, (2.2a)
n× [Hj −Hj+1] = 0, (2.2b)
on Πj, where n denotes the unit normal vector which points from the dielectric medium
Dj+1 to the dielectric medium Dj.
The transmission conditions (2.2) become boundary conditions when one of the media,
say Dj+1, is made of a infinitely conducting material. In fact, modeling Dj+1 as a perfect
electric conductor (PEC), that is, setting σj+1 = ∞, the transmission conditions (2.2a)
and (2.2b) reduce to the boundary condition
n× Ej = 0 (2.3)
at the PEC boundary.
2.2 Plane-wave scattering
2.2.1 Maxwell’s equations in TE and TM polarizations
The present section describes how, under certain symmetry assumptions, the Maxwell’s
system (2.1) in three-dimensional space can be equivalently expressed as a decoupled system
of Helmholtz equations in a (two-dimensional) plane.
Consider an electromagnetic field (E,H), solution of (2.1), which remains constant along
the z-axis:
E(r) = Ex(x, y)ex + Ey(x, y)ey + Ez(x, y)ez,
H(r) = Hx(x, y)ex +Hy(x, y)ey +Hz(x, y)ez,
where ex = (1, 0, 0), ey = (0, 1, 0) and ez = (0, 0, 1) denote the canonical basis vectors. It is
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easy to check that the field (E,H) is a solution of Maxwell’s equations (2.1) if and only if
the equations
∂Ez
∂y
− iωµjHx = 0, (2.4a)
−∂Ez
∂x
− iωµjHy = 0, (2.4b)(
∂Ey
∂x
− ∂Ex
∂y
)
− iωµjHz = 0, (2.4c)
and
∂Hz
∂y
+ iωεjEx = 0, (2.5a)
−∂Hz
∂x
+ iωεjEy = 0, (2.5b)(
∂Hy
∂x
− ∂Hx
∂y
)
+ iωεjEz = 0, (2.5c)
are satisfied. It follows from (2.4) and (2.5) that the electromagnetic field is completely
determined by Ez and Hz:
E =
i
ωε
∂Hz
∂y
ex − i
ωε
∂Hz
∂x
ey + Ezez, (2.6a)
H = − i
ωµ
∂Ez
∂y
ex +
i
ωµ
∂Ez
∂x
ey +Hzez. (2.6b)
Substituting these expressions into (2.4c) and (2.5c), and defining the wavenumber kj by
k2j = ω
2εjµj = ω
2
(
ε′j +
iσj
ω
)
µj, (2.7)
we obtain the Helmholtz equations
∂2Ez
∂x2
+
∂2Ez
∂y2
+ k2jEz = 0, (2.8a)
∂2Hz
∂x2
+
∂2Hz
∂y2
+ k2jHz = 0, (2.8b)
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for the z components Ez and Hz. It is easy to check that equations (2.6) and (2.8) are
equivalent to (2.4) and (2.5).
The electromagnetic field (E,H) obtained by solving (2.8a) for Ez, assuming Hz = 0, is
known as the transverse electric (TE) field, while the solution obtained by solving (2.8b) for
Hz, assuming Ez = 0, is known as the transverse magnetic (TM) field.
Noting, on the other hand, that at the interface Πj the z-coordinates of the tangential
components of the fields are given by
(n× Ej) · ez = − i
ωεj
∇Hjz · n = − i
ωεj
∂Hjz
∂n
,
(n×Hj) · ez = i
ωµj
∇Ejz · n = i
ωµj
∂Ejz
∂n
,
it follows that the transmission conditions (2.2) can be expressed (in terms of Ez and Hz
only) as
Ejz = Ej+1,z,
∂Ejz
∂n
= νEj
∂Ej+1,z
∂n
, (2.9a)
Hjz = Hj+1,z,
∂Hjz
∂n
= νHj
∂Hj+1,z
∂n
, (2.9b)
at the interface Πj, where
νEj =
µj
µj+1
and νHj =
εj
εj+1
. (2.10)
Similarly, the boundary condition (2.3) at the boundary of a PEC leads to the following
boundary conditions for the transverse components of the electric and magnetic fields:
Ez = 0, (2.11a)
∂Hz
∂n
= 0. (2.11b)
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2.2.2 Two-layer medium
Consider a layered medium composed of two half-spaces D1 = {y > 0} and D2 = {y < 0}
characterized by their respective wavenumbers, k1 and k2, and let Π1 = {y = 0} be the inter-
face between the half-spaces. Further, let an incident electromagnetic plane-wave (Einc,Hinc)
of the form
Einc = (p× k) eik·r and Hinc = 1
ωµ1
k× Einc, (2.12)
be given, where p = (px, py, pz) is a constant vector parallel to H, and where, without loss of
generality, a wavevector of the form k = (k1x,−k1y, 0), k1y ≥ 0, with |k| =
√
k21x + k
2
1y = k1 is
assumed. Clearly, the z-independent plane-wave (2.12), which is determined by its transverse
components Eincz = E0 e
i(k1xx−k1yy) (E0 = −pyk1x − pxk1y) and H incz = H0 ei(k1xx−k1yy) (H0 =
k1pz), is a solution of (2.1) in D1.
Similarly, the total electromagnetic field (Ej,Hj) in Dj, which equals the incident plus
the reflected field in D1, and equals the transmitted field in D2, is completely determined by
Ejz and Hjz, which satisfy homogeneous Helmholtz equations (2.8a) and (2.8b) in Dj with
k = kj and transmission conditions (2.9a) and (2.9b) with j = 1.
Applying the method of separations of variables and using the continuity of total trans-
verse fields across Π1, we get that the physically meaningful solutions Ez and Hz of (2.8a)
and (2.8b) respectively, are given by
Ez(x, y) = E0 e
ik1xx
 e−ik1yy +RTE12 eik1yy in D1,TTE12 e−ik2yy in D2, (2.13a)
and
Hz(x, y) = H0 e
ik1xx
 e−ik1yy +RTM12 eik1yy in D1,TTM12 e−ik2yy in D2, (2.13b)
where k2y =
√
k22 − k21x with the complex square root defined such that Im k2y ≥ 0 and
Re k2y > 0. Note, in particular, that k2y equals
√
k22 − k21x if k22 ≥ k21x, and it equals
i
√
k21x − k22 if k22 < k21x in the case Im k2 = 0. Thus, enforcing the transmission condi-
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tions (2.9a) and (2.9b), we obtain the following systems of equations:
1 +RTE12 = T
TE
12 , k1y(1−RTE12 ) = k2yνE1 TTE12 ,
1 +RTM12 = T
TM
12 , k1y(1−RTM12 ) = k2yνH1 TTM12 ,
whose solutions are the Fresnel coefficients [18]:
RTEj,j+1 =
kjy − νEj kj+1,y
kjy + νEj kj+1,y
, TTEj,j+1 =
2kjy
kjy + νEj kj+1,y
, (2.14a)
RTMj,j+1 =
kjy − νHj kj+1,y
kjy + νHj kj+1,y
, TTMj,j+1 =
2kjy
kjy + νHj kj+1,y
. (2.14b)
The fields E0R
TE
12 e
ik1xx+ik1yy and H0R
TM
12 e
ik1xx+ik1yy in (2.13) are referred to as reflected
fields, while the fields E0T
TE
12 e
ik1xx−ik2yy and H0TTM12 e
ik1xx−ik2yy are referred to as transmit-
ted fields. The physical interpretation of the reflected fields and the transmitted fields in
the case Im k2 = 0, k
2
2 ≥ k21x, corresponds to plane-waves that propagate upwards and down-
wards, respectively, whose directions of propagation are determined by Snells’s law [18]. The
transmitted fields corresponding to wavenumbers k22 < k
2
1x or Im k2 > 0, in turn, correspond
to evanescent waves that decay exponentially towards the lower half-plane, and thus they do
not propagate.
Finally, we note that in the presence of a PEC half-plane D2, the total transverse electric
and magnetic fields are given by
Ez(x, y) = E0 e
ik1xx
 e−ik1yy− eik1yy in D1,0 in D2, (2.15a)
and
Hz(x, y) = H0 e
ik1xx
 e−ik1yy + eik1yy in D1,0 in D2, (2.15b)
in TE and TM polarizations respectively.
The final expression for the electromagnetic field (E,H) solution of (2.1) is obtained by
replacing (2.13) or (2.15) in (2.6), depending on whether a penetrable or PEC layer D2 is
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considered.
2.2.3 Multi-layer medium
Utilizing the physical nomenclature considered in Section 2.2.2 we now derive the solution of
the problem of scattering of a plane electromagnetic wave by a layered medium composed by
N layers, with planar interfaces Πj determined by positive numbers dj, j = 1, . . . , N−1. The
derivations presented in this subsection are based on the waves-tracing arguments presented
in [41], which date back to the seminal work of G. G. Stokes [120]. Similar derivations can
also be found [20, 124].
For the sake of brevity in the exposition only the TE-polarization case in presented in
this section. The TM-polarization case is completely analogous. Letting kjy =
√
k2j − k21y,
j = 2, . . . , N , where once again the complex square root is defined such that Im kjz ≥ 0 and
Re kjy > 0, the total transverse electric field is expressed as
Ez(x, y) = E0 e
ik1xx
 e−ik1yy +R˜TE12 eik1y(y+2d1) in D1,ATEj {e−ikjyy +R˜TEj,j+1 eikjy(y+2dj)} in Dj, 2 ≤ j ≤ N, (2.16)
in terms of the generalized reflection coefficients R˜TEj,j+1 and amplitudes A
TE
j . Clearly Ez
in (2.16) satisfies the Helmholtz equation with wavenumber kj in each one of the layers Dj,
j = 1, . . . , N .
In order to determine the unknown coefficients R˜TEj,j+1 and A
TE
j , we observe that the down-
going wave within Dj, which equals A
TE
j e
ikjydj−1 at Πj−1, is given by the transmitted wave
from the layer above, which equals TTEj−1,jA
TE
j−1 e
ikj−1,ydj−1 at Πj−1, plus the reflected wave by
the layer below that is reflected by the layer above, which equalsRTEj,j−1A
TE
j R˜
TE
j,j+1 e
ikjy(2dj−dj−1)
at Πj−1. Therefore, it follows from (2.16) that the down-going wave at Πj−1 satisfies
ATEj e
ikjydj−1 = TTEj−1,jA
TE
j−1 e
ikj−1,ydj−1 +RTEj,j−1A
TE
j R˜
TE
j,j+1 e
ikjy(2dj−dj−1) . (2.17)
On the other hand, the up-going wave within Dj−1, which equals ATEj−1R˜
TE
j−1,j e
ikj−1,ydj−1
at Πj−1, is caused by the reflection of the down-going wave reflected by the layer below,
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which equals ATEj−1R
TE
j−1,j e
ikj−1,ydj−1 at Πj−1, plus the transmission of the up-going wave in
layer below, which equals TTEj,j−1A
TE
j R˜
TE
j,j+1 e
ikjy(2dj−dj−1) at Πj−1. Thus, from (2.16) we obtain
that the up-going wave at Πj−1 satisfies
ATEj−1R˜
TE
j−1,j e
ikj−1,ydj−1 = ATEj−1R
TE
j−1,j e
ikj−1,ydj−1 +Tj,j−1ATEj R˜
TE
j,j+1 e
ikjy(2dj−dj−1) . (2.18)
From Equations (2.17) and (2.18) we then obtain the following recursive relations for the
amplitudes and generalized reflection coefficients:
ATEj =
TTEj−1,jA
TE
j−1 e
i(kj−1,y−kjy)dj−1
1−RTEj,j−1R˜TEj,j+1 e2ikjy(dj−dj−1)
, (2.19a)
R˜TEj−1,j = R
TE
j−1,j +
TTEj,j−1R˜
TE
j,j+1T
TE
j−1,j e
2ikjy(dj−dj−1)
1−RTEj,j−1R˜TEj,j+1 e2ikjy(dj−dj−1)
, (2.19b)
where RTEj and T
TE
j are defined in (2.14a).
The condition that there is no up-going wave in the lowermost layer, i.e., R˜TEN,N+1 = 0,
allows us to find the generalized reflection coefficients R˜TEj,j+1, j = 1, . . . N − 1, recursively.
Having obtained the generalized reflection coefficients, the amplitude coefficients ATEj , j =
2, . . . , N are determined from (2.19a) using the condition that ATE1 = 1.
2.3 The Layer Green function
2.3.1 Line source in a two-layer medium
In this section we consider the problem of evaluation of the electromagnetic field produced
by a line source along a straight line parallel to the planar interface contained in a two-layer
medium. In view of the discussion in Section 2.2.1 above, this is a two-dimensional problem.
Thus, it can be equivalently formulated as the problem of computing the Green function for
the Helmholtz equation in a layered medium composed by the half-planes D1 = {y > 0} =
R2+ and D2 = {y < 0} = R2−, with wavenumbers k1 and k2, respectively, whose common
boundary is Π1 = {y = 0}.
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The desired Green function, G(·, r′) : R2 → C, satisfies
∆rG(r, r
′) + k2jG(r, r
′) = −δr′ in Dj, j = 1, 2,
G(r, r′)
∣∣
y=0+
= G(r, r′)
∣∣
y=0− on Π1,
∂G
∂y
(r, r′)
∣∣∣∣
y=0+
= ν
∂G
∂y
(r, r′)
∣∣∣∣
y=0−
on Π1,
(2.20a)
and the Sommerfeld radiation condition [45] at infinity:
lim
|r|→∞
√
|r|
{
∂G
∂|r|(r, r
′)− ikjG(r, r′)
}
= 0 uniformly in all directions
r
|r| ∈ Dj,
(2.20b)
where the constant ν equals νE1 in TE-polarization and ν
H
1 in TM-polarization (see defini-
tion (2.10)), and where δr′ ∈ S ′(R2) denotes the Dirac delta distribution supported at the
point r′ ∈ R2. Throughout this section, we refer to r′ = (x′, y′) as the “source point”, and
to r = (x, y) as the “observation point”.
As is known, G can be computed explicitly in terms of Fourier integrals [20], sometimes
called Sommerfeld integrals. To obtain such explicit expressions, given a fixed point r′ ∈ Di,
i = 1, 2, we define the functions g
(i)
j (r) = G(r, r
′), r ∈ Dj, j = 1, 2. Expressing g(i)j as
inverse Fourier transforms
g
(i)
j (x, y) =
1
2pi
∫ ∞
−∞
ĝ
(i)
j (ξ, y) e
iξ(x−x′) dξ (2.21)
and replacing (2.21) in (2.20a), a system of ordinary differential equations (ODE) for the
unknown functions ĝ
(i)
j is obtained which can be solved analytically. Two cases arise. For
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r′ ∈ D1, the ODE system is given by
∂2ĝ
(1)
1
∂y2
− γ21 ĝ(1)1 = −δy′ if y > 0,
∂2ĝ
(1)
2
∂y2
− γ22 ĝ(1)2 = 0 if y < 0,
ĝ
(1)
1 (ξ, 0) = ĝ
(1)
2 (ξ, 0),
∂ĝ
(1)
1
∂y
(ξ, 0) = ν
∂ĝ
(1)
2
∂y
(ξ, 0),
whose unique physically admissible solution is
ĝ
(1)
1 (ξ, y) =
e−γ1|y−y
′|
2γ1
+R12
e−γ1|y+y
′|
2γ1
(y > 0),
ĝ
(1)
2 (ξ, y) = T12
eγ2y−γ1y
′
2γ1
(y < 0),
(2.22)
where
R12 =
γ1 − νγ2
γ1 + νγ2
, T12 =
2γ1
γ1 + νγ2
, (2.23)
and γj = γj(ξ) =
√
ξ2 − k2j . The determination of physically admissible branches of the
functions γj(ξ) =
√
ξ − kj
√
ξ + kj require selection of branch cuts for each one of the two
associated square root functions. The relevant branches, which are determined by consider-
ation of Sommerfeld’s radiation condition, are −3pi/2 ≤ arg(ξ − kj) < pi/2 for
√
ξ − kj and
−pi/2 ≤ arg(ξ + kj) < 3pi/2 for
√
ξ + kj. In particular, for real values of ξ and a positive
real wavenumber kj, we have that γj(ξ) =
√
ξ2 − k2j ≥ 0 if |ξ| ≥ kj and γj(ξ) = −i
√
k2j − ξ2
if |ξ| < kj with
√
k2j − ξ2 > 0. The domain of definition of the function γj is depicted in
Figure 2.2.
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Re ξ
Im ξ
kj
−kj
Figure 2.2: Branch-cuts and domain of definition for the function γj =
√
ξ2 − k2j .
Similarly, the ODE system for r′ ∈ D2 is given by
∂2ĝ
(2)
1
∂y2
− γ21 ĝ(2)1 = 0 if y > 0,
∂2ĝ
(2)
2
∂y2
− γ22 ĝ(2)2 = −δy′ if y < 0,
ĝ
(2)
1 (ξ, 0) = ĝ
(2)
2 (ξ, 0),
∂ĝ
(2)
1
∂y
(ξ, 0) = ν
∂ĝ
(2)
2
∂y
(ξ, 0),
whose solution can be expressed as
ĝ
(2)
1 (ξ, y) = T21
e−γ1y+γ2y
′
2γ2
(y > 0),
ĝ
(2)
2 (ξ, y) =
e−γ2|y−y
′|
2γ2
+R21
e−γ2|y+y
′|
2γ2
(y < 0),
(2.24)
where
R21 =
νγ2 − γ1
νγ2 + γ1
, T21 =
2νγ2
νγ2 + γ1
. (2.25)
Taking the inverse Fourier transform (2.21) of ĝ
(1)
j in (2.22) and ĝ
(2)
j in (2.24), and utilizing
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the well-known expression of the free-space Green function [41, 134]
i
4
H
(1)
0 (kj|r − r′|) =
1
4pi
∫ ∞
−∞
e−γj |y−y
′|
γj
eiξ(x−x
′) dξ, (2.26)
we obtain the following form of the Green function
G(r, r′) =

i
4
H
(1)
0 (k1|r − r′|) +
1
4pi
∫ ∞
−∞
R12
e−γ1|y+y
′|
γ1
eiξ(x−x
′) dξ, y′, y > 0,
1
4pi
∫ ∞
−∞
T12
eγ2y−γ1y
′
γ1
eiξ(x−x
′) dξ, y′ > 0, y < 0,
1
4pi
∫ ∞
−∞
T21
e−γ1y+γ2y
′
γ2
eiξ(x−x
′) dξ, y′ < 0, y > 0,
i
4
H
(1)
0 (k2|r − r′|) +
1
4pi
∫ ∞
−∞
R21
e−γ2|y+y
′|
γ2
eiξ(x−x
′) dξ, y′, y < 0,
(2.27)
where R12 = R12(ξ) and T12 = T12(ξ) (resp. R21 = R21(ξ) and T21 = T21(ξ)) are defined in
(2.23) (resp. (2.25)).
The fact that the expression in (2.27) satisfies the Sommerfeld radiation condition (2.20b)
is shown in Section 2.3.4 below.
Remark 2.3.1. It is easy to see from (2.27) and the definition of R12, T12, R21 and T21 that
the layer-Green function G(·, r′), solution of (2.20), satisfies
G(r, r′) =

G(r′, r), y, y′ > 0,
νG(r′, r), y > 0, y′ < 0,
1
ν
G(r′, r), y < 0, y′ > 0,
G(r′, r), y, y′ < 0.
(2.28)
Thus, taking the limits as y′ → 0± in (2.28) we obtain
G(r, r′)
∣∣
y′=0+ = G(r
′, r)
∣∣
y′=0+ = G(r
′, r)
∣∣
y′=0− =
1
ν
G(r, r′)
∣∣
y′=0− ,
∂G
∂y′
(r, r′)
∣∣∣∣
y′=0+
=
∂G
∂y′
(r′, r)
∣∣∣∣
y′=0+
= ν
∂G
∂y′
(r′, r)
∣∣∣∣
y′=0−
=
∂G
∂y′
(r, r′)
∣∣∣∣
y′=0−
,
(2.29)
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for an observation point r = (x, y) ∈ D1 (y > 0), where the identities G(r′, r)
∣∣
y′=0+ =
G(r′, r)
∣∣
y′=0− and
∂G
∂y′ (r
′, r)
∣∣
y′=0+ = ν
∂G
∂y′ (r
′, r)
∣∣
y′=0− follow from the transmission conditions
in (2.20a). Similarly, for an observation point r = (x, y) ∈ D2 (y < 0) we obtain
G(r, r′)
∣∣
y′=0+ =
1
ν
G(r′, r)
∣∣
y′=0+ =
1
ν
G(r′, r)
∣∣
y′=0− =
1
ν
G(r, r′)
∣∣
y′=0− ,
∂G
∂y′
(r, r′)
∣∣∣∣
y′=0+
=
1
ν
∂G
∂y′
(r′, r)
∣∣∣∣
y′=0+
=
∂G
∂y′
(r′, r)
∣∣∣∣
y′=0−
=
∂G
∂y′
(r, r′)
∣∣∣∣
y′=0−
.
(2.30)
Therefore we conclude that the function G(r, ·) : R2 → C satisfies
∆r′G(r, r
′) + k2jG(r, r
′) = −δr in Dj, j = 1, 2,
νG(r, r′)
∣∣
y′=0+ = G(r, r
′)
∣∣
y′=0− on Π1,
∂G
∂y′
(r, r′)
∣∣∣∣
y′=0+
=
∂G
∂y′
(r, r′)
∣∣∣∣
y′=0−
on Π1,
and the radiation condition
lim
|r|→∞
√
|r′|
{
∂G
∂|r′|(r, r
′)− ikjG(r, r′)
}
= 0 uniformly in all directions
r′
|r′| ∈ Dj.
(2.31)
In order to improve the rate of decay as |ξ| → ∞ of the functions that define ĝ(i)j (ξ, y),
so that the spatial derivatives of G can be computed differentiating under the integral sign
of the inverse Fourier transform even in the case y = y′ = 0, we express (2.22) and (2.24) as
ĝ
(1)
1 (ξ, y) =
e−γ1|y−y
′|
2γ1
+
(
1− ν
1 + ν
)
e−γ1|y+y
′|
2γ1
+
ν(k22 − k21) e−γ1(y+y′)
(1 + ν)(γ1 + νγ2)(γ1 + γ2)γ1
(y > 0),
ĝ
(1)
2 (ξ, y) =
(
1
1 + ν
)
e−γ1(y
′−y)
γ1
+
{
eγ2y−γ1y
′
γ1 + νγ2
−
(
1
1 + ν
)
e−γ1(y
′−y)
γ1
}
(y < 0),
(2.32a)
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for r′ ∈ D1, and
ĝ
(2)
1 (ξ, y) =
(
ν
1 + ν
)
e−γ2|y−y
′|
γ2
+
{
ν e−γ1y+γ2y
′
γ1 + νγ2
− ν
1 + ν
e−γ2(y−y
′)
γ2
}
(y > 0),
ĝ
(2)
2 (ξ, y) =
e−γ2|y−y
′|
2γ2
+
(
ν − 1
ν + 1
)
e−γ2|y+y
′|
2γ2
+
ν(k21 − k22) eγ2(y+y′)
(1 + ν)(γ1 + νγ2)(γ2 + γ1)γ2
(y < 0),
(2.32b)
for r′ ∈ D2.
Note that the following asymptotic estimates hold for the last term in each of the formu-
lae (2.32) above:
∣∣∣∣ e−γ1(y+y′)(γ1 + νγ2)(γ1 + γ2)γ1
∣∣∣∣ = O(e−|ξ|(y+y′) |ξ|−3), (y, y′ > 0),∣∣∣∣ eγ2y−γ1y′γ1 + νγ2 − 11 + ν e
−γ1(y′−y)
γ1
∣∣∣∣ = O(e−|ξ|(y′−y) |ξ|−3), (y < 0, y′ > 0),∣∣∣∣ν e−γ1y+γ2y′γ1 + νγ2 − ν1 + ν e
−γ2(y−y′)
γ2
∣∣∣∣ = O(e−|ξ|(y−y′) |ξ|−3), (y > 0, y′ < 0),∣∣∣∣ ν(k21 − k22) eγ2(y+y′)(1 + ν)(γ1 + νγ2)(γ2 + γ1)γ2
∣∣∣∣ = O(e−|ξ||y′+y| |ξ|−3), (y, y′ < 0),
(2.33)
as |ξ| → ∞. Thus, taking the inverse Fourier transform (2.21) of ĝ(i)j in (2.32) using the
identity in (2.26) we arrive to
G(r, r′) =

i
4
H
(1)
0 (k1|r − r′|) +
i
4
(
1− ν
1 + ν
)
H
(1)
0 (k1|r − r′|) + Φ(1)R (r, r′), y, y′ > 0,
i
2
(
1
1 + ν
)
H
(1)
0 (k1|r − r′|) + Φ(1)T (r, r′), y < 0, y′ > 0,
i
2
(
ν
1 + ν
)
H
(1)
0 (k2|r − r′|) + Φ(2)T (r, r′), y > 0, y′ < 0,
i
4
H
(1)
0 (k2|r − r′|) +
i
4
(
ν − 1
ν + 1
)
H
(1)
0 (k2|r − r′|) + Φ(2)R (r, r′), y, y′ < 0,
(2.34a)
where r′ = (x′,−y′) denotes the image of the source point r′ = (x′, y′) with respect to the
plane Π1 = {y = 0} and where, taking advantage of the parity of γj, the functions Φ(i)R and
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Φ
(i)
T , i = 1, 2, are explicitly given by
Φ
(1)
R (r, r
′) =
ν(k22 − k21)
pi(1 + ν)
∫ ∞
0
e−γ1(y+y
′) cos(ξ(x− x′))
γ1(γ1 + γ2)(γ1 + νγ2)
dξ,
Φ
(1)
T (r, r
′) =
1
pi
∫ ∞
0
{
eγ2y−γ1y
′
γ1 + νγ2
− e
γ1(y−y′)
(1 + ν)γ1
}
cos(ξ(x− x′)) dξ,
Φ
(2)
T (r, r
′) =
ν
pi
∫ ∞
0
{
e−γ1y+γ2y
′
γ1 + νγ2
− e
−γ2(y−y′)
(ν + 1)γ2
}
cos(ξ(x− x′)) dξ,
Φ
(2)
R (r, r
′) =
ν(k21 − k22)
pi(ν + 1)
∫ ∞
0
eγ2(y+y
′) cos(ξ(x− x′))
γ2(γ2 + γ1)(γ1 + νγ2)
dξ.
(2.34b)
The expressions in (2.34) are utilized in Section 2.3.5 to numerically evaluate the layer Green
function.
In view of the enhanced decay (2.33) of each one of the integrands in (2.34b) together with
the Lebesgue’s dominated convergence theorem, the gradient of the Green function (2.34a)
can be evaluated from the expressions above by differentiation under the integral sign.
2.3.2 Point source in a two-layer medium
In this section we consider the full three-dimensional problem of finding the layer Green
function for the Helmholtz equation in a two-layer medium. Letting δr′ ∈ S ′(R3) denote the
Dirac delta function supported at the source point r′ = (x′, y′, z′) ∈ R3, we have that the
sought Green function, G(·, r′) : R3 → C, satisfies
∆rG(r, r
′) + k2jG(r, r
′) = −δr′ in Dj, j = 1, 2,
G(r, r′)|y=0+ = G(r, r′)|y=0− on Π1,
∂G
∂z
(r, r′)
∣∣∣∣
y=0+
= ν
∂G
∂z
(r, r′)
∣∣∣∣
y=0−
on Π1,
(2.35a)
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as well as the Sommerfeld radiation condition [45] at infinity
lim
|r|→∞
|r|
{
∂G
∂|r|(r, r
′)− ikjG(r, r′)
}
= 0 uniformly in all directions
r
|r| ∈ Dj ⊂ R
3.
(2.35b)
As in the two-dimensional case, G can be computed explicitly by means of the Fourier
transform. To obtain such explicit expression, given a fixed point source point r′ ∈ Di we
define the function g
(i)
j (r) = G(r, r
′) for an observation point r ∈ Dj, and we express it as
the inverse two-dimensional Fourier transform
g
(i)
j (x, y, z) =
1
(2pi)2
∫ ∞
−∞
∫ ∞
−∞
ĝ
(i)
j (ξ1, ξ2, y) e
i(ξ1(x−x′)+ξ2(z−z′)) dξ1 dξ2. (2.36)
Taking advantage of the cylindrical symmetry of the problem, we make the following change
of variables:
x− x′ = ρ cosα, z − z′ = ρ sinα,
for the spatial variables, where ρ =
√
(x− x′)2 + (y − y′)2 and 0 ≤ α ≤ 2pi, and
ξ1 = ξ cos β, ξ2 = ξ sin β, (2.37)
for the spectral variables, where ξ =
√
ξ21 + ξ
2
2 and 0 ≤ β ≤ 2pi.
Note that since g
(i)
j (x, y, z) is axisymmetric, i.e., does not depend on the angle θ, its
Fourier transform ĝ
(i)
j (ξ1, ξ2, y) does not depend on α. Therefore, we can simply write
ĝ
(i)
j (ξ1, ξ2, y) = ĝ
(i)
j (ξ, y). Then, using the change of variables (2.37) and the integral repre-
sentation of the Bessel function [134]
J0(t) =
1
2pi
∫ 2pi
0
eit cosβ dβ,
we obtain that (2.36) can be equivalently expressed as a Hankel transform
g
(i)
j (x, y, z) =
1
2pi
∫ ∞
0
ĝ
(i)
j (ξ, y)J0(ξρ)ξ dξ. (2.38)
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Replacing (2.38) in the partial differential equation (2.35a), we obtain the same system
of ODEs for ĝ
(i)
j (ξ, y) obtained in the previous section, whose solution is given in (2.22) for
r′ ∈ D1, and in (2.24) for r′ ∈ D2.
Subsequently, taking the inverse Hankel transform as defined in (2.38), of ĝ
(i)
j (ξ, y) and
using the identity
eikj |r−r
′|
4pi|r − r′| =
1
4pi
∫ ∞
0
e−γj |y−y
′|
γj
J0(ξρ)ξ dξ, (2.39)
we obtain that the Green function is given by
G(r, r′) =

eik1|r−r
′|
4pi|r − r′| +
1
4pi
∫ ∞
0
R12
e−γ1|y+y
′|
γ1
J0(ξρ)ξ dξ, y, y
′ > 0,
1
4pi
∫ ∞
0
T12
eγ2y−γ1y
′
γ1
J0(ξρ)ξ dξ, y < 0, y
′ > 0,
1
4pi
∫ ∞
0
T21
e−γ1y+γ2y
′
γ2
J0(ξρ)ξ dξ, y > 0, y
′ < 0,
eik2|r−r
′|
4pi|r − r′| +
1
4pi
∫ ∞
0
R21
e−γ2|y+y
′|
γ2
J0(ξρ)ξ dξ, y, y
′ < 0,
(2.40)
where R12 = R12(ξ) and T12 = T12(ξ) (resp. R21 = R21(ξ) and T21 = T21(ξ)) are defined in
(2.23) (resp. (2.25)).
As in the two-dimensional case, the Green function can be equivalently expressed as
G(r, r′) =

eik1|r−r
′|
4pi|r − r′| +
(
1− ν
1 + ν
)
eik1|r−r
′|
4pi|r − r′| + Φ
(1)
R (r, r
′), y, y′ > 0,(
1
1 + ν
)
eik1|r−r
′|
2pi|r − r′| + Φ
(1)
T (r, r
′), y < 0, y′ > 0,(
ν
1 + ν
)
eik2|r−r
′|
2pi|r − r′| + Φ
(2)
T (r, r
′), y > 0, y′ < 0,
eik2|r−r
′|
4pi|r − r′| +
(
ν − 1
ν + 1
)
eik1|r−r
′|
4pi|r − r′| + Φ
(2)
R (r, r
′), y, y′ < 0,
(2.41a)
in terms of improper integrals that can be differentiated for all observation and source points,
where r′ = (x′,−y′, z′) denotes the image of the source point r′ = (x′, y′, z′) with respect to
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the plane Π1 = {y = 0} and where the functions Φ(i)R and Φ(i)T , i = 1, 2, are given by
Φ
(1)
R (r, r
′) =
ν(k22 − k21)
2pi(1 + ν)
∫ ∞
0
e−γ1(y+y
′)
γ1(γ1 + γ2)(γ1 + νγ2)
J0(ξρ)ξ dξ,
Φ
(1)
T (r, r
′) =
1
2pi
∫ ∞
0
{
eγ2y−γ1y
′
γ1 + νγ2
− e
γ1(y−y′)
(1 + ν)γ1
}
J0(ξρ)ξ dξ,
Φ
(2)
T (r, r
′) =
ν
2pi
∫ ∞
0
{
e−γ1y+γ2y
′
γ1 + νγ2
− e
−γ2(y−y′)
(ν + 1)γ2
}
J0(ξρ)ξ dξ,
Φ
(2)
R (r, r
′) =
ν(k21 − k22)
2pi(ν + 1)
∫ ∞
0
eγ2(y+y
′)
γ2(γ2 + γ1)(γ1 + νγ2)
J0(ξρ)ξ dξ.
(2.41b)
In view of the asymptotic expansion for the Bessel function J0(z) as |z| → ∞ [76, 134], the
integrands in (2.41b) above decay more slowly than their two-dimensional counterparts (2.33)
as |ξ| → ∞. However, they and their gradients with respect to r and r′ are still absolutely
integrable for all source and observation points.
2.3.3 Line and point sources in a three-layer medium
This section deals with the problem of computation of the Green function for a three-layer
medium in two and three dimensional spaces. Both Green functions are given by the solution
of the transmission problem:
∆rG(r, r
′) + k2jG(r, r
′) = −δr′ in Dj, j = 1, 2,
G(r, r′)
∣∣
y=−d+1
= G(r, r′)
∣∣
y=−d−1
on Π1,
G(r, r′)
∣∣
y=−d+2
= G(r, r′)
∣∣
y=−d−2
on Π2,
∂G
∂y
(r, r′)
∣∣∣∣
y=−d+1
= ν1
∂G
∂y
(r, r′)
∣∣∣∣
y=−d−1
on Π1,
∂G
∂y
(r, r′)
∣∣∣∣
y=−d+2
= ν2
∂G
∂y
(r, r′)
∣∣∣∣
y=−d−2
on Π2,
(2.42)
where δr′ denotes a line source δr′ = δx′δy, in the two dimensional case, and it denotes a
points source δr′ = δx′δz′δz′ in the three-dimensional case. The suitable radiation condition
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at infinity follows from the far-field form of the physically correct solution G obtained by
Fourier transformations techniques.
As in the previous sections, we start by expressing G as an inverse Fourier trans-
form (2.21) in the two-dimensional case, and as an inverse Hankel transform (2.38) in the
three-dimensional case. Replacing the resulting expressions for G in (2.42) and applying the
corresponding inverse transform we then obtain a system of ODEs for G = G(r, r′) in the
spectral form, which is denoted by ĝ
(i)
j (ξ, y) for observation and source points r ∈ Dj and
r′ ∈ Di, respectively. Solving the ODE system, eliminating all the exponentially growing
solutions (as |ξ| → ∞) and enforcing the transmission conditions at the planar interfaces Π1
and Π2, the functions ĝ
(i)
j (ξ, y), i, j = 1, 2, 3 are obtained in closed form. In detail, we obtain
that for a source point r′ ∈ D1, the solution of the ODE system is given by
ĝ
(1)
1 (ξ, y) =
1
2γ1
{
e−γ1|y−y
′|+
R12 +R23 e
2γ2(d1−d2)
1 +R12R23 e2γ2(d1−d2)
e−γ1(y+y
′+2d1)
}
,
ĝ
(1)
2 (ξ, y) =
1
2γ1
T12 e
d1(γ2−γ1)
[1 +R12R23 e2γ2(d1−d2)]
{
eγ2y−γ1y
′
+R23 e
−γ2(y+2d2)−γ1y′
}
,
ĝ
(1)
3 (ξ, y) =
1
2γ1
T23T12 e
d1(γ2−γ1)+d2(γ3−γ2)
[1 +R12R23 e2γ2(d1−d2)]
eγ3y−γ1y
′
,
(2.43a)
where
Rij =

γi − νiγj
γi + νiγj
if j > i,
νiγj − γi
νiγj + γi
if i > j,
and Tij = 1 +Rij.
The square root branches in the definition of γ3 =
√
ξ2 − k23 =
√
ξ − k3
√
ξ + k3 are the same
that were previously utilized in the definition of the functions γj, j = 1, 2. For a point source
in the middle layer r′ ∈ D2, on the other hand, we obtain
ĝ
(2)
1 (ξ, y) =
1
2γ2
T21
[
1 +R23 e
−2γ2(d2+y′)] eγ2y′
[1−R21R23 e2γ2(d1−d2)] e
−d1(γ1−γ2) e−γ1y,
ĝ
(2)
2 (ξ, y) =
1
2γ2
{
e−γ2|y−y
′|+A eγ2(y−y
′) +B e−γ2(y−y
′)
}
,
ĝ
(2)
3 (ξ, y) =
1
2γ2
T23
[
1 +R21 e
2γ2(d1+y′)
]
[1−R21R23 e2γ2(d1−d2)] e
d2(γ3−γ2) eγ3y−γ2y
′
,
(2.43b)
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where
A =
R21[1 +R23 e
−2γ2(d2+y′)] e2γ2(d1+y
′)
1−R21R23 e2γ2(d1−d2) and B =
R23[1 +R21 e
2γ2(d1+y′)] e−2γ2(d2+y
′)
1−R21R23 e2γ2(d1−d2) .
Finally, for a point source r′ ∈ D3, we have
ĝ
(3)
1 (y; ξ) =
1
2γ3
T21T32 e
d1(γ2−γ1)+d2(γ3−γ2)
[1 +R32R21 e2γ2(d1−d2)]
eγ3y
′−γ1y,
ĝ
(3)
2 (y; ξ) =
1
2γ3
T32 e
d2(γ3−γ2)
[1 +R32R21 e2γ2(d1−d2)]
{
e−γ2y+γ3y
′
+R21 e
γ2(y+2d1)+γ3y′
}
,
ĝ
(3)
3 (y; ξ) =
1
2γ3
{
e−γ3|y−y
′|+
R32 +R21 e
2γ2(d1−d2)
1 +R32R21 e2γ2(d1−d2)
eγ3(y+y
′+2d2)
}
.
(2.43c)
The layer Green function G is then obtained by evaluating the corresponding inverse
integral transform ((2.21) in the two-dimensional case and (2.38) in the three-dimensional
case) of the expressions in (2.43). Note that the point source term is explicitly obtained in
both cases utilizing the identities (2.26) and (2.39) in the two- and three-dimensional cases
respectively.
In order to improve the decay of the integrands in the resulting integral representation
of G, the functions ĝ
(i)
j , i, j = 1, 2, 3, are expressed as
[
ĝ
(i)
j − g˜(i)j
]
+ g˜
(i)
j , where g˜
(i)
j denotes
the leading order asymptotic expansion of ĝ
(i)
j as |ξ| → ∞, which is obtained utilizing the
relations
Rij =
1− νi
1 + νi
+
2νi(k
2
j − k2i )
(1 + νi)(γi + νiγj)(γi + γj)
=
1− νi
1 + νi
+O(|ξ|−2) (j > i),
Tij =
2
1 + νi
+
2νi(k
2
j − k2i )
(1 + νi)(γi + νiγj)(γi + γj)
=
2
1 + νi
+O(|ξ|−2) (j > i),
e−γjy = e−γiy
{
1 +O(|ξ|−1)}
(2.44)
as |ξ| → ∞. In view of (2.26) and (2.39) the inverse transform of g˜(i)j admits an explicit
expression. Clearly, ĝ
(i)
j − g˜(i)j decays faster than ĝ(i)j as |ξ| → ∞. Thus, the improved integral
representation of G, which can be numerically evaluated for all source and observation points,
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follows by taking inverse transform of
[
ĝ
(i)
j − g˜(i)j
]
+ g˜
(i)
j for i, j = 1, 2, 3.
2.3.4 Far-field pattern
The present section is devoted to the asymptotic analysis of the two- and three-dimensional
two-layer Green function (which were obtained in Sections 2.3.1 and 2.3.2), as |r| → ∞, for
a given point source r′ in space and fixed wavenumbers k1 and k2 (k1 > 0 and Im k2 ≥ 0).
The analysis presented here is based on the method of steepest descent for which we refer to
[15, 20, 21, 41, 51]. The relevant steepest-descents formulae are summarized in Appendix A.
Some of the results obtained in this subsection follow directly from the analysis provided by
Bleistein [15, Section 8.1] for the asymptotic approximation of layer Green function in the
limit when k1 →∞ for fixed spatial variables and a fixed index of refraction n = k2/k1.
In detail, this section provides the leading order asymptotic expansion of the reflected
and transmitted wave fields produced by point sources at r′ ∈ Dj, j = 1, 2, respectively,
at an observation point r ∈ D1 (y > 0) where |r|  1. The leading order asymptotic
expansions for the transmitted and reflected fields produced by point sources at r′ ∈ Dj,
j = 1, 2, respectively, at an observation point r ∈ D2 (y < 0), |r|  1, can be obtained
following a completely analogous procedure.
Polar coordinates. Expressing both the observation and source points in polar coordi-
nates (r = |r|(cos θ, sin θ), θ ∈ [0, pi], r′ = |r′|(cos θ′, sin θ′) for θ′ ∈ [0, 2pi]), the relevant
reflected and transmitted fields in (2.27) for the present y > 0 case become
GR(r, r
′) =
1
4pi
∫ ∞
−∞
R12
e−|r
′|(iξ cos θ′+γ1 sin θ′)
γ1
e|r|(iξ cos θ−γ1 sin θ) dξ
(
r′ ∈ D1 = R2+
)
, (2.45a)
and
GT (r, r
′) =
1
4pi
∫ ∞
−∞
T21
e−|r
′|(iξ cos θ′−γ2 sin θ′)
γ2
e|r|(iξ cos θ−γ1 sin θ) dξ
(
r′ ∈ D2 = R2−
)
, (2.45b)
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respectively. For notational simplicity we introduce the change of variables ξ = k1ζ; we thus
obtain
GR(r, r
′) =
1
4pi
∫ ∞
−∞
gR(ζ) e
|r|φ(ζ) dζ, (2.46a)
GT (r, r
′) =
ν
2pi
∫ ∞
−∞
gT (ζ) e
|r|φ(ζ) dζ, (2.46b)
where
gR(ζ) =
√
ζ2 − 1− ν√ζ2 − n2√
ζ2 − 1 + ν√ζ2 − n2 e
−i|r′|k1(ζ cos θ′−i
√
ζ2−1 sin θ′)√
ζ2 − 1 , (2.47a)
gT (ζ) =
e−ik1|r
′|(ζ cos θ′+i
√
ζ2−n2 sin θ′)√
ζ2 − 1 + ν√ζ2 − n2 , (2.47b)
φ(ζ) = ik1(ζ cos θ + i
√
ζ2 − 1 sin θ), (2.47c)
and
√
ζ2 − 1 = γ1(ζk1)/k1 and
√
ζ2 − n2 = γ2(ζk1)/k1.
Saddle points. In view of (2.47c) it follows that the first two derivatives of the phase
function φ are given by
φ′(ζ) = ik1
(
cos θ + i
ζ sin θ√
ζ2 − 1
)
and φ′′(ζ) =
k1 sin θ
(ζ2 − 1)√ζ2 − 1 .
From the saddle-point condition φ′(ζ0) = 0 we see that there is only one saddle point, given
by ζ0 = cos θ ∈ R, at which
φ(ζ0) = ik1 and φ
′′(ζ0) = − ik1
sin2 θ
.
With reference to equation (A.2) it therefore follows that the directions of steepest descent at
the saddle point are given by αp = −α/2+(2p+1)pi/2, p = 0, 1, where α = arg φ′′(ζ0) = −pi/2
(here we select arg z ∈ (−pi, pi]). Clearly, α0 = 3pi/4 and α1 = −pi/4.
In oder to asymptotically determine the path of steepest descent passing through ζ0 we
observe that for large values of |ζ| with ζ in the first or fourth quadrants we have√ζ2 − 1 ∼ ζ.
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Consequently, the phase function satisfies
φ(ζ) = k1ζ (− sin θ + i cos θ) +O(|ζ|−1)
= − k1 {sin θRe ζ + cos θIm ζ}+ ik1 {cos θRe ζ − sin θIm ζ}+O(|ζ|−1).
Since on the path of steepest descent, which is denoted by D, the imaginary part of φ remains
constant and equal to k1, we conclude that D approaches the line
Im ζ =
cos θ
sin θ
Re ζ − 1
sin θ
as |ζ| → ∞,
for Re ζ > 0. For large values of |ζ|, with ζ in the second or third quadrants, on the other
hand, we have
√
ζ2 − 1 ∼ −ζ. Thus, in this case we obtain that the steepest descent path
approaches the line
Im ζ = −cos θ
sin θ
Re ζ +
1
sin θ
as |ζ| → ∞,
for Re ζ < 0.
This analysis implies that D intersects the real axis at two points; at the saddle point
ζ = cos θ, of course, and at ζ = 1/ cos θ, where the latter was obtained by noting that
φ
(
1
cos θ
)
= −k1 sin
2 θ
| cos θ| + ik1.
The paths of steepest descent for the cases x > 0 and x < 0, are depicted in Figure 2.3.
From (A.2) it follows directly that, provided gT and gR are continuous and do not vanish
at the point ζ = ζ0, the saddle point contribution to the asymptotic expansion of (2.46a) as
|r| → ∞ is given by
G
(1)
R (r, r
′) =
i
4pi
sin θ − iν√cos2 θ − n2
sin θ + iν
√
cos2 θ − n2
√
2pi
k1|r| e
−i|r′|k1 cos(θ+θ′) eik1|r|−ipi/4, (2.48a)
while the saddle point contribution to the asymptotic expansion of (2.46b) as |r| → ∞ is
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given by
G
(1)
T (r, r
′) =
iν
2pi
sin θ e−ik1|r
′|(cos θ cos θ′+i√cos2 θ−n2 sin θ′)
sin θ + iν
√
cos2 θ − n2
√
2pi
k1|r| e
ik1|r|−ipi/4 . (2.48b)
There are, however, four potential saddle points which are concurrently branch points at
which this assumption is certainly not true. These are ζ0 = ±n and ζ0 = ±1.
In the case of a saddle point given by ζ0 = ±n it can be shown that the integrands gR
and gT can be expressed as p(ζ) + q(ζ)(ζ − ζ0)1/2, where p and q are analytic functions in
a neighborhood of ζ0. Thus, from (A.3) we readily check that formulae (2.48) still remain
valid in this case.
A saddle point given by ζ0 = cos θ = ±1, on the other hand, presents an additional
difficulty, as the phase function ceases to be analytic at those points. Nevertheless, formulae
(2.48) remain valid for θ = 0, pi for as a long as θ′ 6= 0, pi. This can be proved by applying
the steepest descents method to obtain the leading order terms of the expansions of GR
as |r − r′| → ∞ and GT as |r − r′| → ∞ first, and subsequently using the fact that
|r − p| = |r| − r·p|r| +O
(
1
|r|
)
as |r| → ∞, where p = r′ in the case of GR and p = r′ in the
case of GT .
Polar singularities. We next consider the possibility of contributions to the asymptotic
expansions of GR and GT due to poles of the functions gR and gT , respectively, which could
arise when such poles happen to lie inside the region bounded by the ζ-real-axis to the path
of steepest descent D. From (2.47) it follows that the possible poles of gT and gR must be
given by the solutions of the algebraic equation
(ζ2 − 1)− ν2(ζ2 − n2) = 0. (2.49)
Clearly, solutions to this equation exist only when ν 6= ±1 and are given by
ζ = ±
√
n2ν2 − 1
ν2 − 1 . (2.50)
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Thus, in view of (2.50), in the case of a real wavenumber k2 the solutions of (2.49) are either
real or imaginary.
Assume for the time being that both poles are real. In order for the denominator√
ζ2 − 1 + ν√ζ2 − n2 = [γ1(ζk1) + νγ2(ζk1)]/k1 to vanish, both γ1(ζk1) and γ2(ζk1) have to
be either purely real or purely imaginary. If both are real, we have, by the definition of the
functions γj, j = 1, 2, that γj(ζk1) ≥ 0. Therefore, they can not cancel each other. If both
are imaginary, in turn, we have that Im γj(ζk1) ≤ 0, and thus, again, they can not cancel
each other. Therefore, the functions gT and gR do not have poles on the real axis.
Let us now consider the possibility of imaginary poles. By the definition of γj, j = 1, 2, we
can easily check that −3pi/4 ≤ arg γj(±itk1) ≤ −pi/4, t > 0, which means that both complex
numbers γj(±itk1), j = 1, 2, lie on the same half-plane in the complex plane. Therefore, we
conclude that gR and gT do not have pole singularities in the complex plane when k2 ∈ R.
We now consider the possibility of pole singularities of gR and gT for a complex wavenum-
ber k2 ∈ C, Im k2 > 0 in TM polarization in the case of a non-magnetic medium, i.e.,
µ1 = µ2 = µ0. (Since ν = 1 in TE polarization, there are no poles of gT and gR in this case).
Note that we are allowing the permittivity of the lower half-plane to be such that Re ε2 < 0,
which, as matter of fact, corresponds to feasible physical values for highly conducting metals
at low frequency [83].
Under the aforementioned assumptions we have that ν = ε1/ε2 = 1/εr and n
2 = k22/k
2
1 =
ε2/ε1 = 1/ν = εr, where εr = ε2/ε1 = |εr| eiα, α ∈ (0, pi). Replacing these identities in (2.50)
we obtain that the solutions of (2.49) are given by ζ = ±ζp, where
ζp =
√
1
ν + 1
=
√
ε2
ε1 + ε2
=
√
εr
εr + 1
.
Since 1 + εr = |1 + εr| eiβ, β ∈ (0, α), we obtain
ζp =
√
εr
1 + εr
=
√
|εr|
|1 + εr| e
i(α−β)/2,
which implies that ζ = ζp and ζ = −ζp lie in the first and third quadrants respectively. In
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order for ζp to be a pole of gR and gT then, we need the condition γ1(ζpk1) + νγ2(ζpk2) = 0
to be satisfied. Under the present definition of the functions γj, j = 1, 2 we have
γ1(ζpk1) = k1
√
ζ2p − 1 =

ik1
ζp√
εr
if εr ∈ R+1 ,
−ik1 ζp√
εr
if εr ∈ R−1 ,
(2.51)
and
γ2(ζpk1) = k1
√
ζ2p − εr =

ik1ζp
√
εr if εr ∈ R+2 ,
−ik1ζp√εr if εr ∈ R−2 ,
(2.52)
where the connected regions R±j are such that R
+
j ∩R−j = ∅, R+j ∪R−j = {z ∈ C : Im z > 0},
j = 1, 2.
Thus, in order for ζp to be a pole of gR and gT , it is necessary that ζp ∈ R+1 ∩ R−2 or
ζp ∈ R−1 ∩R+2 . Clearly, such conditions lead to
γ1(ζpk1) + νγ2(ζpk1) = ik1
ζp√
εr
− ik1
εr
ζp
√
εr = 0.
As is well-documented [90, 131], the poles ±ζp of the layer Green function in spectral form,
which are known in the literature as Sommerfeld poles, depend on definition of γj, j = 1, 2.
When present, a Sommerfeld pole may give rise to a surface-wave of the form uζp(r) =
c eik1ζp|x|−ik1ζp/
√
εry in the asymptotic expansion of GR and GT . In order for this surface-wave
to be physically meaningful, it is necessary that ζp ∈ R+1 ; otherwise uζp does not satisfy the
radiation condition. This surface-wave has historically received various names (Zeneck wave,
surface plasmon polariton, Brewster mode, or Fano mode) depending on the values of the
real and imaginary parts of εr [90]. In any case, it is clear that uζp decays exponentially
fast as |r| = √x2 + y2 → ∞, in virtue of the fact that Im ζp > 0 and Im (ζp/√εr) < 0.
Therefore, these poles do not give to rise to contributions to the leading order asymptotic
expansion of the layer Green function as |r| → ∞.
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Branch points. In order to assess the asymptotic contribution of the branch points to the
overall value of the integrals in (2.46), we distinguish three cases: Case (a): | cos θ| < Ren <
| cos θ|−1, Case (b): Ren < | cos θ|, and Case (c): Ren > | cos θ|−1. The integration paths
for each of these case are shown in Figure 2.3.
It is clear that Case (a) leads to no additional contributions from the branch points, as
the path of steepest descent D does not cross the branch cuts stemming from the branch
points at ζ = ±n.
In Cases (b) and (c), in turn, the steepest descent path may or may not cross the branch
cut starting at the branch point ζ = n (resp. ζ = −n) when cos θ > 0 (resp. cos θ < 0),
depending on how large Imn is. When it does, D has to be locally deformed around the
branch cut, as it is shown in Figure 2.3b and 2.3c. The new path encompasses two new
critical points, A and B, and an additional finite-length path around the branch cut. Since
A and B lie in the valley of the phase function, it is easy to show that their contributions to
integrals over the paths to left of A and to the right of B result in exponentially decaying
terms as |r| → ∞. As is pointed out by Bleistein [15, Section 8.1, page 249], on the other
hand, it can be shown that the paths from the branch point ζ = n, which are parallel to the
branch cut, are paths of descent. Therefore, the path integrals around the branch cut can
be analyzed by considering the branch point as an additional critical point (since paths of
descent and paths of steepest descent are asymptotically equivalent).
In order to evaluate the integrals around the branch cut from ζ = n, we need to first
determine the jumps of gR and gT across the branch cut stemming from ζ = n. Letting
ζ+ = n + it + 0+ and ζ− = n + it + 0−, t > 0, denote points on the right and on the left of
the branch cut respectively, it follows from the definition of γ2 (cf. Figure 2.2) that
√
(ζ+)2 − n2 = −
√
(ζ−)2 − n2,
thus, setting ζ = n+ 0+ + it, t > 0, the jumps of gR and gT at the branch cut are given by
[gR](ζ) = gR(ζ
+)− gR(ζ−) = 4νi
√
ζ2 − n2 e−i|r′|k1(ζ cos θ′−i
√
ζ2−1 sin θ′)
ζ2(1− ν2) + ν2n2 − 1
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1
cos θ
n
−n−1
cos θ
Re ζ
Im ζ
(x > 0)
(x < 0)
1
cos θ
1
cos θ
D
D
(a) | cos θ| < n < | cos θ|−1.
1
−1
n
−n
cos θ1
cos θ
cos θ
Re ζ
Im ζ
(x > 0)
(x < 0)
1
cos θ
D
D
A B
(b) n < | cos θ|.
1
−1
n
−n
cos θ1
cos θ
cos θ
1
cos θ
Re ζ
Im ζ
(x > 0)
(x < 0)
D
D
A
B
(c) n > | cos θ|−1.
Figure 2.3: Paths of descent for the integrals (2.46). The saddle points are marked by red
dots.
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and
[gT ](ζ) = gT (ζ
+)− gT (ζ−)
=
[
e−ik1|r
′|i
√
ζ2−n2 sin θ′
i
√
ζ2 − 1 + νi√ζ2 − n2 − e
ik1|r′|i
√
ζ2−n2 sin θ′
i
√
ζ2 − 1− νi√ζ2 − n2
]
e−ik1|y|ζ cos θ
′
respectively. Clearly the jumps satisfy
[gR](ζ) ∼ 4νi
√
2n e−i|y|k1(n cos θ
′−i√n2−1 sin θ′)
n2 − 1 (ζ − n)
1/2 and
[gT ](ζ) ∼ 2νi
√
2n
n2 − 1 e
−ik1|y|n cos θ′(ζ − n)1/2 as ζ → n,
(2.53)
Thus, the contribution of the branch point can be evaluated using formula (A.4) with
α =
pi
2
, β =
3
2
, n = cos θc, φ(n) = ik1 cos(θc − θ), φ′(n) = ik1 sin(θc − θ)
sin θc
,
which yields
G
(2)
R (r, r
′) =
iν
√
cot θc√
2pi [k1|r|| sin(θc − θ)|]3/2
e−i|r
′|k1 cos(θc+θ′) eik1|r| cos(θc−θ)−ipi/4 (2.54a)
and
G
(2)
T (r, r
′) =
iν2
√
cot θc e
−ik1|r′| cos θc cos θ′
√
2pi [k1|r|| sin(θc − θ)|]3/2
eik1|r| cos(θc−θ)+ipi/4 . (2.54b)
Similarly, it can be shown that formulae in (2.54) remain valid when cos θ < 0, except
that in this case θc is such that cos θc = −n.
Source and observation points at the interface. There is only one case left to be
considered, which corresponds to the situation for which the observation and source points lie
at the interface between the two half-planes. In this case the integrals (2.46) with r = (x, 0)
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and r′ = (x′, 0) coincide with the Fourier integrals
GR(r, r
′) =
1
4pi
∫ ∞
−∞
√
ζ2 − 1− ν√ζ2 − n2√
ζ2 − 1 + ν√ζ2 − n2 e
ik1ζ(x−x′)√
ζ2 − 1 dζ,
GT (r, r
′) =
ν
2pi
∫ ∞
−∞
eik1ζ(x−x
′)√
ζ2 − 1 + ν√ζ2 − n2 dζ.
(2.55)
A direct application of Jordan’s lemma yields that the integration contour (the real axis) can
be deformed into the paths depicted in Figure 2.4, depending of the sign of x− x′, without
changing the value of the integral. By doing so we obtain
GR(r, r
′) = −ν
pi
eik2|x−x
′|
∫ ∞
0
√
t− 2in√t
(ν2 − 1)(t− in)2 + n2ν2 − 1 e
−k1t|x−x′| dt
+
i
2pi
eik1|x−x
′|
∫ ∞
0
(1 + ν2)(t− i)2 + 1 + n2ν2
(1− ν2)(t− i)2 + 1− n2ν2
e−k1t|x−x
′|
√
2i− t√t dt,
GT (r, r
′) = −ν
2
pi
eik2|x−x
′|
∫ ∞
0
√
t− 2in√t
(ν2 − 1)(t− in)2 + n2ν2 − 1 e
−k1t|x−x′| dt
−ν
pi
eik1|x−x
′|
∫ ∞
0
√
t− 2i√t
(1− ν2)(t− i)2 + 1− n2ν2 e
−k1t|x−x′| dt.
1
−1
n
−n
Re ζ
Im ζ
(x > x′)
(x < x′)
Figure 2.4: Integration paths used in the evaluation of the integrals (2.55).
Each one of these Laplace integrals can be analyzed in the light of Watson’s lemma [15],
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which yields
GR(r, r
′) = eik2|x−x
′|
∞∑
n=0
anΓ(n+ 3/2)
(k1|x− x′|)n+3/2 + e
ik1|x−x′|
∞∑
n=0
bnΓ(n+ 1/2)
(k1|x− x′|)n+1/2 ,
GT (r, r
′) = eik2|x−x
′|
∞∑
n=0
cnΓ(n+ 3/2)
(k1|x− x′|)n+3/2 + e
ik1|x−x′|
∞∑
n=0
dnΓ(n+ 3/2)
(k1|x− x′|)n+3/2
as |x − x′| → ∞. In particular, the leading order asymptotic expansions of the integrals
in (2.55) are given by
GR(r, r
′) ∼ iν
√
n√
2pi(1− n2)
eik2|x−x
′|+ipi/4
(k1|x− x′|)3/2 −
i√
8pik1|x− x′|
eik1|x−x
′|−ipi/4, (2.56a)
GT (r, r
′) ∼ iν
2
√
n√
2pi(1− n2)
eik2|x−x
′|+ipi/4
(k1|x− x′|)3/2 −
i
ν
√
2pi(n2 − 1)
eik1|x−x
′|+ipi/4
(k1|x− x′|)3/2 , (2.56b)
as |x− x′| → ∞.
Far-field form of the layer Green function in two-dimensions. The analysis carried
out above in this section demonstrates that whenever either the source point or the obser-
vation point is away from the interface, the leading order asymptotic expansions of GR and
GT are given by the sole contribution of the saddle point at ξ = k1ζ = k1 cos θ—since all
contributions arising from the deformation of the steepest descent path around the branch
cuts decay faster than |r|−1/2 as |r| → ∞. (In view of (2.54) the contribution of the branch
point decays as |r|−3/2 for n > 0 and it decays exponentially fast for n ∈ C, Imn > 0.) Addi-
tionally, it is easy to check that for r = (x, 0) and r′ = (x′, 0), the expressions G(1)R (r, r
′) and
G
(1)
T (r, r
′) in (2.48) coincide to leading order with the expressions (2.56). We thus conclude
that
GR(r, r
′) ∼ sin θ − iν
√
cos2 θ − n2
sin θ + iν
√
cos2 θ − n2
√
1
8pik1|r| e
ik1(|r|−r̂·r′)+ipi/4
×
{
1 +O
(
1
|r|
)}
, r, r′ ∈ D1,
(2.57a)
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and
GT (r, r
′) ∼ ν sin θ e
ik1(sin θ−i
√
cos2 θ−n2)y′
sin θ + iν
√
cos2 θ − n2
√
1
2pik1|r| e
ik1(|r|−r̂·r′)+ipi/4
×
{
1 +O
(
1
|r|
)}
, r ∈ D1, r′ ∈ D2,
(2.57b)
as |r| → ∞, where r = |r|(cos θ, sin θ) = |r|r̂, θ ∈ [0, pi], r′ = (x′, y′), r′ = (x′,−y′) and
n = k2/k1.
Applying a similar analysis to each of the derivatives of GR and GT , we obtain
∇r′GR(r, r′) ∼sin θ − iν
√
cos2 θ − n2
sin θ + iν
√
cos2 θ − n2
√
k1
8pi|r| e
ik1(|r|−r̂·r′)−ipi/4
 cos θ
− sin θ
{1 +O( 1|r|
)}
,
(2.58a)
for r, r′ ∈ D1, and
∇r′GT (r, r′) ∼ν sin θ e
ik1(sin θ−i
√
cos2 θ−n2)y′
sin θ + iν
√
cos2 θ − n2
√
k1
2pi|r| e
ik1(|r|−r̂·r′)−ipi/4
×
 cos θ
i
√
cos2 θ − n2
{1 +O( 1|r|
)}
,
(2.58b)
for r ∈ D1 and r′ ∈ D2, as |r| → ∞.
Therefore, the far field of the layer Green function and its gradient in the direction
rˆ = (cos θ, sin θ), θ ∈ (0, pi) are given by the expressions
G∞(rˆ, r′) =
eipi/4√
8pik1

e−ik1rˆ·r
′
+
sin θ − iν√cos2 θ − n2
sin θ + iν
√
cos2 θ − n2 e
−ik1r̂·r′ , r′ ∈ D1,
2ν sin θ eik1(sin θ−i
√
cos2 θ−n2)y′
sin θ + iν
√
cos2 θ − n2 e
−ik1r̂·r′ , r′ ∈ D2,
(2.59)
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and
H∞(rˆ, r′) =
√
k1
8pi
e−ipi/4

e−ik1rˆ·r
′
rˆ +
sin θ − iν√cos2 θ − n2
sin θ + iν
√
cos2 θ − n2 e
−ik1r̂·r′
×
 cos θ
− sin θ
 , r′ ∈ D1,
2ν sin θ eik1(sin θ−i
√
cos2 θ−n2)y′
sin θ + iν
√
cos2 θ − n2 e
−ik1r̂·r′
×
 cos θ
i
√
cos2 θ − n2
 , r′ ∈ D2,
(2.60)
respectively.
The corresponding far-field patterns of the layer Green function and its gradient in a
direction rˆ = (cos θ, sin θ), θ ∈ (−pi, 0) can be easily obtained from (2.59) and (2.60) utilizing
the identity in (2.28).
Remark 2.3.2. Note that in view of formulae (2.57) and (2.58), both terms GR and GT
satisfy the Sommerfeld radiation condition at infinity (2.20b) for observation points r ∈ D1
in the upper half-plane. Since the free-space Green function satisfies the radiation condition,
it follows from (2.27) that the layer Green function G satisfies the radiation condition at
infinity for observation points r ∈ D1. Similarly, it can shown that the layer Green function
satisfies the radiation condition for observation points r ∈ D2 in the lower half-plane.
Far-field form of the layer Green function in three-dimensions. We now extend the
asymptotic analysis presented above in this section to derive the leading order asymptotic
expansion of the layer Green function in three-dimensional space. With the exception of
of a few details, the asymptotic analysis carried out above for the two-dimensional case is
re-utilized here; once again, and without loss of generality, we provide explicit formulae for
the reflected and transmitted fields in the upper-half space.
In view of the identity J0(z) =
1
2
(
H
(1)
0 (z) +H
(1)
0 (−z)
)
, −pi < arg z ≤ pi [76], the Hankel
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transform of an even function ĝ can be expressed as
∫ ∞
0
ĝ(ξ)J0(ξρ)ξ dξ =
1
2
∫
C
ĝ(ξ)H
(1)
0 (ξρ)ξ dξ, (2.61)
where the integration path C is depicted in Figure 2.5.
Therefore, from the uniform asymptotic expansion of the Hankel function [76],
H
(1)
0 (z) =
(
2
piz
)1/2
ei(z−pi/4)
[
n∑
k=0
Γ2(k + 1/2)
pik!(2zi)k
+O(|z|−n−1)
]
as |z| → ∞,
it follows that the Hankel transform (2.61) satisfies
∫ ∞
0
ĝ(ξ)J0(ξρ)ξ dξ =
1
2
∫ ∞
−∞
ĝ(ξ)
√
2
piξρ
ei(ξρ−pi/4) ξ dξ
{
1 +O(ρ−1)} as ρ→∞. (2.62)
Note that the branch cut in the domain of definition of the square root is selected as the
negative real axis in the ξ-plane.
Subsequently, letting
x− x′ = R cos β cosα, y + |y′| = R sin β, z − z′ = R cos β sinα (2.63)
with ρ = R cos β and α ∈ [0, 2pi], β ∈ [0, pi/2), and using (2.62) we obtain that the reflected
and transmitted fields in the upper half-plane satisfy
GR(r, r
′) ∼ 1
8pi
√
2
piR cos β
e−ipi/4
∫ ∞
−∞
γ1 − νγ2
γ1 + νγ2
√
ξ
γ1
eR(iξ cosβ−γ1 sinβ) dξ (2.64a)
and
GT (r, r
′) ∼ ν
4pi
√
2
piR cos β
e−ipi/4
∫ ∞
−∞
e(γ2−γ1)y
′
γ1 + νγ2
√
ξ eR(iξ cosβ−γ1 sinβ) dξ (2.64b)
as R → ∞. Note that R = |r − r′| for r′ ∈ D1 and r′ = (x′,−y′, z′) in the case of the
reflected field, and R = |r − r′| for r′ ∈ D2 in the case of the transmitted field. Note also
that β 6= pi/2 in the definition above, so that ρ = R cos β > 0 and thus ρ→∞ as R→∞.
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Making the change of variable ξ = k1ζ, the integrals in (2.64) can be expressed as
GR(r, r
′) ∼ 1
8pi
√
2k1
piR cos β
e−ipi/4 fR(R) and GT (r, r′) ∼ ν
4pi
√
2k1
piR cos β
e−ipi/4 fT (R),
(2.65)
where, letting
gR(ζ) =
√
ζ2 − 1− ν√ζ2 − n2√
ζ2 − 1 + ν√ζ2 − n2
√
ζ√
ζ2 − 1 , gT (ζ) =
√
ζ e−k1(
√
ζ2−1−
√
ζ2−n2)y′√
ζ2 − 1 + ν√ζ2 − n2 , (2.66)
and
φ(ζ) = ik1(ζ cos β + i
√
ζ2 − 1 sin β),
the functions fR and fT are given by
fR(R) =
∫
C
gR(ζ) e
Rφ(ζ) dζ and fT (R) =
∫
C
gT (ζ) e
Rφ(ζ) dζ. (2.67)
1n
−n−1
cosβ
Re ζ
Im ζ
1
cosβ
C
D
Figure 2.5: Integration path C used in the evaluation of the Hankel transform (2.61) and
steepest descent path through the saddle point ζ = cos β utilized in the asymptotic approx-
imation of the integrals (2.67).
In order to find the leading order asymptotic expansion of the integrals in (2.67) as
R → ∞, we apply the method of steepest descent summarized in Appendix A. Since, with
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the substitution θ = β, φ = φ(β) coincides with the phase function in equation (2.47c), we
find that, as in the two-dimensional case considered above in this section, we have 1) The
only saddle point occurs at ζ = cos β, and 2) The steepest descent path D that passes
through the saddle point is the one depicted in Figure 2.5. The additional branch cut along
the negative real axis in the ζ-plane that arises in the present case on account of the
√
ζ
term in (2.66) presents no difficulties—since, as cos β > 0, the steepest descent path does
not intersect the negative real axis. Thus, the leading order asymptotic expansions of fR
and fT are determined by the saddle point contribution that can be evaluated utilizing
formula (A.2); the results are
fR(R) =
sin β − iν√cos2 β − n2
sin β + iν
√
cos2 β − n2
√
2pi cos β
k1R
eik1R−ipi/4
{
1 +O
(
1
R
)}
,
fT (R) =
sin β eik1(sinβ−i
√
cos2 β−n2)y′
sin β + iν
√
cos2 β − n2
√
2pi cos β
k1R
eik1R−ipi/4
{
1 +O
(
1
R
)}
,
(2.68)
as R→∞.
In order to obtain the final form of the leading order asymptotics of the GR and GT as
|r| → ∞, we note that for a fixed vector p ∈ R3 (which will be taken to equal either r′ or r′
in what follows) we have
R = |r − p| = |r|
√
1− 2 r̂ · p|r| +
|p|2
|r|2 = |r|
{
1− r̂ · p|r| +O
(
1
|r|2
)}
as |r| → ∞,
(2.69a)
where r̂ = r/|r|. But, letting r = |r|(cosϕ cos θ, sin θ, sinϕ cos θ) (θ ∈ [0, pi/2), ϕ ∈ [0, 2pi]),
and using (2.69a) with p = r′, the second equation in (2.63) yields
sin β =
(
sin θ +
|y′|
|r|
)(
1− 2 r̂ · r
′
|r| +
|r′|2
|r|2
)−1/2
= sin θ +O
(
1
|r|
)
,
cos β =
√
1− sin2 β = cos θ +O
(
1
|r|
)
as |r| → ∞.
(2.69b)
Therefore, replacing the asymptotic expansions (2.69) in (2.68) and subsequently replacing
45
the resulting expressions for fR and fT in (2.65), we obtain
GR(r, r
′) ∼ 1
4pi
sin θ − iν√cos2 θ − n2
sin θ + iν
√
cos2 θ − n2 e
−ik1r̂·r′ e
ik1|r|
|r|
{
1 +O
(
1
|r|
)}
, r, r′ ∈ D1,
(2.70a)
and
GT (r, r
′) ∼ ν
2pi
sin θ eik1(sin θ−i
√
cos2 θ−n2)y′
sin θ + iν
√
cos2 θ − n2 e
−ik1r̂·r′ e
ik1|r|
|r|
×
{
1 +O
(
1
|r|
)}
, r ∈ D1, r′ ∈ D2,
(2.70b)
where r′ = (x′, y′, z′), r′ = (x′,−y′, z′) and r = |r|(cos θ cosϕ, sin θ, cos θ sinϕ).
A similar procedure yields the far-field form of the gradients of GR and GT with respect
to r′ and r; the results are
∇r′GR(r, r′) ∼ ik1
4pi
sin θ − iν√cos2 θ − n2
sin θ + iν
√
cos2 θ − n2
eik1(|r|−r̂·r
′)
|r|

− cos θ cosϕ
sin θ
− cos θ sinϕ

{
1 +O
(
1
|r|
)}
,
(2.71)
for r, r′ ∈ D1, and
∇r′GT (r, r′) ∼ ik1ν
2pi
sin θ eik1(sin θ−i
√
cos2 θ−n2)y′
sin θ + iν
√
cos2 θ − n2
eik1(|r|−r̂·r
′)
|r|

− cos θ cosϕ
−i√cos2 θ − n2
− cos θ sinϕ

{
1 +O
(
1
|r|
)}
,
(2.72)
for r ∈ D1 and r′ ∈ D2, as |r| → ∞.
The far-field pattern of the layer Green function and its gradient with respect to r′ in
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the direction rˆ ∈ S2+ = {r ∈ R3 : |r| = 1, y ≥ 0} are then given by
G∞(rˆ, r′) =

1
4pi
{
e−ik1rˆ·r
′
+
sin θ − iν√cos2 θ − n2
sin θ + iν
√
cos2 θ − n2 e
−ik1r̂·r′
}
, r′ ∈ D1,
ν
2pi
sin θ eik1(sin θ−i
√
cos2 θ−n2)y′
sin θ + iν
√
cos2 θ − n2 e
−ik1r̂·r′ , r′ ∈ D2,
(2.73)
and
H∞(rˆ, r′) =

−ik1
4pi
e
−ik1rˆ·r′ rˆ +
sin θ − iν√cos2 θ − n2
sin θ + iν
√
cos2 θ − n2 e
−ik1r̂·r′

cos θ cosϕ
− sin θ
cos θ sinϕ

 , r
′ ∈ D1,
ik1ν
2pi
sin θ eik1(sin θ−i
√
cos2 θ−n2)y′
sin θ + iν
√
cos2 θ − n2 e
−ik1r̂·r′

− cos θ cosϕ
−i√cos2 θ − n2
− cos θ sinϕ
 , r′ ∈ D2,
(2.74)
where rˆ = (cosϕ cos θ, sin θ, sinϕ cos θ), θ ∈ [0, pi/2] and θ ∈ [0, 2pi].
2.3.5 Numerical evaluation of the layer Green function
In this section we present a algorithm for the numerical evaluation of the Sommerfeld in-
tegrals Φ
(i)
R and Φ
(i)
T , i = 1, 2 (equations (2.34b) and (2.41b)) and their derivatives, in both
two and three dimensions. This approach, which results as a combination of the contour
integration method described in [103] together with the smooth-windowing approach put
forth in [25, 93] for evaluation of oscillatory integrals, can in fact be utilized to approximate
Green functions for an arbitrary number of layers in two and three dimensional space. A
survey on other methods available for the numerical evaluation of layer Green functions and
related Sommerfeld integral can be found in the recent review paper [89].
This section presents details of the proposed numerical method for the evaluation of Φ
(1)
R
(equation (2.34b)) with real wavenumbers k1 and k2; the remaining integrals in (2.34b)
and (2.41b) and the case of complex k2 can be treated by means of a completely analogous
procedure.
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The evaluation of Φ
(1)
R requires integration of the function
f(z) =
e−
√
z2−1(y˜+y˜′) cos(z(x˜− x˜′))√
z2 − 1[√z2 − 1 +√z2 − n2][√z2 − 1 + ν√z2 − n2] ,
on the positive real z-axis. The function f is expressed in terms of dimensionless variables
r˜ and r˜′ which are defined by k1r = r˜ = (x˜, y˜), k1r′ = r˜
′ = (x˜′, y˜′). Clearly, f is highly
oscillatory for wide ranges of values of the spatial variables r˜ and r˜′, and it is additionally
singular at z = 1 and z = n. Note that f, ∂f/∂y˜ and ∂f/∂y˜′ decay exponentially fast as
z → ∞ when y˜ + y˜′ > 0. However, f decays as |z|−3 and ∂f/∂y˜ and ∂f/∂y˜′ decay as |z|−2
as |z| → ∞ when y˜ = y˜′ = 0.
Im z
Re z
AH
L
1 n
C1
C2
Figure 2.6: Integration path in the complex z-plane for the numerical evaluation of Som-
merfeld integrals.
To proceed with the numerical evaluation of the needed integral of f we write
∫ ∞
0
f(z) dz = I1 + I2,
where I1 =
∫ L
0
f(z) dz and I2 =
∫∞
L
f(z) dz, and where L = 1 + n.
Note that the singularities of f pose a difficulty to the direct numerical evaluation of I1,
which arises as a result of the presence of branch point singularities on the interval [0, L]. In
the presence of a layered medium composed by more than two-layers, further, the integrands
possess polar singularities for which Cauchy principal value integrals result. Both the present
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integral as well as those arising in the multilayer case can be evaluated numerically by first
using contour integration to express I1 in the form
I1 =
∫
C1
f(z) dz =
∫ pi
0
f(ζ(t))|ζ ′(t)| dt, (2.75)
where C1 is a simple curve in the fourth quadrant which is parametrized by ζ : [0, pi] 7→ C
satisfying ζ(0) = 0 and ζ(pi) = L (see Figure 2.6). Throughout this thesis the curve C1 is
the ellipse
ζ(t) =
{
L(1 + cos(t+ pi))
2
+ iH sin(t+ pi) : t ∈ [0, pi]
}
.
Note that on C1 the function f grows exponentially as t increases from 0 to pi/2. To estimate
the largest value attained by |f(ζ(t))| for t ∈ [0, pi/2] we note that by the definition of the
square root
√
ζ2 − 1, we have that
θ0 + pi
2
≤ −arg
√
ζ2 − 1 ≤ pi, ζ ∈ C1,
where θ0 = − arctan(H/(1 + L/2)) ≤ 0. Therefore we obtain
∣∣∣e−|y˜+y˜′|√ζ2−1∣∣∣ ≤ e|y˜+y˜′||√ζ2−1| cos(θ0+pi/2) ≤ e−|y˜+y˜′|√|ζ0|2+1 sin θ0 ≤ e|y˜+y˜′|H , ζ ∈ C1, (2.76a)
where ζ0 = ζ(pi/2) = L/2− iH. On the other hand, we have
|cos (x˜− x˜′)ζ| ≤ e
|x˜−x˜′|Im ζ + e−|x˜−x˜
′|Im ζ
2
≤ e|x˜−x˜′|H . (2.76b)
Thus, in order to control the exponential growth towards the negative imaginary axis, we
select H = {max{10, |x˜− x˜′|+ |y˜ + y˜′|}}−1. With this simple procedure, certain versions of
which have often been used in the literature [89], we ensure that the exponenents on the
right-hand sides of (2.76) are smaller than one.
In our approach the resulting expression for the integral I1 is then approximated by
means of the Clenshaw-Curtis quadrature rule [106]—which, for the smooth integrand under
consideration, yields rapid convergence. In view of the oscillatory behavior of the integrand,
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on the other hand, and in order to maintain the same accuracy for all r˜ and r˜′, the number
of quadrature points is chosen to grow linearly with |x˜− x˜′| (see Table 2.1).
D H N Relative error
10 0.20 98 4.31× 10−08
20 0.10 192 2.44× 10−08
40 0.05 382 3.28× 10−08
80 0.025 762 6.34× 10−08
160 0.0125 1523 4.49× 10−08
Table 2.1: Approximation of I1 for r˜ = (D, 10), r˜
′ = (0, 1), n = 2 and L = 3, using N
Clenshaw-Curtis quadrature points.
In order to evaluate the oscillatory integral I2, on the other hand, we utilize the windowing
method put forth in [25]. Hence I2 is approximated as
I2 ≈
∫ A
0
f(t+ L)wA(t) dt =
∫ A+L
L
f(t)wA(t− L) dt, (2.77)
where the window function wA is defined as follows.
Definition 2.3.3 (Window function). Let 0 < c < 1 and η ∈ C∞0 (R) be given by
η(t; t0, t1) =

1, |t| ≤ t0,
exp
(
2 e−1/u
u− 1
)
, t0 < |t| < t1, u = |t| − t0
t1 − t0 ,
0, |t| > t1.
(2.78)
Then the window function is defined as
wA(t) = η(t; cA,A).
As in the case of I1, the integral in (2.77) is approximated by using Clenshaw-Curtis
quadrature. In virtue of the oscillatory behavior of the integrand when |x˜ − x˜′| 6= 0, and
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exponential decay of the integrand when y˜ + y˜′ 6= 0, the integral in (2.77) converges to I2
faster than any negative power
√
(x˜− x˜′)2 + (y˜ + y˜′)2A as A goes to infinity—as established
in the following
Lemma 2.3.4 (Superalgebraic accuracy of windowed integration). Let g : [L,∞) → C,
g ∈ C∞([L,∞)) satisfy ∣∣∣∣ dng(t)dtn
∣∣∣∣ ≤ Cntn+µ for all t > L, n ≥ 0, (2.79)
for some positive constants Cn and µ, and consider the improper integral
I =
∫ ∞
L
e−
√
t2−1α+iβx g(t) dt,
where α ≥ 0, β ∈ R and √α2 + β2 6= 0. Then, for any n ≥ 0 there exists a constant Mn > 0,
independent of A, such that
|I − IA| ≤ Mn
(α2 + β2)(n+1)/2An
e−α
√
(Ac+L)2−1 for all A > A0 >
1
c
,
where
IA =
∫ ∞
L
e−
√
t2−1α+iβt g(t)wA(t− L) dt,
where wA denotes the window function introduced in Definition 2.3.3.
Proof. Let E = I − IA. From Definition 2.3.3 and utilizing the change of variables t = As
we obtain
E =
∫ ∞
cA+L
e−
√
t2−1α+iβt g(t)[1− wA(t− L)] dt
=A
∫ ∞
c+`
e−
√
s2−1/A2Aα+iAβt g(As)[1− wA(A(s− `))] ds,
where ` = L/A. Note that by construction, the window function satisfies wA(As) =
η(As; cA,A) = η(s; c, 1) = w1(s). Thus, letting w˜1(s − `) = 1 − w1(s − `) we express E
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as
E = A
∫ ∞
c+`
eκAsφ(s) g(As)w˜1(s− `) ds,
where φ(s) = (−√1− (As)−2α + iβ)/(−α + iβ) and κ = −α + iβ. Integrating by parts we
obtain
E =
(
eκAtφ(s)
κ[sφ(s)]′
g(As)w˜1(s)
)∣∣∣∣∞
c+`
− 1
κ
∫ ∞
c+`
eκAsφ(s) Dφ [g(As)w˜1(s− `)] ds,
where we have introduced the operator
Dφ =
d
ds
1
[sφ(s)]′
.
Clearly the boundary term vanishes in virtue of the fact that w˜1(c) = 1 − w1(c) = 0 and
because of the decay of g as t = As → ∞. Similarly, integrating by parts (n + 1)-times we
obtain
E =
(−1)n+1
κn+1An
∫ ∞
c+`
eκAsφ(s) Dn+1φ [g(As)w˜1(s− `)] ds,
(since all the boundary contributions vanish), and we consequently obtain
|E| ≤ 1|κ|n+1An
∫ ∞
c+`
e−α
√
(As)2−1 ∣∣Dn+1φ [g(As)w˜1(s− L)]∣∣ ds
≤ e
−α
√
(Ac+L)2−1
|κ|n+1An
∫ ∞
c+`
∣∣Dn+1φ [g(As)w˜1(s− `)]∣∣ ds.
In order to complete the proof we need to show that ‖Dn+1φ [g(As)w˜1(s− `)] ‖L1([c+`,∞)) ≤Mn
for some constant Mn independent of A. Expanding the derivatives in D
n+1
φ [g(As)w˜1(s− `)]
we obtain a linear combination of terms given by products of functions of the form
(
d
ds
[sφ(s)]
)−a(
dp+1
dsp+1
[sφ(s)]
)b−1
dq
dsq
[g(As)w˜1(s− `)] with integers a, b, p, q ≥ 1. (2.80)
Thus, in order to prove the existence of the constant Mn it suffices to show that any function
of this form belongs to L1([c+ `,∞))∩L∞([c+ `,∞)) and has L1- and L∞-norms which are
independent of A. (The L∞ requirement ensures that the aforementioned products of these
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L1-norm-bounded functions are also in L1-norm-bounded.) To achieve this we rely on the
easily-checked lower bound
∣∣∣∣ dds [sφ(s)]
∣∣∣∣ =
∣∣∣∣∣ −α + iβ
√
1− (As)−2
(−α + iβ)√1− (As)−2
∣∣∣∣∣ =
[
α2 + β2(1− (As)−2)
(α2 + β2)(1− (As)−2)
]1/2
≥ 1,
and upper bound
∣∣∣∣ dp+1dsp+1 [sφ(s)]
∣∣∣∣ ≤ QpA20sp+2[1− (A0c+ L)−2](2p+1)/2 , p ≥ 1, s > c+ `, A > A0,
(Qp positive constants). Therefore,∣∣∣∣∣
(
d
ds
[sφ(s)]
)−a(
dp+1
dsp+1
[sφ(s)]
)b−1∣∣∣∣∣ ≤
(
Qp
A20s
p+2[1− (A0c+ L)−2](2p+1)/2
)b−1
, (2.81)
and∣∣∣∣ dqdsq [g(As)w˜1(s− `)]
∣∣∣∣ ≤ q∑
m=0
(
q
m
) ∣∣∣∣ dq−mdsq−m g(As)
∣∣∣∣ ∣∣∣∣ dmdsm w˜1(s− `)
∣∣∣∣
=
∣∣∣∣ dqdsq g(As)
∣∣∣∣ w˜1(s) + q∑
m=1
(
q
m
) ∣∣∣∣ dq−mdtq−m g(As)
∣∣∣∣ ∣∣∣∣ dmdtmw1(s− `)
∣∣∣∣
≤ Cq
Aµ0s
q+µ
+ ‖w1‖Cq(R)1[c,1]
(
s− L
A0
) q∑
m=1
(
q
m
)
Cq−m
Aµ0s
µ+q−m ,(2.82)
where the last inequality follows from the boundedness of the q-th derivative of the window
function w1 (which itself follows directly from Definition 2.3.3 and the bound (2.79)). Finally,
from (2.81) and (2.82) we conclude that the functions in (2.80) belong to L1([c + `,∞)) ∩
L∞([c+ `,∞)) with norms which are independent of A, and thus, the lemma follows.
Proposition 2.3.4 demonstrates the fast convergence of the windowed integral in (2.77)
to I2 as A → ∞ for source and observation points satisfying the condition
√
α2 + β2 =√
(x˜− x˜′)2 + (y˜ + y˜′)2 6= 0—a dimensionless relation which is only violated for r = r′ ∈ Π1.
In the special case r = r′ ∈ Π1, however, the integrand f is slowly decaying and does not
oscillate, thus, it leads to slow convergence of the windowed-integral approximation (2.77)
53
to the integral I2 as A→∞. In fact, utilizing the notation introduced in Proposition 2.3.4,
we have
|I − IA| = O((cA)−µ+1),
for α = β = 0 for a function g that decays as |x|−µ as x→∞.
The super-algebraic/exponential convergence of the windowed integral allows I2 to be
approximated with a fix accuracy and a fixed computational cost by choosing A inversely
proportional to
√
(x˜− x˜′)2 + (y˜ + y˜′)2. The example in Table 2.2 illustrates this property.
Throughout this thesis the value c = 0.1 is utilized in the numerical computation of Som-
merfeld integrals. But some other important uses are made of the windowing function (2.78)
(see e.g. Chapters 4, 5 and 6) for which a different values of c, which was found more
advantageous, is used.
D A Relative error with windowing
10 100 2.89× 10−12
20 50 2.13× 10−10
40 25 1.60× 10−10
80 12.5 6.58× 10−10
160 6.25 2.50× 10−10
Table 2.2: Approximation of I2 for r˜ = (D, 0), r˜
′ = (0, 0), n = 2 and L = 3, using a fixed
number of Clenshaw-Curtis quadrature points.
Figures 2.7 and 2.8 display the real part and the absolute value of the two-layer Green
function (for a source point in the upper half-plane) that was evaluated by means of the
numerical algorithm introduced in this section.
2.4 Scattering by obstacles in a layered medium
To illustrate the utility of the layer Green function methods introduced in Section 2.3.5 we
now present and demonstrate an associated boundary integral equation algorithm for prob-
lems of scattering by PEC obstacles embedded in a layered medium. The integral equation
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(a) ReG for k1 = 20 and k2 = 40. (b) |G| for k1 = 20 and k2 = 40.
(c) ReG for k1 = 40 and k2 = 20. (d) |G| for k1 = 40 and k2 = 20.
Figure 2.7: Plots of the two dimensional layer Green function G(r, r′) as a function of r
with source point r′ = (0, 1), Π1 = {y = 0}, ν = (k1/k2)2 and under TM-polarization.
method described in this section, that we refer to as the Layer Green Function (LGF) method,
is further extended in Chapter 3 to a much larger class of problems of scattering in layered
media—including problems for which defects intersect the planar interface Π1. In the discus-
sion provided below in this section we focus primarily on the two-dimensional electromagnetic
problem, but problems of acoustic scattering by sound-soft and sound-hard obstacles in two-
and three-dimensional space can be treated in a similar fashion. The results presented herein
for PEC obstacles (boundary conditions (2.11)) in TM- and TE-polarizations in the electro-
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(a) ReG for k1 = 20 and k2 = 40. (b) |G| for k1 = 20 and k2 = 40.
(c) ReG for k1 = 40 and k2 = 20. (d) |G| for k1 = 40 and k2 = 20.
Figure 2.8: Plots of the three dimensional layer Green function G(r, r′) as a function of r
with source point r′ = (0, 1, 0), Π1 = {y = 0} and with ν = 1.
magnetic case correspond to sound-hard and sound-soft boundary conditions in the acoustic
case, respectively.
Let us thus consider a domain Ω ⊂ R2 occupied by a smooth bounded PEC obstacle
placed upon the dielectric half-plane D2, and assume the structure is illuminated by an
electromagnetic plane wave (Einc,Hinc) as defined in (2.12). We assume the obstacle Ω lies
entirely within one of the half-planes D1 or D2 and has a smooth boundary ∂Ω = Γ. As
shown in Section 2.2.1, the transverse component of the resulting total electric and magnetic
fields, u = Ez in TE-polarization, and u = Hz in TM-polarization, satisfy the Helmholtz
equation ∆u + k2ju = 0 in Dj \ Ω, j = 1, 2, and, furthermore, they satisfy PEC boundary
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conditions: u = 0, in TE-polarization, and ∂u/∂n = 0, in TM-polarization, on the boundary
of the obstacle Γ. In oder to formulate the problem of scattering, we thus express the total
field as
u = uf + us in R2 \ Ω, (2.83)
where uf denotes the total field that corresponds to the solution of the problem of scattering
of the plane-wave by the layered medium in absence of the PEC obstacle, which is given
in (2.13) for both polarizations, and where us denotes the scattered field produced by the
interaction of uf with the PEC obstacle in presence of the layered medium. The scattered
field thus satisfies:
∆us + k2ju
s = 0 in Dj \ Ω, j = 1, 2,
us
∣∣
y=0+
= us
∣∣
y=0− on Π1,
∂us
∂y
∣∣∣∣
y=0+
= ν
∂us
∂y
∣∣∣∣
y=0−
on Π1,
us = −uf on Γ, (in TE-polarization)
∂us
∂n
= −∂u
f
∂n
on Γ, (in TM-polarization)
lim
|r|→∞
√
|r|
{
∂us
∂|r| − ikju
s
}
= 0 in Dj, j = 1, 2.
(2.84)
As it was shown by Kristensson [74], the boundary value problem (2.84) admits at most one
solution us : R2 \ Ω→ C.
In order to solve (2.84) we seek a scattered field given by the single-layer potential us(r) =
S[ψ](r) where, letting G denote the layer Green function (2.27), S : C(Γ) → C2(R2 \ {Γ ∪
Π1}) ∩ C(R2) is given by
S[ψ](r) =
∫
Γ
G(r, r′)ψ(r′) dsr′ , r ∈ R2 \ Γ, (2.85)
where ψ : Γ→ C is an unknown density function. In view of the transmission problem (2.20)
satisfied by the layer Green function, it can be easily shown that, for a continuous density
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ψ ∈ C(Γ) the single-layer potential (2.85) is a smooth function in R2 \{Γ∪Π1} that satisfies
the Helmholtz equation with wavenumbers kj in Dj \ Ω, j = 1, 2 as well as the appropriate
transmission conditions (2.9) on Π1 and the radiation condition at infinity. Enforcing the
remaining PEC boundary condition on Γ we thus obtain the integral equations
S[ψ] = −uf (TE-polarization) (2.86a)
−ψ
2
+K[ψ] = −∂u
f
∂n
(TM-polarization) (2.86b)
on Γ. The single-layer and the adjoint double-layer integral operators S : C(Γ)→ C(Γ) and
K : C(Γ)→ C(Γ) in (2.86) are given by
S[ψ](r) =
∫
Γ
G(r, r′)ψ(r′) dsr′ and K[ψ](r) =
∫
Γ
∂G
∂nr
(r, r′)ψ(r′) dsr′ , r ∈ Γ (2.87)
respectively.
The mapping properties of the single-layer potential and associated integral operators
are well-known for problems of scattering by obstacles in free-space [45, 97]. Similar results
can be obtained for the present layer-media scattering problem as it can be shown that the
single-layer potential (2.85) is a smooth perturbation of the free-space single-layer potential,
and that the operators S and K (2.87) are compact perturbations of the corresponding
integral operators associated with the free-space problem (since the layer Green function in
the layer Dj that contains the obstacle is given by G(r, r
′) = Gkj(r, r
′) + Φj(r, r′), where
the Sommerfeld integral Φj : Dj ×Dj → C is a smooth function Φ ∈ C∞(Dj ×Dj)). It thus
follows that the integral equations (2.86) are of Fredholm type.
It can shown, on the other hand, that the integral equations (2.86) admit unique continu-
ous solutions except for a countable (real) set of wavenumbers known as spurious resonances;
which correspond to Dirichlet or Neumann eigenvalues (depending on the polarization) of
the Laplace operator −∆ in the interior of Ω, cf. [45, 97]. For a wavenumber kj that is
not a spurious resonance, the single-layer potential (2.85) provides the unique solution of
the exterior boundary value problem (2.84) where the density ψ is obtained by solving the
relevant integral equation (2.86a) or (2.86b) in TE- or TM-polarization, respectively.
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(a) Reu. (b) |u|.
(c) |u∞(rˆ)| where rˆ = (cos θ, sin θ), θ ∈ (0, pi). (d) Relative errors in semi-log scale.
Figure 2.9: Solution of the problem of scattering of a TE-polarized plane-electromagnetic
wave uinc(r) = eik1(x cos(pi/4)−sin(pi/4)y) by a PEC kite-like obstacle buried in a dielectric half-
plane, for wavenumbers k1 = 20, k2 = 40. (a) Real part of the total field. (b) Absolute
value of the total field. (c) Absolute value of the far-field pattern in the upper half-plane for
all observation angles in the upper half-plane. (d) Relative errors in the far-field u∞(rˆ) in
maximum-norm for various discretizations the integral equation (2.86a).
There are various approaches to tackle the spurious resonance problem. Perhaps the most
popular one is the so-called combined field integral equation (CFIE) [19, 78, 99], which relies
on a certain field representation that involves a linear combination of single- and double-
layer potentials. Such representation leads to an integral equation that is uniquely solvable
for all (physically meaningful) wavenumbers. Although effective, this approach requires to
duplicate the number of boundary integral operators that must be discretized. A CFIE based
on use of the layer Green function entails a significantly larger computational cost than the
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simple single-layer formulation (2.85), as the CFIE approach requires to at least duplicate the
number of Sommerfeld integral evaluations necessary to form the associated linear system,
even when kj is far from a spurious resonances. In Section 3.3.2 we present a methodology
which, at the expense of a reduced number of additional evaluations near spurious resonances,
overcomes the spurious resonance problem without requiring duplication of the number of
Sommerfeld integral evaluations.
In order to numerically approximate the unknown density ψ we utilize the Nystro¨m
method put forth independently by Martensen [84] and Kussmaul [75] which, for a smooth
obstacle with boundary Γ of class C∞, yields super-algebraic convergence: the maximum
error in ψ decreases faster than any negative power of the number of discretization points
used. To illustrate the excellent convergence properties of the overall Nystro¨m approach we
first consider the problem of scattering of a kite-shaped PEC obstacle buried in a dielectric
plane. Figures 2.9a and 2.9b display the real part and the absolute value of total field
u = uf + us, respectively, which is obtained by solving the corresponding integral equation
in TE-polarization (2.86a) by application of the Nystro¨m method and by evaluating of the
field through the representation formula (2.85). Figure 2.9d, in turn, displays the relative
errors (in semi-log scale) in the far-field pattern:
u∞(rˆ) =
∫
Γ
G∞(rˆ, r′)ψ(r′) dsr′ , (2.88)
for rˆ = (cos θ, sin θ), θ ∈ [0, pi], where G∞ is given in (2.59). The far-field pattern is displayed
in Figure 2.9c.
We now consider the problem of scattering of a plane-wave acoustic wave by a three-
dimensional sound-hard bounded obstacle Ω ⊂ R3 with smooth boundary Γ = ∂Ω. The
discussion presented above for the two-dimensional electromagnetic problem carries over
directly to the three-dimensional acoustic scattering problem by letting the scattered field
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(a) Bean-shaped obstacle. (b) Overlapping surface patches.
Figure 2.10: Bean-shaped obstacle [29, Section 6.4] and overlapping surface patches utilized
for its parametrization.
be given by the solution of:

∆us + k2ju
s = 0 in Dj \ Ω, j = 1, 2,
us
∣∣
y=0+
= us
∣∣
y=0− on Π1,
∂us
∂y
∣∣∣∣
y=0+
= ν
∂us
∂y
∣∣∣∣
y=0−
on Π1,
us = −uf on Γ, (sound-soft)
∂us
∂n
= −∂u
f
∂n
on Γ, (sound-hard)
lim
|r|→∞
|r|
{
∂us
∂|r| − ikju
s
}
= 0 in Dj, j = 1, 2,
and by letting the single-layer potential be given by
S[ψ](r) =
∫
Γ
G(r, r′)ψ(r′) dsr′ , r ∈ R3 \ Γ, (2.89)
in terms of the three-dimensional layer Green function (2.40). (A more detailed description
of the three-dimensional acoustic scattering problem is presented in Section 6.1.)
The single-layer representation (2.89) of the scattered field us leads to the second-kind
integral in (2.86b). In order to numerically solve (2.86b) in the present three-dimensional con-
text we utilize the high-order Nystro¨m method put forth in [27, 29]. To illustrate this solution
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procedure, we consider the smooth bean-like scatterer shown in Figure 2.10. Figures 2.11a
and 2.11b (resp. Figures 2.11d and 2.11e) display the total field us + uf solution of the
problem of scattering of the plane-acoustic wave uinc(r) = eik1(cos(pi/4)x−sin(pi/4)y) by the bean
scatterer embedded in the upper half-space D1 (resp. lower half-space D2), while Figure 2.11c
(resp. Figure 2.11f) displays the far-filed pattern (2.88) for rˆ = (cosϕ cos θ, sin θ, sinϕ cos θ),
θ ∈ [0, pi/2] and θ ∈ [0, 2pi], obtained using the far-field form the layer Green function (2.73).
(a) (b)
z
x
y
(c)
(d) (e)
z
x
y
(f)
Figure 2.11: Solution of the problem of scattering of the acoustic incident plane-wave
uinc(r) = eik1(x cos(pi/4)−sin(pi/4)y) by a sound-hard bean-shaped obstacle lying above (first row)
and below (second row) the plane Π1 = {y = 0}, in a two-layer medium with wavenumbers
k1 = 5 and k2 = 10. First and second columns: absolute value of the total field. Third
column: absolute value of the far-field pattern.
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Chapter 3
Layer Green function Method for
problems of scattering by defects in
layered media
This chapter extends the LGF high-order integral equation methods developed in Section 2.4
so as to enable solution of problems of scattering of a plane electromagnetic wave by cylin-
drical dielectric defects that lie at the interface between two half-planes. Eight such classical
problems are tackled in this chapter: scattering by a dielectric bump on 1) a perfectly
electrically conducting (PEC) or 2) a dielectric half-plane (Figure 3.1a), scattering by a
dielectric-filled cavity on 3) a perfectly-conducting or 4) a dielectric half-plane (Figure 3.1b),
scattering by a dielectric-overfilled cavity on 5) a perfectly-conducting or 6) a dielectric half-
plane (Figure 3.1c), and scattering by a void cavity on 7) a perfectly-conducting or 8) a
dielectric half-plane (Figure 3.1d). From a mathematical perspective these eight different
physical problems reduce to just three problem types for which this chapter provides nu-
merical solutions on the basis of highly accurate and efficient boundary integral equation
methods.
In all cases the proposed methods utilize field representations based on single-layer poten-
tials for appropriately chosen Green functions, including the layer Green function obtained
in Section 2.3.1. As is known, such single-layer formulations lead to non-invertible integral
equations at certain spurious resonances—that is, for wavenumbers that coincide with in-
terior Dirichlet eigenvalues for a certain differential operator—either the Laplace operator
or an elliptic differential operator with piecewise constant coefficients (see Section 3.3.2 for
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details). We nevertheless show that solutions for all wavenumbers can be obtained from such
non-invertible formulations—including wavenumbers at which non-invertible integral equa-
tions result. Our method in these regards relies on the analyticity of the PDE solution as
a function of the wavenumber together with a certain approach based on use of Chebyshev
approximation.
(The use of field representations which give rise to non-invertible operators is advanta-
geous in two main ways: on one hand this strategy allows one to bypass the need to uti-
lize hypersingular operators, whose evaluation is computationally expensive and, otherwise,
highly challenging near corner points; and, on the other hand, it leads to systems of integral
equations containing fewer integral operators—with associated reduced computational cost.)
The problems considered in this chapter draw considerable interest in a wide range of
settings. For example, the problem of scattering by bumps and cavities on a (perfect or
imperfect) conducting half-plane is important in the study of the radio-frequency absorption
and electric and magnetic field enhancement that arises from surface roughness [111, 140].
The problem of scattering by open groove cavities on a conducting plane, in turn, impacts
on a variety of technologies, with applicability to design of cavity-backed antennas, non-
destructive evaluation of material surfaces, and more recently, modeling of extraordinary
transmission of light and plasmonics resonance, amongst many others (e.g. [8] and references
therein).
There is vast literature concerning the types of problems considered in this chapter. For
a circular bump a separation-of-variables analytical Fourier-Bessel expansion exists [109].
Related semi-analytical separation-of-variables solutions are available for other simple con-
figurations, such as semi-circular cavities and rectangular bumps and cavities (e.g. [36, 37,
55, 77, 100, 101, 102, 127, 128, 137] and references therein), while solutions based on Fourier-
type integral representations, mode matching techniques and staircase approximation of the
geometry are available for more general domains (e.g. [12] and references therein). Even for
simple configurations, such as a circular cavity or bump on a perfectly conduction plane, the
semi-analytical separation-of-variables method requires solution of an infinite dimensional
linear system of equations that must be truncated to an n × n system and solved numer-
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ically [60, 101, 102, 112, 127, 128]. As it happens, the resulting (full) matrix is extremely
ill-conditioned for large values of n. In practice only limited accuracy results from use of
such algorithms: use of small values of n naturally produces limited accuracy, while for large
values of n matrix ill-conditioning arises as an accuracy limiting element.
Finite element and finite difference methods of low order of accuracy have been used ex-
tensively over the last decade [7, 8, 11, 54, 79, 129, 133, 135]. As is well known, finite element
and finite difference methods lead to sparse linear systems. However, in order to satisfy the
Sommerfeld radiation condition at infinity, a relatively large computational domain contain-
ing the scatterer must be utilized (unless a non-local boundary condition is used, with a
consequent loss of sparsity). In view of the large required computational domains (or large
coupled systems of equations for methods that use non-local domain truncation) and their
low-order convergence (especially around corners where fields are singular and currents are
infinite), these methods yield very slow convergence, and, therefore, for adequately accurate
solutions, they require use of large numbers of unknowns and a high computational cost.
Boundary integral equation methods, on the other hand, lead to linear systems of reduced
dimensionality, the associated solutions automatically satisfy the condition of radiation at
infinity, and, unlike finite element methods, they do not suffer from dispersion errors. Integral
equation methods have been used previously for the solution of the problem of scattering by
an empty and dielectric-filled cavity on a perfectly conducting half-plane; see e.g. [61, 132,
136]. However, previous integral approaches for these problems are based on use of low-order
numerical algorithms and, most importantly, they do not accurately account for singular
field behavior at corners—and, thus, they may not be sufficiently accurate for evaluation of
important physical mechanisms that arise from singular electrical currents and local fields
at and around corners.
The present chapter is organized as follows. Section 3.1 presents a brief description of
the various problems at hand and Section 3.2 introduces a new set of integral equations for
their treatment. Section 3.3 then describes the high-order solvers we have developed for
the numerical solution of these integral equations, which include full resolution of singular
fields at corners. The excellent convergence properties of the equations and algorithms
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introduced in this text are demonstrated in Section 3.4. In particular, the high accuracy of
the new methods in presence of corner singularities can be used to evaluate the effects of
corner singularities on currents and local fields on and around bumps and cavities, and thus
on important physical observables such as absorption, extraordinary transmission, cavity
resonance, etc.
ε1, µ1
ε3, µ3, σ3
ε2, µ2, σ2 or PEC
(a) Dielectric bump on a half-plane.
ε4, µ4, σ4
ε2, µ2, σ2 or PEC
ε1, µ1
(b) Dielectric-filled cavity on a half-plane.
ε1, µ1
ε, µ, σ
ε2, µ2, σ2 or PEC
(c) Dielectric-overfilled cavity on a half-
plane.
ε1, µ1
ε2, µ2, σ2 or PEC
(d) Void cavity on a half-plane.
Figure 3.1: Schematics of the eight physical problems considered in this chapter.
3.1 Problem of scattering
All the problems considered in this chapter can be described mathematically following the
compact depiction presented in Figure 3.2. Thus, a plane electromagnetic wave (Einc,Hinc),
which is defined in (2.12), impinges on a defect formed by the subdomains Ω3 and Ω4,
which lies on the boundary of an otherwise planar horizontal interface between the infinite
subdomains Ω1 and Ω2. As we showed in Section 2.2.1, the z components u = Ez and u = Hz
of the total electric and magnetic field satisfy the Helmholtz equation
∆u+ k2ju = 0 in Ωj, (3.1)
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where, letting ω, εj and µj denote the angular frequency, the complex electric permittivity
and the magnetic permeability of the medium Ωj, the wavenumber kj, defined in (2.7), is
given by k2j = ω
2εjµj, 1 ≤ j ≤ 4 . Throughout this chapter it is assumed that Ω1 is a lossless
medium (σ1 = 0).
In order to formulate transmission problems for the transverse components of the elec-
tromagnetic field, u is expressed as
u =
 uj in Ωj, j = 3, 4,uj + uf in Ωj, j = 1, 2, (3.2)
where uf is the solution of the problem of scattering by the lower half-plane in absence of
the dielectric defect. Note that, in particular, uf satisfies appropriate transmission/boundary
conditions at the flat interface Γ12 between Ω1 and Ω2. The solution u
f can be computed
explicitly for each one of the problems considered in this chapter. For the problems in which
Ω2 is a perfectly flat PEC half-plane, u
f is given in (2.15), while for the problems in which
Ω2 is a flat dielectric or conducting half-plane, u
f is given in (2.13).
Γ12Ω1
Γ13
Ω2
Ω3
Γ24
Ω4
Γ34
y
x
Figure 3.2: Compact mathematical description of the problems considered in this section.
Additionally, u satisfies the transmission conditions (2.9) which can be expressed as
ui = uj + g, and νij
∂ui
∂n
=
∂uj
∂n
+
∂g
∂n
, (3.3)
at the interface Γij between Ωi and Ωj, where νij = µj/µi in TE-polarization and νij = εj/εi
in TM-polarization. For each one of the problems considered in this chapter, transmission
conditions (3.3) are satisfied on Γ13 with g = u
f . In the case in which Ω2 is filled by a
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dielectric material the transmission conditions (3.3) are also satisfied with boundary data
g = uf on Γ24, and they are satisfied with boundary data g = 0 on Γ34. On the other hand,
from (2.11) we have that for the problem in which Ω2 is a PEC half-plane, u2 = 0 and, thus,
the boundary conditions
uj = 0 and
∂uj
∂n
= 0, j = 2, 3 (3.4)
are satisfied on Γ2j in TE- and TM-polarization, respectively. Additionally, we require that
the scattering fields, which in this formulation correspond to uj, j = 1, 2 in (3.2), satisfy the
Sommerfeld radiation condition [45] at infinity:
lim
|r|→∞
√
|r|
{
∂uj
∂|r|(r)− ikjuj(r)
}
= 0 uniformly in all directions
r
|r| ∈ Ωj, j = 1, 2.
(3.5)
Uniqueness results for the problems of scattering considered in this chapter can be found
in [74, 110] for the cases in which Ω2 is occupied by a dielectric or conducting material, and
in [9, 139] for the cases in which Ω2 is occupied by a PEC. In what follows of this chapter
we assume that there exist unique, sufficiently regular, solutions to all of the problems of
scattering considered.
3.2 Integral equation formulations
Three main problem types can be identified in connection with Figure 3.2, namely Problem
Type I, where transmission conditions (3.3) are imposed on Γ13 and Γ24 (which, in our context,
characterize the problem of scattering by a dielectric bump on a dielectric half-plane as well
as the problems of scattering by a filled, overfilled or empty cavity on a dielectric half-
plane); Problem Type II, where transmission conditions (3.3) are imposed on Γ13 and the
PEC boundary condition (3.4) is imposed on Γ24, which applies to the problem of scattering
by a (filled, overfilled or empty) cavity on a PEC half-plane; and Problem Type III, where
transmission conditions (3.3) are only imposed on Γ13, with application to the problem of
scattering by a dielectric bump on a perfectly conducting half-plane. In the following three
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sections we derive systems of boundary integral equations for each one of these problem
types.
3.2.1 Problem Type I
In Problem Type I the domains Ωj (1 ≤ j ≤ 4) contain dielectric media of finite or zero
conductivity; we denote by kj the (real or complex) wavenumber in the domain Ωj. Note
that
– For the problem of scattering by a dielectric-filled cavity on dielectric half-plane we
have k1 = k3, k3 6= k4, k4 6= k2, k1 6= k2;
– For the problem of scattering by an overfilled cavity on dielectric half-plane we have
k1 6= k3, k3 = k4, k4 6= k2, k1 6= k2; and
– For the problem of scattering by a void cavity on a dielectric half-plane we have k1 =
k3, k3 = k4, k4 6= k2, k1 6= k2.
To tackle the Type I problem we express the total field u in (3.2) by means the single-layer-
potential representation
u =

Sint[ψint] in Ω3 ∪ Ω4,
Sext[ψext] + uf in Ω1 ∪ Ω2,
(3.6)
in terms of the unknown density functions ψint and ψext where, letting G
ki
kj
= G denote
the layer Green function (2.27) of the Helmholtz equation for the two-layer medium with
wavenumbers ki and kj in the upper and lower half-planes respectively (see Section 2.3.1 for
details), we have set
Sint[ψ](r) =
∫
Γ13∪Γ24
Gk3k4(r, r
′)ψ(r′) dsr′ , (3.7a)
Sext[ψ](r) =
∫
Γ13∪Γ24
Gk1k2(r, r
′)ψ(r′) dsr′ . (3.7b)
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The Green functions Gkikj satisfy the transmission conditions (3.3) on Γij (with (ij) equal to
either (12) or (34)) and, therefore, they depend on the polarization (through the parameter
νij). Note, further, that for ki = kj = k the Green function G
ki
kj
equals the free space Green
function with wavenumber k.
It is easy to check that the representation (3.6) for the solution u satisfies the Helmholtz
equation with wavenumber kj in the domain Ωj (1 ≤ j ≤ 4) as well as the radiation
conditions (3.5) at infinity (see Section 2.3.4 for details). Since the two-layer Green functions
satisfy the relevant transmission conditions on Γ12 and Γ34, there remain only two boundary
conditions to be satisfied, namely, the transmission conditions (3.3) on the boundary of
the defect Ω3 ∪ Ω4. Using classical jump relations [45] for various layer potentials, these
conditions lead to the system
SΓ13int [ψint]− SΓ13ext [ψext] = uf ,
ν13
{
ψint
2
+KΓ13int [ψint]
}
+
ψext
2
−KΓ13ext [ψext] =
∂uf
∂n
,
SΓ24int [ψint]− SΓ24ext [ψext] = uf ,
ν24
{
ψint
2
+KΓ24int [ψint]
}
+
ψext
2
−KΓ24ext [ψext] =
∂uf
∂n
(3.8)
of boundary integral equations on the open curves Γ13 and Γ24 for the unknowns ψint and
ψext. The boundary integral operators in (3.8) for (ij) = (13) and (ij) = (24) are given by
S
Γij
int [ψ](r) =
∫
Γ13∪Γ24
Gk3k4(r, r
′)ψ(r′) dsr′ , r ∈ Γij,
S
Γij
ext [ψ](r) =
∫
Γ13∪Γ24
Gk1k2(r, r
′)ψ(r′) dsr′ , r ∈ Γij,
K
Γij
int [ψ](r) =
∫
Γ13∪Γ24
∂Gk3k4
∂nr
(r, r′)ψ(r′) dsr′ , r ∈ Γij,
K
Γij
ext [ψ](r) =
∫
Γ13∪Γ24
∂Gk1k2
∂nr
(r, r′)ψ(r′) dsr′ , r ∈ Γij.
(3.9)
The following lemma establishes the uniqueness of solutions of the integral equation
system (3.8):
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Lemma 3.2.1. Under the assumptions laid out in Section 3.1 on the physical parameters
kj, j = 1, . . . , 4, the system of integral equations (3.8) admits at most one solution, unless
the exterior wavenumbers k1 and k2 are such that there exists an interior Dirichlet eigen-
function v : Ω3 ∪ Ω4 → C that satisfies:
∆v + k21v = 0 in Ω3,
∆v + k22v = 0 in Ω4,
v
∣∣
y=0+
= v
∣∣
y=0− on Γ34,
ν12
∂v
∂n
∣∣∣
y=0+
=
∂v
∂n
∣∣∣
y=0−
on Γ34,
v = 0 on Γ13,
v = 0 on Γ24.
(3.10)
Proof. Let ψint and ψext be solutions of the homogeneous (u
f = 0) integral equation sys-
tem (3.8) and assume that, for the given exterior wavenumbers k1 and k2, the interior
boundary value problem (3.10) admits only the trivial solution. Defining the single-layer
potentials
v = Sext[ψext] and w = Sint[ψint], (3.11)
it then follows, by uniqueness of the PDE boundary value problem (cf. [74]), that v = 0 in
Ω1 ∪Ω2 and w = 0 in Ω3 ∪Ω4. Furthermore, since v satisfies (3.10), it follows by hypothesis
that v = 0 in Ω3 ∪ Ω4. Thus the single layer potential v vanishes throughout R2 and, in
view of the jump relation for the normal derivative of the single-layer potential, we conclude
ψext = 0 on Γ13 ∪ Γ24.
On the other hand, the relation S
Γij
int [ψint] = 0 for (ij) = (13), (24) tells us that w is a
solution of the Helmholtz equation in the exterior domain Ω1∪Ω2, with wavenumbers k3 in Ω1
and k4 in Ω2, which satisfies homogeneous Dirichlet boundary conditions on Γ13∪Γ24 as well as
homogeneous transmission conditions on Γ12. But, under the conditions Re k3 > 0, Im k3 ≥ 0
and Re k4 > 0, Im k4 ≥ 0 that are generally satisfied by the physical constants (Section 3.1)
the exterior Dirichlet problem admits an unique solution (cf. [74]). Consequently, w = 0 in
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Ω1 ∪ Ω2. Thus, the single-layer potential w vanishes throughout R2. Invoking once again
normal-derivative jump relations we conclude thatψint = 0 on Γ13 ∪ Γ24. The proof is now
complete.
3.2.2 Problem Type II
In Problem Type II the domain Ω2 contains a PEC medium, and the domains Ωj, j = 1, 3, 4
contain dielectric media of finite or zero conductivity. Clearly,
– For the problem of scattering by a dielectric-filled cavity on PEC half-plane we have
k1 = k3, k3 6= k4;
– For the problem of scattering by an overfilled cavity on PEC half-plane we have k1 6=
k3, k3 = k4; and
– For the problem of scattering by a void cavity on PEC half-plane we have k1 = k3, k3 =
k4.
For Type II problems we express the total field u by means of the single-layer-potential
representation
u =

Sint[ψint] in Ω3 ∪ Ω4,
Sext[ψext] + uf in Ω1,
0 in Ω2,
(3.12)
where, defining Gk3k4 as in Section 3.2.1 and letting G
k1
0 denote the Green function that satisfies
the PEC boundary condition (3.4) on Γ12, the potentials above are defined by
Sint[ψ](r) =
∫
Γ13∪Γ24
Gk3k4(r, r
′)ψ(r′) dsr′ , (3.13a)
Sext[ψ](r) =
∫
Γ13
Gk10 (r, r
′)ψ(r′) dsr′ . (3.13b)
As mentioned in Section 3.2.1 the Green function Gkikj depends on the polarization; the
same is of course true for Gk10 , which is given by G
k
0(r, r
′) = Gk(r, r′) − Gk(r, r¯′) in TE-
polarization, and Gk0(r, r
′) = Gk(r, r′) + Gk(r, r¯′) in TM-polarization, where r¯′ = (x′,−y′)
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and where Gk(r, r
′) = iH(1)0 (k|r − r′|)/4 is the free-space Green function. By virtue of the
integral representation (3.12) the field satisfies the Helmholtz equation in the domain Ωj
with wavenumber kj, j = 1, 3, 4, the radiation condition at infinity, transmission conditions
on Γ34 and the PEC boundary conditions on Γ12. Imposing the remaining transmission
conditions (3.3) on Γ13 and PEC boundary condition (3.4) of Γ24, we obtain the equations
SΓ13int [ψint]− SΓ13ext [ψext] = uf ,
ν13
{
ψint
2
+KΓ13int [ψint]
}
+
ψext
2
−KΓ13ext [ψext] =
∂uf
∂n
,
(3.14a)
on Γ13 (valid for both TE- and TM- polarizations provided the corresponding constant νij
and Green functions are used) and
ψint
2
+KΓ24int [ψint] = 0 (TE-polarization) (3.14b)
SΓ24int [ψint] = 0 (TM-polarization) (3.14c)
on Γ24. In accordance with the definition of the single-layer potentials (3.13), the boundary
integral operators in (3.14) for (ij) = (13) and (ij) = (24) are given by
S
Γij
int [ψ](r) =
∫
Γ13∪Γ24
Gk3k4(r, r
′)ψ(r′) dsr′ , r ∈ Γij,
S
Γij
ext [ψ](r) =
∫
Γ13
Gk10 (r, r
′)ψ(r′) dsr′ , r ∈ Γij,
K
Γij
int [ψ](r) =
∫
Γ13∪Γ24
∂Gk3k4
∂nr
(r, r′)ψ(r′) dsr′ , r ∈ Γij,
K
Γij
ext [ψ](r) =
∫
Γ13
∂Gk10
∂nr
(r, r′)ψ(r′) dsr′ , r ∈ Γij.
(3.15)
The following lemma, whose proof is analogous to the one given for Lemma 3.2.1, establishes
the conditions for uniqueness of solutions of the integral equation system (3.14).
Lemma 3.2.2. The system of integral equations (3.14) admits at most one solution unless
the exterior wavenumber k1 is such that there exists an interior Dirichlet (in TE-polarization)
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or mixed Dirichlet-Neumann (in TM-polarization) eigenfunction v : Ω3 → C satisfying
∆v + k21v = 0 in Ω3,
v = 0 on Γ13,
v = 0 on Γ34 in TE-polarization,
∂v
∂n
= 0 on Γ34 in TM-polarization.
(3.16)
3.2.3 Problem Type III
For Problem Type III the domains Ωj, j = 1, 3, contain dielectric media of finite or zero
conductivity and the domains Ωj, j = 2, 4, are filled by a PEC material. Note that
– For the problem of scattering by a dielectric bump on PEC half-plane we have k3 6= k1.
As in the previous cases, for Type III problems the total field u is expressed by means of
the single-layer-potential representation
u =

Sint[ψint] in Ω3,
Sext[ψext] + uf in Ω1,
0 in Ω2 ∪ Ω4,
(3.17)
where the potentials above are defined by
Sint[ψ](r) =
∫
Γ13
Gk30 (r, r
′)ψ(r′) dsr′ , (3.18a)
Sext[ψ](r) =
∫
Γ13
Gk10 (r, r
′)ψ(r′) dsr′ . (3.18b)
As mentioned in Section 3.2.2, the Green functions Gk10 and G
k3
0 depend on the polarization
and satisfy the PEC boundary condition on Γ12 and Γ34 respectively. The total field, as given
by the potentials (3.18), satisfies Helmholtz equations with wavenumber kj in the domain
Ωj, j = 1, 3, PEC boundary condition on Γ24 and Γ12, as well as the radiation condition at
infinity. Imposing the transmission conditions (3.3) on Γ13 the following system of boundary
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integral equations is obtained for the unknown density functions ψint and ψext:
SΓ13int [ψint]− SΓ13ext [ψext] = uf ,
β3
β1
{
ψint
2
−KΓ13int [ψint]
}
+
ψext
2
−KΓ13ext [ψext] =
∂uf
∂n
,
(3.19)
on Γ13, where the boundary integral operators are defined by
SΓ13int [ψ](r) =
∫
Γ13
Gk30 (r, r
′)ψ(r′) dsr′ , r ∈ Γ13,
SΓ13ext [ψ](r) =
∫
Γ13
Gk10 (r, r
′)ψ(r′) dsr′ , r ∈ Γ13,
KΓ13int [ψ](r) =
∫
Γ13
∂Gk30
∂nr
(r, r′)ψ(r′) dsr′ , r ∈ Γ13,
KΓ13ext [ψ](r) =
∫
Γ13
∂Gk10
∂nr
(r, r′)ψ(r′) dsr′ , r ∈ Γ13.
(3.20)
The conditions under which the integral equation system (3.19) admits a unique solu-
tion are the ones established in Lemma 3.2.2 for the uniqueness of solutions of the integral
equation system (3.14).
3.3 Nystro¨m method
3.3.1 Discretization of integral equations
The integral equations (3.8), (3.14) and (3.19) involve either a) Integrals over Γ13 ∪Γ24 with
equality enforced on Γ13 ∪ Γ24, or given by b) Integrals over Γ13 with equality enforced on
Γ13. All of these integral equations can be expressed in terms of parametrizations of the
curves Γ13 and Γ24, or, more precisely, in terms of integrals of the form∫ 2pi
0
L(t, τ)φ(τ) dτ and
∫ 2pi
0
M(t, τ)φ(τ) dτ, (3.21)
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with kernels
L(t, τ) = G(r(t), r′(τ))|r′′(τ)|,
M(t, τ) = ∇r[G](r(t), r′(τ)) · n(t)|r′′(τ)|,
(3.22)
where i) each of the functions r(t) and r′(τ) denote either a parametrization for the curve Γ13
or of the curve Γ24 with parameters t and τ in the interval (0, 2pi); ii) n(t) = (x
′
2(t),−x′1(t))/|r′(t)|
denotes the unit normal on Γ13 or Γ24, as appropriate, which points outward from the defect;
iii) φ(τ) = ψ(r′(τ)), where ψ stands for the unknown density function under consideration;
and iv) G denotes the relevant Green function. Indeed, in case a) above, the integral over
Γ13 ∪Γ24 can be expressed as a sum of integrals on Γ13 and Γ24. In case b), in particular, we
take r = r′.
Our discretization of the integral equations (3.8), (3.14) and (3.19) is based on corre-
sponding discretizations of the integrals (3.21). Following [44] we thus proceed by expressing
the kernels (3.22) in the form
L(t, τ) = L1(t, τ) log r
2(t, τ) + L2(t, τ), (3.23a)
M(t, τ) = M1(t, τ) log r
2(t, τ) +M2(t, τ), (3.23b)
where Lj and Mj (j = 1, 2) are smooth functions on (0, 2pi) × (0, 2pi) and where r(t, τ) =
r(t) − r′(τ) and r(t, τ) = |r(t, τ)|. In cases for which r(t) and r′(τ) parametrize the same
open curve we have
L1(t, τ) = − 1
4pi
J0(kr(t, τ))|r′′(τ)|,
L2(t, τ) = L(t, τ)− L1(t, τ) log r2(t, τ),
M1(t, τ) =
k
4pi
J1(kr(t, τ))n(t) · r(t, τ)
r
|r′′(τ)|,
M2(t, τ) = M(t, τ)−M1(t, τ) log r2(t, τ).
The diagonal terms L2(t, t) and M2(t, t) can be computed exactly by taking the limit of
L2(t, τ) and M2(t, τ) as τ → t (see [44, p. 77] for details). On the other hand, when r(t)
and r′(τ) parametrize different curves, L and M are smooth on (0, 2pi)× (0, 2pi) and, thus,
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L1 = 0, L = L2, M1 = 0 and M = M2. (Note that although in the latter case L and M are
smooth functions, these functions are in fact nearly singular, for t near the endpoints of the
parameter interval (0, 2pi) for the curve r, and for τ around the corresponding endpoint of
the parameter interval for the curve r′.)
Letting K denote one of the integral kernels L or M in equation (3.23), in view of the
discussion above K may be expressed in the form K(t, τ) = K1(t, τ) log r
2(t, τ)+K2(t, τ) for
smooth kernels K1 and K2. For a fixed t then, there are two types of integrands for which
high-order quadratures must be provided, namely integrands that are smooth in (0, 2pi) but
have singularities at the endpoints of the interval (that arise from corresponding singularities
of the densities φ at the endpoints of the open curves; cf. [32, 88, 130]), and integrands that
additionally have a logarithmic singularity at τ = t. To handle both singular integration
problems we follow [44, 70] and utilize a combination of a graded-meshes, the trapezoidal
quadrature rule, and a quadrature rule that incorporates the logarithmic singularity into
its quadrature weights—as described in what follows. Interestingly, the graded meshes and
associated changes of variables gives rise to accurate integration even in the near-singular
regions mentioned above in this section.
To introduce graded meshes we consider the polynomial change of variables t = w(s)
where
w(s) = 2pi
[v(s)]p
[v(s)]p + [v(2pi − s)]p , 0 ≤ s ≤ 2pi, (3.24)
v(s) =
(
1
p
− 1
2
)(
pi − s
pi
)3
+
1
p
s− pi
pi
+
1
2
,
and where p ≥ 2. The function w is smooth and increasing on [0, 2pi], with w(k)(0) =
w(k)(2pi) = 0 for 1 ≤ k ≤ p− 1. Using this transformation we express K as
K(t, τ) = K(w(s), w(σ))
= K1(w(s), w(σ)) log
(
4 sin2
s− σ
2
)
+ K˜2(s, σ),
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where
K˜2(s, σ) = K1(w(s), w(σ)) log
(
r2(w(s), w(σ))
4 sin2 s−σ
2
)
+K2(w(s), w(σ)),
and where the diagonal term is given by K˜2(s, σ) = 2K1(t, t) log(w
′(s)|r′(t)|)+K2(t, t). High-
order accurate quadrature formulae for the integral operators (3.21) based on the (2n− 1)–
point discretization σj = jpi/n, 1 ≤ j ≤ 2n − 1 (which, via the correspondence τ = w(σ)
gives rise to a discrete quadrature formula for the integral over the curve parametrized by
r′(τ)) at evaluation points t = ti = w(si) with si = ipi/q, 1 ≤ i ≤ 2q − 1 (which correspond
to evaluation of the integral operator at points on the curve parametrized by r(t)) can easily
be obtained [44] from the expressions
∫ 2pi
0
f(σ) dσ ≈ pi
n
2n−1∑
j=0
f(σj) (3.25)
and ∫ 2pi
0
f(σ) log
(
4 sin2
s− σ
2
)
dσ ≈
2n−1∑
j=0
R
(n)
j (s)f(σj),
0 ≤ s ≤ 2pi, (which, for smooth functions f , yield high-order accuracy), where the weights
Rj(s) are given by
Rj(s) = −2pi
n
n−1∑
m=1
1
m
cosm(s− σj)− pi
n2
cosn(s− σj).
Clearly setting s = σi in this equation gives Rj(σi) = R|i−j|, where
Rk = −2pi
n
n−1∑
m=1
1
m
cos
mkpi
n
− (−1)
kpi
n2
.
Using these quadrature points and weights and corresponding parameter values t = ti =
w(si) for the observation point (si = ipi/q) we obtain the desired discrete approximation for
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the integrals (3.21): for an approximation φj ≈ φ(τj) = φ(w(σj)), we have
∫ 2pi
0
K(ti, τ)φ(τ) dτ ≈
2n−1∑
j=1
{
K1(ti, τj)Wij +K2(ti, τj)
pi
n
}
φj w
′(σj) (3.26)
for 1 ≤ i ≤ 2q − 1, where τj = w(σj) and where the quadrature weights are given by
Wij = R|i−j| +
pi
n
log
(
r2(ti, tj)
4 sin2(si − sj)/2
)
.
Note that for sufficiently large values of p the product φ(w(σ))w′(σ), (an approximation
of which appears in (3.26)) vanishes continuously at the endpoints of the parameter inter-
val [0, 2pi]—even in cases for which, as it happens for corners or points of junction between
multiple dielectric materials, φ(w(σ)) tends to infinity at the endpoints.
The systems of boundary integral equations (3.8), (3.14) and (3.19) are discretized by
means of applications of the quadrature rule (3.26) to the relevant integral operators (3.9),
(3.15) and (3.20), respectively. This procedure leads to linear systems of algebraic equations
for the unknown values of the density functions ψint and ψext at the quadrature points.
The presence of the weight w′(σj) in (3.26), which multiplies the unknowns φj ≈ φ(τj) and
which is very small for σj close to 0 and 2pi, however, gives rise to highly ill conditioned
linear systems. To avoid this difficulty we resort to the change of unknown ηj = φjw
′(σj) in
(3.26); for the equations which contain terms of the form ψint/2 and ψext/2 it is additionally
necessary to multiply both sides of the equation by w′(σj) to avoid small denominators.
In what follows, the resulting discrete linear systems for the problems under consideration
are generically denoted by Aη = f where, in each case η is a vector that combines the
unknowns that result from the discretization procedure described above in this section for
the various boundary portions Γij (cf. Figure 3.2). Once η has been found, the numerical
approximation of the scattered fields at a given point r in space, which in what follows will be
denoted by u˜ = u˜(r), can be obtained by consideration of the relevant representation (3.7),
(3.13) or (3.18). For evaluation points r sufficiently far from the integration curves these
integrals can be accurately approximated using the change of variable t = w(s) together
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with the trapezoidal rule (3.25); for observation points near the integration curves, in turn,
a procedure based on interpolation along a direction transverse to the curve is used (see [3]
for details).
3.3.2 Solution at resonant and near-resonant frequencies
As mentioned in the introduction, despite the fact that each one of the physical problems
considered in this contribution admit unique solutions for all frequencies ω and all physically
admissible values of the dielectric constant and magnetic permeability, for certain values of
ω spurious resonances occur: for such values of ω the systems of integral equations derived
in Section 3.2 are not invertible. In fact, as it was shown in Propositions 3.2.1 and 3.2.2,
spurious resonances for these systems arise whenever the wavenumber k1, which will also be
denoted by κ in what follows, is such that −k21 = −κ2 equals a certain Dirichlet eigenvalue.
Note, in particular, that the values of κ for which spurious resonances occur are necessarily
real numbers (and, thus, physically realizable), since the eigenvalues −κ2 are necessarily
negative).
It is important to note that, in addition to the spurious resonances mentioned above,
the transmission problems considered in Section 3.1 themselves (and, therefore the corre-
sponding systems of integral equations mentioned above) also suffer from non-uniqueness for
certain non-physical values of κ (Im (κ) < 0) which are known as “scattering poles” [123];
cf. Figure 3.4 and a related discussion below in this section.
The non-invertibility of the aforementioned continuous systems of integral equations at
a spurious-resonance or scattering-pole wavenumber κ = κ∗ manifests itself at the discrete
level in non-invertibility or ill-conditioning of the system matrix A := A(κ) for values of κ
close to κ∗. Therefore, for κ near κ∗ the numerical solution of the transmission problems
under consideration (which, in what follows will be denoted by u˜ := u˜κ(r) to make explicit
the solution dependence on the parameter κ) cannot be obtained via direct solution the
linear system Aη = f . As is known, however [123], the solutions u = uκ of the continuous
transmission problems are analytic functions of κ for all real values of κ—including, in par-
ticular, for κ equal to any one of the spurious resonances mentioned above and for real values
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of κ near a scattering pole—and therefore, the approximate values u˜κ(r) for κ sufficiently
far from κ∗ can be used, via analytic continuation, to obtain corresponding approximations
around κ = κ∗ and even at a spurious resonance κ = κ∗.
In order to implement this strategy for a given value of κ it is necessary for our algorithm
to possess a capability to perform two main tasks, namely, Task I: Determination of whether
κ is “sufficiently far” from any one of the spurious resonances and scattering poles κ∗; and
Task II: Evaluation of analytic continuations to a given real wavenumber κ0 which is either
close or equal to a spurious resonance κ∗, or which lies close to a scattering pole κ∗. Once
these capabilities are available the algorithm can be completed readily: if completion of Task
I leads to the conclusion that κ is far from all spurious resonances then the solution process
proceeds directly via solution of the associated system of integral equations. Otherwise,
the solution process is completed by carrying out Task II. Descriptions of the proposed
methodologies to perform Tasks I and II are presented in the following two sections.
3.3.2.1 Task I: matrix-singularity detection
Consider a given wavenumber κ′ for which a solution to one of the problems under consid-
eration needs to be obtained. As discussed in what follows, in order to determine the level
of proximity of κ′ to a spurious resonance or scattering pole κ∗, the matrix-singularity de-
tection algorithm utilizes the minimum singular value σmin(κ
′) of A(κ′). (Note that in view
of the discussion concerning Task I above in the present Section 3.3.2 it is not necessary to
differentiate wavenumbers κ′ that lie near to either a spurious resonance or to a scattering
pole: both cases can be treated equally well by means of one and the same Task II (analytic
continuation) algorithm (Section 3.3.2.2).
To introduce the matrix-singularity detection algorithm consider Figure 3.3: clearly,
with exception of a sequence of wavenumbers (spurious resonances and/or real wavenumbers
close to non-real scattering pole) around which the minimum singular value is small, the
function σmin(κ) maintains an essentially constant level. This property forms the basis of
the matrix-singularity detection algorithm. Indeed, noting that there are no singularities
for κ smaller than certain threshold (as it follows from the spectral theory for the Laplace
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operator), we choose a wavenumber κ0 > 0 close to zero and we compare σmin(κ0) with
σmin(κ
′). If σmin(κ′) σmin(κ0), say σmin(κ′) < ξ ·σmin(κ0) for an adequately chosen value of
ξ, κ′ is determined to be close to a some singularity κ∗, and therefore the Task-II analytic-
continuation algorithm is utilized to evaluate u˜κ′(r). The parameter values κ0 = 0.1 and
ξ = 10−4 were used in all the numerical examples presented in this chapter.
(A remark is in order concerning the manifestations of resonances and scattering poles
on the plots of the function σmin(κ) as a function of the real variable κ. By definition
the function σmin(κ) vanishes exactly at all spurious resonances. The four sharp peaks
shown in Figure 3.3, for example, occur at the spurious resonances listed in the inset of
Figure 3.4. The first peak from the left in Figure 3.3, in contrast, is not sharp—as can be
seen in the inset close-up included in the figure. The small value σmin(κ) ∼ 10−7 around
κ = 0.5708 is explained by the presence of a scattering pole κ∗: σmin(κ∗) = 0 at the complex
wavenumber κ∗ = 0.57807113743881 − 0.000074213015953i. Thus scattering poles can in
practice be quite close to the real κ axis, and thus give rise to rather sharp peaks which are
not associated with actual spurious resonances. As mentioned above, however, the analytic
continuation algorithm presented in what follows need not differentiate between these two
types of singularities: analytic continuation is utilized whenever a sufficiently small value of
σmin is detected.)
3.3.2.2 Task II: analytic continuation
Analytic continuation of the numerical solution u˜κ(r) to a given wavenumber κ
′ detected
as a matrix singularity (Section 3.3.2.1) is carried out via interpolation. Note, however,
that, since A(κ) is generally extremely ill-conditioned for values of κ in a narrow interval
around such wavenumbers κ′, fine interpolation meshes cannot be utilized to achieve arbi-
trary accuracy in the approximation. To overcome this difficulty we utilize an interpolation
method based on use of Chebyshev expansions, for which the meshsize is not allowed to
be smaller than a certain tolerance, and within which convergence is achieved, in view of
the analyticity of the scattered field with respect to the wavenumber κ, by increasing the
order of the Chebyshev expansion. To do this for a given wavenumber κ′ identified by the
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matrix-singularity detection algorithm (Section 3.3.2.1), the analytic continuation algorithm
proceeds by introducing a Chebyshev grid of points {κj}2mj=1 (cf. [63]) sorted in ascending
order such that the two middle points in the grid, κm and κm+1, lie at an appropriately
selected distance δ > 0 from the wavenumber κ′: κm = κ′ − δ and κm+1 = κ′ + δ.
The accuracy of the numerical evaluation of the field u˜κj at each one of the interpolation
points κj is ensured by running the matrix-singularity detection algorithm at each κj and
adequately changing the value of δ if a matrix-singularity is detected at one or more of the
mesh points κj. Letting u˜
(m)
κ denote the Chebyshev expansion of order 2m−1 resulting for a
Chebyshev mesh selected as indicated above, the sequence u˜
(m)
κ′ convergences exponentially
fast to u˜κ′ as m grows—as it befits Chebyshev expansions of analytic functions. If the matrix-
singularity condition σmin(κj`) < ξ · σmin(κ0) occurs at one of more of the interpolation
points κj, say κj` , 1 ≤ ` ≤ L′, the algorithm proceeds by selecting the smallest value of
the parameter δ′ > δ and a new set of Chebyshev points {κ′j}2m′j=1 (m′ ≥ m) satisfying
κ′m′ = κ
′ − δ′, κ′m′+1 = κ′ + δ′, such that none of the new interpolation points lie on the
region
⋃L′
`=1(κj`−δ, κj`+δ). If the condition σmin(κ′j) < ξ ·σmin(κ0) occurs for some of the new
interpolation points, say κ′j` , 1 ≤ ` ≤ L′′, the algorithm proceeds as described above, but for
a new value δ′′ > δ′, and so on. Note that in practice the interpolation procedure described
above is rarely needed, and when it is needed, a suitable interpolation grid is usually found
after a single iteration: in practice the choice δ = 0.01 has given excellent results in all the
examples presented in this chapter.
In order to demonstrate the fast convergence of u˜
(m)
κ′ to u˜κ′ as m increases we consider the
problem of scattering by a dielectric unit-radius semi-circular bump on a PEC half-plane.
For this problem the wavenumbers κ∗ for which the system of integral equations (3.19) is non-
invertible can be computed explicitly: spurious resonances are given by real solutions of the
equation Jn(κ) = 0, n ≥ 0, where Jn denotes the Bessel function of first kind and order n [134],
and scattering poles are complex valued solutions of κH(1)n (κ)J ′n(k3) = k3Jn(k3)H
(1)
n
′
(κ), where
H
(1)
n denotes the Hankel function of first kind and order n (see Appendix B.2). The function
σmin(κ) is displayed in Figure 3.3. The κ
∗ values identified in that figure coincide (up to
machine precision) with the first four positive solutions of the equation Jn(κ) = 0. On
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Figure 3.3: Minimum singular value of A as a function of κ = k1 for the problem of scattering
by a semi-circular bump on a PEC half-plane in TE-polarization.
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Figure 3.4: Error in the approximation of u˜κ∗ by Chebyshev interpolation/analytic-
continuation for various spurious resonant frequencies κ∗ as a function of the order 2m
of the Chebyshev expansion.
the other hand, this problem admits an analytical solution uκ in terms of a Fourier-Bessel
expansion (see Appendix B.1). The availability of the exact solution allows us to quantify the
magnitude of interpolation error by evaluating the maximum of the error function E(r) =
|u˜(m)κ∗ (r)−uκ∗(r)| at a polar grid Π (consisting of points inside, outside and at the boundary
of the semi-circular bump). Figure 3.4 shows the error maxr∈Π E(r) versus the number of
points used in the Chebyshev interpolation of u˜κ∗ , which is computed for the four spurious
resonances k∗ shown in Figure 3.3, and where a sufficiently fine spatial discretization is used.
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In all the calculations k3 = 6, the curve Γ13 is discretized using 128 points, and δ = 0.01 is
utilized to construct the Chebyshev grids.
3.4 Numerical examples
This section demonstrates the high accuracies and high-order convergence that result as the
proposed boundary integral methods are applied to each one of the mathematical problems
formulated in Section 3.2. For definiteness all dielectric media are assumed non-magnetic
so that νij = 1 for TE-polarization and νij = k
2
j/k
2
i for TM-polarization. In all the nu-
merical examples shown in this section the incident plane-wave is parallel to the vector
d = (cosα, sinα)T , α = −pi/3, and the graded-mesh parameter (3.24) is p = 8.
We thus consider the problem of scattering by a dielectric filled cavity on a dielectric
half-plane (Problem Type I); the problem of scattering by a dielectric filled cavity on a
PEC half-plane (Problem Type II); and the problem of scattering by a dielectric bump
on a PEC half-plane (Problem Type III). With reference to Figure 3.2, in the first two
examples the cavity is determined by the curve Γ24 = {(x, y) ∈ R2 : x = − cos( t2), y =
cos(4t)
40
t(t − 2pi) − sin( t
2
), t ∈ (0, 2pi)}, and the curve Γ13 (which, in view of the formulation
in Section 3.2, may be selected rather arbitrarily as long as it lies in the upper half plane
and has the same endpoints as Γ24) is given by the semicircle of radius one in the upper half
plane that joins the points (1, 0) and (−1, 0). For the problem of scattering by a dielectric
bump (Type III Problem), in turn, the boundary of the bump is given by Γ13 = {(x, y) ∈
R2 : x = cos( t
2
), y = cos(4t)
40
t(2pi − t) + sin( t
2
), t ∈ (0, 2pi)}.
To estimate the error in the aforementioned numerical test problems, the systems of
boundary integral equations (3.8), (3.14) and (3.19) were discretized utilizing five different
meshes Πj, 1 ≤ j ≤ 5 consisting of P = 2j+5 − 1 points distributed along each one of the
relevant boundaries: P points on Γ24 and P points on Γ13 in the case of Type I and II
problems, and P points on Γ13 in the case of Type III Problem. The sequence of meshes is
chosen to be nested (Πj ⊂ Πi for j < i) in order to facilitate the convergence analysis; in
what follows the numerical solution that results from the discretization Πj is denoted by u˜j.
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(a) TM-polarization. (b) TE-polarization.
(c) TM-polarization. (d) TE-polarization.
(e) TM-polarization. (f) TE-polarization.
Figure 3.5: Diffraction pattern resulting from the scattering of a plane-wave by; a dielectric-
filled cavity on a dielectric half-plane ((a) and (b)); a dielectric-filled cavity on a PEC
half-plane ((c) and (d)); a dielectric bump on a PEC half-plane ((e) and (f)).
The error in the numerical solution u˜j is estimated by means of the expression
Ej =
maxr∈Π1 |u˜j(r)− u˜5(r)|
maxr∈Π1 |u˜5(r)|
, 1 ≤ j ≤ 4.
Table 3.1 presents the numerical error estimates Ej, 1 ≤ j ≤ 5 for the three different
problem types (including real and complex wavenumbers); clearly high accuracies and fast
convergence is achieved in all cases. To further illustrate the results provided by the proposed
method, the real part of the total field is presented in Figures 3.5 and 3.6 for the cases consid-
ered in Table 3.1, including examples for TM- and TE-polarization. Thus, Figures 3.5a-3.5b
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(a) TM-polarization. (b) TE-polarization.
(c) TM-polarization. (d) TE-polarization.
(e) TM-polarization. (f) TE-polarization.
Figure 3.6: Diffraction pattern resulting from the scattering of a plane-wave by; a dielectric-
filled cavity on a dielectric half-plane ((a) and (b)); a dielectric-filled cavity on a PEC
half-plane ((c) and (d)); a dielectric bump on a PEC half-plane ((e) and (f)).
(k4 = 15) and Figures 3.6a-3.6b (k4 = 15 + 5i) present the diffraction pattern for the prob-
lem of scattering by the dielectric-filled cavity on the dielectric half-plane (problem Type
I); Figures 3.5c-3.5d (k4 = 15) and Figures 3.6c-3.6d (k4 = 15 + 5i) present the diffraction
pattern for the problem of scattering by the dielectric-filled cavity on the PEC half-plane
(problem Type II); and Figures 3.5e-3.5f (k3 = 15) and Figures 3.6e-3.6f (k3 = 15 + 5i)
present the diffraction pattern for the problem of scattering by the dielectric bump on the
PEC half-plane.
Figure 3.7, finally, presents diffraction patterns (real part) for the problem of scattering
by a dielectric filled cavity on a dielectric half-plane (Problem Type I) for the wavenumbers
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Type I Type II Type III
k4 k4 k3
P 15 15 + 5i 15 15 + 5i 15 15 + 5i
63 3·10−01 6·10−03 7·10−01 1·10−04 2·10−01 7·10−02
TM 127 7·10−04 4·10−06 2·10−03 1·10−07 2·10−03 1·10−03
255 1·10−10 7·10−12 3·10−11 6·10−12 5·10−08 8·10−08
511 6·10−12 5·10−12 1·10−12 3·10−13 1·10−13 8·10−13
63 9·10−02 3·10−03 2·10−01 6·10−04 4·10−01 4·10−02
TE 127 3·10−04 7·10−06 1·10−04 2·10−07 1·10−03 3·10−04
255 3·10−12 2·10−12 3·10−12 7·10−12 2·10−08 2·10−08
511 1·10−12 2·10−12 4·10−14 1·10−14 1·10−13 2·10−13
Table 3.1: Convergence test for the numerical solution of Problem Type I (k3 = 5, k4 = 15
or 15 + 5i, k1 = 5, and k2 = 7), II (k3 = 5, k4 = 15 or 15 + 5i, and k1 = 5) and III (k3 = 15
or 15 + 5i, and k1 = 5).
k1 = k3 = 15, k4 = 10, k2 = 5 and the angle of incidence α = −pi/3 in TM- and TE-
polarization, as well as the corresponding transmission patterns for the dielectric half-plane
in the absence of the cavity. For these specially selected numerical values of the physical
constants the phenomenon of total internal reflection [18, 64] takes place: in absence of the
cavity the field transmitted below the interface decays exponentially fast with the distance
to the interface. Interestingly (although not surprisingly), placement of a defect in this con-
figuration gives rise to transmission of electromagnetic radiation to the lower half plane.
3.5 Applications
This section concerns applications of the LGF method presented above in the present chapter
to studies of the effects of surface roughness on the absorption properties of a material surface,
and their relation to pseudo-resonant phenomena that take place in open cavities.
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(a) TM-polarization. (b) TM-polarization.
(c) TE-polarization. (d) TE-polarization.
Figure 3.7: Scattering and transmission of an incident plane-wave, with α = −pi/4, by a
dielectric half plane in absence (resp. presence) of a dielectric-filled cavity (Problem Type I
with wavenumbers k1 = k3 = 15, k4 = 10 and k2 = 5. The parameters are selected so as to
give rise to total internal reflection in absence of the cavity.
3.5.1 Electromagnetic power absorption due to bumps and trenches
on flat surfaces
Our first study concerns assessment of the enhanced electromagnetic power absorption due
to a small local surface defect, where we assume the size of the defect a > 0 is much smaller
than the free space wavelength λ > 0 (a λ) and the radius of curvature of the surface at
the location of the defect (in the absence of the defect) is much larger than λ, so that the
surface can be considered as locally flat in the absence of the defect. The 2D surface defect
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is assumed to be in the form of either a single semi-cylindrical bump or trench located on an
otherwise flat surface, where, letting σ > 0 denote the conductivity at the RF frequency ω,
the (complex) permittivity in the conducting medium equals ε2 = ε2r + iσ/ω in the pristine
conducting half-space (see Figure 3.8).
ε2, µ2, σ > 0
ε1, µ1
H01
H02
E0
H0
y
z
x
(a) Bump.
ε1, µ1
H01
H02
E0
H0
y
z
x
ε2, µ2, σ > 0
(b) Trench.
Figure 3.8: A semi-cylindrical (a) bump, and (b) trench, on a conducting surface of finite
conductivity. The bump is made of the same material as the flat surface.
The permittivity ε1 in the region outside the conducting structure is taken as a real con-
stant, and the magnetic permeability µ = µ1 = µ2 is assumed real and constant throughout
space. Clearly, letting δ = (2/ωµ1σ)
1/2 denote the skin depth associated with the conducting
material, the ratio δ/a may take on an arbitrary value ranging from zero to infinity: δ →∞
corresponds to an insulating surface and δ = 0 corresponds to a perfectly conducting surface.
We consider the power dissipation that results from three different types of incident
electromagnetic fields for which 1) the electric field E0 is perpendicular to the conducting
surface with wavevector k perpendicular to the cylinder axis, where the complex amplitude
of the electric field equal to (eik1x + e−ik1x)/2 = cos(k1x); 2) the magnetic field H (denoted in
this case by H01) is perpendicular to axis of the defect with wavevector k perpendicular to the
planar interface, where the complex amplitude of the incident magnetic field is equal to e−ik1y;
and 3) the magnetic field H (denoted in this case by H02) is parallel to the conducting surface
and to the axis of the defect, where the complex amplitude of the magnetic field equal
to (eik1x + e−ik1x)/2 = cos(k1x). The resulting problems of scattering are two-dimensional
and are solved utilizing the LGF method presented above in this chapter (see also [104]).
For each of the three cases E0, H01, and H02, we compute the power absorption per unit
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Figure 3.9: ∆P/Pflat for various values of δ/a for the case of the bump (top row) and the
trench (bottom row) on the plane of finite conductivity for the three incidences considered.
axial length, Pflat, due to the flat surface (when the defect is absent) using
P =
∫
D
σ|E|2 dx =
∫
D
σ|u2|2 dx or P = σ
ω2|ε2|2
[∫
∂D
u2
∂u2
∂n
ds+ k22
∫
D
|u2|2 dx
]
(3.27)
depending on the polarization, integrating in the domain D = Dflat = [−2a, 2a] × [0,−4a].
Note that u2 = Ez or u2 = Hz, depending on the polarization, satisfies Helmholtz equation
∆u2 + k
2
2u2 = 0 in the conducting domain and the boundary of the flat conducting plane is
taken to be Π1 = {y = 0}. Similarly, the power absorption per unit axial length, Prough, due
to the rough surface (when the defect is present) is computed using formula (3.27) integrating
in the domain D = Drough = Dflat∪B in the case of the bump, and D = Drough = Dflat \B in
the case of the trench, where B = {(x, y) ∈ R2 : √x2 + y2 < a}. All the required integrals
in (3.27) are computed with high-order accuracy by means of a combination of Clenshaw-
Curtis quadratures in polar and Cartesian coordinates. Figures 3.9a, 3.9b, and 3.9c (resp.
Figures 3.9d, 3.9e, and 3.9f ) plot the ratio of the enhanced power absorption due to the
91
∆
P
/P
fl
at
Im
(k
1
a
)
Re(k1a)
σmin
k1a = 2pia/λ
Power absorption
Figure 3.10: Power absorption curve for various values of the dimensionless wavelength λ/a
(top) and location of scattering poles (bottom) for the problem of scattering by cavity in
conducting plane for H02 incidence.
bump (resp. trench) to the ohmic loss of the pristine flat surface,
∆P
Pflat
=
Prough − Pflat
Pflat
=
Prough
Pflat
− 1,
as a function of δ/a, for various values of λ/a, and for the three incident fields under con-
sideration.
Interestingly, from Figures 3.9c and 3.9f we observe that for the H02 incident field and
for large wavelength values (λ/a  10) the quotient ∆P/Pflat seems to approach the limit
∆L/Lflat = (Lrough−Lflat)/Lflat = (pi− 2)/4 = 0.2854 as δ → 0, where Lrough = a(pi+ 2) and
Lflat = 4a denote the length of the curve representing the boundary of the conducting surface
on which the skin depth effect takes place in presence and absence of the defect respectively.
This phenomenon may be explained by the fact that in these cases the skin depth effect pro-
duces an uniform boundary layer near the boundary of the conducting surface. Surprisingly,
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in Figures 3.9d, 3.9e and 3.9f we observe that, for some values of δ/a, the electromagnetic
absorption is actually reduced (not increased!) by the presence of the trench, specially in
the cases E0 and H01.
Another interesting phenomenon observed in this study is that for certain narrow regions
in wavenumber space significantly enhanced power absorption occurs. This can be observed
in the absorption curve in Figure 3.9f corresponding to λ/a = 10, for small values of the
skin depth δ/a. In order to study this phenomenon in more detail we compute the power
absorption for various values of wavelength for a fixed skin depth δ/a = 1. The result-
ing absorption curve is displayed at the top of Figure 3.10, where a local maximum arises
around k1a = 2pia/λ = 0.4. A possible explanation for the observed enhanced power absorp-
tion concerns the existence of so-called scattering poles near the real axis. The scattering
poles correspond to values of the wavenumber at which the homogeneous scattering problem
admits non-trivial solutions, or equivalently, they correspond to poles of the meromorphic
continuation of solution operator [123]. From the well-posedness of the problem of scat-
tering for physically meaningful values of the wavenumber, it follows that such scattering
poles lie in the lower complex half-plane. When the selected (real) wavenumber k1 is close
to one of these scattering poles—which may occur when a scattering pole lies close to the
real axis—an incident field can give rise to a total field that results in energy concentration
within a certain region of the domain under consideration; a phenomenon that we refer to as
“pseudo-resonance”. In our case, for example, that region may correspond to the cavity and
the resulting pseudo-resonance phenomenon could give rise to enhanced power absorption
due to the the large values that the electric field can attain on and around the cavity walls.
To establish an actual connection between the pseudo-resonance phenomenon and the en-
hanced power absorption in this case, we compute some of the scattering poles of the solution
operator, which can be numericaly found by searching for complex k1a-values at which the
system matrix (resulting from the LGF method) becomes singular. In order to find such
values we resort to a stabilization procedure similar to the one put forth in [4]—which relies
on use of certain “interior points” for eigenfunction normalization. The resulting minimum
singular σmin function, which vanishes at the scattering poles, is displayed at the bottom of
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Figure 3.10. The location of the pick in the absorption curve in this figure corresponds to the
projection of the closest scattering pole onto the real k1a-axis, which suggests a connection
may exist between the scattering poles and the enhanced power absorption observed in this
case. This interesting question is not pursued any further in this thesis and is left for future
work.
3.5.2 Surface plasmon polariton scattering by defects in conduct-
ing surfaces
In this study we consider the aforementioned pseudo-resonance phenomenon in the context of
problems of scattering of surface plasmon polaritons (SPP) by micro-cavities in conducting
surfaces [83, 107]. SPP are waves that travel along an interface and which decay exponentially
with the distance to the interface. As an example we consider an SPP given by [83, Section
2.2]
H incz (x, y) =
 e
iβx−
√
β2−k21y, y ≥ 0,
eiβx+
√
β2−k22y, y < 0,
β = k1
√
ε2
ε1 + ε2
, (3.28)
(where Re
√
β2 − k21 > 0 and Re
√
β2 − k22 > 0) which effectively amounts to a TM-polarized
electromagnetic wave that decays exponentially as y → ±∞, and which propagates along
the planar interface Π1 = {y = 0} between air (ε1 = ε0, where ε0 denotes the permittivity of
the vacuum) and a metal (silver in our example). In our example the frequency dependent
permittivity of the conducting medium is assumed to be given by the Drude model [83,
Section 1.2]:
ε2(ω) = ε0
(
1− ω
2
p
ω2 + iγω
)
,
where γ and ωp denote the so-called characteristic collision and plasma frequencies, respec-
tively. Figures 3.11a and 3.11b display the incident magnetic field (3.28) and the total field
solution of the problem of scattering of a micro-cavity of aperture a = 2400µm. The spatial
wavelength of the incident field is λ = 600µm = 2pi/k1, while ε2 = ε0(−15.59 + 0.17i) and
β = k1(1.033 + 0.004i).
In order to study the pseudo-resonance phenomenon in this case we consider the void
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(a) Real part of the surface plasmon po-
lariton H incz (3.28).
(b) Real part of Hz; the total field so-
lution the problem of scattering of H incz
by a cavity.
Figure 3.11: Surface plasmon polariton (left) in a flat metallic half-plane, and total field
(right) solution of the problem of scattering of the surface plasmon polariton (3.11b) by a
void cavity in a metal half-plane. Figure 3.11b displays the artificial curve Γ13 utilized by
the LGF method.
cavity of Figure 3.11b, for which we compute the power flow, with and without the cavity,
through the open artificial curve placed on the upper half-plane that is utilized by the
LGF method (Γ13 in Figure 3.2, which is shown in Figure 3.11b for this example) for various
wavenumbers k1 =
√
ε1µ1ω. To demonstrate further the influence of pseudo-resonance on
the field localization inside the cavity, we consider the plot, presented in Figure 3.12, of the
ratio
|Pcavity|
|Pflat| =
∣∣∣∣∫
Γ13
(
E×H) · ds∣∣∣∣∣∣∣∣∫
Γ13
(
Einc ×Hinc
)
· ds
∣∣∣∣ =
∣∣∣∣∫
Γ13
Hz
∂Hz
∂n
ds
∣∣∣∣∣∣∣∣∫
Γ13
H
inc
z
∂H incz
∂n
ds
∣∣∣∣
of the power flow through the artificial curve, in presence of the cavity and without any
cavity, respectively. This figure shows a number of sharp peaks and valleys. It may thus be
conjectured that a correspondence exists between energy-transfer characteristics and pseudo-
resonant phenomena; such a study, which lies beyond the scope of this thesis, is left for future
work.
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Figure 3.12: Power flow ratio and plots of the absolute value of the total fields resulting
from solutions of the problem of scattering of a SPP by a micro-cavity corresponding to the
frequencies marked by the red arrows.
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Chapter 4
Windowed Green Function Method
for layered media scattering
The solution of problems of scattering by obstacles or defects in the presence of planar
layered dielectric or conducting media has typically required use of Sommerfeld integrals
and associated layer Green functions—which automatically enforce the relevant transmission
conditions on the unbounded flat surfaces and thus reduce the scattering problems to integral
equations on the obstacles and/or defects (see Section 2.4 and Chapter 3). As is well known,
however, the numerical evaluation of layer Green functions and their derivatives, which
amounts to computation of certain challenging Fourier integrals [41, 117], are extremely
expensive and give rise to a significant bottleneck in layer-media simulations (see e.g. [38]
for details). This chapter presents a novel integral-equation approach for problems involving
layered media. The new approach, which is based on use of certain “windowing” functions
and considerations associated with the method of stationary phase, does not require use of
expensive Sommerfeld integrals. Our analysis and numerical experiments demonstrate that
both the near- and far-field errors resulting from the proposed approach decrease faster than
any negative power of the window size.
A variety of methods have been provided for the solution of problems of scattering by
obstacles in the presence of layered media. Amongst the most effective such approaches we
mention: 1) methods which evaluate Sommerfeld integrals on the basis of path-integration in
the complex plane [38, 39, 103, 104] (such approaches require numerical evaluation of integrals
of functions that oscillate, grow exponentially in a bounded section of the integration path
97
and, depending on the relative position of the source and observation points to the interface
between the two media, may decay slowly at infinity; 2) the complex images method reviewed
in [5] (a discussion indicating certain instabilities and inefficiencies in this method is presented
in [39, section 5.5]); 3) the steepest descent method [47, 48] which, provided the steepest
descent path is known, reduces the Sommerfeld integral to an integral of an exponentially
decaying function (unfortunately, however, the application of the steepest descent method for
each observation point can be challenging and expensive [38, 39, 47]); 4) the contribution [80]
which, utilizing Laplace transforms in addition to the Fourier transforms in the Sommerfeld
method, demonstrates an improved performance over direct integration of the Sommerfeld
integrals—but, as the authors stress, this is probably due to the straightforward character
of the Sommerfeld integration method they use; and 5) a method [98] that relies on a
combination of Sommerfeld integral representations as well as the method of images for a
related application to the impedance problem, and which is demonstrated in low-frequency
contexts. As is known, in any case, all of these methods entail significant computational
costs [38, 80, 98].
The ideas embodied in the windowed Green function method proposed in this chapter
are related to apodization techniques used in optics, as well as tapering or Hann functions
utilized widely in signal processing. Apodization is used in the design of certain optical
devices to eliminate edge effects; the Hann functions, in turn, are used to produce signals of
finite duration from infinite-time signals while reducing distortions in the spectrum caused
by the windowing process itself. From a computational perspective in a problem related to
wave scattering, finally, the approach proposed in this chapter bears similarities with certain
“finite-section” methods in the field of rough-surface scattering. These methods utilize ap-
proximations based on truncated portions of a given unbounded rough surface [86, 113, 141]
and, in some cases, they incorporate a “taper” [92, 118, 141] to eliminate artificial reflections
from the edges of the finite sections. In fact the smooth taper function utilized in [92] (Fig-
ure 2 in that reference) resembles the smooth windowing function we use (Figure 4.2 below
and references [26, 93]). But as indicated in comments provided in Section 4.2.1 in regards
to certain slow-rise windowing functions, essential differences exist between the finite-section
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approaches and the methods proposed in this chapter. In particular, with exception of the
slow-rise windowing function method [26, 93], none of the previous tapered rough surface
algorithms has demonstrated high-order convergence as the width of the finite sections tend
to infinity.
In Section 4.4 the proposed WGF method is compared to the high-order integral equation
method introduced in Chapter 3 (see also [104]), which is based on the accurate and efficient
evaluation of Sommerfeld integrals. In the examples considered in that section the proposed
method is up to thousands of times faster, for a given accuracy, than the corresponding layer-
Green-function method. A similar improvement in computational costs has been observed
for problems of electromagnetic scattering by defects and obstacles in multi-layer structures
in two and three dimensions; a detailed discussion of such problems is left for Chapters 5
and 6.
This chapter is organized as follows. After some basic preliminaries are presented in
Section 4.1, the proposed methodology is introduced in Section 4.2. A formal error analysis
of the method, based on multiple-scattering perturbation theory, then follows in Section 4.3.
A variety of numerical results presented in Section 4.4, finally, demonstrate the accuracy and
speed of the proposed approach.
4.1 Preliminaries
We consider two-dimensional problems of reflection and transmission by dielectric or con-
ducting media under TE and TM polarizations. As was shown in Section 2.2.1, the z com-
ponents u = Ez and u = Hz of the total electric and magnetic fields satisfy the Helmholtz
equation ∆u + k2ju = 0 in Ωj, j = 1, 2 (see Figure 4.1), where calling µ0 > 0 and ω > 0
the magnetic permeability of vacuum and the temporal frequency, and letting εj > 0 and
σj ≥ 0 (σ1 = 0) denote the electric permittivity and the electrical conductivity in Ωj, the
corresponding wavenumbers kj are defined by k
2
j = ω
2(εj + iσj/ω)µ0, j = 1, 2. The interface
between the two unbounded media Ω1 and Ω2 is denoted by Γ. In either case the total field
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resulting from a plane-wave incident field
uinc(r) = eik1(x cosα+y sinα) (4.1)
with incidence angle α ∈ (−pi, 0) measured from the horizontal (see Figure 4.1) is given by
u(r) =
 u1(r) + u
inc(r), r ∈ Ω1,
u2(r), r ∈ Ω2,
(4.2)
where u1 and u2 denote the reflected and transmitted waves, respectively. As is known (see
e.g. Section 5.2 or [52, Section 5]), the scattered and transmitted fields u1 and u2 admit the
representations
u1(r) = D1 [u1|Γ] (r)− S1
[
∂u1
∂n
∣∣∣∣
Γ
]
(r), r ∈ Ω1, (4.3a)
u2(r) = −D2 [u2|Γ] (r) + S2
[
∂u2
∂n
∣∣∣∣
Γ
]
(r) + u‖(r), r ∈ Ω2, (4.3b)
where
u‖(r) =

eik1x cosα if k2 = k1| cosα|,
0 if k2 6= k1| cosα|,
(4.4)
and where, letting
Gj(r, r
′) =
i
4
H
(1)
0 (kj|r − r′|), j = 1, 2,
denote the free-space Green function for the Helmholtz equation with wavenumber kj, the
single- and double-layer potentials in (4.3) are defined by means of the improper integrals
Sj[φ](r) =
∫
Γ
Gj(r, r
′)φ(r′) dsr′ and Dj[φ](r) =
∫
Γ
∂Gj
∂nr′
(r, r′)φ(r′) dsr′ , (4.5)
respectively—whose convergence is conditioned upon the oscillatory behavior of the inte-
grand. Throughout this chapter the interface Γ is assumed to be a piecewise smooth curve
that coincides with the flat interface Π = Π1 = {y = 0} for large enough values of |x|; see
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e.g. Figure 4.1.
n
Ω1
Ω2
Γ
α
ε1
ε2 Π
Figure 4.1: Description of the problem under consideration: scattering by a defect on a
penetrable planar dielectric or conducting layer. Γ denotes the interface between the two
media and Π denotes the interface between the upper- and lower-half planes.
By evaluating the fields (4.3) and their normal derivatives on Γ and using the transmission
conditions
u2 − u1 = uinc, ν ∂u2
∂n
− ∂u1
∂n
=
∂uinc
∂n
on Γ,
(with ν = 1 and ν = ε1/ε2 in TE- and TM-polarizations respectively) we obtain the second-
kind system of integral equations [68]
Eφ+ T [φ] = φinc on Γ (4.6)
for the surface currents φ. Here
E =
 1 0
0 1+ν
2
 , φ =
 u2|Γ∂u2
∂n
∣∣∣
Γ
 , φinc =
 (uinc + u‖)|Γ∂(uinc + u‖)
∂n
∣∣∣
Γ

and
T =
 D2 −D1 −S2 + νS1
N2 −N1 −K2 + νK1
 , (4.7)
where, using the potentials (4.5), the entries in the matrix operator T are defined by
Sj[φ](r) = Sj [φ] (r), Dj[φ](r) =
∫
Γ
∂Gj
∂nr′
(r, r′)φ(r′) dsr′ ,
Nj[φ](r) =
∂Dj [φ]
∂n
(r), Kj[φ](r) =
∫
Γ
∂Gj
∂nr
(r, r′)φ(r′) dsr′
(4.8)
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for r ∈ Γ and for j = 1, 2.
4.2 Windowed Green Function Method: Basic con-
cepts
Instead of solving the problem (4.6) on the entire infinite interface Γ, a locally windowed
problem could be used in an attempt to obtain the local currents over all relevant portions
of Γ in an inexpensive manner. To pursue this idea we may utilize a smooth windowing
function wA in Definition 2.3.3 and depicted in Figure 4.2, which is non-zero in an interval
of length 2A, and which has a slow rise—that is
wA(x) = η(x/A; c, 1) (4.9)
for the fixed window function η defined in (2.78) (see Definition 2.3.3). Clearly, wA rises
from zero to one in regions of length proportional to A > 0.
In order to motivate the use of the smooth window function wA in the following section
we consider a highly illustrative integration example.
4.2.1 Slow-rise windowing function
Following example [26] concerning the numerical evaluation of the elementary integral
I =
∫ ∞
0
eikx√
x
dx, k > 0, (4.10)
which in fact can be computed in closed form: I =
√
pi
2k
(1 + i). Note that this integral has
certain elements in common with the integrals that define the operators Sj, Dj, Kj and Nj
in (4.8): as is the case in those operators, the integrand in the present integrand is both slowly
decaying (like 1/
√|x|) and oscillatory (like eik|x|). In fact, the integrands in (4.10)(and (4.8))
are not even absolutely integrable, and, as it can be checked directly via integration by parts,
it is the oscillatory nature of the integrands that renders these improper integrals convergent.
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For our example we consider the approximations
IH =
∫ A
0
eikx√
x
dx and IW =
∫ A
0
η(x, cA,A)
eikx√
x
dx, (4.11)
of the integral I in (4.10), where η is the slow rise window function (2.78). Table 4.1
A |I − IH | |I − IW |
4 7.9× 10−2 4.3× 10−3
16 4.0× 10−2 9.1× 10−5
64 1.9× 10−2 9.3× 10−9
256 9.1× 10−3 1.1× 10−13
Table 4.1: Errors in the approximation of I in (4.10) by the definite integrals IH and IW
in (4.11) for various values of A, for k = 2pi and c = 0.5.
demonstrates the convergence properties of IH and IW as A increases. The slow convergence
rate of IH can be easily explained by the simple integration-by-parts calculation mentioned
above: we have
|I − IH | =
∣∣∣∣∫ ∞
A
eikx√
x
dx
∣∣∣∣ = √A ∣∣∣∣∫ ∞
1
eikAt√
t
dt
∣∣∣∣
=
√
A
∣∣∣∣−eikAikA + 12ikA
∫ ∞
1
eikAt
t3/2
dt
∣∣∣∣ = O( 1√k√kA
) (4.12)
as A→∞: the error tends to zero like A−1/2.
The extraordinarily fast rate of convergence of IW that is demonstrated by this example
deserves especial mention, and can be explained as follows. Letting η˜ = 1 − η and noting
that by construction of the window function we have η˜(x, cA,A) = η˜( x
cA
, 1, 1
c
), we see that
the error in this case is given by
|I − IW | =
∣∣∣∣∫ ∞
cA
η˜(x, cA,A)
eikx√
x
dx
∣∣∣∣ = √cA ∣∣∣∣∫ ∞
1
η˜(t, 1, 1/c)
eikcAt√
t
dt
∣∣∣∣ .
Upon successive integration by parts that involves multiple differentiation of the smooth
bounded function η˜(t, 1, 1/c)/
√
t that vanishes at t = 1 along with all its derivatives (so that
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no boundary contributions exist!), we obtain
|I − IW | = 1√
k(cAk)p−1/2
∣∣∣∣∫ ∞
1
dp
dtp
(
η˜(t, 1, 1/c)√
t
)
eikcAt dt
∣∣∣∣
= O
(
1√
k(cAk)p−1/2
)
as A→∞, for all p ≥ 1,
(4.13)
which demonstrates the super-algebraic convergence observed in the example above.
As demonstrated in [26, 93] and in the example above, the slow rise character of the
window function wA is essential to ensure super-algebraically fast convergence (i.e., faster
than any power of 1/A) of windowed oscillatory integrals.
4.2.2 Windowed integral equation: preliminary considerations
In view of the discussion in Section 4.2.1 it is reasonable to attempt to produce an accurate
windowed version of equation (4.6). Thus, letting ΓA = {(x, y) ∈ Γ : wA(x) 6= 0} (where I is
the 2× 2 identity matrix) and calling WA = wA · I, we consider the preliminary approximate
equation
Eφ? + T [WAφ
?] = φinc on ΓA, (4.14)
where φ? denotes a new unknown defined on ΓA. In order to assess the errors inherent in
the approximation (4.14) we also consider the form
Eφ+ T [WAφ] = φ
inc − T [(I −WA)φ] on ΓA (4.15)
of the exact equation (4.6).
ΓA
Γ˜A
wA
Γ˜A
1− wA 1− wA
Figure 4.2: Window function wA and windowed sections ΓA and Γ˜A of the unbounded curve Γ.
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Remark 4.2.1. For notational simplicity our derivations in the remainder of Section 4.2 are
presented for cases for which the corrugations on the surface Γ are the only departures from
planarity (see e.g. Figure 4.1). Cases in which additional scatterers exist (e.g. Figures 4.13
and 4.16) are considered in Sections 4.3 and 4.4.
Remark 4.2.2. Throughout the rest of this thesis the function wA, which only depends on
x, is viewed as a function defined for all values of (x, y) ∈ R2 which is constant with respect
to y for each fixed value of x.
Remark 4.2.3. In what follows, the parts of the boundary Γ where wA(x) 6= 0 and w˜A(x) =
1− wA(x) 6= 0 will be denoted by ΓA and Γ˜A, respectively. With reference to Remark 4.2.2,
the window-width 2A > 0 is only restricted by the requirement that w˜A(x) vanishes on any
corrugations that exist on the surface Γ as well as on any additional obstacles that may exist
above and/or below Γ. As shown below in this text, solutions converge rapidly as A increases
beyond the bound posed by this restriction.
As indicated below in Section 4.3, arguments based on integration by parts and the con-
cept of stationary-phase can be used to establish that both the right-hand side T [(I −WA)φ]
in (4.15) and the approximation error |φ − φ?| are super-algebraically small—i.e., smaller
than CA−m for any positive integer m as A → ∞, where the constant C is independent of
A—throughout the center region {wA = 1} of the surface ΓA. However, large window sizes
may be required in such a scheme to correctly account for all fields reflected and refracted by
the planar surface—a difficulty that can be visualized easily for incidence angles approaching
grazing.
In order to demonstrate this difficulty (which is in fact overcome in Section 4.2.4 by
incorporating certain closed-form and numerically evaluated expressions) here we consider a
test case in which equation (4.14) is used to approximate the solution of the TE problem of
scattering of a plane-wave by a semi-circular bump of radius a = 1 placed directly on top of
a planar dielectric surface (see e.g. Figure 4.6). The problem was discretized using a direct
generalization of the Nystro¨m method presented in [69] which, relying on graded meshes
over the surfaces of the bump and the windowed portion of the planar interface, accurately
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accounts for the singularities of the currents at and around corners. For this example the
wavenumbers k1 and k2 in the regions above and below the plane were set to 4pi and 8pi,
respectively, and approximately 20 points per unit length of the surface of the bump and the
surrounding were used.
Figure 4.3 shows that, as suggested above, the naive windowing approach embodied
in (4.14) requires, for a given accuracy, large values of A—well beyond the extent of the
non-planar local geometry—as the incidence angle decreases. A correction that resolves this
difficulty, and which results in super-algebraic convergence uniformly for all incidence angles,
is presented in Section 4.2.4.
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Figure 4.3: Relative errors (see Remark 4.4.1) in the integral densities resulting from nu-
merical solution of (4.14) by means of a naive implementation of the WGF method for a
semi-circular bump-shaped defect, for various window sizes (measured in numbers A/λ of
wavelengths, where λ = 2pi/k1 denotes the free-space wavelength) and angles of incidence
α = −pi/4 (blue), −pi/32 (green) and −pi/256 (red). Left: log-log scale. Right: semi-log
scale. Clearly, the window size required by the naive method to produce a given accuracy
increases dramatically as the angle of incidence approaches grazing.
4.2.3 Error sources in equation (4.2.2)
In order to provide an insight into the source of the errors displayed in Figure 4.3 we present
Figure 4.4. Figure 4.4(a) depicts rays incident on the left planar region as well as their
reflection and transmission. Clearly, in view of the incidence angle considered in this exam-
ple, these reflected fields subsequently illuminate the defect and thus give rise to multiple
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scattering.
Remark 4.2.4. In the present section we make free use of standard geometrical optics
nomenclature, with mention, in particular, of shooting and bouncing rays. Additionally,
we make reference to the property of super-algebraic convergence that arises from window-
ing of integral representations of scattered fields around points of stationary-phase [28]. A
justification of the geometrical-optics and integral-asymptotics arguments used throughout
Section 4.2 is provided in Section 4.3—on the basis of the concept of stationary phase, and
the methods of contour integration and multiple-scattering perturbation theory.
Continuing with our argument concerning Figure 4.4(a), then, let us consider separately
the rays shown in blue and red (or, in gray-scale, dark-gray and light-gray, respectively) in
that figure. The blue rays represent the reflections that are correctly taken into account in
the solution of equation (4.14) (since they impinge within the windowed region), but, clearly,
the red arrows represent reflections that are neglected in this equation. Figure 4.4(b), on the
other hand, represents reflections by the defect. The color-code in the left figure carries over
to the right figure: the blue (resp. red) rays in Figure 4.4(b) represent the fields scattered
by the defect which arise from the blue (resp. red) arrows in Figure 4.4(a). It is natural to
suggest that, as justified in Section 4.3, the omission of the incident fields represented by
the red arrows causes the errors observed in Figure 4.3. We also note that the relatively
fast convergence demonstrated by the blue curves in Figure 4.3 can be explained by the fact
that for near normal incidence (α ≈ −pi/2) there is not a significant “red field” interacting
with the defect. In contrast, for incidence near grazing (α ≈ 0), “red fields” from regions
far away from the windowed area do interact with the defect, and therefore give rise to
significant errors if neglected. As shown in Section 4.2.4, introduction of adequate corrections
in equation (4.14) which account for such neglected terms allows us to establish super-
algebraically fast convergence uniformly over the domain [−pi, 0] of all possible incidence
angles.
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wA
(a)α wA
(b)α
Figure 4.4: Physical concepts underlying the WGF method.
4.2.4 Uniform super-algebraically fast convergence for all inci-
dence angles
To address the difficulties demonstrated in Figure 4.3 we consider again the exact integral
equation (4.15), and we replace the unknown density φ on the right-hand side of this equation
by the corresponding (known) density φfΠ associated with the problems of scattering and
transmission of a plane-wave by a perfectly-flat infinite interface Π = {(x, y) ∈ R2 : y = 0}.
A closed form expression for the density φfΠ = φ
f
Π(x) is derived in Appendix C. We thus
obtain the approximate equation
Eφw + T [WAφ
w] = φinc − T
[
(I −WA)φfΠ
]
on ΓA, (4.16)
whose solution φw is (see Remark 4.2.5) a super-algebraically close approximation of the
exact solution φ which is valid throughout the region ΓA ∩ {wA = 1}, and which does not
deteriorate as the incidence angle α tends to zero.
In order to evaluate the term T
[
(I −WA)φfΠ
]
we first consider the flat interface Π and,
in view of (4.7), we switch the integrations over Γ of integrands involving (I −WA)φfΠ into
integrations over Π. To do this we rely on the fact that, since both φfΠ and WA are a
functions of x only, these quantities and their product (I−WA)φfΠ can be trivially extended
to corresponding functions defined for all values of (x, y) ∈ R2—as constant functions of
y for each fixed x—which, in fact, vanish whenever wA = 1. The modification is thus
straightforward: since (I −WA)φfΠ vanishes on Γ \Π (at least for A large enough), we may
substitute the integration of an integrand equal to zero over the region ΓA ∩ {wA = 1} by
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the integral over an integrand equal to zero over the region Π ∩ {wA = 1}. We thus obtain
T
[
(I −WA)φfΠ
]
(r) = T˜Π
[
(I −WA)φfΠ
]
(r), r ∈ Γ,
where, letting the layer potentials SΠj and DΠj (j = 1, 2) be given by
SΠj [φ](r) =
∫
Π
Gj(r, r
′)φ(r′) dsr′ and DΠj [φ](r) =
∫
Π
∂Gj
∂nr′
(r, r′)φ(r′) dsr′ , (4.17)
for all x ∈ R2, and defining the boundary integral operators
S˜ Πj [φ](r) = SΠj [φ] (r), D˜Πj [φ](r) =
∫
Π
∂Gj
∂nr′
(r, r′)φ(r′) dsr′ ,
N˜Πj [φ](r) =
∂DΠj [φ]
∂n
(r), K˜Πj [φ](r) =
∫
Π
∂Gj
∂nr
(r, r′)φ(r′) dsr′ ,
r ∈ Γ, j = 1, 2,
the operator T˜Π is defined by
T˜Π =
 D˜Π2 − D˜Π1 −S˜Π2 + νS˜Π1
N˜Π2 − N˜Π1 −K˜Π2 + νK˜Π1
 . (4.18)
An important subtlety to be noted concerns the fact that T˜Π maps density functions defined
on Π to functions defined on Γ.
Thus equation (4.16) becomes
Eφw + T [WAφ
w] = φinc − T˜Π
[
φfΠ
]
+ T˜Π
[
WAφ
f
Π
]
on ΓA. (4.19)
Clearly the expression T˜Π
[
WAφ
f
Π
]
can be evaluated by means of numerical integration over
the bounded region ΠA = Π ∩ {(x, y) ∈ R2 : wA(x) 6= 0}. As shown in Appendix C, on the
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other hand, the expression T˜Π
[
φfΠ
]
can be computed in closed form:
T˜Π
[
φfΠ
]
= φinc −

[
uf2 ,
(1 + ν)
2
∂uf2
∂n
]T
on Γ ∩ Π,[
uf ,
∂uf
∂n
]T
on Γ \ Π.
(4.20)
The expressions on the right-hand side of equation (4.19) can thus be evaluated numerically
throughout the surface ΓA, and the corresponding bounded-domain integral equation can be
solved by means of any available integral equation methodology—such as, for example, the
highly accurate Nystro¨m method [44, 69] we use.
Results on the existence and uniqueness of solutions for the second-kind integral equa-
tion (4.16) are provided in Appendix D, under the assumption that ΓA is of class C2. In
practice, it has been observed that (4.16) is uniquely solvable for all physically meaningful
wavenumbers k1 and k2.
To conclude this section, in Figure 4.5 we demonstrate the fast and angle-independent
convergence of φw to φ: clearly the value of A required to obtain an accurate approximation
of the exact solution has been reduced substantially and the errors are uniformly small as
the incidence angle decreases to zero.
Remark 4.2.5. As mentioned above in this section, the solution of equation (4.16) is a
uniform-in-α, super-algebraically close approximation of the exact solution φ throughout the
curve ΓA∩{wA = 1}. This is established by means of a formal error analysis in Section 4.3.
But a brief rationale may be provided within the geometrical-optics framework considered in
the present section. Indeed, notice at first that, in view of the theory of asymptotic evaluation
of integrals [16], the value of the surface potentials Sj and Dj in (4.5) which, in view of (4.3),
are needed to evaluate the field at a point r, can be obtained with super-algebraic accuracy by
means of windowed integration in a region which contains all points of stationary phase [16,
Section 3.3]. But the points of stationary phase that arise for a given observation point r are
precisely the points on the scattering surface where the rays reflect prior to their incidence
upon r. Thus, the windowed region in Figure 4.4, for example, contains (reps. does not
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Figure 4.5: Relative errors (see Remark 4.4.1) in the integral densities φw on the surface of
the defect resulting from numerical solution of (4.19), for a semi-circular bump-shaped defect,
and for various window sizes and angles of incidence α = −pi/4 (blue), −pi/32 (green) and
−pi/256 (red)—including extremely shallow incidences. Left: log-log scale. Right: semi-log
scale. Clearly, this version of the WGF method computes integral densities with super-
algebraically high (but not exponential) accuracy uniformly for all angles of incidence (cf.
Figure 4.3).
contain) the points of stationary phase associated with the blue rays (resp. the red rays).
But the contributions from red rays are re-incorporated per equation (4.19), and, thus, all
of the incidences that impact upon the curve ΓA ∩ {wA = 1} on the first multiple-scattering
iteration are taken into account with super-algebraically small errors. There remain fields
that are not accounted for in equation (4.19), such as the field reflected by the windowed region
which impacts outside of the windowed region. But these fields do not result in significant
errors within the windowed region in any of the subsequent multiple-scattering iterations:
examination of the associated reflection points shows that only a super-algebraically small
portion of the field reflected by the windowed region into the plane outside the windowed
region reflects back into the windowed domain. We may thus conclude that the error arising
from the substitution of φ by φfΠ ought to give rise to super-algebraically small errors in
equation (4.19) throughout the curve ΓA ∩ {wA = 1}.
As mentioned in Remark 4.2.5, certain fields reflected by the windowed region, which
do not affect the accuracy of the solution within the region ΓA ∩ {wA = 1}, are not taken
into account within the formalism described in this section. These neglected fields do affect
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near fields and far fields in certain areas, however, as suggested by the ray description used
throughout Section 4.2. But, as shown in Sections 4.2.5 and 4.2.6 below, the solution φw
can be used to produce both the associated near field u everywhere in space as well as far
fields in all directions.
4.2.5 Field evaluation: Near fields
The discussion in Remark 4.2.5 extends directly to evaluation of near fields. Indeed, that
remark tells us that substitution of φ by wAφ
w + (1 − wA)φfΠ (φfΠ =
[
ϕf , ψf
]T
) in the
integral equation (4.15) leads to super-algebraically small errors e = φ − φw within the
curve ΓA ∩ {wA = 1}. Similar arguments can be used to establish that an analogous set
of substitutions into the representation formula (4.3) produces the near field u with super-
algebraically small errors throughout the strip [−cA, cA] × R (but see Remark 4.3.1). The
necessary substitutions are as follows: substitution of u1|Γ and ∂u1/∂n|Γ by wAϕw + (1 −
wA)ϕ
f−uinc|Γ and ν(wAψw+(1−wA)ψf )−∂uinc/∂n|Γ, respectively, in (4.3a), and substitution
of u2|Γ and ∂u2/∂n|Γ by wAϕw + (1−wA)ϕf and wAψw + (1−wA)ψf , respectively, in (4.3b)
(see (C.13)).
These substitutions together with the relation
0 = D1
[
uinc|Γ
]− S1 [ ∂uinc
∂n
∣∣∣∣
Γ
]
in Ω1
(see [52]) leads to the expression
uw =

uinc +D1
[
wAϕ
w + (1− wA)ϕf
]− νS1 [wAψw + (1− wA)ψf] in Ω1,
u‖ −D2
[
wAϕ
w + (1− wA)ϕf
]
+ S2
[
wAψ
w + (1− wA)ψf
]
in Ω2,
(4.21)
for the approximate total near field uw in terms of the layer potentials defined in (4.5). After
some manipulations similar to those presented in the derivation of equation (4.20), and using
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the relations (C.1), (C.2a) and (C.2b), the formula in (4.21) is re-expressed in the forms
uw = D1 [wAϕw]− νS1 [wAψw]
+

uf −DΠ1
[
wAϕ
f
]
+ νSΠ1
[
wAψ
f
]
in {y > 0},(
1− wA
2
)
uf −DΠ1
[
wAϕ
f
]
+ νSΠ1
[
wAψ
f
]
on {y = 0+},
wA
2
uf −DΠ1
[
wAϕ
f
]
+ νSΠ1
[
wAψ
f
]
on {y = 0−},
−DΠ1
[
wAϕ
f
]
+ νSΠ1
[
wAψ
f
]
in {y < 0},
(4.22a)
within Ω1, and
uw = −D2 [wAϕw] + S2 [wAψw]
+

DΠ2
[
wAϕ
f
]− SΠ2 [wAψf] in {y > 0},
wA
2
uf +DΠ2
[
wAϕ
f
]− SΠ2 [wAψf] on {y = 0+},(
1− wA
2
)
uf +DΠ2
[
wAϕ
f
]− SΠ2 [wAψf] on {y = 0−},
uf +DΠ2
[
wAϕ
f
]− SΠ2 [wAψf] in {y < 0},
(4.22b)
within Ω2, in terms of various surface potentials and operators defined either on Γ or on Π—
namely, the potentials Sj and Dj defined in (4.5), the potentials SΠj and DΠj defined in (4.17)
and the operators SΠj and D
Π
j , j = 1, 2, defined in (C.3). Note that, by construction the
straight finite-length segments Π∩Ωj, j = 1, 2, are contained in the region {−cA ≤ x ≤ cA}
for A large enough; see Figures 4.1 and 4.7. Thus, for such values of A the second and third
expressions in both (4.22a) and (4.22b) give rise to an overall continuous and, indeed, smooth
solution uw, across the finite segments Π ∩ Ω1 and Π ∩ Ω2, respectively (Figure 4.1)—as it
behooves a solution of the Helmholtz equation away from the dielectric interface Γ.
Figure 4.6 displays the total near field produced by means of both, the WGF method and
the layer-Green-function (LGF) method [104], for the solution of the problem of scattering of
a plane-wave by a semi-circular bump of radius a = 1 in TE-polarization—with wavenumbers
k1 = 10 and k2 = 15, and under two different incidence angles: α = −pi/2 and α = −pi/6.
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The WGF solutions were obtained from the integral equation (4.19) followed by evaluation of
field values on the basis of (4.22) (but see also the last paragraph is Section 4.2.6 in regards
to near-field evaluation with higher accuracy and/or over extended regions). The absolute
errors (see Remark 4.4.1) in the WGF solutions displayed in Figures 4.6a and 4.6d over the
complete range shown are 1 · 10−4 and 2 · 10−4, respectively.
4.2.6 Field evaluation: Far fields
In view of the analysis in Section 4.3 it follows that formulae (4.22) do not generally provide
an accurate approximation of either far fields or near fields outside bounded subsets of
[−cA, cA]×R (see, in particular, Remark 4.3.1). In order to tackle this difficulty we consider
the boundary S of a disc B such as the one depicted in Figure 4.7. The curve S encloses
the portion of Γ that differs from the flat interface Π; as indicated above, super-algebraic
convergence of the fields u1 and u2 takes place everywhere on and within such a curve S.
As shown in the following lemma, application of the Green identities, integration over
the region exterior to S and use of the layer Green function (2.27) leads to the integral
representation
us(r) =
∫
S
{
∂G
∂nr′
(r, r′)us(r′)−G(r, r′)∂u
s
∂n
(r′)
}
dsr′ (4.23)
of the scattered field us = u− uf which is valid for r everywhere outside S. Here G denotes
the layer Green function for the Helmholtz equation with wavenumbers k1 in D1 = {y > 0}
and k2 in D2 = {y < 0}. Note that the necessary values of the scattered field us and its
normal derivative on S can be computed directly utilizing (4.22), since, by construction, S
lies inside the region where (4.22) provides an accurate approximation of the total field u.
Lemma 4.2.6. The scattered field us = u−uf : R2\B → C admits the integral representation
us(r) =
∫
S
{
∂G
∂nr′
(r, r′)us(r′)−G(r, r′)∂u
s
∂n
(r′)
}
dsr′ in R2 \B, (4.24)
in terms of the layer Green function G (2.27).
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(a) WGF method. (b) LGF method. (c) Difference.
(d) WGF method. (e) LGF method. (f) Difference.
Figure 4.6: Real parts of the total fields produced by the WGF method and the layer-Green-
function (LGF) method for the problem of scattering of a plane-wave by a semi-circular
bump. Figures 4.6a and 4.6b: α = −pi/6. Figures 4.6d and 4.6e: α = −pi/2. The width of
the support of the selected window function is 2A = 16λ ≈ 10.053 in all these calculations.
The black lines represent the domains where the respective integral equation formulations
are posed. (Note that in addition to the surface of the bump itself, the LGF method [104]
entails discretization of a certain transparent boundary in the lower half-plane—so that, in
the present bump cases, for example, the LGF integral equations are actually posed on the
full circles depicted in Figures (b) and (d)).
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Figure 4.7: Curve S utilized in (4.23).
Proof. As is known [74], us is an element of C2(R2 \ {B ∪ Π}) ∩ C(R2 \ B) which satisfies
the equations
∆us + k2ju
s = 0 in Dj \B, j = 1, 2,
us
∣∣
y=0+
= us
∣∣
y=0− on Π \B,
∂us
∂y
∣∣∣∣
y=0+
= ν
∂us
∂y
∣∣∣∣
y=0−
on Π \B
as well as the radiation condition
lim
|r|→∞
√
|r|
{
∂us
∂|r| − ikju
s
}
= 0 uniformly in all directions
r
|r| ∈ Dj, (4.25)
where f, g : S → C are piecewise continuous functions.
Let f = us|S, g = ∂us/∂n
∣∣
S
and R > 0, and consider the domains Bj,R =
(
Dj \B
)∩BR
where BR = {|r| < R} for j = 1, 2. Let us also call G± = G|y′=0± , H± = ∂G∂y′
∣∣∣
y′=0±
,
v = us
∣∣
y=0− and w =
∂us
∂y
∣∣
y=0− the limit values of G and u
s at the planar interface Π \ B.
From Green’s third identity, integrating over the domain B1,R, and then taking the limit as
R→∞, we obtain
∫
S1
{
∂G
∂nr′
(r, r′)f(r′)−G(r, r′)g(r′)
}
dsr′
+
∫
Π\B
{
H+(r, r′)v(r′)− νG+(r, r′)w(r′)} dsr′ =
 us(r), r ∈ D1 \B,0, r ∈ D2 \B,
(4.26)
where S1 = S ∩D1. (Note that the integral over ∂BR ∩D1 vanishes in the R→∞ limit—a
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fact which can be checked by adding and subtracting ik1u
s(r′)G(r, r′) to the integrand and
appealing to the |r′| → ∞ radiation conditions (4.25) and (2.31) that are satisfied by us(r′)
and G(·, r′), respectively. Similarly, from Green’s third identity integrating now over B2,R,
we obtain∫
S2
{
∂G
∂nr′
(r, r′)f(r′)−G(r, r′)g(r′)
}
dsr′
−
∫
Π\B
{
H−(r, r′)v(r′)−G−(r, r′)w(r′)} dsr′ =
 0, r ∈ D1 \B,us(r), r ∈ D2 \B.
(4.27)
Adding the expressions (4.26) and (4.27) we arrive at
us(r) =
∫
S
{
∂G
∂nr′
(r, r′)f(r′)−G(r, r′)g(r′)
}
dsr′
+
∫
Π\B
{[
H+ −H−] (r, r′)v(r′)− [G+ − νG−] (r, r′)w(r′)} dsr′ , r ∈ (D1 ∪D2) \B.
(4.28)
From the transmission conditions (2.30) satisfied by the layer Green function we see that
the last integral in the identity above vanishes for r ∈ (D1 ∪D2) \B. Thus, equation (4.24)
follows from (4.28) for r ∈ (D1 ∪ D2) \ B, and, by continuity of us across Π \ B, finally,
throughout R2 \B. The proof is now complete.
The far-field pattern u∞(rˆ), which is related to the scattered field by the asymptotic
formula
us(r) =
eik1|r|√|r|u∞(rˆ) +O (|r|−3/2) , |r| → ∞, rˆ = r|r| ,
can be produced by replacing G and its normal derivative in equation (4.23) by their corre-
sponding leading order asymptotic expansions as |r| → ∞. As shown in Section 2.3.4, the
first order term of the asymptotic expansion of the layer Green function in a given direction
rˆ = (cos θ, sin θ), 0 < θ < pi can be obtained by the method of steepest descent. Substitution
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of the result in equation (4.23) yields the expression
u∞(rˆ) =
∫
S
{
n(r′) ·H∞(rˆ, r′)us(r′)−G∞(rˆ, r′)∂u
s
∂n
(r′)
}
dsr′ (4.29)
for the far field u∞(rˆ), where the far-field kernels G∞ and H∞ are given in (2.59) and (2.60),
respectively. Thus, unlike the layer Green function G itself for small values of |r − r′|,
the far-field associated with G can be computed inexpensively by means of the explicit
expressions (2.59) and (2.60). Figure 4.8 provides a comparison of the far-field patterns
computed using the LGF and WGF methods for the problem considered in Section 4.2.5.
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Figure 4.8: Far-field patterns obtained using the layer-Green-function method [104] (red
dotted curve) and the WGF method (continuous blue line) for the solution of the problem
of scattering considered in this section at incidences α = −pi/2 (left) and α = −pi/6 (right) .
In view Section 4.2.5 and the discussion above in the present Section 4.2.6, equations (4.22)
and (4.29) can be used to accurately and efficiently evaluate near-fields and far-fields, re-
spectively. These are typically the quantities of interest in scattering simulations involving
layered media. The evaluation of the fields in an intermediate region, such as the complement
of a bounded domain within the strip [−cA, cA] (where (4.22) yields an accurate approxima-
tion) can be approximated efficiently on the basis of equation (4.23). Indeed, in such cases,
for which source points r′ lie on S and observation points r are at a large distance away
from S, the Sommerfeld integrals in (2.27) (which by Cauchy’s theorem can be expressed
in terms of complex contour integrals with highly oscillatory and/or exponentially decaying
integrands) can be obtained rapidly by means of asymptotic numerical methods [10, 28]—
based on localization around critical points and the method of steepest descents in very small
regions around saddle points.
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4.3 Formal error analysis
A formal multiple-scattering error analysis introduced in Section 4.3.4 validates the ray-
based discussions presented in Section 4.2. The arguments presented in Section 4.3.4 rely on
the WGF approximation properties for certain simple “obstacle-free problems”: the problem
of scattering by a planar interface in absence of a defect or obstacle, and including point-
source incident fields. Useful insights in these regards can be obtained by consideration of
obstacle-free problems under plane-wave incident fields with possibly complex wavevectors—
which, via integration, can be used to represent an arbitrary point source by complex con-
tour evaluation of the integral in equation (4.41). The preliminary discussion concerning
plane-wave incidence is advantageous in a number of ways, as 1) The error of the com-
plete range of relevant plane-wave approximations is dominated by the “worst-case” errors
which arise for real wavevectors at normal incidence (see e.g. Figures 4.9 and 4.10); 2) The
worst-case errors can be characterized by a single parameter (namely the number of wave-
lengths A/λ = k1A/(2pi) contained in the windowed region; and, as will be shown elsewhere,
3) The windowed obstacle-free problem lends itself more directly to analysis under plane-
wave incidence—since, unlike the WGF solutions for point-source problems, the plane-wave
WGF solutions (for either real or complex incident wavevector) can be expressed as the
product of the incident field times a function whose derivatives decay as A→∞.
Section 4.3.1 presents a discussion of the WGF method for the plane-wave obstacle-
free problem, and Sections 4.3.2 and 4.3.3, further illustrate and augment these discussions
through a variety of numerical examples for both plane-wave and point-source illumina-
tion. As mentioned above, our formal multiple-scattering error analysis is then presented in
Section 4.3.4.
4.3.1 WGF solution of plane-wave-illuminated planar interface
4.3.1.1 WGF error sources
With reference to equation (4.41) and its complex contour representation used in Sec-
tion 4.3.3, for a given point r′ = (x′, y′), y′ > 0 and complex wavevector
(
ξ,−iγ1(ξ)
)
we
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consider the problem of scattering by a dielectric half-plane illuminated by a (generalized)
plane wave uincξ of the form
uincξ (r) =
eiξ(x−x
′)−γ1(ξ)|y−y′|
γ1(ξ)
= Cξ e
iξx+γ1(ξ)y (4.30)
(Cξ =
e−iξy1−γ1(ξ)y
′
γ1(ξ)
) with y′ > y (y = 0 for the planar interface considered in this sec-
tion). Here γ1(ξ) =
√
ξ2 − k21 =
√
ξ − k1
√
ξ + k1 with branches selected as indicated in Sec-
tion 2.3.1. Note that the quantity |y−y′| in (4.30) equals y′−y under the y′ > y assumption
included in the equation, of course, but the absolute values are kept in order to match the
form of the integrand in the plane-wave integral expression (4.41) for a point-source incident
field.
Following Section 4.1 we obtain the integral equation formulation
Eφξ + TΠ[φξ] = φ
inc
ξ on Π (4.31)
for the present problem, where the operator TΠ is defined as in equations (4.7)–(4.8) with
Γ = Π, and where letting φξ = [ϕξ, ψξ]
T , the right-hand-side is given by
φincξ =
[
uincξ |Π,
duincξ
dy
∣∣∣
Π
]T
.
The solution of (4.31) can be obtained by letting ξ = k1 cosα in the relevant expressions
in Appendix C: with this identification we have φincΠ = φ
inc
ξ /Cξ, and, thus, the exact solution
of (4.31) coincides with (C.13). In terms of ξ we thus have
ϕξ(t) = CξTξ e
iξt and ψξ(t) =
γ1(ξ)Cξ(2− Tξ)
ν
eiξt, (4.32)
where Tξ =
2γ1(ξ)
γ1(ξ) + νγ2(ξ)
, and where γ2(ξ) =
√
ξ2 − k22 (with a choice of branches as
specified in Section 2.3.1.
Our analysis relies on use of a certain approximate solution φwξ =
[
ϕwξ , ψ
w
ξ
]T
of (4.31)
which is obtained by means of the windowing approximation but without use of a correction
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term akin to T [(I −WA)φfΠ] in (4.16): the density φwξ satisfies
Eφwξ + TΠ[WAφ
w
ξ ] = φ
inc
ξ on ΠA, (4.33)
where ΠA = Π∩ {−A ≤ x ≤ A}. As shown in what follows, both φwξ itself and the reflected
and transmitted fields it produces according to
uwξ (r) =

DΠ1
[
wAϕ
w
ξ
]
(r)− νSΠ1
[
wAψ
w
ξ
]
(r), {y > 0},
−DΠ2
[
wAϕ
w
ξ
]
(r) + SΠ2
[
wAψ
w
ξ
]
(r), {y < 0},
(4.34)
(cf. (4.3)), are highly accurate for a certain range of complex values of ξ—a fact that is
relevant in the analysis presented at various points in Section 4.3.4.
In order to appreciate the need for consideration of complex values of ξ we first study
the errors that result from use of the approximate equation (4.33) for a given real value of
ξ. To gain an insight into the extent of such errors we subtract (4.33) from (4.31) and we
thus find that the error ewξ = φξ − φwξ satisfies the equation
E ewξ + TΠ[WAe
w
ξ ] = TΠ
[
(I −WA)φξ
]
on ΠA.
The error source TΠ
[
(I −WA)φξ
]
provides an important indication of the expected error
sizes. For definiteness we focus on one of the various contributions to this quantity, namely
T12 [(1− wA)ψξ] (see equation (4.7)); all other contributions can be treated similarly.
The error source term T12 [(1− wA)ψξ] is given by a linear combination of the single-layer
potentials
Sj
[
(1− wA(·)) eiξ·
]
(t) =
i
4
∫ ∞
−∞
H
(1)
0 (kj|t− τ |)[1− wA(τ)] eiξτ dτ
=
i
4
∫ −cA
−∞
H
(1)
0 (kj|t− τ |)w˜A(τ) eiξτ dτ
+
i
4
∫ ∞
cA
H
(1)
0 (kj|t− τ |w˜A(τ) eiξτ dτ,
(4.35)
(j = 1, 2). We consider the last term first. Introducing the change of variables t = As and
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τ = Aσ the last integral in (4.35) is expressed in the form
A e−iAkjs
∫ ∞
c
h0(Akj|s− σ|)w˜1(σ) eiAσ(kj+ξ) dσ, (4.36)
which we estimate in what follows for values of s throughout the interval [−c, c] (that is,
throughout the region {s : wA(As) = 1} = {s : w(s; c, 1) = 1}) under the assumption
kj + ξ 6= 0. Here, given k > 0 and d > 0, the (non-oscillatory) function h`(x) = e−ixH(1)` (x)
(` ≥ 0, x ≥ 0) satisfies the estimates
∣∣∣∣(ddx
)m
[h`(kx)]
∣∣∣∣ ≤

Cm,`(kx)
−1/2x−m if kx ≥ d,
Cm,`(kx)
−`x−m if 0 < kx < d and m+ ` > 0,
C0,0(1 + | log kx|) if 0 < kx < d and m = ` = 0,
(4.37)
for some constants Cm,` > 0, m ≥ 0. (This follows from the well known asymptotic expres-
sion [76, Section 5.11] for the Hankel function; see also [50, Lemma 1].)
To estimate the error source (4.36) for a given ξ we note that, in view of the absence
points of stationary phase in the region {|σ| > c}, after m integrations by parts we obtain
(−1)mA e−iAkjs
[iA(kj + ξ)]m
∫ ∞
c
(
d
dσ
)m
[h0(Akj|s− σ|)w˜1(σ)] eiAσ(kj+ξ) dσ, (4.38)
since all the boundary contributions vanish. This can be checked by taking into account that
(a) the function w˜1 and its derivatives vanish at σ = c, and that, in view of (4.37), (b) the
function h0(Akj|s− σ|) and its derivatives decay as σ →∞.
(The integration-by-parts procedure used above requires that for all s ∈ [−c, c] the in-
tegrand in (4.36) be an infinitely smooth function of σ throughout the integration domain.
This is straightforward for s ∈ [−c, c), and it holds for s = c as well—in spite of the fact
that, for s = c, h0(Akj(σ − s)) and its derivatives are singular at σ = c—since the window
function w˜1(σ) = 1 − w(σ; c, 1) vanishes along with all of its derivatives at the endpoint
σ = c.)
Utilizing (4.37) it additionally follows that the value of the integral in (4.38) remains
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bounded for all A > 0. We therefore conclude from (4.38) that for |s| ≤ c the last integral
in (4.35) is a super-algebraically small quantity (it decays faster than any integer power of
1/A) as long as kj + ξ 6= 0. Similarly, it can be shown the next-to-last integral in (4.35) is
super-algebraically small as long as kj−ξ 6= 0, and thus we conclude that provided kj±ξ 6= 0
the term TΠ
[
(I −WA)φξ
]
decreases super-algebraically fast as A → ∞ within the interval
[−cA, cA].
Clearly, increasingly larger values of A are necessary to keep the error-source term (4.38)
below a given tolerance as |kj ± ξ| → 0. The last column of Table 4.2 demonstrates that,
as expected, the corresponding errors ewξ arising in the integral equation (4.33) exhibit slow
convergence for small values of |kj ± ξ| as well. Fortunately, however, small values of |kj ± ξ|
can be completely avoided in the analysis presented in Section 4.3.4 by representing point
sources as a contour integral in the complex ξ plane. A discussion concerning the errors ewξ
that arise in the integral equation (4.33) as a result of the aforementioned errors sources,
but with allowance for complex values of ξ, is presented in the following section.
4.3.1.2 Error estimation for complex values of ξ
As mentioned in Section 4.3.1.1, the formal multiple-scattering error analysis presented in
Section 4.3.4, which applies to the case in which the WGF method is used to produce
the solutions of problems of scattering by a bounded obstacle in the presence of a planar
dielectric layer, can be established provided corresponding estimates for the error ewξ on
[−cA, cA] for the obstacle-free problem are available for certain complex values of ξ. Under
certain smoothness assumptions on φwξ , which have been verified numerically, such estimates
on ewξ can be obtained (for ξ ∈ C, Re ξ · Im ξ ≤ 0, ξ 6= ±kj) on the basis of the “improper”
integral equation
E eξ + TΠ[eξ] = (I −WA)
{
φincξ − TΠ[WAφwξ ]
}
on Π (4.39)
that is satisfied by a new error density eξ = WAφ
w
ξ − φξ. Note that, by definition, eξ = ewξ
on [−cA, cA].
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We call this integral equation improper in view of its infinite-domain exponentially-
growing integrand. Note, for example, that the related integral equation (4.31), which for
such complex values of ξ entails a closely related exponentially growing integrand, admits
the exact solution (4.32). Equation (4.31) represents the most singular term in (4.39); the
remaining terms do not present difficulties. (The numerical values of eξ presented in Table 4.2
for complex values of ξ, for example, were evaluated as the difference of the numerical WGF
solution and the exact solution (4.32).) The integral equation (4.39) could alternatively (and
more generally) be interpreted via an appeal to analytic contour integration in the complex
plane.
Relying on 1) The convolution character of the operator T to explicitly solve (4.39) by
means of Fourier transform techniques, together with 2) An extension of the integration-by-
parts arguments presented in Section 4.3.1.1 to complex values of ξ, and 3) The aforemen-
tioned smoothness assumptions on φwξ , it can be shown that, as illustrated by the numerical
examples in Section 4.3.2, the error eξ is super-algebraically small throughout the region
[−cA, cA]. Additionally, the error estimates can be extended to the values of the scattered
fields in certain regions around the windowed domain (but see also Remark 4.3.1). Rigorous
proofs of these estimates are currently being completed and will be presented elsewhere.
The next section presents a variety of numerical results demonstrating that, as suggested
in the present section, the WGF method for the obstacle-free case does give rise to super-
algebraically convergent integral-equation solutions and scattered fields.
Remark 4.3.1. It is important to note that the aforementioned near-field convergence is not
uniform in the strip [−cA, cA]×R: for points in this region with larger and larger values of
y, correspondingly larger and larger values of A > 0 are necessary to reach a prescribed error
tolerance; see also Figures 4.9, 4.10 and 4.12.
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Error
A ξ = 0 ξ = 20− i ξ = 40− i ξ = 50 ξ = 19.99
2λ 1.26 · 10−2 1.06 · 10−3 2.10 · 10−17 1.42 · 10−22 2.04 · 10−0
22λ 3.29 · 10−3 5.72 · 10−4 1.04 · 10−17 9.21 · 10−23 1.95 · 10−0
23λ 5.04 · 10−4 8.98 · 10−6 1.35 · 10−19 1.38 · 10−24 3.70 · 10−1
24λ 2.95 · 10−5 7.91 · 10−7 8.28 · 10−21 1.31 · 10−25 2.36 · 10−1
25λ 5.57 · 10−7 1.57 · 10−8 3.68 · 10−21 8.65 · 10−27 1.45 · 10−1
Table 4.2: Errors ‖eξ‖L∞([−cA,cA]) = ‖ewξ ‖L∞([−cA,cA]) = ‖φξ − φwξ ‖L∞([−cA,cA]) for various
window sizes and values of the parameter ξ obtained in the solution of the problem of
scattering of uincξ , defined in (4.30) for r
′ = (0, 1), by a dielectric plane for wavenumbers
k1 = 20 and k2 = 40. As demonstrated by the ξ = 19.99 column in this table, which is
included for completeness, slow convergence takes place for values of ξ for which |kj ± ξ| is
small. As indicated in the text, however, such situations are bypassed in the error analysis
presented in Section 4.3.4 by an appropriate selection of complex integration contours.
4.3.2 Obstacle-free problem under plane-wave incidence: Numer-
ical illustrations
To illustrate the WGF approximation properties considered in Section 4.3.1, here we present
Table 4.2 and Figures 4.9 and 4.10. With reference to the notations in that section, Ta-
ble 4.2 displays the maximum throughout [−cA, cA] of the numerical errors ewξ that result
for incident waves uincξ with various relevant complex values of ξ (cf. equation (4.30) and as-
sociated text). As demonstrated in these experiments, φwξ does indeed approximate φξ with
super-algebraically small errors within the region [−cA, cA] for ξ ∈ C, Re ξ · Im ξ ≤ 0, such
that ξ 6= ±k1 or ξ 6= ±k2. In accordance with the discussion in Section 4.3.1, it is clear that
large values of A are generally required for convergence to a given error whenever |kj ± ξ|
is small. But this does not impact upon the multiple-scattering error analysis presented
in Section 4.3.4 since the complex integration contour used in that section (Figure 4.11)
completely avoids a neighborhood of the points ξ 6= ±k1.
The errors introduced by the obstacle-free WGF method in the scattered field for values
of ξ along the aforementioned complex contour are also considered in the context of the
multiple-scattering error analysis presented in Section 4.3.4. The field errors resulting for a
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(a) ξ = 0. (b) ξ = 20− i.
(c) ξ = 40− i. (d) ξ = 50.
Figure 4.9: Logarithm of the field errors log10 |uξ(r) − uwξ (r)| obtained by means of WGF
method with A = 16λ (λ = 2Π/k1) for the problem of scattering of u
inc
ξ defined in (4.30) for
r′ = (0, 1), by a dielectric plane for various values of ξ and wavenumbers k1 = 20 and k2 = 40.
The quantity uwξ is defined in (4.34) and uξ equals the exact reflected field Cξ(Tξ−1) eiξx−γ1(ξ)y
in the upper half-plane {y > 0}, and the exact transmitted field CξTξ eiξx+γ2(ξ)y in the lower
half-plane {y < 0}.
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Figure 4.10: Logarithm of the field errors log10 |uξ(r)− uwξ (r)| obtained by means of WGF
method for the problem of scattering of uincξ , ξ = 0, defined in (4.30) for r
′ = (0, 1), by a
dielectric plane for various window sizes A = 8λ (left), 16λ (middle) and 32λ (right) and
wavenumbers k1 = 20 and k2 = 40 (λ = 2Π/k1). As in Figure 4.9, u
w
ξ is defined in (4.34)
and uξ equals the exact reflected field Cξ(Tξ − 1) eiξx−γ1(ξ)y in the upper half-plane {y > 0},
and the exact transmitted field CξTξ e
iξx+γ2(ξ)y in the lower half-plane {y < 0}. The absolute
errors on the segment {(x, y) : −1 ≤ x ≤ 1 and y = 4}, for example, are 10−3.68, 10−5.18
and 10−7.04 for A = 8λ, A = 16λ and A = 32λ, respectively, thus demonstrating super-
algebraic convergence. Note that given the highly oscillatory character of the error, in both
the horizontal direction and, at a much lower frequency, in the vertical direction, it is difficult
to obtain a clean (non-oscillatory) convergence pattern at any given point in space.
few relevant complex-wavevector incidences ξ are presented in Figure 4.9. Note the extremely
small field values that arise for the relatively small window size A = 16λ. In fact, the largest
such errors take place for the case ξ = 0—which corresponds to an incident field with a
real wavevector (that is, a physically realizable incident field) under normal incidence. As
demonstrated in Figure 4.10, even in this case fast convergence takes place. For example,
use of windows of sizes the A = 8λ, A = 16λ and A = 32λ suffices to produce solutions with
errors of the order of 10−3.68, 10−5.18 and 10−7.04, respectively, on a certain representative
segment in space (details are presented in the figure caption).
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4.3.3 Obstacle-free problem under point-source incidence: Nu-
merical illustrations
To conclude this section we study the errors introduced by the WGF method in the solution
of the problem of scattering of a point-source incident field (where the source is located at a
point r′ = (x′, y′) with y′ > 0) by a flat dielectric half-plane in the region {−cA ≤ x ≤ cA}.
The resulting integral equation formulation for this problem is once again
Eφr′ + TΠ[φr′ ] = φ
inc
r′ on Π, (4.40)
where the right-hand-side is now given by
φincr′ =
i
4
[
H
(1)
0 (k1| · −r′|)
∣∣
Π
,
∂
∂y
H
(1)
0 (k1| · −r′|)
∣∣∣
Π
]T
.
k2
Re ξ
Im ξ
k1
−k2 −k1
C
Figure 4.11: Complex integration path utilized in the evaluation of the integral in (4.41).
According to well-known formula
i
4
H
(1)
0 (kj|r − r′|) =
1
4pi
∫
L
e−γj |y−y
′|
γj
eiξ(x−y1) dξ (4.41)
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(where L = (−∞,∞)), the field produced by a point source can be expressed as a superposi-
tion of incident fields uincξ as defined in (4.30). But, to obtain a superposition which includes
favorable plane waves only (that is, plane waves for which, like the ones considered in Sec-
tion 4.3.1 and above in the present section, the WGF method gives rise to super-algebraic
convergence) we resort to Cauchy’s theorem to deform the integration contour in the inte-
gral (4.41) so that the modified integration contour in the complex plane, denoted by C (see
Figure 4.11), avoids the singular points ξ = ±k2 and ξ = ±k1 at which the WGF method
fails. According to section 4.3.2, for each ξ ∈ C the WGF method approximates, with super-
algebraically small errors, the field resulting from the scattering of uincξ . Thus, in view of
equation (4.41) with L = C, we see that the solution of the integral equation (4.40) for point
source illumination is also approximated with super-algebraically small errors throughout
the interval [−cA, cA].
Figure 4.12: Base-10 logarithm of the absolute error (see Remark 4.4.1) in the WGF-
computed reflected and transmitted fields for the problem of scattering of a point-source
incidence field by a dielectric plane.
Remark 4.3.2. The approximation properties demonstrated above in this section for inci-
dent fields given by point sources can easily be extended to illuminations given by surface
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distributions of point sources of the form
u˜inc(r) =
i
4
∫
S
H
(1)
0 (k1|r − r′|)σ(r′) dsr′ , (4.42)
where S is a bounded curve contained in the upper-half plane {y > 0} (Figure 4.13), and
where σ denotes a given surface density. Indeed, letting φinc = [u˜inc|Π, ∂u˜inc/∂n|Π]T , the
solutions φ = φ(r) and φw = φw(r) of the exact and windowed integral equations
Eφ+ TΠ [φ] = φ
inc on Π (4.43)
and
Eφw + TΠ [WAφ
w] = φinc on ΠA, (4.44)
are given by integrals of the form
∫
S
ηr′(r)σ(r
′) dsr′ ,
where ηr′ = φr′ (resp. ηr′ = φ
w
r′) is the exact solution (resp. the WGF approximation of the
solution) of equation (4.40). Since, in view of the discussion presented above in this section,
φwr′ is a super-algebraically uniformly accurate approximation of the corresponding solution
φr′ throughout the region [−cA, cA] for all point sources r′ ∈ S, it follows that φw must itself
be a super-algebraically accurate approximation of φ within the region [−cA, cA]. Similarly,
use of the representation formula (4.34) with densities φw produces the associated reflected
and transmitted fields with super-algebraically small errors within the strip [−cA, cA] × R,
and, in particular, throughout the curve S. An entirely analogous discussion applies, finally,
to illumination by incident fields given by dipole distributions of the form
u˜inc(r) =
i
4
∫
S
∂
∂nr′
H
(1)
0 (k1|r − r′|)σ(r′) dsr′ , (4.45)
The contents of this remark play an important role in the multiple scattering error analysis
presented in Section 4.3.4.
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4.3.4 Formal error analysis via multiple-scattering
In order to place the descriptive discussions in Section 4.2 within a more mathematically
precise framework, this section presents a formal error analysis based on multiple scattering
iterations. For clarity and simplicity we limit the discussion in this section to geometrical
configurations in which a defect, in the form of a dielectric obstacle bounded by the curve
S, lies completely above the dielectric planar interface Π—as depicted in Figure 4.13.
α
Π
S
k1
k2
k2
Figure 4.13: Description of the domain consisting of an obstacle above a dielectric half-plane
utilized in the multiple-scattering discussion in Section 4.3.4. For notational simplicity the
wavenumber within S was selected to equal the “ground” wavenumber k2. But this is
otherwise an absolutely unessential assumption.
The specifics in the context of the configuration in Figure 4.13 are as follows. Upon
illumination of such a structure by a plane-wave uinc(r) = eik1(x cosα+y sinα), and letting
φincΠ =
[
uinc|Π, ∂uinc/∂n|Π
]T
, φincS =
[
uinc|S, ∂uinc/∂n|S
]T
, the integral equations (4.6) may
be re-expressed as the equation system
EφΠ + TΠ [φΠ] = φ
inc
Π + R
Π
S [φS] on Π, (4.46a)
EφS + TS [φS] = φ
inc
S + R
S
Π [φΠ] on S (4.46b)
for the unknowns φS =
[
u2|S, ∂u2/∂n|S
]T
and φΠ =
[
u2|Π, ∂u2/∂n|Π
]T
(whose components
are the values of the total field and its normal derivative at the boundaries S and Π, respec-
tively). Here the operators TΠ and TS are defined as in equations (4.7)–(4.8) with Γ = Π
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and Γ = S, respectively, and the operators RΠS and R
S
Π are given by
RΠS [φ](r) =

∫
S
{
∂G1
∂nr′
(r, r′)φ1(r′)− νG1(r, r′)φ2(r′)
}
dsr′∫
S
{
∂2G1
∂nr∂nr′
(r, r′)φ1(r′)− ν ∂G1
∂nr
(r, r′)φ2(r′)
}
dsr′
, r ∈ Π, (4.47)
RSΠ[φ](r) =

∫
Π
{
∂G1
∂nr′
(r, r′)φ1(r′)− νG1(r, r′)φ2(r′)
}
dsr′∫
Π
{
∂2G1
∂nr∂nr′
(r, r′)φ1(r′)− ν ∂G1
∂nr
(r, r′)φ2(r′)
}
dsr′
, r ∈ S. (4.48)
In order to estimate the errors that arise as the system (4.46) is solved by means of
the WGF method, we reformulate (4.46) in terms of the new unknowns φ˜Π = φΠ − φfΠ
on Π and φ˜S = φS − φfS on S. Here, denoting by uf2 and uf the exact transmitted field
and the total field for the obstacle-free problem, respectively (see (C.1)), we have set φfΠ =[
uf2 |Π, ∂uf2/∂n|Π
]T
and φfS =
[
uf |S, ∂uf/∂n|S
]T
. Using the identities: EφfΠ + TΠ
[
φfΠ
]
=
φincΠ on Π, R
Π
S
[
φfS
]
= 0 and RSΠ
[
φfΠ
]
= φfS − φincS , which follow from Green’s theorem
(using (C.12) and (C.2)) and replacing φΠ = φ˜Π + φ
f
Π and φS = φ˜S + φ
f
S in (4.46a)
and (4.46b), respectively, we obtain the following integral equation system
E φ˜Π + TΠ
[
φ˜Π
]
= RΠS
[
φ˜S
]
on Π, (4.49a)
E φ˜S + TS
[
φ˜S
]
= φfS + R
S
Π
[
φ˜Π
]
on S. (4.49b)
The multiple-scattering character of the problem embodied in (4.49) (or, equivalently, (4.46))
can be elucidated by means of the formal Neumann series solutionφ˜Π
φ˜S
 = ∞∑
n=0
φ˜(n)Π
φ˜
(n)
S
 = ∞∑
n=0
 0 (E + TΠ)−1 RΠS
(E + TS)
−1 RSΠ 0
n  0
(E + TS)
−1φfS
 .
Clearly φ˜
(0)
Π = 0, and φ
(0)
S is the solution of the integral equation
E φ˜
(0)
S + TS
[
φ˜
(0)
S
]
= φfS on S. (4.50)
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The n > 0 terms in the series, in turn, satisfy the recurrence relation φ˜(n)Π
φ˜
(n)
S
 =
 (E + TΠ)−1 0
0 (E + TS)
−1
 0 RSΠ
RΠS 0
 φ˜(n−1)Π
φ
(n−1)
S
 ,
or, equivalently
E φ˜
(n)
Π + TΠ
[
φ˜
(n)
Π
]
= RΠS
[
φ˜
(n−1)
S
]
on Π, (4.51a)
E φ˜
(n)
S + TS
[
φ˜
(n)
S
]
= RSΠ
[
φ˜
(n−1)
Π
]
on S. (4.51b)
The corresponding “multiple-scattering” form of the windowed integral equations (4.16)
for the configuration depicted in Figure 4.13, in turn, is given by the system
EψΠ + TΠ [WAψΠ] = φ
inc
Π − TΠ
[
(I −WA)φfΠ
]
+ RΠS [ψS] on Π,
EψS + TS [ψS] = φ
inc
S + R
S
Π [WAψΠ] + R
S
Π
[
(I −WA)φfΠ
]
on S,
which, letting ψ˜Π = ψΠ − φfΠ on ΠA and ψ˜S = ψS − φfS on S, becomes
E ψ˜Π + TΠ
[
WAψ˜Π
]
= RΠS
[
ψ˜S
]
on ΠA, (4.53a)
E ψ˜S + TS
[
ψ˜S
]
= φfS + R
S
Π
[
WAψ˜Π
]
on S, (4.53b)
where ΠA = Π ∩ [−A,A]. Thus, comparison with (4.49) shows that, similarly, the multiple-
scattering recursion for the windowed problem is initialized by ψ˜
(0)
Π = 0 on ΠA and
E ψ˜
(0)
S + TS
[
ψ˜
(0)
S
]
= φfS on S, (4.54)
with n > 0 terms given by the solutions of the equations
E ψ˜
(n)
Π + TΠ
[
WAψ˜
(n)
Π
]
= RΠS
[
ψ˜
(n−1)
S
]
on ΠA, (4.55a)
E ψ˜
(n)
S + TS
[
ψ˜
(n)
S
]
= RSΠ
[
WAψ˜
(n−1)
Π
]
on S. (4.55b)
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Since equations (4.50) and (4.54) coincide so do their solutions: the n = 0 approximation
produced by the WGF method, which is given by ψ˜
(0)
S , coincides with the exact solution φ˜
(0)
S
throughout S. Similarly, ψ˜
(0)
Π = 0 coincides with the restriction of φ˜
(0)
Π = 0 to ΠA. And,
the same is true about the n = 1 approximation on S: ψ˜
(1)
S = φ˜
(1)
S = 0. But the n = 1
approximation on Π as well as all subsequent approximations do not coincide on either Π
or S. As shown in what follows, however, the WGF iterates ψ˜
(n)
S approximate the exact
iterates φ˜
(n)
S with super-algebraic accuracy.
In order to establish this approximation result (and thus complete our multiple-scattering
error analysis) we rely on the fact that the right-hand-sides in equations (4.51a), (4.55a),
(4.51b) and (4.55b) can be interpreted as scattered field by either S or Π resulting from
illumination by fields scattered in previous stages of the multi-scattering recurrence. For
example, the right-hand-sides in equations (4.51a) (resp. (4.55a)) coincides with the values
on Π (resp. ΠA) of the fields scattered by S under illumination given by R
S
Π
[
φ˜
(n−2)
Π
]
(resp.
RSΠ
[
WAψ˜
(n−2)
Π
]
). Similarly, the right-hand-side in (4.51b) (resp. (4.55b)) coincides with the
values on S of the fields scattered by Π (resp. ΠA) under illumination given by R
Π
S
[
φ˜
(n−2)
S
]
(resp. RΠS
[
ψ˜
(n−2)
S
]
).
On the strength of this observation, then, let us consider once again the n = 1 terms
φ˜
(1)
Π and ψ˜
(1)
Π (on ΠA) which, as indicated above, do not exactly coincide. Noting that the
incident fields in equations (4.51a) and (4.55a) are given by identical distributions of point
sources along S, however, Remark 4.3.2 tells us that the WGF solution ψ˜
(1)
Π approximates
φ˜
(1)
Π with super-algebraically small errors.
Continuing with the multiple-scattering process let us now consider the n = 2 instance of
equations (4.51b) and (4.55b). Relying once again on Remark 4.3.2, the established super-
algebraic convergence of ψ˜
(1)
Π to φ˜
(1)
Π throughout [−cA, cA] implies, in turn, that RSΠ
[
WAψ˜
(1)
Π
]
approximates RSΠ
[
φ˜
(1)
Π
]
with super-algebraically small errors as well, and thus the stability
of the integral equation posed on S permits us to conclude that ψ˜
(2)
S approximates φ˜
(2)
S with
super-algebraically small errors. In view of equations (4.51a) and (4.55a), on the other hand,
we note that φ˜
(2)
Π = 0 on Π and ψ˜
(2)
Π = 0 on ΠA, as both equations have null right-hand
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sides.
Clearly, this argument can be carried out to all orders in perturbation theory, allowing
us to conclude, within this formal framework, that, at least for the configuration depicted in
Figure 4.13, the overall WGF method produces scattering solutions with super-algebraically
small errors over the strip [−cA, cA]×R (but see Remark 4.3.1). As indicated in Sections 4.2.5
and 4.2.6, once such solutions are available, equally accurate solutions can easily be obtained
over prescribed regions in space as well as in the far-field regions.
4.4 Numerical Experiments
This section illustrates the proposed methodology with a variety of numerical results con-
cerning dielectric media, including relevant efficiency and accuracy studies as well as generic
application examples. For the sake of definiteness in all the examples considered throughout
this section, the value c = 0.7 is utilized for the evaluation of the window function (4.9) wA.
Remark 4.4.1. In most cases considered in this chapter, errors are reported as “relative
errors in the L∞ norm”, or just “relative errors”, for short, but absolute L∞ errors are used
as well. The “absolute error” over a given region is defined here as the maximum value of the
error over every numerical grid point in that region. The relative error over a region, on the
other hand, is defined as the quotient of the absolute error over the region by the maximum
value of the solution over the region.
Our first example demonstrates the efficiency of the new approach by comparing the
computing times required to create the systems of equations (which is the operation that
dominates the computing time in all of the examples considered) for the WGF method (4.19)
and the layer-Green-function method [104, 7]. To do this we consider once again the
configuration associated with Figure 4.5, i.e. the problem of scattering by a semi-circular
bump defect on a dielectric plane under TE-polarization. Figure 4.14 displays the computing
times for various wavenumbers k1 and k2 = 2k1 for each method. The discretization density
was held proportional to k1 to properly resolve the oscillatory character of the integrands,
and, in order to easily allow for pointwise comparison of the corresponding integral-density
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Figure 4.14: Computing times required to form the linear systems of equations resulting
from the Nystro¨m discretization of the relevant integral equations for the WGF method (red
line) and the layer-Green-function method [104] (blue line), as functions of the wavenumber
k1. The wavenumber k2 was taken to equal 2k1. Comparable ratios in computing times
were obtained in cases in which complex k2 values (k2 = ω
√
(ε2 + iσ2/ω)µ0 ) were assumed,
with either large or small values of the conductivity σ—including values for materials such
as limestone, saturated sand, silt and clay.
k1 k2 LGF time WGF time ratio
pi 2pi 588 s. 3.07 s. 192
pi 4pi 3579 s. 9.10 s. 393
Table 4.3: Computing times required by the layer-Green-function method and the WGF
method to produce integral equation solutions with an accuracy better than 5 × 10−3 for
the city-like geometry displayed in Figure 4.15. We note that the LGF computing times
for this problem are significantly larger than those considered in Figure 4.14 for similar
wavenumbers. Such large costs arise in the present problem from the relatively large number
of discretization points that need to be used near the plane y = 0 to resolve the solution’s
corner singularity, and from the high cost required by the associated Sommerfeld integral
evaluation at such points.
solutions, the same discretization was used for both methods on the semi-circular bump. For
each run the WGF parameters were optimized to produce φw with a relative error which does
not exceed 5×10−5 on the bump surface. Similarly, the key parameters in the implementation
of the layer-Green-function method (including the parameters associated with the numerical
evaluation of the Sommerfeld integrals) were adjusted to yield the fastest computation of
the corresponding integral density solution within a relative error of 5× 10−5. Note that the
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data points around k1 = 8pi ≈ 25.1 in Figure 4.14 (which is the last data point presented for
the layer-Green-function method) shows that for such frequencies the WGF is approximately
three orders of magnitude faster than the layer-Green-function method [104].
−6 −4 −2 0 2 4 6
−1
0
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2
3
4
5
6
7
8
9
wA
Figure 4.15: City-like geometry and windowing function used. The windowing function wA
was vertically stretched by a factor of 8 for visualization purposes.
The problem of scattering by the city-like structure depicted in Figure 4.15 is considered
next. Figure 4.15 also displays the window function utilized in this example. In contrast with
the results presented previously in this chapter, the case of TM-polarization was considered
for this test. Table 4.3 reports the computing times required to form the relevant system
matrices for both the WGF method and the layer-Green-function method. Both solvers were
optimized to produce a absolute error of 5 × 10−3 in the solutions of the integral equation,
and the same computational grids were utilized to discretize the buildings for both methods.
Table 4.3 compares the computing times required by the WGF method and the layer-
Green-function method for two values of k2. In particular we note that, not only is the new
method much faster than the previous approach, but also that the speed-up factor grows: a
speed up factor in the hundreds for the value k2 = 2pi is doubled as k2 is itself doubled to the
value k2 = 4pi. Additionally, application of the layer-Green-function method in this context
requires use of fictitious curves underneath each building [104] each one of which (curves)
must itself be discretized, while the WGF method requires discretization of the ground
between the buildings and in the region where the windowing takes place. In the present
case the layer-Green-function method produced a system of 2384 unknowns while the WGF
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method produced a system of nearly identical size: 2406 unknowns. At higher frequencies,
the WGF method requires fewer unknowns than the layer-Green-function method, since, as
demonstrated in Table 4.4, at higher frequencies the width of the windowing function can
be decreased while maintaining accuracy.
k1 k2 A
pi 2pi 6.5
2pi 4pi 3.5
4pi 8pi 1.75
8pi 16pi 1.1875
Table 4.4: Extent of the windowed region required by the WGF method (4.19) to maintain
an accuracy of 5×10−5 in the approximation of the surface fields for the problem of scattering
from a semi-circular bump of unit radius with various wavenumbers. The angle of incidence
was taken to equal α = −pi/8 .
In our next numerical example we consider an obstacle over a rough ground which contains
indentations below ground level. Figure 4.16 displays the geometry under consideration,
together with a selection of window function (which yields an relative error of approximately
1% in the integral equation solution) and corresponding near fields under TE polarized
plane-wave illumination with incidence angle α = −pi/8 and with k1 = 2pi and k2 = 4pi.
As demonstrated in Figure 4.17 super-algebraic convergence is once again observed as A/λ
grows.
In our last example we consider a range of conducting materials with widely varied
electrical conductivities. The materials and their corresponding permittivities and electrical
conductivities are listed in Table 4.5. The value of the constant for air is included for
reference. Table 4.6 presents the ratio of the computing times for each one the examples;
these results, which correspond to the value k1 = 2.095845023 of the free-space wavenumber
are in rough agreement with the corresponding results presented in Figure 4.14 above, for
similar values of k1. The corresponding values of the wavenumber k2 are included in the first
column of Table 4.6. The fact that k2 is complex leads to a reduction of the computational
cost of the layer Green function, as the overall length of the integration path C1 in (2.75)
is somewhat reduced (as compared to the length of integration path required to evaluate
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Figure 4.16: Obstacle over a rough ground containing indentations below ground level and
associated near fields. Interestingly, the rather narrow window function used (which was
scaled vertically in this image for visual clarity) is wide enough to produce a relative error
smaller than 1% in the integral equation solution.
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Figure 4.17: Relative errors in the integral densities resulting from numerical solution
of (4.19) for the structure depicted in Figure 4.16 by means of the full WGF method, for
various window sizes and angles of incidence—including extremely shallow incidences. Left:
log-log scale. Right: semi-log scale. Once again we see that, the WGF method computes
integral densities with super-algebraically high accuracy uniformly for all angles of incidence.
the Sommerfeld integrals in the case n = k2/k1 > 1; see Section 2.3.5 for details). As
show in Table 4.6, however, this fact does not yield a significant reduction of the overall
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computational cost of the LGF method. Table 4.7, in turn, displays the errors in the total
field relative to the maximum value of the field, which were obtained by means of the WGF
method for the solution of the problem of scattering of a plane-wave by a semi-circular bump
for various window sizes A > 0.
Material Relative dielectric Electrical conductivity
constant ε′r σ (mS/m)
Air 1 0
Limestone 6 2
Saturated sand 20 1
Silt 30 100
Clay 40 1000
Table 4.5: Typical electromagnetic properties of soil materials at 100 MHz [94]. The wave
number in the domain Ω2 is given by k2 = ω
√
µ0ε0(ε′r +
iσ
ωε0
) where ω = 2pif , f = 100× 106
Hz, ε0 = 8.8541878176×10−12F/m and µ0 = 4pi×10−7H/m. The wavenumber in Ω1, in turn,
is given by k1 = ω
√
µ00, and it corresponds to the numerical value k1 = 2.095845023 = 2pi/λ.
Material Wavenumber Computing-time ratios
k2 Ratio = LGF/WGF
Limestone 5.136 + 0.1537i 23.52 = 84.74s/3.73s
Sat. sand 9.373 + 0.0421i 28.11 = 83.76s/2.98s
Silt 11.95 + 3.3048i 17.92 = 72.94s/4.07s
Clay 22.19 + 17.793i 12.45 = 76.18s/6.12s
Table 4.6: Comparison of the computing times required for solution of the problem of scat-
tering of a plane-wave by a semi-circular bump of radius 1m using the LGF method and
the proposed WGF method. The values of the parameters utilized in the computation of
both the WGF solution and the LGF solution were optimized so each one would result, with
optimal computational cost, in integral-equation solutions at the surface of the bump which
lie within a maximum relative error of 10−5 of the exact values. The same quadrature points
were used to discretize the surface of the bump for both the LGF and WGF methods. The
window size A = 3.5λ was utilized in all WGF calculations.
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Window Relative error for α =
size A −pi/4 −pi/32 −pi/256
1λ 5.19E-03 4.52E-03 4.51E-03
2λ 5.04E-04 4.56E-04 4.55E-04
4λ 2.56E-05 2.40E-05 2.39E-05
8λ 7.57E-08 1.64E-08 2.08E-09
Table 4.7: Relative errors obtained in the solution of the problem of scattering of a semi-
circular bump of radius 1m obtained with the WGF method for various window sizes and
plane-wave incidences, where the domain Ω2 is assumed filled with clay for which k2 =
22.18765822 + 17.79296274i at f = 100MHz.
Figures 4.18a, 4.18a and 4.18c, lastly, display the total fields solution of the problem of
scattering of the plane-wave with α = −pi/4 by defects in half-planes occupied by limestone,
silt and clay, respectively. The clay image (Figure 4.18c) demonstrates that very limited
electromagnetic energy penetrates the highly conducting clay ground at this frequency. A
small fraction of the energy can be viewed in the Silt image (Figure 4.18b), and a rich
electromagnetic pattern in the low-conductivity Limestone image (Figure 4.18a).
(a) Limestone (k2 = 20.54+0.15i). (b) Silt (k2 = 46.05 + 3.43i). (c) Clay (k2 = 59.33 + 26.62i).
Figure 4.18: Total fields (real part) obtained for the scattering of a plane-wave with α = −pi/4
by defects on conducting planes made of three different materials at f = 400MHz.
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Chapter 5
Windowed Green Function Method
for layered media scattering: Multiple
layers
This chapter presents an extension of the Window Green Function (WGF) method intro-
duced in Chapter 4 to two-dimensional problems of electromagnetic scattering by surface
defects in the presence of layered media containing an arbitrary number layers. As shown
below in this chapter, the main features of the two-layer WGF approach (namely, the super-
algebraic convergence of the windowed integral equation solutions as the window size in-
creases and the efficiency of the WGF approach as compared to the LGF approach introduced
in Chapter 3) are maintained by the proposed multi-layer solver. Some of the numerical ex-
amples presented here, concerning problems of scattering by a surface defect in a three-layer
medium, demonstrate that the proposed WGF method is up to hundreds of times faster than
the LGF method in producing the corresponding integral equation solution, and it is up to
thousands of times faster than the LGF approach in producing the near-fields in a regions
around the defect.
This chapter is organized as follows: Section 5.1 introduces notations and necessary multi-
layer radiation conditions. The integral representation formulae for the fields are then derived
in Section 5.2 on the basis of Green’s third identity and the ideas introduced in [52]. Sec-
tions 5.3 and 5.4 present the integral equations for the field values at the multiple unbounded
material interfaces and the associated windowed integral equations, respectively. The cor-
responding expressions for the evaluation the near-fields are then presented in Section 5.5.
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Section 5.6 deals with a reformulation of the integral equations obtained in Sections 5.3
and 5.4 which significantly simplifies the numerical implementation of the multi-layer WGF
method for problems of scattering by smooth surface defects. (This new formulation will
be extensively utilized in Chapter 6 to tackle problems of scattering in thee-dimensional
space.) Section 5.7, finally, presents a variety of numerical examples which demonstrate the
super-algebraic convergence and the high efficiency of multi-layer WGF approach.
5.1 Preliminaries
In this chapter we consider localized (bounded) surface defects in a planar layered dielectric
medium composed by N > 1 dielectric layers, such as the one depicted in Figure 2.1. The
underlying two-dimensional planar dielectric layers are given by Dj = R× (−dj,−dj−1) for
j = 1, . . . , N , with dj > dj−1 and dj ≥ 0 for j = 1, . . . , N − 1, and with d0 = −∞ and
dN =∞. The planar boundary at the interface between the layers Dj and Dj+1 is denoted
by Πj = R× {−dj} where j = 1, . . . , N − 1 (see Figure 2.1). For convenience we set d1 = 0.
The locally perturbed planar dielectric structure results as localized bounded defects
are introduced at the planar interfaces Πj—as illustrated in Figure 5.1 for the particular
case N = 3. The locally perturbed structure is given by the union of the homogeneous
dielectric domains Ωj, j = 1, . . . N, each one of which amounts to a local perturbation of
the corresponding domain Dj. The wavenumber in Ωj is given by kj = ω
√
εjµj > 0. The
corresponding local perturbations of the planar interfaces Πj, j = 1, . . . , N − 1, are denoted
by Γj, j = 1, . . . , N − 1, respectively. Throughout this chapter it is further assumed that
Γj ∩Γi = ∅ for all i, j = 1, . . . , N − 1, so that the boundaries of the subdomains Ωj are given
by ∂Ω1 = Γ1, ∂Ωj = Γj−1 ∪ Γj, j = 2, . . . , N − 1 and ∂ΩN = ΓN−1.
Our derivations utilize the polar-coordinate systems centered at (0,−d1), (0,−(dj−1 +
dj)/2), j = 2, . . . , N − 1, (0,−dN−1) whose radial variables are given by
rj =

√
x2 + (y + d1)2, j = 1,√
x2 + (y + (dj−1 + dj)/2)2, j = 2, . . . , N − 1,√
x2 + (y + dN−1)2, j = N,
(5.1)
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(see Figure 5.2). We further consider the domain
BR = ((−R,R)× (−dN−1,−d1)) ∪ {(x, y) : r1 < R} ∪ {(x, y) : rN < R} (5.2)
and we select a value of R > 0 large enough that BR contains all of the surface defects, as
illustrated in Figure 5.2 for the case N = 3. Throughout this chapter, finally, we use the
notations Ω =
⋃N
j=1 Ωj, D =
⋃N
j=1 Dj and Ω
R
j = Ωj ∩BR for j = 1, . . . , N .
n
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(a) Planar layered medium.
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(b) Locally perturbed planar layered medium.
Figure 5.1: Geometry description of a planar layered medium (a) and a locally perturbed
planar layered medium (b) for the case N = 3.
As in the previous chapters, we consider an incident plane wave uinc(r) = eik1(x cosα+y sinα)
that impinges on Γ1 as indicated in Figure 5.1, where α ∈ (−pi, 0) denotes the angle of
incidence measured with respect to the x-axis. As shown in Section 2.2.1, u = Ez, the
z-component of the total electric field in TE-polarization, or u = Hz, the z-component of
the total magnetic field in TM-polarization, satisfies the homogeneous Helmholtz equation
∆u+ k2ju = 0 in Ωj, j = 1, . . . , N. (5.3)
Letting
u|j±(r) = lim
δ→0+
u(r ± δn(r)) and ∂u
∂n
∣∣∣
j±
(r) = lim
δ→0+
∇u(r ± δn(r)) · n(r) for r ∈ Γj,
(5.4)
144
the transmission conditions at the interfaces between the dielectric media can be expressed
in the form
u|j+ = u|j− and ∂u
∂n
∣∣∣
j+
= νj
∂u
∂n
∣∣∣
j−
on Γj, j = 1, . . . , N − 1, (5.5)
where νj = εj/εj+1 in TM-polarization and νj = µj/µj+1 in TE-polarization. Here the unit
normal n = n(r) at a point r ∈ Γj is taken to point into Ωj.
Outside BR =
⋃N
j=1 Ω
R
j the total field u can be expressed as
u = uf + us in Ω \BR, (5.6)
where uf denotes the total field solution of the problem of scattering of the plane-wave uinc by
the planar layered media D =
⋃N
j=1Dj (see Section 2.2.3), and where u
s = u− uf quantifies
the scattered field produced by the presence of the local defects.
The solution of the problem of scattering by the unperturbed structure D was obtained
in Section 2.2.3. In the TE case, for example, uf = Ez where Ez is given by (2.16); the
corresponding expression for the TM case follows easily as indicated in that section. In
particular, in both the TE and TM cases uf can be expressed in the form
uf = u↑j + u
↓
j in Dj, (5.7)
where letting kjx = k1 cosα and kjy =
√
k2j − k2jx, the up-going and down-going plane-waves
(see Sections 2.2.2 and 2.2.3) are given by
u↑j(r) = pj e
ikjxx+ikjyy and u↓j(r) = qj e
ikjxx−ikjyy, (5.8)
respectively, where the constants pj = e
2ikjydj ATE,TMj R˜
TE,TM
j,j+1 and qj = A
TE,TM
j are expressed
in terms of the generalized reflection coefficients R˜TE,TMj,j+1 and the amplitudes A
TE,TM
j defined
in (2.14a) for the polarization considered (TE or TM). Note that the only down-going wave
in the uppermost layer corresponds to the incident field, i.e., u↓1 = u
inc, and that there is no
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up-going wave in the lowermost layer, i.e., u↑N = 0 (see Section 2.2.3 for details).
The radiative character of the scattered field us is as follows [66]:
us =
 uradj + u
gui
j in Ωj \BR, j = 1, N,
uguij in Ωj \BR, j = 2, . . . , N − 1,
(5.9)
where ∣∣∣∣∣∂uradj∂rj − ikjuradj
∣∣∣∣∣ = o(r−1/2j ) in Ωj \BR, j = 1, N, (5.10)
and
uguij (r) =
Mj∑
m=1
αmj u
m
j (r) +O
(
r
−βj
j
)
, (5.11a)∣∣∣∣∣∣∂u
gui
j
∂rj
− i
Mj∑
m=1
αmj ξ
m
j u
m
j
∣∣∣∣∣∣ = O
(
r
−βj
j
)
in Ωj, (5.11b)
as rj → ∞, j = 1, . . . , N, where βj = 1 for j = 2, . . . , N − 1 and βj = 2/3 for j = 1, N
(see (5.1) for the definition of rj). Here u
m
j denote the guided modes
umj (r) =

{
amj cosh
(
γmj y
)
+ bmj sinh
(
γmj y
)}
ei|x|ξ
m
j , j = 2, . . . , N − 1,
e−γ
m
j |y| ei|x|ξ
m
j , j = 1, N,
(5.12)
which are expressed in terms of the so-called propagation constants ξmj > 0, and γ
m
j =√
(ξmj )
2 − k2j , m = 1, . . . ,Mj. The propagation constants ξmj are given by the real poles
(sometimes called surface wave poles [39, 42]) of the corresponding N -layer Green function
in spectral form. The condition for the existence of the propagative modes in the inner layers
Ωj, j = 2, . . . , N − 1, is given by k1 < ξmj < kj. For the outer layer Ω1 (resp. ΩN), on the
other hand, it holds that ξm1 = ξ
m
2 (resp. ξ
m
N = ξ
m
N−1) and ξ
m
1 > k1 (resp. ξ
m
N > kN) so that
um1 (resp. u
m
N) corresponds to a surface wave that travels along the interface Γ1 (resp. ΓN−1)
and decays exponentially fast towards the interior of Ω1 (resp. ΩN).
The rigorous derivation of the radiation condition (5.10)-(5.11) for the scattered us should
follow from the integral representation of us in the region Ω\BR by means of the layer Green
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function of the planar layered medium D—similar to the one presented in Lemma 4.2.6 for
N = 2—and the asymptotic analysis of the N -layer Green function—similar to the analysis
presented in Section 2.3.4 for the case N = 2. An analysis of this kind is presented in the
reference [66] for a three-layer-medium in three-dimensions.
r1 = R
r3 = R
n
n
SR1
SR3
ΩR1
n
ΩR3
n
ΓR2,r
n
ΓR2,l
n
ΩR2
ΓR1
ΓR2
θ1
θ3
Figure 5.2: Depiction of the various domains, boundaries and variables involved in the
derivation of the integral representation formula (5.15). The relevant curves are marked
with a dashed line and junctions between the curves are marked with the symbol .
5.2 Integral representation
We are now in position to derive the integral representation of the total field u. For simplicity
we restrict the discussion to the three-layer problem; the general N -layer problem with N > 3
can be treated in an analogous manner. Our derivation uses the curves ΓR2,l, Γ
R
2,r, S
R
1 and S
R
3
and corresponding normals n, as depicted in Figure 5.2. Following [52], further, for a given
147
curve C we define
Ij [φ;C] (r) =
∫
C
{
∂Gkj
∂nr′
(r, r′)φ(r′)−Gkj(r, r′)
∂φ
∂n
(r′)
}
dsr′
in order to facilitate repeated use of Green’s third identity in our calculations; here we have
called Gkj(r, r
′) = i
4
H
(1)
0 (kj|r−r′|) the free-space Green function for the Helmholtz equation
with wavenumber kj > 0. In what follows, finally, we make frequent use of the asymptotic
identities
Gk(r, r
′) =
i e−ipi/4√
8pik|r′| e
ik(|r′|−r·rˆ′) {1 +O (|r′|−1)}
∇r′Gk(r, r′) = −
√
k e−ipi/4√
8pi|r′| e
ik(|r′|−r·rˆ′) rˆ′
{
1 +O (|r′|−1)}
(
rˆ′ =
r′
|r′|
)
|r′| → ∞,
(5.13)
that are obtained from the asymptotic expansion of the Hankel functions [76] and the relation
|r − r′| = |r′| − r′ · r/|r′|+O (|r′|−1) as |r′| → ∞.
Utilizing Green’s third identity, where integration is performed over the domain ΩR1 ,
whose boundary is given by ∂ΩR1 = Γ
R
1 ∪ SR1 (see Figure 5.2), we obtain:
I1
[
u; ΓR1
]
(r)− I1
[
u;SR1
]
(r) =
 u(r), r ∈ Ω
R
1 ,
0, r ∈ R2 \ ΩR1 ,
(5.14a)
where the total field on ∂ΩR1 is obtained by taking the limit of u and its gradient (required
to evaluate the normal derivative of u at ∂ΩR1 ) from the interior of Ω
R
1 . Similarly, integrating
over the domains ΩR2 and Ω
R
3 , whose boundaries are given by ∂Ω
R
2 = Γ
R
2 ∪ ΓR2,r ∪ ΓR1 ∪ ΓR2,l
and ∂ΩR3 = Γ
R
2 ∪ SR3 , respectively, we obtain
I2
[
u; ΓR2
]
(r)− I2
[
u; ΓR1
]
(r)− I2
[
u; ΓR2,l
]
(r)− I2
[
u; ΓR2,r
]
(r) =
 u(r), r ∈ Ω
R
2 ,
0, r ∈ R2 \ ΩR2 ,
(5.14b)
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and
−I3
[
u; ΓR2
]
(r)− I3
[
u;SR3
]
(r) =
 u(r), r ∈ Ω
R
3 ,
0, r ∈ R2 \ ΩR3 .
(5.14c)
We now study the limit values of the various integrals in (5.14) as R → ∞. In view of
the decay of the integral kernels (5.13) and the fact that the total field u remains bounded
throughout Ω2, it follows that the terms I2 involving integrals over the vertical curves Γ
R
2,r
and ΓR2,l tend to zero as R→∞. In fact
I2
[
u; ΓR2,l
]
= I2
[
u; ΓR2,r
]
= O
(
R−
1
2
)
as R→∞.
In order to estimate the values of the terms Ij that involve integrals over the semi-
circular curves SR1 and S
R
3 , in turn, we observe that for r
′ ∈ SRj with j = 1 and j = 3 we
have |r′| = R + O(1) and r̂′ = (cos θj, sin θj) + O(R−1) as R → ∞—where the definition
of the angles θj given in Figure 5.2. Since u
rad
j , j = 1, 3, in (5.9) satisfies the Sommerfeld
radiation condition (5.10), utilizing standard arguments [45] it can be shown that
Ij
[
uradj ;S
R
j
]
= o (1) , j = 1, 3, as R→∞.
Let us now consider Ij
[
ugui1 ;S
R
1
]
, which is given by a linear combination of terms of the
form Ij
[
um1 ;S
R
1
]
, where letting γm1 =
√
(ξm1 )
2 − k21 > 0, the surface wave mode is given by
um1 (r) = e
−γm1 |y|+iξm1 |x|. Thus, from (5.13) and the fact that um1 (r
′) = e−γ
m
1 R sin θ1+iξ
m
1 R| cos θ1|
for r′ = R(cos θ1, sin θ1) ∈ SR1 , θ1 ∈ [0, pi], we obtain
I1
[
um1 ;S
R
1
]
(r) ∼
√
k1R
8pi
eik1R−i
pi
4 ×
∫ pi
0
{
iγm1 sin θ1 + | cos θ1|ξm1
k1
− 1
}
e−ik1r·rˆ
′−R(γm1 sin θ1−iξm1 | cos θ1|) dθ1
as R→∞. Therefore
∣∣I1 [um1 ;SR1 ] (r)∣∣ ≤√k1R2pi
{
1 +
|γm1 |+ ξm1
k1
}∫ pi/2
0
e−γ
m
1 R sin θ1 dθ1.
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The integral in the expression on the right-hand-side can be bounded utilizing the inequality
sin θ ≥ 2θ/pi, θ ∈ [0, pi]. Doing so we conclude that I1
[
um1 ;S
R
1
]
= O
(
R−
1
2
)
as R → ∞.
Similarly, it can be shown that I3
[
um3 ;S
R
3
]
= O
(
R−
1
2
)
, and consequently, in view of (5.11),
we conclude that Ij
[
uguij ;S
R
j
]
= O
(
R−
1
3
)
, j = 1, 3, as R→∞.
Next we consider the term I1
[
u↑1;S
R
1
]
which involves the up-going plane-wave u↑1(r) =
eik1xx+ik1yy. Thus we have that u↑1(r
′) = eik1R cos(θ1+α) for r′ ∈ SR1 , and consequently integra-
tion by parts yields
I1
[
u↑1;S
R
1
]
(r) ∼
√
k1R
8pi
eik1R−i
pi
4
∫ pi
0
{cos(θ1 + α)− 1} e−ik1r·rˆ′ eik1R cos(θ1+α) dθ1
=− e
ik1R+i
pi
4√
8pik1R
∫ pi
0
sin(θ1 + α)
1 + cos(θ1 + α)
e−ik1r·rˆ
′ d
dθ1
eik1R cos(θ1+α) dθ1
=− e
ik1R+i
pi
4√
8pik1R
{
sin(θ1 + α) e
ik1(−r·rˆ′+R cos(θ1+α))
1 + cos(θ1 + α)
∣∣∣∣∣
pi
0
−
∫ pi
0
eik1R cos(θ1+α)
d
dθ1
(
sin(θ1 + α) e
−ik1r·rˆ′
1 + cos(θ1 + α)
)
dθ1
}
= O
(
R−
1
2
)
as R→∞.
Considering now the term I1
[
u↓1;S
R
1
]
with u↓1(r) = e
ik1xx−ik1yy, we have that the down-going
plane-wave is given by u↓1(r
′) = eik1R cos(θ1−α) for r′ ∈ SR1 . Thus
I1
[
u↓1;S
R
1
]
(r) ∼
√
k1R
8pi
eik1R−i
pi
4
pi∫
0
{cos(θ1 − α)− 1} e−ik1r·rˆ′ eik1R cos(θ1−α) dθ1.
Notice that since α ∈ (−pi, 0), we have that 0 < θ1−α < 2pi. Thus, there is only one point of
stationary phase within the domain of integration, which is given by θ1 = α+ pi. Therefore,
the application of the method of stationary phase [16] yields
I1
[
u↓1;S
R
1
]
(r) = − eik1(x cosα+y sinα) +O
(
R−
1
2
)
= −uinc(r) +O
(
R−
1
2
)
as R→∞.
(Notice that integrating by parts yields that the limit points of the integral give rise to
contributions that decay as R−1.)
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Finally, we consider the term I3
[
u↓3;S
R
3
]
with u↓3(r
′) = eik3xx−ik3yy, where k3x = k1 cosα
and k3y =
√
k23 − k23x. We distinguish three possible cases, namely: (a) k3 < k1| cosα|,
(b) k3 = k1| cosα| (k3 = −k1 cosα for α ∈ (−pi,−pi/2] or k3 = k1 cosα for α ∈ (−pi/2, 0)),
and (c) k3 > k1| cosα|. Since in case (a) we have that k3y = i
√
k21 cos
2 α− k23, a calculation
completely analogous to the one carried in the estimation of the term Ij
[
um1 ;S
R
1
]
allows us
to show that I3
[
u↓3;S
R
3
]
= O
(
R−
1
2
)
. In case (b), in turn, we first consider α ∈ (−pi/2, 0).
In this case we have u↓3(r
′) = eik3R cos θ3 for r′ ∈ SR3 , and consequently
I3
[
u↓3;S
R
3
]
(r) ∼
√
k3R
8pi
eik3R−i
pi
4
∫ 0
−pi
{cos θ3 − 1} e−ik2(d2 sin θ3+r·rˆ′)+iRk3 cos θ3 dθ3.
Splitting the integration domain and using the identity cos θ − 1 = − sin2 θ/(1 + cos θ) we
obtain
I3
[
u↓3;S
R
3
]
(r) ∼
√
k3R
8pi
eik3R−i
pi
4
{
−
∫ 0
−pi
2
sin2 θ3
1 + cos θ3
e−ik3(d2 sin θ3−r·rˆ
′)+iRk3 cos θ3 dθ3 +∫ −pi
2
−pi
{cos θ3 − 1} e−ik3(d2 sin θ3+r·rˆ′)+iRk3 cos θ3 dθ3
}
.
Integration by parts yields that the first integral above amounts to a quantity of order
O
(
R−
1
2
)
. The stationary point at θ = −pi in the second integral, on the other hand, leads
to
I3
[
u↓3;S
R
3
]
(r) ∼ −e
ik3x
2
+O
(
R−
1
2
)
.
Similarly it can be shown that I3
(
u↓3;S
R
3
)
∼ − e−ik3x /2+O
(
R−
1
2
)
in the case k3 = −k1 cosα
for α ∈ (−pi, pi/2]. For case (c), the transmitted wave to the lowermost layers is a plane-wave
which can be expressed as u↓3(r
′) = a eik3R cos(θ3−α
′), r′ ∈ SR3 , where a = e−ik3d2 sinα′ and where
the angle α′ ∈ (−pi, 0) is determined by the Snell’s law k3 cosα′ = k1 cosα. Thus, once again,
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integration by parts yields
I3
[
u↓3;S
R
3
]
(r) ∼ a
√
k3R
8pi
eik3R−i
pi
4
0∫
−pi
{cos(θ3 − α′)− 1} e−ik3(d2 sin θ3+r·rˆ′) eik3R cos(θ3−α′) dθ3
= O
(
R−
1
2
)
.
Therefore we conclude that taking the limit as R→∞ in (5.14) we obtain
I1 [u; Γ1] (r) + u
inc(r) =
 u(r), r ∈ Ω1,0, r ∈ R2 \ Ω1, (5.15a)
I2 [u; Γ2] (r)− I2 [u; Γ1] (r) =
 u(r), r ∈ Ω2,0, r ∈ R2 \ Ω2, (5.15b)
−I3 [u; Γ2] (r) + u‖3(r) =
 u(r), r ∈ Ω3,0, r ∈ R2 \ Ω3, (5.15c)
where u
‖
3 in (5.15c) is given by
u
‖
N(r) =

qN e
ik1x cosα
2
if kN = k1| cosα|,
0 if kN 6= k1| cosα|,
(5.16)
for N = 3.
Remark 5.2.1. The total field representation (5.15) presented above in this section for the
three-layer problem can easily be extended to problems of scattering by defects in the presence
of layer media composed by N > 3 dielectric layers. In fact, as in (5.15b), the total field
within an inner layer Ωj, j = 2, . . . , N − 1, can be expressed as a linear combination of
layer-potentials applied to the total field and its normal derivative at the relevant interfaces
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Γj−1 and Γj. Consequently, such generalization leads to
I1 [u; Γ1] (r) + u
inc(r) =
 u(r), r ∈ Ω1,0, r ∈ R2 \ Ω1, (5.17a)
Ij [u; Γj] (r)− Ij [u; Γj−1] (r) =
 u(r), r ∈ Ωj,0, r ∈ R2 \ Ωj, j = 2, . . . , N − 1, (5.17b)
−IN [u; ΓN−1] (r) + u‖N(r) =
 u(r), r ∈ ΩN ,0, r ∈ R2 \ ΩN . (5.17c)
5.3 Integral equation formulation
In this section we establish an integral equation for the unknown values of total field u and
its normal derivative at each one of the dielectric interfaces Γj, j = 1, . . . , N − 1. As in
Chapter 4 we utilize the improper-integral single- and double-layer potentials
S(i)j [φ](r) =
∫
Γi
Gkj(r, r
′)φ(r′) dsr′ and D(i)j [φ](r) =
∫
Γi
∂Gkj
∂nr′
(r, r′)φ(r′) dsr′ , (5.18)
respectively, whose convergence is conditioned upon the oscillatory behavior of the integrand.
Throughout this chapter the interfaces Γj are assumed to be piecewise smooth curves that
coincide with the flat interfaces Πj sufficiently far from the origin; see e.g. Figure 5.1b.
As is known [45], the layer potentials (5.18) satisfy the jump relations
S(i)j [φ]
∣∣∣
`±
= S
(`,i)
j [φ],
∂
∂n
S(i)j [φ]
∣∣∣∣
`±
=

∓φ
2
+K
(`,i)
j [φ] if i = `,
K
(`,i)
j [φ] if i 6= `,
∂
∂n
D(i)j [φ]
∣∣∣∣
`±
= N
(`,i)
j [φ], D(i)j [φ]
∣∣∣
`±
=

±φ
2
+D
(`,i)
j [φ] if i = `,
D
(`,i)
j [φ] if i 6= `,
(5.19)
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where the relevant integral operators are defined as
S
(`,i)
j [φ](r) =
∫
Γi
Gkj(r, r
′)φ(r′) dsr′ , D
(`,i)
j [φ](r) =
∫
Γi
∂Gkj
∂nr′
(r, r′)φ(r′) dsr′ ,
K
(`,i)
j [φ](r) =
∫
Γi
∂Gkj
∂nr
(r, r′)φ(r′) dsr′ , N
(`,i)
j [φ](r) =
∂
∂nr
∫
Γi
∂Gkj
∂nr′
(r, r′)φ(r′) dsr′ ,
r ∈ Γ`.
(5.20)
Note that according to the notation (5.20) the super-index (`, i) refers to the fact that
integration is performed over the curve Γi, while evaluation is performed over the curve Γ`.
The sub-index j indicates that the wavenumber kj is used in the integral kernel.
In order to formulate an integral equation for the total field we define the unknown
density functions ϕj : Γj → C and ψj : Γj → C (j = 1, . . . , N − 1) by
ϕj = u|j− and ψj = ∂u
∂n
∣∣∣∣
j−
on Γj, (5.21)
where the notation (5.4) was used. Similarly, we call ϕinc = uinc|1− and ψinc = ∂uinc/∂n|1−
the values of the incident field and its normal derivative on Γ1, and we denote by ϕ
‖ = u‖N |N−1
and ψ‖ = ∂u‖N/∂n|N−1 the values of u‖N (equation (4.4)) and its normal derivative on ΓN .
Utilizing the notations (5.19), (5.20) and (5.21) and using the transmission condi-
tions (5.5), equation (5.17) becomes
D(1)1 [ϕ1](r)− ν1S(1)1 [ψ1](r) + uinc(r) =
 u(r), r ∈ Ω1,0, r ∈ R2 \ Ω1, (5.22a)
D(j)j [ϕj](r)− νjS(j)j [ψj](r)−D(j−1)j [ϕj−1](r) + S(j−1)j [ψj−1](r) =
 u(r), r ∈ Ωj,0, r ∈ R2 \ Ωj,
(5.22b)
for j = 2, . . . , N − 1, and
−D(N−1)N [ϕN−1](r) + S(N−1)N [ψN−1](r) + u‖N(r) =
 u(r), r ∈ ΩN ,0, r ∈ R2 \ ΩN . (5.22c)
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We are now in position to derive the equations that govern the field interactions at the
interfaces Γj, j = 1, . . . , N − 1. Indeed, evaluating the layer-potentials in (5.22a) and their
normal derivatives on Γ1 (taken from the interior of Ω1) and utilizing the jump relations (5.19)
we obtain
ϕ1
2
− ϕinc = D(1,1)1 [ϕ1]− ν1S(1,1)1 [ψ1] ,
ν1
ψ1
2
− ψinc = N (1,1)1 [ϕ1]− ν1K(1,1)1 [ψ1] .
(5.23a)
Similarly, evaluating the expression in (5.22b) as well as its normal derivative on Γj−1 taken
from the interior of Ωj for j = 2, . . . , N − 1 we obtain
ϕj−1
2
= D
(j−1,j)
j [ϕj]− νjS(j−1,j)j [ψj]−D(j−1,j−1)j [ϕj−1] + S(j−1,j−1)j [ψj−1],
ψj−1
2
= N
(j−1,j)
j [ϕj]− νjK(j−1,j)j [ψj]−N (j−1,j−1)j [ϕj−1] +K(j−1,j−1)j [ψj−1],
(5.23b)
on Γj−1, j = 2, . . . , N − 1, while evaluating the expression in (5.22b) and their normal
derivatives on Γj, j = 2, . . . , N − 1, yields
ϕj
2
= D
(j,j)
j [ϕj]− νjS(j,j)j [ψj]−D(j,j−1)j [ϕj−1] + S(j,j−1)j [ψj−1],
νj
ψj
2
= N
(j,j)
j [ϕj]− νjK(j,j)j [ψj]−N (j,j−1)j [ϕj−1] +K(j,j−1)j [ψj−1].
(5.23c)
Evaluating the expression in (5.43c) and its normal derivative on ΓN−1 (taken from the
interior of ΩN), finally, we obtain
ϕN−1
2
− ϕ‖ = −D(N−1,N−1)N [ϕN−1] + S(N−1,N−1)N [ψN−1],
ψN−1
2
− ψ‖ = −N (N−1,N−1)N [ϕN−1] +K(N−1,N−1)N [ψN−1].
(5.23d)
In order to express the integral equations satisfied by the integral densities at Γj in a
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more compact form, we introduce the following notation:
φj =
 ϕj
ψj
 , φinc =
 ϕinc
ψinc
 , φ‖ =
 ϕ‖
ψ‖
 , Ej =
 1 0
0
1+νj
2
 , (5.24a)
Rj,j+1 =
 −D(j,j+1)j+1 νj+1S(j,j+1)j+1
−N (j,j+1)j+1 νj+1K(j,j+1)j+1
 , Rj,j−1 =
 D(j,j−1)j −S(j,j−1)j
N
(j,j−1)
j −K(j,j−1)j
 , (5.24b)
and Tj =
 D(j,j)j+1 −D(j,j)j −S(j,j)j+1 + νjS(j,j)j
N
(j,j)
j+1 −N (j,j)j −K(j,j)j+1 + νjK(j,j)j
 . (5.24c)
Using these notations and adding the expressions in (5.23a) and the expressions in (5.23b)
for j = 2 we obtain
E1φ1 + T1 [φ1] + R12 [φ2] = φ
inc on Γ1. (5.25a)
Similarly, adding the j = 3, . . . , N − 1 instances of the equations in (5.23b) and the j =
2, . . . , N − 2 instances of the equations in (5.23c), we obtain
Ej φj + Rj,j−1
[
φj−1
]
+ Tj
[
φj
]
+ Rj,j+1
[
φj+1
]
= 0 on Γj, (5.25b)
for j = 2, . . . , N − 2. Finally, combining the expressions (5.23c) for j = N − 1 and (5.23d)
we obtain
EN−1φN−1 + RN−1,N−2
[
φN−2
]
+ TN−1
[
φN−1
]
= φ‖ on ΓN−1. (5.25c)
The coupled systems of integral equations (5.25) can be further compressed into one large
system of integral equations. Letting E and TΓ denote the block-diagonal matrix and the
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block-tridiagonal integral operator whose block components are given by
[E ]i,j =
 Ei if j = i,0 otherwise, and [TΓ]i,j =

Ri,i−1 if j = i− 1 and 2 ≤ i ≤ N − 1,
Ti if j = i and 1 ≤ i ≤ N − 1,
Ri,i+1 if j = i+ 1 and 1 ≤ i ≤ N − 2,
0 otherwise,
(5.26a)
respectively, and letting φ and φinc denote the block-vectors of unknown densities and
right-hand sides, whose block-components are given by
[φ]j = φj, j = 1, . . . , N − 1, and
[
φinc
]
j
=

φinc if j = 1,
φ‖ if j = N,
0 otherwise,
(5.26b)
respectively, the equations in (5.25) can be combined into the following integral equation
system:
Eφ+TΓ [φ] = φ
inc on Γ =
N−1⋃
j=1
Γj. (5.27)
5.4 Multilayer Windowed Green Function Method
Following the ideas presented in Chapter 4, instead of attempting to solve the problem (5.27)
on the unbounded interfaces Γj, j = 1, . . . , N − 1, a locally windowed problem is used to
obtain the local currents over all relevant portions of Γj, j = 1, . . . , N − 1. In order to do so
we first introduce the block-diagonal matrix function WA : R 7→ R2(N−1)×2(N−1) whose block
components are given by
[WA]i,j =

 wA 0
0 wA
 if i = j,
 0 0
0 0
 if i 6= j,
(5.28)
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in terms of a smooth window function wA defined in (4.9). (In fact, different values of Aj
of the window-size A could advantageously be used for the various layers. For notational
simplicity, however, the following discussion does not include this additional degree of gen-
erality.)
Utilizing WA we obtain the windowed version
Eφ+TΓ [WAφ] = φ
inc −TΓ [(I −WA)φ] on ΓA =
N−1⋃
j=1
Γj,A, (5.29)
of equation (5.27), where I ∈ R(2N−2)×(2N−2) denotes the identity matrix, and where
Γj,A = Γj ∩ {wA 6= 0} = Γj ∩ {[−A,A]× R} .
In order to provide an approximation for TΓ [(I −WA)φ] in terms of known expressions,
we introduce an integral operator that maps density functions defined on the flat interfaces
Πj to density functions defined on Γj. Such operator is denoted by TΠ = [TΠ]i,j, i, j =
1, . . . , N − 1, and is given by
[TΠ]i,j =

R˜i,i−1 if j = i− 1 and 2 ≤ i ≤ N − 1,
T˜i if j = i and 1 ≤ i ≤ N − 1,
R˜i,i+1 if j = i+ 1 and 1 ≤ i ≤ N − 2,
0 otherwise,
(5.30)
where the block integral operators in (5.30) are given by
R˜j,j+1 =
 −D˜(j,j+1)j+1 νj+1S˜(j,j+1)j+1
−N˜ (j,j+1)j+1 νj+1K˜(j,j+1)j+1
 , R˜j,j−1 =
 D˜(j,j−1)j −S˜(j,j−1)j
N˜
(j,j−1)
j −K˜(j,j−1)j
 ,
and T˜j =
 D˜(j,j)j+1 − D˜(j,j)j −S˜(j,j)j+1 + νjS˜(j,j)j
N˜
(j,j)
j+1 − N˜ (j,j)j −K˜(j,j)j+1 + νjK˜(j,j)j
 ,
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in terms of the integral operators
S˜
(`,i)
j [φ](r) =
∫
Πi
Gkj(r, r
′)φ(r′) dsr′ , D˜
(`,i)
j [φ](r) =
∫
Πi
∂Gkj
∂nr′
(r, r′)φ(r′) dsr′ ,
K˜
(`,i)
j [φ](r) =
∫
Πi
∂Gkj
∂nr
(r, r′)φ(r′) dsr′ , N˜
(`,i)
j [φ](r) =
∂
∂nr
∫
Πi
∂Gkj
∂nr′
(r, r′)φ(r′) dsr′ ,
r ∈ Γ`.
(5.31)
We also the consider the scalar densities ϕfj and ψ
f
j for j = 1, . . . , N − 1, which are defined
as
ϕfj (r) = lim
δ→0+
uf (x, y − δ) and ψfj (r) = lim
δ→0+
∂uf
∂y
(x, y − δ), r = (x, y) ∈ Πj,
in terms of uf defined in (5.7): uf denotes the total field (2.16) that results from the scattering
of the plane electromagnetic wave uinc by the planar layer medium D =
⋃N
j=1Dj.
Following the procedure in Chapter 4 we now express the correction termTΠ
[
(I −WA)φf
]
on the right-hand-side of equation (5.29) as
TΠ
[
(I −WA)φf
]
= −TΠ
[
WAφ
f
]
+TΠ
[
φf
]
. (5.32)
Thus, the windowed integral equation (5.29) becomes
Eφw +TΓ [WAφ
w] = φinc +TΠ
[
WAφ
f
]−TΠ [φf] on ΓA, (5.33)
which can be solved numerically provided the quantity TΠ
[
φf
]
can be evaluated. A conve-
nient closed form expression for this quantity is derived in what follows.
Utilizing the integral representation formulae (5.22) with ϕfj , ψ
f
j , Dj and Πj instead of
ϕ, ψ, Ωj and Γj, respectively, we obtain
D˜(1)1
[
ϕf1
]
(r)− ν1S˜(1)1
[
ψf1
]
(r) + uinc(r) =
 u
f (r), r ∈ D1,
0, r ∈ R2 \D1,
(5.34a)
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D˜(j)j
[
ϕfj
]
(r)− νjS˜(j)j
[
ψfj
]
(r)− D˜(j−1)j
[
ϕfj−1
]
(r) + S˜(j−1)j
[
ψfj−1
]
(r)
=
 u
f (r), r ∈ Dj,
0, r ∈ R2 \Dj,
for j = 2, . . . , N − 1,
(5.34b)
and −D˜(N−1)N
[
ϕfN−1
]
(r)+S˜(N−1)N
[
ψfN−1
]
(r)+u
‖
N(r) =
 u
f (r), r ∈ DN ,
0, r ∈ R2 \DN ,
(5.34c)
in terms of the layer potentials:
S˜(i)j [φ](r) =
∫
Πi
Gkj(r, r
′)φ(r′) dsr′ and D˜(i)j [φ](r) =
∫
Πi
∂Gkj
∂nr′
(r, r′)φ(r′) dsr′ . (5.35)
Thus, evaluating the expressions in (5.34) as well as their normal derivatives on the curves Γj
we obtain the following closed-form expression for TΠ
[
φf
]
in (5.32): calling µ = TΠ
[
φf
]
we have
[µ]1 = T˜1
[
φf1
]
+ R˜1,2
[
φf2
]
= φinc −

E1φ
f
1 on Γ1 ∩ Π1, uf
∇uf · n
 on Γ1 ∩ (D1 ∪D2), (5.36a)
[µ]j = R˜j,j−1
[
φfj−1
]
+ T˜j
[
φfj
]
+ R˜j,j+1
[
φfj+1
]
= −

Ej φ
f
j on Γj ∩ Πj, uf
∇uf · n
 on Γj ∩ (Dj ∪Dj+1)
(5.36b)
for j = 2, . . . , N − 2, and
[µ]N−1 = R˜N−1,N−2
[
φfN−2
]
+T˜N−1
[
φfN−1
]
= φ‖−

EN−1φ
f
N−1 on ΓN−1 ∩ ΠN−1, uf
∇uf · n
 on ΓN−1 ∩ (DN−1 ∪DN).
(5.36c)
As demonstrated in Section 5.7 through a variety of numerical examples, the vector
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density functionφw, which is the solution of the windowed integral equation (5.33), converges
super-algebraically fast to the exact solutionφ of (5.27) within ΓA∩{wA = 1} as the window
size A > 0 increases. This observation can be justified via arguments analogous to those
presented in Chapter 4 above.
Remark 5.4.1. Note that the terms N
(j,j)
j+1 −N (j,j)j that arise along the diagonal blocks of TΓ,
which are given the difference of two hypersingular operators, are in fact weakly singular
integral operators. Therefore, the windowed integral equation system (5.33) can be discretized
utilizing the Nystro¨m method presented in Section 3.3, which accurately accounts for possible
corner singularities of the integral equation solutions that arise due to the presence of corners
on the defect itself and at the junctions of the defect and the flat portions of Γj.
Remark 5.4.2. A difficulty arises in the evaluation of the correction term TΠ
[
WAφ
f
]
in (5.33) whenever a curve Γj (Γj 6= Πj), for some j = 1, . . . , N − 1, is smooth. This
difficulty stems from the cusps that take place at the points at which the curves Γj and Πj
depart from each other. Since the numerical evaluation of TΠ
[
WAφ
f
]
entails integration on
Πj and evaluation Γj, the presence of cusps at the junctions of Γj and Πj gives to boundary
integrals involving nearly-singular kernels for which graded meshes (such as the ones intro-
duced in Section 3.3) are not sufficient to render high-order accuracy. Section 5.6 introduces
a reformulation of the integral equation system (5.33) that completely avoids this difficulty.
5.5 Field evaluation
In order to provide expressions for the numerical evaluation of total near-fields, we approxi-
mate the exact solution φ of the integral equation system (5.27) by WAφ
w + (I −WA)φf ,
where φw is the solution of the windowed integral equation system (5.33). Thus, letting
[φw]j =
[
ϕwj , ψ
w
j
]T
, j = 1, . . . , N − 1, denote the block components of φw, we substi-
tute the scalar densities ϕj and ψj by the approximate densities wAϕ
w
j + (1 − wA)ϕfj and
wAψ
w
j + (1−wA)ψfj , respectively, in the field representation formulae (5.22). In view of the
expressions in (5.34)—which suffice to evaluate explicitly the terms involving integrals over
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unbounded curves for all operators in equation (5.22) —such substitutions yield:
uw =D(1)1 [wAϕw1 ]− ν1S(1)1 [wAψw1 ]
+

uf − D˜(1)1
[
wAϕ
f
1
]
+ ν1S˜(1)1
[
wAψ
f
1
]
in D1,
−D˜(1)1
[
wAϕ
f
1
]
+ ν1S˜(1)1
[
wAψ
f
1
]
in R2 \D1,(
1− wA
2
)
ϕf1 −DΠ11
[
wAϕ
f
1
]
+ ν1S
Π1
1
[
wAψ
f
1
]
on Π+1 ,
wA
2
ϕf1 −DΠ11
[
wAϕ
f
1
]
+ ν1S
Π1
1
[
wAψ
f
1
]
on Π−1 ,
(5.37a)
within Ω1,
uw =D(j)j [wAϕwj ]− νjS(j)j [wAψwj ]−D(j−1)j [wAϕwj−1] + S(j−1)j [wAψwj−1]
+

uf − D˜(j)j
[
wAϕ
f
j
]
+ νjS˜(j)j
[
wAψ
f
j
]
+
D˜(j−1)j
[
wAϕ
f
j−1
]
− S˜(j−1)j
[
wAψ
f
j−1
]
in Dj,
−D˜(j)j
[
wAϕ
f
j
]
+ νjS˜(j)j
[
wAψ
f
j
]
+
D˜(j−1)j
[
wAϕ
f
j−1
]
− S˜(j−1)j
[
wAψ
f
j−1
]
in R2 \Dj,(
1− wA
2
)
ϕfj−1 − D˜(j)j
[
wAϕ
f
j
]
+ νjS˜(j)j
[
wAψ
f
j
]
+
D
Πj−1
j
[
wAϕ
f
j−1
]
− SΠj−1j
[
wAψ
f
j−1
]
on Π−j−1,
wA
2
ϕfj−1 − D˜(j)j
[
wAϕ
f
j
]
+ νjS˜(j)j
[
wAψ
f
j
]
+
D
Πj−1
j
[
wAϕ
f
j−1
]
− SΠj−1j
[
wAψ
f
j−1
]
on Π+j−1,(
1− wA
2
)
ϕfj −DΠjj
[
wAϕ
f
j
]
+ νjS
(Πj
j
[
wAψ
f
j
]
+
D˜(j−1)j
[
wAϕ
f
j−1
]
− S˜(j−1)j
[
wAψ
f
j−1
]
on Π+j ,
wA
2
ϕfj−1 − D˜(j)j
[
wAϕ
f
j
]
+ νjS˜(j)j
[
wAψ
f
j
]
+
D
Πj−1
j
[
wAϕ
f
j−1
]
− SΠj−1j
[
wAψ
f
j−1
]
on Π−j ,
(5.37b)
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within Ωj, j = 2, . . . , N − 1, and
uw = −D(N−1)N
[
wAϕ
w
N−1
]
+ S(N−1)N
[
wAψ
w
N−1
]
+

uf + D˜(N−1)N
[
wAϕ
f
N−1
]
− S˜(N−1)N
[
wAψ
f
N−1
]
in DN ,
D˜(N−1)N
[
wAϕ
f
N−1
]
− S˜(N−1)N
[
wAψ
f
N−1
]
in R2 \DN ,
wA
2
ϕfN−1 +D
ΠN−1
N
[
wAϕ
f
N−1
]
− SΠN−1N
[
wAψ
f
N−1
]
on Π+N−1,(
1− wA
2
)
ϕfN−1 +D
ΠN−1
N
[
wAϕ
f
N−1
]
− SΠN−1N
[
wAψ
f
N−1
]
on Π−N−1.
(5.37c)
within ΩN , in terms of the layer potentials D˜(i)j and S˜(i)j defined (5.35) and the boundary
integral operators DΠij and S
Πi
j which are defined as
SΠij [φ] =
∫
Πi
Gkj(r, r
′)φ(r′) dsr′ and D
Πi
j [φ] =
∫
Πi
∂Gkj
∂nr′
(r, r′)φ(r′) dsr′ , r ∈ Πi.
Numerical examples presented in Section 5.7 demonstrate that formulae (5.37) provide
an accurate approximation (in fact, super-algebraically accurate approximation) of the total
near-fields within a region containing the surface defects. Once again, this observation can
be better understood by following the arguments presented in Chapter 4.
A procedure for evaluation of the far-field pattern, similar to the one presented in Sec-
tion 4.2.6 for the two-layer case, can then be obtained by utilizing suitable generalizations
to the multi-layer case of the the two-layer expressions (2.59) and (2.60) for the far-field of
the layer Green function.
Although perhaps most natural, the formulations used in Chapter 4 and above in this
chapter lead to the somewhat complicated formulae (5.37) for the evaluation of the total
near-field. In the following section we present a slightly different integral formulation of the
problem which not only gives rise to significantly simpler near-field expressions, but which
also greatly facilitates the developement of numerical methods for smooth surface defects.
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5.6 Alternative integral equation formulation
This section presents an alternative representation formula for which the resulting integral
equation formulation does not suffer from the difficulties mentioned in Remark 5.4.2.
We start then by expressing the total field as u = us + u˜f where the function u˜f is given
by
u˜f = u↑j + u
↓
j in Ωj, j = 1, . . . , N,
in terms of the up-going (u↑j) and down-going (u
↓
j) plane-waves defined in (5.8). Notice that
u˜f = uf in Dj \ Ωj for j = 1, . . . , N.
Clearly u˜f satisfies the Helmholtz equation with wavenumber kj within the layer Ωj for
j = 1, . . . , N . Consequently, from the derivations presented in Section 5.2 we infer that
u˜f admits an integral representation in terms of the layer-potentials D(i)j and S(i)j defined
in (5.18). Letting
ϕ˜f = u˜f |j− , ψ˜f = ∂u˜
f
∂n
∣∣∣∣
j−
,
and
fj = u˜
f
∣∣
j+
− u˜f ∣∣
j− , gj =
∂u˜f
∂n
∣∣∣∣
j+
− νj ∂u˜
f
∂n
∣∣∣∣
j−
, (5.38)
we thus obtain:
D(1)1
[
ϕ˜f1 + fj
]
(r)− S(1)1
[
ν1ψ˜
f
1 + gj
]
(r) + uinc(r) =
 u˜
f (r), r ∈ Ω1,
0, r ∈ R2 \ Ω1,
(5.39a)
D(j)j
[
ϕ˜fj + fj
]
(r)− S(j)j
[
νjψ˜
f
j + gj
]
(r)
−D(j−1)j
[
ϕ˜fj−1
]
(r) + S(j−1)j
[
ψ˜fj−1
]
(r) =
 u˜
f (r), r ∈ Ωj,
0, r ∈ R2 \ Ωj,
(5.39b)
for j = 2, . . . , N − 1, and
−D(N−1)N
[
ϕ˜fN−1
]
(r) + S(N−1)N
[
ψ˜fN−1
]
(r) + u
‖
N(r) =
 u˜
f (r), r ∈ ΩN ,
0, r ∈ R2 \ ΩN .
(5.39c)
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Evaluating the expressions (5.39) as well as their normal derivatives—utilizing the jump
relations (5.19)—at the dielectric interfaces Γj, and letting φ˜
f
=
[
φ˜
f
]
j
=
[
ϕ˜fj , ψ˜
f
j
]T
, j =
1, . . . , N − 1, we obtain
E φ˜
f
+TΓ
[
φ˜
f
]
= φinc +M [ψ] on Γ, (5.40)
where
[ψ]j = ψj and [M ]i,j =

1
2
Id + Mj,j if i = j,
Mj,j+1 if j = i+ 1,
0 otherwise,
for i, j = 1, . . . , N − 1, with
ψj =
 fj
gj
 , Mj,j =
 D(j,j)j −S(j,j)j
N
(j,j)
j −K(j,j)j
 and Mj,j+1 =
 D(j,j+1)j+1 −S(j,j+1)j+1
N
(j,j+1)
j+1 −K(j,j+1)j+1
 .
Subtracting (5.40) from (5.27) we thus obtain the exact integral equation
Eφs +TΓ [φ
s] = −M [ψ] on Γ, (5.41)
for the new unknown vector density function φs which is defined as φs = φ− φ˜f .
Similarly, subtracting (5.40) from (5.33) and utilizing the identity TΠ
[
(I −WA)φ˜
f
]
=
TΠ
[
(I −WA)φf
]
—which follows directly from the fact that φ˜
f
= φf on Γ\Π—we obtain
the windowed integral equation
Eφsw +TΓ [W φ
sw] = −M [ψ] on ΓA, (5.42)
whose solution φsw, which equals φw− φ˜f , approximates φs with super-algebraically small
errors within ΓA ∩ {wA = 1}.
Remark 5.6.1. A difficulty offsets, at least to some extent, the benefits provided by the
formulation (5.42): The presence of hypersingular operators N
(j,j)
j along the block-diagonal of
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the right-hand side operatorM gives rise to significant challenges in the numerical solution of
the integral equation system (5.42) in the non-smooth case. The integral equations presented
above in the previous section, in contrast, completely avoid such challenges.
Remark 5.6.2. Note that since u˜f satisfies the transmission conditions at the planar inter-
faces Πj, so it does at the planar portions of Γj for j = 1, . . . , N − 1. Thus the functions
fj and gj, which are defined in (5.38) in terms of the jumps of u˜
f at Γj, are supported on
Γj \ Πj as they vanish exactly on Γj ∩ Πj, j = 1, . . . , N − 1. Furthermore, for smooth di-
electric interfaces of class C∞, we have that fj, gj ∈ C∞0 (Γj); this fact makes it possible to
regularize the hypersingular operator N
(i,i)
j that arises in the right-hand-side term M [ψ] and
it facilitates the use of the Nystro¨m method to solve (5.42) (see Remark 5.6.3 below).
Remark 5.6.3. Unlike (5.33), the new system of integral equations (5.42) where the curves
Γj, j = 1, . . . , N−1, are assumed to be smooth of class C∞, can be discretized by means of the
original Nystro¨m method introduced by Martensen [84] and Kussmaul [75] (cf. [44]) which
yields super-algebraic convergence as the number of discretization (trapezoidal quadrature)
points increases. Such Nystro¨m method, which relies on the smoothness and periodicity of
the relevant density functions, is suitable to discretize (5.42) as the functions wAϕ
sw
j , wAψ
sw
j ,
fj and gj, can be extended periodically as smooth functions of the parameter s ∈ [0, 2pi]
utilized to parametrize the curve Γj,A. Note, however, that an additional difficulty arises in
the evaluation of M [ψ] as it is needed to evaluate the hypersingular operators N j,jj [fj] (see
Remark 5.6.1). In order to do so in the present context, we resort to Maue’s identity [71, 85]:
N j,jj [fj] = k
2
jn · Sj,jj [n fj] +
d
dτ
Sj,jj
[
dfj
dτ
]
,
where n denotes the unit normal vector to the curve Γj,A and where d/ dτ denotes the tangen-
tial derivative along the curve Γj,A. Since fj can be viewed as a smooth periodic function, the
numerical evaluation of the terms n·S(j,j)j [n fj] and Sj,jj [ dfj/ dτ ] from values of fj at an equi-
spaced grid {s`} ⊂ [0, 2pi] is straightforward. The numerical evaluation of dSj,jj [ dfj/ dτ ]/ dτ ,
however, requires special treatment. Since Sj,jj [ dfj/ dτ ] can not in general be smoothly ex-
tended as periodic function of the parameter s ∈ [0, 2pi], the direct numerical differentiation
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of the Sj,jj [ dfj/ dτ ] obtained from its point-values at {s`} gives rise to Gibbs phenomenon
that destroys the accuracy of the numerical evaluation of right-hand-side M [ψ], thus leading
to numerical errors in integral equation solution φsw.
In order evaluate dSj,jj [ dfj/ dτ ]/ dτ with high (super-algebraic) accuracy, we first evalu-
ate the trigonometric interpolant of Sj,jj [ dfj/ dτ ] —which is explicitly provided by the Nystro¨m
method—on a Chebyshev grid {s˜`} ⊂ [0, 2pi]. Differentiating the Chebyshev interpolating
polynomial, which is constructed from the approximate values of Sj,jj [ dfj/ dτ ] at {s˜`}, and
evaluating it back on the equispaced grid {s`}, we obtain the desired values of dSj,jj [ dfj/ dτ ]/ dτ
at the original equispaced grid {s`} with super-algebraically small errors.
We now derive expressions for the evaluation of the total near fields. Letting
ϕsj = u
s|j− and ψsj = ∂us/∂n|j− ,
we obtain that the scattered field us = u− u˜f satisfies the following jump conditions at Γj:
us|j+ = ϕsj − fj and
∂us
∂n
∣∣∣∣
j+
= νψsj − gj.
From the derivations presented in Section 5.2, it thus follows that us admits the integral
representation:
D(1)1 [ϕs1 − f1] (r)− S(1)1 [ν1ψs1 − g1] (r) =
 u
s(r), r ∈ Ω1,
0, r ∈ R2 \ Ω1,
(5.43a)
D(j)j
[
ϕsj − fj
]
(r)− S(j)j
[
νjψ
s
j − gj
]
(r)
−D(j−1)j
[
ϕsj−1
]
(r) + S(j−1)j
[
ψsj−1
]
(r) =
 u
s(r), r ∈ Ωj,
0, r ∈ R2 \ Ωj,
(5.43b)
for j = 2, . . . , N − 1, and
−D(N−1)N
[
ϕsN−1
]
(r) + S(N−1)N
[
ψsN−1
]
(r) =
 u
s(r), r ∈ ΩN ,
0, r ∈ R2 \ ΩN .
(5.43c)
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Therefore, the substitutions: ϕsj by wAϕ
sw
j , and ψ
s
j by wAψ
sw
j in the formulae (5.43) yield
the following expression for the total near-field:
uw = u˜f + usw
= u˜f +

D(1)1 [wAϕsw1 − f1]− ν1S(1)1 [wAψws1 − g1] in Ω1,
D(j)j
[
wAϕ
sw
j − fj
]− νjS(j)j [wAψswj − gj]
−D(j−1)j
[
wAϕ
sw
j−1
]
+ S(j−1)j
[
wAψ
sw
j−1
]
in Ωj, j = 2, . . . , N − 1,
−D(N−1)N
[
wAϕ
sw
N−1
]
+ S(N−1)N
[
wAψ
sw
N−1
]
in ΩN ,
(5.44)
where we have set [φsw]j = [ϕ
sw
j , ψ
sw
j ]
T , j = 1, . . . , N − 1. Here the field usw approximates
us with super-algebraically small errors within a region around the surface defects.
Notice that the densities ϕswj and ψ
sw
j , j = 1, . . . , N−1, needed to produce the near-fields
utilizing (5.44) can also be obtained from the windowed integral equation (5.33) by setting
ϕswj = ϕ
w
j − ϕ˜fj and ψswj = ψwj − ψ˜fj in (5.44). Thus, clearly, formula (5.44) provides a much
simpler formula than (5.37) to numerically evaluate the near-fields.
Remark 5.6.4. Note that, of course, the problem of scattering by smooth defects in a two-
layer problem can also be tackled by this method. In this case the resulting windowed integral
equation reads
E1φ
sw
1 + T1 [WAφ
sw
1 ] = −M1,1 [ψ] on Γ1,A, (5.45)
and the near-field approximation is given by
uw = u˜f +

D(1)1 [wAϕsw1 − f1]− ν1S(1)1 [wAψws1 − g1] in Ω1,
−D(1)2 [wAϕsw1 ] + S(2)2 [wAψsw1 ] in Ω2.
(5.46)
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(a) Defects with corners.
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k2
k3
Γ1
Γ2
a
a a
a a
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(b) Smooth defects.
Figure 5.3: Dielectric structures utilized in the numerical examples presented in the present
Chapter 5.
5.7 Numerical examples
In this section we present a set of numerical examples designed to demonstrate the accuracy
and efficiency of the proposed multi-layer WGF method. In all the illustrations presented in
this section we consider problems of scattering of a plane electromagnetic TE-polarized wave
that impinges on a layered medium which contains localized surface defects (both smooth
and non-smooth) at the dielectric planar interfaces Πj. The numerical results reported in
this section were produced using a Matlab implementation of our algorithms in a MacBook
Air laptop (early 2014 model). For the sake of definiteness, in all the examples considered
throughout this section, the value c = 0.7 is utilized for the evaluation of the window
function (4.9) wA.
This section presents numerical results for the various LGF and WGF algorithms in-
troduced in this thesis. Numerical errors for both the LGF and the WGF method were
evaluated by resorting to convergence analyses based on numerical-resolution/convergence
studies and/or increases in window sizes. Additionally, adequately accurate LGF solutions
(with accuracy guaranteed by convergence studies) were used to evaluate the accuracy of
the WGF approach. All of these methods for error evaluation are considered in this section.
Brief indications will be provided when necessary to indicate which method is being used in
each case.
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(a) Defect on Γ1.
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(b) Defect on Γ2.
Figure 5.4: Relative errors in the integral densities resulting from numerical solution of (5.33)
for the structure depicted in Figure 5.3a by means of the WGF method, for various window
sizes and angles of incidence—including extremely shallow incidences. Left: log-log scale.
Right: semi-log scale. Once again we see that, the WGF method computes integral densities
with super-algebraically high accuracy uniformly for all angles of incidence.
In our first example we consider the dielectric structure depicted in Figure 5.3a, in which
semi-circular defects of radii a = 1 are placed at the planar interfaces Π1 = R × {0} and
Π2 = R× {−3/2} of the three-layer dielectric medium with wavenumbers k1 = 10, k2 = 20
and k3 = 30. Since the junctions of the defect with the planar interfaces give rise dielectric
interfaces Γ1 and Γ2 with corners (see Figure 5.3a), we utilize the windowed integral equation
system (5.33) which is discretized by means of the Nystro¨m method described in Section 3.3
for various windows sizes A > 0 and incidences α. Figure 5.4 displays the maximum relative
errors in the total field produced by the WGF method on the surface of the semi-circular
defects (the curves marked in red in Figure 5.3a). Errors in log-log and semi-log scales for the
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various window sizes considered are provided in the left and right graphs, respectively. The
number of quadrature points was selected in such a way that for any given A > 0 the Nystro¨m
discretization error in the integral equation solution is not larger than 10−9. The WGF
solution obtained for A = 32λ is utilized as the reference for the error estimation. As it can
be inferred from the error curves displayed in Figure 5.4, super-algebraic but not exponential
convergence is observed as A increases. These results, on the other hand, demonstrate that
the fast convergence of the WGF is independent of the plane-wave incidence.
(a) α = −pi/2. (b) α = −pi/32. (c) α = −pi/256.
Figure 5.5: Total near field obtained for the solution of the problem of scattering by the
structure depicted in Figure 5.3a for various incidences. The near fields were computed
utilizing the expression (5.37)
In our second example we consider the three-layer medium presented in Figure 5.3b, with
the same interplane distances and layer dielectric constants, but for which the defects do not
give rise to corners: the overall scattering surfaces are smooth. The dielectric interfaces
Γ1 and Γ2 displayed in that figure are infinitely-smooth curves which are constructed by
suitably utilizing the graph of the function η(t; ca, a), t ∈ R, with a = 1 and c = 0.1,
where η is the function defined in (2.78). The windowed integral equation system (5.42)
is utilized in this case, which is discretized by means of the classical Nystro¨m method as
none of the dielectric interfaces has corners (see Remark 5.6.3). As in the previous example,
the integral equation system (5.42) is solved for various window sizes A > 0 and incidences
α ∈ (−pi, 0). Once again, the maximum relative errors in the total field values on the surface
of the smooth defects—which correspond to the curves marked in red in Figure 5.3b—are
reported. The number of quadrature points is selected in such a way that for any given
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A > 0 the Nystro¨m discretization error in the integral equation solution is not larger than
10−10. The reference solution utilized to estimate the error corresponds to the WGF solution
obtained with A = 32λ. The resulting error curves are displayed in Figure 5.6 in log-log and
semi-log scales, which, once again, clearly demonstrate super-algebraic but not exponential
convergence as A increases.
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(a) Defect on Γ1.
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(b) Defect on Γ2.
Figure 5.6: Relative errors in the integral densities resulting from numerical solution of (5.33)
for the structure depicted in Figure 5.3b by means of the full WGF method, for various
window sizes and angles of incidence—including extremely shallow incidences. Left: log-log
scale. Right: semi-log scale. Once again we see that, the WGF method computes integral
densities with super-algebraically high accuracy uniformly for all angles of incidence.
In our third example, for which we compare the computational cost of the LGF and WGF
methods for a given accuracy, we consider a planar three-layer structure similar to those
considered previously, but now containing only one surface defect: a semi-circular cavity of
radius a = 1 at Π1. (The use of a single defect reduces somewhat the LGF cost which seemed
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(a) α = −pi/2. (b) α = −pi/32. (c) α = −pi/256.
Figure 5.7: Total near field obtained for the solution of the problem of scattering by the
structure depicted in Figure 5.3b for various incidences. Near fields were computed utilizing
the expression (5.44)
WGF method LGF method
κ 2 4 8 16 32 2 4 8 16 32
Number of
1232 1272 1348 1496 1800 68 148 300 596 1204unknowns
Matrix
3.44 3.53 3.98 5.78 7.29 6.49 22.15 82.86 319.46 1.9·103construction (s)
Table 5.1: Computing times required by the WGF and LGF methods to construct the
system matrices for the numerical solution of the problem of scattering of a plane-wave by
a semi-circular cavity or radius a = 1 on a three-layer medium with wavenumbers k1 = κ,
k2 = 2κ and k3 = 3κ, with κ = 2
j, j = 1, . . . 5.
inordinately large for the two-defect problem.) A plane-wave uinc with α = −pi/6 illuminates
the dielectric structure. Five sets of wavenumbers given by k1 = κ, k2 = 2κ and k3 = 3κ
with κ = 2j, j = 1, . . . , 5 are considered. The resulting problems of scattering are then
solved by employing a Nystro¨m discretization of the WGF equations (5.33), and a numerical
version of (5.37) is used to evaluate near-fields. The same problem of scattering is then
solved, with a relative error not larger than 10−4, by means of a generalization to the present
three-layer case, of the two-layer LGF method presented in Chapter 3. The necessary layer
Green function for the three-layer medium was obtained in Section 2.3.3. The three-layer
Green function is numerically evaluated using a direct extension of the method described
in Section 2.3.5. The reference solution used to estimate the accuracy of the LGF solution
is obtained by solving the resulting LGF integral equation with an error not larger 10−9
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(this accuracy is achieved by utilizing a large number of Nystro¨m quadrature points and
evaluating the layer Green function with an error not larger than 10−10).
(a) WGF solution for κ = 8 and
A = 8λ produced in 50 secs.
(b) LGF solution for κ = 8 pro-
duced in 9.6 · 103 secs.
(c) Logarithm of the absolute value
of the difference.
(d) WGF solution for κ = 16
and A = 8λ produced in 52 secs.
(e) LGF solution for κ = 16 pro-
duced in 2.6 · 104 secs.
(f) Logarithm of the absolute value
of the difference.
(g) WGF solution for κ = 32 and
A = 16λ produced in 62 secs.
(h) LGF solution for κ = 32 pro-
duced in 7.8 · 104 secs.
(i) Logarithm of the absolute value
of the difference.
Figure 5.8: Total near fields (real part) and logarithm of the absolute value of the difference
of the total near fields obtained by means of the WGF and LGF methods for the solution of
the problem of scattering of a semi-circular cavity of radius a = 1 on a three-layer medium.
The angle of incidence is α = −pi/6 and the wavenumbers considered are k1 = κ, k2 = 2κ
and k3 = 3κ for κ = 8 (1st row), 16 (2nd row) and 32 (3rd row). The black lines represent
the domains where the respective integral equation formulations are posed.
174
Table 5.1 displays the computing times needed by both methods to construct the system
matrices. In order to allow for a fair comparison of the computing times and the field values
on the surface defect, the same set of quadrature points is utilized to discretize the currents
on the surface of the cavity in each case. The number of quadrature points was increased
in direct proportion to the value of κ. The maximum of the absolute value of the difference
between the LGF and WGF solutions (using A = 8λ) on the surface of the defect is no larger
than 10−4 in all the examples considered. Remarkably, in the κ = 32 case the proposed WGF
method is 260 times faster than the LGF method.
Continuing with the single cavity problem, Figure 5.8 now presents a comparison of the
near fields obtained by means of the WGF and LGF methods for some of the wavenumbers
considered in Table 5.1. The first two columns in Figure 5.8 display the real-part of the
total near-fields produced by the WGF method (1st column) and by the LGF method (2nd
column), while the third column displays the (base ten) logarithm of the absolute value of
the difference between the LGF and WGF solutions for three different sets of wavenumbers.
The fields are evaluated in the rectangular region [−3, 3] × [−7/2, 2] at an uniform grid
of 280 × 200 points. Note that, as it follows from consideration of the figure captions, in
the κ = 32 case the WGF near field evaluation procedure is up to 1200 times faster than
the corresponding LGF near field evaluation procedure—in spite of the fact that a (larger)
window size A = 16λ had to be used to produce accurate near fields throughout the plotted
region.
Our next example considers a dielectric structure consisting of nested circular surface
defects in a 9-layer medium given by Πj = R×{(j− 1)/5}, j = 1, . . . , 8. The corresponding
wavenumbers are k2j−1 = 15 for j = 1, . . . , 5 and k2j = 30 for j = 1, . . . 4. The structure
is illuminated by a plane-wave at normal incidence. The total field solution of the problem
of scattering is obtained by solving the integral equation system (5.33) with A = 12λ.
Formulae (5.37) are utilized to evaluate the near field. The real part and the absolute value
of the total field are displayed in Figures 5.9a and 5.9b, respectively. A 97 seconds overall
computing time sufficed to compute the solution and produce the near field presented in
Figure 5.9. Note that, interestingly, a propagative mode that travels within the fourth layer
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is excited by the plane-wave incidence considered.
In the last example of this chapter we consider a 18-layer dielectric structure consisting
of smooth surface defects in a planar-layered medium given by Πj = R × {(j − 1)/4},
j = 1, . . . , 17. The wavenumbers in this example are given by k2j−1 = 15 and k2j = 30,
j = 1, . . . , 9. The dielectric structure is illuminated by a plane-wave at normal incidence.
The total field is approximated by solving the integral equation system (5.42) with A = 12λ.
The expression (5.44) is utilized to evaluate the near field. The real part and the absolute
value of the total field are displayed in Figures 5.10a and 5.10b, respectively. The overall
computing time required to produce the solution displayed in the Figure 5.10 was 241 seconds.
(a) Real part of the total field. (b) Absolute value the total field.
Figure 5.9: Real part (a) and absolute value (b) of the total field solution of the problem
of scattering of a plane electromagnetic wave impinging on a layered medium composed of
9 layers: k2j−1 = 15, j = 1, . . . , 5 and k2j = 30, j = 1, . . . , 4 and Πj = R × {(j − 1)/5},
j = 1, . . . , 8.
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(a) Real part of the total field. (b) Absolute value the total field.
Figure 5.10: Real part (a) and absolute value (b) of the total field solution of the problem
of scattering of a plane electromagnetic wave impinging on a layered medium composed of
18 layers: k2j−1 = 15 and k2j = 30, j = 1, . . . , 9 and Πj = R× {(j − 1)/4}, j = 1, . . . , 17.
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Chapter 6
Windowed Green Function Method
for layered media scattering: Three
dimensional case
This chapter extends the WGF method introduced in Chapters 4 and 5 to problems of
acoustic and electromagnetic scattering in three spatial dimensions. Integral field repre-
sentations and equations are presented for both acoustic and electromagnetic scattering
problems. The main features of the WGF approach are demonstrated through numerical
examples for problems of acoustic scattering. Once again, errors are evaluated as indicated
in the second paragraph of Section 5.7. In particular, the accuracy and performance of the
proposed WGF method are established in Section 6.1.4 by means of convergence studies as
well as comparisons with solutions produced by means of the LGF method introduced in
Section 2.4 for problems of scattering by sound-hard obstacles in two-layer media.
This chapter is structured as follows: Section 6.1 presents the WGF method for acoustic
three-dimensional scattering problems in the presence of two-layer media, including problems
of scattering by smooth defects and obstacles, and Section 6.2 extends these methods to the
electromagnetic case.
6.1 Acoustics scattering
This section extends the WGF method to acoustic three-dimensional scattering problems by
obstacles and surface defects in the presence of layered media. Such problems play important
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roles in a variety of contexts—in underwater ocean acoustics, for example, where the ocean
acoustic environment is often modeled as a layered medium; cf. [33, 65].
The problems of three-dimensional acoustic scattering bear many similarities with the
two-dimensional problems of electromagnetic scattering (or, equivalently, two-dimensional
acoustic scattering) considered in Chapters 3, 4 and 5. As a matter of fact, most of the results
presented in those chapters can be directly extended to three-dimensional acoustic problems.
For variety, this section presents examples incuding different types of configurations—such
as scattering problems involving two-layer waveguides and sound-hard bounded obstacles.
Throughout this section the fluid pressure in a layered acoustic medium is denoted by u.
The pressure field satisfies Helmholtz equation ∆u + k2u = 0 with wavenumber k = ω/c
where, as usual, ω > 0 denotes the angular frequency, and where c > 0 denotes the speed of
sound of the fluid layer. The Dirichlet boundary condition u = 0 is satisfied at sound-soft
surfaces such as, for example, the interface between a liquid and a gas; while the Neumann
boundary condition ∂u/∂n = 0 is satisfied at sound-hard surfaces such as, for example, the
interface between a liquid and a solid. Transmission conditions, on the other hand, which
correspond to the continuity of the pressure field u and continuity of the normal velocity
%−1∂u/∂n (where % denotes the fluid density) are satisfied at the interface between two
different fluids; cf. [72].
6.1.1 Surface defect in a two-layer medium
We first consider the problem of scattering of a plane acoustic wave uinc(r) = eik1xx−ik1yy,
where k1x = k1 cosα and k1y =
√
k21 − k21x = −k1 sinα, with incidence angle α = (−pi, 0), by
a smooth localized surface defect at the interface Π1 between the half-spaces D1 = {y > 0}
and D2 = {y < 0}. The resulting layered medium is composed by the unbounded domains
Ω1 and Ω2 whose common interface is denoted by Γ1, which is assumed of class C∞.
The total acoustic field u—which satisfies the Helmholtz equation ∆u + k2ju = 0 in Ωj,
j = 1, 2, and the transmission conditions u|1+ = u|1− and ∂u/∂n|1+ = ν∂u/∂n|1− on Γ1,
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where ν equals %1/%2—is expressed as
u = us + u˜f in Ω1 ∪ Ω2, (6.1)
where, letting: k2x = k1x and k2y =
√
k22 − k22x if k2 > k2x and k2y = i
√
k22x − k22 if k2 < k2x,
the field u˜f is given by
u˜f (r) =
 eik1xx−ik1yy +R12 eik1xx+ik1yy in Ω1,T12 eik2xx−ik2yy in Ω2, (6.2)
in terms of the reflection and transmission coefficients
R12 =
k1y − νk2y
k1y + νk2y
and T12 =
2k1y
k1y + νk2y
,
respectively. In view of the derivations presented in Section 2.2.2, it is clear that u˜f coincides
with the total field solution of the problem of scattering of a plane wave uinc by the planar two-
layer medium composed by the half-spaces D1 and D2, in the regions D1∩Ω2 and D2∩Ω1. In
particular, u˜f satisfies the Helmholtz equation with wavenumber kj in Ωj and, furthermore,
it satisfies the transmission conditions u˜f |1+ = u˜f |1− and ∂u˜f/∂n|1+ = ν∂u˜f/∂n|1− at the
planar portions of the interface Γ1: Γ1 ∩ Π1.
We thus obtain that us = u− u˜f , which we refer to as the scattered field, satisfies:
∆us + k2ju
s = 0 in Ωj, j = 1, 2,
us
∣∣
1+
= us
∣∣
1− + f on Γ1,
∂us
∂n
∣∣∣∣
1+
= ν
∂us
∂y
∣∣∣∣
1−
+ g on Γ1,
lim
|r|→∞
|r|
{
∂us
∂|r| − ikju
s
}
= 0 in Ωj, j = 1, 2,
(6.3)
where the functions f and g are given by
f = u˜f
∣∣
1+
− u˜f ∣∣
1− and g =
∂u˜f
∂n
∣∣∣∣
1+
− ν ∂u˜
f
∂n
∣∣∣∣
1−
. (6.4)
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Note that f, g ∈ C∞0 (Γ1) are supported on the (bounded) surface defect Γ1 \ Π1.
From the results put forth in the contribution [53], which concern the integral represen-
tation of scalar fields scattered from two-dimensional unbounded rough surfaces, we obtain
that us admits the integral representations:
D1 [ϕs − f ] (r)− S1 [νψs − g] (r) =
 u
s(r), r ∈ Ω1,
0, r ∈ R3 \ Ω1,
(6.5a)
−D2 [ϕs] (r) + S2 [ψs] (r) =
 u
s(r), r ∈ Ω2,
0, r ∈ R3 \ Ω2,
(6.5b)
where ϕs = us|1− and ψs = ∂us/∂n|1− . The layer potentials in (6.5) are defined by the
two-dimensional (conditionally convergent) integrals
Sj[φ](r) =
∫
Γ1
Gkj(r, r
′)φ(r′) dsr′ and Dj[φ](r) =
∫
Γ1
∂Gkj
∂nr′
(r, r′)φ(r′) dsr′ , (6.6)
in terms of the three-dimensional free-space Green function:
Gkj(r, r
′) =
eikj |r−r
′|
4pi|r − r′| . (6.7)
In view of the discussion presented by DeSanto and Martin in [53], no additional terms
involving plane- or cylindrical-waves arise in the expressions (6.5), as the scattered field
us satisfies the Sommerfeld radiation condition, and both surface densities f and g are
compactly supported functions.
Hence, following the procedure described in Section 5.6, which entails combining the
expressions that result from evaluating (6.5) and their normal derivatives on Γ1 and using
the jump relations:
Sj[φ]|1± = Sj[φ],
∂
∂n
Sj[φ]
∣∣∣∣
1±
= ∓φ
2
+Kj[φ],
∂
∂n
Dj[φ]
∣∣∣∣
1±
= Nj[φ], Dj[φ]|1± = ±
φ
2
+Dj[φ],
(6.8)
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where
Sj[φ](r) =
∫
Γ1
Gkj(r, r
′)φ(r′) dsr′ , Dj[φ](r) =
∫
Γ1
∂Gkj
∂nr′
(r, r′)φ(r′) dsr′ ,
Kj[φ](r) =
∫
Γ1
∂Gkj
∂nr
(r, r′)φ(r′) dsr′ , Nj[φ](r) =
∂
∂nr
∫
Γ1
∂Gkj
∂nr′
(r, r′)φ(r′) dsr′ ,
(6.9)
for r ∈ Γ1 and for j = 1, 2, we arrive at the integral equation system
Eφs + T [φs] = −M [ψ] on Γ1, (6.10)
where
φs =
 ϕs
ψs
 , ψ =
 f
g
 , E =
 1 0
0 1+ν
2
 ,
M =
1
2
Id +
 D1 −S1
N1 −K1
 and T =
 D2 −D1 −S2 + νS1
N2 −N1 −K2 + νK1
 .
Letting WA = wAI, where I is the 2× 2 identity matrix and
wA(x, z) = wA(x)wA(z) = η
( x
A
; c, 1
)
η
( z
A
; c, 1
)
, (6.11)
with η denoting the window function defined in (2.78), the resulting windowed integral
equation system is then given by
Eφsw + T [WAφ
sw] = −M [ψ] on Γ1A. (6.12)
As in the two-dimensional case presented in Chapter 4, the window size A > 0 is selected
in such a way that the truncated interface Γ1A = Γ1 ∩ {wA 6= 0} contains the surface
defect Γ1 \ Π1.
Results on the existence and uniqueness of solutions for the integral equation (6.12) can
be obtained, at least for smooth surfaces Γ1A, in view of the fact that the integral operators
D2−D1, S2− νS1, N2−N1 and K2− νK1 are given in terms of weakly singular (integrable)
kernels (cf. Appendix D).
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Letting then φsw = [ϕsw, ψsw]T denote the solution (6.12) and following the substitutions:
ϕs by wAϕ
sw and ψs by wAψ
sw in the representation formula (6.6), we obtain the following
expression for the total near-field:
uw = u˜f +

D1 [wAϕsw − f ]− νS1 [wAψws − g] in Ω1,
−D2 [wAϕsw] + S2 [wAψsw] in Ω2,
(6.13)
where the function u˜f is defined in (6.2).
6.1.2 Two-layer waveguide
In this section we consider the open waveguide structure composed by the acoustic media
D1 = {y > 0} and D2 = {−d2 < y < 0}, with wavenumbers k1 > 0 and k2 > 0, respectively,
and the half-spaceD3 = {y < −d2} which is assumed such that either sound-hard (Neumann)
or sound-soft (Dirichlet) boundary conditions are satisfied at the planar boundary Π2 = {y =
−d2}. For the sake of presentation simplicity we only consider the sound-hard boundary
condition (the case of the sound-soft boundary condition is completely analogous). Structures
of this kind receive various names in the literature, including two-layer waveguide, Pekeris
waveguide, and acoustic substrate.
As is well-known, the finite thickness layer D2 can support modes that propagate along
any horizontal direction such as e.g., the direction of the x-axis. These modes um are obtained
by solving the Helmholtz equation by the method of separation of variables and enforcing
the conditions ∂um/∂n = 0 at Π2, boundedness as y → +∞ and continuity across Π1; the
result is
um(x, y) = e
iξmx

e−
√
ξ2m−k21y in D1,
cos
(√
k22 − ξ2m(x+ d2)
)
cos
(√
k22 − ξ2md2
) in D2. (6.14)
Enforcing the condition ∂um/∂n|Π+1 = ν∂um/∂n|Π−1 at Π1 = {y = 0} we thus obtain the
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following algebraic equation for the constants ξm:
√
ξ2m − k21 = ν
√
k22 − ξ2m tan
(√
k22 − ξ2md2
)
. (6.15)
Solutions ξm > 0 of (6.15) satisfying the condition k1 ≤ ξm ≤ k2 are known as propagation
constants and the associated solutions um are known as propagation modes.
We thus consider the problem of scattering of a propagation mode um by a surface defect
at the planar interface Π1. In order to formulate the corresponding integral equation we
express the total field u in the form u = us + u˜f where u˜f is now given by
u˜f (x, y) = eiξmx

e−
√
ξ2m−k21y in Ω1,
cos
(√
k22 − ξ2m(x+ d2)
)
cos
(√
k22 − ξ2md2
) in Ω2. (6.16)
Utilizing the results put forth in [53] once again, it can be shown us admits the representa-
tion (6.6) in terms of the functions f and g in (6.4) (with u˜f defined in (6.16)) and the layer
potentials D2 and S2 in (6.5b) which are defined by the expression that is obtained as the
Green function
G˜k2(r, r
′) = Gk2(r, r
′) +Gk2(r, r
′), r′ = (x′,−y′ − 2d2, z′),
is used instead of the free-space Green function in equation (6.6). Thus, the unknown field
values us|1− = ϕs and ∂us/∂n|1− = ψs at the interface Γ1 can be approximated by solving
the WGF integral equation system (6.12), and the near-field can be evaluated utilizing the
expressions in (6.13).
6.1.3 Sound-hard obstacle in a two-layer medium
We now consider the problem of scattering of a plane acoustic wave by a sound-hard obstacle
in a two-layer medium. The obstacle, which is denoted by D, is assumed to be completely
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embedded in one of the layers. The total field thus satisfies
∂u
∂n
=
∂us
∂n
+
∂u˜f
∂n
= 0 on ∂D = S.
In this case the integral representation formula for the scattered field us = u− u˜f (with u˜f
defined in (6.2)) in the exterior of the obstacle R3 \D, is given by
D1 [ϕs − f ] (r)− S1 [νψs − g] (r) +DS1 [µ] (r)− SS1 [σ] (r) =
u
s(r), r ∈ Ω1 \D,
0, r ∈ R3 \ Ω1,
(6.17a)
−D2 [ϕs] (r) + S2 [ψs] (r) =
 u
s(r), r ∈ Ω2,
0, r ∈ R3 \ Ω2,
(6.17b)
if D ⊂ Ω1, and
D1 [ϕs − f ] (r)− S1 [νψs − g] (r) =
u
s(r), r ∈ Ω1,
0, r ∈ R3 \ Ω1,
(6.18a)
−D2 [ϕs] (r) + S2 [ψs] (r) +DS2 [µ] (r)− SS2 [σ] (r) =
 u
s(r), r ∈ Ω2 \D,
0, r ∈ R3 \ Ω2,
(6.18b)
if D ⊂ Ω2, where us|S = µ and ∂us/∂n
∣∣
S
= −∂u˜f/∂n∣∣
S
= σ. The layer potentials DSj and
SSj are defined by the expression that is obtained as the surface of the bounded obstacle S
is used instead of the interface Γ1 in equation (6.6).
Letting
RSj [µ] = −
 DSj [µ]
∣∣∣
Γ
∂
∂n
DSj [µ]
∣∣∣
Γ
 and RΓj
 ϕ
ψ
 = {Dj [ϕ]− Sj [ψ]} ∣∣S,
for j = 1, 2, the resulting WGF integral equation system (for the unknown densities ϕsw and
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ψsw defined on Γ1A, and the density µ
w defined on the surface of the obstacle S) is given by
Eφsw + T [WAφ
sw] + RΓ1 [µ
w] =−M
 f
g
−
 SS1 [σ]
∣∣∣
Γ
∂
∂n
SS1 [σ]
∣∣∣
Γ
 on Γ1A,
µw
2
+DS1 [µ
w] +RS1
 wAϕsw
νwAψ
sw
 = SS1 [σ] + {D1 [f ]− S1 [g]} ∣∣S on S,
(6.19a)
if D ⊂ Ω1, and it is given by
Eφsw + T [WAφ
sw] + RS2 [µ
w] =−M
 f
g
−
 SS2 [σ]
∣∣∣
Γ
∂
∂n
SS2 [σ]
∣∣∣
Γ
 on Γ1A,
µw
2
+DS2 [µ
w]−RΓ2
 wAϕsw
wAψ
sw
 = SS2 [σ] on S,
(6.19b)
if D ⊂ Ω2, where the integral operators SSj and DSj are defined as in (6.9) but in terms of
integrals over S instead of Γ1.
The total near-field can then be approximated by means of the expressions
uw = u˜f +

D1 [wAϕsw − f ]− νS1 [wAψws − g] +DS1 [µw] (r)− SS1 [σ] (r) in Ω1 \D,
−D2 [wAϕsw] + S2 [wAψsw] in Ω2,
(6.20)
if D ⊂ Ω1, and
uw = u˜f +

D1 [wAϕsw − f ]− νS1 [wAψws − g] in Ω1,
−D2 [wAϕsw] + S2 [wAψsw] +DS2 [µw] (r)− SS2 [σ] (r) in Ω2 \D,
(6.21)
if D ⊂ Ω2.
For problems of scattering by obstacles in a planar layered medium without surface defects
(Γ1 = Π1) the far-field pattern of the scattered field u
s can be directly evaluated from the
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field values at the surface of the obstacle. In fact, following the derivation in Lemma 4.2.6
but utilizing the two-layer Green function in three-dimensions (2.40), it can be shown that
the scattered field is given by the expression
us(r) =
∫
S
{
∂G
∂nr′
(r, r′)µ(r′) +G(r, r′)σ(r′)
}
dsr′ , r ∈ R3 \D.
Thus, using the far-field pattern of the layer Green function (2.73) and its gradient (2.74)
we obtain
u∞(rˆ) =
∫
S
{n(r′) ·H∞(rˆ, r′)µ(r′) +G∞(rˆ, r′)σ(r′)} dsr′ . (6.22)
6.1.4 Numerical examples
This section presents numerical examples concerning the acoustic problems described above
in this section. The relevant systems of integral equations are discretized by means of (an
unaccelerated version of) the high-order Nystro¨m method put forth in the contributions [27,
29] which has been coded in Fortran 90. The material interfaces present in these examples are
assumed to be infinitely smooth. For the sake of definiteness in all the examples considered
throughout this section, the value c = 0.7 is utilized for the evaluation of the window
function (4.9) wA. The resulting linear systems of equations are solved iteratively by means
of the GMRES algorithm. For simplicity, no acceleration of any kind has been utilized to
perform the matrix-vector products, so that a cost of O(N2) operations, where N is the
number of unknowns, is required for each GMRES iteration. Much better computational
times would be obtained, of course, should an accelerated iterative or non-iterative linear
algebra solvers were used; cf. [13, 17, 29, 59].
Our first example deals with the problem of scattering of the plane-wave uinc(r) =
eik1(x cosα+y sinα), with α = −pi/4, by a sound-hard sphere (of radius 1 and centered at (0, 3, 0))
above a flat penetrable acoustic half-space. The wavenumbers are k1 = 5 and k2 = 10 in
the upper and lower half-spaces D1 = {y > 0} and D2 = {y < 0} respectively (see Fig-
ure 6.1c). The scattering solution is obtained by means of the integral equation (6.20) for
various window sizes A > 0. Figures 6.1a and 6.1b display the resulting maximum field
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(a) Relative maximum error on the obstacle in log-
log scale.
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(b) Relative maximum error on the obstacle in
semi-log scale.
(c) Absolute value of the total field for the smallest (left) and largest (right) windowed regions
considered. The section of the planar interface shown in each case coincides with the region in the
plane where the corresponding windowing function wA does not vanish.
Figure 6.1: Convergence of the WGF method applied to a problem of scattering of a spherical
sound-hard obstacle in a two-layer medium of wavenumbers k1 = 5 and k2 = 10, at an
incidence of α = −pi/4 with respect to the planar interface.
errors on the surface of the sphere in log-log and semi-log scales, respectively. The reference
solution used for error estimation is the WGF solution obtained with A = 25 ≈ 19.9λ. The
number of quadrature points is selected in such a way that for any given A > 0 the Nystro¨m
discretization error in the integral equation solution is not larger than 10−6. The GMRES
tolerance utilized in this example was set at 10−6. Clearly, super-algebraic convergence is
observed as the window size A > 0 increases. Figure 6.1c, on the other hand, displays the
absolute value of the total fields ϕsw + u˜f on Γ1A and µ
w + u˜f on S for A = 2.5 (left) and
A = 25 (right)—where, remarkably, the WGF field is produced with an accuracy better than
10−2 for the small window size displayed in left image in Figure 6.1c A/λ = 1.99.
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(a) Far-field pattern u∞(r̂) in absolute
value.
(b) Difference between the WGF and LGF
far-field patterns.
Figure 6.2: Far-field pattern obtained by means of the WGF and LGF methods for the
solution of the problem of scattering of a sound-hard bean-like obstacle in a two-layer medium
with wavenumbers k1 = 10 and k2 = 20. Only the WGF pattern is displayed in (a); the
LGF pattern appears identical.
In our second example we consider the problem of scattering by a sound-hard bean-like
(see Figure 2.10) scatterer centered at (0, 3, 0) in the two-layer medium of the example above
with wavenumbers k1 = 10 and k2 = 20 under plane-wave illumination with α = −pi/4. The
resulting problem of scattering is solved by means of the WGF method, using the integral
equation (6.20) and the formulae (6.20) for the near-field evaluation; and by means of the
LGF method described in Section 2.4.
The layer Green function (2.40) used for the LGF method is approximated with a rel-
ative error of at most 10−4 by means of the algorithm presented in Section 2.3.5. In the
present example the obstacle is located relatively far from the interface Π1, which implies
that the integrands in the corresponding Sommerfeld integrals (2.41b) decay exponentially.
Consequently, the needed Sommerfeld integrals are easier to evaluate than those arising in
problems of scattering by surface defects, such as the ones considered in Chapters 3, 4 and 5.
The exact same Nystro¨m quadrature points are utilized by both WGF and LGF methods
to discretize the surface of the bean obstacle, which is parametrized using two overlapping
patches containing 100× 100 quadrature points each. The maximum value of the difference
between the far-field patterns, given by (6.22) in the case of the WGF method and by (2.88)
in the case of LGF method, is 7.2 × 10−3 (Figure 6.2 displays the far-field pattern as well
as the absolute value of the difference). Utilizing a GMRES residual tolerance of 10−4 the
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(a) Two views of the absolute value of the total field.
(b) Two views of logarithm of the absolute value of the difference between the WGF and LGF solutions.
Figure 6.3: Solution of the problem of scattering of a plane acoustic wave by a sound-hard
obstacle in a two-layer medium using the WGF method. First row: total fields. Second row:
solution errors, evaluated as the absolute value of the difference between the WGF solution
and a well-resolved LGF solution. Wavenumbers k1 = 10 and k2 = 20.
WGF linear system for A = 5 ≈ 4λ, with 40,000 unknowns, required 66 iterations to achieve
the imposed tolerance; while the LGF linear system with 20,000 unknowns required only 36
iterations to achieve the tolerance. In spite of the differences in the number of unknowns and
the number of GMRES iterations, the proposed WGF method was 94 times faster than the
LGF method in producing the corresponding integral equation solution (the WGF method
was 173 times faster than the LGF method in performing one GMRES iteration). For the
same scattering configuration with the obstacle now centered at (0, 3/2, 0), the WGF method
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(a) Real part of the total field.
(b) Absolute value of the total field.
Figure 6.4: Total field solution of the problem of scattering of the plane acoustic wave
uinc(r) = eik1(x cosα+y sinα), with α = −pi/4, by a cavity in a two-layer medium with wavenum-
bers k1 = 5 and k2 = 10.
computes the solution 123 times faster than the LGF method. Figures 6.3a, finally, display
the absolute value of the fields obtained by the WGF method on Γ1A (for A = 10 ≈ 8λ), S
and a plane-perpendicular to Π1, while Figures 6.3b display the logarithm of the absolute
value of the difference between the WGF and LGF solutions on the same aforementioned
surfaces.
Our next example concerns the problem of scattering of a cavity in a two-layer medium
with wavenumbers k1 = 5 and k2 = 10 under plane wave illumination: u
inc(r) = eik1(x cosα+y sinα)
with α = −pi/4. The smooth material interface Γ1 coincides with the graph of the function
y = −2η (√x2 + z2, ca, a), where η is the window function defined in (2.78) with a = 5 and
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Figure 6.5: Absolute errors for the three-dimensional surface defect problem described in the
caption of Figure 6.4 for A = 8, 12 and 16. The section of the planar interface shown in each
case coincides with the region in the plane where the corresponding windowing function wA
used does not vanish.
(a) Real part of the total field.
(b) Absolute value of the total field.
Figure 6.6: Total field solution of the problem of scattering of a plane acoustic wave uinc(r) =
eik1(x cosα+y sinα), with α = −pi/4, by a bump on a two-layer waveguide, with wavenumbers
k1 = 5 and k2 = 10.
c = 10−3. The problem of scattering is solved by means of the windowed integral equa-
tion (6.10) and the near field is evaluated by means of (6.13). Two different views of the real
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part and the absolute value of the total field are displayed in Figure 6.4. In order to assess
the error in the scattering solution we consider various window sizes: A = 8, 12 and 16.
The resulting scattering solutions for the aforementioned three window sizes are compared
against the solution obtained for A = 20 in Figure 6.5, which displays the absolute value of
the difference of the fields values on Γ1A.
The final example of this section concerns the problem of scattering by a surface bump
in a two-layer waveguide with wavenumbers k1 = 5 and k2 = 10 in the D1 = {y > 0} and
D2 = {−4 < y < 0}. A Neumann boundary condition is enforced at Π2 = {y = −4}. The
incident field is taken to be equal to the the mode um defined in (6.14) for ξm = 7.62899157,
which is obtained by solving equation (6.15). Figure 6.6 displays two views of the real part
and the absolute value of the total field.
6.2 Electromagnetic scattering
This section presents our derivation of the WGF method for the numerical solution of prob-
lems of electromagnetic scattering of plane waves by surface defects in the presence of planar
two-layer media. These derivations can easily be generalized to problems of scattering by
defects in multi-layer media and two-layer waveguides as well as problems of scattering by
PEC bounded obstacles in the presence of layered media in three spatial dimensions, by
following the procedures described in Section 5.6 for the two-dimensional electromagnetic
and in Section 6.1 for three-dimensional acoustic scattering problems.
We thus consider the underlying two-layer flat-interface medium containing the dielectric
or conducting half-spaces D1 = {y > 0} and D2 = {y < 0} with material properties as
described in Section 2.2.2. The incident plane-electromagnetic wave (Einc,Hinc) we use is
defined in (2.12). The dielectric interface bearing the bounded surface defect, which is
assumed infinitely smooth, is denoted by Γ1. The resulting layered medium is composed by
the domains Ω1 and Ω2.
Following the ideas presented in Section 6.1.1 for the three-dimensional acoustic case, we
express the total electromagnetic field (E,H)—which satisfies Maxwell’s equations (2.1)—in
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the form
(E,H) = (Es,Hs) +
(
E˜f , H˜f
)
,
where (Ef ,Hf ) is given by
E˜f =
i
ωε
∂H˜fz
∂y
ex − i
ωε
∂H˜z
∂x
ey + E˜zez, (6.23)
H˜f = − i
ωµ
∂E˜z
∂y
ex +
i
ωµ
∂E˜z
∂x
ey + H˜zez, (6.24)
in terms of
E˜z(x, y) = E0 e
ik1xx
 e−ik1yy +RTE12 eik1yy in Ω1,TTE12 e−ik2yy in Ω2, (6.25)
and
H˜z(x, y) = H0 e
ik1xx
 e−ik1yy +RTM12 eik1yy in Ω1,TTM12 e−ik2yy in Ω2, (6.26)
and where, as detailed in equation (6.27) below, (Es,Hs) satisfies a condition of radiation at
infinity. (The definitions of the constants kjx, kjy for j = 1, 2, and R
TM
12 , R
TE
12 , T
TE
12 and T
TM
12
are given in Section 2.2.2.) In view of derivations presented in Section 2.2.2 we find that, in
the domains D1 ∩ Ω1 and D2 ∩ Ω2, (E˜f , H˜f ) coincides with the exact solution (Ef ,Hf ) of
the problem of scattering by the flat plane.
In what follows we seek an integral equation for the scattered field (Es,Hs). This field
satisfies the equations
curl Es − iωµjHs = 0 in Ωj, j = 1, 2,
curl Hs + iωεjE
s = 0 in Ωj, j = 1, 2,
n× Es∣∣
+
− n× Es∣∣− = f on Γ1,
n×Hs∣∣
+
− n×Hs∣∣− = g on Γ1,
lim
|r|→∞
(
Hs × r − |r|
√
εj
µj
Es
)
= 0, r ∈ Ωj, j = 1, 2,
lim
|r|→∞
(
Es × r + |r|
√
µj
εj
Hs
)
= 0, r ∈ Ωj, j = 1, 2,
(6.27)
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where the tangential vector fields f ,g ∈ C∞0 (Γ1), which are given by
f = n× E˜f ∣∣− − n× E˜f ∣∣+ and g = n× H˜f ∣∣− − n× H˜f ∣∣+,
are supported on the defect Γ1 \ Π1. Here, for a field F defined around the surface Γ1 we
have used the notation
F
∣∣
± = limh→0
h>0
F(r ± hn), r ∈ Γ1.
Existence and uniqueness results for the solution Es,Hs ∈ Hloc(curl;R3) can obtained by a
slight generalization of the results presented in the contribution [49].
From the Stratton-Chu integral representation formulae [45, 121] and the ideas put
forth in the contribution [53] for the integral representation of the scattered field by a two-
dimensional rough surface, it can be shown that the electromagnetic scattered field satisfies
curl
∫
Γ1
Gk1(r, r
′) [m(r′) + f(r′)] dsr′ +
i
ωε1
curl curl
∫
Γ1
Gk1(r, r
′) [ j(r′) + g(r′)] dsr′
=
 Es(r), r ∈ Ω1,0, r ∈ R3 \ Ω1,
curl
∫
Γ1
Gk1(r, r
′) [ j(r′) + g(r′)] dsr′ − i
ωµ1
curl curl
∫
Γ1
Gk1(r, r
′) [m(r′) + f(r′)] dsr′
=
 Hs(r), r ∈ Ω1,0, r ∈ R3 \ Ω1
(6.28a)
and
curl
∫
Γ1
Gk2(r, r
′)m(r′) dsr′ +
i
ωε2
curl curl
∫
Γ1
Gk2(r, r
′)j(r′) dsr′ =
 −Es(r), r ∈ Ω2,0, r ∈ R3 \ Ω2,
curl
∫
Γ1
Gk2(r, r
′)j(r′) dsr′ − i
ωµ2
curl curl
∫
Γ1
Gk2(r, r
′)m(r′) dsr′ =
 −Hs(r), r ∈ Ω2,0, r ∈ R3 \ Ω2,
(6.28b)
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where
j = n×Hs|− and m = n× Es|−
denote the tangential component of the magnetic and electric fields respectively and whereGk
denotes the free-space Green function (6.7).
From the identity curl curl A = ∇ div A −∆A and the fact that Gk(· − r) satisfies the
homogeneous Helmholtz equation in R3 \ {r 6= r′} and ∇rGk(r, r′) = −∇r′Gk(r, r′), we
obtain
curl curl
∫
Γ1
Gk(r, r
′)a(r′) dsr′ = −∇
∫
Γ1
∇r′Gk(r, r′) · a(r′) dsr′ + k2
∫
Γ1
Gk(r, r
′)a(r′) dsr′ .
Utilizing the surface integration-by-parts formula in [45, Equation 2.73] this identity becomes
curl curl
∫
Γ1
Gk(r, r
′)a(r′) dsr′ = ∇
∫
Γ1
Gk(r, r
′) div a(r′) dsr′ + k2
∫
Γ1
Gk(r, r
′)a(r′) dsr′ ,
where a and div a are assumed to be continuous on Γ1.
Evaluating the expressions (6.28)—utilizing the jump relations of the associated poten-
tials [45, Theorems 2.17 and 2.26]—and taking cross product with the normal n from the
left, we obtain the identities
−m
2
+ K1[m] +
i
ωε1
T1[ j ] =
f
2
−K1[f ]− i
ωε1
T1[g], (6.29a)
− j
2
+ K1[ j ]− i
ωµ1
T1[m] =
g
2
−K1[g] + i
ωµ1
T1[f ], (6.29b)
m
2
+ K2[m] +
i
ωε2
T2[ j ] = 0, (6.29c)
j
2
+ K2[ j ]− i
ωµ2
T2[m] = 0, (6.29d)
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on Γ1, in terms of the boundary integral operators
Kj[a](r) = n(r)×
∫
Γ1
curlrGkj(r, r
′)a(r′) dsr′ , (6.30a)
Sj[a](r) = n(r)×
∫
Γ1
Gkj(r, r
′)a(r′) dsr′ , (6.30b)
Nj[a](r) = n(r)×
∫
Γ1
∇rGkj(r, r′) divΓ1 a(r′) dsr′ , (6.30c)
Tj[a](r) = n(r)× curl curl
∫
Γ1
Gk(r, r
′)a(r′) dsr′ (6.30d)
= Nj[a](r) + k
2
jSj[a](r),
defined for r ∈ Γ1 and j = 1, 2. Clearly, as corresponding operators in the two- and three-
dimensional acoustic cases, the scattering operators in (6.30) are given by integrals which
are only conditionally convergent.
Suitably combining the identities in (6.29) we obtain
(
ε1 + ε1
2
)
m + (ε2K2 − ε1K1) [m] + i
ω
(T2 −T1) [ j ] = −ε1
2
f + ε1K1[f ] +
i
ω
T1[g],(
µ1 + µ2
2
)
j + (µ2K2 − µ1K1) [ j ]− i
ω
(T2 −T1) [m] = −µ1
2
g + µ1K1[f ]− i
ω
T1[g].
(6.31)
The system of integral equations (6.31) for the surface currents j and m can be expressed in
the form
Eφ+ T [φ] = −M[ψ] on Γ1, (6.32)
where
φs =
 m
j
 , ψ =
 f
g
 , E =

(
ε2 + ε1
2
)
0
0
(
µ2 + µ1
2
)
 ,
T =
 ε2K2 − ε1K1
i
ω
(T2 −T1)
− i
ω
(T2 −T1) µ2K2 − µ1K1
 and M =
 − ε12 Id +ε1K1
i
ω
T1
− i
ω
T1 −µ12 Id +µ1K1
 .
Therefore, the resulting windowed integral equation system for the three-dimensional elec-
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tromagnetic scattering problem is given by
Eφsw + T [WAφ
sw] = −M[ψ] on Γ1A, (6.33)
where, using the 2 × 2 identity matrix I together with the window function wA defined
in (6.11), we have denoted WA = wAI and Γ1A = Γ1 ∩ {wA 6= 0}.
Remark 6.2.1. The operators Kj, j = 1, 2, (equation (6.30a)) and T2 − T1 (see equa-
tions (6.31) and (6.30d)) are weakly singular. This follows directly for Kj by consideration
of the identity
n(r)× curl
∫
Γ1
Gk(r, r
′)a(r′) dsr′ =
∫
Γ1
n(r)× curlr {a(r′)Gk(r, r′)} dsr′
=
∫
Γ1
{
(n(r)− n(r′)) · a(r′)∇rGk(r, r′)− ∂Gk
∂nr
(r, r′)a(r′)
}
dsr′ .
To establish the corresponding property for T2−T1, on the other hand, we define the scalar
function φ = Gk2(·, r′) − Gk1(·, r′) and we consider a vector field a(r′) tangential to the
surface Γ1 at the point r
′ ∈ Γ1. Then, utilizing the identity
curl curl(φ a) = curl (∇φ× a) = −a ∆φ+ (a · ∇)∇φ
we obtain
curl curl(φ a) = a
{
k22Gk2(·, r′) + δr′ − k21Gk1(·, r′)− δr′
}
+ (a · ∇)∇{Gk2(·, r′)−Gk1(·, r′)}
= a
{
k22Gk2(·, r′)− k21Gk1(·, r′)
}
+ (a · ∇)∇{Gk2(·, r′)−Gk1(·, r′)} .
(6.34)
Letting r = (x1, x2, x3) and r
′ = (y1, y2, y2), the second partial derivatives of the free-space
Green function can be expressed as
∂2Gk
∂xj∂xi
(·, r′) = f
′(r)
r
δij +
rf ′′ − f ′(r)
r3
(xi − yi)(xj − yj)
=
eikr
4pir3
(ikr − 1)δij − e
ikr(r2k2 + 3ikr − 3)
4pir5
(xi − yi)(xj − yj), i, j = 1, 2, 3,
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where f(r) = eikr /(4pir), r = |r| and r = r − r′. Therefore we have
(a · ∇)∇φ = 1
4pir3
{
eik2r(ik2r − 1)− eik1r(ik1r − 1)
}
a
− 1
4pir5
{
eik2r(r2k22 + 3ik2r − 3)− eik1r(r2k21 + 3ik1r − 3)
}
(a · r)r
= − k
2
2 − k21
8pir
a +
k22 − k21
8pir3
(a · r) r +O(1)
as r → 0, and consequently
curl curl(φ a) =
(k22 − k21)
8pir
a +
k22 − k21
8pir3
(a · r) r +O(1) as r → 0,
which embodies the weakly singular character of the operator T2 −T1.
Results on the existence and uniqueness of solutions for the integral equation (6.12) can
be obtained, at least for smooth surfaces Γ1A, in view of the fact that the integral operators
ε2K2 − ε1K1, T2 −T1 and µ2K2 − µ1K1 are given in terms of weakly singular (integrable)
kernels (cf. Appendix D).
Once the solution φsw = [mw, jw]T of the windowed integral equations (6.33) have been
obtained, the corresponding near fields can be by substituting ms by wAm
w and j by wAj
w
in (6.28). We thus obtain the near-field expressions
Ew(r) = E˜f (r)+ curl
∫
Γ1
Gk1(r, r
′) {wAmw(r′) + f(r′)} dsr′
+
i
ωε1
curl curl
∫
Γ1
Gk1(r, r
′) {wA js(r′) + g(r′)} dsr′ ,
Hw(r) = H˜f (r)+ curl
∫
Γ1
Gk1(r, r
′) {wA jw(r′) + g(r′)} dsr′
− i
ωµ1
curl curl
∫
Γ1
Gk1(r, r
′) {wAmw(r′) + f(r′)} dsr′ ,
(6.35a)
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in Ω1, and
Ew(r) = E˜f (r)− curl
∫
Γ1
Gk2(r, r
′)wAmw(r′) dsr′
− i
ωε2
curl curl
∫
Γ1
Gk2(r, r
′)wA j(r′) dsr′ ,
Hw(r) = H˜f (r)− curl
∫
Γ1
Gk2(r, r
′)wA jw(r′) dsr′
+
i
ωµ2
curl curl
∫
Γ1
Gk2(r, r
′)wAmw(r′) dsr′ ,
(6.35b)
in Ω2.
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Chapter 7
Conclusions and future work
7.1 Conclusions
This thesis has introduced a variety of highly-efficient high-order boundary integral equation
methods, including, most notably, the WGF method, for the numerical solution of problems
of acoustic and electromagnetic scattering in the presence of planar layered media in two and
three dimensions. The WGF method, which is based on use of smooth windowing functions
and integral kernels that can be expressed directly in terms of the free-space Green function,
does not require evaluation of expensive Sommerfeld integrals. It was shown that, indeed,
the WGF approach is fast, accurate, flexible and easy to implement. The formal analysis and
numerical experiments presented throughout this thesis demonstrate that both the near- and
far-field errors resulting from the proposed WGF approach decrease faster than any negative
power of the window size.
A number of other efficient algorithms and studies applicable to various layered media
scattering problems have been also presented in this thesis, including a Sommerfeld-integral-
based high-order integral equation method for problems of scattering by defects in presence
of PEC half-planes and dielectric/conducting layered media as well as studies of resonances
and near resonances at surface defects and their impact on the absorptive properties of rough
surfaces.
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7.2 Future work
This thesis work points to a variety of interesting future research projects. For example,
unlike the LGF method, the WGF method can directly be utilized in conjunction with
the convolution quadrature method put forth in [82], to effectively tackle layered-media
scattering problems in the time domain. In order to construct a time-domain solution,
the convolution quadrature approach requires solution of a large number of time-harmonic
problems that can be efficiently solved by means of the WGF method. Another promising
research direction concerns an extension of the WGF method to wave propagation and
scattering problems in linear elasticity (cf. [56]). For example, a WGF method in this context
would be well suited to handle various problems in geophysics and seismology. Yet another
possible extension of the WGF method would make it applicable to problems of scattering by
complex highly heterogeneous obstacles in layered media, by coupling the WGF method with
a finite element method or other volumetric solver through an artificial boundary enclosing
the obstacle.
The multi-scattering phenomenon that naturally arises in the multi-layer configurations—
as the fields inside finite-thickness layers might get reflected infinitely many times by the
unbounded dielectric interfaces—leads to larger number of GMRES iterations. The design
of the an efficient preconditioners to accelerate the convergence of the GMRES algorithm,
in this case, is indeed another topic that should be addressed in future contributions.
The pseudo-resonance phenomenon and its connection to electromagnetic power absorp-
tion in rough conducting surfaces, discussed in Section 3.5, certainly deserves further study.
It would be interesting, for instance, to establish a clear mathematical connection between
the location of the scattering poles and the enhancement of electromagnetic power absorption
that takes place at certain anomalous frequencies. From a numerical analysis perspective,
in turn, the problem of finding the scattering poles by analyzing the (non-linear) spectrum
of the relevant integral operators poses a challenging but tractable problem which could ad-
ditionally give rise to potentially important understanding in the area of power absorption
by rough surfaces.
To conclude this section we mention, among a variety of possible future applications and
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PEC
dielectric substrate
Figure 7.1: Idealized microstrip antenna configuration.
extensions, the important problem of simulation of printed circuit boards and microstrip
antennas (sometimes called patch antennas). A more detailed description of this problem
and the progress so far achieved in these regards are presented in the following section.
7.2.1 Accurate and efficient microstrip-antenna simulation
Dielectric layer-media models are often utilized in the analysis of printed circuits and mi-
crostrip antennas [6, 43, 67, 95, 96]. A microstrip antenna, for example, consists of a ra-
diating patch on one side a dielectric substrate, which has a PEC plane on the other side
(see Figure 7.1). Microstrip antennas enjoy several advantages compared to conventional
micro-wave antennas: they are lightweight, they require a reduced volume, they can be fab-
ricated inexpensively, and they can be designed for dual-frequency and dual polarization
operation [57].
As is known, the numerical simulation of patch antennas encounters two main mathe-
matical difficulties, namely, the singular character of the surface currents along the edge of
PEC patches, and the presence of the air-substrate dielectric interface (often assumed to be
flat and unbounded) at which suitable transmission conditions have to be enforced. In fact,
standard analyses of microstrip antennas rely on the layer Green function and associated in-
tegral equation on the PEC patches. Typically, such integral equations are then discretized
by means of (low-order) boundary element methods [108]. This solution procedure suffers
from several difficulties. On one hand it does not accurately account for the singularity of
the surface currents at PEC patches and, on the other hand, it is extremely costly (as the
Sommerfeld integrals have to be numerically approximated for the source and observation
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points right at the dielectric interface; see discussion in Section 2.3.5).
This problem can in fact be efficiently and accurately solved by means of the WGF
method. To illustrate this fact in the two-dimensional case, we consider the problem of
scattering by a PEC patch placed at the planar interface between two dielectric half-planes.
The windowed integral equation (4.19) is suitably modified to enforce the corresponding
(TE or TM) PEC boundary conditions on the patch. The resulting new integral equation
system is then discretized by means of a Nystro¨m method that properly resolves the edge
singularities of the surface currents at the patch endpoints. Figure 7.2 displays the diffraction
patterns that result from the scattering of a point-source (Figures 7.2a) and a pane-wave
(Figure 7.2b) by the aforementioned structure.
(a) Point-source incidence.
(b) Plane-wave incidence.
Figure 7.2: Scattering by the PEC patch S = {(x, y) ∈ R2 : |x| < 1, y = 0} at the interface
Π1 = {y = 0} of a two-layer medium with wavenumbers k1 = 20 and k2 = 30 in TE
polarization. First row: real part (left) and absolute value (right) of the total field solution
of the problem of scattering of a point source (centered at r′ = (−1, 0.2)). Second row: real
part (left) and absolute value (right) of the total field solution of the problem of scattering
of a plane-wave (α = −pi/4).
In order to extend this solution procedure to the three dimensional case, a suitable open
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surface scattering solver is required. The following section presents our progress in this
direction. The resulting open surface scattering solver could then be suitably combined with
the three-dimensional electromagnetic WGF method presented in Section 7.2.2 to provide
an effective solver for the patch antenna problem.
7.2.2 Electromagnetic scattering by three-dimensional open sur-
faces
Let S ⊂ R3 be a bounded open infinitely smooth surface that models an infinitely thin perfect
electric conductor (PEC) sheet, and consider an incoming time-harmonic electromagnetic
field (Einc,Hinc) (2.12) that impinges on S, giving rise to a scattered electromagnetic field
denoted by (Es,Hs). As the surface is assumed perfectly conducting, the total electric field
tangent to the surface, n × (Es + Einc) (where n denotes the unit normal on S), vanishes
on S. The scattered electric field is then determined as the solution of the Maxwell’s problem
curl curl Es − k2Es = 0 in R3 \ S,
n× Es = −n× Einc on S,
lim
|r|→∞
(curl Es × r − ik|r|Es) = 0.
(7.1)
In view of the Stratton-Chu formula, on the other hand, the scattered electric field admits
the integral representation
Es(r) = ik
∫
S
Gk(r, r
′) j(r′) dsr′ +
i
k
∇
∫
S
Gk(r, r
′) divS j(r′) dsr′ , r ∈ R3 \ S, (7.2)
in terms of the surface current density j. From the boundary condition on the PEC surface
it follows that j (which physically corresponds to the jump of the tangential magnetic field:
j =
√
ε/µ [n×Hs] on S) is a solution of the boundary integral equation
T[ j ] := ik S [ j ] +
i
k
N [ j ] = −n× Einc on S, (7.3)
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where for r ∈ S we have denoted
S[ j ](r) = n(r)×
∫
S
Gk(r, r
′)j(r′) dsr′ and
N[ j ](r) = n(r)× p.v.
∫
S
∇rGk(r, r′)divSj(r′) dsr′ .
(7.4)
The integral equation (7.3), usually known as the Electric Field Integral Equation (EFIE),
has been extensively studied. In particular, it has been shown that the operator T :
H˜
−1/2
curl (S) → H−1/2curl (S) defined in (7.3), is an isomorphism for all wavenumbers k ∈ R,
from where it has been further shown that the problem of scattering (2.1) by an open PEC
surface has an unique solution in Hloc(curl,R3 \ S) (see Abboud & Starling [1] and Buffa
& Christiansen [35]). These results establish the well-posedness and regularity of solutions
of both the integral equation (7.3) and the boundary value problem (2.1); however, they
do not provide an explicit form of the edge singularity of the current, which has been long
known in the physics literature for certain particular cases (cf. [87]). This issue was resolved
by Costabel et al. [46] who proved that the tangential jt and normal jν components of the
current with respect to the edge, satisfy
jt := j(r) · t(r′) = O(d−1/2) and jν := {n(r)× j(r)} · t(r′) = O(d1/2) (7.5)
as d→ 0, where d(r) = |r− r′| = infz∈∂S |r− z| denotes the distance from a point r ∈ S to
the edge ∂S, and t(r′) denotes the tangent vector at the point r′ ∈ ∂S. Furthermore, [46]
established that, in fact
jt = ω(d)Jt and jν = Jν/ω(d) (7.6)
where ω(d) ∼ √d as d → 0 and where Jt and Jν are infinitely differentiable functions in a
neighborhood on the edge.
We thus see that the numerical solution of the integral equation (7.3) poses several chal-
lenges. On one hand the edge singularity (7.5) prevents the use of both standard boundary
element (BE) methods based on the polynomial spline approximation of the unknown cur-
rent density, and existing high-order Nystro¨m methods (cf. [23]) that rely on the global
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smoothness of the integral equation solution. Without special treatment of edge singulari-
ties the problem becomes severely numerically ill posed. A treatment of the edge singularity
significantly improves the situation, although some of the resulting methods possess a very
low order of convergence and, to the best of our knowledge, none of these methods have
been implemented in practice in the context of electromagnetic scattering; some relevant
background in these regards can be found in [14, 35], and related results in the scalar case
can be found in [119]. On the other hand, the numerical discretization of vectorial integral
equations in three dimensional space yields linear systems of large dimensionality, whose
solution is impractical by means of direct methods (in view of their sizes), but which can-
not be treated by means of iterative linear-algebra solvers such as GMRES—owing to the
poor spectral properties of the EFIE (7.3) and resulting extremely large numbers of itera-
tions. The contributions [30, 31, 81] tackle the related acoustic problem for both the cases
of sound-soft and sound-hard problems (Dirichlet and Neumann boundary conditions, re-
spectively). These methods, which incorporate the edge singularity and which completely
eliminate all negative spectral characteristics, do not directly generalize to the full electro-
magnetic problem: in view of its boundary conditions which couple all field components, the
electromagnetic problem does not easily allow for application of the spectral regularization
techniques introduced in [30, 31, 81]. But significant progress in these regards has been
obtained as part of this thesis work; preliminary results in these regards, including a novel
high-order super-algebraically convergent Nystro¨m method that tackles both difficulties in
the full electromagnetic case, is briefly described in what follows.
In order to provide high-order approximations of each one of the integral operators de-
fined in (7.4), we introduce an overlapping-patch representation of the open surface S =(⋃Q1
q=1Pq1
)
∪
(⋃Q2
q=1Pq2
)
, where Pq1 and Pq2 denote interior and edge patches respectively.
Associated to each patch there is a C∞ invertible mapping rqj : Hj → Pqj , j = 1, 2, where
H1 = (−1, 1) × (−1, 1) and H2 = (−1, 1) × [0, 1) ⊂ ∂S. The mappings rq2, q = 1, . . . , Q2,
associated to the edge patches are such that the section of the edge contained in a patch Pq2
corresponds to the set {rq2(u, v) ∈ R3 : v = 0, u ∈ (−1, 1)}. In view of the edge singular-
ity (7.6), on an edge patch Pq2 the surface current j can be expressed in terms of a smooth
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vector field J = Juru + Jvrv and the tensor V defined by
j = V J =
1
ω
{
Ju − (1 + ω
2)F
E
Jv
}
ru +
1
ω
{
ω2Jv
}
rv, (7.7)
where ru = ∂r
q
2/∂u, rv = ∂r
q
2/∂v, and where E = ru · ru, F = ru · rv and G = rv · rv
denote the first fundamental coefficients. The purpose of tensor V is to factor out the edge
singularity of both the tangential and the normal components of the current (note that the
functions inside the curly brackets are smooth functions of u and v). In fact, from (7.7) it
can be easily shown that
Jt = JuE − JvF and Jν = −Jv
√
EG− F 2
are smooth functions of u and v. On the other hand, by letting ω =
√
v we get that the
surface divergence of the current density is given by the following expression
divSj = divSV J
=
1
ω
√
EG− F 2
[
∂
∂u
{√
EG− F 2
(
Jt − (1 + ω
2)F
E
Jν
)}
+
1
2
∂
∂v
{√
EG− F 2 ω2Jν
}]
,
(7.8)
that involves partial derivatives of smooth functions only. Identities (7.7) and (7.8) and the
use of the partition-of-unity functions defined on each patch allow to redefine the singular
unknown vector field j in the EFIE (7.3), as the smooth vector field J in the regularized
electric field integral equation (V-EFIE):
TV [J] := T [V J] = −n× Einc on S. (7.9)
The integral kernels involved in the definition of TV possess two kinds of singularities:
singularities due to free-space Green function (6.7), and 1/ω singularities arising from the
tensor V . High-order quadrature rules we produced for these problems, which significantly
extend the methodologies [23, 31] and which are thus applicable to the full vector problem,
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Figure 7.3: GMRES convergence history in the solution of the discretized integral equa-
tion (7.10) for various wavenumber and incidences.
were developed and implemented as part of the work leading to this thesis.
Numerical experiments demonstrate that the V-EFIE (7.9) maintains the poor spectral
properties of the EFIE (7.3), and thus direct use of the GMRES algorithm leads to an ex-
tremely large, highly impractical number of GMRES iterations for convergence. Inspired by
the two-dimensional case, for which the spectral properties of the relevant integral operators
are well-understood [22, 23, 81], we propose the operator preconditioner
Tω[J] = ikS [V J] +
i
k
N [ωJ]
(early versions of which were outlined in [125]). In order to demonstrate the character of the
resulting solvers we consider various problems of scattering of plane electromagnetic waves
by a unit PEC disc for various wavenumbers at normal and grazing incidence. Figure 7.3
displays the GMRES convergence history that occurred in the solutions of the discretized
preconditioned regularized electric field integral equation (R-EFIE)
(Tω ◦TV ) [J] = −Tω
[
n× Einc] on S. (7.10)
We emphasize: without use of the preconditioner no convergence takes place—and, thus, the
new preconditioner actually amounts to an enabling technique in this context. Current work,
however, does seek to further reduce the required numbers of iterations, and to produce a
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preconditioned equation which requires iteration numbers that do not grow as the frequency
increases.
The corresponding diffraction patterns are shown in Figure 7.4. Interestingly, the normal-
incidence near-field images in Figure 7.4 clearly demonstrate the existence of the famous
Poisson spot (also known as Arago spot and Fresnel bright spot). This is a small circular
illuminated region at the center of any orthogonal cross-section of the disc shadow, that,
in fact, played a fundamental role in the discovery of the wave nature of light. Table 7.1
demonstrates the high-order convergence in each one of the components of the electric field
solution of (2.1) that resulted from use of this method for the test problem in which a plane
wave impinging normally on a unit disc for k = 10. The error is evaluated on a plane parallel
to the disc at certain distance away from the disc.
(a) k = 2 (b) k = 4
(c) k = 8 (d) k = 16
Figure 7.4: Magnitude of the total electric field |E| for the problem of scattering of a plane
electromagnetic wave by a PEC disc under normal incidence (columns one and three) and
grazing incidence (columns two and four).
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N1 + 2 ·N2 Ex Ey Ez
162 + 2 · 20× 16 1.62× 10−2 3.20× 10−2 2.08× 10−2
322 + 2 · 40× 32 5.12× 10−4 1.07× 10−3 6.45× 10−4
642 + 2 · 80× 64 1.14× 10−5 1.04× 10−5 8.42× 10−6
1282 + 2 · 160× 128 reference
Table 7.1: Convergence of the solution of the problem of scattering of a plane electromagnetic
wave by a unit PEC disc at normal incidence with k = 10. Here N1 = n
2 denotes the number
of grid points on the interior square patch, and N2 = nu × nv denotes the number of grid
points on the edge patches.
(a) |E|. (b) |E|. (c) |E|.
(d) |j| (e) |j| (f) |j|
Figure 7.5: Solution of the problem of scattering of a plane electromagnetic wave by a
paraboloidal PEC open surface. Magnitude of the total electric field (first row) and magni-
tude of the regularized smooth surface current (second row) for various incidences.
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Appendix A
Method of steepest descents
The Sommerfeld integrals in (2.46) can be expressed as a contour integral
I(λ) =
∫
C
g(z) eλφ(z) dz, (A.1)
where the contour C corresponds to an indented path along the real axis. In order to apply
the method of steepest descents we first find all the critical points of the phase function
φ on the path C. As we will show below in this subsection the only the critical points of
the phase function (2.47c) are saddle points and, in fact, there is only one simple saddle
point on C. Subsequently we determine the path of steepest descent, D, that passes through
the saddle point and proceed to deform C into D. By means of Cauchy-Goursat theorem
and Jordan’s Lemma [15], it can be shown that this process maintains the value of the
integral I(λ) unchanged. Two main asymptotic contributions arise from this analysis; one
due to a localized integral around the saddle point and, possibly, another one arising from
integration around one of the branch cuts.
As is well-known [15, Section 7.3], the leading-order asymptotics of an integral I1 of the
form of equation (A.1) but along the path of steepest descent passing through a simple
saddle point z0 and directed towards one of the two steepest descent directions is given
by [15, Equation 7.3.11]
I1(λ) ∼ g(z0)
√
2pi
λ|φ′′(z0)| e
λφ(z0)+iαp
{
1 +O
(
1
λ
)}
as λ→∞, (A.2)
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provided the function g is continuous at z0 and g(z0) 6= 0. Here, using the principal argument
function arg z ∈ (−pi, pi], the two steepest-descent directions are given by αp = −α/2 + (2p+
1)pi/2, with p = 0, 1 and α = arg φ′′(z0).
For a function of the form g(z) = g0(z − z0)β−1 (β ∈ R), on the other hand, z0 is a
branch point of g and the value of g at z = z0 is either zero or infinity. The leading-order
asymptotics of I1 along the steepest-descent path for such a function g are given by [15,
Equation 7.3.14]
I1(λ) ∼ g0
2
(
2
λ|φ′′(z0)|
)β/2
S
(
β
2
)
eλφ(z0)−iβα/2
{
eiβpi/2− ei3βpi/2} as λ→∞. (A.3)
The second important contribution may arise when the path of steepest descent intersects
one of the various branch cuts. In this case D has to be deformed locally around the branch
cut and, consequently, the resulting path is no longer a path of steepest descent but rather
a path of descent only. The contribution of a localized integral starting at the branch point
along a direction of descent gives rise to a contribution that amounts to [15, Equation 7.3.16]
I2(λ) ∼ [g0]S(β)
[λ|φ′(z0)|]β
eλφ(z0)+iβ(pi−α) as λ→∞, (A.4)
where the function [g](z), which corresponds to the jump of the integrand g at the branch cut,
satisfies [g](z) = [g0](z−z0)β−1 as z approaches the branch point z0, and where α = arg φ′(z0).
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Appendix B
A dielectric semi-circular bump on a
PEC half-plane
B.1 Exact solution
For reference and testing we consider the problem of scattering of a plane-wave by a unit-
radius semi-circular dielectric bump Ω3 = {(r cos θ, r sin θ) ∈ R2, 0 ≤ r < 1, 0 ≤ θ ≤ pi}
on a PEC half-plane Ω2 (Problem Type III), for which an exact solution in terms of a
Fourier-Bessel expansion exists. In detail, the solution of (3.1) can expressed as
u1(r, θ) =
∞∑
n=0
bnH
(1)
n (k1r)Φn(θ) in Ω1, (B.1a)
u3(r, θ) =
∞∑
n=0
anJn(k3r)Φn(θ) in Ω3, (B.1b)
where Jn and H
(1)
n are the Bessel and Hankel functions of the first kind and order n, where
Φn(θ) = cos(nθ) in TM-polarization and Φn(θ) = sin(nθ) in TE-polarization. The Fourier
coefficients in (B.1) are given by
an =
cnk1 + (dn − ncn)An
[ν13k3J ′n(k3)− nJn(k3)]An + k1Jn(k3)
,
bn = − cnk3 + (ν31dn − ncn)Bn[
ν31k1H
(1)
n
′
(k1)− nH(1)n (k1)
]
Bn + k3H
(1)
n (k1)
,
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where An =
H
(1)
n (k1)
H
(1)
n+1(k1)
, Bn =
Jn(k3)
Jn+1(k3)
,
cn =
2
(1 + δn0)pi
∫ pi
0
f(1, θ)Φn(θ) dθ and dn =
2
(1 + δn0)pi
∫ pi
0
∂f
∂r
(1, θ)Φn(θ) dθ.
B.2 Scattering poles
As discussed in Section 3.3.2, scattering poles are complex wavenumbers k for which there
exists a non-trivial solution of a transmission problem without sources. In the context of the
problem of a dielectric bump on a PEC half plane, for example, scattering poles correspond
to existence of non-zero solutions of Problem Type III with f = 0. In the particular case
considered in Appendix B.1 (semi-circular bump), the problem of evaluation of scattering
poles can be further reduced to the problem of finding zeroes of certain nonlinear equations.
Indeed, in order for k1 to be a scattering pole the conditions
u1 = u3 and ν13
∂u1
∂r
=
∂u3
∂r
must be satisfied on the boundary r = 1 of the bump. From Equation (B.1) it follows that
k1 is a scattering pole if and only if there exist non-trivial constants an and bn such that
anJn(k3)− bnH(1)n (k1) = 0,
anν13k3J
′
n(k3)− bnk1H(1)n
′
(k1) = 0,
for some non-negative integer n. Clearly such constants exist if and only if the determinant
of the matrix associated to the linear system above vanishes at k1. Therefore, scattering
poles are given by complex valued solutions k1 of the equation
ν13k3H
(1)
n (k1)J
′
n(k3) = k1Jn(k3)H
(1)
n
′
(k1)
for some non-negative integer n.
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Appendix C
Dielectric half-plane under plane-wave
illumination
The derivations presented in Chapter 4 rely on the exact solution for the problem of scattering
by a flat dielectric half-plane illuminated by the incident field (4.1). This appendix presents
an integral equation formulation and associated exact solution for this problem.
As is shown in Section 2.2.2 the corresponding exact expression for the total field is given
by the Fresnel formulas
uf (r) =
 u
f
1(r) + u
inc(r) in D1 = {y > 0},
uf2(r) in D2 = {y ≤ 0},
(C.1)
where letting
Rα =
ik1 sinα− ν
√
k21 cos
2 α− k22
ik1 sinα + ν
√
k21 cos
2 α− k22
and Tα =
2ik1 sinα
ik1 sinα + ν
√
k21 cos
2 α− k22
,
we have
uf1(r) = Rα e
ik1(x cosα−y sinα) and uf2(r) = Tα e
ik1x cosα+y
√
k21 cos
2 α−k22 .
The square root branches in these expressions are determined so as to ensure that
Re
√
k21 cos
2 α− k22 ≥ 0 and Im
√
k21 cos
2 α− k22 ≤ 0.
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In order to produce the desired integral formulation we use the relations
DΠ1
[
uf1 |Π
]
(r)− SΠ1
[
∂uf1
∂n
∣∣∣
Π
]
(r) =
 u
f
1(r) in D1,
0 in D2,
(C.2a)
−DΠ2
[
uf2 |Π
]
(r) + SΠ2
[
∂uf2
∂n
∣∣∣
Π
]
(r) + u‖(r) =
 0 in D1,uf2(r) in D2, (C.2b)
−DΠ1
[
uinc|Π
]
(r) + SΠ1
[
∂uinc
∂n
∣∣∣
Π
]
(r) =
 0 in D1,uinc(r) in D2, (C.2c)
for the reflected, transmitted and incident fields, respectively, in terms of the quantity u‖
defined in (4.4) as well as the layer potentials DΠj and SΠj in (4.17). These relations constitute
straightforward generalizations of corresponding expressions presented in [52, Sec. 5].
Defining the boundary integral operators
SΠj [η](r) = SΠj [η] (r), DΠj [η](r) =
∫
Π
∂Gj
∂nr′
(r, r′)η(r′) dsr′ ,
NΠj [η](r) =
∂DΠj [η]
∂n
(r), KΠj [η](r) =
∫
Π
∂Gj
∂nr
(r, r′)η(r′) dsr′
(C.3)
for r ∈ Π and for j = 1, 2, and utilizing the well-known jump conditions satisfied by the
single- and double-layer potentials [45], we obtain
uf1
2
= DΠ1
[
uf1 |Π
]
− SΠ1
[
∂uf1
∂n
∣∣∣
Π
]
on Π, (C.4)
uf2
2
= u‖ −DΠ2
[
uf2 |Π
]
+ SΠ2
[
∂uf2
∂n
∣∣∣
Π
]
on Π, (C.5)
uinc
2
= −DΠ1
[
uinc|Π
]
+ SΠ1
[
∂uinc
∂n
∣∣∣
Π
]
on Π, (C.6)
217
for the fields, and
1
2
∂uf1
∂n
= NΠ1
[
uf1 |Π
]
−KΠ1
[
∂uf1
∂n
∣∣∣
Π
]
on Π, (C.7)
1
2
∂uf2
∂n
=
∂u‖
∂n
−NΠ2
[
uf2 |Π
]
+KΠ2
[
∂uf2
∂n
∣∣∣
Π
]
on Π, (C.8)
1
2
∂uinc
∂n
= −NΠ1
[
uinc|Π
]
+KΠ1
[
∂uinc
∂n
∣∣∣
Π
]
on Π, (C.9)
for their normal derivatives. Therefore, subtracting the expression for uinc in (C.6) from
the expression for uf1 in (C.4) and using the transmission conditions u
f
2 = u
f
1 + u
inc and
ν∂uf2/∂n = ∂u
f
1/∂n+ ∂u
inc/∂n on Π, we obtain
ϕf
2
− uinc = DΠ1
[
ϕf
]− νSΠ1 [ψf] on Π, (C.10)
where we have set ϕf = uf2 |Π and ψf = ∂uf2/∂n|Π. Similarly, combining the normal derivatives
of the fields we obtain
νψf
2
− ∂u
inc
∂n
= NΠ1
[
ϕf
]− νKΠ1 [ψf] on Π. (C.11)
Now, adding (C.10) to (C.5) and adding (C.11) to (C.8) we obtain the integral equation
EφfΠ + TΠ
[
φfΠ
]
= φincΠ on Π (C.12)
for the vector density
φfΠ =
[
ϕf , ψf
]T
=
[
uf2 |Π,
∂uf2
∂n
∣∣∣
Π
]T
, (C.13)
where φincΠ =
[
(uinc + u‖)|Π, ∂(uinc + u‖)/∂n|Π
]T
and where the operator TΠ is defined by
TΠ =
 DΠ2 −DΠ1 −SΠ2 + νSΠ1
NΠ2 −NΠ1 −KΠ2 + νKΠ1
 .
Equations (C.2), (C.12) and (C.13) provide the desired integral formulation and correspond-
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ing integral equation and exact solution for the planar interface problem.
To conclude this section we mention that since T˜Π[φ
f ] coincides with TΠ[φ
f ] on S∩Π, the
first line in the correction term (4.20) follows directly from (C.12). The second line in (4.20),
in turn, can be obtained by means of expression
uf = uinc + u‖ − (DΠ2 −DΠ1 ) [ϕf]+ (SΠ2 − νSΠ1 ) [ψf] in R2 \ Π, (C.14)
which results from addition of equations (C.2a), (C.2b) and (C.2c). Indeed, using (C.14) to
evaluate the fields and (by differentiation) their normal derivatives on S \Π, directly yields
the second line in equation (4.20).
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Appendix D
Existence and uniqueness
In this appendix we establish existence and uniqueness of a solution φ ∈ C(ΓA)× C(ΓA) =
C(ΓA)
2 of the windowed integral equation
Eφ+ T[WAφ] = ψ on ΓA (D.1)
for a smooth curve ΓA, as defined in Chapter 4 (which here we additionally assume is
of class C2) provided the contrast n = k2/k1 is sufficiently close to one. The right-hand
side is assumed to be continuous, ψ ∈ C(ΓA)2, where C(ΓA) denotes the Banach space of
continuous complex-valued functions on the closure ΓA of ΓA equipped with the maximum
norm ‖ϕ‖ = maxr∈ΓA |ϕ(r)|. This result on the existence and uniqueness of a solution φ of
the windowed integral equation is then further extended to L2(ΓA)× L2(Γ) = L2(ΓA)2.
Letting ϕ : ΓA → C and Tw be the block operator matrix
[Tw]ij = T
w
ij , i, j = 1, 2, (D.2)
whose block components are given by
Tw11[ϕ] = (D2 −D1)[wAϕ], Tw12[ϕ] = (S2 − νS1)[wAϕ],
Tw21[ϕ] = (N2 −N1)[wAϕ], Tw22[ϕ] = (K2 − νK1)[wAϕ],
(D.3)
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the windowed integral equation (D.1) can be equivalently expressed as
Eφ+ Tw[φ] = ψ on ΓA. (D.4)
Note the integral operators (D.3) can be expressed as:
Tw11[ϕ](r) =
i
4
∫
ΓA
{
k2H
(1)
1 (k2R)− k1H(1)1 (k1R)
} R · nr′
R
wA(r
′)ϕ(r′) dsr′ , (D.5a)
Tw12[ϕ](r) =
i
4
∫
ΓA
{
H
(1)
0 (k2R)−H(1)0 (k1R)
}
wA(r
′)ϕ(r′) dsr′ (D.5b)
+
(1− ν)i
4
∫
ΓA
H
(1)
0 (k1R)wA(r
′)ϕ(r′) dsr′ ,
Tw22[ϕ](r) =
i
4
∫
ΓA
{
k1H
(1)
1 (k1R)− k2H(1)1 (k2R)
} R · nr′
R
wA(r
′)ϕ(r′) dsr′ (D.5c)
+
(ν − 1)i
4
∫
ΓA
k1H
(1)
1 (k1|r − r′|)
R · nr
R
wA(r
′)ϕ(r′) dsr′
and
Tw21[ϕ](r) =
ik22
4
∫
ΓA
{
H
(1)
0 (k2R)−H(1)0 (k1R)
} (R · nr)(R · nr′)
R2
wA(r
′)ϕ(r′) dsr′
+
i
4
∫
ΓA
{
nr · nr′
R
− 2(R · nr)(R · nr′)
R3
}{
k2H
(1)
1 (k2R)− k1H(1)1 (k1R)
}
wA(r
′)ϕ(r′) dsr′
+
i(k22 − k21)
4
∫
ΓA
H
(1)
0 (k1r)
(R · nr)(R · nr′)
R2
wA(r
′)ϕ(r′) dsr′ ,
(D.5d)
for r ∈ ΓA, where R = r − r′ and R = |R|.
Lemma D.0.1. The integral operator Tw, defined in (D.2), is compact on C(ΓA)
2.
Proof. In view of the estimates R · nr = O(R2) and R · nr′ = O(R2) as R → 0 (cf. [45,
Theorem 2.2]) and the asymptotic identities H
(1)
0 (kjR) = O(logR), H(1)1 (kjR) = O(R−1)
and k2H
(1)
1 (k2R) − k1H(1)1 (k1R) = O(R logR) as R → 0 (which follow from the asymptotic
expansion of the Hankel functions H
(1)
0 and H
(1)
1 for small arguments [76]), we obtain that all
integral kernels in the expressions (D.5) are weakly singular. Therefore, from [45, Theorem
1.11] we obtain that Twij , i, j = 1, 2 are compact (and bounded) on C(ΓA). Consequently,
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Tw is compact on C(ΓA)
2. The proof is now complete.
Note that Tw is given in terms of the parameter ν, which equals (k1/k2)
2 = n−2 in
TM-polarization and equals one in TE-polarization, and the operators Swj , D
w
j , K
w
j and
Nwj , which depend analytically on kj for kj ∈ O = {k ∈ C \ {0} : |arg k| < pi}, j = 1, 2.
Hence, for a fixed wavenumber k1 > 0 and setting k2 = nk1, it follows that T
w = Tw(n)
is a compact, operator-valued, analytic function of n ∈ O. From the analytic Fredholm
theorem [44, Theorem 8.26] we then obtain the following result:
Lemma D.0.2. Either:
1. (E + Tw(n))−1 does not exist for any n ∈ O = {k ∈ C \ {0} : |arg k| < pi} or,
2. (E + Tw(n))−1 exists for all n ∈ O \ Λ, where Λ is a discrete subset of O.
The following lemma establishes that the first statement in Lemma D.0.2 does not hold.
Lemma D.0.3. There exists δ > 0 such that (E + Tw(n))−1 exists for all n ∈ O such that
|n− 1| < δ.
Proof. Let B(n) = E + Tw(n) and n 6= ±i. Since E is invertible for all n 6= ±i we have
E−1 B(n) = Id + E−1 Tw(n) where Id denotes the identity operator in C(ΓA)2. Clearly, the
fact that Tw(1) = 0 and the analyticity of Tw(n) at n = 1 imply that there exists δ > 0
such that ‖E−1 Tw(n)‖ < 1 for all n ∈ O such that |n − 1| < δ. Hence, the Neumann
series B(n)−1 E =
∑∞
n=0(−1)n
(
E−1 Tw(n)
)n
converges (in the operator norm) for all n ∈ O,
|n−1| < δ. Finally, multiplying by E−1 from the right on both sides of the identity above we
demonstrate the existence of B(n)−1 for |n−1| small enough. The proof is now complete.
We thus conclude that given A > 0 the windowed integral equation (D.4) has a unique
continuous solution φ ∈ C(ΓA)2 for all k1 > 0 and k2 ∈ {k ∈ C \ {0} : |arg k| < pi} \ Λ,
where Λ is a discrete set.
Remark D.0.4. Note that Lemma D.0.1 and Lax’s theorem [73, Theorem 4.13] imply that
Tw is compact on L2(ΓA)
2. Consequently, Lemmas D.0.2 and D.0.3 are still valid for Tw
defined on L2(ΓA) × L2(ΓA). It thus follows that given A > 0 and a right-hand side ψ ∈
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L2(ΓA)
2, the windowed integral equation (D.4) has a unique solution φ ∈ L2(ΓA)2 for all
k1 > 0 and k2 ∈ {k ∈ C \ {0} : |arg k| < pi} \ Λ, where Λ is a discrete set.
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