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résumé et mots clés
Les modèles markoviens spatiaux non causaux utilisés dans le domaine de l'analyse d'images conduisent à des algorithmes
d'estimation itératifs, réputés pour leur complexité calculatoire . Dans cet article, nous considérons une classe de processu s
markoviens hiérarchiques et non linéaires, définis sur le quadarbre . Ces modèles markoviens présentent des propriétés d e
causalité en échelle qui permettent de construire des algorithmes non itératifs exacts, similaires à ceux existant pour les
chaînes de Markov, dans le cas des signaux mono-dimensionnels . Nous présentons ainsi une version originale de l'algorithme
de Viterbi sur le quadarbre, associé à une estimation exacte au sens du Maximum A Posteriori (MAP), ainsi que deux autres
algorithmes d'estimation, respectivement associés à un critère du MAP modifié et au critère du MPM (mode de la marginale
a posteriori) . Deux nouveaux algorithmes EM, permettant une estimation non supervisée sur le quadarbre, sont égalemen t
introduits pour cette classe de représentations.
Les propriétés de ces modèles et algorithmes sont illustrées et comparées, pour un problème simple de classification d'images ,
sur des images synthétiques et réelles .
Modèles hiérarchiques d'images, modèles markovien causaux, quadarbre, algorithmes non itératifs, classification supervisé e
et non supervisée
abstract and key words
Non-causal Markov Random Field (MRF) models are now widely used for representing images, but are known to yield iterative ,
often computational intensive, estimation algorithms . In this paper we consider a special class of Markov models which allow t o
circumvent the latter drawback : MRF attached to the nodes of a quad-tree . The specific structure of these models results in a n
appealing causality property through scale, which allows the design of exact, non-iterative inference algorithms which are simila r
to those used in the context of Markov chain models . We first introduce an original extension of the Viterbi algorithm for the exac t
computation of Maximum A Posteriori (MAP) estimates, along with two other algorithms respectively related to a modified MA P
estimator, and to the Marginal Posterior Mode (MPM) estimator. The estimation of the parameters of the model is then addresse d
with two original Expectation-Maximization (EM)-type algorithms, allowing an unsupervised use of these models . The practica l
relevance of the different algorithms is investigated in the context of a standard image classification problem, both on syntheti c
and natural images .
Hierarchical image modeling, causal Markov models, quad-trees, non iterative inference, supervised and unsupervised imag e
classification .
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1 . introduction
Les modèles markoviens non causaux spécifiés pour la représ-
entation des processus spatiaux, en particulier dans le domaine
de l'analyse d'images, sont usuellement définis sur des graphe s
correspondant à des grilles bi-dimensionnelles régulières . Ce s
représentations, abondamment exploitées comme modèles aprio-
ri dans le cadre classique de l'estimation statistique bayesienne
et de la théorie de la régularisation, conduisent à des algorithme s
d'estimation itératifs (relaxation déterministe ou stochastique) ,
réputés pour leur complexité calculatoire .
D'autres structures de graphes ont été récemment considérée s
pour définir des modèles markoviens de processus aléatoires [16] ,
parmi lesquelles l'arbre dyadique, (dans le cas des signaux mono -
dimensionnels [2,12]) et le quadarbre, dans le cas des signau x
bidimensionnels et des images [8, 17, 32, 33, 34] . Les processu s
aléatoires mis en jeu sont indicés par les sommets de l'arbre et
possèdent la propriété d'être markoviens en échelle (et non plu s
spatialement) . Le quadarbre permet, comme la grille bidimension-
nelle régulière, de définir des modèles markoviens possédant de s
propriétés régularisantes, les interactions statistiques se définis-
sant dans ce cas de façon hiérarchique plutôt que spatialement .
Le recours à un graphe hiérarchique tel que l'arbre est motivé pa r
les considérations suivantes :
– la structure de l'arbre conduit de façon naturelle à des modèle s
causaux (en échelle) et à des algorithmes d'estimation non itéra-
tifs, qui s'apparentent à ceux développés dans le cas des chaîne s
de Markov ;
– comme l'ont montré Luettgen et al . dans [33], tout modèl e
markovien spatial (i .e ., défini sur une grille 2D) peut être construi t
à partir d'un modèle en échelle défini sur un quadarbre l . Les
modèles sur les quadarbres, définissent donc, en ce sens, une sur -
classe des modèles spatiaux usuels .
Ces modèles constituent, en particulier, une alternative intéres-
sante aux modèles markoviens causaux plus classiques tels qu e
les réseaux de Markov ou les champs de Pickard [13, 15], qui ont
pour inconvénient de privilégier certaines orientations spatiale s
particulières . Ils définissent également un cadre plus général que
les chaînes de Markov ID, qui ont parfois été utilisées (dans l e
cadre de parcours de Hilbert-Peano) pour modéliser des image s
[6] .
L'analogie entre modèles hiérarchiques sur le quadrabre e t
modèles markoviens 1-D causaux (chaînes de Markov) n'a toute
-
fois pas été entièrement exploitée jusqu'à maintenant, et seuls de s
modèles hiérarchiques linéaires [2, 18, 27, 32] ou des modèles no n
linéaires, associés à des algorithmes d'estimation approchés [8 ]
ont, à notre connaissance, été décrits .
Dans cet article nous présentons un ensemble d'algorithme s
originaux, permettant l'estimation statistique (supervisée et no n
supervisée) par des modèles markoviens non linéaires défini s
sur le quadarbre . Plus précisément, dans le cas de l'estimatio n
1
. Notons toutefois que cette construction peut être arbitrairement complexe .
supervisée (cas où les paramètres du modèle sont supposés
connus) nous avons construit les algorithmes suivants :
– construction d'un algorithme de Viterbi [19] sur le quadarbre ,
permettant une estimation non itérative exacte au sens du MAP ;
– dérivation d'un second algorithme d'estimation, reposant sur
un critère du MAP modifié (le SMAP), mieux approprié pour l a
structure du quadarbre . Cet algorithme approché vient généraliser
l'algorithme proposé par Bouman et al. dans [8] ;
– dérivation d'un algorithme exact non itératif, pour une estima-
tion au sens du mode de la marginale a posteriori (MPM), s'in-
spirant de l'algorithme de Baum « Forward-Backward» pour une
chaîne de Markov [4] .
Nous considérons également le problème de l'estimation non su-
pervisée à travers l'algorithme EM, dont une version exacte sur
le quadarbre ainsi qu'une extension stochastique, de type MCE M
(Monte Carlo EM), sont définies . L'algorithme MCEM permet ,
en particulier, de s'affranchir très largement des problèmes d'ini-
tialisation posés par l'algorithme EM classique .
L'article est organisé comme suit : un bref état de l'art su r
les modèles markoviens hiérarchiques est présenté dans la par-
tie 2 . La partie 3 définit les notations et pose les hypothèses d e
dépendances statistiques utilisées pour la définition des modèle s
markoviens causaux sur le quadarbre . L'algorithme de Viterb i
(associé au critère du MAP), une extension de l'algorithme de
Bouman (associé au critère du SMAP) ainsi qu'un algorithm e
de type «Forward-Backward» associé au MPM, sont successive
-
ment décrits en partie 4 . Ces différents algorithmes sont com-
parés expérimentalement, pour un modèle simple de classifica-
tion d'images . La partie 5 est dédiée aux algorithmes de type EM
pour la classification non supervisée sur le quadarbre . Nous les
comparons, au travers d'exemples synthétiques et réels, à de s
algorithmes EM qui ont été proposés dans le cas de modèles




Les modèles considérés dans cet article se rattachent aux modèle s
markoviens hiérarchiques [22, 23], qui ont suscité une activit é
de recherche soutenue depuis la fin des années quatre-vingts . Le
développement de ces modèles, qui s'est réalisé suivant des ap-
proches variées [23], a été dicté par les motivations suivantes [2] :
– nécessité en analyse d'images s'appuyant sur des modèle s
statistiques de disposer, comme en analyse numérique [41], de
techniques multigrilles rapides et peu sensibles aux minim a
locaux ;
– besoin de modéliser, dans un cadre stochastique, des donnée s
intrinsèquement multirésolutions ou hiérarchisées (signaux frac-
tals, phénomènes de turbulences, etc .) ;
– multiplication, en particulier en imagerie satellitaire [17], de s
capteurs, qui engendrent des volumes croissants de donnée s
2 4
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multispectrales, souvent définies à des résolutions différentes . Se
pose alors le problème de définir des modèles (statistiques) aptes
à fusionner des images de résolutions variables [29] .
Les approches développées dans ce domaine se rattachent au x
familles de méthodes suivantes (on trouvera dans [23] une classi-
fication, sur des bases mathématiques, des différentes approche s
ainsi qu'un decriptif plus détaillé de leurs caractéristiques) :
- approches par groupe de renormalisation ou restriction d'u n
modèle sur un sous-graphe [14, 21, 37] ;
-
approches multigrilles par sous-espaces contraints [25, 27, 28 ,
36] ;
-
modèles markoviens définis sur des graphes hiérarchiques
(quadarbres [8, 29, 32] ou graphes pyramidaux [26]) ;
- familles hiérarchisées de modèles identiques [11] ;
- familles hiérarchisées multi-modèles [1, 38, 40] .
Les modèles hiérarchiques que nous considérons dans cet articl e
appartiennent à la famille des modèles markoviens définis su r
des graphes hiérarchiques . Dans cette famille d'approches, un
modèle markovien unique est défini sur un graphe hiérarchisé ,
i .e ., partionné en échelles . Ceci conduit, contrairement aux autre s
approches, à la résolution d'un unique problème d'estimation
statistique, sur le graphe hiérarchique .
Le graphe hiérarchique, que nous considérons ici est le quadar-
bre, qui se caractérise par sa simplicité et par les « bonnes » pro-
priétés (causalité en particulier) qu'il induit sur les modèles qui
lui sont associés . Les processus indicés sur ce graphe sont en par -
ticulier markoviens en échelle . Chou et al. [12] ont ainsi proposé ,
pour des signaux mono-dimensionnels, un cadre de modélisation
linéaire (gaussien) sur l'arbre dyadique . Ce modèle est associé à
des algorithmes d'estimation non-itératif, qui s'identifient à de s
schémas de filtrage de Kalman en échelle . Ces algorithmes per-
mettent d'obtenir une estimée exacte, pour ce modèle linéaire,
en deux passes sur l'arbre . Des modèles linéaires autorégressifs
ont par ailleurs été étudiés, sur la même structure de graphe, par
Basseville et al. [3] . Une extension du modèle de Chou et al . a
été étudiée par Luettgen et al. [32, 33, 34] pour le quadarbre et
appliquée à différents problèmes d'analyse d'images (estimatio n
du mouvement [32], estimation de la profondeur des océans [17] ,
etc .) . Cette extension s'appuie toujours sur un modèle gaussie n
(donc linéaire) . Bouman et al . ont proposé dans [8] un cadre d e
modélisation non linéaire sur le quadarbre, associé à un algo-
rithme non itératif approché, pour la classification et la segmen-
tation d'images [8] . Le critère d'estimation utilisé (le SMAP) es t
une extension originale du critère du MAP, mieux adaptée à l a
structure hiérarchique du modèle . L' algorithme associé au critère
du SMAP repose également sur une exploration du quadarbre en
deux passes, donnant une estimée approchée du processus .
Notons que les modèles markoviens définis sur le quadarbre
présentent l'inconvénient d'introduire des artefacts (sous form e
d'effets de blocs dans les estimées), comme l'ont noté de nom-
breux auteurs [12, 17, 29, 32] . Ces effets de bloc peuvent être
atténués efficacement par des techniques heuristiques proposée s
récemment, (lissage a posteriori [32], arbres entrelacés [18], etc .) .
Ce point n'a toutefois pas été abordé dans notre étude .
La considération d'autres structures de graphes hiérarchique s
permet également de pallier le problème des effets de blocs,
souvent au détriment du coût calculatoire . Bouman etal. considèr e
ainsi dans [8] une structure de graphe déduite du quadarbr e
en introduisant des liens supplémentaires entre échelles, qu i
permettent, au moins partiellement, de briser la structure de blocs .
Ce nouveau graphe conduit théoriquement à des algorithme s
d'estimation itératifs, mais un estimateur approché non itérati f
est proposé . Kato et al . [26] définissent par ailleurs un modèl e
markovien sur un graphe plus complexe qui n'est autre qu e
le quadarbre auquel on adjoint, à chaque échelle un systèm e
de voisinage spatial, déduit de la technique des sous-espace s
contraints [36] . La perte de causalité du modèle défini sur cette
structure de graphe, conduit à des algorithmes de relaxatio n
itératifs, qui requièrent en pratique beaucoup plus d'itération s
par pixel que les modèles spatiaux . Kato a donc proposé un recui t
simulé modifié par rapport au recuit simulé standard. Il s'agi t
d'associer une température plus élevée aux échelles supérieures ,
celles-ci influant fortement ensuite sur les autres échelles . Ce
type de recuit s'avère plus rapide que le recuit classique pour de s
résultats similaires . Ce modèle conduit à de très bons résultats e n
classification, mais demeure néanmoins très coûteux . Le bénéfice
des approches hiérarchiques, en ce qui concerne le gain de temps ,
est donc ici perdu .
Nous présentons dans la suite un ensemble d'algorithmes qui con-
duisent, en des temps comparativement très courts, à des estimée s
sur le quadarbre (exactes pour le MAP et le MPM), qui, peuvent
être considérées comme satisfaisantes dans de nombreuses appli-
cations .
Avant de décrire ces algorithmes, nous introduisons tout d'abord ,
dans la partie suivante, les notations et hypothèses structurelles
concernant le modèle markovien non linéaire sur le quadarbre .
3. modèle markovie n
sur le quadarbre
3.1 . notations
On considère le problème classique qui consiste à estimer u n
ensemble de variables dites cachées X, à partir d'observations Y ,
selon des critères que l'on précisera plus loin . X et Y sont des
processus aléatoires indicés par les sommets d'un quadarbre (voi r
Figure 1), qui possède la propriété de ne pas présenter de cycles .
Des graphes d'interaction plus complexes peuvent bien entend u
être considérés, mais on s'aperçoit que l'introduction de cycle s
dans le graphe conduit à des algorithmes de relaxation (itératifs)
en raison des interactions multiples entre sommets .
On désigne par S l'ensemble des sommets de l'arbre . On note s'
l'unique «père» d'un site s, l'ensemble des «fils » de t est appel é
t+, t + °={s : t = s- } . Plus généralement, D°(s) °{s} et pour
n > 1,D"(s) °==Utcvn.-1(s)t+, i .e., Dn(s) représente l 'ensemble
des descendants de s à la n 1ème génération . Par ailleurs l'ensemble
> s °= un>oDn (s) désigne la « descendance stricte » des (s no n
inclus) ou le «futur strict » de s . De même > s désigne l a
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Figure 1. — Structure du modèle hiérarchique : le quadarbre .
Figure 2. — Notations utilisées sur le quadarbre.
descendance large » de s (s inclus), i.e., > s = U n>oD°(s) . On
définit de même l'ensemble des ancêtres de s par < s °{t : En >
0, s E D n (t)} = {s- ,s— , • • • ,r}, r désignant la racine . Les
sommets de l'arbre appartenant à la même « génération » formen t
un ensemble noté S" où n représente l'échelle, l'échelle 0 corres -
pondant à la résolution la plus fine et l'échelle R (résolution dit e
la plus grossière) correspondant au singleton SR = {r} appel é
« racine » de l'arbre (voir Figure 2) . La restriction de X à Sn es t
notée Xn {Xs , s e Sn }, où Xs représente l'étiquette en un sites .
On définit de même les ensembles d'observations Y n (et le s
variables Ys ) . Les variables Ys sont usuellement définies à l a
résolution la plus fine (échelle 0), mais peuvent également exister
à d'autres niveaux de résolution, dans le cas d'observation s
multirésolutions [29] . Les observations Yn lorsqu'elles existent,
correspondent donc à une image (ou plusieurs images, dans l e
cas multispectral) à l'échelle n. Dans le cas général Ys est donc
un vecteur (Y" est alors un d-uplet d'images définies à la mêm e
résolution) . X s peut de même être vectoriel .
3.2. hypothèses
sur le modèle statistique
On considère le processus X = (Xn)Ro avec Xn = {X s , s E Sn }
et Xs à valeurs dans A, espace d'états supposé discret ici . Le s
variables observées Ys sont supposées à valeurs dans un ensemble
T discret ou continu .
Nous faisons les hypothèses suivantes sur les distributions in-
tervenant dans la description des propriétés statistiques de c e
modèle :
- l'hypothèse fondamentale consiste à considérer le processus
aléatoire X markovien en échelle, i.e. :
P(xn lx k , k > n) = P(xn lxn+t )
- les probabilités de transitions inter-échelles sont supposées s e
factoriser de la façon suivante :
P(xnlxn+')





- d'autre part nous supposons une dépendance ponctuelle de Y










(on dit que Y est « semi-markovien » par rapport A x) . On prendra
pour convention fn (ys 1 .) 1 si s ne porte pas d'observation.
A partir des hypothèses (1), (2) et (3) on déduit aisément que
(X, Y) est markovien sur le quadarbre2 . En effet la loi jointe
s'écrit :
P( x , y ) = ~ P( ys I x e) P(xr)
II







exp E E log fn ( ys lac s) + logP(xr )
n=0 sES"i
+ E logP(xslx s
-)
1se>,
Autrement dit (X, Y) suit une loi gibbsienne ce qui revient à dire ,
grâce au théorème d'Hammersley-Clifford [20], que Z = (X, Y )
est markovien sur le quadarbre (le graphe de dépendanc e 3 dans le
cas monodimensionnel - pour des raisons de clarté - est représent é
Figure 3 ; il s'agit d'un arbre dyadique avec des arcs verticaux su r
chaque sommet, symbolisant les dépendances ponctuelles de Y
par rapport à X) .
Nous ferons dans la suite largement usage des propriétés d e
séparabilité a (ou d'indépendance conditionnelle) suivantes [16]
(vraies si P(z) > 0, V z) :
VA, B, C c S, si B sépare A et C ,
alors P(z A , zc I z B ) = P(zAI zB ) P(zc I zB )
	
(5 )
qui est équivalente à :
P( z AI zB, zc) = P( zAI zB)
	
(6 )
cette dernière forme étant plus classique .
2.En toute rigueur il ne s'agit pas d'un quadarbre . Il faudrait en effet rajouter à
partir de chaque sommet un arc symbolisant la dépendance ponctuelle de Y par
rapport à X (voir Figure 3) . Par contre X et X IY sont effectivement markovien s
sur le quadarbre .
3.On dit que G est un graphe de dépendance pour X si et seulement si X es t
markovien sur G . Pour toutes ces notions, on renvoie le lecteur à [43] .
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Figure 3. — Structure markovienne de (X, Y) sur l'arbre (o : variables Xs ,




4.1 . estimateur du MAP
et algorithme de Viterbi
L'algorithme de Viterbi est classiquement utilisé, en traitemen t
des signaux monodimensionnels (reconnaissance de la parole o u
de l'écriture) pour obtenir la solution au sens du MAP lorsqu e
le signal est modélisé par une chaîne de Markov [19] . Nous
étendons ici cet algorithme au quadarbre pour calculer, de faço n
non itérative, l'estimée (exacte), au sens du MAP, du processus
x à partir des observations Y = y .
La fonction de coût associée au MAP :
CMAP (x, x ) = 1 — ó(x — xi )
	
(8 )
conduit à l'estimateur suivant :
x
o
arg max P (x ly) = arg max P(x, y )
x
Il vient, en utilisant la règle de Bayes et la propriété de séparabilit é
(5) :




Nous considérons comme critère d'estimation le critère bayesie n
de minimisation de l'espérance d'une fonction de coût condition-
nellement aux observations :




où x est la réalisation du processus aléatoire représentant la
solution exacte et C(x, x' ) représente le coût à payer quand o n
choisit x' alors que la solution exacte est x .
Nous présentons dans cette partie trois algorithmes originau x
d'estimation non linéaire sur le quadarbre, correspondant à troi s
fonctions de coût C(x, x ' ) différentes, associées respectivement a u
critère du MAP, du SMAP [8] et du MPM. Les solutions obtenues
sont exactes pour le critère du MAP et du MPM, approchées pour
le critère du SMAP. Notons que le calcul des probabilités mises
en jeu dans les algorithmes qui suivent (et de façon plus générale ,
dans les algorithmes associés à des modèles reposant sur des ré -
seaux bayesiens de grande taille) se heurtent à un écueil techniqu e
important . On constate en effet que certaines probabilités, en
raison de multiplications multiples dans les algorithmes, tendent ,
de façon exponentielle, vers O . On est donc rapidement confronté
à de délicats problèmes de dépassements inférieurs de capacité ,
qui peuvent être difficiles à résoudre . Ce problème est bien connu
dans le cas des algorithmes associés aux chaînes de Markov, mai s
est bien entendu plus ardu pour les graphes de très grande taill e
intervenant en modélisation d'images . Il est parfois possible de
résoudre simplement ce problème en calculant le logarithme de s
probabilités (c'est le cas par exemple de l'algorithme de Viterb i
associé au MAP) . Malheureusement, la présence de sommes dan s
les formules interdit souvent cette solution . Pour l'algorithme
associé au critère du MPM nous avons résolu le problème e n
trouvant une formulation de l'algorithme en termes de probabilité s
a posteriori et non pas jointes (qui sont beaucoup plus petites) .
max {P(xr,yr)P(x>r,y>rl xr) }
~>r













maxP(x>s,y>s 1 xr )x >s ~~
sEr+
Ps(xr )
oùxr est l'étiquette réalisant le maximum dans l'équation (9) . On
voit alors apparaître une récurrence que l'on peut préciser :
Vs 0 r, Ps (x s-) = maxP(x>s,y>sl x s- )
x > s












xs(xs- ) =argmax P(xs,yslxs-) II Pt(x s )x s
L'algorithme de Viterbi sur le quadarbre se décompose don c
(comme dans le cas d'une chaîne de Markov) en deux passes .
Passe montante
Une première passe montante consiste à calculer et mémoriser le s
Ps et les x s en fonction de x s - (on s'arrête juste avant la racine) ,
(10)
tEs+-
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i . e . :
maxx s P (xs> ys lxs— )
maxx s .f°(ys l x s) P ( x s l x s — )
argmaxx s { .f ° ( y sl x s) P( x slxs—) }
• si s e Sn , n < R : Ps (x s-) est calculé à partir de la relation (10) .
On mémorise simultanément les xs (x s - ), définis par la relation
(11) et réalisant les maxima .
Passe descendante
Une seconde passe descendante, partant de la racine, « déroule »
les estimées finales xs , à partir des maxima mémorisés dans l a
passe montante, et ce jusqu'aux feuilles :
•
	
xr = arg mai fR ( y,. l xr) H Ps (xr
sEr +
suit une loi uniforme)
• Pour s e S n , 0 < n < R, xs est l'argument qui réalise le
maximum PS (x s-), i
.e., xs = xs (xs-) .
En pratique, pour éviter les problèmes de dépassements inférieur s
de capacité, nous passons par le logarithme des expression s
précédentes pour implanter l'algorithme .
4.2. estimateur du SMAP
et algorithme de Bouman modifi é
Le critère du MAP, considéré dans le paragraphe précédente ,
définit un estimateur pertinent mais assez mal adapté à la struc-
ture particulière du quadarbre . Considérons en effet l'équation
(8) . On s'aperçoit que la fonction de coût du MAP pénalise les er-
reurs indépendamment de l'échelle à laquelle elles se produisent .
Autrement dit une erreur à l'échelle la plus grossière (la racine )
est pénalisée de la même façon qu'une erreur à l'échelle la plu s
fine . Or il est clair que les erreurs aux échelles grossières devraien t
être pénalisées plus lourdement que les erreurs aux échelles fine s
puisqu'un site à une échelle n+1 «représente» 4 sites à l'échell e
n . On pourra donc préférer à l'estimateur du MAP, des estima-
teurs (i.e ., des fonctions de coût) mieux adaptés à la structur e
hiérarchique considérée, comme par exemple le critère du SMA P
(« Sequential MAP ») de Bouman et al. [8] :
Bouman [8] montre que cette fonction pénalise une erreur e n
un site proportionnellement à la taille de son correspondant à l a
résolution la plus fine, i .e ., au bloc constitué par ses descendants .
Il propose, sur la base de cette fonction de coût, un algorithme
d'estimation approché au sens du SMAP [8] sur le quadarbre .
Cet algorithme, décrit de façon détaillée dans [8], est non itératif,
comme ceux que nous proposons, et se déroule en deux passe s
sur l'arbre . Il s'appuie sur des approximations et fournit donc une
solution approchée .
Nous avons développé une extension de cet algorithme qui permet ,
comme les autres algorithmes présentés, de traiter le cas général d e
données multispectrales-multirésolutions (Bouman considérait e n
effet uniquement des observations scalaires au niveau le plus fin) .
Cette extension, proche de l'algorithme de Bouman, est décrit e
en détail dans [29, 31] . Nous ne la reprenons pas ici, par souci d e
concision .
4.3. estimateur du MPM
et algorithme « Forward-Backward »
Le dernier algorithme développé permet d' obtenir, de façon exacte
et non itérative, le mode de la marginale a posteriori sur l e
quadarbre (critère dit du «MPM ») .




arg max P(xs ly )
x s
On montre que la fonction de coût associée au MPM pénalise le s
erreurs proportionnellement à leur nombre . Le critère du MPM est ,
pour cette raison, souvent préféré au critère du MAP. La dérivation
d'un algorithme de calcul de cet estimateur passe par le calcu l
des marginales a posteriori P(Xs = ily), que nous détaillon s
maintenant .
L'algorithme consiste essentiellement en deux passes compara-
bles à celles correspondant au calcul des probabilités forward
et backward dand l'algorithme classique de Baum pour une
chaîne de Markov [4] . Avant d'expliciter les calculs, nous devons
souligner le fait que nous raisonnons non sur des probabilité s
jointes, comme dans l'algorithme de Baum standard pour une
chaîne de Markov caché e s , mais sur des probabilités a posteriori .
Plus précisément au lieu de manipuler des probabilités monovari-
ables du type P(y> s lx s ) d'autant plus petites que l'ensemble > s
est grand, nous manipulons des probabilités du type P(x s l y> s )
(beaucoup plus grandes) . Ainsi nous ne sommes pas affectés par
le problème, crucial ici, de dépassement inférieur de capacité, que
nous avons évoqué précédemment .
Passe montante
La premièrepasse montante, propage les observations des feuille s
de l'arbre jusqu'à la racine et consiste à calculer récursivemen t
les marginales a posteriori partielles P(x s l y> s ), P(x s — I y> s ) e t
P ( xs , x s — l y>s) .
Ona :
P(x sl y >s) = P( xs)P (y>slxs) _ P( x s)P (ys





P ( x l y>_t)P(y>>t )P(y>tlxs)	 	 P(xs)
5 . R est en effet possible de calculer les marginales a posteriori sous cette forme.
*sis e S° .
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Donc
P(x sl y >s) = ZP(xs) 3P ( ysl x s) H P(x sl y >t )
	
(12)
t E s +
où Z est une constante de normalisation .
La récurrence n'apparaît pas encore clairement . Il s'agit d'ex-
primer les P(x s l y> t ) de la formule (12) en fonction des P(x t l y> t) ,
ce qui se fait facilement par le biais des lois des couple s
P(xs, x s — l y> s ), dont nous aurons également besoin dans la pass e
descendante :
P(x s, xs- I y>>s) = P(xs- I x s) P ( x s l y?s)
	
( 1 3 )
Ainsi en intégrant (13) sur x, on obtient P(x s — ly> s )
P(xs- l y>s)
	
P( xs- I Xs = j)P(Xs = jI y>s )
De (12) on tire alors la récurrence ascendante suivante :
P( x sly>s) = P(xs) 3P ( ys i xs )
11 EP(xslX t = j)P(Xt =j l y>t )
tEs+ j
avec :
Z = E {P(Xs = t ) 3P ( y s l Xs = i )
II E P(Xs = Xt = j )P (Xt = 31y>t) }
tes +
On voit apparaître dans cette formulation les probabilités a priori
P(x s ) (qui dépendent de s) et les probabilités de transitio n
«inverse» (du fils vers le père) P(x s lxt ) . Les premières s e
calculent aisément au préalable par récurrence descendante à
l'aide de la loi initiale et des probabilités de transition :
P(Xs = i) = ~ . P(Xs = ilXs _ _ j)P(Xs— _ j )
Les secondes se calculent à l' aide des premières et des probabilité s
de transition :
P(x s — l x s) = P(xslx s — )P ( x s — )P(x s )





P (xs)P (ys lx s )
P(Xs = i )P(ysIXs = i)
Pour la seconde passe, à l'issue de la récurrence montante (15) ,
on conserve la vraisemblance calculée à la racine de l'arbre, à
savoir P(x-r l y>r.) = P(xr l y), ainsi que les autres vraisemblance s
P(x s
-
l y> s ) et P(x s , x s - ly>s) obtenues par les formules (14) e t
(13) respectivement .
Passe descendante
A la fin de la première passe on a calculé P(xr iy), qui constitu e
le début de la récurrence descendante destinée à calculer le s
P(xs Iy), V s E S. En fait on ne calcule pas directement le s
marginales a posteriori, on passe à nouveau par les lois des couple s
(Xs , Xs_ ), cette fois par rapport à y tout entier :
P( x sl y ) _
	
P(x s, Xs— =Au)
P(xsl Xs— = j , y )P (Xs— =j l y )





P(Xs— = j l y>_ s)
	
—
Il s'agit donc d'une récurrence descendante fournissant les lois
locales marginales a posteriori à partir de celles de la racine
(obtenue à l'issue de la passe précédente) . Les lois de Xs _ et
(X s , Xs_) conditionnellement à y> s nécessaires à cette récurrence
ont été obtenues également lors de la passe montante s . Il suffi t
alors de maximiser les marginales a posteriori, obtenues par l a
récurrence (19), pour obtenir les estimées (étiquettes) recherchées .
4.4. Illustration :
classification supervisée d'images
Afin de valider nos algorithmes et de dégager les caractéristique s
générales de chaque estimateur, nous avons choisi de les compare r
sur un modèle simple de classification supervisée . Nous illustron s
également les capacités de notre modèle à intégrer (et fusionner)
des observations multirésolutions .
L'objectif de la classification est de partitionner les images ob-
servées en classes, en s'appuyant sur un modèle d'observatio n
gaussien . Une classe est un ensemble non nécessairement con-
nexe de régions homogènes au sens, ici, du niveau de gris . Le s
étiquettes Xs sont à valeurs dans A = {1, • , L} et représentent le s
numéros de classe. Le modèle d'observation gaussien à l'échelle
n est défini par :
p(ysjxs _ k) exp{—1/2(ys	 µk)T(rk)—'(Ys — µk)}(27r) d ''/2 det(Pk) 1 / 2
où dn est le nombre d'images à l'échelle n, E lin est la
moyenne de la classe k à l'échelle n et I'k est sa matrice de
covariance . Le nombre de classes L est supposé fixé apriori et le s
paramètres de chaque classe (moyenne, matrices d' autocoariance)
sont préalablement estimés sur des populations d'apprentissage .
A des fins de comparaison, nous choisissons pour la forme de l a
probabilité de transition celle adoptée par Bouman et al. dans [8] :
6 . Notons que ces lois seront également utilisées dans l'algorithme EM sur le
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P(X s = m~Xs — =
Ce modèle (non linéaire) permet (pour 8, > 0) de favoriser un
étiquetage père-fils identique .
Nous désignerons par la suite par H-MAP (MAP hiérarchique)
l'algorithme de Viterbi (associé au critère du MAP sur le quadar-
bre), par H-MPM l'algorithme correspondant au critère du MP M
sur la structure hiérarchique et enfin par H-SMAP l'algorithm e
de Bouman modifié [8, 29] . Nous présenterons également, dan s
le cas d'observations monorésolutions, les résultats obtenus par
l'algorithme de relaxation déterministe classique des modes con -
ditionnels Aérés [7] non hiérachique (NH-ICM) et par un algo-
rithme de recuit simulé non hiérarchique (NH-MAP) basé sur l a
dynamique de Metropolis et permettant d'approcher la solution
du MAP. Ces deux derniers algorithmes non hiérarchiques mini -
misent une fonction d'énergie dérivée d'un modèle markovien
spatial classique (associé à un 4-voisinage, avec des attaches aux
données gaussiennes comme pour le modèle hiérarchique et un
terme a priori correspondant à un modèle spatial de Potts [20]) .
Ces deux derniers algorithmes (itératifs) sont considérés comm e
ayant convergé lorsque le nombre de changements d'étiquette s
entre deux itérations est inférieur au millième du nombre de sites .
Pour le recuit simulé, une loi de descente en température expo-
nentielle décroissante est spécifiée T = To /(1 .01)° où To est l a
température initiale fixée à 1 .00 ici et i désigne l'itération .
Les performances (en terme de qualité d'estimation et de coût
calculatoire) ont été évaluées par le taux de bonne classificatio n
(pour les images synthétiques) ainsi que par la mesure des temps
CPU (obtenus pour une implantation en C sur une station SUN
SPARC 10) (tableau 1) . Nous présentons tout d'abord des résultat s
pour deux images synthétiques, présentant des rapports signal à
bruit de -0,27dB et -2,16dB respectivement (Figure 4 et 5) . Le
nombre d'images à l'échelle 0 (pleine résolution) est fixé ici à
d° = 1. L'image synthétique de la planche 4 est constituée d e
quatre classes correspondant à des formes circulaires de taille s
différentes et d'une classe représentant le fond . Chaque classe es t
caractérisée par un niveau de gris constant (moyenne) auquel on a
ajouté un bruit gaussien centré additif de même variance sur tout e
l'image. Ce n'est pas le cas de l'image 5 pour laquelle la varianc e
du bruit varie selon la classe (il y en a 5) .
L'algorithme des ICM non hiérarchique (déterministe) s'avère,
comme attendu, très sensible au bruit et aux minima locaux .
Quoique rapide, il conduit dans tous les cas au taux de bonne
classification le plus faible (Tableau 1) . Ses performances chuten t
très rapidement lorsque le rapport signal-à-bruit se dégrade .
L'algorithme du recuit simulé, associé à l'estimateur du MAP
non hiérarchique (NH-MAP) conduit à des résultats de bonn e
qualité lorsque le niveau de bruit n'est pas trop élevé, mais il a
tendance (comme l'ont noté d'autres auteurs [35]) à favorise r
des solutions trop homogènes lorsque le niveau de bruit aug-
mente . Dans tous les cas, il conduit aux temps de calcul les plu s
élevés . Des solutions de meilleure qualité peuvent sans doute être
obtenues pour NH-MAP en adoptant, pour le recuit simulé, de s








(g) H -MP M
Figure 4 . – a) Image 256 x 256 (rapport signal-sur-bruit -0,27 dB ; les niveaux
de gris, pour des raisons de lisibilité, ne correspondent pas nécessairemen t
aux moyennes), b) Vérité-terrain, c) Estimateur NH-ICM (non hiérarchique) ,
d) Estimateur NH-MAP (recuit simulé, non hiérarchique), e) Estimateu r
H-MAP (algorithme de Viterbi hiérarchique), f) Estimateur H-SMAP (al-
gorithme de Bouman, hiérarchique), g) Estimateur H-MPM (algorithme
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Figure 5 . — a) Image 256 x 256 (rapport signal-sur-bruit -2,16 dB ; les niveaux
de gris, pour des raisons de lisibilité, ne correspondent pas nécessairemen t
aux moyennes), b) Vérité-terrain, c) Estimateur NH-ICM (non hiérarchique) ,
d) Estimateur NH-MAP (recuit simulé, non hiérarchique), e) Estimateur
H-MAP (algorithme de Viterbi hiérarchique), f) Estimateur H-SMAP (al-
gorithme de Bouman, hiérarchique), g) Estimateur H-MPM (algorithm e
« Forward-Backward » hiérarchique) .
Tableau 1 . — Résultats (en haut pour l'image de la Figure 4a, en bas pou r












(logarithmique), mais au prix de temps de calcul prohibitifs .
Les estimateurs hiérarchiques sur le quadarbre (H-MAP,
H-SMAP et H-MPM) permettent d'atteindre un bon compromi s
entre qualité de l'estimation et rapidité d'exécution . L'algorithme
du H-MPM, lié à une fonction de coût qui pénalise de faço n
plus graduelle les erreurs locales que le H-MAP ou le H-SMAP ,
conduit en particulier à des résultats satisfaisants pour les temp s
de calcul les plus courts, dans un rapport de 30 à 80 avec ceux
du recuit simulé (NH-MAP) . Les algorithmes non hiérarchiques
se sont avérés, de façon générale moins robustes au bruit (o n
trouvera dans [31] des résultats expérimentaux complémentaires) .
Comme attendu, on observe quelques effets de bloc pour les es-
timées obtenues par le modèle sur le quadarbre . Notons que ce s
effets, quoique visuellement gênants, n'ont qu'un effet marginal
sur la qualité objective des estimées (mesurée par le taux de bonn e
classification) . On voit en effet que les frontières des objets son t
également mal estimées dans le cas des approches non hiérar-
chiques (grands disques pour NH-MAP, Figure 4d), mais leu r
caractère peu structuré rend ces imprécisions moins visibles dan s
ce cas . Rappelons également que des solutions ont été proposée s
récemment, dans le cas d'étiquettes continues, pour atténuer le s
artefacts apparaissant avec les modèles sur le quadarbre [18] .
Pour illustrer les capacités du modèle à fusionner des observation s
multiples, définies à des résolutions différentes, nous présenton s
par ailleurs un exemple de classification, sur images aériennes .
La scène présente (dans le visible) la région de Saint-Louis pris e
lors de la crue historique des fleuves Mississipi et Missouri e n
juillet 1993 . Nous considérons ici 4 classes : une classe pour
le Mississipi, une classe pour le Missouri, une classe pour la
zone urbaine (routes, buildings . . .) et enfin une classe pour
les autres types de terrains (forêts, champs . . .) . Ce choix es t
visuellement justifié par l'effective homogénéité des niveaux de
gris au sein de chaque classe . La figure 6 montre la structur e
pyramidale des observations et des étiquettes sur le quadarbre . Le s
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et 64 x 64) . Ces images étant peu bruitées, les algorithme s
hiérarchiques donnent visuellement des résultats très proches . O n
constate également que les effets de blocs sont peu visibles sur
ce type d'images . Nous présentons la classification obtenue ave c
l'algorithme de Viterbi, associé au critère du MAP (H-MAP) .
On peut voir Figure 6 les étiquettes obtenues à chaque niveau d e
l'arbre .
L'algorithme affine graduellement la classification, en intégrant
et fusionnant progressivement l'information . Le temps de calcul
est de 1 mn 40 s sur la même station de travail que précédemment .
Comme attendu, si l'on ne prend en compte qu'une seule imag e
(Figure 7a), les deux fleuves ne sont pas discriminés . La fusion
avec une seconde image permet ici cette discrimination .
Figure 6 . — Fusion par algorithme de Viterbi sur le quadarbre I°--MAP)
d'images aériennes multirésolutions (observations à droite, cartes de classi-




Figure 7. — a) H-MAP avec un seul champ d'observations à la résolution fine ;
b) H-MAP avec fusion des deux champs d'observations . On constate qu'u n





ma e : ~ ~
d"est i rna i ion des
ramètres du modèle
sur le quadarbre
Les algorithmes considérés dans la partie précédente sont su-
pervisés, c'est-à-dire supposent connus les hyperparamètres d u
modèle sur le quadarbre (probabilités de transition) ainsi que le s
paramètres liés au modèle d'observation gaussien (nombre d e
classes, moyennes et matrices de covariance) . L'estimation de ces
paramètres peut se faire par des techniques d'apprentissage . Elle
est primordiale car elle conditionne fortement les résultats finaux .
Dans cette partie nous développons deux algorithmes EM
(« Expectation-Maximization ») d'estimation non supervisée sur
le quadarbre. L'algorithme EM [39] est un algorithme d'estima-
tion itératif des paramètres qui a pour but de maximiser la vraisem -
blance des observations . Cet algorithme, bien que donnant de bon s
résultats (en particulier dans le cas d'un mélange de lois gaus-
siennes), a pour principal inconvénient d'être très coûteux dans l e
cas des modèles markoviens spatiaux [l0] . Nous montrons com-
ment l'utilisation de modèles hiérarchiques sur le quadarbre per -
met de réduire sensiblement ce coût, sans préjudice sur la qualit é
des estimées obtenues . Notons que Bouman propose dans [8] u n
algorithme de type EM pour estimer le paramètre O,,,, définissan t
les probabilités de transition de son modèle sur le quadarbre (voi r
paragraphe 4 .4) . Il n'estime toutefois pas les autres paramètres d u
modèle (supposés connus) . Contrairement aux algorithmes EM
présentés dans la suite, l'algorithme proposé dans [8], est don c
spécifique et ne traite pas le cas général d'un modèle hiérarchiqu e
non linéaire à observations gaussiennes .
5.1 . rappels sur l'algorithme EM
et ses variantes
Soit 4> l'ensemble des paramètres à estimer dont dépend la dis-
tribution P(x, yl4) . L'estimée au sens du maximum de vraisem-
blance des paramètres s'écrit :
argmaxP(Y = yl (D ) .
Le champ des étiquettes X étant caché, l'algorithme EM considèr e
la maximisation itérative de l'espérance conditionnelle :
Q( le k) ) = Ex ly,4, [log P(X,yl d>)ly, cp(k)
	
(21 )
où 3k) représente le vecteur des paramètres estimés à l'étape k .
L' algorithme EM consiste à répéter jusqu'à convergence les deux
procédures suivantes :
– étape E (« Expectation ») Calcul de Q((t. rl) (k) )
– étape M (« Maximization ») 4,( k+ ') = arg max Q(4)14,(k) )
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On montre [39] que cet algorithme converge vers un point station -
naire, qui est soit un point de selle, soit un maximum local . En pra -
tique, la mise en ceuvre de l'algorithme EM est parfois délicate, ca r
l'estimée finale dépend fortement de 1'initialisation . L'algorithme
peut en effet facilement se piéger dans un maximum local (proch e
de l'initialisation) . Par ailleurs, il est généralement (sauf pour de s
problèmes de « petite » taille, ce qui est rarement le cas en ima-
gerie) d'une lenteur rédhibitoire . Enfin le calcul de l'espérance ,
ainsi que la maximisation, sont difficiles à mener . Pour réduire l a
sensibilité de l'algorithme à la configuration initiale, des variante s
stochastiques de l'algorithme EM ont été développées (un état d e
l'art sur ces méthodes peut être trouvé dans [9]) . Certaines va -
riantes utilisent ainsi des méthodes de Monte-Carlo pour estimer
l'espérance ou maximiser cette espérance (par exemple les algo-
rithmes MCEM - Monte-Carlo EM - [42] ou l'algorithme SEM
- Stochastic EM - cas particulier d'algorithme MCEM [9]) Ce s
méthodes sont très coûteuses puisqu'elles sont de nature itérative
et qu'elles s'imbriquent dans une procédure déja itérative .
Lorsque le signal à modéliser est un processus markovien et que
le graphe de dépendance est un arbre, il est par contre possible d e
développer des algorithmes de type EM, efficaces d'un point de
vue calculatoire . Ainsi pour un signal monodimensionnel repré-
senté par une chaîne de Markov, Baum et Welch [5] ont développ é
un algorithme permettant d'estimer les paramètres du modèl e
(probabilités de transition, vraisemblances, probabilités initiales )
à l'aide de formules de récurrence simples . Les procédures E et M
sont alors non itératives . Cet algorithme est classiquement utilis é
en reconnaissance de la parole et de l'écriture . Dans le cas des
images, des extensions de l'algorithme de Baum et Welch ont
été développées pour certaines classes de modèles markovien s
causaux (chaînes de Markov [6], réseaux de Markov, champs d e
Pickard [15]) . Ces modèles markoviens causaux ne sont toutefoi s
pas toujours aptes à capter toutes la richesse des statistiques
spatiales d'une image, même si certains travaux récents ont montr é
leur réel intérêt en analyse d'images [6] .
Dans le cas d'une image modélisée par un champ de Markov spa-
tial non causal, il n'est malheureusement plus possible de dérive r
un algorithme efficace comme les algorithmes précédents . Chal-
mond [10] a toutefois proposé un algorithme approché (appel é
« EM gibbsien »), dont nous rappelons brièvement les caractéris
-
tiques . Si (X, Y) est un processus markovien spatial, Chalmon d
considère sa loi gibbsienne [20] :
P(x , y l li) =	 1	 ēv(x,y0> )
Z(ci )
où Z(~) est une constante de normalisation qui dépend de i .
L'impossibilité, en pratique, de calculer la constante de nor-
malisation [20], rend également impossible le calcul de Q .
La solution adoptée par Chalmond [10] et Zhang et al. [44 ]
est de remplacer la fonction de vraisemblance par la fonctio n
de «pseudo-vraisemblance» : IP(x,yl~) °=P(ylx, nD)iP(xlili) avec
1P(xl ci) ° H P(x s Ix as , nD) où as désigne le voisinage spatial de s
et P(yl x,
	
= H P(y s l x s , 4)) . Le calcul de l'espérance devien t
ses
alors possible. Dans le cas gaussien il est même possible d'obtenir
explicitement les formules de ré-estimation [10] . Celles-ci dépen-
dent des marginales locales a posteriori qui peuvent être estimées
à l'aide d'un échantillonneur de Gibbs [10, 20] . Conjointement à
l'estimation des paramètres des classes et du modèle, le champ
d'étiquettes est estimé à chaque itération selon le critère du MP M
[10] . Cet algorithme possède plusieurs inconvénients, en parti-
culier son coût calculatoire élevé dû essentiellement au nécessair e
recours à un échantillonneur de Gibbs qui requiert un grand nom-
bre d'itérations pour atteindre l'équilibre . En outre l'EM gibbsie n
utilise non pas la fonction de vraisemblance mais la fonction de
pseudo-vraisemblance . Or la convergence de l'algorithme n'a pas
été étudiée dans ce cas . Comme nous le verrons dans la suite, le
modèle sur le quadarbre permet d'éviter ces problèmes, inhérents
aux modèles spatiaux non causaux .
5.2 . algorithme EM sur le quadarbre
On considère le processus (X, Y) markovien sur le quadarbre ,
présenté dans le paragraphe (3 .2), où X s est à valeurs dan s
A = {1, . . . , L} et Y, est à valeurs dans T' pour s e Sn . La
vraisemblance conjointe de (X, Y) s'exprime alors par (cf. Eq . 4) :
P(x,yl = H P(yslxs, li)P(xrl nD )
~




cl) représente l'ensemble des paramètres à estimer, à savoir ici :
°=={az~, , r (l), i, j e A, l e Tn , n = 0, • • , R}
où :
az, désigne la probabilité de transition du père vers le fils ,
i .e., a,, °= P(X5 = j l Xs - = i) (indépendant de s car le processu s
est supposé homogène) ;
7r représente la loi a priori du processus à la racine ,
i .e., 7rP(XT =i) ;
p (l) désigne la vraisemblance des observations au niveau n ,
i .e. f' (l) °= P(Ys = 11X, = i), s e Sn , que l'on supposera
dépendre de l'échelle n.
Nous présentons tout d'abord un algorithme EM exact' sur
le quadarbre, pour le processus markovien caché (X, Y) . O n
introduit les notations suivantes :
6')(i) P(XS =
	
.T. (k) ) et





représentent les marginales a posteriori .
7 . Aucune approximation n'est faite que ce soit lors du calcul de l'espérance o u
de la maximisation de celle-ci .
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Le calcul et la maximisation de l'espérance sont menés e n




_ sES n :Y =1
sE S




Nous avons montré précédemment (paragraphe 4 .3) que les
marginales a posteriori (s k) (i) pouvaient se calculer en deux
passes sur l'arbre, l'une montante et l'autre descendante . Par
ailleurs, les lois des couples (!) (i, j) se déduisent également des
marginales a posteriori ainsi que de différentes autres marginales ,
qui sont obtenues lors du calcul des e (s k) ( .) (voir paragraphe 4 .3) :
P(X s = j, Xs — = ily, (D (k) )
= P( X s = jlxs— = i, ys, 4)(k))P(Xs— = ily, ,D(k) )
P (Xs =j,X s—=ily>s,,D(k)) ( k)
P ( X s — = il y>s, +(k) )
L'algorithme EM consiste donc à alterner, jusqu'à convergence,
le calcul de ces marginales et la remise à jour des paramètres d u
modèle sur la base de ces probabilités (les procédures d' initialisa -
fion et les critères d' arrêt seront présentés dans le paragraphe 5 .4) .
Il est ensuite bien entendu possible d'obtenir, à la fin de l'algo-
rithme EM, sur la base des paramètres estimés à convergence, un e
estimation du processus caché X selon l'un des critères défini s
dans le paragraphe 4 (H-MAP, H-SMAP ou H-MPM). Le calcu l
des marginales a posteriori étant déjà réalisé dans l'algorithme
EM, c'est l'estimateur H-MPM, qui est le moins coûteux dans ce
cas (il permet également d'obtenir, avec un faible surcoût, un e
estimée de X après chaque itération de l'algorithme EM) .
5 .3. algorithme MCEM sur le quadarbre
L'algorithme MCEM (et l'algorithme SEM qui n'en est qu'un
cas particulier) consiste, rappelons-le, à tirer des échantillons
selon la loi P(xly, n:D (k) ) pour estimer l'espérance à calculer
lors de l'étape E de l'algorithme EM [9, 42] (cf. Eq . 21) . Il
s'agit donc [42] de tirer, à l'itération k, et en chaque site s du
quadarbre, M étiquettes xs (1), • , 4 (M) selon la loi P(xl y, ek) )
et d'approcher l'espérance par :
IE x i Y, ,D [log P ( X , y l cli) l y , n:D(k) ]
m=1
'O (4, R ( k ) ) (24)
La maximisation (étape M) porte ensuite sur c (itile k) ) .
D'après (22), la loi P(xl y, (D (k) ) peut se décomposer sous la forme
suivante :






La loi (25) étant causale, la procédure d'échantillonnage devien t
ici non itérative . On démarre ainsi à la racine r de l'arbre où l'on
tire des échantillons selon :
P (Xr = z y , ~ (k) )
	
(26)
puis, en se déplaçant vers les résolutions croissantes, on tire des
échantillons selon les lois :
P ( X s = i y, Xs— = j, t`.(k) ) = P (Xs = i ly>s, X 5— = j, (k) )
P(xs = il Xs— = j, 4,(k) )P (y>>sl xs = .,D (k) ) (27 )
Les formules de ré-estimation sont obtenues comme pour l'algo -
rithme EM sur le quadarbre présenté dans la partie précédente. Le















on obtient des formules de ré-estimation similaires à celles





E ,Y (sk) (i , .7 )
(k+l)
	
= S (k) ( i )
Notons toutefois que cette version exacte de l'algorithme MCEM
sur le quadarbre est très coûteuse même si, contrairement à l'al-
gorithme EM gibbsien, [10, 44] le tirage aléatoire d'après la loi
P(x l y, 4 )) peut se faire de façon non itérative . En effet, le tirage
des échantillons (Eq. 26) et (27)) nécessite le calcul des proba-
bilités P(Xr = ily, 4i (k) ) et P(y>s l Xs = i, 4. (k) ) . Ces probabilités
peuvent certes être calculées explicitement (comme dans l'algo -
rithme H-MPM), mais ce calcul, doit être répété à chaque itératio n
de l'algorithme . La première solution habituellement envisagée
pour réduire la charge calculatoire, consiste à remplacer le con-
ditionnement en y > s dans l'équation (27) par un conditionnement
en y s , simplement. Cette approximation, parfois utilisée pour le s
chaînes de Markov, n'est toutefois pas licite ici, dans la mesur e






log P(xk(m), ma. )
M1
M
s ES n :a= l
(29 )
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généralement portées par les feuilles de l'arbre . Cette version
approchée de l'algorithme MCEM reviendrait dans ce cas à n e
prendre en compte les observations qu'à la fin de la procédure d e
tirage (Eq. (26) et (27)) qui, rappelons le, progresse de la racin e
vers les feuilles de l'arbre . Une autre version approchée de l'al-
gorithme, qui a donné de bons résultats en pratique, consiste à
construire au préalable une pyramide d'observations de sorte qu e
l'on ait des observations en chaque site du quadarbre . On vient
alors tirer une étiquette en un site en fonction de celle de so n
père et de l'observation (ponctuelle) créée en ce site . C'est cett e
solution qui a été retenue dans les expérimentations . Par rapport
aux modèles markoviens spatiaux qui nécessitent des procédures
d'échantillonnage itératives très coûteuses (comme l'échantillon-
neur de Gibbs) le gain de temps obtenu par cette approche est
considérable . Le recours à des versions stochastiques de 1' algo-
rithme EM devient donc possible avec le modèle causal sur l e
quadarbre, conduisant à des résultats qualitativement et quantita-
tivement meilleurs que pour l'algorithme EM gibbsien, en raiso n
de la moindre sensibilité à l'initialisation .
5.4. illustration : classificatio n
non supervisée d'images
Nous présentons des résultats sur des images synthétiques e t
réelles dans le cas de la classification non supervisée . Il s'agit non
seulement d'estimer les paramètres du modèle au sens du maxi -
mum de vraisemblance, mais également de trouver la meilleure
classification au sens du MPM . Nous considérons les résultat s
obtenus par les deux algorithmes présentés dans cette partie (l'EM
et le MCEM sur le quadrabre) . Ces algorithmes sont comparé s
avec deux algorithmes non hiérarchiques classiques : l'EM gibb-
sien et le MCEM « aveugle » [42] (Le ., lorsque y est considéré issu
d'une loi de mélange sans introduire d'information contextuelle) .
La comparaison avec le MCEM aveugle permet d'apprécier l'ap-
port des modèles markoviens et donc l'intérêt d'avoir développ é
des algorithmes de type EM pour de tels processus . Notons qu'i l
n'est pas envisageable, pour des raisons de complexité calcula-
toire de mettre en oeuvre une version stochastique de l'algorithm e
EM gibbsien . L'EM gibbsien est appliqué à un modèle markovie n
spatial de Potts défini sur une grille 2-D régulière, associé à un 4-
voisinage . On se place toujours dans le cas d'observations gaussi -
ennes .
La procédure d'initialisation est la même pour tous les algorithme s
et est fournie par une analyse grossière de l'histogramme d e
l'image à la résolution la plus fine . Le nombre de classes es t
estimé comme suit : il est initialisé à un majorant (en général
assez grand), puis à chaque itération les classes i dont le nombre
de représentants tj{s e S : X s = i} est inférieur à un seuil sont
éliminées . Le critère d'arrêt retenu est :
max II(µ j , r2)('+i ) — (wz r~)( k ) Il < e
avec 1101,1111 °_ Iµß + Ii'I dans le cas scalaire et avec e = 1,0 dan s
nos expériences .
Image synthétique
Cette image (Figure 9-b) représentant des formes géométrique s
variées a été dégradée par un bruit gaussien . Les classes sont
caractérisées par leur moyenne et leur variance (tableau 2) . L'his -
togramme de cette image est présenté Figure 8 . On remarque
qu'il est très difficile de distinguer plus de trois ou quatre mode s
alors que le nombre exact de classes est 5 (voir la vérité-terrai n
Figure 9-b) . Les algorithmes EM sur l'arbre parviennent à estimer
le bon nombre de classes dans ce cas . Cependant afin de faciliter
la comparaison entre approches, les résultats sont présentés pou r
un nombre de classes fixé a priori . Les paramètres estimés par
les différents algorithmes sont comparés tableau 2 . Les cartes de
classification apparaissent en Figure 9 .c-f. Le tableau 3 perme t
de constater le gain significatif en temps de calcul apporté pa r
les algorithmes hiérarchiques EM et MCEM par rapport à l'EM
gibbsien . L'algorithme EM sur l'arbre est évidemment le plu s
rapide car il ne nécessite aucun tirage d'échantillons, par contr e
il requiert une bonne initialisation (ce qui était le cas ici) . Les
algorithmes hiérarchiques conduisent également à de meilleur s
résultats qualitatifs et quantitatifs . En particulier I'EM gibbsien
(associé au modèle markovien spatial) ne parvient pas à discri-
miner deux cercles correspondant à des classes différentes (Figure
9d et tableau 2) . De ce fait les variances estimées par cet algo-
rithme pour les classes 1 et 3 sont très élevées et l'estimée de l a
moyenne de la classe i est fortement biaisée . Le MCEM aveu-







Figure 8. — Histogramme de l'image bruitée de la figure 9 .
Image réelle
Nous présentons enfin Figure 10 une comparaison des différente s
versions (hiérarchiques et non hiérarchiques) de l'algorithm e
EM sur une image de la base de donnée du GDR-PRC ISIS,
représentant des cellules de fibre musculaire (d'autres résultats
sont commentés dans [31]) . Pour comparer ces algorithmes, nous
Ies avons placés dans les mêmes conditions (le nombre de classe s
est fixé à 4, et l'initialisation (Figure 10b), obtenue par maximum
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Tableau 2 . - Moyennes et variances des classes estimées
par les différentes versions de l'algorithme EM (voir image Figure 9)
Moyennes Variance s
#1 #2 #3 #4 #5 #1 #2 #3 #4 #5
20 50 100 150 210 25 100 400 144 225
41,4 52,3 141,9 155,2 157,0 280,4 70,3 66,3 54,2 1180, 3
60,4 49,6 109,4 148,1 197,0 2255,5 128,8 2150,3 276,8 1441, 4
21,3 49,5 119,6 149,4 202,1 182,3 105,5 778,4 138,8 545,2













Figure 9. - Résultats de différentes versions de l'algorithme EM sur une
image synthétique (les effets de blocs apparaissant sur ces images sont liés à
l'agrandissement des images et non aux modèles) . a) Image bruitée 64 x 64,
b) Vérité-terrain, c) Classification (MCEM aveugle), d) Classification (EM
gibbsien), e) Classification (EM sur l'arbre), f) Classification (MCEM sur
l'arbre).
On remarque que 1'EM gibbsien et l'EM sur le quadarbre ne
parviennent pas à s'affranchir de la (relative) mauvaise initialisa-
tion (voir Figure 10b) et ne discriminent pas le fond (en blanc sur
la Figure 10) et les cellules claires . Ceci n'est pas le cas de l' algo-




Figure 10. - Résultats des différentes versions de l'algorithmeEM sur l'image
« muscle » . a) Image originale 256 x 256, b) Initialisation (maximum de
vraisemblance), c) Classification par le MCEM aveugle (nb iter = 52, M =
10) . d) Classification par l'EM gibbsien (nb iter = 41, M = 50). e)
Classification par l'EM sur l'arbre (nb iter = 3). f) Classification par le
MCEM sur l'arbre (nb iter = 228, M = 10) .
les propriétés des algorithmes EM qui sont très sensibles à l'ini-
tialisation . Là encore le MCEM « aveugle » produit des résultat s
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Tableau 3. — Résultats sur l'image synthétique 64 x 64 de la Figure 9a .
(nb iter désigne le nombre d'itérations à convergence, M désigne le nombre
d'échantillons tirés aléatoirement dans les algorithmes stochastiques) .
Algorithme Taux de bonne
classification M nb iter Temps cpu
MCEM aveugle 58 10 338 26 mn
EM gibbsien 95 50 341 3 h 12 m n
EM arbre 97 10 • 45 s
MCEM arbre 98 10 228 19 mn
On rappelle que la vraisemblance conjointe de (X, Y) peut se
mettre sous la forme suivante (cf. Eq . (22)) :
P(x , y l (D)_H P (yslxs, nD ) P(xrI il))
	




En reprenant les notations du paragraphe 5 .2, les deux étapes d e
l'algorithme EM s'écrivent comme suit .
Etape E : calcul de l'espérance




E[log P(X , yl~)I y, ~ (k)]
_
	
[log P(yslXs, (D )ly, (D (k) 1
s
+E ]E [logP (XsIXs—,*)ly,* (k) ]
Dans cet article nous avons présenté, pour la classe des modèle s
markoviens non linéaires définis sur le quadarbre, un ensembl e
d'algorithmes originaux permettant l'estimation supervisée et no n
supervisée en analyse d'images . Différents estimateurs (MAP,
SMAP, MPM) et techniques d'estimation non supervisée de s
paramètres de ces modèles (EM, MCEM) ont été décrits . Le s
propriétés de ces modèles et algorithmes ont été étudiées sur u n
exemple simple de classification d'images et comparées à celle s
de modèles spatiaux non causaux classiques . Les algorithmes sur
le quadarbre ont montré, dans ce contexte, leur supériorité su r
les algorithmes de relaxation spatiale . Cette supériorité est trè s
significative en termes de complexité algorithmique mais apparaî t
également, de façon plus inattendue au niveau de la qualité de s
champs estimés . Les effets de blocs, inhérents à cette classe de
modèle, sont en particuliers peu sensibles sur les images réelles .
Les résultats expérimentaux reproduits ici sont bien entend u
préliminaires et ont été présentés à titre illustratif. Il conviendrait
en particulier d'analyser, sur d'autres problèmes d'imagerie, et
avec un nombre significatif d'images représentatives, les pro-
priétés de ces modèles et algorithmes et de les comparer aux
autres représentations markoviennes d'images : modèles spati -
aux causaux (chaînes de Markov, réseaux de Markov, champs d e
Pickard), modèles spatiaux non causaux (champs de Gibbs) .
Par ailleurs, le champ des modèles markoviens définis sur de s
graphes hiérarchiques plus complexes que le quadarbre n'a ét é
que très partiellement exploré [8,26] et mérite qu'un effort de
recherche plus important lui soit consacré .
En conclusion, nous pensons que les modèles hiérarchiques défi-
nis sur l'arbre devraient constituer une alternative très attractive
aux modèles spatiaux classiques, en raison de la faible complexité
calculatoire de leur mise en oeuvre et de leur capacité naturell e
à fusionner, suivant l'approche bayesienne, des informations s e
présentant à des résolutions différentes .
Annexe A : Algorithme EM sur le quadarbre
On considère un processus markovien (X, Y) défini sur le quadar-
bre et vérifiant les propriétés du paragraphe 3 .2 . X est le processu s
caché, Y est observé .
s> r




= ily, (D( k )) log P(ys lXs




log P(Xs = jI Xs— =z, li )
+ ~ P(Xr = ~ Iy, *( k )) log P (Xr = i l
R
= E E L P(Xs = ily,* (k))log nys)
n.=o sES'" i




P (Xr = zly, icli (k) ) log 'Tri
Etape M : maximisation de l'espéranc e
Il s'agit de trouver les paramètres 4. = Ir (l), a i„ Tri } qui maxi-
misent Q(4cilili( k )) . Ce problème d'optimisation (sous contraintes :
r (l) = 1,
	
a i,; = 1, ) iri = 1) se résout classiquement à
j
l'aide de la technique des multiplicateurs de Lagrange . On obtien t
alors les formules de ré-estimation suivantes (calcul de ili (k+1) en
fonction de ilci (k) ) :
E P(Xs = i l y, ~ (k) )
	
E esk) ( i )
n (k +l .) (l) _ sES n :s=l




E P(xs =f, Xs— = ily>* (k) )
	












* (k) ) = S rk) (~)
sES n :Y = 1
P(X s— =
	
* (k) ) E s>r c s~)(i)
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Annexe B : Algorithme MCEM sur le quadarbre
On considère un processus markovien (X, Y) défini sur le quadar-
bre et vérifiant les propriétés du paragraphe 3 .2 . X est le proces-
sus caché, Y est observé . L'algorithme MCEM consiste à tirer,
à l'itération k, et en chaque site s du quadarbre, M étiquette s
xs (1), • • • , xs (M) selon la loi P(x1 y, (k) ) .
En reprenant les notations du paragraphe 5 .3, les deux étapes de
l'algorithme MCEM s'écrivent comme suit .
Etape E : calcul de l'espérance
Dans l'étape E, l'espérance est approchée par :
M
En introduisant les notations :
x s( m ) = ~
m=1
M
~~k) (z , 3) ~ M
	
ll xs (m)=j, xk ( m) = i
m= 1
on obtient des formules de ré-estimation similaires à celle s
obtenues pour l'algorithme EM (cf. Annexe A) :








IEX l Y,, [, [log P X, yl'D )Iy, I' (k) log P(xk ( m ) , yl nl) )
=
( ,1)14> (k) )
	 >r	 's k) (~,7 )
E s> r s(k)ri)












[ E logP ( ys 1 xs(m), cl) )
m=1 s
+ E log P(4 (m)14_ (m), (D )
s>,-
+ log P(4 (m) I ~) ]
M R1




+ log '7xr (m) ]
M : maximisation de l'espérance
Il s'agit de trouver les paramètres = {f, (1), a i,, 'tr i } qui maxi -
misent (ek)) . Ce problème d'optimisation (sous contraintes :
E r(l) = 1,
	
a i3 = 1,
	
= 1) se résout classiquement à
l'aide de la technique des multiplicateurs de Lagrange . On obtien t
alors les formules de ré-estimation suivantes :
M
M
E E I xs ( m )=i
sES'' m= 1
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