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Abstract
The aim of this work was to increase understanding of drug dissolution in a phar-
maceutical test device. The thesis that simulation is useful for pharmaceutics is
developed and argued on the basis of three main investigations. These three dis-
tinct studies are each inspired by the original problem of tablet dissolution in the
type two United States Pharmacopeia (USP) dissolution test apparatus, the USP
apparatus. In the first study, a new finite-difference approximation to the initial
drug mass transfer rate from dissolving cylindrical tablets, consisting of alternating
layers of drug and inert material, is presented. Among other things, the primary
reasons for error in previous studies are shown to be the assumption of a constant
mainstream flow velocity in the USP apparatus and the differing implementation of
a surface boundary condition. Extensions to this earlier work are presented. The
second study relates to the flow around the top of a cylinder using a commercial
fluid dynamics code. Applied to a complementary problem in wind energy, where
it is recommended that wind-speed measurements are taken at least five diameters
above the top of meteorological towers for accuracy, the solution techniques are rel-
evant to the flow around a cylindrical drug compact. The third study considers one
possible end-state of a dissolving tablet: fragmentation with dissolution continuing
from the disintegrated solid masses. Indications are that, for particles of diameter
100 microns and smaller, forced convection effects are negligible in the USP appa-
ratus. It is intended that the reader is left convinced of the usefulness of simulation
for investigating pharmaceutical processes.
1
Chapter 1
Introduction
Pharmaceutics is about delivering drugs with precision [3]. Recently, a need to
reduce risk1 is motivating a shift towards the computer simulation of biological
systems and pharmaceutical processes [4; 5]. Simulation in drug development will
potentially lead to more successful products, fewer failures and faster time to market
[6].
The dissolving compact, or tablet, is the most widely used method of drug deliv-
ery2 [7]. Tablets typically consist of mixtures of the active ingredient(s) and various
other components, known as excipients. Excipients are generally biologically inert
materials used to modify some aspect of tablet performance. Dissolution tests are
used to ensure consistency during tablet manufacture, to assess the dissolution char-
acteristics of a particular tablet design, to establish in vitro/in vivo correlations, and
to predict how the drug will perform in the body [8; 7; 9]. Dissolution tests also form
a part of the drug approval process. The United States Pharmacopeia (USP) Type
2 Paddle Dissolution Apparatus, from here on referred to as the USP apparatus, is a
standard dissolution test device, used by the Food and Drug Administration (FDA)
and the pharmaceutical industry [10]. Although the USP apparatus is much used,
1Risk in the broadest sense, which includes the risk and associated financial costs of uncertainty
in data, risk to the well-being of animals and humans and so forth.
2Tablets are normally taken orally and are designed to dissolve at specific points in the gastroin-
testinal (GI) tract. Other types of delivery systems targeting the GI tract exist [7].
2
detailed theoretical descriptions of its characteristics are still not well developed.
1.1 Mathematical and Numerical Models of Dissolution
in the USP Apparatus
Higuchi’s model of dissolution was developed as part of a study of the dissolution
rates of polyphase, or multi-component, tablets3 [11]. Recent work, carried out with
two-component tablets (i.e. consisting of one drug and one excipient, dissolving
in the USP apparatus), has shown that the theoretical dissolution rates predicted
using this model do not always agree well with observed dissolution rates [12]. Using
experiments and computer simulation, researchers have identified three examples
of dissolution physics that are not captured by Higuchi’s model; these are: (1) pH
changes close to the surface of the dissolving tablet [13; 14], (2) the effect of excipient
particle size [12], and (3) the effect of complex hydrodynamics, such as those found
in the USP apparatus [15; 16; 17; 18; 19].
In 1998, the PSUDO project was launched [20]. PSUDO was a proof of con-
cept study, designed to demonstrate how computer simulation can be used to model
tablets dissolving in the USP apparatus. Healy and Corrigan’s observation that
increasing excipient particle size increases the drug dissolution rate [12] suggested
a sensible starting point for the investigation. Could a code be developed to model
diffusion and advection from a surface composed of isolated areas of an excipient
and a drug, i.e. from the surface of a two-component tablet in the USP apparatus?
To answer this, the project considered simple one- and two-component tablets, con-
structing successful (semi-)analytical and numerical solutions for drug dissolution
rates.
Results from the PSUDO project have been published in two tracks: (1) studies
of USP apparatus hydrodynamics and (2) mathematical and computational models
3Polyphase tablets consist of more than one chemical component.
3
of diffusion and advection. Taking as our starting point results from the second
track, described in [21; 17], the initial research question arrived at was, how can we
build on this work and improve our understanding of tablet dissolution in the USP
apparatus?
1.2 Thesis Aims
The aim of this work was to make progress in understanding drug dissolution in a
pharmaceutical test device. In vitro tests are critical to pharmaceutical development
yet their physics are not well understood. In what follows, the thesis that simulation
is useful for pharmaceutics is developed and argued through the presentation of three
main, separate investigations. These three distinct studies are connected to one
another in that they are inspired by the original problem of tablet dissolution in the
USP apparatus. Simulations of aspects of drug dissolution are of utility, not only as
isolated studies, but also as part of the development of a broader framework, which
includes previous and future work, for the simulation of pharmaceutical processes.
1.3 Thesis Structure
1.3.1 Study 1
In the first study, the starting point and core of the thesis, a Crank-Nicolson finite-
difference approximation to the drug mass transfer rate from dissolving cylindrical
tablets, consisting of alternating layers of drug and inert material, is presented. Re-
sults are compared with recent solutions to the same problem and with previous
experimental results produced using the USP apparatus. This first study is pre-
sented in Chapters 2 (literature review), 3 (theory and methods) and 6 (results and
discussion).
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1.3.2 Study 2
The second study investigated the flow around the top of a cylinder using a com-
mercial fluid dynamics code. A specific application to a complementary problem in
wind energy is considered. In addition to other sources of error, accelerated airflow,
or speed-up, around the top of cylindrical meteorological (met) towers can cause
incorrect wind-speed measurements. A particular configuration is considered where
an anemometer, a device used to measure wind-speed, was located only 2 tower
diameters above a met tower.
The second study is presented in Chapters 4 (literature review, theory and meth-
ods) and 7 (results and discussion).
1.3.3 Study 3
The third part of this work considers one possible end state of a dissolving tablet:
fragmentation into small particles with dissolution continuing from the disintegrated
solid masses. A framework for calculating the motion of and dissolution from a drug
particle moving through the USP apparatus is outlined, beginning with a review of
the classical work of Taylor and Glauert, who considered the motion of raindrops in
airflows [22; 23].
The third study is presented in Chapters 5 (literature review, theory and meth-
ods) and 8 (results and discussion).
1.4 Summary
In the conclusion, this work is placed in context and the possibility of a complete
treatment of drug dissolution in the USP apparatus is discussed. The aim of this
work was to increase understanding of drug dissolution in the USP apparatus and
the three studies presented each represent an aspect of an overall solution. Most
importantly, however, the thesis presented is that simulation has significant potential
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for pharmaceutics. The purpose of what follows is to demonstrate this to the reader.
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Chapter 2
Literature Review, Study 1
2.1 Introduction
A drug is a therapeutic or diagnostic entity and a drug delivery system (DDS) is
a system for delivering drugs into the body [24]. Pharmaceutics is concerned with
designing drugs and their delivery systems [7]. Two decades ago, the disciplines that
contributed to pharmaceutics included chemistry (analytical, medicinal and biolog-
ical), pharmacology (the study of the effect of drugs on organisms), toxicology and
clinical medicine [25]. Today, new technologies and better theoretical understanding,
drawing from disciplines such as applied mathematics, engineering and especially
computing, have broadened the scope of pharmaceutics to include bioengineering,
computer simulation, computational biology and bioinformatics, genomics and struc-
tural genomics, all of which can be classed as biotechnologies [26; 27; 28; 29]. Small
biotechnology companies, many of them 21st century start-ups, have rapidly estab-
lished themselves as the innovators of the pharmaceutical industry, bringing ideas
from academia to the factory [27].
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2.1.1 Drug Delivery Systems
Controlled Drug Delivery Systems
Drug delivery systems, specifially controlled drug delivery systems, are designed to
deliver a drug with precision [30]. There are three main categories of controlled
drug delivery systems, (i) controlled release delivery systems, (ii) localised delivery
systems and (iii) targeted delivery systems [31]. Localised systems attempt to con-
fine the drug to an organ or space in the body, while targeted systems affect only
particular cell types, e.g. cancer cells.
Controlled-release systems deliver drugs at a predetermined rate appropriate to
the disease, maximising the drug’s effectiveness while minimising the risk of over-
dose and toxic effects [32; 28]. Controlled-release systems are important for treating
illnesses such as diabetes, where precise delivery with time is critical and undesir-
able effects1 can be fatal. Controlled-release systems can also eliminate unpleasant
administration methods such as parenteral delivery (injections) and increase patient
compliance and comfort [33].
In the 1950s, Smith Kline & French introduced the first controlled-release medicine,
Dexedrine, in a device the company called a Spansule [34]. It quickly released the
required initial dose and then slowly and gradually released many extremely small
doses to maintain a therapeutic level lasting from 10 to 12 hours [35]. This was
achieved by using between two and eight groups of drug pellets, each group coated
with a different thickness of slowly dissolving inert material. The spansule used the
dissolution characteristics of the drug and coating to control the drug release.
Diffusion- and dissolution-controlled systems can be classified broadly as primar-
ily subject to either bulk erosion or surface erosion, although other advanced devices
also exist including implantable microchips with onboard drug reservoirs [28]. By
bulk erosion is meant that drug mass is lost uniformly throughout the system. Ero-
1Such effects include dose dumping, the rapid release of drug at a rate that quickly leads to toxic
levels of drug in the bloodstream [3].
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Figure 2.1: Smith Kline & French’s controlled release Spansule delivery system.
Drug delivery is regulated with pellets coated with varying thicknesses of a slowly
dissolving material. Reproduced from [35].
sion rates depend on the volume of the compact. Surface eroding systems erode
from the outside to the inside of the system and the erosion rate depends on the
surface area of drug exposed [32]. The spansule system depended on surface erosion
(Figure 2.2).
The dissolution rate of drug from a delivery system can be classed as [7]:
• Zero Order :
dc
dt
= −k. In this case, the dissolution rate of a drug is constant,
k, and independent of its concentration in the solution, c. The solution to this
equation is the linear equation, c = C0 − kt, where C0 is the concentration at
time t = 0.
• First Order :
dc
dt
= −kc; where the dissolution rate depends linearly on c. The
solution can be written as a linear equation in the form lnc = lnC0 − kt.
• Second Order :
dc
dt
= −kc2; where the dissolution rate depends on c2. The
solution to the second order release equation can be written as a linear equation
in the form
1
c
=
1
C0
+ kt.
With zero order, or constant rate, delivery systems, a uniform concentration of
drug is always available for absorption within a defined therapeutic window [36]. A
zero order drug release profile is the primary aim when designing controlled release
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Figure 2.2: (a) Zero, (b) first (solid line) and second (dashed line) order release rates
from a tablet with normalised variables.
systems [33]. Surface eroding systems have an advantage in that they can poten-
tially achieve zero order drug release if the surface area of drug does not change
during erosion. Surface eroding systems also minimise the risk of dose dumping
[3]. When surface erosion is the primary mechanism, the drug release rate can be
modified with excipients of known dissolution properties. Excipients are generally
biologically inert materials that, together with the drug(s), form the delivery sys-
tem [7]. Tablets, or compacts, often consist of uniform, compressed mixtures of drug
and excipient. Recent investigations of dissolution from surface eroding systems has
involved considering simple 1- or 2-component cylindrical compacts [12; 21]. These
2-component, or binary, compacts consist of equally spaced, alternating layers, of
one drug and one excipient [21] (Section 2.1.1). These are referred to in this thesis
as multi-layer compacts.
Multi-layered Tablets
In pharmaceutics, a multi-layered matrix tablet is a drug delivery device which
consists of a matrix core containing the active solute, or the drug, and one or more
barrier layers on one or both sides of the tablet [33]. These barriers take the form of
modulating layers of excipient, formed during tablet manufacture. The modulating
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Figure 2.3: The difference between surface and bulk erosion. Black denotes a high
concentration of drug. Reprinted from [37], Copyright (2001), with permission from
Elsevier.
layers slow the interaction of the drug and the solvent by (i) limiting the surface area
of solute exposed to the solvent and (ii) controlling the penetration rate of solvent
into the matrix core. Modulation layers extend the time it takes for the drug to
dissolve, preventing dose dumping, and lead to linear, or zero-order, dissolution
rates [38; 39; 36; 33].
Layered compacts are uncommon in practice, though similar devices have been
proposed as viable delivery systems. Conventional matrix tablets containing drugs
are generally not zero-order, the release rate falls continuously with time [38]. Al-
though multi-layer systems usually attempt to achieve a zero-order release rate, some
multi-layer systems have been designed to achieve bimodal release [38]. Bimodal re-
lease consists of an initial rapid release of drug followed by a constant release phase
and a second period of rapid release [38].
The state of the art in multi-layered tablet design includes zero-order release
sustained systems, quick/slow systems, time-programmed systems and bimodal sys-
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tems [33]. A 3-layer tablet architecture that achieves near zero-order release is
outlined by Qiu et al. [40]. The middle layer contains the active drug. This is
sandwiched between water-soluble or water-insoluble barrier layers. Geomatrix is a
well known patented multi-layer delivery system [41]. Based on work carried out at
the University of Pavia in the 1980s, Geomatrix is licensed by SkyePharma and is
used by companies including Sanofi-Aventis [42]. Geomatrix is designed to deliver
a constant rate of drug when in the stomach and the intestines. In addition to
achieving near zero-order performance, multi-layer systems have the advantage of
low-cost and ease of manufacture [33].
2.1.2 Dissolution Testing
Dissolution testing has evolved over the past three decades to become a critical com-
ponent of pharmaceutical R&D and manufacturing [7; 9]. Broadly speaking, there
are three main reasons for carrying out dissolution tests: (i) to ensure consistency of
output during manufacture, (ii) to assess the factors affecting the bioavailability of
the drug and (iii) to make predictions about the performance of the delivery system
in vivo. It is thus an important test from a clinical perspective [9].
In general, a drug must be in the form of a solution for absorption across the
membranes of the gastrointestinal tract into the circulatory system [43; 7]; this
means that the design of new formulations and specifications are often guided by in
vitro dissolution tests which mimic conditions in the GI tract, e.g. USP dissolution
apparatus [44; 18]. The effect of changing formulation and manufacturing process
variables can be assessed with dissolution testing [7].
In making in vivo claims based on in vitro data, it is important that an in vitro
in vivo correlation (or IVIVC) is clearly established [8]. In vitro in vivo correlation
in this sense refers to the relationship between the in vitro dissolution of the drug
in the test apparatus and the release or absorption of the drug in vivo, in a patient
[7]. In vitro dissolution tests certainly capture some of the physics of in vivo ab-
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Figure 2.4: Multi-layered matrix tablets. Reprinted from [33], Copyright (2004),
with permission from Elsevier.
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sorption, in that, for example, the USP defined dissolution apparatus can contain a
stirred solution of 0.1M HCl, approximating stomach conditions. Although dissolu-
tion tests have developed primarily as manufacturing quality controls and to guide
the development of new delivery systems, not as simulations of in vivo delivery [7],
it is possible to state with confidence that dissolution tests do indicate if the de-
livery system disintegrates correctly [9]. In addition, the availability of a drug for
gastrointestinal absorption from solid dosage forms is often reflected by the in vitro
dissolution rate [45]. However, dissolution tests can only be used to generate in
vitro /in vivo correlations (and possibly as in vivo surrogates) under strictly defined
conditions [8].
Recent analyses of the USP standard dissolution apparatus have indicated in-
trinsic variability in its operation: the extent to which in vivo absorption can be
correlated with in vitro drug dissolution standard testing devices is not at all certain
[15; 18] and it can therefore be difficult to build consistent correlations.
This variability also has serious implications for quality assurance on pharma-
ceutical production lines. One of the more common dissolution testing devices is the
USP Type 2 Paddle Dissolution Apparatus [10], i.e. the USP apparatus referred to
throughout this document. This consists of a covered transparent vessel, made of
an inert material and filled with a dissolution medium (Figure 2.5). The compact
is placed at the bottom of the device. Water is generally used as the dissolution
medium but other media may be used as specified by the pharmacopeia, e.g. dilute
HCl. The vessel is cylindrical with a hemispherical bottom and a paddle is used to
stir the dissolution medium at constant rate as specified by the USP. The tempera-
ture inside the vessel is maintained at 37◦ ± 0.5 ◦ by placing the vessel in a water
bath or using a heating jacket.
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Figure 2.5: Schematic of the USP Type 2 Paddle Dissolution Apparatus.
2.1.3 The Cost of Drug Development
The total costs involved in developing a new drug (or new chemical entity, NCE ) and
its delivery system are significant and continuing to increase. Estimates, corrected
for inflation, range from $138 million in 1976 to $802 million in 2003 [46; 47; 48], or
even higher [49; 50]. Interpreting these figures is outside the scope of this thesis but
it is clear that the major contribution to development costs is the increasingly low
probability of success of any one NCE [51; 52; 53]. Only about five in every 10,000
compounds developed gets as far as human trials and of those that do, about one
in 5 makes it to market as a drug [51; 52; 53]. Thus we can say that in developing
NCEs, the pharmaceutical industry is facing significant challenges [54; 5].
As drugs have become more specialised and sophisticated in their therapeutic
goals, with personally tailored drugs not far off, their construction, discovery and
development have become correspondingly more difficult. Increasingly stringent
regulations [55] together with correspondingly sophisticated mandatory clinical trials
have increased cost and development time [47; 52] and the risk of failure [54; 56]. In
the USA, the average time taken from the start of clinical testing to approval is still
more than 7 years and there has been an upward trend in the total development
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time from NCE discovery to DDS approval since the 1960s [47]. In 2005, it was
between 12 and 15 years [53]. Problems that appear at the end of clinical testing
can seriously damage a company’s finances [54] [e.g. GTC Biotherapeutics’s Atryn
and Elan’s Tysabri 57; 58; 59; 60].
The increasing financial cost of drug development is a function of (1) techni-
cal uncertainty, (2) regulatory uncertainty and (3) market uncertainty [47]2. The
promising NCE must be discovered, understood and developed into an effective
DDS, it must be safe and, most importantly, it must be in demand.
Aspects of the pharmaceutical development process are also costed using ethical
rather than economic measures. In vivo animal trials are presently necessary but
undesirable [61] and provoke controversy [62]. There is a consensus that the refine-
ment, reduction and eventual replacement of animals in pharmaceutical research are
pursuits of critical importance [63; 64]. Indeed, they are central tenets of the health
strand of the EU’s Seventh Framework Programme for Research [65].
The priority for modern pharmaceutical companies is therefore to control costs,
measured both economically and ethically, while maintaining standards [46; 54].
2.1.4 Simulation and Pharmaceutics
In 1975, Chapman, Mark and Pirtle [66; 67] laid down three practical aspirations
for simulation in aerospace, namely to provide flow simulations that are impossible
to produce using wind tunnel tests or other experiments, to cut the time and cost
of building flow simulations and to provide more accurate flight simulations than
wind tunnels can. Since then, the aerospace industry has embraced simulation [68].
Adapting the motivations for adopting computational fluid dynamics [66; 69; 70]
to pharmaceutics, we can write that computer simulation: (1) reduces research and
development lead-times, (2) can investigate pharmacokinetic mechanisms not easily
reproducible in experimental models, (3) can provide more detailed and compre-
2In recent years, litigation costs have also added to the overall cost of drug development. The
failure of prospective drugs during clinical trials, however, remains the single biggest factor.
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hensive information, (4) could reduce all costs and (5) could be more efficient than
experimental testing. The use of simulation in drug development has the potential
to yield more successful products, fewer failures and faster time to market [6].
Computer simulation may have an impact on all aspects of pharmaceutics, from
discovery through to final clinical testing [71]. With the completion of the human
genome project and the explosion in bioinformatics technology, the number of molec-
ular targets for drugs is expected to jump from approximately 500, in 2003, to many
thousands within a few years; in addition, the analysis of the human genome is ex-
pected to eventually speed drug development [72; 4]. With better understanding,
the number of drug candidates for a particular target can be optimised in silico for
high-throughput physical screening. Multivariate statistical computer simulations
can help in the design of clinical tests, to predict the results of clinical studies and
identify those with a satisfactory probability of success [73]. Simulations of drug
delivery devices could predict the effect of changing process or formulation variables
on the resulting drug release profile [37; 74].
Although many simulation companies have concentrated efforts on drug discov-
ery tools, there are some working on physiologically based pharmacokinetic (PBPK)
simulation [75; 76; 77]. An example of this is the Israeli firm Optimata which has
conducted clinical trials at Nottingham City Hospital in Britain and Soroka Med-
ical Center in Negev of a simulation tool used to optimise therapeutic regimes for
cancer patients [78]. Optimata has already successfully modelled protocols for drug
delivery in animals [79].
The convergence of computing and engineering capability, the need for pharma-
ceutical companies to reduce R&D risks, and an acceptance of the interdisciplinary
nature of pharmaceutics by pharmacists and biologists are all contributing to the
growing importance of simulation [80; 81]. About half of the top 40 pharmaceutical
companies are using simulation and modelling tools [4]. According to extrapolated
possible scenarios, by 2015 computer modelling and simulation will be core to drug
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development [4; 5].
Russell and Burch outlined benchmarks for the ethical, legal and scientific use of
animals in research and development, introducing the idea of the 3 Rs: replacement,
reduction and refinement [61; 82; 83; 64]. Our understanding of the body at all levels
is improving continuously [6]. At one extreme of our understanding are results from
the human genome sequencing project [84]. At the other extreme, researchers are
constructing models of complete organs [85]. IBM’s Blue Gene project has as one
of its main objectives the application of Blue Gene’s computational resources to
significant scientific problems and the project has identified protein folding as its first
challenge [86]. The combination of constantly improving theoretical understanding
and computing technology is allowing an increasingly large number of processes to
be simulated at all levels of biological organisation; this may culminate in models
of the human body that, for all required purposes, are in silico human systems.
At the very least, computer simulation has the potential to reduce the need for
experimental testing, both in vitro and in vivo testing.
2.2 Drug Dissolution Modelling
The theory of dissolution has been studied for over a century and it is a century since
it was established that dissolution takes place in two stages [87; 88]. The first is the
separation of drug molecules from the surface of the solid to form a solution saturated
with drug at the solid-liquid interface. In practice, this is achieved by maintaining
the concentration of drug in the solid to be very much higher than the drug solubility
[32]. The second stage is the mass transport of the drug from this saturated layer
into the bulk solution [88]. This second stage has most influence on the dissolution
process. In general, the mass transport is the result of two mechanisms, diffusion
and convection, described by the concentration boundary-layer equations3.
3The concentration boundary-layer is a thin layer of fluid in the immediate vicinity of a diffusing
surface where the concentration gradient normal to the surface is very large [89].
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2.2.1 Classical Work
Noyes and Whitney
The original and most famous model was developed over a century ago by Noyes
and Whitney [87]. Based on observation of two quite different materials dissolving
in distilled water, Noyes and Whitney deduced the general law:
∂c
∂t
= k(Cs − c) (2.1)
where Cs is the solubility of the substance, or the concentration of its saturated
solution; c is the concentration after a time t, and k is a constant of proportionality.
Integrating this equation with appropriate assumptions gives:
k =
1
t
ln
Cs
(Cs − c)
(2.2)
Noyes and Whitney obtained values for the solubility Cs and the concentration c
for several values of t. With these values and Equation (2.1), values for the constant
k were determined for benzoic acid and lead chloride dissolving in distilled water.
As they revealed, k remains constant for a particular binary system of a solute
A and solvent B.
Nernst and Brunner
The work of Noyes and Whitney was later modified by Nernst and Brunner [90; 91].
Nernst and Brunner proposed the two-stage dissolution process that still has cur-
rency today [88; 20]. They observed that during dissolution, (i) the layer of solution
at the solid-liquid interface reaches saturation concentration almost immediately, af-
ter which (ii) diffusion takes place across the diffusion layer. In addition, Nernst and
Brunner assumed that the fluid in this diffusion layer was stagnant. Although this
model is very useful, later work showed that these assumptions are not necessary
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[92]. The processes at the solid-liquid interface do not need to be instantaneous,
only rapid relative to the processes in the diffusion layer. In addition, the fluid in
the diffusion layer does not need to be stagnant. Under many practical conditions,
such as those found in the USP dissolution apparatus, this assumption is unrealistic.
The diffusion layer can have both velocity and concentration profiles normal to the
surface. This is an expression of the concept of the boundary-layer [93; 89]. Never-
theless, the models of Noyes and Whitney and Nernst and Brunner do yield useful
results for sink conditions, i.e. if the concentration of the solute never exceeds 10%
of Cs [87; 92; 88].
The Noyes-Whitney equation for sink conditions is generally written in the form:
dm
dt
=
DACs
h
(2.3)
where
dm
dt
is the mass transfer rate, and the constant of proportionality C is
replaced withDA whereD is the diffusion coefficient, generally defined as a quantity
having the units [m]2[s]−1, h is the effective diffusion layer thickness and A is the
surface area available for dissolution [94; 7].
Higuchi
Higuchi’s model was developed as part of a study of the dissolution rates of multi-
component, or polyphase, tablets where the dissolving crystalline components A and
B form an intimate, uniform, non-disintegrating mixture and are assumed not to
interact with one another [11].
Higuchi observed that, when exposed to a solvent, the dissolution rates of the
two components can be described in the initial stages by the Noyes-Whitney model.
After a short period of time, however, one of the phases will be depleted at the
solid-liquid interface. This is because the ratio of the diffusion-controlled dissolution
rates of the two components (DAC
0
A/DBC
0
B) is not proportional to the ratio of the
amount, or mass, of each component (NA/NB) originally in the mixture at the
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surface, i.e. one component may dissolve faster than the other. DA and DB are the
dissolution coefficients of A and B in the solvent respectively and C0A and C
0
B are
the solubilities of A and B. After a time t1, a thin layer extending to just below
the surface will consist of only one of the components. Aside from the exceptional
critical situation (when NA/NB = DAC
0
A/DBC
0
B), the thin layer will consist entirely
of either A or B after a time t1; these, Higuchi called situations A and B respectively.
Taking situation A, when the surface is purely made up of component A after a
time t1, Higuchi defines two important positions, S1 and S2. S1 is the solid-liquid
interface at the surface, while S2 is the interface between the bulk solid mixture and
the solid phase A layer just inside the surface. ∆S = S2 − S1. Since A is at the
surface, the dissolution rate of A is given as:
GA =
DAC
0
A
h
(2.4)
where h is the effective diffusion layer thickness. What Higuchi calls the mass
dissolution rate GA, therefore, is in fact the dissolution rate per unit surface area
or the mass flux.
Molecules of B, however, must pass through not only the diffusion layer thickness
h, but also through the solid layer of phase A, of thickness ∆S. Higuchi then writes
the mass flux of component B from the surface as
GB =
DBC
0
B
h+ τ
ǫ
∆S
=
NB
NA
GA (2.5)
where τ and ǫ are the tortuosity and porosity of the solid phase A respectively.
The porosity is a measure of how well packed the solid is or how much empty
space between component particles exists4 while the tortuosity is a measure of the
increase in distance a diffusing molecule travels due to bending and branching of
4In pharmacy, porosity can be defined as a function of the ratio between the apparent and true
densities of a tablet, i.e. ǫ = 1−
ǫapparent
ǫtrue
[95].
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pores between voids in the solid components [95; 96]5. τ and ǫ are usually expressed
as dimensionless ratios or percentages [7].
Equations (2.4) and (2.5) are valid for steady-state sink conditions and when
no phase B remains in solution within the pores of the thin A phase layer. This
is true for most practical situations. These equations, along with similar equations
for the reverse situation when A dissolves faster than B, were used by Higuchi to
predict the dissolution from discs of benzoic and salicylic acid dissolving in 0.1M
HCl. His results matched well for many systems and Higuchi’s model is still relevant
and useful today.
2.2.2 Contemporary Work
Recent work, carried out with two-component tablets, i.e. consisting of one drug
and one excipient, dissolving in the USP apparatus, has shown that the theoreti-
cal dissolution rates predicted using Higuchi’s model do not always agree well with
observed dissolution rates. Researchers, using experiments and computer simula-
tion, have identified three examples of dissolution physics that are not captured by
Higuchi’s model. These are: (1) pH changes close to the surface of the dissolving
tablet [13; 14], (2) the effect of excipient particle size [12; 97; 98], (3) complex hy-
drodynamics, such as those found in the USP apparatus [15; 16; 17; 18; 19]. The
effect of particle size was particularly interesting; large particles of fast-dissolving
excipient seem to increase the drug dissolution rate. One explanation is that, once
dissolved, large particles leave behind large pores on the compact surface, increas-
ing the effective surface area of drug exposed to the solvent for all values of drug
loading. This mechanism is, however, not well understood.
Nevertheless, this explanation suggested theoretical and experimental investiga-
tions of how drug and excipient dissolution properties affect the surface area of drug
5Tortuosity is normally defined as the ratio of the actual path length through the pores to the
Euclidean, or shortest, distance, i.e. τ =
Eactual
EEuclid.
. A straight pore has a tortuosity of exactly one,
expressed as a ratio [96].
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Figure 2.6: An idealised multi-layer compact.
and its delivery rate during dissolution [21]. To this end, recent work has involved
modelling simple one or two component cylindrical compacts, dissolving in the USP
dissolution apparatus. The two component compacts consist of equally spaced al-
ternating layers of one drug and one excipient. These idealised multi-layer compacts
are referred to as simply multi-layer compacts in the remainder of this thesis.
Researchers chose the multi-layer configuration for reasons including: (i) it is
a simple starting point, with well-defined regions of drug and excipient [21], (ii)
techniques used to model this system may be applied to uniformly mixed multi-
component compacts [20] and (iii) a multi-layer code had already been written [99].
The PSUDO Project
The PSUDO6 proof of concept project, initiated in 1998, demonstrated how com-
puter simulation can be used to model compacts dissolving in the USP apparatus
[100; 20]. This project followed on from earlier investigations in Trinity College
Dublin into the validity of Higuchi’s Model [14; 99; 12].
The PSUDO project focused on understanding and modelling multi-component
compacts dissolving in the USP apparatus. The numerical code was based on a fi-
nite element model [99]. During the course of the project, experiments showed that
the hydrodynamic conditions in the device were complex, confirming work from the
6Parallel SimUlation of Drug release cOde. Funded by the European Union Fourth Framework
Programme for Research. PSUDO was a collaboration between Hitachi, Elan and the Schools of
Pharmacy and Mathematics at Trinity.
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1990s [14; 12]. The project concluded in 2000 and was considered a qualified success,
falling short of its target to fully model two component dissolution but demonstrat-
ing reasonable agreement between in silico and in vitro results for single component
compacts and initial multi-component investigations [20]. In the final report, phar-
macists from Elan and Trinity noted that experimental and numerical results for a
single component were in reasonable agreement but that there was still work to be
done for two-component systems and in considering the complicated flow patterns
in the USP apparatus [20]. The project concluded with a road-map for future work:
to continue the development of the mathematical models (for application to more
complicated systems) and to investigate the hydrodynamics of the test apparatus,
eventually integrating the dissolution and hydrodynamic models to produce a model
of the test apparatus.
The PSUDO Models of Dissolution Kenny’s diffusion model, which describes
dissolution from a multi-layered surface, forms the basis of the PSUDO code [99].
The surface is exposed to a solvent (which is at rest relative to the surface) and the
different layers dissolve at different rates. The resulting one and two-dimensional
finite-element code models diffusion from the layers and tracks the new position of
the surfaces as they recede. The code was originally intended to model the drug
dissolution from stent-based drugs into a patient’s bloodstream7.
A hybrid Galerkin finite-element and finite-difference moving grid scheme were
used to estimate the time dependent diffusion from a two-dimensional section of
a multi-layered surface, each layer containing a different component. The work is
based on a scheme outlined by Vuik and Cuvelier for etching of a printed circuit
board [101].
Kenny chose the multi-layered surface to represent a cylindrical medicinal im-
plant consisting of alternating co-axial cylinders of drug and inert polymer. The
7A stent is a small cylinder that is inserted into a blood-vessel, often to provide support for the
vessel walls and to prevent narrowing, but also often as a DDS.
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Figure 2.7: A schematic of Kenny’s code. The code solves for the situation of pure
diffusion in the region next to a dissolving surface.
core code was subsequently successfully adapted by the PSUDO project for diffu-
sion from multi-layer compacts standing vertically in a USP apparatus with the aim
of extending the solution to account for advective mass transfer, resulting in a code
that captured diffusion, advection and the receding drug/fluid interface [20]. In
order to achieve this, additional code was wrapped around the code from Kenny’s
work. Three different wrappers, or methods, were described and are outlined below.
The first solution outlined involved solving a simplified cylindrical formulation
of the advection-diffusion equation [20; 102]
∂c
∂t
= −vz
∂c
∂z
+D
(
∂2c
∂r2
+
1
r
∂c
∂r
+
∂2c
∂z2
)
(2.6)
where c is the concentration, vz is the velocity in the z direction, parallel to
the surface, D is the dissolution coefficient and r is the displacement in the radial
direction, i.e. normal to the surface. It can be read that the change in concentration
with time in a given point volume in the fluid is equal to the net amount of material
advected into the volume in unit time in the z (streamwise) direction plus the net
amount of material diffused into the volume in both directions in unit time. This
represents Kenny’s original code with a simplified advection term added (see Figures
2.7 and 2.8).
In this instance, the fluid velocity vz is assumed to be constant at all distances
from the surface and mass is only advected parallel to the surface. At every point,
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Figure 2.8: A schematic of Method 1 in the PSUDO code. The code solves for the
situation of pure diffusion as well as simplified advection in the region next to a
dissolving surface.
the change in concentration with time is assumed to consist of the net change in
concentration due to diffusion plus the net change in concentration due to advection
in the z-direction.
In the second model proposed by the PSUDO team, the problem is simulated as
pure diffusion in the region next to the surface (Figure 2.9). To capture advection,
a convective boundary condition is used on the boundary between the diffusion
layer and the rest of the fluid. The convective boundary condition depends on the
free-stream velocity and takes the form
D
∂c
∂n
∣∣∣∣
n=0
= −hm(Cs − Cbulk) (2.7)
where Cbulk is the concentration of the drug in the bulk fluid, hm is the convection
mass transfer coefficient and n is the displacement normal to the surface, with the
other quantities already defined [20; 102]. As in Method 1, the free-stream velocity
vz is again assumed to be constant and is given as an input.
The mass of drug in the solution at t = t + ∆t is then calculated using the
formula
m(t+∆t) = m(∆t) + ∆t
∫
Γ
vn(c− Cbulk)dΓ +
∫
Ω
cdΩ (2.8)
which can be read as the amount of drug in the simulation domain at time t +
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Figure 2.9: A schematic of Method 2 in the PSUDO code. The code solves for the
situation of pure diffusion in the region next to a dissolving surface. Advection is
captured by imposing a convective boundary condition on the upper boundary of
the diffusion layer.
the amount of drug convected across the boundary Γ between the diffusion region
and the bulk region + the amount of drug in the diffusion region (Ω). The steps in
calculating the mass transfer rate are:
1. Set Cboundary = advective boundary condition
2. Run diffusion simulation and calculate flux from surface
3. Assume the advective flux is the same as the surface flux (because of mass
continuity)
4. Calculate the amount of mass advected into fluid in ∆t
5. Recalculate Cbulk and iterate
The third PSUDO method also assumes pure diffusion in the region close to
the surface (Figure 2.10). It is assumed that the concentration c at the freestream
boundary of this region is equal to cbulk. The increase in mass of drug in the volume
outside the layer in unit time is then set equal to
m(t+∆t) = m(t) + ∆t
∫
Γ
vz(c− Cbulk)dΓ (2.9)
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Figure 2.10: A schematic of Method 3 in the PSUDO code. The code solves for the
situation of pure diffusion in the region next to a dissolving surface. Advection in
this case is captured by imposing the Dirichlet boundary condition c = cbulk on the
upper boundary of the diffusion layer.
m(t + ∆t) is equal to m(t)+ the net amount advected across the boundary Γ
between the concentration boundary-layer and the bulk fluid. The advection term
is equal to the characteristic time-step multiplied by the net flux of additional mass
from the surface in time ∆t.
Cbulk at t0 is set to zero. After the characteristic time-step ∆t, the amount of
drug advected in that time is calculated. This is then the mass of drug in the system
at t0 +∆t, m(t0 +∆t). By dividing by the total volume this gives a new value for
Cbulk(t0 + ∆t) which then becomes the new boundary condition. The calculation
steps are:
1. Set cboundary = Cbulk
2. Run diffusion simulation and calculate flux from surface
3. Assume the advective flux is the same by considering mass continuity
4. Calculate the amount of mass advected into fluid in ∆t
5. Recalculate Cbulk and iterate
The PSUDO team identified the use of dimensional variables when solving the
governing equations as a source of error [20]. There are about six orders of magnitude
between values for diffusivity and fluid velocity, a fact that could lead to instabilities
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when fine grids or time-steps are used. Other problems included difficulty with the
definition of boundary conditions, such as how to impose fixed conditions and how
to implement moving boundary conditions, e.g. setting the bulk concentration. A
new analysis carried out for this thesis, considering the effect of fluid velocity on the
overall error, is presented in the Results and Discussion Section.
Outcomes of the Project Papers, based on work carried out during the PSUDO
project, were subsequently published in two distinct tracks. These tracks have
proceeded in parallel, but with collaboration, over the past five years.
Following on and adding to the work of experimenters in the 1990s, the PSUDO
project prompted an investigation into the hydrodynamics of the USP apparatus
[17]. Although the dissolution test is widely used, high variability in results have
been reported and its fluid dynamics are for the most part not well understood
[15]. Dissolution test failures have led to many product recalls and inconsistencies
and variability in test results are a significant problem8 [18]. The dissolution test
is a highly variable technique; the major sources of variability are the geometric
parameters of the device and the stirring mechanism, both leading to complex hy-
drodynamics [15]. Surface imperfections in the vessel can also lead to variability in
the results [103].
Contemporary computational fluid dynamics (CFD) simulations [104; 105; 44;
16; 18; 19] have shown that the flow field in the device is fully three-dimensional
and that small displacements of the compact can lead to significant changes in the
dissolution rate of the dosage form. Increasing the stirring speed of the dissolution
apparatus to about 200 rpm results in a higher, non-linear, drug release rate [98].
These studies strengthen the argument that it is the intrinsically complex hydro-
dynamics of the device that cause most of the variability in dissolution test results
[18].
816 % of non-manufacturing recalls of solid oral dosage forms in the period 2000-02 were due to
test failures .
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Figure 2.11: Section from the 3D USP hydrodynamic simulation built by [19] using
the commercial code Fluent. The computational mesh is shown on the left with
computed velocity magnitudes on the right.
Accepting, then, that much of the variability in results is attributable to the
complex and heterogenous hydrodynamics of the device, an important question is
raised: to what extent are these complex hydrodynamics a function of factors that
we can control, and to what extent are they intrinsic to the design of the USP
apparatus [17]? Two research teams have worked in the area of USP hydrodynamics
over the past number of years. Healy, McCarthy, Corrigan, D’Arcy and others,
following on from the PSUDO project, have built Fluent9 CFD simulations of the
USP apparatus, investigating the sensitivity of the results to the location of the
compact in the device [104], comparing the simulated flow of the bulk fluid with
laser doppler measurements [105], examining the flow patterns next to a compact
placed centrally at the bottom of the device [44] and the dissolution from compacts
at various positions on the bottom of the device [19]. Kukura, Baxter, Muzzio
and others have completed simulations and experimental studies similar to those of
9The commercial computational fluid dynamics code [106].
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Healy et al [e.g. 104]. These include studies of the hydrodynamics and shear within
the device [16] and the variability of dissolution with position in the device [18]. All
these studies conclude that the complex heterogeneous hydrodynamic environment
within the USP apparatus leads to the observed variability in the test and that the
hydrodynamics are intrinsic to the design of the USP Type 2 Dissolution Apparatus.
The second track, indicated by PSUDO, involves improving the analytical and
numerical models of mass transfer [e.g. 21; 17]. The work presented in this thesis
follows on from this track. As outlined in Chapter 1, the questions that are raised
include: how can we build on this work and improve our understanding of tablet dis-
solution in the USP apparatus? Can we generalise the analytical solution described
by Crane et al. [21]? Can we determine the validity of this analytical solution? Can
we build a better numerical solution? Can we say anything about the end phase of
tablet dissolution?
Crane, Hurley et al.
As one of the publications generated by the PSUDO project, Hurley and Crane
present analytical and numerical solutions for the mass transfer from simple 1-
layer tablets consisting entirely of either benzoic acid or salycilic acid (1-layer
systems)[17]. Both models give reasonable agreement with experimental results
[104]. The first is a semi-analytical model for a 1-layer compact consisting of only
one substance (Figure 3.1). This model is based on the work of, among others,
Le´veˆque [107] and Kestin and Persen [108], and is expressed by the equation:
m˙ = 4.26aD(Cs − c∞)
√
U0L
ν
Sc
1
3
[
1 + 0.42
L
a
√
ν
U0L
]
(2.10)
where m˙ is the mass transfer rate, a is the radius of the tablet, D is the dif-
fusivity of the drug, Cs is the solubility of the drug in the fluid (solvent), c∞ is
the concentration of drug in the solvent far from the surface, U0 is the freestream
fluid velocity parallel to the surface, L is the length of the tablet, Sc is the Schmidt
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Number10 of the flow and ν is the kinematic viscosity of the fluid. The system state
variables are assumed to remain constant.
An important feature of this analytical solution is its correction for the finite
curvature of the tablet, using the variables suggested by Seban and Bond [109].
This is captured by the term in square brackets. If the correction for the curvature
of the compact is dropped, the solution coincides with that of Kestin and Persen
[108].
A Galerkin finite element solution to the problem is also presented. This numer-
ical implementation is based on the work carried out during the PSUDO projects
for the dissolution of multi-layer tablets over time [20]. The system is modelled
by observing that a solution to the concentration boundary-layer equations can be
closely approximated by splitting the system into two distinct sub-systems: (i) a
thin region close to the surface in which only diffusion from the surface takes place,
and (ii) an outer, bulk, region where advection dominates and mixing takes place.
The Galerkin finite-element scheme described in this paper is then used to simulate
the diffusion layer only. A suitable boundary condition at the interface between
these two regions depends implicitly on the average mainstream fluid velocity, as
with the third PSUDO model, and some characteristic, known, mixing time, T .
T can be related to vz by assuming that drug released from the compact will
become fully mixed when it has been carried throughout the dissolution apparatus
by the upwards advection current [20]. If the apparatus has a fluid depth of L
cm, a particle of drug will be carried from the bottom to the top of the apparatus
in T = Lvz
−1 s. For the particular vessel considered by the project, and for an
estimated average vz of 1.2 cm s
−1, T is calculated to be 10.5 s.
The authors conclude by stating clearly the two recommendations for building
improved models that came out of the PSUDO project: (i) to incorporate the three
dimensional fluid motion of the USP apparatus, and (ii) to develop the analytical
10The Schmidt number is defined as the ratio of kinematic viscosity to diffusivity, i.e. Sc =
ν
D
.
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Figure 2.12: A schematic of 3- and 5-layer compacts with key streamwise x positions
indicated.
model to take account of the compact’s finite size and its curvature as it dissolves.
In a more recent paper, Crane et al. [21] outline an improved semi-analytical
model, derived using a simpler method and agreeing to within 5% of the previous
analytical result [21]. Importantly, despite neglecting the axial curvature and finite
volume of the compact, this model has a significant advantage in that it tackles the
surface boundary conditions necessary to model multi-layer (as opposed to single-
layer) compacts. As in previous work [i.e. 20; 17], the problem is simplified to
that of seeking a solution to the concentration boundary-layer equation on a flat
surface consisting of alternating diffusing and non-diffusing regions. They assume
a Pohlhausen-type trigonometric representation of the concentration profile
c
Cs
=
1−sin
(
π
2
y
δc
)
, where c is the concentration of drug in the fluid, Cs is the solubility of
the drug, y is the normal displacement from the surface and δc is the concentration
layer thickness. Mass transfer rates, computed using this improved model, agree
quite well with experimental data for 1-, 3- and 5-layer systems.
For the 5-layer case, the derivative surface boundary condition between x2 and x3
(Figure 2.12) is implemented by observing that, for a steady state, the total amount
of drug in the solution at x3 must be the same as the total amount of drug in the
solution upstream at x2 [21]. The authors assume, in addition to the assumptions
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Figure 2.13: (a) Inset: the variation of drug content in the solution with x-position;
(a) The concentration curve at x3 is varied by increasing δc3 until (b) the areas
under the uc curves at x2 and x3 are the same. The amount of drug in the solution
is a function of this area.
previously outlined, that the shape of the concentration-distance curves at x2 and x3
are the same and, importantly, that δc3 , the concentration boundary-layer thickness
at x3, is the only quantity that can be varied to maintain the mass balance between
x2 and x3 (Figure 2.13).
These additional assumptions allow the two separate layers of drug to be treated
as one continuous layer and lead to an expression for the total mass transfer from a
5-layer compact
m˙ =
[
2πa(0.332U0)
√
U0
ν
Csα
]
(2K)
2
3
(
x
3
4
4 − x
3
4
3 + x
3
4
2 − x
3
4
1
) 2
3
(2.11)
where m˙ is the mass transfer rate, a is the radius of the compact, ν is the
kinematic viscosity of the solvent, α is a constant equal to
(
1
2
− 4
π2
)
and
K =
Dπν
1
2
2α0.332U
3
2
0
(2.12)
with notation as described previously.
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Barat, Ruskin and Crane
Following the PSUDO project, and in parallel with the work presented in this the-
sis, Barat et al. investigated the use of direct Monte Carlo (MC) integration tech-
niques11, together with cellular automata (CA) to model the dissolution of drug
from a two-component matrix tablet [112; 113].
The aim of these studies was to explore (i) the advantages of using modern
probabilistic methods to simulate drug dissolution and (ii) how these methods can
complement conventional applied mathematical and numerical approaches.
As a starting point, the team used experimental data for matrix tablets consisting
of ibuprofen and a wide range of acidic excipients. As outlined earlier, the dissolution
of the acidic excipients and the resulting change in pH of the dissolution medium
close to the surface is reported to have the effect of suppressing the dissolution of
the ibuprofen [12]. A two-dimensional lattice or cellular-automata grid was used
to represent the tablet and this was coupled with a Monte Carlo algorithm which
determined the diffusion and advection of the tablet components into the dissolution
medium (Figure 2.14).
The two-dimensional lattice represents a longitudinal slice through the centre
of the tablet, with solvent flowing from bottom to top. The state of each cell,
or site, in the lattice, ψ(i, j), was initialised to be one of the following types: (i)
a site containing drug particles only, (ii) a diffusing site containing drug particles
at the solid-liquid interface, (iii) a site containing excipient particles only, (iv) a
diffusing site containing excipient particles at the solid-liquid interface, (v) a site
within the concentration boundary-layer containing only solution, (vi) a site within
11Monte Carlo methods are a family of techniques which balance the probability of finding the
actual solution with the probability of finding a solution in a specified time [110]. In essence, MC
methods amount to the direct calculation of the integrals involved in canonical averages [110]. The
scientific method for the study of a physical system can be considered to consist of three stages
[111], (1) identifying the smallest number of model parameters which can practically describe the
system, (2) discovering the physical laws governing the system and which allow us to predict the
future values of key parameters, (3) using physical measurements to infer the actual values of the
model parameters. This last stage is deductive; logic and probability theory can be applied [111].
This is the purpose of inverse MC methods.
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Figure 2.14: A cellular automata lattice, similar to the one used by Barat, Ruskin
and Crane with a two-dimensional representation of drug dispersed in a matrix
tablet.
the concentration boundary-layer containing diffusing particles, (vii) a site in the
bulk fluid, outside the concentration boundary-layer.
The sites within the tablet were randomly initialised to consist of either drug or
excipient while maintaining the overall pre-defined proportion of drug to excipient.
Sites at solid-liquid interfaces, between the solid and the concentration boundary-
layer, were designated as diffusing sites. Since the drug and excipient have, in
general, different solubilities, or rates of dissolution in the dissolution medium, a
different number of particles will move from a drug site to a solution site than from
an excipient site to a solution site [c.f. 11]. This is also true of the movement of
drug and excipient particles between solution sites, i.e. between sites within the
concentration boundary-layer. The solubilities also impose an upper limit on the
number of particles of drug and excipient that can occupy a particular site at a
particular time.
In the case of a drug, particles are allowed to move from one site to another
through consideration of two concentration gradient dependent probabilities. The
first depends on the drug concentration in the target solution site and the other de-
pends on the sum of the excipient concentrations in the n solution sites surrounding
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the starting site.
Diffusion was modelled by using these probabilities to calculate the number of
drug particles that will move to each of the adjacent solution sites. The number of
excipient particles moving from one site to another is defined in terms of a variable
that takes a value between 1 and M , where M represents the number of drug
particles already present in the solution site.
The probability that particles will move, together with the maximum number of
particles that the adjacent site can accommodate, were used to give the number of
particles that actually move. The number of particles at each site is then summed to
arrive at new concentration levels after each time-step. The total number of particles
is not constant, as any particles that exit from the concentration boundary-layer into
the bulk fluid are discarded, advected out of the computational domain.
This advection process is implemented using the Pohlhausen concentration boundary-
layer profile described by Crane et al. [21]. All sites within the defined concentration
boundary-layer, i.e. between the surface, y = 0, and y = δc
12, have a maximum
concentration which is defined by the Pohlhausen curve. If any cells have more than
this number of particles, the excess particles are advected away.
Between time-steps, the state of each site is also updated according to set rules,
e.g. if a site consisting only of drug is adjacent to a boundary-layer site at t = 0, then
this becomes a site within the concentration boundary-layer containing diffusing
particles at t = 1.
This model responds well to changes in drug and excipient solubilities, with
behaviour qualitatively similar to the results of experimentation [12; 113]. The
second paper by Barat et al. also presents investigations of the effect of drug loading
and initial porosity and cellular-automata behaviour on the simulation [113].
12δc is the concentration boundary-layer thickness.
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2.3 Heat Transfer
2.3.1 Applying Heat Transfer Solutions to Mass Transfer Problems
Many textbooks and papers contain solutions to problems in heat transfer and specif-
ically the thermal boundary-layer equations [e.g. 94; 114; 102]. The mechanisms of
heat and mass transfer are mathematically equivalent and thermal solutions can be
applied with some minor modifications to problems in mass transfer [94].
As discussed by Crank [94], many technical workers experience difficulty in trans-
lating solutions of the heat transfer equations to mass transfer. Following Crank’s
discussion, we take the example of two simple geometrically similar 1-dimensional
heat and mass diffusion systems with constant properties, briefly discussing the cor-
respondence between the physical equations, parameters, variables and boundary
conditions.
After Kestin and Persen [108], the thermal boundary-layer or thermal energy
equation can be written as
u
∂T
∂x
+ v
∂T
∂y
= αT
∂2T
∂y2
(2.13)
for all cases of sub-sonic or low speed fluid flow. The equivalent mass transfer
equation is
u
∂cA
∂x
+ v
∂cA
∂y
= DAB
∂2cA
∂y2
(2.14)
where αT is the thermal diffusivity and DAB is the mass diffusivity, defined
previously. Diffusivities link fluxes with gradients. For low speed flows with constant
properties, the correspondence between the thermal and mass transfer equations
(Equations (2.13) and (2.14)) is clear.
As discussed by Crank [94], we identify the temperature T with concentration
c. The thermal diffusivity αT is identified with the mass diffusivity DAB.
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2.3.2 Classical Work
Le´veˆque
Le´veˆque was the first to observe that when the transition from surface to freestream
temperature takes place across a very thin region close to the surface, the most
important fluid velocities, those inside this very thin region, change linearly with
normal distance from the surface, i.e. u = βy, where β is the normal velocity
gradient, the wall tangent, and x and y are the streamwise and normal directions
respectively (Figure 2.15)[107]. Schuh showed how to apply this idea to boundary-
layers, with the modification that the normal velocity gradient is a function of x,
u = β(x)y [115; 116]. Kestin and Persen [108] came to this idea independently,
outlining with clarity the solution that Schlichting describes in Boundary-Layer
Theory [117]. This solution, of the thermal boundary-layer equation for flows of large
Pr13, is Kestin and Persen’s, not Le´veˆque’s. Kestin and Persen’s simplifications
work for large Pr or in any situation when the momentum boundary-layer thickness
is much greater than the thermal boundary-layer thickness. Perhaps surprisingly,
u = β(x)y results in a very good approximation, even for low Pr numbers, so that
only liquid metals with Pr much less than 1 cannot be treated this way [118].
In summary, Le´veˆque proposed that u = βy. Schuh extended Le´veˆque’s ob-
servation with u = β(x)y and a thermal boundary-layer solution for high Pr flow
with a wall temperature that varies as a fixed power of x. Kestin and Persen, like
Schuh, found an approximation of the form u = β(x)y and arrived at the thermal
boundary-layer solution presented by Schlichting [107].
Kestin and Persen
Kestin and Persen’s paper [108] describes solutions for heat transfer when the ther-
mal boundary-layer is contained entirely within the momentum boundary-layer, for
13Pr, the Prandtl number is the ratio of the momentum and mass diffusivities, i.e.
ν
α
.
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Figure 2.15: Le´veˆque’s linear velocity approximation. Quantities as defined in the
text.
various wall temperature distributions. For the problem of a flat plate with a tem-
perature jump at x = x0, they propose a substitution that reduces the parabolic
thermal boundary-layer equation (Equation (2.13)) to an ordinary differential equa-
tion. The solution to this equation, the temperature at any point in the fluid, can
be expressed as an incomplete gamma function. With the modifications outlined
above, this thermal solution can be adapted for application to the mathematically
equivalent problem of mass transfer from a flat plate. The resulting solution is
c = 1−
1
Γ
(
1
3
) ∫ η3
0
e−tt−
2
3dt (2.15)
where c is the concentration of solute at x and y, Γ
(
1/3
)
≈ 2.68 [119], t = η3
and η is given as
η =
y
√
τ0
µ[
9a
∫ x
x0
√
τ0
µ
dx
] 1
3
(2.16)
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2.4 Numerical Methods
2.4.1 Finite Difference Methods
Introduction
As discussed by Dehghan [120], the main point of finite difference methods is to
obtain a solution to a PDE of a function by approximating the derivatives in the
equation using only values of the function at discrete points in space and time.
Taylor series expansions are most often used to obtain these approximations. It is
possible to classify Taylor series by their theoretical order of accuracy, allowing the
performance of different finite difference methods in terms of accuracy to be easily
compared. The modified equivalent partial differential equation method is a formal
methodology used for simple and direct comparison of finite difference schemes and
to identify and generate the most efficient schemes [121; 120; 122; 123].
There are three methods for approximating a continuous derivative using points
on a finite difference grid : forward or upwind differencing, backward or downwind
differencing and central differencing [121; 114]. When a PDE is discretised using
these methods, its derivatives at a point are calculated in terms of a combination
of the values of nearby nodes. For a given x, y position, forward differencing uses
function values at the previous x step on the grid, i − 1, to approximate deriva-
tives in y. Backward differencing uses function values at the next x step, i + 1,
to approximate derivatives in y. Central differencing at a grid position i, j uses
function values at the current i position to approximate derivatives in y. The use of
forward or backward differencing introduces a second order error termed numerical
dispersion or numerical diffusion which acts as an additional artificial diffusion or
viscosity term [121].
Artificial or numerical diffusion is an effect of solving continuous equations (in-
cluding the Navier-Stokes equations and the boundary-layer equations) discretely
on a fixed grid. Numerical diffusion is a smoothing of gradients that affects ad-
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vected fluid properties, including momentum and other scalar quantities [124]. It
results from the spatial averaging that occurs between grid points. More specifically,
the approximation of the differential equations with discrete equations introduces a
truncation error14 which includes numerical diffusion as a component [125]. In gen-
eral, the discrete equations are more diffusive than the original differential equations
and so the discrete solution differs from the continuous solution. Numerical codes
are usually chosen so as to avoid numerical diffusion (especially when modelling
shock waves and similar phenomena which involve steep gradients), but in some
cases numerical diffusion helps to reduce problematic effects, such as singularities;
when viscous (physical) diffusion is not enough to ensure a stable solution, numeri-
cal diffusion can be used as a stabilising measure [126]. The effective viscosity is a
combination of both viscous and numerical diffusion [126]. The quantification of the
effects of numerical diffusion, especially when physical viscosity plays a major role
is important, such as in boundary-layer flows and mixing problems [126]. Numeri-
cal diffusion was quantified as a second-order error term (by Lantz and Chaudhari,
both in 1971) through the examination of a simple Taylor series expansion of the
original fluid property around a point, e.g. concentration, c(y). The modified par-
tial differential equation method, developed by Warming and Hyett, is a popular
method used to investigate the stability and accuracy of linear partial differential
equations [127]. A truncated version of the modified equation can be used to gain
insight into the nature of both dissipative and dispersive errors, a method used by
Dehghan in his review of various finite difference codes [120]. Dehghan’s modified
version of the one-dimensional advection-diffusion equation,
∂c
∂t
+ u
∂c
∂x
− µ
∂2c
∂x2
, is
∂c
∂t
+ u
∂c
∂x
− µ
∂2c
∂x2
=
u∆x
2
(ω − λ)
∂2c
∂x2
−
u∆x2
6
(2λ2 − 3ωλ+ 1− 6k)
∂3c
∂x3
+O[∆x3],
where w is a weight which controls the upwind bias, λ is the Courant number,
λ = u∆t/∆x, and k is the dimensionless diffusion number, k = µ∆t/∆x2. The
right hand side of this equation represents the truncation error. The first term, the
14See Section 2.4.1.
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lowest order term, contains the numerical diffusion component. As detailed by De-
hghan, the modified version of the Crank-Nicolson scheme used in this thesis does
not contain numerical diffusion [120].
Finite difference methods are straightforward and well suited to problems involv-
ing regularly shaped regions or regions that can be transformed into regular regions
[121].
Explicit and Implicit Schemes
Finite-difference schemes can be explicit or implicit [114; 121] (Figure 2.4.1). An
explicit scheme is one where the downstream variables, u(x+∆x, y), v(x+∆x, y),
depend only on upstream values u(x, y), v(x, y). An implicit method, on the other
hand, is one where u(x + ∆x, y) and v(x + ∆x, y) depend also on u and v values
at the same x-step and where u(x+∆x, y) and v(x+∆x, y) must be solved simul-
taneously with all u,v values at x+∆x. Although explicit schemes are susceptible
to instability and errors can propagate rapidly if ∆x is too big (see Figure 2.4.1),
they are attractive for their simplicity. Maintaining solution stability by keeping ∆x
small, however, can lead to excessive computation. Implicit schemes, although more
computationally intensive per step, are generally unconditionally stable and allow
large ∆x, subject only to truncation errors [114]. In addition to having generally
better accuracy, implicit methods can be more efficient overall [121]. Understanding
when an implicit scheme ought to be used instead of an explicit scheme is therefore
an important study.
There are many examples of both explicit and implicit finite difference schemes,
all fit for different purposes and many texts and papers have been written on the
subject [e.g. 128; 121; 120]).
44
(a) (b)
Figure 2.16: In explicit schemes (a) small errors can rapidly propagate, rendering
the solution useless. Implicit schemes (b) on the other hand, damp out errors,
preventing them from saturating the calculation. This diagram is for illustration
only.
Finite Difference Schemes
Dehghan’s recent collection of papers on the subject of finite difference methods
[e.g. 120; 122; 123; 129] provides a comprehensive overview of the strengths and
weaknesses of different explicit and implicit finite difference schemes when used to
solve variations of the advection-diffusion equation (see Table 2.1 and Figure 2.18).
Overviews of the advantages and disadvantages of various finite difference schemes
are also given by [130; 131; 128; 121; 94; 114; 102]. These methods include the
Forward Time Centred Space (FTCS) explicit method, the upwind explicit method,
the Lax-Wendroff explicit method, the Crank-Nicolson semi-implicit method, the
Backward Time Centred Space (BTCS) implicit method, the upwind or backwards
implicit method, the Siemieniuch Gladwell implicit method, the Richtmyer modifi-
cation or backward differentiation implicit method, the Dufort-Frankel (or FQEFD,
Fast Quasi-Explicit Finite Difference) explicit method [121], the Hopscotch explicit
method, the Alternating Direction Implicit (ADI) method and the Strongly Implicit
Procedure (SIP) among others. Several common schemes are outlined in Figure 2.17.
Finite difference schemes are relatively simple, yet effective and widely used to solve
diffusion problems [e.g. 132].
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Figure 2.17: Three finite difference schemes: (A) Forward Time Centre Space
(FTCS) explicit scheme. The quantity of interest (at the blue dot) is calculated
using known information from the previous time-step, (B) Backward Time Centre
Space (BTCS) implicit scheme. The quantity of interest is calculated using known
information from the previous time-step as well as unknown information at the
current time-step, (C) Crank-Nicolson (semi-)implicit scheme. The quantity of in-
terest is calculated using known information from the previous time-step as well as
information at the current time-step.
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Figure 2.18: From [120], the Crank-Nicolson scheme provides the consistently lowest
error for a range of cell sizes h.
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∆t ∆x h Error (×10−3)
BTCS Upwind Crank-Nicolson Siemieniuch
Type Implicit Type Gladwell
0.004 0.02 0.009 3.5 4.8 3.9 4.3
0.008 0.02 0.013 4.4 4.7 3.8 3.4
0.016 0.02 0.018 3.7 4.5 3.7 4.5
0.008 0.04 0.018 4.1 4.3 3.6 4.7
0.016 0.04 0.025 4.0 4.4 3.9 5.0
0.032 0.04 0.036 3.9 4.7 4.0 4.8
0.016 0.08 0.036 3.7 4.1 4.3 4.6
0.032 0.08 0.051 4.8 3.9 4.0 3.7
0.064 0.08 0.072 3.7 3.9 4.1 4.6
Average 4.0 4.4 3.9 4.4
Table 2.1: A comparison of the results of several finite-difference schemes with the
analytical solution of a specific instance of the advection-diffusion equation [120].
The Crank-Nicolson scheme provides the consistently lowest error for a range of cell
sizes h.
Stability and Accuracy
The small errors, of interest to us, that can give rise to instabilities are caused by
(i) truncation and (ii) round-off errors. Other sources of error include among others
(iii) incomplete convergence of solutions and (iv) mistakes in the input data [131].
Finite-difference approximations to derivatives are generally produced using trun-
cated Taylor series. The truncation error associated with a finite-difference scheme
is due to the neglected higher-order terms in the series approximation of a derivative.
As more of the higher order terms are included in the approximation, the truncation
error should decrease and the scheme is said to be compatible with the partial dif-
ferential equation it solves [94]. In addition, as the grid cell size ∆h decreases, the
truncation error should also decrease. In this case the scheme is said to converge on
the solution [94]. In practice, however, the higher order terms in the Taylor series
are unknown and there are limitations on how small ∆h can be. As ∆h decreases,
the computation required becomes excessive and the effect of round-off error begins
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to become important. Round-off error is a result of the representation to a finite
number of decimal places of irrational numbers. As ∆h→ 0, the difference between
variable values at adjacent grid points becomes very small and the finite difference
representation of derivatives results in one small value (i.e. ∆h) being divided into
another small value and the potential for significant losses due to round-off error
increases. As the number of grid points increases with decreasing ∆h, the effect
of round-off errors can accumulate rapidly leading to unstable behaviour, i.e. the
total error becomes significant. The total error is a combination of truncation and
round-off errors. The best balance between error and computational performance is
generally found through trial and error [131].
Stability is concerned with situations where the build-up of the total error causes
the finite-difference solution to deviate significantly, and often catastrophically for
the computer program, from the actual solution of the underlying PDE [94]. In a
stable solution, the effect of rounding errors is negligible while the opposite is true of
an unstable solution. Error estimates are more often conservative, over-estimating
the effect of numerical errors on the solution.
Procedures for investigating the stability of a model are formalised in the subject
of code verification.
Stating the order of accuracy based on a Taylor series expansion is the con-
ventional measure of a numerical scheme’s formal accuracy in computational fluid
dynamics and applied mathematics literature. Schemes should generally be at least
second order accurate in space [133]. Essentially, if the concentration at h is treated
as a continuous function c(y), it can be written as a Taylor expansion of the form
[134]
c(h) = c(0) + h(∂c/∂y)y=0 + (h
2/2!)(∂2c/∂y2)y=0 + ... (2.17)
Where h is an interval in the y-direction, normal to the surface. By neglect-
ing terms containing derivatives of exponent 2 and higher, we can write c(h) =
48
c(0) + h(∂c/∂y)y=0. This truncated Taylor expansion approximation to c(h) has a
truncation error of at most O(h) using Landau’s notation [135]15, the contributions
from all the terms containing derivatives of exponent two and higher sum to a term
of order h, at most. It is first order accurate. By re-arranging this expression in
terms of (∂c/∂y)y=0, we can write
∂c
∂y
∣∣∣∣
y=0
=
c(h)− c(0)
h
+O(h) (2.18)
Similarly, through simple rearrangements and retaining the term containing the
second order derivative in Equation (2.17), we can write down an expression for
(∂c/∂y)y=0 that has a truncation error of order h
2, O(h2).
When we state that the derivative (Neumann) boundary condition and numerical
scheme are second order accurate in space, what we mean is that the maximum error
in our approximation of the concentration at a point is at most of the order of (∆y)2
where ∆y is the grid step-size normal to the surface.
The second order three-point approximation, outlined above, is the most appro-
priate finite difference approximation to the concentration gradient at the surface
[136; 134].
Boundary Conditions
There are several possible boundary conditions that can be imposed at the bound-
aries or surfaces of systems involving both thermal and mass transfer [94; 102].
These are: (i) Dirichlet, or first order, conditions where the temperature or mass
concentration at a boundary or surface is explicitly defined, e.g. T = 0 or c = 0, or
(ii) some form of Neumann boundary condition, where are temperature or concen-
tration gradient is defined at the surface, i.e.
∂T
∂x
or
∂c
∂x
are known. Neumann, or
second order, conditions include situations where the heat flux across the boundary
is known or is zero (in the case of a thermally insulated or impermeable surface).
15Knuth’s article provides a definitive discussion of O, Ω and Θ [135].
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When the heat or mass flux is known, it may take the form of a radiation bound-
ary condition. This is when the flux is proportional to the difference between the
temperatures at the surface and in the medium far from the surface. A convective
boundary condition is similar to a radiation boundary condition except that the flux
at the surface is not only related to the difference in temperatures or concentrations
between the surface and far-field, but also on the flow velocity of the fluid. Other
types of Neumann condition are described in textbooks [e.g. 94; 114; 102].
The derivative boundary conditions are implemented as forward-difference sec-
ond order, 3-point approximations, namely [136]
∂c
∂y
=
−c2 + 4c1 − 3c0
2∆y
= 0 (2.19)
⇒ c0 =
4c1 − c2
3
(2.20)
where c0 is the unknown concentration value at the surface at grid position
i, while c1 and c2 are the concentration values at ∆y and 2∆y from the surface
respectively, also calculated at i. The error associated with this boundary condition,
based on a Taylor series expansion, is of the order of at most (∆y)2 [134].
Solution of Linear Systems of Equations
The Tridiagonal Matrix Algorithm (TDMA), or Thomas Algorithm, is a compu-
tationally efficient technique for solving tridiagonal linear simultaneous equations
[121]. According to [137], it was first proposed by [138] and subsequently applied to
systems of parabolic equations by [139]. The technique described [137] is a simpli-
fied version of the Gaussian elimination method that works for tridiagonal matrices
(see also [140], [141], [114], and [131]).
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2.4.2 Verification and Validation
Uncertainty is the estimated percentage by which an observation or calculation dif-
fers from reality [142]. Uncertainty can be classified into three broad sub-categories:
(1) uncertainty in the input data, boundary conditions and so forth; (2) uncertainty
in the model used and (3) uncertainty arising from numerical error. Uncertainty
ultimately results from a lack of information [143]16. Numerical simulation hinges
on the assumption that as the grid size h → 0, the numerical solution converges to
the continuum differential equation and the exact solution [142]. The objective of
verification and validation is to demonstrate that this assumption is true for each
implementation. Verification is about solving the equations correctly and validation
is about solving the correct model equations with the correct methods [142]. Stated
simply, verification is about mathematics while validation is about physics [145].
Verification
Verification, taken as being synonymous with code verification, is concerned with
ensuring that the numerical methods chosen solve the chosen equations correctly, to
within an acceptable accuracy [146; 147; 145; 143; 68; 148]. Celik’s [149] method-
ology for estimating and reporting the discretisation error of a numerical scheme17
is important and worth reviewing. The key points are (i) that the computer code
must be referenced and previous verification studies relating to it must be described,
(ii) the theoretical or formal order of accuracy of the numerical scheme in each di-
16The Journal of Fluids Engineering acknowledges that there is no standard method for evaluating
the uncertainty in numerical simulation [144]. It does, however, outline criteria to be considered
for publication in the journal. These include: (1) precise description of the numerical method
including a formal assessment of the truncation error introduced by individual terms in the governing
equations; (2) the numerical method must be at least formally second-order accurate in space (based
on a Taylor series expansion) for nodes in the interior of the grid; (3) solutions over a range of
significantly different grid resolutions should be presented to demonstrate grid independence or grid-
convergent results; (4) boundary and initial condition implementations must be clearly described;
(5) while the numerical method must be carefully described, all pertinent references must be cited
within the paper to allow proper evaluation of the code; (6) comparison to appropriate analytical
benchmark solutions may be used to demonstrate accuracy under certain conditions; (7) comparison
with reliable experimental results is appropriate, provided experimental uncertainty is established.
17Adopted as a requirement for submitted work by the J. Fluid. Eng. [144].
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mension for each equation solved must be stated, (iii) for iterative schemes, there
should be at least a three orders of magnitude decrease in the normalised residuals
for each equation solved, (iv) for time dependent schemes, the convergence of the
solution at each time-step should be checked and (v) a variation of the Richardson
Extrapolation (RE) method [150; 151], known as the Grid Convergence Index (GCI)
method [149; 152], is recommended for assessing the discretisation error. Systematic
grid refinements using variations of the RE method are the most common way of
estimating the actual discretisation error associated with a simulation [142]. An
implementation of the GCI method is outlined in the next chapter.
Validation
Validation is the comparison of computational results with experiment [142; 153].
The difficulty with validation, however, is determining (i) how exactly to validate
and (ii) what we can say about the correspondence of our model’s predictions with
reality once a validation procedure has been completed. Oberkampf and Trucano
tackle the second point by observing that validation says nothing about prediction,
only about the correspondence of model results for known situations [153]. Valida-
tion equips us to infer how the model will perform in situations for which it has
not been validated [153]. The first point can be captured by asking three ques-
tions: (1) how can a validation be expressed quantitatively? (2) Can we develop a
useful methodology for determining what validation is required? (3) What are the
important features of a validation experiment? The authors proceed to define six
guidelines for carrying out validations of simulations. These are, essentially, that
validation experiments should: (i) be defined by a team comprising experimental-
ists, modellers, coders, and users; (ii) capture the essential physics of the system
under investigation; (iii) attempt to emphasise the complementarity of simulation
and physical experiment; (iv) maintain independence between data acquisition from
simulation and physical experiment; (v) proceed from simple to complex and from
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Figure 2.19: A standard channel electrode. Reprinted from [158], Copyright (1998),
with permission from Elsevier.
general processes to specific processes; (vi) control experimental error.
2.5 Additional Studies Related to Surface Electrodes
2.5.1 Microelectrodes and the Drug Dissolution Problem
A review of the literature on the stability and accuracy of finite difference schemes
[e.g. 149; 144; 133; 145; 153; 154; 134; 155; 156; 157] included a paper discussing the
accuracy of numerical solutions in the simulation of diffusion processes at the surface
of electrodes and microelectrodes [136]. This problem, of diffusion to electrodes, is
very similar to the problem of mass transfer from multi-layer compacts. Much work
on this problem has been completed [e.g. 136; 132; 158].
Microelectrodes can be used for many purposes [159; 136; 132], including the
study of electrode kinetics, and for use in electrochemical measurement devices or
electroanalysis. Microelectrodes of different configurations are often embedded in
the walls of chemical reactors and are used to probe the electro-kinetics (electron
transfers) of fast chemical reactions [160].
Hydrodynamic voltammetry is a technique used to make very sensitive measure-
ments of electochemical reactions; a microband electrode positioned flush with the
wall in a rectangular duct, in contact with a fast-moving flow of electrolyte, can
measure electrochemical events over a time-scale of the order of nanoseconds [161]
(Figure 2.19). This configuration is generally known as a channel electrode. Chan-
nel electrodes have many uses and advantages over other electrode configurations,
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Figure 2.20: Two microband electrodes positioned in a channel flow. Reprinted
from [132], Copyright (2005), with permission from Elsevier.
including increased sensitivity and range of measurement [141; 158].
A recent paper describes a problem very similar to that of drug dissolution from
multi-layer compacts, the diffusion to two microband electrodes in a channel flow
(Figure 2.20) [132]. Studies have shown that this double-electrode configuration
allows experimental access to additional mechanistic information about the electro-
chemical processes [141]. Instead of electrodes and insulators, however, we have
diffusing regions of drug and impermeable surfaces. The mathematical descriptions
almost coincide.
As with our problem, the diffusion process is described by a simplified version
of the time-dependent advection-diffusion equation, which is written as
∂c
∂t
+ u
∂c
∂x
+ v
∂c
∂y
= D
∂2c
∂y2
(2.21)
where c is the concentration of the electroactive species, x and y are the stream-
wise and normal directions, as usual, and u and v are their corresponding velocity
components. D [m2s−1] is the diffusion coefficient of the process. In addition, it
is assumed that mass transfer is dominated by convection in the axial, x, direction
and diffusion in the normal, y-direction [162]. In a recent paper [132], the Le´veˆque
approximation to the velocity profile close to the electrode surfaces is given as
u(y) = u0
(
1−
(h− y)2
h2
)
(2.22)
where u0 is the velocity at the centre of the channel, y the distance normal to
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the surface, and h is the half-height of the channel. An implicit finite difference
solution to Equation (2.21) is implemented [163; 164; 165].
2.5.2 Singularities in the Numerical Solutions
A significant portion of the microelectrode literature is given to the consideration
of singularities in the numerical solutions. Standard numerical methods (such as
finite difference schemes) can have poor accuracy when used to model the mass
transfer to electrodes, especially close to the edge of the electrode, where it meets
the surrounding insulator [136]. This is mainly due to the presence of a boundary
singularity at the interface between the two surfaces. The singularity normally
takes the form of a discontinuity in the first derivative of the concentration values
at the point where the electrode meets the insulator [136]; two conflicting boundary
conditions are imposed on the same point, a Dirichlet condition on the electrode
surface and a Neumann (derivative) condition at the insulator surface [159]. Lines
of constant concentration are parallel to the surface close to the electrode surface,
where the Dirichlet condition is imposed, and perpendicular to the surface of the
insulator where the zero-flux Neumann condition pertains. At the interface between
the electrode and the insulator, these conditions cause a discontinuity in the normal
derivative of concentration and lead to a singular solution to the local current density
at the edge of the electrode.
This can be stated as follows - for a disk-shaped electrode in a steady state,
where r and z represent the radial and axial spatial coordinates respectively and c
is the normalised concentration in the electrolyte, mass transport to the electrode
can be described by the steady-state two-dimensional cylindrical diffusion equation
[166; 136; 167]:
∂2c
∂r2
+
1
r
∂c
∂r
+
∂2c
∂z2
= 0 (2.23)
with the following boundary conditions
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(1) z = 0 r > a
∂c
∂z
= 0
(2) z = 0 r ≤ a u = 0
(3) z = 0 r = 0
∂c
∂r
= 0
(4) z →∞ r ≥ 0 c = 1
(5) z = 0 r →∞ c = 1
where a is the radius of the circular insulator. A singularity then arises at r = a,
z = 0, where boundary conditions (1) and (2) are inconsistent.
Although, as Gavaghan [168; 136] notes, this is a well known problem [169; 170;
171; 94], there is no consensus in the literature about the seriousness of the effect of
this boundary singularity on the accuracy of solutions to related problems. Fox and
Sankar [171] state that for some elliptic problems, the presence of a discontinuity
may not be serious since the solution remains well behaved in the solution region and
most of the error is confined to the neighbourhood of the singularity. At sufficient
distances from the singularity, the numerical results are still accurate. For the
diffusion equation, difference solutions quickly approach the analytical solution after
a few time-steps [94]. This is true of the steady-state advection-diffusion equation
with the streamwise step instead of time-steps. Surveying recent mathematical
investigations of the mass transfer to electrodes, [134; 172; 173; 141; 174; 164;
165; 155; 160; 161; 175; 176; 132], the authors make no mention of the boundary
singularity as being important to the accuracy of their solutions. Gavaghan [136],
however, argues that an accurate solution to this problem is only possible if special
techniques are used to handle the singularity; [168], [166], [128], [136], [177], [159],
[178], [179] [167] consider the effect of the boundary singularity on the current flux
values.
In his PhD thesis, Alden reviews the problem of boundary singularities in elec-
trochemistry and lists the two main examples: the spatial discontinuity that occurs
at the boundary between an electrode and an insulator, and the temporal disconti-
nuity that occurs when the electrode potential is stepped [121]. In both situations,
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the current flux tends to infinity at a point. Alden [121] describes three methods for
dealing with boundary singularities (as outlined by [168; 180; 136; 178; 179]). These
are to: (1) increase the mesh density close to the singularity or across the whole com-
putational region, limiting the extent to which the errors can spread (for example
[159; 181]), (2) subtract the effects of the singularity by compensating for it [180],
(3) use a conformal mapping to transform the computational region, eliminating the
singularity altogether (for example [173]).
Modelling diffusion to and from these microband electrodes has many similar-
ities to the work presented in the first study of this thesis, i.e. there are similar
system configurations and governing equations. Indeed, the original drug delivery
problem tackled by Kenny [99] owed much to earlier work on mass transfer to and
from microband electrodes [101]. The mathematical and numerical challenges facing
workers in this area are similar to the challenges facing those modelling mass transfer
in pharmaceutical devices and the volume of work already completed in modelling
electrodes serves to underscore how much there is to be done in modelling drug
dissolution.
2.6 Software
2.6.1 Commercial Code
Fluent
The Fluent solver is a C-based computer program for modelling fluid flow and
heat transfer involving three-dimensional complex geometries [106]. It uses a finite
volume method to solve the Navier-Stokes equations and includes several turbulence
models. The finite volume method is commonly used to solve partial differential
equations by calculating the value of a conserved variable averaged across a volume.
The solver allows the user to set a range of parameters, including specification of the
boundary conditions, the material properties and the type of flow model. Gambit is
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a pre-processor for CFD analysis, bundled with the Fluent solver [106]. Gambit is
used to build model geometries and generate meshes. It can also import, modify and
mesh geometries created by third-party computer aided design or computer aided
engineering packages. Boundary conditions are then specified and the resulting mesh
file exported to the solver.
2.6.2 Open Code
Python
Python is a general purpose, object-oriented, open-source, interpreted programming
language. Since the 1990s, Python has grown in popularity and is now used by
hundreds of thousands of programmers in fields as diverse as bioinformatics and
computer-generated imagery [182; 183; 184]. Python was designed to appeal to
Unix/C programmers and to be reusable and readable with minimal coding time
[185]. It tends to be used mainly by engineers and scientists.
Python is a scripting language. Advantages of scripting include typeless datatypes
to simplify interaction between components and to accelerate application build times
[186]. Python has operating system interfaces, a large standard library, and is exten-
sible in C and C++. Other advantages of Python include its wide range of features
(datatypes, modules), stability, syntax, small core and modules, widely available
documentation, and the available support. It is also free [187; 183]. Python has a
large number of libraries including NumPy, its extensive numerical library. Applica-
tion development is generally faster with Python than with C or Fortran and takes
less code to express an algorithm. It is modular and easily extendible. It can be used
interactively like MATLAB. Python can also be used to glue existing C/C++ etc.
modules together. Python’s popularity means that tools exist for many applications
where C and Fortran dominate, e.g. a Python binding exists for the CGNS 18 (the
other CGNS bindings are for C, C++ and Fortran77/Fortran90)[188].
18Computational Fluid Dynamics General Notation System.
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Python is available for almost every platform including Windows, Linux/Unix,
Mac OS X, OS/2, Amiga, Palm OS, WinCE, Java and .NET. It may also run on
other system configurations once there is a C compiler available.
Gnuplot
One visualisation tool used to produce many of the graphs in this thesis is Gnuplot.
Originally developed in 1986, Gnuplot is a free, command-driven interactive plotting
program; it is a powerful tool for plotting mathematical functions and numerical data
[189; 190]. Gnuplot is extremely robust and can produce graphs in several formats,
including even plaintext [191]. In addition to its interactive functions, Gnuplot can
be used in batch mode with text scripts saved as plot (.plt) files. Batch mode is
particularly useful when producing many similar graphs from a series of experiments
[192]. Gnuplot is available for most operating systems.
2.7 Chapter Summary and Conclusions
This chapter began with a review of the drug industry and explained with examples
why simulation is important for pharmaceutics. The ideas in this thesis draw most
heavily on the results of the PSUDO project. This project and other important con-
tributions to the development of mathematical simulation of multi-layered systems
were reviewed. Some of the key ideas discovered in the course of researching this
work were discussed and placed in context. Finite-difference schemes and related
numerical methods, together with the importance of verification and validation,
were introduced. The work reviewed in this chapter forms the basis for much of
the further development presented in this thesis and leads on to the related studies
which are described in Chapters 4 and 5.
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Chapter 3
Theory and Methods, Study 1
This chapter introduces the theory and methods associated with the core inves-
tigation of the initial drug dissolution rate from a cylindrical tablet in the USP
apparatus. The aim of this work was to make progress in understanding drug disso-
lution in the USP apparatus; to investigate different problems inspired by aspects of
tablet dissolution in the USP apparatus and to build several components of a com-
plete model. The individual investigations each contribute to the argument that
simulation is useful for pharmaceutics. Central to this thesis was an investigation
of the tablet’s initial dissolution rate. This involved the development of a robust
finite-difference solution and a study of the differences between existing solutions
and a new numerical solution. This first study was followed by a second in which
the flow about a cylinder in cross-flow was considered, with a specific investigation
of the flow around a meteorological mast. This has utility for the wind energy in-
dustry. The third and final part of the thesis was a study of particle dissolution in
the USP apparatus. Theory and methods related to the first investigation follow.
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3.1 Motivations for Modelling Multi-Layered Tablets
As with previous work, the multi-layer configuration was chosen as the topic for
this study for reasons including: (i) it is a simple starting point, with well-defined
regions of drug and excipient [21], (ii) techniques used to model this system may be
applied to uniformly mixed multi-component compacts [20].
3.2 Model Set-Up
The drug component was taken to be benzoic acid with a diffusion coefficient of
1.236 × 10−5 cm2 s−1 and a solubility in the solvent (0.1M HCl at 37o) of 4.55 mg
cm−3 [104]. The viscosity of the fluid was assumed to be that of the solvent, 0.00786˙
cm2 s−1 . The axial freestream velocity past the compact was set as 1.83 cm s−1
[17]. The compacts were 0.85 cm in height and of radius a = 0.65 cm. Quantity
values are detailed in Tables 3.1, 3.2 and 3.3. Experiments, used to validate the
results presented in this thesis, were carried out for compacts consisting of [17]:
1. A single layer of benzoic acid (BA).
2. A 3-layer system of benzoic acid and salicylic acid (SA): BA/SA/BA.
3. A 5-layer system of benzoic acid and salicylic acid (SA): BA/SA/BA/SA/BA.
Quantity Symbol Value
Solubility Cs 4.55 mg cm
−3
Diffusivity D 1.236× 10−5 cm2 s−1
Schmidt Number Sc 637
Table 3.1: Important quantities for benzoic acid systems.
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Quantity Symbol Value
Solubility Cs 2.58× 10
−3 mg cm−3
Diffusivity D 1.13167× 10−5 cm2 s−1
Schmidt Number Sc 695
Table 3.2: Important quantities for salicylic acid systems.
Quantity Symbol Value
Advection Velocity U∞ 1.83 cm s
−1
Kinematic Viscosity (HCl) ν 0.00786˙ cm2 s−1
Tablet Length L 0.85 cm
Tablet Radius a 0.65 cm
Table 3.3: Important quantities common to all systems considered. Kinematic vis-
cosity is given for 0.1M HCl at 37◦C.
3.3 Governing Equations
The two-dimensional velocity and concentration boundary-layer equations for steady,
incompressible, viscous flow are central to this thesis and their solution forms the
basis of much of the work described. We show how the general form of the convec-
tion transfer, or boundary-layer, equations can be simplified for the problem under
consideration in this thesis.
3.3.1 Boundary-Layer Equations
The Navier-Stokes equations for two-dimensional incompressible flow with constant
material properties are [102]
ρ
(
u
∂u
∂x
+ v
∂u
∂y
)
= ρX −
∂p
∂x
+ µ∆u (3.1)
62
ρ(
u
∂v
∂x
+ v
∂v
∂y
)
= ρY −
∂p
∂y
+ µ∆v (3.2)
where ρ is the density of the fluid, assumed constant, µ is the viscosity, u and
v are the velocity components in the streamwise (x) and normal (y) directions
respectively, X and Y are components of the resultant mass force vector K˜, p is the
fluid pressure, and ∆ =
(
∂2
∂x2
+
∂2
∂y2
)
. The mass continuity equation is
∂u
∂x
+
∂v
∂y
= 0 (3.3)
with the variables just defined. Simplified from the Navier-Stokes equations,
the advection-diffusion equation is used to model the drug mass transfer from the
surface of the compacts. In its general two-dimensional form, this is written
∂c
∂t
+ u
∂c
∂x
+ v
∂c
∂y
=
∂
∂x
(
DAB
∂c
∂x
)
+
∂
∂y
(
DAB
∂c
∂y
)
+ n˙A (3.4)
where c is the concentration of drug, DAB is its concentration-independent diffu-
sion coefficient and n˙A is the net rate increase of concentration as a result of chemical
reaction. Derivations of this equation, arrived at by physical considerations, can be
found in textbooks [e.g. 193; 102].
Simplifications
For the problem under consideration, we can make significant simplifications to the
convection transfer equations. We assume saturation concentration, Cs, at the solid-
liquid interface. This is achieved by ensuring that the concentration of drug in the
tablet is very much higher than the drug solubility in the liquid solvent; as long as
drug is available, this will maintain the concentration of drug as Cs at the dissolution
front and the release rate from the surface will be constant [32]. In addition, if the
Schmidt number (Sc, defined in a footnote in the last chapter) is large, the surface
curvature may be neglected and the problem reduces to steady two-dimensional
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dissolution from a flat plate (see Figure 3.1). In liquids, the mass diffusion process
is very slow, whereas momentum diffusion due to collisions is relatively large. A
large Sc number reflects this. Consequently, the momentum boundary-layer is much
thicker than the concentration boundary-layer, implying that the thickness of the
concentration boundary-layer is small with respect to the radius of the tablet [21].
Since we assume a steady, axial free-stream velocity and the flux of drug is constant
across the solid-liquid interface, the problem reduces to a two-dimensional steady-
state and we can write
∂c
∂t
= 0 (see also [21] for an order of magnitude analysis).
Given that the dimensions of the dissolution apparatus are large compared with
the dimensions of the tablet, it is assumed that sink conditions pertain, i.e. the
concentration of the solute in the bulk dissolution medium never exceeds 10% of Cs
[87; 92; 88].
Also, since the concentration boundary-layer is thin with respect to the mo-
mentum boundary-layer, it is sufficient to replace the axial velocity profile u by its
tangent at the surface [108] so that
u =
τ0
µ
y (3.5)
where τ0 is the shear stress at the surface and µ is the viscosity of the fluid. The
diffusion term in the x-direction may be neglected as for sufficiently fast flows the
convection term masks the streamwise diffusion.
Surface erosion is assumed to be the primary release mechanism [37]; this is
supported by the linearity of the release rate data from experiments carried out
on similar tablets [194; 104]. In addition, we assume that there are no chemical
reactions and we neglect the effects of pH changes. We also assume that all material
properties are constant, in particular the solubility of the drug and excipient [102].
We also assume that the dissolution medium is isotropic [94].
With these assumptions and simplifications, the velocity boundary-layer equa-
tions can be written [89; 195] :
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u
∂u
∂x
+ v
∂u
∂y
= ν
∂2u
∂y2
(3.6)
∂u
∂x
+
∂v
∂y
= 0 (3.7)
While the concentration boundary-layer equation, Equation (3.4), can be written
in its simplified form as
u
∂c
∂x
+ v
∂c
∂y
= D
∂2c
∂y2
(3.8)
The boundary-layer equations are second order, linear, homogeneous and parabolic
as opposed to the Navier-Stokes equations which are elliptic [131; 130]. The sim-
plified thermal and concentration boundary-layer equations are characterised by
advection terms on the left-hand side and a diffusion term on the right-hand side.
These equations describe low-speed forced convection flows.
Non-Dimensional Form
We take the concentration boundary-layer equation. The dimensionless parameters
x′ and y′ are defined as
x′ =
x
L
and y′ =
y
L
Where L is some characteristic length of the system of interest. For a flat plate,
for example, this would usually be the length of the plate, while for a cylinder, the
characteristic length is normally taken as its diameter. The velocity components u
and v can be non-dimensionalised by defining
u′ =
u
U
and v′ =
v
U
Where U is the free-stream fluid velocity. Finally, concentration can be non-
dimensionalised by writing
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c′ =
c− Cs
C∞ − Cs
Substituting these expressions into the simplified concentration boundary-layer
equation, Equation (3.8), yields the dimensionless concentration boundary-layer
equation, which we can write
u′
∂c′
∂x′
+ v′
∂c′
∂y′
=
D
UL
∂2c′
∂y′2
(3.9)
with the boundary conditions c′|y=0 = 0, c
′|y=∞ = 0. The equation can also be
written in terms of the dimensionless Re and Sc numbers,
u′
∂c′
∂x′
+ v′
∂c′
∂y′
=
1
ReLSc
∂2c′
∂y′2
(3.10)
where ReL is the Reynolds number associated with the characteristic length L
1.
Writing the boundary-layer equations and the associated boundary conditions in a
dimensionless form is the most efficient and useful presentation, allowing us to see
the important parameters in their correct context [114]. Dimensionless equations
allow us to apply the results for one particular system to another system that is
geometrically similar [102].
3.3.2 Boundary and Initial Conditions
We are concerned only with the drug mass transfer rate and assume no interaction
between the two components, so the boundary conditions are
1See the Glossary for a brief discussion of this important parameter.
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Figure 3.1: 1-/3-/5-layer configurations. The dimensions and coordinate system
used to describe the computational domain are highlighted. The drug layers are
coloured grey and the inert layers of excipient are coloured white.
1−Layer 3−Layer 5−Layer
y = 0 0 ≤ x ≤ x1 c = Cs c = 0 c = 0
y = 0 x1 ≤ x ≤ x2 − c = Cs c = Cs
y = 0 x2 ≤ x ≤ x3 − −
∂c
∂y
∣∣∣∣
y=0
= 0
y = 0 x3 ≤ x ≤ x4 − − c = Cs
y = 0 x4 ≤ x ≤ x5 − − −
y = Y x ≥ 0 c = 0 c = 0 c = 0
where x1 etc. are defined in Figure 3.1. The rectangular region of interest for a
compact consisting entirely of drug extends from x = x0 to x = x1 = X, the end of
the compact. x0 is a point away from the leading edge, where the finite difference
scheme is initialised using the Kestin-Persen analytical solution. The computational
domain for the 3- and 5-layer configurations extends from x = x3 = X in the 3-layer
case and x = x5 = X in the 5-layer case (see Figure 3.1) The surface boundary
condition is undefined for the last layer of both the 3- and 5-layer configurations.
This is because the drug mass transfer can be calculated at the end of the last drug
layer.
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Figure 3.2: Finite difference grid; flow from left to right, compact streamwise along
the bottom. A 5-layer compact is illustrated with the diffusing drug layers high-
lighted as bold black lines.
3.4 Numerical Methods
3.4.1 Introduction
To obtain a finite difference solution, the region of interest is covered by a grid with
solutions calculated at the intersection points [120]. For a two-dimensional grid, the
grid intersection points or nodes are denoted by two indices, i and j, corresponding
to the point’s x and y location [102]. The grid spacing in the x direction is ∆x and
∆y in the y direction [94]. The indices run from 1 to M in the x direction and 1 to
N in the y direction. We can write
• xi = i∆x, i = 0, 1, 2, ...,M
• yj = j∆y, j = 0, 1, 2, ..., N
parallel to the x and y coordinate axes [120]. The grid cell size is defined as
h =
√
∆x∆y.
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3.4.2 Crank-Nicolson Scheme Implementation
We used the Crank-Nicolson (CN) scheme (see e.g. [94]) because (i) it is convenient
and relatively simple to implement (ii) it is well documented and (iii) and it per-
forms well in Dehghan’s 2004 comparison of numerical schemes being competitive
in terms of error [120]. According to Britz [134] there is general agreement that
the CN scheme has better accuracy, stability and computational efficiency. It is
unconditionally stable except in unusual circumstances [c.f. 196; 157; 120]. It in-
corporates no numerical diffusion [157; 120; 129]2. The CN method is equivalent to
the trapezium method which is used to solve ordinary differential equations [157].
In the recent work completed on the problem of diffusion to channel electrodes
[136; 132; 158], finite difference has been the method of choice. The CN scheme
does have disadvantages, including extra computing overheads when compared with
explicit methods and a tendency to respond to discontinuous jumps in initial con-
ditions with persistent oscillations [198; 157] but for the relatively uncomplicated
problems investigated in this thesis, the computational overhead is not a problem
and the simple CN scheme seems to work well.
A rectangular M ×N grid is imposed on the region of interest, i and j denoting
the x and y indices respectively. Equation (3.8) is linear and parabolic and can be
solved readily using the Crank-Nicolson implicit scheme, second order accurate in
space and first order accurate in the time-like sense, based on primitive variables
[120]. x is the time-like independent variable in this case while y is the space variable.
Beginning with the finite difference stencil :
−(ǫ+2s)cij−1+4(1+ s)c
i
j +(ǫ− 2s)c
i
j+1 = (2s+ ǫ)c
i−1
j−1+4(1− s)c
i−1
j +(2s− ǫ)c
i−1
j+1
(3.11)
2Although the Crank-Nicolson scheme is widely assumed to be free of numerical diffusion, this
is not true under all circumstances. When used to solve the advection-diffusion-reaction equation,
for example, numerical diffusion does affect the accuracy of the CN scheme [197].
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where cij is the concentration of drug at i, j and ǫ and s are defined as ǫ =
v
u
∆x
∆y
and s =
D
u
∆x
(∆y)2
; ∆x and ∆y are the x and y grid spacings. Representing the right
hand side of the equation by dn,
dj = (2s+ ǫ)c
i−1
j−1 + 4(1− s)c
i−1
j + (2s− ǫ)c
i−1
j+1 (3.12)
we can write
−(ǫ+ 2s)cij−1 + 4(1 + s)c
i
j + (ǫ− 2s)c
i
j+1 = dj (3.13)
As outlined by White [114], if we assume that j = 0 is the wall and j = N
is the free-stream, Equation (3.11) yields N − 2 equations with three unknowns in
each. With the boundary conditions described, the N − 2 simultaneous equations
at every i-position are solved using the tridiagonal matrix algorithm [114] to give
the concentration values at each grid point, i.e.:


4(1 + s) −(ǫ+ 2s)
ǫ− 2s 4(1 + s) −(ǫ+ 2s)
. . .
ǫ− 2s 4(1 + s) −(ǫ+ 2s)
ǫ− 2s 4(1 + s)




cN
cN−1
.
c1
c0


=


dN
dN−1
.
d1
d0


(3.14)
x is evaluated at the previous step, i.e. the last known value. From j = 1 to
j = N − 1:
dj = (2s+ ǫ)cj−1 + 4(1− s)cj + (2s− ǫ)cj+1 (3.15)
where u and v are calculated at (i − 1, j). The derivative boundary conditions
are implemented as forward-difference second order, 3-point approximations, namely
70
[136]
⇒ c0 =
4c1 − c2
3
(3.16)
where c0 is the unknown concentration value at the surface at grid position
i, while c1 and c2 are the concentration values at ∆y and 2∆y from the surface
respectively, also calculated at i.
3.4.3 The Thomas Algorithm: Solving the Tridiagonal System
The vertical grid points are numbered from j = 0 to j = N , where j = 0 and j = N
are the surface and far-field boundary conditions respectively, and j = 1 to j = N−1
are internal grid points. Following the algorithm outlined by Ehrlich [137] and the
approaches outlined by White [114] and Minkowycz [140], the process for solving the
systems of linear simultaneous equations resulting from the Crank-Nicolson scheme
at each i-position is described below using conventional nomenclature and with
quantities defined in the preceding pages.
1. In regions with Dirichlet surface boundary conditions, that is with c defined
at the surface
f1 =
2s1 − c1
4(1 + s1)
(3.17)
u1 =
d1 + (2s+ c)C0
4(1 + s)
(3.18)
This is the case across the entire surface of the 1-layer compact, across layers
1 and 2 of 3-layer compacts and layers 1,2 and 4 of 5-layer compacts. For the
non-diffusing middle layer of the 5-layer compact, define:
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f1 =
−4c1 + 4s1
12− 4c1 + 4s1
(3.19)
u1 =
3dj
(12− 4c+ 4s)
(3.20)
2. Calculate fj and uj for all yj , j > 1, where:
fj =
2sj − cj
4(1 + sj)− (cj + 2sj)fj−1
(3.21)
uj =
dj + (2sj + cj)uj−1
4(1 + sj)− (cj + 2sj)fj−1
(3.22)
3. Using successive back-substitution, calculate ci,j from j = N−2 to j = 1 using
cn = fn − uncn+1 (3.23)
cN−1 can be calculated by substituting in for fN−1 and uN−1 and observing
that cN = 0 (the far-field boundary condition)
cN−1 =
dN−1 + (2sN−1 + cN−1)uN−1
4(1 + sN−1)− (cN−1 + 2sN−1)fN−1
(3.24)
In regions with Dirichlet surface boundary conditions, c is defined at the sur-
face. In regions where a Neumann boundary condition exists at the surface,
i.e. inside regions where there is no flux of drug or
∂c
∂y
∣∣∣∣
y=0
= 0, c0 is calculated
using the second order Neumann expression [134; 136].
c0 =
4c1 − c2
3
(3.25)
This process is repeated for each i position along the computational domain.
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3.4.4 Mass Transfer Calculation
Since the fluid velocity u and the concentration c can be found at each grid point,
the drug mass transfer rate from the compact is then estimated using
m˙|level x = 2πa
∫ δc
0
uc dy (3.26)
where δc is the concentration boundary-layer thickness at x, i.e. the distance
from the surface at which the concentration of drug, c, is within 1% of the free-stream
concentration (also called the bulk concentration). This can solved numerically using
m˙|x = 2πa
j=M−1∑
j=0
uijc
i
j∆y. (3.27)
Evaluated at the end of the last drug layer, this expression sums the amount
of dissolved drug passing level x per second. i represents the normal position of
node points while j represents the axial position of a node; ∆y is the normal step
between nodes. In practice M should be large enough so that Y , the extent of the
computational domain normal to the surface, is larger than δc evaluated at the end
of the last drug layer.
3.4.5 Tackling the Singularities in the Numerical Solution
Although our problem features discontinuities in the normal first derivative of con-
centration at the edges of the diffusing regions, these discontinuities do not lead
to singular behaviour anywhere in our solution although they do initiate oscilla-
tory behaviour in the Crank-Nicolson calculation of the normal first derivative of
concentration. This is demonstrated in the results.
However, there is also a singularity inherent in the solution to the steady-state
advection-diffusion equation for a 1-layer system at x = 0, the leading edge of the
surface. This inconsistency is caused by a normal velocity profile which changes
increasingly rapidly approaching x = 0. We employed a recommended work-around
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[94; 169; 170; 171]: the singularity was avoided by using an analytical solution that
incorporates the singularity in the region around the troublesome point. Initial con-
centration values are provided by using the Kestin-Persen solution [108] to initialise
the numerical solution far away from x = 0 at x0. x0 must be far enough away
from the leading edge to have a reasonably well-developed drug concentration pro-
file and so ensure that there is enough information to initialise the finite difference
calculation.
This technique was only used for the 1-layer compact since we do not need to
calculate concentration values close to x = 0 for 3 and 5-layer compacts.
3.4.6 Verification
The GCI method requires that at least solutions from two differently spaced grids are
used [149; 142]. Results from the two (or more) calculations are then used to assess
the formal order of accuracy of the solution (if this is not known) and to obtain an
estimate of the actual discretisation error(s). The GCI method is outlined in detail
by Celik [149] but in summary the error calculated for a 2D numerical solution
proceeds as follows.
The first step is to define a representative cell size, h. For a uniformly spaced
grid, this quantity is h =
√
∆x∆y (see Section 2.4.1). Otherwise, it is defined as
the square root of the total area of the grid divided by the number of cells.
Selecting three very different grids (defined by h1, h2 and h3 with h3 the most
coarse and h1 the finest), we determine the value of the important resulting variable
from each. These values are used in the error estimation calculation. In our case, the
important variable is m˙, the total mass transfer rate from the system. As defined,
h1 < h2 < h3; we introduce r21 = h2/h1 and r32 = h3/h2.
We then calculate the apparent order of accuracy3 p of the scheme using the ex-
3The apparent order of accuracy is the accuracy of the scheme as determined using the GCI
method. The formal order of accuracy is generally determined using Taylor series expansion. p
is apparent rather than formal because it is arrived at by observation of the scheme’s behaviour
rather than by theoretical derivation.
74
pression p =
1
ln(r21)
|ln|ǫ32/ǫ21|+q(p)| where q(p) = ln
(
rp21 − s
rp32 − s
)
, s = 1.sign(ǫ32/ǫ21)
and ǫ32 = m˙3− m˙2 and ǫ21 = m˙2− m˙1, m˙k is the mass transfer rate on grid k. The
intermediate variables ǫ21 and ǫ32 yield useful information about the scheme; for
example, if ǫ32/ǫ21 < 0 then the convergence of the scheme as ∆h→ 0 is oscillatory.
See [e.g 146; 152] for a more detailed discussion of the modes of convergence on a
solution as ∆h decreases.
The extrapolated variables m˙32ext and m˙
21
ext are then calculated as m˙
21
ext = (r
p
21m˙1−
m˙2)/(r
p
21 − 1) and m˙
32
ext = (r
p
32m˙2 − m˙3)/(r
p
32 − 1). These are estimates of the
converged values of the mass transfer rates.
Finally, the error estimates for a scheme of apparent order p are (i) the ap-
proximate relative error e21a =
∣∣∣∣m˙1 − m˙2m˙1
∣∣∣∣, (ii) the extrapolated relative error e21ext =∣∣∣∣m˙12ext − m˙1m˙12ext
∣∣∣∣ and (iii) the grid convergence index GCI21fine = 1.25e21arp21 − 1 .
The GCI is uncertainty in the finest grid solution (defined by h1) and along with
the apparent order p is a measure of the confidence that we can place on the value
of m˙1. The Journal of Fluids Engineering requires that measures such as these are
provided with any numerical studies submitted to the journal [144].
The Crank-Nicolson finite difference scheme employed in this thesis was verified
using the GCI method to demonstrate that the drug mass transfer rate estimated
with the 5-layer finite-difference model will converge to a single value as the x and
y grid spacing decreases. In addition, the 1-, 3- and 5-layer numerical simulations
were run for a wide range of ∆x and ∆y interval sizes in order to investigate the
effect on the result. The mass transfer rates at the start and the end of the inert
region, as well as the overall mass transfer rate from the system, were recorded.
3.4.7 Validation
Our choice and use of the Crank-Nicolson finite difference scheme was informed by
the literature and validated against (i) physical experiments carried out in Trinity
College Dublin [104; 21] and (ii) analytical solutions, two of which were produced as
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part of the PSUDO project [108; 21; 17], and following the guidelines set out in [142;
153]. The physical experiments and the analytical and numerical models defined as
part of the PSUDO project and extended in this thesis were designed by a cross-
disciplinary research team comprising pharmacists, mathematicians and engineers
[20]. The multi-layer delivery systems under consideration were chosen to emphasise
the physics of interest (the effect of surface area and freestream fluid velocity on drug
mass transfer rates). Although the models were originally developed and run by the
PSUDO team, results from the models presented in this thesis were acquired quite
independently of the corresponding physical experiments [104; 19]. The processes
studied in the first part of the thesis were relatively straightforward and relatively
well-defined. The validation proceeded from the simple 1-layer system to the 5-layer
system, which was complicated by the Neumann boundary condition. Validation of
the code involved a comparison of the estimates for the overall mass transfer rates
and of the experimental and simulated concentration profiles at different locations
for different tablet types. These results are presented and discussed in Chapter 6.
3.5 Computing Platforms
Python was chosen as the main development platform for the numerical work be-
cause of its ease of use and set-up, its flexibility, its extensive range tools and
libraries, and its clear syntax. All the Python based models presented in this thesis
were run on a Wintel P4 2.4GHz machine with 512 MB RAM while the Fluent
simulations were run on a Linux/AMD 2400 (Intel P4 equivalent) with 1 GB RAM.
3.6 Chapter Summary and Conclusions
This chapter introduced the theory and methods associated with the core investi-
gation of the initial drug dissolution rate from a multi-layer cylindrical tablet in
the USP apparatus. This included descriptions of the model set-up, the governing
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equations, the boundary and initial conditions, the numerical methods, including
the finite-difference method, and the verification and validation methodologies used.
The utility of the methods presented here and their relevance to the thesis, that
mathematical and numerical methods are useful for pharmaceutics, is discussed in
Chapter 6. Chapter 4 continues with a description of literature, theory and methods
related to the second of the three studies presented in this thesis.
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Chapter 4
Literature Review, Theory and
Methods, Study 2
This chapter describes the literature, theory and methods related to the second of the
three studies that contribute to this thesis, an investigation of the flow around the
top of a cylinder using a commercial computational fluid dynamics code. A specific
application to a complementary, topical, problem for the wind energy industry was
considered. The techniques employed could be applied to the problem of flow about
a cylindrical tablet in cross-flow in the USP apparatus.
4.1 Introduction
4.1.1 Wind-speed Measurement
Worldwide, wind energy is currently experiencing unprecedented growth, with to-
tal installed generating capacity growing from 14 gigawatts (GW) in 1999 to 48
GW in 2004 [199]. Since the energy density and power output of a wind turbine
depend strongly on the cube of the wind-speed at hub height [200], and since the
accepted overall uncertainty in the determination of the energy density and power
output is between 4 and 6% for a turbine sited on level ground [201], accurate wind
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measurements are vital when assessing the economic viability of a proposed wind
project.
The wind-speed at a site is measured by installing an anemometer on top of a
meteorological mast. The anemometer is ideally located at the same height as the
hub height of the turbines proposed for the site [202].
According to recommended guidelines [203], bad practice in anemometer mount-
ing and meteorological mast design can potentially introduce an uncertainty in wind
speed measurement. This uncertainty has significant financial implications for any
wind energy project. It follows that careful consideration must be given to anemome-
ter mounting, specifically to the effect of the airflow distortion around the anemome-
ter and the tower to which it is attached. For the tubular meteorological towers,
the generally assumed obstacles to the flow include lightning rods, the directional
vanes and mounting booms. Top-mounted anemometers were previously considered
by many to be in unperturbed wind flow (Figure 4.1).
Although the flow pattern around a tower is horizontal for most of its height,
it becomes three-dimensional close to the top, where the air is accelerated over the
free end [204]. This accelerated airflow is often called speed-up. Recently, evidence
has been found to show that such speed-up can significantly affect measurements
made by top-mounted anemometers on tubular towers [205].
4.1.2 The Effect of Nearby Obstacles on Wind-speed Measure-
ments
Understanding the flow around bluff bodies is important for many reasons, e.g.
pedestrian comfort in the wake of buildings and pollutant dispersion [206]. Addi-
tionally, understanding the effect of buildings and other structures on wind-speed
measurements is an important reason for understanding such flows. It is well known
that airflows accelerating around obstacles can lead to inaccurate wind-speed mea-
surements if the anemometer is placed in this accelerated airflow, e.g. Durgin et
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(a) (b)
Figure 4.1: (a) The base of a typical hollow tower. The gap between the bottom of
the tower and the base-plate is clearly visible. (b) Typical mounting with vertical
boom.
al. consider corrections to the data recorded by an anemometer located on a tower
above a tall building in downtown Boston [207]. Shin et al. consider the measure-
ment errors associated with the main meteorological tower at a nuclear power plant
in New York [208]. Following an experimental programme using a scale model in
a wind-tunnel, important findings include that the effect of the structure on the
data is independent of the wind-speed. These papers highlight the importance of
correcting wind speed measurements for flow distortion effects.
Most importantly for this thesis, Kline investigated the magnitude and nature
of the error in wind-speed measurements from top-mounted anemometers due to
interference from tubular meteorological towers [205]. Kline considered data from
five 50 m towers with anemometers placed on top-mounted booms 30 cm above the
top of the tower. The study concluded that the airflow is accelerated over the top
of the tower, causing the anemometers to record wind-speeds up to 3% in excess
of the mean wind-speed and that the use of top-mounted anemometers should be
discouraged [205].
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Despite this evidence, poor practice in anemometer design, mounting and cali-
bration persists and published information on the subject is relatively scarce [209].
An informal comparison of contemporary commercial anemometer specifications
with the international best practice [203] reveals some discrepancies between rec-
ommended and actual practices.
4.2 Flow Around Infinite Cylinders
The writings of most relevance to this study are those concerned with both two- and
three-dimensional flow around circular cylinders. As a starting point, the classic
texts of Prandtl [193; 210] and Batchelor [211] as well as the more recent textbook
by White [114] have been invaluable. The state of the art as regards understanding
of the flow about a cylinder of infinite extent is summarised in Coutanceau and
Defaye’s illustrated review article [212]. The NACA archive has many high quality
papers from years spanning 1917 to 1958.
Papers from the archive, including those by Lindsey [213], Wieselsberger [214]
and Zahm [215] are useful and together with the textbooks, serve as good intro-
ductions to cylinders in cross-flows. Wieselsberger’s 1922 discussion introduces the
concept of the drag coefficient, Cd, a measure of the resistance a body experiences
when moving in a fluid [214]. Cd is defined in the equation
Fd =
1
2
Cdρv
2A (4.1)
where Fd is the drag force experienced by the body, ρ is the density of the
fluid, v is the translation velocity and A is the frontal area of the body. Before
the 1900s, it was thought, after Newton, that Cd was constant for all velocities and
absolute dimensions of the body. In the early part of the last century, however, it
was demonstrated that Cd in reality depends on the absolute dimensions of the body
and its velocity relative to the fluid and on the viscosity of the fluid. Cd remains
81
constant only for geometrically similar flows. As described by Reynolds, two flows
can be considered geometrically similar only when the quotient
UD
ν
, where U is the
free-stream fluid velocity, D is any linear dimension (which must be the same in
both cases considered; usually the diameter for flows around cylinders) and ν is the
viscosity of the fluid, is the same for both flows [214; 210]. This quotient is called
the Reynolds number, Re1. Cd is, therefore, a function of Re, the Reynolds number
associated with a cylinder of diameter D, i.e. Cd = f(Re)
Zahm [215] presents formulae for calculating Cd and Fd on simple quadric shapes
on a two-dimensional plane, i.e. a sphere, a round cylinder, an elliptic cylinder and
prolate and oblate spheroids. Other workers, including Stokes, Oseen, Relf and
Lamb, had previously generated analytical and empirical formulae relating Cd to
Re for certain ranges of Re [210; 114]. For a flow of ReD < 200, 000, Zahm [215]
gives the empirical formula
Cd = 9.4Re
−0.8 + 1.2 (4.2)
where Cd is the drag coefficient and Re is the Reynolds number associated with
two-dimensional (2D) flow about a cylinder. 2D plane flow about a cylinder is
sometimes referred to as flow about an infinite cylinder, since a cylinder with no
ends will produce a flow pattern equivalent to 2D flow. Equation (4.2) agrees well
with measurements of and other approximations to Cd around a cylinder (Figure
4.2).
As discussed in great detail in textbooks and papers [e.g 210; 114; 102], the
range of Reynolds numbers of practical interest is very wide, up to about 8 × 105
for an infinite cylinder and plotting using a logarithmic scale becomes necessary in
order to identify detail at smaller Reynolds numbers. Wieselsberger produced the
well-known Cd vs. ReD curve plotted on logarithmic paper [214] (reproduced by
Zahm [215] in Figure 4.2). The fact that the drag coefficients of cylinders of various
1Again, see the Glossary for a brief discussion of this important parameter.
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Figure 4.2: Drag coefficient for a smooth endless cylinder in steady translation
through a viscous fluid. Reproduced from [215].
diameter all fall on a single curve was taken as a verification of Reynolds’ law of
similarity [210].
In addition to the classic texts, modern studies are still providing new results
about two-dimensional flows about a cylinder. Franke and Frank [206] describe a
numerical model which uses and assesses large eddy simulation (LES) finite-volume
techniques in the simulation of the transition to turbulence of the flow around a
two-dimensional cylinder. The paper reports results from the authors’ simulations
and validations with experiment and previous simulations, all for a critical Reynolds
number of 3,900. Apelt’s 1958 finite difference treatment of low Reynolds number
flow around a cylinder is useful [216]. In general, however, excepting the effects of
turbulence, this problem is well understood and covered extensively in the literature
and textbooks [e.g. 114].
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4.3 Flow Around Finite Cylinders
The problem of a finite circular cylinder2 in cross-flow has also been extensively
studied because of the interesting complex flow phenomena it produces and because
of its importance in practical engineering [217; 218]. However, although the finite
cylinder is much studied, it is less well understood and new work still appears [219].
The primary references for flows about finite cylinders used in this thesis include
a paper by Park and Lee [204]. This is an experimental paper, and contains very use-
ful measurements and images of the flow about finite cylinders, of aspect or height
to diameter ratios (H/D) 6, 10 and 13, at a Reynolds number of 20,000. Complex
three-dimensional flow structures are observed in the wake of finite cylinders; these
structures are the result of quasi two-dimensional flow around the cylinder inter-
acting with axial flows. Although many factors contribute to the three-dimensional
behaviour of the wake flow, free end or tip-flow effects, resulting from flow over and
around the free end of finite cylinders, make the most significant contribution to
these axial flows [204]. The complexity of the wake structures is vividly demon-
strated by some experimental observations due to Park and Lee. The complexity
of the wake flow is corroborated and discussed in many other studies for various
Reynolds numbers [e.g. 220; 217].
The vortex formation length is defined as the distance from the lee-side of the
cylinder to the region of maximum velocity fluctuation in the cylinder wake and
has a value of about 2 for short cylinders3 of H/D < 10 and 1 for taller cylinders
H/D > 10 [220; 204]. The longer vortex formation region for cylinders of small
aspect ratio may be a result of the additional influence of the necklace vortex that
forms around the base section of a finite cylinder and which also contributes to the
three-dimensionality of the flow behind a finite cylinder [217]. For cylinders of small
aspect ratio (H/D < 6), the effect of flow around the free-end influences the wake
2i.e. a cylinder that does have ends.
3Normalised with respect to the vortex formation length of a two-dimensional cylinder.
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flow over the entire length of the cylinder, while for relatively long cylinders, the
free-end influence is confined to a region close to the free-end [220]. The tip-flow
effect on the base pressure coefficient4 increases with H/D for H/D < 7, and then
remaining constant for H/D ≥ 7 [218]. A particularly important observation is
that, aside from the wake region, the flow is essentially two-dimensional at a level
two diameters below the top of the cylinder [204].
This wake flow structure5 is observed at all Reynolds numbers [217]. The influ-
ence of the free-end and the base effects increases along the cylinder with increasing
Reynolds number and with decreasing aspect ratio.
Several experimental descriptions of the flow around a finite cylinder are in-
structive [204; 217]. When a flow approaches the free-end of a finite cylinder, the
flow moves upwards, accelerating around the free-end before separating from the
cylinder at the free end and forming a trailing vortex. This trailing vortex is pushed
downwards, influencing the wake behind the top half of the finite cylinder. The
wake behind the lower half of the cylinder is practically two-dimensional and not
influenced by the downwash.
4.4 Flow Around a Meteorological Tower
The meteorological mast studied was a 50 m high thin-walled tubular tower with
an outside diameter of 0.15 m. The tower was hollow, with a gap between its
base and the ground (Figure 4.1 (a)). The anemometer was located only 0.30 m
(two diameters) above than the top of the tower, close enough that wind-speed
measurements were likely to be affected by speed-up. In assessing the effect of
the tower on the anemometer, we studied various configurations of wind-speed,
4The base pressure coefficient Cpb can be derived from Bernoulli’s equation, p+
1
2
ρV
2 = const,
where ρ is the fluid density. This can be re-written as ps = p∞ +
1
2
ρU2
∞
(1− 4sin2θ) for flow about
a cylinder. Cpb can then be written, Cpb =
ps − p∞
1
2
ρU2
∞
Cpb . See also Glossary.
5Suppressed two-dimensional flow around the mid-regions of the cylinder with significant three-
dimensional effects at the free-end and close to the base.
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turbulence and the slope of the local terrain. We also took into account the fact
that the tower was hollow. This model was built using the commercial computational
fluid dynamics (CFD) code Fluent [106], coupled with a simple analytical analysis.
Our objectives in this study were (i) to validate Fluent as a useful tool, in the
context of this work, and (ii) to approximate the velocity distortion at the top of a
finite cylinder using Fluent.
4.4.1 Validation
The purpose of our validation was to demonstrate that the results from Fluent
compare well with the experimentally observed flow structures and associated effects
of two dimensional laminar, steady and unsteady flow. The validation was both
qualitative and quantitative. Quantitatively, our aim was to approximate the drag
coefficient Cd and the pressure distribution Cp
6.
We began by looking at the flow about an infinite, or two-dimensional, cylinder.
The validation consisted of running simulations for various Re and comparing the
results with experiment and theory [e.g. 212].
For the finite cylinder, the aim was to qualitatively replicate the flow pattern
above and around the cylinder as well as calculating Cd, and Cp at various heights
along the cylinder.
4.4.2 Meshing the Computational Domain
We experimented with various different grid geometries for both the two-dimensional
and three-dimensional simulations. In the two-dimensional case, three domain types
were tested, of rectangular, semi-circular and circular shape respectively. As de-
scribed earlier, these were inspired by reports, tutorials and papers from several
sources [e.g 106; 131; 221]. Various grid configurations were tested within each of
these three main domain types.
6See the Glossary for a brief discussion of this parameter.
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Figure 4.3: The dense two-dimensional computational domain with the cylinder
located in the very centre. The left edge is the inlet; the right edge is the outlet.
We considered an infinite cylinder of diameter, D = 2.0 m placed in a uniform
crossflow with a free-stream velocity of 1.0 m s−1. The inlet and outlet are 6.25D m
and 11.25D m respectively from the centre of the cylinder. The top and bottom of
the computational domain are equidistant from the cylinder centre and 8D m apart.
Semi-circular and circular domains most closely approximated the flow features of
interest to us (the circumferential pressure distribution and separation points, wake
configurations and drag coefficients).
In three dimensions, we again tested several domain types, each with more than
one internal grid configuration. Similar to the two-dimensional case, the three main
domain forms we considered were : a rectangular prism (a brick shape), a semi-
spherical domain, and a quarter-spherical domain. The quarter- and semi-spherical
domains were found to work best.
The Fluent model consisted of a quarter-sphere with a diameter 40 times that
of the cylinder. The cylinder represented the topmost ten diameters (H/D = 10)
of our met tower (H/D > 300). By considering the axial symmetry of flow around
cylinders, it was only necessary to model half the tower: this permitted use of
a dense mesh without leading to excessive computation time. The mesh for our
model contains approximately 650,000 tetrahedral cells, most of them close to the
tower. The half-cylinder was placed centrally.
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4.4.3 Boundary and Initial Conditions
The properties of the fluid were assumed constant. In the two-dimensional simula-
tions, a no-slip7 wall condition is applied to the cylinder wall. Uniform free stream
conditions with varying degrees of turbulence are applied at the inlet (velocity inlet)
and lateral boundaries (symmetry). The flow exit is treated as a pressure outlet.
In the case of a solid three-dimensional tower, there are five boundary conditions.
At the bottom of the domain the flow is two-dimensional. The use of a symmetry
condition as the bottom face enforced this constraint. The flow symmetry about the
centre line of the cylinder allowed us to use another symmetry condition on the single
vertical surface. The tower itself was assigned a wall condition, implying zero wind-
speed at the surface. The upstream curved surface was defined as a velocity inlet.
This allowed us to specify the free-stream wind-speed and a turbulence intensity.
We defined the downstream face as a pressure outlet with atmospheric pressure.
The resulting model is shown in Figure 4.4.
A Fluent case file contains all the necessary inputs required by Fluent to specify
a particular problem. This includes the computational domain geometry (including
the grid), the boundary and initial conditions, the fluid properties, and the settings
of the various solution parameters (for example which turbulence model to use).
The fluid properties were set as constant with the boundary conditions described.
Fluent’s first-order discretisation scheme was used to model unsteady flows for Re >
50. It is important to note that the drag coefficient (Cd), is conventionally calculated
per diameter length of cylinder, as opposed to per unit length, for convenience.
4.4.4 Dimensional Analysis
Take axes centred at the top of the tower and define D (tower diameter), H (tower
height) and U (incident airspeed). Then, if we define u(z) to be the horizontal
7The no-slip wall condition is a central, simplifying observation used in boundary-layer theory.
It states that there is no relative motion between a surface and that part of the fluid flow which is
in contact with the surface.
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velocity at a height z above the cylinder:
u(z)
U
= f(z[m], D[m], H[m], ν[m2 s−1], ǫ[m], U [m s−1]) (4.3)
where ν and ǫ are the kinematic viscosity of air and the turbulence length scale of
the incoming airstream respectively. With some consideration, dimensional analysis
then gives us:
u(z)
U
= F
(
z
D
,
UD
ν
,
H
D
,
ǫ
U
)
(4.4)
That is,
u(z)
U
is some function, F, of four dimensionless groups. The dimension-
less group
UD
ν
is the Reynolds number (Re) of the flow and takes values in the
range of 10,000 to 100,000.
H
D
can be taken as approximately equal to 300. Since
the Reynolds number and
H
D
are both >> 1, it is anticipated that
u(z)
U
is indepen-
dent of both these numbers. Flows become independent of Reynolds number when
Re is large. Similarly, for structures of H/D > 5, additional height does not affect
flow patterns about the free end(s). So,
u(z)
U
= F
( z
D
,
ǫ
U
)
(4.5)
4.4.5 Modelling Turbulence
The turbulence intensity I is the ratio of the root-mean-square of the velocity fluc-
tuations, urms, to the mean flow velocity, u¯ [117], thus:
I =
urms
u¯
(4.6)
This is the definition adopted by Fluent [106]. There is no one turbulence model
that is the best choice for all types of problem; the choice of turbulence model
depends on factors including the physics of the flow, conventions for dealing with
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particular types of problem, the accuracy required and the resources available [106].
A careful weighing of these factors is required when choosing a turbulence model.
The Spalart-Allmaras (S-A) model was chosen for the wind energy work carried
out as part of the work presented in this thesis. This turbulence model is a good
choice where speedy results are required and accurate turbulent flow computations
are not required [106]. The S-A model is also suitable for relatively coarse grids since
it uses wall functions when the mesh resolution is not sufficiently fine. In the Fluent
implementation of the S-A model, the user is required to provide inlet boundary
conditions by setting the turbulence intensity and a turbulence length scale, based
on a representative dimension such as the diameter of a cylinder.
4.5 Modelling a Solid Tower
4.5.1 Some Considerations
In a previous study, it was shown that the flow around a finite cylinder at a height
of one diameter below the free-end is approximately two-dimensional; the speed-up
is not influenced by the airflow far below the top of the tower [204]. For this reason,
even though our tower had an aspect ratio of more than 300 (H/D > 300), it was
necessary only to model the topmost 1.5 m, or a cylinder of height to diameter ratio
10 (H/D = 10).
4.5.2 Calculating the Speed-up
On completion of a simulation run8, we recorded wind-speed values at specified
positions close to the free-end of the tower. These were located at 30◦ intervals,
on a circle congruent and concentric with the circumference and at a height of two
diameters above the top of the tower (Figure 7.8). These correspond to positions at
which the centre of the anemometer may be located. An actual anemometer consists
8One run comprises approximately 2,000 0.1 s time-steps, with 50 iterative computing steps in
each of them.
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of three cups rotating on a fixed circular path around the centre of the device and
so the wind-speed is not measured exactly at the centre of the device but rather
on the path followed by the cups. From our simulations, however, we concluded
that the difference between the speed-up estimated at the centre of the anemometer
and the speed-up estimated on the circle followed by the cups is always less than
0.08% of the free-stream wind-speed. The wind-speed estimated at the centre of
the anemometer, therefore, represents an acceptable approximation to the values
recorded by an actual cup-device for the purposes of this study.
4.6 Modelling a Hollow Tower
4.6.1 Additional Considerations
The accelerating airflow around the top of the tower is at a lower pressure than
the still air at the bottom of the tower, next to the ground, where the pressure is
atmospheric. This sets up a pressure drop from the bottom to the top and gives rise
to an airflow up through the hollow centre of the tower. The velocity of this internal
airflow can be computed using the empirical Darcy-Weisbach equation [222], which
can be written
ω =
√
2D∆p
λHρ
(4.7)
where ω is the speed of the airflow exiting through the top of the tower, ∆p is
the pressure drop from the bottom of the tower to the top, D is the diameter of the
tower, H its height, λ the pipe friction coefficient, calculated iteratively using the
Colebrook-White equation [222], and ρ is the air density.
4.6.2 Calculating the Speed-up
The internal airflow through the hollow tower can be captured by changing the
top surface of the tower from a wall boundary to a velocity inlet. The air velocity
Figure 4.4: The computational domain with exploded surfaces for illustration.
assigned to this inlet is computed using an iterative process (Figure 4.5). Essentially:
(1) an initial run of the solid tower simulation provides a pressure value at the top of
the tower; (2) using this value to calculate ∆p in Equation (4.7), we then estimate
the internal airflow speed ω at the top of the tower; (3) we use this value for ω as the
top boundary condition for the next simulation run in order to get a new estimate
for the pressure drop; (4) this process is repeated until ω converges to a fixed value.
4.7 Modelling a Tower on Sloped Terrain
4.7.1 Additional Considerations
We assumed that in the vicinity of the free-end of a tower positioned vertically on a
hill, the airflow is parallel to the slope of the hill and has a turbulence intensity close
to that of flat terrain. Turbulence intensity is defined as the ratio of the root-mean-
square of the velocity fluctuations, u′, to the mean flow velocity, u [117]. Although
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Figure 4.5: The iterative process used to calculate the speed-up over a hollow tower.
The process is repeated until ω converges to a fixed value.
the vertical component of turbulence intensity does change on encountering the
windward side of a hill [223; 224; 225], this mechanism is not relevant to our study.
In addition, as we report later in this thesis, speed-up is not sensitive to changes in
turbulence intensity.
4.7.2 Calculating the Speed-up
We need only change the inlet and bottom face boundary conditions. Airflow now
enters through the inlet and bottom faces, inclined at an angle to the horizontal
equal to the terrain slope.
In addition to speed-up, there are other sources of measurement error associated
with anemometers. One source of error, relevant to this thesis, results from the fact
that anemometers only measure the wind velocity component perpendicular to the
main axis of the device, which is almost always vertical; this has implications for a
met tower sited vertically on the windward side of a hill, subject to an uphill wind
that is parallel to the slope. In this thesis, the speed-up error can be understood as
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both the speed-up error in the actual absolute flow velocity above the vertical tower
and the speed-up error in the velocity reported by the anemometer.
4.8 Chapter Summary and Conclusions
In this chapter describes the literature, theory and methods related to the second
of the three studies that contribute to this thesis were presented. The results from
this work are presented in Chapter 7 with a discussion of their utility and how
they contribute to the thesis that simulation is useful. Chapter 5 continues with a
description of the third of the three studies presented in this thesis.
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Chapter 5
Literature Review, Theory and
Methods, Study 3
The third part of the work presented in this thesis concerns one possible end state for
a dissolving tablet: fragmentation into small particles with dissolution continuing
from the disintegrated solid masses. A framework for calculating the motion of, and
dissolution from, a drug particle moving through the USP apparatus is outlined,
beginning with a review of the classical work of Taylor and Glauert [22; 23], who
considered the motion of raindrops in airflows. This chapter presents the literature,
theory and methods relevant to this third study.
5.1 Describing Particle Motion in a Fluid
In 1940, G.I. Taylor outlined, with great clarity of thought, a methodology for
determining the two-dimensional equations of motion of raindrops moving in curved
airstreams [22]. This work was to facilitate the design of a suitable wind tunnel for
carrying out de-icing experiments. In this paper, Taylor presented the exact solution
for the paths of raindrops moving in a jet impinging on a flat plate, the flow close
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to a stagnation point1, when Stokes’ law of resistance2 is assumed to apply. Taylor
defines the two-dimensional equations of motion for a raindrop in a fluid which is
moving with velocity components u and v as:
4
3
π̺a3
du1
dt
=
1
2
πCdρa
2q(u− u1)
4
3
π̺a3
dv1
dt
=
1
2
πCdρa
2q(v − v1)
where Cd is the drag coefficient of a sphere,
q =
(
(u− u1)
2 + (v − v1)
2
) 1
2 , u1 and v1 are the velocity components of the drop, 2a
its diameter, ̺ its density and ρ the density of air. With the assumption of Stokes
flow, these equations can be written in a simplified form. In general, the equations of
motion must be solved numerically. In 1940, before the advent of modern computing,
Glauert calculated the paths of the particles using an unspecified step-by-step, or
numerical, integration method [23].
Glauert further applied Taylor’s technique to the problem of ice accumulation
on a two-dimensional circular cylinder and an airfoil. Using the equations of motion
for Stokes flow developed by Taylor, Glauert hand-computed two-dimensional paths
for raindrops of different sizes moving around various simple shapes. The combined
work of Taylor [22] and Glauert [23] forms an excellent introduction to particle
tracking in a fluid, i.e. simple two-phase flow.
Several related NACA papers were also published at that time and a subsequent
paper by Bergrun provides a very useful expansion on the techniques described
by Glauert, applied to a NACA airfoil [226]. In particular, Bergrun discusses the
case when the raindrop departs from Stokes flow. In this case, the equations of
1When a fluid flow impinges on a surface, e.g. perpendicularly onto a flat plate, the middle
stream-line will come to rest at a point on the surface. This is a stagnation point [see e.g. 193].
2Stokes flow or creeping flow assumes that the density, or inertia, terms are all negligible in
the equations of motion. It can be shown by non-dimensionalising the Navier-Stokes momentum
equation that this assumption is valid only for very small Reynolds numbers [193; 210; 114].
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motion solved by Glauert must be modified to account for a continuously variable
drag coefficient, Cd. Assuming that the acceleration of the particle is constant over
the time-step, Bergrun outlines an integration method using a linear first order
approximation for velocity and a second order approximation for position; taking
the x -direction:
upn+1 = u
p
n + a
p
n∆t+O(h)
xpn+1 = x
p
n + u
p
n∆t+ a
p
n∆t
2 +O(h2)
This amounts to using the Euler integration method to calculate new velocities
and positions. Since the velocity values are only O(h) accurate, the accuracy in the
calculation of positions is not as good as the theoretical O(h2). Bergrun also presents
a method of estimating the initial relative difference, or differentials between the
particle and flow velocities which are required to initiate the calculations. A later
paper contains further useful derivations associated with particle motion about an
airfoil [227].
In more recent years, refinements in computing and mathematical descriptions
have led to significant progress in particle tracking capabilities. Nevertheless, the
basic mathematical descriptions of and methodologies for Eulerian/Lagrangian3 cal-
culations of particle motion through an aerodynamic or hydrodynamic field have
not changed very much in a broad sense [229]. The paths of the particles moving
through the velocity field are calculated by numerical integration of variations of
the equations of motion. For example, additional forces may need to be included
[e.g. 230]. In the general case, the velocity field is too complex to be calculated
3Eulerian descriptions of two-phase flows consider effects relative to a fixed point in space while
Lagrangian descriptions describe the effects relative to the reference frame of a particular particle
moving through the fluid. In the Eulerian description of motion, the velocity vi is defined in terms
of x, y, z, t, i.e. u(x, y, z, t), v(x, y, z, t), w(x, y, z, t) while in the Lagrangian system, xA(t), yA(t)
and zA(t) are specified for each fluid particle. In general, Lagrangian computational models have
grid points that move with the fluid, while Eulerian grid points remain fixed in space [228].
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analytically and instead fluid velocity values at a finite number of discrete points
are computed using a numerical computational fluid dynamics (CFD) code, such
as the commercial code Fluent. The resulting structured or unstructured matrix
of velocity data, associated with the CFD grid points, is then used to calculate the
motion of the particle. For a steady velocity field, which is assumed to be unaffected
by the motion of the particle, the particle position is first located in the grid. If
the particle is not at a grid point, velocity information from surrounding grid points
must be interpolated to find the fluid velocities at the particle location. Using this
information, the equations of motion must be integrated to determine the position
of the particle at the next time-step. This new position must then be located in the
data set and the process starts over again.
5.2 Governing Equations
As outlined above, one version of the two-dimensional equations of motion for a
spherical drop in a steady stream with velocity components u and v are [22]:
4
3
π̺a3
du1
dt
=
1
2
πCdρa
2q(u− u1) (5.1)
4
3
π̺a3
dv1
dt
=
1
2
πCdρa
2q(v − v1) (5.2)
where, as described above, Cd is the drag coefficient, q =
(
(u− u1)
2 + (v − v1)
2
) 1
2 ,
u1 and v1 are the velocity components of the drop, 2a its diameter, ̺ its density and
ρ the density of the fluid. If x and y are the coordinates of the drop at time t, then
dx
dt
= u1,
dy
dt
= v1
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Figure 5.1: With the basic equations of motion, FInertia =
d
dt
(mv) and Fd = ma,
where m is the mass of the particle, v its velocity and a in this context its acceler-
ation, there is a balance between the inertia and drag forces.
5.3 Forces
We can readily see that the left hand side of Equations (5.1) and (5.2), the inertial
force, arise from Newton’s Second Law (Figure 5.1). The right hand side of Equa-
tions (5.1) and (5.2) describe the drag force acting on a particle moving through
a fluid. In reality, the drag coefficient Cd varies continuously with the Reynolds
number Rep of the particle in the flow
4. Rep is given by:
Rep =
2aq
ν
(5.3)
[210]. Cd can be considered constant, however, in certain situations, such as
when the Rep is large. In other situations, e.g. when the Rep is very small, the
relationship between Cd and Rep can be approximated as linear [see e.g. 210].
If the particles are assumed to be very small, Stokes’ law of resistance can be
applied5. In this case, the drag coefficient, CdStokes :
CdStokes =
24
Rep
4See the Glossary for a discussion of the Reynolds number.
5Strictly, Stokes’ law only applies when a flow is very slow, very steady and when the boundary
walls are very far away [231].
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[210] and ν is the kinematic viscosity of the fluid. It follows that CdStokes =
12ν
aq
and, in terms of u and v, Equations (5.1) and (5.2) then simplify to
K0
d2x
dt2
+
dx
dt
− u = 0 (5.4)
K0
d2y
dt2
+
dy
dt
− v = 0 (5.5)
where
K0 =
2
9
̺
ρ
a2
ν
(5.6)
Stokes flow pertains when Rep << 1. In the majority of cases, Stokes’ law does
not apply, e.g. when the particle is relatively large. We observe that, in general
[226]:
Cd = CdStokes × f(Rep) (5.7)
where Cd is the drag coefficient written in its most general form, f() is a function
of Rep and is based on the empirical formulae given by Loth [232]. We can write
that Cd = CdStokes × f(Rep) =
12ν
aq
× f(Rep). Simplifying Equations (5.1) and (5.2)
using Cd instead of CdStokes yields
CfK0
d2x
dt2
+
dx
dt
− u = 0 (5.8)
CfK0
d2y
dt2
+
dy
dt
− v = 0 (5.9)
with variables as defined previously and the correction factor, Cf =
1
f(Rep)
. The
correction to the Stokes flow solution for a continuously variable Cd is calculated
using Loth’s empirical formulas [232]:
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• Rep <= 1, Cf = 1 +
3
16
(Rep).
• Rep > 1 and Rep <= 285, Cf = 1 + 0.1935Rep
0.6305.
• Rep > 285 and Rep <= 2, 000, Cf = 1 + 0.015Rep + 0.2283Rep
0.43.
• Rep > 2, 000 and Rep <= 3, 500, 000, Cf = 0.44
Rep
24
.
• Rep >= 3, 500, 000, Cf = 0.44
Rep
24
.
Equations (5.1) and (5.2) represent a useful description of particle motion in a
fluid. However, as outlined by other workers [e.g. 230], other forces act on a particle
in a flow. For small Rep, Equation (5.1) can be written in a more general way as:
(mp +
1
2
mf )
du1
dt
= (mp −mf )g +
3
2
mf
du
dt
+
1
2
πCdρa
2q(u− u1) + FHistory (5.10)
where the mf terms are added mass terms, used to capture the resistance of the
fluid to acceleration. FHistory, the history term, accounts for the effect the particle
has on the velocity field. These additional forces, including the effect of gravity g, are
ignored by Taylor since they are relatively small for particles the size of raindrops.
For the same reasons, they are not included in the analysis presented here.
5.4 Computer Implementation of Particle Motion in a
Two-Dimensional Flow Near the Stagnation Point
Taylor and Glauert’s results for solution of the two-dimensional equations of motion
of raindrops moving in curved airstreams [22; 23] provide a useful comparison for
testing the various components of a numerical model of the motion of particles
in flows. Taylor presents the exact solution for the case of particle motion close
to a stagnation point when Stokes’ law of resistance applies. This solution was
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implemented numerically and extended in this thesis for the general case when
Stokes’ law does not apply.
5.4.1 Taylor’s Exact Solution
As outlined by Taylor [22], the velocity field close to a stagnation point is given
by u = −cx, v = cy. If these values for u and v are substituted into the general
equations of motion, Equations (5.4) and (5.5), the resulting equation may be non-
dimensionalised by substituting z = t/K0, α = K0c. This gives
d2x
dz2
+
dx
dz
+ αx = 0 (5.11)
d2y
dz2
+
dy
dz
− αy = 0 (5.12)
Taylor presents exact solutions to Equations (5.4) and (5.5) for various values
of α for a particle travelling with the stream at z = t = 0. These provide a useful
benchmark for numerical implementations.
5.4.2 Review
To calculate the paths of the particles moving through the velocity field, the discrete
versions of Equations (5.11) and (5.12) are integrated using a Runge-Kutta method.
A generalised particle tracking process is: (1) Calculate the fluid velocities at time
t at a finite number of grid points, (2) Search the grid to find the fluid velocities at
the position of the particle, (3) Interpolate data from the grid points closest to the
particle to determine the fluid velocities at its location, (4) Integrate the equations
of motion using these velocities and determine the new particle position, and (5)
Analyse and/or visualise the resulting data. For unsteady flows, this process must
be completed for each time-step. For steady flows, it is necessary to perform step
(1) only once.
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For the case of a particle moving in a two-dimensional flow near the stagnation
point, the algorithm is as follows: (1) Define the fluid flow as u = −cx and v = cy,
where x and y are the coordinates of the particle at time t; (2) Define the flow
velocities u = −cxt=0 and v = cyt=0. This is the initial position of the particle.
From the assignment on the previous page, at t = 0, z = t = 0 ; (3) define the
Reynolds number Rep,t=0 of a stationary particle at xt=0, yt=0 (this is discussed in
more detail overleaf) ; (4) integrate the transformed equations of motion, Equations
(5.11) and (5.12), using a fourth order Runge-Kutta method; (5) For the general
case, Cd is calculated at each time-step.
5.4.3 Methods
G.I. Taylor’s 1940 paper was the starting point for this research [22]. The technique
described in this paper for the treatment of a particle motion in the case of a jet
impinging on a flat plate, summarised above, was implemented on the computer6
using step-by-step techniques, similar to those used by Glauert [23].
5.4.4 Evaluation of the Drag Force
The drag force is calculated at each time-like z-step and at the intermediate Runge-
Kutta stages. When Stokes’ law of resistance applies, the numerical solution of
Equations (5.11) and (5.12) agrees well with Taylor’s exact solution. In the general
case where Stokes law does not apply, Equations (5.13) and (5.14) are modified
following the procedure outlined in Section 5.3, giving:
Cf
d2x
dz2
+
dx
dz
+ αx = 0 (5.13)
Cf
d2y
dz2
+
dy
dz
− αy = 0 (5.14)
6Using the Python scripting language.
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with the Cf already defined.
5.4.5 Initial Conditions
Two extreme situations at t = 0 were considered: (1) the particle is moving with
the flow and (2) the particle is at rest relative to the flow. Solutions were calculated:
(i) for the special case when Stokes’ law applies, using Equations (5.11) and (5.12)
and (ii) for the general case when Stokes’ law does not apply, using Equations (5.13)
and (5.14).
5.4.6 Evaluation of the Relative Reynolds Number, Rep
In terms of z, the initial relative Reynolds number of the particle with respect to
the flow can be written
Rep =
2aq(z)
K0ν
=
2acq(z)z,t=0
αν
using Equations (5.3) and (5.6). As mentioned, the two extreme initial conditions
are (1) the particle is moving with the flow at z = t = 0 and (2) the particle is at
rest with respect to the flow at z = t = 0. For convenience, z and t are taken to
be the same quantity in the following discussion; in Taylor’s work, the calculations
proceed in terms of z and a routine conversion is used to express them in terms of t.
Taking initial condition (2) first, the particle is initially at rest and qt=0 = 0. qt=0 is
the relative or resultant velocity between the particle and the fluid at t = 0. Since α
and qt=0 are known, setting Rep,t=0 to some reasonable value automatically defines
a, the radius of the particle (from Equation (5.3) and the definition of K0). From
descriptions in the preceding pages, it can be understood that the definition of α
and a automatically set c, the constant of proportionality between the flowspeed
and the displacement along the x or y axis; a sets K0 and α and K0 together set
c. Rep,t=0 and α are, it follows, the defining quantities for this analysis. Once
these values are set, the calculations can then proceed with Cd recalculated at each
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time-step.The Reynolds number at each new time-step t+∆t can calculated using
Rep(t + ∆t) = q(t + ∆t)
Rep(t)
q(t)
. This arises from the definition of the Reynolds
number, i.e. q is the only quantity that varies when a particle of constant size
moves through a fluid of constant viscosity.
With initial condition (1), when the particle is moving with the fluid at t = 0,
a similar consideration applies: if α and Rep are both specified at t = 0, and given
that q(z)p,t=0 is a function of α only, a and c are automatically defined, again using
Equation (5.3) and Section 5.4.1.
This presents a problem, however. At t = 0 there is no relative movement
between the fragment and the fluid flow and Rep,t=0 = 0. There is not enough
information to allow calculation of Rep at subsequent time-steps using the procedure
outlined above. In order to get around this problem and to kick-start the simulation,
the Reynolds number for the same particle standing still relative to the fluid must
be defined at t = 0; this is an additional input to the simulation. In addition, the
initial resultant velocity qt=0 between a stationary particle and the fluid is calculated.
From the definition of the Rep on the previous page, it can be seen that knowledge
of Rep,t=0, qt=0 and α automatically defines the product ac, i.e. a measure of the
product of particle size and flow velocity. A large Rep,t=0 corresponds to a fast flow
and/or a large raindrop. Conversely, a small Rep,t=0 corresponds to a slow flow
and/or a small raindrop. Using these values for Rep,t=0 and qt=0 allow initialisation
of the simulation; calculations for subsequent time-steps are not affected.
5.4.7 Generating the Numerical Grid
A structured numerical grid for the 2D stagnation flow was generated using a simple
code which calculated the velocity values u and v at a selected number of points
x0, y0 to xN , yN using the exact solution (u = −cx and v = cy). The evenly spaced
N ×N grid was written to a text file in the format shown in Table 5.1.
Additional text files were generated with node and element connectivity infor-
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Node x y u v
N1 0.0 0.0 0.0 0.0
N2 0.0 1.4 0.0 0.7
N3 0.0 2.9 0.0 1.4
...
NN 0.0 4.3 0.0 2.1
Table 5.1: The format of the structured numerical grid used in the numerical im-
plementation of Taylor’s work. N1 to NN are the node labels.
mation. For a 4× 4 grid, nodes and elements were numbered from the bottom left
hand corner to the top right hand corner.
5.4.8 Localisation and Interpolation
Review
Calculating a particle trajectory using Eulerian or Lagrangian methods involves lo-
calisation, i.e. finding the particle position x relative to the surrounding grid points.
This is straightforward for a structured cartesian grid, where the grid is aligned
with the reference frame [229]. Locating a particle in unstructured grids, however, is
generally computationally intensive [229; 233]. Since unstructured grids are increas-
ingly used by computational fluid dynamics codes to mesh complex geometries and
since the particle-locating, or localisation, algorithm must be performed after each
simulation time-step, an efficient algorithm is essential. This is particularly true for
simulations of many particles featuring complex flow phenomena such as turbulence
[229].
In an Eulerian description of a two-phase flow, the carrier velocity and other
flow variables are known at a discrete number of grid points. The function of the
localisation algorithm is to find the carrier velocity and other relevant flow variables
at the particle position [229]. This involves two steps: (i) locating the particle in
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the grid, identifying the grid cell that it belongs to at a particular time and (ii)
interpolating information from the surrounding grid points to calculate the carrier
velocity and flow variables of interest at the particle position [229].
Many localisation algorithms have been designed. The simplest general locali-
sation method involves calculating and comparing the Euclidean distance between
p and each node in the grid. The fluid p(x, y) is assigned the velocity values of
the closest node. This is known as nearest neighbour interpolation. Lo¨hner out-
lines a simple brute-force search algorithm for a single particle in an unstructured
grid consisting of either two-dimensional triangular elements or tetrahedral three-
dimensional elements using shape functions7 [234]. This technique can be applied
to any cell shape by reorganising the cells into triangles or tetrahedra. Due to its
simplicity, this algorithm is very fast. In addition, it is readily vectorised 8. Other
more advanced search and interpolation techniques are discussed by Zhou [229] and
Chodra´ [233].
Methods
In order to find the fluid velocities at any point p(xp, yp), the point must be located
in the numerical grid. Once located, the values for the fluid velocities at the point are
estimated using one or more values associated with the surrounding grid points. The
first search and interpolate method we used was the simple nearest neighbour scheme
where the Euclidean distance between p and each node in the grid is calculated and
compared. p(x, y) is assigned the velocity values of the closest node, Nc. The 2D
Euclidean separation δn is calculated as
δn =
√
(xn − xp)2 + (yn − yp)2
7In the one-dimensional case, where a cell or element consists of a line joining two points, a and
b, a variable u defined at a and b can be interpolated from its value at a and b. The expression is
u =
(
xb − x
xb − xa
)
ua +
(
x− xa
xb − xa
)
ub. The quotients in brackets are referred to as shape functions.
Similar expressions can be derived for two-dimensional and three-dimensional elements.
8Vectorising allows efficient, parallel operation on vector-like quantities.
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Figure 5.2: USP Dissolution Apparatus 2 generated from CGNS data provided by
Deirdre D’Arcy at the School of Pharmacy in Trinity College Dublin [19]. Visualised
for this thesis using VisIt [235].
where xn and yn are the x and y co-ordinates of the grid point under consider-
ation.
5.5 Particle Motion in the USP Apparatus
The core work presented earlier in this thesis considered the initial drug dissolution
from a dissolving compact using numerical techniques, providing good agreement
with experimental results for relatively slowly dissolving systems over short disso-
lution times. One possible end state of a tablet is that, at some stage, it breaks
up with dissolution occurring from the disintegrated solid masses. The end-point of
the work begun in this thesis is to provide simulations for (i) longer time periods of
dissolution and (ii) disintegrating and particulate systems. In addition to some of
the techniques already discussed, a first step towards objective (ii) is to examine an
existing CFD simulation of the USP apparatus.
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5.5.1 USP Apparatus Data
The velocity field within the USP Dissolution Apparatus was produced by D’Arcy
et al [19] using the commercial CFD code Fluent. The Fluent model is of the
entire USP dissolution apparatus and does not make use of any device symmetries.
It is certainly possible that some symmetry considerations could have been used
to reduce computation; however, it is understood that the intention was to create
a faithful representation of the device. The Fluent hydrodynamic simulation was
exported in ASCII and ADF (Advanced Data Format) as specified by the CFD
General Notation System (CGNS) [236; 237]. In order to reduce the large ASCII
text file to a manageable size for plotting, a Python script was used to thin the data.
The script steps through the data file, keeping only every nth line of data [238].
5.5.2 Integration of the Equations of Motion
Numerical integration of ordinary differential equations is concerned with solving
initial value problems of the form y′ = f(x, y), y(a) = y0 over a ≤ x ≤ b. Rather
than providing a solution to y′ = f(x, y) at every x, numerical methods provide
solutions at a finite, preselected set of x values [239], where x is the time-like variable.
This results in tables of values for x and y. These tables of values, nowadays
calculated by computer and potentially containing a very large amount of data, are
generally graphed to facilitate interpretation of the results. Numerical solutions can
provide information where algebraic expressions cannot [239].
There are very many integration methods including the (Fundamental) Euler
Method or Point Slope Method and its variations, the Trapezoidal Method, the
Leap-Frog or Half-Step Method (all linear approximations). Other methods include
Adam’s Interpolation and Extrapolation methods, the Runge-Kutta Method, Gill’s
Method, Predictor-Corrector Methods, the Feynman Method and the Verlet Method
[see 240; 239; 241; 242]. The Runge-Kutta Method, strictly a family of methods
which includes the Heun Method, is one of many multi-stage algorithms. Multi-stage
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Figure 5.3: The Euler integration method is a simple linear approximation to the
particle trajectory. Many time-steps are needed to ensure a basic level of accuracy.
x, u and a represent the position, velocity and acceleration values at a point.
methods require calculations at intermediate steps in the time-like sense [243]. Many
other methods and variations of existing methods have been devised [244; 242].
Numerical methods should provide accurate and stable solutions that can be
performed in a reasonable time with reasonable resources. A series of informative
educational papers published in the American Journal of Physics provided insight
into various integration techniques [241; 244; 245; 246; 247; 248; 242]. Although
discussed in detail in many textbooks [e.g. 240; 239], three of the most important
methods are described here. Different methods are suitable for different problems;
Runge-Kutta methods are commonly used when high accuracy is required. The
Verlet method is popular and provides a compromise between accuracy and speed.
Euler methods have a low accuracy but are very fast.
Euler or Point Slope Method
The simplest integration method for the solution of
dy
dx
= f(x, y), y(x0) = y0 is the
linear Point Slope or Euler Method [239]. Given a starting position P (x0, y0) and
a slope f(x0, y0), the aim is to find y0 ... yn corresponding to x0 ... xn. Taking a
tangent through the curve at P0, the tangent may be a good approximation to the
actual curve in a very small interval around x0, say in the range x0 − h to x0 + h,
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where h is some small value. Moving along the curve from P0 to P1, it is possible
then to write x1 = x0 + h and y1 = y0 + hf(x0, y0). The Euler Method has a
discretisation error O(h2) for each step in the time-like direction. For the system
u =
dx
dt
= f(x, t), x(t0) = x0 (Figure 5.3), we can write xn+1 = xn + un∆t. This
equation represents a particle’s position with time. u in turn can be calculated from
the equation un+1 = un + an∆t, where an is the acceleration at n.
Although attractive for its simplicity, the error accumulates with each step of
the time-like direction and quickly becomes significant rendering the solution too
inaccurate for use. Other linear algorithms such as the Mid-point Method and the
Leap-Frog or Half-Step Method have much better accuracy [241]. It is interesting to
note that according to Cromer [241], the superior accuracy of the Leap-Frog Method
over the Euler Method is not because it better approximates the first derivative at
a point, but because it better approximates the first integral of motion.
Runge-Kutta Methods
As outlined in textbooks [e.g. 240; 239], one particular Runge-Kutta method consists
of four intermediate calculations to solve for y in y′ = f(x, y). The solution is:
yn+1 = yn +
1
6
k1 +
1
3
k2 +
1
3
k3 +
1
6
k4 +O(h
5) (5.15)
Where values are as defined previously and k1 = hf(xn, yn), k2 = hf(xn +
1
2
h, yn +
1
2
k1), k3 = hf(xn +
1
2
h, yn +
1
2
k2) and k4 = hf(xn + h, yn + k3).
Runge-Kutta methods, although accurate, incur calculation and storage penal-
ties, requiring calculation of the variables at intermediate positions between steps in
the time-like direction and can result in a computationally expensive program [249].
Nevertheless, Runge-Kutta methods are widely used [e.g. 250; 251; 252].
111
Verlet Method
The Verlet method was used by Loup Verlet in his 1967 paper on the motion of
particles under the influence of molecular forces [110]. The Verlet algorithm and its
variants are widely used in physics engines where high-speed calculation is necessary.
Verlet solves m
d2ri
dt2
=
∑
j 6=i
f(ri,j) using:
ri(t+ h) = 2ri(t)− ri(t− h) +
∑
j 6=i
f(ri,j(t))h
2 (5.16)
where h is a small time increment. The Verlet algorithm is derived by combining
two Taylor series expansions. With r the position, v the velocities, a the accelera-
tions, and b the third derivatives of r with respect to t, all vector quantities, we can
write:
r(t+∆t) = r(t) + v(t)∆t+ ...+ a(t)∆t2 + (1/6)b(t)∆t3 +O(∆t4) (5.17)
r(t−∆t) = r(t)− v(t)∆t+ ...+ a(t)∆t2 − (1/6)b(t)∆t3 +O(∆t4) (5.18)
Adding Equations (5.17) and (5.18) gives
r(t+∆t) = 2r(t)− r(t−∆t) + 2a(t)∆t2 +O(∆t4)
Which is the method proposed by Verlet. The Verlet algorithm is accurate,
formally of O(∆t4) though no third derivatives are explicitly required. It is simple
to implement and is popular. Velocity values can be calculated using
v(t) =
r(t+∆t)− r(t−∆t)
2∆t
+O(∆t2)
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The disadvantage of this is that the error in the velocity values are O(∆t2) rather
than O(∆t4). Swope et al. showed that the velocity values at the new time-step
can be explicitly calculated with a higher accuracy by re-writing the algorithm in
an equivalent form [253], yielding:
r(t+∆t) = r(t) + v(t)∆t+
1
2
a(t)∆t2 (5.19)
v(t+∆t) = v(t)−
1
2
(
f(t+∆t) + f(t)
)
∆t (5.20)
However, this requires knowledge of the force or accelerations at t + ∆t before
calculation of the velocities at t + ∆t, i.e. the forces acting on the body must be
known at t+∆t.
5.6 Preliminary Analysis of Particle Motion in the USP
Apparatus
5.6.1 Typical Particle Size
Assuming Stokes flow, the drag force (Fd) on a sphere can be written Fd = 6πµaU , or
Fd
µaU
= 6π = const. [114]. The momentum of a particle is written as p =
4
3
πa3ρpU .
Since F = ma, we can write F ≈
p
t
, or t ≈
4
3
πa3ρpU
F
or t ≈
4
3
πa3ρpU
6πµaU
=
2a2
9ν
.
Taking the time to destroy the momentum of a particle as being about 1 second
and the kinematic viscosity of the fluid to be that of the solvent, 0.1M HCl at 37o,
i.e. ν = 0.00786˙ ≈ 10−2 cm2 s−1, then 1 ≈ 100a2 or a ≈ 0.1 cm. The important
parameter in this approximation is the time taken for a particle initially at rest to
achieve the same velocity as the fluid, i.e. 1 second in the estimate presented.
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Figure 5.4: Fluid velocity magnitudes encountered within the USP Dissolution Ap-
paratus 2. As can be clearly seen, velocities are distributed mostly between 5 cm
s−1 and 10 cm s−1. The average fluid velocity magnitude within the device is about
7.2 cm s−1.
5.6.2 Maximum Fluid Velocities
With a paddle speed of about 50 revolutions per minute, or
5
6
revolutions per second,
the maximum tangential speed for fixed body rotation at the edges of the device
will be
5
6
× 2πr = 31.4 cm s−1. For a particle at rest with respect to the device, the
maximum relative velocity will therefore be 31.4 cm s−1.
5.6.3 Maximum Relative Reynolds Number, Rep
With qmax = 31.4 cm s
−1, a = 0.05 cm and ν = 0.00787 ≈ 10−2 cm2 s−1, Rep =
2aqmax
ν
=
31.4× 0.1
10−2
≈ 800. With q = 1.83 cm s−1, taken from previous studies
[17], Rep ≈ 46. The average fluid velocity magnitude within the device is about 7.2
cm s−1 (Figure 5.4), giving Rep =
7.2× 0.1
0.00787
≈ 91.4.
5.6.4 Effect of Discrete Velocity Field Density on the Relative
Reynolds Number, Rep
The original discrete velocity fields, produced by D’Arcy et al [19], were processed to
produce several additional files containing subsets of the original data. These subsets
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represent a “thinning” of the original data set. The original data file contains some
1,759,974 lines of information, each line corresponding to a discrete spatial node
or data point. The USP apparatus is of overall height h = 126 mm and diameter
2r = 101.6 mm. Considering the USP apparatus as consisting of two parts, a
cylinder of height 75.5 mm and radius 50.8 mm and a hemisphere of radius 50.8
mm, we can calculate the total volume of the device, VT .
Assuming that the nodes are distributed evenly in this space, we can say that
the average size of volumetric element is VN =
VT
N
, where N is the total number
of nodes. Further, we can say that the average span between adjacent nodes is
xN = V
1
3
N . That is, with VT = 1, 307.4 cm
3, we can say that VN = 0.000743 cm
3
and that the average spacing between nodes in the original high-density grid is
xN = 0.091 cm. The two other grids generated have 100 and 1,000 times fewer
nodes, i.e. grid 2 has 17,600 nodes and grid 3 has 1,760 nodes. These correspond to
an average node spacing of 0.42 cm and 0.91 cm respectively.
Although attractive for its simplicity, a major problem with forcing a particle
to a grid node after each time-step is that if the absolute particle velocity falls
below a minimum required vp,min (Table 5.2), then an artificial velocity term will
be introduced, i.e. a particle violating ∆t <
v¯p
h
will jump through the grid at an
artifical velocity (see Table 5.2). In fact, as the timestep is reduced, the apparent
speed of such a particle relative to the grid will increase quickly to hundreds of
centimetres per second.
Conversely, if the time-step is too large, then the particle will have moved too
far for any sensible prediction to be made of its motion within the device, e.g. a
linear estimate of the new position of a particle moving at 30 cm s−1 will place the
particle well outside the walls of the device. The nearest neighbour algorithm will
then position the particle at the nearest node inside the device.
A nearest-neighbour algorithm can be used to set fluid and particle velocities at
a point but not to force the re-positioning of the particle at each time-step to the
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∆t (s) vp,min (M1) (cm s
−1) vp,min (M2) (cm s
−1) vp,min (M3) (cm s
−1)
1 0.09 0.42 0.91
0.1 0.91 4.20 9.06
0.01 9.06 42.00 90.57
0.001 90.57 420.00 905.67
Table 5.2: Minimum absolute particle velocities vp with respect to the USP appa-
ratus required for three different grids when the particle is forced to a grid node
after each timestep. If the velocity per time-step falls below the minimum value, an
artificial velocity term will be introduced. Velocities are calculated by dividing the
average span between grid points by the time-step. Mesh 1 (M1) has 1,760,000 grid
points with an average spacing of ≈ 0.0906 cm. Mesh 2 has 17,600 grid points with
an average spacing of ≈ 0.420 cm. Mesh 3 has 1,760 grid points with an average
spacing of ≈ 0.906 cm.
nearest node.
5.6.5 Mass Transfer from a Particle in the USP Apparatus
Mass transfer from a spherical particle moving through a fluid can be calculated
using empirical correlations relating experimental data to important parameters.
Numerous correlations have been proposed for heat and mass transfer from the
surface of a sphere [e.g. 254; 255; 256; 257; 102].
¯Shp is the average Sherwood Number of a particle [254; 102], defined as
¯Shp =
2ah¯m
D
(5.21)
where h¯m is the average mass transfer film coefficient (or the convection mass
transfer coefficient), a is the radius of the sphere, or particle, and D is the diffusivity.
¯Shp can be considered as the dimensionless concentration gradient at the surface;
this can be demonstrated by considering Fick’s law expressed in terms of h¯m [102],
∂C
∂y
=
h¯m
D
(Cs − C∞) (5.22)
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Sink conditions pertain, since it is assumed that the initial particle weight is
less than 10 % of the amount of solute necessary to saturate the solution [88], so
C∞ ≈ 0, and
∂C
∂y
=
h¯m
D
(Cs) (5.23)
Non-dimensionalising this equation by multiplying
∂C
∂y
by
2a
Cs
yields,
∂c′
∂y′
=
2ah¯m
D
(5.24)
where
∂c′
∂y′
is the dimensionless concentration gradient at the surface and, as
previously shown, the group
2ah¯m
D
is the average Sherwood number. When ¯Shp is
known, a value for the mass transfer from a particle in a fluid can be calculated by
writing
h¯m = −
DAB
2a
¯Shp (5.25)
Since the average mass flux of solute per unit surface area of the sphere is given
by
m′′ = −h¯mCs (5.26)
assuming sink conditions, the mass transfer rate from a spherical particle of
radius a can is then calculated as
m˙ = −4πa2h¯mCs = −2aπDAB ¯ShpCs (5.27)
The Sherwood number of, and hence mass transfer from, a spherical particle is a
function of three main processes, (i) radial diffusion, (ii) free or natural convection
and (iii) forced convection. These processes are linked to the Schmidt number (Sc),
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Grashof number (G′) and Reynolds number (Rep) respectively. Sc and Rep are
well known9. The Grashof number, G′, can be considered as the free convection
equivalent of the Reynolds number, and is a measure of the ratio of the inertial
forces to the buoyancy forces [254; 102]. G′ is defined as
G′ =
8ga3
ν2
∆ρ
ρ
(5.28)
where g is acceleration due to gravity, a is the radius of the particle, ν is the
kinematic viscosity of the solvent, ρ is the bulk density of the pure solvent and ∆ρ
is the difference between the density of the saturated solution and the bulk density.
For the problem under consideration, g = 980 cm s−2, a varies with particle
size, and the properties of pure 0.1M hydrochloric acid (HCl) are ν = 7.87 × 10−3
cm2 s−1, ρ = 1.19 g cm−3. D’arcy et al. arrived at an experimental value for ∆ρ
of 1.99 kg m−3 or 1.99 × 10−3 g cm−3 [258]. Other relevant quantities include the
saturation concentration of benzoic acid in HCl, Cs = 4.55× 10
−3 g cm−3 and the
diffusivity D = 1.236× 10−5 cm2 s−1. The Schmidt number, Sc =
ν
D
= 636.7.
Using these values, together with the average relative Reynolds numbers, R¯ep,
calculated for particles of various sizes moving through the USP apparatus, we can
determine G′. Experimental correlations are chosen to relate ¯Shp to these three
numbers. Once ¯Shp is known, the average mass transfer rate m˙ can be calculated
Garner [254] and Miller [257] provide reviews of useful experimental correlations
although more recent studies also exist. Well-known correlations include those of
Ranz and Marshall and Harriott [255; 256]. Incropera and DeWitt recommend a
heat transfer correlation proposed by Whitaker in 1972 [102]. The work presented
here uses four recommended correlations, two each from Garner and Miller for free
and forced convection respectively. ¯Shp = 2 corresponds to mass transfer by radial
diffusion only and represents the lower limit of ¯Shp [254].
These correlations are: (1) Garner’s free convection correlation,
9See the Glossary for brief descriptions.
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¯Shp = 0.50(G
′Sc)0.25 (5.29)
for G′Sc ≤ 105. (2) Garner’s forced convection correlation,
¯Shp = 0.50(G
′Sc)0.25 + 0.48Re0.5p Sc
0.33 (5.30)
again for G′Sc ≤ 105. (3) Miller’s free convection correlation,
¯Shp = 2 + 0.60G
′0.25Sc0.25 (5.31)
(4) Miller’s forced convection correlation,
¯Shp = 2 + 1.10Re
0.5
p Sc
0.33 (5.32)
Using these correlations, h¯m can be calculated as described previously, i.e. m˙ =
−2aπDABShpCs.
Miller’s 1971 paper is a very useful review of mass transfer correlations for sus-
pended solute particles dissolving in an agitated vessel [257]. Importantly, Miller
reports that radial diffusion is the dominant mode of mass transfer for particles of
diameter 205 microns and less, based on data presented by Harriott in his 1962 work
[255]. This figure was arrived at by considering the turbulence microscale measure
η which represents the size of the smallest turbulent eddies expected in a particular
system configuration. As discussed by Miller, η (as defined by Shinnar and Church
an earlier 1960 paper) is given as:
η = 0.1983(P/V ′)−
1
4 ν
3
4 (5.33)
where P is the agitator power input and V ′ is the volume of the device. Eddies
at the small eddy equilibrium end of the turbulence energy spectrum are most
important for mass transfer [257].
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5.6.6 Visualisation of Results
With the development of CFD, the visualisation of the complex data produced by
these codes has become increasingly important. Visualisation greatly facilitates
the interpretation of complex data, revealing underlying patterns and structures
[259]. All the information presented graphically in this thesis is visualised using
GnuPlot [189], VisIt [235], Fluent [106] or ADFViewer [260]. GnuPlot, the standard
Unix/Linux tool, was used to produce most of the two-dimensional plots while
Fluent, ADFViewer and VisIt were used to visualise the commercial CFD code
data.
5.7 Chapter Summary and Conclusions
This chapter introduced the literature, theory and methods associated with the third
study that contributes to this thesis, the dissolution of a drug particle moving in the
USP apparatus. This included a review of the classical work of Taylor and Glauert,
who calculated analytical and numerical solutions to the motion of raindrops in
curved airstreams. The governing equations for, and an overview of the numerical
methods involved in, the calculation of particle motion in the USP apparatus were
described. The chapter finishes with some preliminary ideas about expected particle
motion and a review of experimental mass transfer correlations. The utility of the
methods presented here and their relevance to the thesis, that simulation is useful
for pharmaceutics, is discussed in Chapter 8. Chapter 6 continues with results, and
discussion, about the first of the three studies described.
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Chapter 6
Results and Discussion, Study 1
In this chapter we present results from the core investigations presented in this thesis,
i.e. the initial dissolution rate from a tablet dissolving in the USP apparatus. The
significance of these results, as well as their context in the overall thesis, is discussed.
6.1 Investigations of Previous Work
6.1.1 The Pohlhausen Solution
As discussed previously, Crane et al. [17] describe a semi-analytical procedure for
calculating the release rate of drug, m˙, from a cylindrical tablet that consists of
alternating layers of drug and excipient, concluding with several expressions that
can be used to get solutions for tablets consisting, in total, of 3 and 5 layers. Two
questions immediately come to mind: (1) can these expressions be generalised to
deal with any number of layers and (2) what happens when the number of layers
is very large? Does the drug release rate as predicted by Crane et al. tend to a
limiting value?
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Generalising to Many Layers
Considering the expression given by Crane et al. for the ratio of the mass transfer of
an excipient from a 3-layer compact (m˙e-3-layer) to the mass transfer from a compact
consisting entirely of the excipient (m˙e-1-layer),
m˙e-3-layer
m˙e-1-layer
=
[
1−
(
x2
x3
) 3
4
+
(
x1
x3
) 3
4
] 2
3
(6.1)
where x1, x2 and x3 are defined for 1-/3-layer systems in Figure 3.1, it becomes
evident that, for the case of a compact consisting of 3 equally-spaced layers, one
drug layer sandwiched between two layers of excipient, we can replace this equation
with the equivalent expression
m˙e-3-layer
m˙e-1-layer
=
[ 2∑
n=0
(
3− n
3
) 3
4
(−1)n
] 2
3
(6.2)
Likewise, and for the same condition of 3 equally-spaced and alternating layers,
its complement, the ratio of the mass transfer of a drug from a 3-layer compact
(m˙d-3-layer) to the mass transfer from a compact consisting entirely of the drug
(m˙d-1-layer) can be written as
m˙d-3-layer
m˙d-1-layer
=
[
1−
2∑
n=0
(
3− n
3
) 3
4
(−1)n
] 2
3
(6.3)
Similarly for the case of five equally spaced and alternating layers of drug and
excipient, two drug layers sandwiched between three layers of excipient
m˙e-5-layer
m˙e-1-layer
=
[ 4∑
n=0
(
5− n
5
) 3
4
(−1)n
] 2
3
(6.4)
m˙d-5-layer
m˙d-1-layer
=
[
1−
4∑
n=0
(
5− n
5
) 3
4
(−1)n
] 2
3
(6.5)
We can at this point easily generalise these observations to an odd number, p,
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of equally-spaced, alternating, layers of drug and excipient with the drug layers
sandwiched between the layers of excipient:
m˙e-p-layer
m˙e-1-layer
=
[p−1∑
n=0
(
p− n
p
)i
(−1)n
] 2
3
(6.6)
m˙d-p-layer
m˙d-1-layer
=
[
1−
p−1∑
n=0
(
p− n
p
)i
(−1)n
] 2
3
(6.7)
where i is the index, evaluated as 3
4
[17]. These equations represent an extension
of the work of Crane et al [17]. We explicitly state the general case that their results
imply.
The Case When the Number of Layers is Large
It can be readily demonstrated that the series appearing in Equation (6.6) converges
to a fixed value as p → ∞ for the case of i = 1. When i = 1, the series can be
written as −
0
p
+
1
p
−
2
p
+
3
p
−
4
p
+
5
p
...
p
p
. Pairing the terms as follows,
(
−
0
p
+
1
p
)
+(
−
2
p
+
3
p
)
+
(
−
4
p
+
5
p
)
+ ... +
(
−
(p− 1)
p
+
5
p
)
, it is evident that the sum of
these pairs is always
1
p
. Since there are
(p+ 1)
2
differences, the series sums to
1
p
×
(p+ 1)
2
=
1
2
+
1
2p
.
As p becomes large,
1
2p
becomes small and the sum of the series converges to
1
2
.
The question now becomes, what is the behaviour of Equation (6.6) as p → ∞ for
positive values of i other than 1? Taking the case when i is an integer, i ∈ Z, we
can write that
p−1∑
n=0
(
p− n
p
)i
(−1)n =
1
pi
[
pi − (p− 1)i + (p− 2)i − (p− 3)i + ...
]
.
Since xi − yi = (x − y)(xi + xi−2y + ... + yi) and if we group the terms in pairs,
denoted as 2n and 2n− 1 where n = 1, ... ,
p
2
, we can re-write this series as
123
p−1∑
n=0
(
p− n
p
)i
(−1)n =
1
pi
p
2∑
n=0
(
2n− (2n− 1)
)(
(2ni−1) + 2ni−2(2n− 1) + ...+ (2n− 1)i−1
)
Since 2n− (2n− 1) = 1,
p−1∑
n=0
(
p− n
p
)i
(−1)n =
1
pi
p
2∑
n=1
1.
(
i(2n)i−1 + terms with power i− 2 or less
)
=
1
pi
p
2∑
n=1
(
i(2i−1)ni−1 + terms with power i− 2 or less
)
=
1
pi
i2i−1
p
2∑
n=1
(
(ni−1) + terms with power i− 2 or less
)
Using the identity
n∑
k=1
kΓ =
nΓ+1
Γ + 1
+(terms with powers less than Γ + 1), we can
write
p−1∑
n=0
(
p− n
p
)i
(−1)n =
1
pi
i2i−1
(
pi
i2i
+ terms with power i− 1 or less
)
=
1
2
+
(
terms that are functions of
1
p
)
=
1
2
as p→∞
The next step is to investigate the behaviour of Equation (6.6) as p → ∞ for
positive values of i other than i ∈ Z, i.e. for i a rational number, i ∈ Q. Using
numerical experiments, it is clear that as p gets very large the sum of the series
approaches
1
2
for all i > 0 (Table 6.1). In addition, the ratio of the mass transfer
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Figure 6.1: Mass transfer values calculated using the semi-analytical Pohlhausen
method [21] and the numerical finite difference method presented in this thesis
[261].
of a drug from a p-layer compact (m˙d-5-layer) to the mass transfer from a compact
consisting entirely of the drug (m˙d-1-layer) tends to
(
1
2
) 2
3
= 0.63 for all i > 0 as p
gets very large (see also Figure 6.1). Following the method proposed by Crane et
al [17], a tablet consisting of a very large number of alternating layers of drug and
excipient will have an (initial) mass transfer rate of drug equivalent to 63% of the
initial mass transfer rate of drug from a tablet that consists entirely of drug.
It is interesting to speculate on the possible applications of this solution. A
tablet containing a very large number of alternating layers of drug and excipient may
have similar initial dissolution properties to the more common type of dissolution
controlled tablet where small particles of drug and excipient are intermixed.
6.1.2 The PSUDO Solutions
The Effect of Advection Velocities on Mass Transfer Rates
As discussed in Chapter 2, the models used in the PSUDO project consistently
overestimate the mass transfer rate of drug from a layered compact [20]. The authors
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i 0.25 0.75 1 2 3 4
p
3 0.8562 0.7009 0.6667 0.6667 0.7407 0.8148
5 0.8078 0.6319 0.6000 0.6000 0.6480 0.6960
101 0.6400 0.5118 0.5050 0.5050 0.5074 0.5099
1,001 0.5786 0.5020 0.5005 0.5005 0.5007 0.5010
10,001 0.5442 0.5003 0.5000 0.5000 0.5001 0.5001
100,001 0.5248 0.5001 0.5000 0.5000 0.5000 0.5000
1,000,001 0.5140 0.5000 0.5000 0.5000 0.5000 0.5000
10,000,001 0.5079 0.5000 0.5000 0.5000 0.5000 0.5000
100,000,001 0.5044 0.5000 0.5000 0.5000 0.5000 0.5000
1,000,000,001 0.5025 0.5000 0.5000 0.5000 0.5000 0.5000
Table 6.1: Numerical investigation into the convergence of
p−1∑
n=0
(
p− n
p
)i
(−1)n for
i ∈ Q as p becomes large.
attribute this to the fact that mixing in the bulk fluid is neglected, so drug is not
drawn away from the surface sufficiently quickly. From examination of the literature,
it seems likely that the reasons for this overestimate are (1) the use of a constant
advection velocity vz in the boundary-layer region and (2) neglecting the normal
velocity vn.
In order to test these ideas and to ascertain the impact of these simplifications,
the Crank-Nicolson finite difference scheme was used to calculate the mass transfer
rate from tablets with a constant horizontal and vertical fluid velocity imposed across
the region of interest (i.e. the velocity boundary-layer was ignored). It is clear from
Table 6.2 that assuming a constant horizontal advection velocity vz throughout the
diffusion layer introduces a significant error into the calculation. In fact, the mass
transfer from a surface can be overestimated by more than a factor of 5. Neglecting
advection normal to the surface also introduces a smaller, but noticeable, error (See
Table 6.2). One direct result of the over-estimated fluid velocity close to the surface
is that the concentration boundary-layer will tend to stay close to the surface with
time. In addition, as noted in the report, the drug release profile will plateau much
too early.
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m˙Compact Type ul, vl ul, 0 U, vl U, 0
[BA] 1-Layer 1.13 (-) 0.71 (0.63) 5.76 (5.11) 5.72 (5.08)
[-/BA/-] 3-Layer 0.51 (-) 0.43 (0.86) 3.40 (6.73) 3.39 (6.72)
[-/BA/-/BA/-] 5-Layer 0.64 (-) 0.49 (0.76) 4.10 (6.43) 4.09 (6.41)
Table 6.2: Mass transfer rates (mg min−1), calculated using finite differences, from
1/3/5-Layer compacts dissolving in a type 2 USP dissolution test apparatus for var-
ious u, v (cm s−1). u and v are the horizontal and normal velocity components of
the flow within the concentration boundary-layer respectively. U is the freestream
fluid velocity, in this instance 1.83 cm s−1. ul and vl are the velocity components
calculated using Kestin and Persen’s velocity approximation. Throughout this the-
sis, ul and vl are synonymous with u and v but for the purpose of clarity in this
table, the difference is explicitly highlighted. Errors are expressed as a factor of the
corresponding ul, vl result and listed in brackets.
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Figure 6.2: Visualisation of the concentration boundary-layer above the surface of
a 1-layer tablet, generated using the first method described in the PSUDO project
with a constant advection velocity U = 1.83 cm s−1. The scale 0-5 is the drug
concentration in mg cm−3.
127
In the visualisation of the concentration boundary-layer above the surface of
a 1-layer tablet shown in Figure 6.2, the fluid is moving from left to right and
the surface of the tablet forms the bottom axis of the graph. The visualisation is
generated using the first method described in the PSUDO project with a constant
advection velocity U = 1.83 cm s−1. The normal velocity component is neglected.
The resulting high mass transfer rate of 9.53 × 10−5 g s−1 (or 5.72 mg min−1) is
vividly apparent in the thin concentration boundary-layer.
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Figure 6.3: Visualisation of results from the finite difference scheme outlined in this
thesis with a freestream velocity of U = 1.83 cm s−1. u and v close to the surface
are calculated using the velocity boundary-layer equations.
The second visualisation (Figure 6.3) was generated using the finite difference
method presented in this thesis with a freestream velocity of U = 1.83 cm s−1
[261]. The velocity components close to the surface are calculated in accordance
with boundary-layer theory. The resulting mass transfer rate of 1.13 mg min−1 is
consistent with analytical solutions and experiment presented later in this chapter.
The concentration boundary-layer can be seen to be obviously thicker due to the
lower velocities very close to the surface.
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Figure 6.4: Visualisation of results using the first method described in the PSUDO
project with a constant advection velocity U = 0.12 cm s−1.
In order to match experimental values for mass transfer from a 1-layer compact
(1.46 mg min−1 [104]), the first method described in the PSUDO project [20] must
be used with a constant advection velocity U = 0.12 cm s−1. The concentration
boundary-layer in this case is visually similar to that produced by the finite difference
scheme using a free-stream velocity of 1.83 cm s−1. This agrees with and explains
the observations of the PSUDO project [20], which indicate that an exceptionally
low advection velocity is required to achieve experimental mass transfer rates.
Much of the error in the PSUDO results is due to two assumptions: (1) constant
vz and (2) neglecting convective transfer perpendicular to the surface. Using a fixed
advection velocity leads to an overestimated mass transfer rate from the surface.
129
1.20
1.40
1.60
1.80
2.00
2.20
2.40
2.60
2.80
3.00
3.20
0.00020.00040.00060.00080.00100.00120.00140.00160.00180.0020
Lo
g 1
0(R
un
tim
e) 
(s)
h
1-Layer
3-Layer
5-Layer
Figure 6.5: Finite difference P4 2.4GHz 500MB RAM program runtimes with de-
creasing representative cell size, h.
6.2 Numerical Results
6.2.1 Verification of the Scheme
A grid sensitivity analysis [144] (Table 6.3) indicated that the 5-layer finite difference
model converges as h → 0 with a discretisation error of 0.02 % (Table 6.4). The
1-layer finite difference scheme converges linearly with decreasing h, i.e. as follows
, as does the 5-layer scheme, i.e. as follows . The 3-layer scheme,
however, displays an oscillatory convergence, i.e. . These analyses give us
further confidence that the Crank-Nicolson finite difference scheme is solving the
equations correctly.
The finite difference program runtime can be defined as tc = βh
2 where tc is the
computation time and β is a constant. tch=0.001 = 75 s (implemented with Python
on a 2.4 GHz P4, 512 MB RAM) where h is the cell size, defined earlier. So tc is a
simple function of the square of the cell size or a linear function of the number of
cells in the grid (Figure 6.5).
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6.2.2 The Effect of Discontinuities
Leading Edge Velocity Singularity
For a 1-layer tablet of benzoic acid, the mass transfer rate m˙ calculated using the
finite difference scheme is 1.1259 mg min−1 corrected for the velocity singularity
at the leading edge. The relative error with respect to the experimental value
of 1.46 mg min−1 [104] is 22.9% (Table 6.5). The mass transfer rates calculated
without a correction for the velocity singularity is 1.1299 mg min−1 (the singular
values at the leading edge were simply omitted). This has a 22.6% error with
respect to experiment and a 0.36% error with respect to the corrected solution. It
is interesting to note that the error between the corrected and uncorrected finite
difference solutions is small and that the uncorrected solution is still within 0.1% of
the Kestin-Persen analytical solution.
Crank-Nicolson Oscillations
As illustrated in Figure 6.6 a-f, our solution features discontinuities in the normal
first derivative of concentration at the edges of the diffusing regions. The calculated
∂c
∂y
∣∣∣∣
y=0
oscillates in the streamwise direction, from left to right. This is a typical re-
sponse of the Crank-Nicolson scheme to sharp initial transients (the x or streamwise
direction is the time-like variable in our simulation) [157; 262; 198]. Although the
oscillations in
∂c
∂y
∣∣∣∣
y=0
clearly persist over the length of the diffusing regions (Figure
6.6 a-f), they are damped and are relatively small at the end of each of the regions.
In addition, as is evident in Figures 6.7 and 6.8, the oscillations in
∂c
∂y
∣∣∣∣
y=0
do not
lead to similar oscillations in c (with only minor distortions visible in Figure 6.8).
Taking the case of the finite difference solution for the 3-layer system, which is vali-
dated against an analytical solution (Table 6.5), the relative error between the finite
difference and the analytical solution is extremely small, much less than 0.01%. This
is well inside what is considered to be an acceptable level of accuracy in numerical
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(a) 50× 50 grid, 3-layer tablet.
(c) 200× 200 grid, 3-layer tablet.
(e) 500× 100 grid, 5-layer tablet.
(b) 100× 100 grid, 3-layer tablet.
(d) 500× 500 grid, 3-layer tablet.
(f) 500× 500 grid, 5-layer tablet.
Figure 6.6: Discontinuities in
∂c
∂y
∣∣∣∣
y=0
, indicated by extreme values, occur at the
edges of the diffusing regions, resulting in oscillations of the Crank-Nicolson results.
simulation [136]. This is despite the oscillations in
∂c
∂y
∣∣∣∣
y=0
evident in Figure 6.6 a-d.
For this reason, although the extreme values of
∂c
∂y
∣∣∣∣
y=0
lead to oscillations in the
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Figure 6.7: Reverse angle visualisation of the concentration gradients above the
surface of a 5-layer tablet. The tablet surface is on the right of this plot and the
fluid flow is from bottom right to top left. The high concentrations close to the two
diffusing layers are clearly visible. Crank-Nicolson oscillations in
∂c
∂y
∣∣∣∣
y=0
do not lead
to oscillations in c.
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calculation of
∂c
∂y
∣∣∣∣
y=0
across the diffusing regions, the concentration values display
smooth behaviour.
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Figure 6.8: Concentration vs. x position. Contours are lines of constant y. This
plot is generated from a 200 × 200 grid. Some minor oscillation is visible at high
concentrations close to the leading edges of the diffusing regions (x = x1 and x = x3).
6.2.3 Validation, Comparison with Experiment and Previous Work
The good agreement between the finite difference method and the other models for
1-/3-layer compacts, suggests that the scheme is correctly describing the physics of
dissolution (Table 6.5).
It is clear from Figure 6.1 and Tables 6.5 and 6.6 that results from the finite
difference solution and the Pohlhausen solution of Crane et al. [17] diverge for
systems of 5 layers and more. However, the solutions diverge more slowly as the
number of layers increases. This behaviour is intuitive: the rate of increase in error
between the two solutions ought to fall as the number of layers increases. The
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Figure 6.9: Concentration-distance curve normal to the compact surface at the
start of the inert layer, x = x2. The concentration curve for the Pohlhausen model
was generated using an equivalent numerical implementation of the semi-analytical
Pohlhausen model.
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Figure 6.10: At the end of the inert region, at x = x3. The finite difference curve is
the more physically realistic.
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Figure 6.11: At the end of the second drug layer, x = x4.
relative error between the solutions depends on the width of the layers, so as the
layer widths reduce, the error between the two solutions per layer also reduces. As
the number of layers grows very large, the overall error between the two solutions
should increase more slowly, eventually converging on a fixed or systemic value.
The cause of the 10.1% difference between the Pohlhausen and finite difference
solutions for a 5-layer system (Table 6.6) is illustrated in Figures 6.9 - 6.11. Refer-
ring to Figure 3.1, the drug concentration profiles and corresponding mass transfer
rate estimates generated by the Pohlhausen and finite difference solutions almost
coincide at the end of the first drug layer, at x = x2 (Figure 6.9). Just before the
start of the second drug layer, at x = x3 = 0.51, the concentration-distance curves
are quite different (Figure 6.10) but the mass transfer rates based on these curves are
almost the same. Since the same linear velocity profiles are used in both solutions
and we have confidence in the finite difference scheme, it is the difference in the
shape of the concentration profiles at x = x3 that gives rise to the slight difference
in the drug concentration profiles at x = x4 (Figure 6.11) and the differing mass
transfer rates. The shape of the concentration profiles at x3 only depends on how
136
the Neumann boundary condition within the central layer (x2 ≤ x ≤ x3) is imple-
mented. It follows then that the 10.1% difference between the Pohlhausen and finite
difference estimates can be entirely attributed to the differing implementations of
this boundary condition. Further, the fixed relative error between the Pohlhausen
and finite difference estimates (Figure 6.1) can also be entirely attributed to the
different implementations of this same boundary condition.
Although the absolute theoretical and experimental mass transfer rate estimates
differ (Table 6.5), if the 3-/5-layer results are presented as fractions of the associated
1-layer solutions, a much better agreement is evident (Table 6.6). This suggests
that much of the underlying physics has been captured by the models. Recent
hydrodynamic analyses [44; 19] show that for a compact placed centrally in the
device the fluid flows tangential to the curved surface, not parallel to its long axis.
One implication of this, corresponding with our results, is that the theoretical models
will consistently underestimate the mass transfer rate. Any complete model of
drug dissolution will need to incorporate, in addition to the velocity boundary-layer
equations, a more realistic free-stream velocity, [e.g. 44; 19].
The results presented in this section were for layered tablets in which benzoic
acid (BA) is treated as the drug component. Previous studies [104; 21; 17] provide
graphed data for layered tablets in which salicylic acid is the drug component, i.e.
the 1-layer compact consists entirely of BA and the 3- and 5-layer tablets have the
form BA/SA/BA and the BA/SA/BA/SA/BA respectively. Graphing output from
the finite difference model (Figure 6.12) and comparing it with graphs from Crane
et al. [21] (Figure 6.13), we can see that the initial mass transfer rates calculated
with the finite difference model agree reasonably well with the previous studies and
with experiment.
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Figure 6.12: Finite difference showing dissolved mass of Salicylic Acid (SA) against
time (minutes).
Figure 6.13: Results for compacts of BA and SA, showing dissolved mass of each sub-
stance against time. The 3-layer and 5-layer compacts have reversed structures when
compared to the tablets for which results are presented in this thesis. Reprinted from
[17], copyright (2004), with permission from Elsevier.
6.3 Chapter Summary and Conclusions
In summary, this chapter presented results from the first of three studies described
in this thesis.
The Pohlhausen [17] and PSUDO [20] models of the initial mass transfer rate
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(a) (b)
Figure 6.14: Superimposing Figure 6.12 over Figure 6.13, it is evident that the
current scheme agrees well with both experiment and previous simulation for the
3-layer case (a). For the 5-layer case (b), the current work, represented by the lowest
solid line, underestimates the experimental measurements, the highest dashed line
with empty boxes.
from a multi-layered tablet were examined and extended. Although some oscil-
lation of a first derivative of the concentration c is present in the solution, the
Crank-Nicolson (CN) finite-difference method was verified using the grid conver-
gence index method and validated against data from an experimental study and
analytical solutions and found to be a superior solution method. The CN solution
and the previous Pohlhausen approximations to the drug mass transfer rate from
the surface of a 5-layer compact are shown to differ by 10.1%, a fact attributed
entirely to the different implementations of a derivative surface boundary condition.
Using the CN model as a benchmark solution, the analytical Pohlhausen estimate
is shown to be usefully accurate. The assumption of a steady, axial mainstream
flow is likely to be the primary reason for the error between the experimental and
theoretical results. A future complete model of drug dissolution must incorporate
boundary-layer theory close to the surface using a more realistic free-stream velocity
field ideally calculated concurrently using a computational fluid dynamics code.
In addition, several specific and general research questions are suggested to the
interested reader. These include the explorations of the limits of validity for the
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Pohlhausen solution, to further clarify the reasons for its deviation from the CN
solution and to formally demonstrate that its convergence as the number of layers
becomes very large can be written in a closed form. In addition, it will be interesting
to formulate other applications for the extended Pohlhausen solution. These may
have some utility when considering matrix tablets, where the drug is dispersed as
very small particles throughout the tablet, i.e. a large number of layers may ap-
proximate matrix tablet behaviour. Other applications may include microelectrode
analysis. The CN finite-difference method can be extended in many ways including
the already mentioned consideration of more realistic flows from a coupled CFD
code. There are many outstanding investigations around the CN scheme, including,
e.g. detailed investigations of its validity and incorporation of more efficient mesh
distributions.
Importantly, this study demonstrates that simulation, which includes mathe-
matical and numerical approaches, is useful in the description of pharmaceutical
processes. Chapter 7 continues with results from the second of the three studies
that contribute to this thesis.
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φ = m˙ 1-Layer Results 3-Layer Results 5-Layer Results
[BA] [-/BA/-] [-/BA/-/BA/-]
N1, N2, N3 40000, 10000, 2500 40000, 10000, 2500 40000, 10000, 2500
h1, h2, h3 0.0002, 0.0005, 0.002 0.0002, 0.0005, 0.002 0.0002, 0.0005, 0.002
r21 2.25 2.25 2.25
r32 4 4 4
φ1 1.129213644 0.504887462 0.638030816
φ2 1.129316609 0.504879397 0.637924898
φ3 1.129940559 0.50451875 0.637449681
ǫ21 0.000102965 -8.06485E-06 -0.000105918
ǫ32 0.00062395 -0.000360647 -0.000475217
p 1.095741391 2.67159063 0.844602624
φ21ext 1.129141723 0.504888506 0.638138499
φ32ext 1.129141723 0.504888506 0.638138499
ǫ21a 0.01% 0.0016% 0.02%
ǫ21ext 0.01% 0.0002% 0.02%
GCI21fine 0.01% 0.0003% 0.02%
Table 6.3: Calculating the grid convergence index for the Crank-Nicolson finite
difference scheme presented in this thesis. The procedure is the same as outlined by
Celik [149].
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5-Layer [-/BA/-/BA/-]
N
1
2 h× 10−4 ∆x× 10−4 (cm) ∆y × 10−4 (cm) m˙ (mg min−1) trun (s)
500 20.00 17.00 2.00 0.63745 18
1000 10.00 8.50 1.00 0.63775 75
1500 6.67 5.67 0.67 0.63786 167
2000 5.00 4.25 0.50 0.63792 297
2500 4.00 3.40 0.40 0.63796 479
3000 3.33 2.83 0.33 0.63799 666
3500 2.86 2.43 0.29 0.63801 973
4000 2.50 2.13 0.25 0.63802 1289
4500 2.22 1.89 0.22 0.63803 1637
Table 6.4: Linear convergence of the 5-layer solution with decreasing dimensionless
cell size h (or increasing number of nodes, N). m˙ (mg min−1) is the mass transfer
value and ∆x and ∆y are the dimensional finite difference cell dimensions. trun is
the program runtime. As h decreases, the solution converges to a value of m˙ close
to 0.63803 mg min−1.
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Data Source 1-Layer 3-Layer 5-Layer
[BA] [-/BA/-] [-/BA/-/BA/-]
Experiment
Healy et al. [104] 1.46 (-) 0.64 (-) 0.73 (-)
(Semi-)Analytical Models
Crane et al. [17] 1.17 (19.8) - -
Kestin and Persen [108] 1.13 (22.9) 0.51 (21.6) -
Pohlhausen [21] 1.13 (23.0) 0.51 (21.6) 0.58 (20.9)
Finite Difference Model
McMahon et al. [261] 1.13 (22.9) 0.51 (21.6) 0.64 (12.9)
Table 6.5: Experimental and theoretical values for the mass transfer rate of benzoic
acid (BA) from 1/3/5-Layer compacts dissolving in a USP dissolution apparatus,
m˙ (mg min−1). Percentage errors with respect to the experimental values are listed
in brackets (%). The experimental values for 3/5 layer compacts are inferred from
figures for salicylic acid in [21].
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Data Source 1-Layer 3-Layer 5-Layer
[BA] [-/BA/-] [-/BA/-/BA/-]
Experiment
Healy et al. [104] 1.00 (29.8) 0.44 (27.5) 0.50 (26.4)
(Semi-)Analytical Models
Crane et al. [17] 1.00 (4.1) - -
Kestin and Persen [108] 1.00 (0.1) 0.45 (0.1) -
Pohlhausen [21] 1.00 (-) 0.45 (-) 0.51 (-)
Finite Difference Model
McMahon et al. [261] 1.00 (0.1) 0.45 (0.1) 0.57 (10.1)
Table 6.6: Experimental and theoretical values for the mass transfer rate of benzoic
acid (BA) normalised with respect to 1-layer values. Percentage difference of mass
transfer rates with respect to the Pohlhausen values are listed in brackets (%). The
10.1% discrepancy between the Pohlhausen and finite difference methods results
from the different implementations of the Neumann boundary condition only. An
important point is that although the finite difference results is a little further from
the reported experimental value, the reasons why this is so are quite well understood.
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Chapter 7
Results and Discussion, Study 2
In this chapter we present results from the second of two studies presented in this
thesis, the flow around the top of a cylinder. The significance of these results, as
well as their context in the overall thesis, is discussed.
7.1 2D Validation with Comparisons of Flow Around a
Circular Cylinder
7.1.1 Qualitative 2D Validation
Visual comparisons of the flow patterns around a circular cylinder predicted by
Fluent and experimental visualisations and descriptions in the literature formed part
of our validation. The classification and description of the flow regimes discussed are
taken from Coutanceau and Defaye’s 1991 review paper [212]. This complete paper
contains many striking images of two dimensional flow about circular cylinders and
a flow regime classification with careful description.
The first flow regime considered consisted of flows of Reynolds number (Re)
between 35 and 60 [212] . In this range, flow instabilities appear, with slight asym-
metry of the attached wake bubble and less well defined boundaries between the
wake bubble and the surrounding, increasingly wavy, wake flow. For a laminar
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(a) (b)
Figure 7.1: (a) Flow pattern around an infinite, or 2D, cylinder with Re = 50. (b)
Flow around the same cylinder but with Re = 80. These images were generated
using the commercial CFD code Fluent as a demonstration and validation of its
capabilities. The flow patterns agree well with experimental observations [212].
incident flow at a Reynolds number of 50, the flow pattern generated by Fluent
compares favourably with experimental description (Figure 7.1 (a)).
The second flow regime considered consists of flows where 60 < Re < 100. In
this range the wake asymmetries are pronounced, leading to vortex shedding from
alternate sides of the cylinder [212]1. The output from Fluent for a laminar incident
flow again agrees well with experiment (Figure 7.1 (b)). The attached bubble can
be seen on the bottom right of the cylinder with a shed vortex downstream.
The final flow regime considered as part of this visual comparison with exper-
iment is defined by flows where 2 × 103 < Re < 100 × 103. Flows in this regime
still display a laminar boundary-layer which separates from the surface at about 80◦
from the stagnation point at the front of the cylinder; this separation point moves
forward as the Reynolds number increases [212]. An irregular secondary boundary-
layer is formed and a turbulent von Ka´rma´n vortex street is fully established. As
illustrated in Figure 7.2, the Fluent solution for a flow of Re = 3900 agrees well
with this description and with experimental visualisations [e.g. 263; 212].
1The asymmetric vortices are caused by small oscillations in the pressure distribution around
the cylinder.
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(a) (b)
Figure 7.2: (a) Fluent generated 2D flow around an infinite cylinder with Re =
3, 900. (b) An experimental visualisation of 2D flow at a Re = 2, 000, taken from
[263]. These systems fall within flow Regime 7, 2, 000 < Re < 100, 000 [212]. The
Fluent solution agrees well with this observed flow.
7.1.2 Quantitative 2D Validation
Our quantitative validations focused on measurable quantities such as the drag coef-
ficient, Cd, the circumferential pressure coefficient Cp and the angle of separation, θ.
For laminar flow regimes, up to Re ≈ 103 [212], the Fluent estimates for Cd compare
well with classic experimental studies [e.g 210; 213] (Figure 7.3 and Table 7.1). The
Fluent generated output agrees well with experimental results for Cd, Cp and θ from
several large eddy simulation models as well as the experimental measurements for
Re = 3, 900 presented by Franke et al. [206] (see Table 7.2).
It is evident however, that reasonably well is the strongest statement that can
possibly be made about how well the Fluent data matches results from other studies.
There is ample room for disagreement about this positive assessment. The results
for the flow variables are extremely sensitive to boundary conditions, small changes
in the cylinder geometry, and small disturbances in the calculated flow caused by
numerical error, e.g. truncation and rounding errors [206]. Variables evaluated
close to the surface of the cylinder can be particularly sensitive to grid resolution.
Experimental studies are extremely sensitive to test rig variables, including the
aspect ratio of the test channel, blockage effects, end conditions and the turbulence
intensity of the flow. It is important to bear all this in mind when comparing results
for apparently similar systems. It is reasonable, given that the Fluent simulation
produces qualitatively correct results especially away from the surface, to state that
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Re Log10(Re) Cd Fluent Log10(Cd Fluent) Cd Exp Log10(Cd Exp) % Error
1 ( 0.00 ) 10.00 ( 1.00 ) 10.40 ( 1.02 ) 3.85
2 ( 0.30 ) 6.00 ( 0.78 ) 6.30 ( 0.80 ) 4.76
4 ( 0.60 ) 5.00 ( 0.70 ) 4.10 ( 0.61 ) 21.95
8 ( 0.90 ) 3.00 ( 0.48 ) 2.90 ( 0.46 ) 3.45
10 ( 1.00 ) 2.40 ( 0.38 ) 2.60 ( 0.41 ) 7.69
20 ( 1.30 ) 2.10 ( 0.32 ) 1.90 ( 0.28 ) 10.53
30 ( 1.48 ) 1.80 ( 0.26 ) 1.70 ( 0.23 ) 5.88
40 ( 1.60 ) 1.60 ( 0.20 ) 1.50 ( 0.18 ) 6.67
50 ( 1.70 ) 1.50 ( 0.18 ) 1.40 ( 0.15 ) 7.14
80 ( 1.90 ) 1.40 ( 0.15 ) 1.40 ( 0.15 ) 0.00
100 ( 2.00 ) 1.40 ( 0.15 ) 1.40 ( 0.15 ) 0.00
150 ( 2.18 ) 1.30 ( 0.11 ) 1.20 ( 0.08 ) 8.33
Table 7.1: Comparison of calculated and experimental values for the drag coefficient
Cd of a 2D flow around a cylinder at low Reynolds numbers. Experimental values
are taken from [210] and [213].
the results produced with Fluent do match results from the literature reasonably
well.
7.2 3D Validation with Comparisons of Flow Around a
Circular Cylinder
The validation for three-dimensional flow about a finite cylinder proceeded in a
similar way to the two-dimensional validation. The primary references for validation
of the three-dimensional simulation of the flow over the top of the cylinder were
papers by Park and Lee [204] and Kline [205]; Park and Lee provide a description of
the flow for a qualitative comparison, while Kline provides experimental speed-up
148
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
1.8
2.0
-1.00 -0.50 0.00 0.50 1.00 1.50 2.00 2.50
Lo
g 
C
d
Log Re
Experimenta
Fluent
Figure 7.3: Comparison of calculated and experimental values for the drag coefficient
Cd of a 2D flow around a cylinder at low Reynolds numbers, ranging from 0.2 to
150. Note: (a) these values are taken from [210] and [213].
measurements.
7.2.1 Qualitative 3D Validation
As illustrated in Figure 7.4, the visualised Fluent solution for a 3D flow of Reynolds
number 20,000 past a finite cylinder of height to diameter ratio 5 (H/D = 5) agrees
well with the experimental flow observed and recorded by Park and Lee [204]. This
is particularly true in the region of interest directly above the top of the cylinder.
7.2.2 Quantitative 3D Validation
Uematsu and Yamada [266; 218] present experimental data for flows around finite
cylinders with Re ≥ 38 × 103. Values for the drag coefficient (Cd) of the 3D finite
cylinder correspond with experimental values [218] (Cd ≈ 0.60, which falls within
the range of experimental measurements for a H/D = 3). The authors also present
results for the measured circumferential pressure coefficient (Cp) distribution around
the middle (H/2) of a finite cylinder with H/D = 3. These distributions are mea-
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Data Source Cd Cpb θs
Franke and Frank [206], LESa:
(i) 1.005 0.94 89.0
(ii) 0.999 0.90 88.7
(iii) 0.994 0.88 88.5
(iv) 0.985 0.86 88.3
(v) 0.978 0.85 88.2
Experimentb,c 0.980d 0.90e 85.0f
Fluent 1.160g 1.00h 90.0i
Table 7.2: Comparison of numerical solutions and experimental results for two-
dimensional flow about an infinite cylinder at Re = 3, 900. Notes: (a) results from
the LES models of Franke and Frank [206]; (b) and (c) are experimental results
[264] [265] (in [206]); (d), (e), (f) have quoted measurement errors of ±0.05, ±0.05
and ±2 units respectively [206]; (g),(h) and (i) are averaged values of oscillating
quantities. Oscillation is due to asymmetric vortex shedding from the cylinder.
sured for both low and high turbulence intensities. Low turbulence corresponds to
an intensity of 0.1% while high turbulence corresponds to an intensity of 6.4%.
Low turbulence calculations using Fluent for a 2D cylinder result in a Cp dis-
tribution that agrees well with the experimental distribution of Cp around a finite
cylinder measured at H/2 [218] (Figure 7.5). This is not surprising since the flow
around a finite cylinder at H/2 is almost two-dimensional. Low turbulence 3D Flu-
ent calculations for Cp atH/2 around a finite cylinder agree less well with experiment
[218] although the case for a high turbulence intensity shows closer agreement. The
magnitudes and Cp distribution are both approximately correct.
From experimental studies [218], it can be seen that the Cp distribution varies
between flows of different turbulence intensity. In low turbulence flows, the mag-
nitude of Cp remains almost constant in the range 70
◦ < θ < 180◦, where θ is
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(a) (b)
Figure 7.4: (a) Fluent generated 3D flow around a finite cylinder of H/D = 5 at
Re = 20, 000. (b) An experimental visualisation of 3D flow past a similar cylinder
at Re = 20, 000. Reprinted from [204], Copyright (2000), with permission from
Elsevier.
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Figure 7.5: (i) Cp at Re = 38×10
3 for 2D flow around a cylinder, (ii) Cp distribution
at H/2 for low flow turbulence around a finite cylinder.
measured from the forward stagnation point. In the high turbulence case, however,
Cp does not begin to level off until at least θ ≈ 110
◦.
Since Cp on the windward side of the cylinder agrees quite well with literature
and as we were interested, for this problem, in the flow several diameters vertically
above the cylinder, the flow on the lee-side of the cylinder will not have an effect
in this region. In the region of interest, one diameter above the cylinder, close wall
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Figure 7.6: Detail from Figure 7.4 (a), a Fluent simulation of flow past a finite
cylinder of height to diameter ratio 5 at a Reynolds number of 20,000.
and wake effects have little or no impact.
The quality of the simulation results is highly dependent on the mesh used. In
the two-dimensional case, we found that meshes with circular or semi-circular com-
putational domains gave the most realistic results when compared with literature.
Similarly, in the three-dimensional case we used hemi-spherical and quarter-spherical
domains; this was partly due to the relative success of the circular and semi-circular
meshes in the two-dimensional case. There are, of course, limitations associated
with these models including the fact that we are currently uncertain about the
three-dimensional models’ ability to capture close wall and wake effects.
7.3 Effect of a Meteorological Tower on its Top-Mounted
Anemometer
For all configurations of wind-speed, turbulence intensity and terrain slope, our
simulations show a significant difference between speed-up errors for solid and hollow
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(a) (b)
Figure 7.7: Fluent generated 3D flow around (a) a solid cylinder (unstable) and (b)
a hollow cylinder (stable). The internal flow up through the centre of the hollow
cylinder tends to stabilise the main flow, forming the triangular pattern over the
cylinder evident in (b). The recirculating flow about the top of the solid tower,
however, is unstable and varies considerably with time.
towers. The airflow around the top of solid towers appears to be less stable, with
rapid, time-dependent, fluctuations which give rise to significant uncertainty in the
determination of the speed-up error. For a solid tower, the predicted speedup at a
height of 2 diameters above the top of the tower is in the range of 1.5% to 2.0%
(Figure 7.9). Results for the problem of a hollow tower with an anemometer located
2 diameters above the top are presented below.
7.3.1 Sensitivity to the Free-stream
Most wind turbines operate at wind-speeds ranging from 8 to 12 m/s. In this
range, the relative magnitude of the simulated speed-up is almost independent of
the absolute magnitude of the free-stream wind-speed (speed-up is written as a
percentage of the free-stream wind-speed). This independence can be seen in Figure
7.10 - 7.12 for a free-stream turbulence intensity of 10%.
7.3.2 Sensitivity to Turbulence
In the normal operating range of wind-speeds (8 to 12 m/s) and turbulence intensi-
ties, the simulated speed-up appears to be also independent of the turbulence inten-
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Figure 7.8: Sample anemometer positions (in steps of 30◦) around the circumference
of the meteorological tower. The wind blows from left to right. The anemometer
cups are located two diameters above the top of the tower.
sity of the free-stream (Figure 7.13). This conclusion is based on two simulation runs
with turbulence intensities of 10% and 15% and implies that the anemometer data
can be corrected without any complications arising from turbulence in the airflow.
Together with the previous observation (Section 7.3.1), we find that the speed-up
can be associated with a particular anemometer set-up and is dependent only on
quantities that can be determined (terrain slope, tower geometry, fluid properties
and tower surface conditions).
7.3.3 Sensitivity to Sloped Terrain
Airflow is accelerated when passing over a hill and, for this reason, wind farms are
often sited on slopes. For practical considerations, these slopes never exceed 25◦.
Simulation runs at slopes of 0◦, 15◦ and 25◦ indicated that, as expected, the speed-
up has a significant dependence on terrain slope (Figure 7.14 and 7.15). However,
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Figure 7.10: Influence of the free-stream wind-speed for a hollow tower positioned
on level ground and a turbulence intensity of 10%.
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Figure 7.11: Influence of the free-stream wind-speed for a hollow tower positioned
on a slope of 15◦ and a turbulence intensity of 10%.
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Figure 7.12: Influence of the free-stream wind-speed for a hollow tower positioned
on a slope of 25◦ and a turbulence intensity of 10%.
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Figure 7.13: Influence of the turbulence intensity for a hollow tower positioned on
level ground and a free-stream wind-speed of 8 m/s.
as can be seen in these figures, there is only a small difference between speed-up
values from 0◦ through 60◦ (Figure 7.8) for slopes of 15◦ and 25◦. This leads to the
practical suggestion that if the prevailing wind is up-hill and parallel to the hillside,
speed-up dependence on slope can be minimised by installing the anemometer on
the upstream side of the tower, between 0◦ and 30◦ on the circumference (Figure
7.8).
7.3.4 Sensitivity to Tower Condition
The surface roughness of the interior of the hollow tower is captured by the pipe
friction coefficient λ. We ran simulations with λ = 0.02 and λ = 0.05, corresponding
respectively to a very smooth and a very rusty tower. For the case of a tower
positioned on level ground, with a free-stream wind-speed of 8 m/s and a turbulence
intensity of 10%, there is a small dependence on λ (Figure 7.16). A more complete
study may establish that for normal wind conditions, the pipe friction coefficient
does not significantly affect the speed-up error. Careful selection of tower materials,
regular maintenance and cleaning will minimise variability in the condition of the
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Figure 7.14: Influence of terrain slope for a hollow tower in a free-stream wind-speed
of 8 m/s and a turbulence intensity of 10%.
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Figure 7.15: Influence of terrain slope for a hollow tower in a free-stream wind-speed
of 12 m/s and a turbulence intensity of 10%.
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Figure 7.16: Influence of the pipe friction coefficient λ for a hollow tower positioned
on level ground, a free-stream wind-speed of 8 m/s and a turbulence intensity of
10%.
tower and of any effect that the surface roughness (and debris) will have on the
airflow through and around the structure.
7.3.5 Speed-up Envelope
In addition to the speed-up values for anemometers located 2 diameters above the
top of the tower, we also recorded wind-speed values at various heights above the
centre of the tower. The speed-up decreases as the distance above the tower in-
creases. This is shown in Figure 7.17 for a wind-speed of 12 m/s and a turbulence
intensity of 10%. Engineers and technicians may find this plot useful when locating
anemometers.
7.4 Chapter Summary and Conclusions
In summary, this chapter presented results from the second of three studies described
in this thesis.
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Figure 7.17: Speed-up values at various heights above the centre of a hollow tower
positioned on level ground.
This second study began with an investigation of the flow around a finite cylinder
with attention given to the problem of determining the measurement error due to
speed-up for the specific case of an anemometer located 2 diameters above the
top of a hollow meteorological tower sited on level terrain. It was found that the
maximum error for this configuration is approximately 2% of the actual wind-speed
(Figure 7.10). This compares well with experimental measurements for a hollow
meteorological tower, which range from 1.7% to 3.4% [205].
It is concluded that the speed-up over the top of a hollow meteorological tower
depends only on variables that can be determined. Speed-up is independent of the
absolute magnitude of the free-stream wind-speed and the turbulence intensity of
the wind. The error depends on the geometry of the meteorological tower, the slope
of the terrain where the tower is sited and the condition of the tower.
In summary, top-mounted anemometers should be located at the windward side
of a meteorological tower, where a particular wind direction prevails, and at least
5 diameters above the top. This will reduce speed-up to less that 1%. The IEA
recommendation is for a minimum separation of about 6 tower diameters [203].
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In line with the IEA’s recommendation that the anemometer installation should
be ‘clean’ [203], towers should be made from a corrosion resistant material and
maintained and cleaned regularly to minimise flow disturbance.
Many other research problems are indicated; in the area of wind energy, several
new refinements of the work developed here are essential and will make a useful
contribution to the field. These include extending the analysis for different tower
and anemometer configurations and for different tower types, e.g. considering the
error in wind-speed measurements from anemometers mounted close to the side of
a meteorological tower. Another useful study will be to further refine the simple
turbulence model used and to carry out a more complete study of the effect of
turbulence.
Although not pursued explicitly, techniques developed here for the problem of
flow around a meteorological tower can be applied to the similar problem of flow
around a finite cylindrical tablet. Using the specific problem outlined here as a basis,
it is argued that simulation can provide useful insight for similar pharmaceutical
problems. Chapter 8 continues with results from the third of the three studies that
contribute to this thesis.
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Chapter 8
Results and Discussion, Study 3
In this chapter we present results from the final of the three primary investigations
presented in this thesis, mass transfer from a particle moving through the USP
apparatus. The significance of these results, as well as their context in the overall
thesis, is discussed. Unless specified otherwise, the equations of motion used to
produce the results presented in this chapter were Equations (5.4 - 5.9).
8.1 Computer Implementation of Taylor’s Work
Results for two different initial conditions were calculated, (1) with the particle
assumed to be at rest with respect to the reference frame at t = 0 and (2) with
the particle assumed to move with the flow at t = 0. In addition, solutions were
calculated when (i) Stokes’ law of resistance applies, using Equations (5.11) and
(5.12) and (ii) Stokes’ law does not apply, using Equations (5.13) and (5.14). A
sample of these results is presented in Table 8.1.
Figure 8.1 (a) is a plot of the particle path for α = K0c = 0.5, all defined
previously, with Stokes’ law of resistance assumed to apply and with the particle
initially at rest1. Figure 8.1 (b) shows the particle path for the same α when Stokes’
law does not apply, the particle is moving with the flow at t = 0 and the initial
1As discussed in Chapter 5, α is a parameter which is a function of a2c.
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Figure 8.1: (a): α = 0.5, Stokes flow, particle initially at rest. (b) α = 0.5, Stokes’
law does not apply, particle initially moving with the flow. (c): α = 0.5, Stokes’
flow, particle initially moving with flow. (d) Reproduced from Taylor’s paper [22]:
α = 0.5, Stokes’ flow, particle initially moving with flow.
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α Ret=0 y
′ (impact) z (impact) time-step (impact)
(a) - (1)(i) 0.5 - 4.36 4.72 471
(b) - (2)(ii) 0.5 100 - - 481
(c) - (1)(ii) 0.5 - 2.45 3.15 314
(d) - Taylor 0.5 - 2.49 - -
Table 8.1: Results for initial conditions (1) and (2) and flow types (i) and (ii). y′
is the dimensionless displacement along the surface away from the stagnation point
and z is the dimensionless time.
Reynolds number Rep,t=0 is moderate, i.e. 100. Figure 8.1 (c), again corresponding
to α = 0.5, shows the path traced for assumed Stokes flow when the particle initially
moves with the flow. Figure 8.1 (d) is reproduced from Taylor’s paper [22], again
with α = 0.5, assumed Stokes flow and with a particle which initially moves with
the flow.
The Runge-Kutta integration procedure consumes almost all the computation
time. At present the current implementation2 calculates about 3,700 time-steps per
second. By way of comparison, the same Runge-Kutta integrations carried with
pen, paper and an electronic calculator proceed at a rate of about 1.2 time-steps
per hour and longer using a slide-rule instead of calculator3. Glauert’s calculations
[22; 23] seem all the more remarkable for this. Implementing this work numerically
was important for the successful implementation of a particle tracking routine for
the three-dimensional USP apparatus flow-field.
8.2 Extending Taylor’s Analysis
One additional analysis is to consider the relationship between particle size and the
average relative velocity magnitude, |q¯|, i.e. the magnitude of the velocity of the
2Python script running on a Windows Intel Pentium 4, 2.4 GHz machine with 512 MB RAM.
3Conducted by the unpractised author.
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particle with respect to the fluid, averaged over a fixed simulation time, ts. It is
speculated that |q¯| will increase with particle size, defined by particle radius a, and
approach a limit as the particle size becomes large. Taking the case when Stokes’
law applies, i.e. for very low average relative Reynolds numbers R¯ep between the
particle and the fluid, Taylor’s problem of a particle moving close to a stagnation
point can be solved using primitive variables with Equations (5.4 and 5.5).
Solving these equations using the Euler/LPA algorithm, the particle position and
velocity components u and v as well as the resultant velocity q at each timestep in
the interval t = 0 to t = ts were determined. The relative velocity magnitude |q| was
then calculated at each timestep and averaged over the simulated time ts. Results for
particles of various sizes moving through a stagnation flow, i.e. u = −cx and v = cy,
with velocities defined by c = 0.5 are presented in Table 8.2. The calculations were
run for a simulated time of ts for all the particle sizes. The resulting average relative
velocity |q¯| averaged over ts for each a is graphed in Figure 8.2.
a (mm) c ∆t (s) |q¯p| cm s
−1 |q¯f | cm s
−1 |q¯| R¯ep
0.100 0.500 0.004 0.817 0.863 0.046 0.291
0.200 0.500 0.004 0.641 0.756 0.115 1.452
0.300 0.500 0.004 0.536 0.685 0.148 2.800
0.400 0.500 0.004 0.496 0.645 0.150 3.767
0.500 0.500 0.004 0.484 0.623 0.139 4.379
0.600 0.500 0.004 0.482 0.609 0.127 4.809
0.700 0.500 0.004 0.483 0.601 0.117 5.168
0.800 0.500 0.004 0.485 0.595 0.109 5.507
0.900 0.500 0.004 0.487 0.591 0.103 5.848
1.000 0.500 0.004 0.489 0.588 0.098 6.198
Table 8.2: Calculated quantities for various particles of various diameter a moving
through the stagnation flow described by Taylor [22]. |q¯p| and |q¯f | are the average
absolute particle and fluid velocity magnitudes respectively.
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Figure 8.2: The average velocity relative to the fluid for particles of various diameter
2a moving through the stagnation flow described by Taylor [22].
It is important to bear in mind that (i) the relatively inaccurate LPA/Euler ap-
proximation was used, (ii) Stokes flow is assumed, (iii) the particle size a is coupled
through an inverse proportionality to the freestream velocity. Velocities are calcu-
lated for a fixed simulated time ts, so that average velocities for a particular input
mainstream velocity can be compared.
Acknowledging these limitations, it can be seen that |q¯| initially increases with
increasing particle radius a before decreasing slightly to a fixed value as a becomes
large. This can be explained qualitatively as follows. Very light particles (e.g.
a = 0.01 cm) move almost entirely with the fluid streamlines and so |q¯| is very
small. As a grows larger, the particle begins to deviate from the fluid and cuts
streamlines in areas of relatively high velocity gradients. As a continues to grow,
the paths followed by successive particles become very similar (essentially straight
lines) and cut the fluid streamlines in areas of relatively low velocity gradient, i.e.
the relative velocity will be lower for larger particles. Small and light particles travel
with the flow while large and heavy particles move bullet-like through the flow with
very little deflection.
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Figure 8.3: The average relative Reynolds number for particles of various diameter
a moving through the stagnation flow described by Taylor [22].
It is further speculated that the total mass transfer from a particle moving
through a velocity field may be a linear function of the maximum velocity or the
difference between the maximum and minimum fluid velocities encountered, i.e.
m = γ(vmax) or m = γ(vmax − vmin). This is because the particle will have a
velocity of at least the minimum velocity encountered in the fluid and at most the
maximum velocity encountered. Since the mass transfer ought to be related to
the average relative velocity between the particle and the fluid, it can be surmised
that the average relative velocity |q¯| is perhaps a linear function of either vmax or
(vmax − vmin).
Results do indicate that the average particle velocity for any given particle size
seems to be a constant factor of the maximum fluid velocity encountered by the
particle, becoming more stable as the particle size increases. The maximum fluid
velocity magnitude (qf , max)) is always about 1.45 times the average absolute particle
velocity magnitude for the Taylor flow, i.e. q¯p ≈ 1.45(qf , max). This is not surprising
since, as the particle size increases, a particle is more inclined to follow the same
track and experience the same velocities; the ratio of the average particle velocity
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and the maximum fluid velocity encountered by the particle should approach a
constant. It seems that a similar curve should exist for all velocity fields.
8.2.1 Particle Size and Average Relative Reynolds Number, R¯ep
For very small particles, fluid and particle motion will be practically identical at
each point in space, growing less similar with particle size until some critical value
when the particle never moves very closely with the fluid. For small particles which
move with the fluid, diffusion models, analytical and semi-analytical, are sufficient
to estimate the mass transfer and the particle motion simulation ends at this point.
There is no need for further calculation of the forced convective component of mass
transfer.
The most important relationship is that between the size of the particle, as
defined by its radius a, and the average relative Reynolds number (R¯ep) encountered.
The two-dimensional information considered was produced, as described in Section
5.4.
These results indicate that this mechanism is extant; there is a threshold or criti-
cal a below which convective mass transfer can be ignored and an analytical diffusion
mass transfer model applied. Extrapolating linearly from the two-dimensional plot
in Figure 8.5, we can say that for particles of diameter less than 0.05 mm, or 50
microns, the relative Reynolds number is practically zero and so we posit that an
analytical diffusion model can be be used for all particles of diameter 50 microns
and less.
8.3 USP Dissolution Apparatus
8.3.1 Particle Size and Average Reynolds Number
Following from the two-dimensional case, a plot of a against R¯ep for the three
dimensional flow in a USP apparatus should produce a curve with R¯ep high for
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Figure 8.4: The streakline of a particle moving through the USP apparatus. Repre-
senting a 100 second run, this path was generated using the CGNS data provided by
Deirdre D’Arcy at the School of Pharmacy in Trinity College Dublin [19]. Visualised
for this thesis using GnuPlot.
large a and tending to zero as a tends to zero. And indeed, this behaviour can be
clearly seen in Table 8.3 and Figure 8.5. Particle trajectories were calculated using
a simple LPA/Euler integration scheme and a nearest-neighbour search algorithm.
Particles are, however, not forced to the nearest node point after each time-step.
For particle diameters of 0.01 cm and smaller, the average relative Reynolds
number is very small, less than 0.04, see Table 8.3; the average relative Reynolds
number becomes small very quickly as the particle diameter decreases. This pattern
is seen for both the two-dimensional stagnation flow and the three dimensional USP
apparatus flow, shown in the diagram below.
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a (cm) R¯ep
(i) (ii)
0.01 0.291 0.036
0.03 2.800 0.815
0.05 4.379 3.254
0.07 5.168 7.595
0.09 5.848 13.496
Table 8.3: Particle sizes with corresponding average Reynolds number relative to
the flow for (i) two-dimensional particle motion through a stagnation flow and (ii)
particle motion through the three-dimensional velocity field with a USP apparatus
(from data produced by Deirdre D’Arcy and others at the School of Pharmacy in
Trinity College Dublin [19]).
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Figure 8.5: Particle sizes with corresponding average Reynolds number relative to
the flow for (i) two dimensional particle motion through a stagnation flow and (ii)
particle motion through the three dimensional velocity field with a USP apparatus
(from data produced by Deirdre D’Arcy and others at the School of Pharmacy in
Trinity College Dublin [19]). Note that the particle radii are given in mm.
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Accepting that further work is required to validate these graphs, i.e. more sim-
ulation runs with denser grids, better implementation of the equations of motion as
well as a more sophisticated interpolation scheme, we can think about the implica-
tions of these preliminary results.
One interesting observation is that a power series of the particle radius a can
be fitted to the three-dimensional curve. This power series takes the form of R¯ep =
A× ac where c ≈ 2.72. A takes the value 19.94. Taking the curve R¯ep = A× a
c to
represent the relationship between Rep and a (mm), then we can extend the table
of values above (see Table 8.4) and Figure 8.4.
a (cm) Rep a (cm) R¯ep
0.0001 1.39581E-07 0.006 0.009513568
0.0002 9.18568E-07 0.007 0.014465174
0.0003 2.76552E-06 0.008 0.020795153
0.0004 6.04499E-06 0.009 0.028642379
0.0005 1.10873E-05 0.01 0.038140891
0.0006 1.81996E-05 0.02 0.251000857
0.0007 2.76721E-05 0.03 0.755685126
0.0008 3.97814E-05 0.04 1.651808024
0.0009 5.47933E-05 0.05 3.029620975
0.001 7.29641E-05
0.002 0.000480168
0.003 0.001445636
0.004 0.003159932
0.005 0.005795708
Table 8.4: Particle radii with corresponding average Reynolds number relative to
the flow for particle motion through the three dimensional velocity field with a USP
apparatus using the curve Rep = A× a
c, c = 2.72 and A = 19.94.
From this table we note that for a particle of diameter 0.01 cm (100 microns), the
average relative Reynolds number R¯ep is about 0.006, 7.29641× 10
−5 for a particle
diameter of 0.002 cm (20 microns) and only 1.39581× 10−7 for a particle diameter
of 0.0002 cm (2 microns).
There is some overlap between the curve(s) produced from the three-dimensional
USP flow field and the curve(s) produced in a two-dimensional stagnation flow for
small a. It may not be absolutely necessary, for certain particle sizes, to conduct
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Figure 8.6: Particle sizes with corresponding average Reynolds number relative to
the flow for particle motion through the three dimensional velocity field with a USP
apparatus using the curve Rep = A × a
c, c = 2.72 and A = 19.94. Note that the
particle radii are given in mm.
three-dimensional simulations; a single curve may suffice to describe the relationship
between a and R¯ep in all flows.
The mass transfer rate can be calculated piece-wise after each time-step ∆t using
an experimental correlation. In addition, when the relative Reynolds number is very
low, there is no need to calculate its motion through the fluid and a radial diffusion
model can be used.
8.3.2 Mass Transfer from a Particle in the USP Apparatus
Average mass transfer rates were calculated for particles of various diameters us-
ing experimental correlations, together with the quantities presented in Table 8.5
[254; 255; 256; 257]. Forced convective results were generated using the average
relative Reynolds numbers, presented in Section 8.3.1. Important dimensionless
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Figure 8.7: Average mass transfer rates for particles of various diameters using
experimental correlations and the quantities presented in Table 8.5 [254; 255; 256;
257]. Forced convective results were generated using the average relative Reynolds
numbers presented in the Section 8.3.1. Garner’s natural convection model and
Miller’s diffusion model converge to the same values for small particle sizes and are
superimposed in this figure.
groups include the Reynolds number (Rep), Schmidt number (Sc), Grashof number
(G′ =
8ga3
ν2
∆ρ
ρ
) and the average Sherwood number, Shp =
2ahm
DAB
. Results are
presented in Figures 8.7, 8.8 and 8.9.
Quantity Value
ρ (HCl) 1.186 g cm−3
ν (HCl) 7.870× 10−3 cm2 s−1
Cs (Benzoic Acid) 4.550× 10
−3 g cm−3
∆ρ (Benzoic Acid in HCl) 1.990× 10−3 g cm−3 [258]
D (Benzoic Acid in HCl) 1.236× 10−5 cm2 s−1
g 980 cm s−2
Table 8.5: Values of important quantities for the problem under consideration. The
solute is benzoic acid and the solvent is 0.1M HCl.
Miller reports Harriott’s finding that radial diffusion becomes the dominant mode
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Figure 8.8: Mass transfer rates for particles of diameter 200 microns and smaller
using experimental correlations and the quantities presented in Table 8.5 [254;
255; 256; 257]. Forced convective results were generated using the average rela-
tive Reynolds numbers presented in the Section 8.3.1. Garner’s natural convection
model and Miller’s diffusion model converge to the same values for small particle
sizes and are superimposed in this figure.
of mass transfer for particles of diameter 205 microns and less [255; 256; 257]. From
our numerical study of the average relative Reynolds number of particles of various
sizes moving through the USP apparatus, presented in Section 8.3, we estimated
that radial diffusion becomes the principal mode of mass transfer for particles of
diameter 200 microns and smaller. This is close to Harriott’s figure. In this section
we used mass transfer correlations to estimate the mass transfer from particles for
the case of free (natural) and forced convection as well as for diffusion-only transfer.
From Figure 8.7 it can be seen that, for large particles, forced convection is the
dominant mode of mass transfer. For small particles, natural convection dominates
as the primary mode of mass transfer (Figure 8.8) and for particles of diameter 100
microns and smaller, radial diffusion dominates (Figure 8.9).
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Figure 8.9: Mass transfer rates for particles of diameter 200 microns and smaller
using only the experimental correlations of Garner [254] together with the quantities
presented in Table 8.5. Forced convective results were generated using the average
relative Reynolds numbers presented in the Section 8.3.1.
From Figure 8.8, we can see that there is no need to calculate the trajectory of
particles smaller than 100 microns through the USP apparatus as a radial diffusion
model [see e.g. 254; 257; 102] will be sufficiently accurate.
8.4 Errors and Additional Considerations
8.4.1 Calculation Stability
Results indicate that the relative Reynolds numbers for small particles are similar for
two-dimensional and three-dimensional flows. However, filling in the 3D data in this
region leads to the same recurring problem: the LPA/Euler and Verlet integration
schemes require ever smaller timesteps as the particle size decreases to maintain
stability. This means that for a given number of timesteps, the total simulation
time is reduced and the average Reynolds number is computed over smaller times.
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It is useful to consider what causes this problem.
8.4.2 Effect of ts on R¯ep
It was observed that varying ∆t leads to different average relative Reynolds Num-
bers, R¯ep. This is sensible: as ts increases, R¯ep should converge on a fixed value.
It is also reasonable to think that this value will be different to R¯ep calculated over
shorter ts. This is because, for small simulated times, a particle will have moved
only a small distance through the velocity field and sudden changes in the velocity
field, i.e. high or low relative Reynolds Numbers, have a much larger effect on R¯ep
calculated over that period. For longer simulated times, R¯ep approaches a constant
as the simulated time increases.
8.4.3 Additional Assumptions and Shortcomings of the Models
8.4.4 Considering Many Particles
At present we have considered a single particle moving through simple velocity
fields. However, even with many drug particles moving in the USP apparatus,
the particles may be distributed sparsely enough to allow us still neglect particle-
particle interactions and particle-fluid effects. We do not have enough experimental
information yet to state this with confidence.
If this is not the case, i.e. particles are not distributed sparsely enough, then
there may be complicated interactions between the particles and the fluid and the
problems of particle motion and fluid motion may indeed be coupled. The problem
of calculating such fluid and particle motion within the USP apparatus is certainly
not a trivial one. This is further complicated by the fact that the particles dissolve
as they move through the fluid, meaning that a complete solution to the problem will
involve a multiphysics approach. A complete, detailed, solution that captures these
interactions is likely to require more sophisticated mathematical analysis, numerical
algorithms and computational implementations, e.g. parallel implementation. The
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Figure 8.10: When the timestep is too large, e.g. 1 second as shown here, the particle
covers almost half the width of the USP apparatus in one step. This quickly becomes
unstable.
work set out here was to produce a useful model and a good foundation for future
development.
8.4.5 Analytical Limits
There is the possibility of running up against analytical limits. An analytical limit
in this context is understood to be the limit of a simulation’s ability to correctly
capture the physics of a process: when the simulation of a process begins to deviate
significantly from the actual process and the simulation is no longer valid. It is
certain that the simulations presented here, as with all simulations, do not capture all
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the physics of the process we are investigating. This makes it all the more important
to have realistic expectations of the models’ capabilities and to understand their
limitations.
8.5 Chapter Summary and Conclusions
In summary, this chapter presented results from the last of the three studies de-
scribed in this thesis.
Calculations indicate that small particles move with the USP apparatus flow
and that, for particles with a diameter of approximately 0.01 cm (100 microns) and
smaller, radial diffusion is the dominant mode of mass transfer, i.e. forced convection
effects can be neglected for particles of diameter 100 microns and smaller. This result
is, it is believed, novel for the case of particle dissolution in the USP apparatus.
Importantly, this study contributes to the basis for arguing that simulation is useful
in the description of pharmaceutical processes.
8.5.1 Future Work
Proposed Complete Solution to the Problem of Drug Particle Dissolution
in the USP Type 2 Dissolution Apparatus
The aim of this work was to begin the development of a particle trajectory tracing
algorithm which can be used to predict the paths of and dissolution from tablet
fragments of various sizes moving in the USP Type 2 Dissolution Apparatus. In a
complete model, it is proposed that the initial drug particle size distribution could
be determined through the use of experimental data and a probabilistic model. The
particle motion and dissolution rate could be determined using classical particle
tracking techniques together with a simulated fluid velocity field. These components:
probabilistic model, particle tracking and a simulated velocity field, could together
form a complete model of drug fragmentation. Together with the work on the initial
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dissolution rate, this could form part of a complete model of tablet dissolution.
Given a time-dependent distribution of particle sizes and a fluid velocity field, it
should be possible to estimate the overall dissolution rate of a tablet dissolving and
then fragmenting in a USP dissolution apparatus.
Outline of Probabilistic Component
A complete model of dissolution in a USP apparatus may require a probabilistic
component. As discussed previously, there is significant variability in the disso-
lution rates of tablets dissolving in this standard dissolution test apparatus. This
variability results from inherent factors in the operation of the dissolution apparatus
and in the tablet itself, i.e. tablets may or may not disintegrate into fragments and
those that do so will disintegrate at varying rates. The idea is that the probabilistic
component, which may use an Inverse Monte Carlo technique in a Bayesian frame-
work, adjusts the model at each time-step using a probable distribution of fragment
sizes informed by and validated against concentration measurements and other data
from experiment. This is based on previous work, e.g. [112; 113]. After each run,
the distribution of particle sizes is corrected using an Inverse MC method.
A Possible Inverse Monte-Carlo Method
If a key result, e.g. the mass transfer rate, from the model is M(x) and the true,
measured, value from the physical system is denoted MTrue, then the error Esys
between the simulated and actual systems will be M −MTrue = Esys. If a set of n
values for M is obtained for n different x values, the Euclidean distance between
the simulated and true values can be calculated for each instance. Instances with
small distances are most likely. This information can be used to determine which
possible combinations of system parameters are most useful and this, in turn, can
be used to set these parameters so that further predictions can be made for a new
set of initial conditions.
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Chapter 9
Summary, Future Work and
Conclusions
9.1 Summary
9.1.1 Study 1
The first study developed the understanding of quasi-steady drug dissolution from
the surface of a multi-layered tablet in the USP apparatus. A Crank-Nicolson finite-
difference approximation to the drug mass transfer rate from dissolving cylindrical
tablets, consisting of alternating layers of drug and inert material, was presented and
results were compared with recent solutions to the same problem and with previous
experimental results produced using the USP apparatus. It was shown that (i) the
theoretical estimates differ by up to 10%, a result of different implementations of a
derivative surface boundary condition, (ii) the new finite-difference model is more
physically realistic but that the recent analytical solution of Crane et al is shown to
be usefully accurate. In addition, it was established that the assumption of a steady,
axial mainstream flow is likely to be the primary reason for the error between the
experimental and theoretical results.
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9.1.2 Study 2
The second study investigated the flow around the top of a cylinder using a com-
mercial fluid dynamics code. A specific application to a complementary problem
in wind energy was considered. In addition to other sources of error, accelerated
airflow, or speed-up, around the top of cylindrical meteorological (met) towers can
cause incorrect wind-speed measurements. A particular configuration was consid-
ered where the anemometer was located only two tower diameters above a met
tower. Using a standard computational fluid dynamics package, the maximum error
for this configuration was found to be 2% of the wind-speed. It was concluded that
top-mounted anemometers should be located at the windward side of a meteorolog-
ical tower, where a particular wind direction prevails, and at least five diameters
above the top. This will reduce speed-up to less that 1%. The IEA recommenda-
tion is for a minimum separation of about 6 tower diameters [203]. In line with the
IEA’s recommendation that the anemometer installation should be ‘clean’ [203], it
is recommended that towers should be made from a corrosion resistant material and
maintained and cleaned regularly to minimise flow disturbance.
9.1.3 Study 3
The third part of this work considered one possible end state for a dissolving tablet:
fragmentation into small particles with dissolution continuing from the disintegrated
solid masses. A framework for calculating the motion of and dissolution from a drug
particle moving through the USP apparatus was outlined, beginning with a review
of the classical work of Taylor and Glauert, who considered the motion of raindrops
in airflows. Calculations indicate that small particles move with the USP apparatus
flow and that, for particles of diameter of approximately 0.01 cm (100 microns) and
smaller, radial diffusion is the dominant mode of mass transfer, i.e. forced convection
effects can be neglected for particles of diameter 100 microns and smaller.
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9.2 Future Work
The potential areas of research arising from this thesis are many. Specific and
general suggestions include:
9.2.1 Specific Research Questions
Arising from Study 1
Future developments of this work must incorporate boundary-layer theory close to
the surface using a more realistic free-stream velocity field, ideally calculated con-
currently using a computational fluid dynamics code. Further research may also
include: (i) exploring the limits of validity for the Pohlhausen solution, to further
clarify the reasons for its deviation from the CN solution and to formally demon-
strate that its convergence as the number of layers becomes very large can be written
in a closed form; (ii) formulating other applications for the extended Pohlhausen so-
lution. This may have some utility when considering matrix tablets, i.e. a large
number of layers may approximate matrix tablet behaviour. Other applications
might include microelectrode analysis; (iii) the CN finite-difference method can be
extended in many ways including the already mentioned consideration of more re-
alistic flows from a coupled CFD code. There are many outstanding investigations
around the CN scheme, including, e.g. detailed investigations of its validity and
incorporation of more efficient mesh distributions.
Arising from Study 2
Future work arising from the second study may include, in the area of wind energy,
several essential refinements of the work presented; these include extending the
analysis for different tower and anemometer configurations and for different tower
types, e.g. considering the error in wind-speed measurements from anemometers
mounted close to the side of a meteorological tower. Another useful study will be to
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use more sophisticated turbulence models and to carry out a more complete study
of the effect of turbulence on the wind-speed close to the tower. The use of similar
techniques to examine the mass transfer from a cylindrical tablet in cross-flow may
also be a useful avenue of research.
Arising from Study 3
Many research directions arise from the particle tracking work. These include (i)
developing a more sophisticated CGNS based code (ii) investigating OpenFOAM
as a platform for conducting this work, (iii) using more sophisticated algorithms
which incorporate particle-particle interactions and so forth in particle tracking,
(iv) considering a parallel version of the code and (v) integrating this work with a
probabilistic framework.
9.3 Conclusions
The three main studies, (1) quasi-steady drug dissolution from a multi-layered tablet
in the USP apparatus, (2) flow distortion about a cylinder and (3), the mass transfer
from small particles moving in the USP apparatus, each form a part of a future
complete framework for simulating drug dissolution in the USP apparatus. These
investigations were consistent with our aim of building on earlier understanding of
drug dissolution in the USP apparatus and to demonstrate the thesis that simulation
has the potential to be of significant use for pharmaceutics.
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ADF: Advanced Data Format.
AIAA: American Institute of Aeronautics and Astronautics.
API: Application Programming Interface.
CFD: Computational Fluid Dynamics.
CGNS: CFD General Notation System.
CN: Crank-Nicolson (finite-difference scheme).
DCU: Dublin City University.
DDS: Drug Delivery System.
EMEA: European Medicines Agency.
FD: Finite Difference.
FDA: Food and Drug Administration (US Federal Agency).
HCl: Hydrogen Chloride (in water, Hydrochloric Acid).
IND: Investigational New Drug Application.
In silico: Computer model, a more easily remembered modification of the Latin
in silicio.
In vivo: within a living organism.
In vitro: in an artificial environment outside the living organism.
IVIVC: In Vitro/In Vivo Correlation.
NACA: National Advisory Committee for Aeronautics.
NCE: New Chemical Entity.
NICB: National Institute for Cellular Biotechnology.
PBPK: Physiologically Based Pharmacokinetic.
(Base) Pressure Coefficient: the base pressure coefficient Cpb can be derived
from Bernoulli’s equation, p+
1
2
ρV 2 = const, where ρ is the fluid density. This can
be re-written as ps = p∞ +
1
2
ρU2∞(1 − 4sin
2θ) for flow about a cylinder. Cpb can
then be written, Cpb =
ps − p∞
1
2
ρU2∞
.
PSUDO: Parallel Simulation of Drug Release Code [20].
R&D: Research and Development.
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Reynolds Number: the Reynolds number (Re) is the ratio of the inertial forces
of the flow to the viscous or frictional forces and is normally expressed in the form,
Re =
UL
ν
, where U is the flow velocity, L is a representative dimension of the
flow and ν is the viscosity of the fluid. For flows about cylinders and spheres, L is
normally taken to be the diameter.
Schmidt Number: the Schmidt number is defined as the ratio of kinematic vis-
cosity to diffusivity, i.e. Sc =
ν
D
.
TCD: Trinity College Dublin.
TDMA: Tridiagonal Matrix Algorithm.
USP: United States Pharmacopeia.
w/w: by weight, the concentration of a substance in a mixture or solution expressed
as a % of the total mass.
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