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Edited by Giulio Superti-FurgaAbstract Systems biology seeks to explain complex biological
systems, such as the cell, through the integration of many diﬀer-
ent types of information. Here, we discuss how the incorporation
of high-resolution structural data can provide key molecular de-
tails often necessary to understand the complex connection be-
tween individual molecules and cell behavior. We suggest a
process of zooming on the cell, from global networks through
pathways to the precise atomic contacts at the interfaces of inter-
acting proteins.
 2005 Federation of European Biochemical Societies. Published
by Elsevier B.V. All rights reserved.
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Systems biology aims at explaining the properties and
behavior of complex biological systems such as the cell. While
noble in outlook, it is currently rather limited in application,
owing largely to a paucity of information. In an ideal world,
we would know the concentrations of all molecules at all stages
of a cells life, and detailed kinetic parameters for how they
interact with each other, but we are many decades from any-
thing like this. To reach such an ambitious goal, it will be nec-
essary to develop strategies able to deal with a great variety of
biological molecules: small metabolites, proteins, complexes
and the sophisticated and dynamic network that connects
them. Proteins are, however, the key players in the cell since
they are responsible for most cellular functions. Hence, the
study of protein networks probably gives the best ﬁrst-look
at that of the entire cell.
Genome sequencing projects have provided a list of all the
proteins contained in the cell (e.g. [1,2]). This is still incom-
plete, as it does not always capture variants like alternative
spliced forms or post-translational modiﬁcations. Neverthe-
less, it provides the scaﬀold onto which most functions lie.
There have also been attempts to provide comprehensive lists
of protein–protein interactions for some model organisms [3–
9]. However, these lists are even more incomplete. For exam-
ple, it has been estimated that genome-wide screens overlook
between 20% and 80% of the interactions, depending on the*Corresponding author. Fax: +49 6221 387 517.
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dency to predict erroneous interactions.
Even in the hypothetical situation where high-throughput
interaction discovery experiments could provide a comprehen-
sive list of all interactions in the cell, they would still miss cru-
cial details. First, they usually report an average over many
diﬀerent cell conditions: the dynamic nature of the cell is
blurred into one static picture. In addition, they lack any
molecular detail: suggesting who interacts with whom, but
not how. High-resolution three-dimensional (3D) structures
of interacting proteins and complexes can often supply this
information by providing an atomic description of the inter-
faces ultimately responsible of interaction speciﬁcity. In this
mini-review, we discuss how 3D structural information can
be integrated into systems biology to suggest these details
and how this can aid the understanding of complex networks,
eﬀectively acting as a zoom lens for the cell.2. Zooming in: understanding cell networks at atomic level
Functional genomics has shown that molecules in the cell are
highly connected. The study of cell networks is, thus, central to
any tentative to understand biology at a systems level, so much
that networks have become the most popular way of represent-
ing cell components and their interrelationships (Fig. 1, top).
However, a static network picture gives rather limited informa-
tion other than global characteristics of the network topology
(e.g., scale-free, small-world). Ideally, we need a way to zoom
dynamically in on a sub-network of interest and extract the
most information about the molecules involved, their interac-
tions and how they inﬂuence the global systemic network.
One can ﬁrst zoom in by splitting the complete cell network
into smaller sub-networks or pathways that can then be ex-
plored in detail. This can be done in a few ways. For in-
stance, one can use the biological knowledge accumulated
over the years by mapping well-documented signaling
[12,13] or metabolic networks [14] into the whole network.
Although the match is not always complete (which gives an
idea about the real coverage of the current full network),
the approach is useful for ﬁnding new links between textbook
pathways, and can explain unexpected compensatory eﬀects
that take place in the cell (i.e., the yeast ability to tolerate sin-
gle-gene deletions [15]). Another approach relies on clustering
methods to divide the complete network and ﬁnd out coher-
ent sub-networks or functional modules within it [16], which
allows the discovery of new pathways or unexpected elements
in those already known.blished by Elsevier B.V. All rights reserved.
Fig. 1. Zooming in and out. (Zoom in) From whole cell networks to functional pathways and ﬁnally to the atomic details of the interacting proteins,
which are ultimately responsible for the global behavior of the system. (Zoom out) Assembling macromolecular complexes from binary interactions
and ﬁtting the atomic models into EM images and whole cell tomograms.
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information to the picture: merging analyses of the global
characteristics of networks or pathways with a careful study
of their constituents. As for individual interactions, knowl-
edge of 3D structures can help interpreting protein interac-
tion networks. The main limitation is that the number of
interactions for which their 3D structures are known in a gi-
ven organism (e.g., yeast) is very small. However, we recently
showed that pairs of interacting proteins that share above
25% sequence identity tend to interact similarly, conforming
to a unique topology or interaction type [11,17]. This means
that we are now in a situation similar to that of comparative
modeling for individual proteins [18], where we can use
homology to infer atomic details of an interaction across
species and thus considerably increase the number of interac-
tions suitable for modeling. In addition, many proteins in
signaling networks contain only a few very speciﬁc interac-
tion domains (e.g., SH3), where the binding can occur
through the recognition of a short linear motif in the other
protein (e.g., PxxP) [19]. These signaling domains have been
intensively studied [20,21], which means that the 3D struc-
ture of at least one representative for each interaction type
is known. We can thus, in principle, model a large fraction
of a given pathway: from the interaction between the cyto-kine and the receptor that triggers the signaling cascade to
the transcription factors regulating gene expression in the
nucleus.
Deconvoluting cell networks into pathways and then adding
structural molecular details to the individual interfaces is thus
a complete zoom in that bridges the resolution gap between
cells and atoms, going from systems behavior to hydrogen
bonds. This is, of course, a two-way: one can also zoom out
to trace back how small amino acid changes in a protein–pro-
tein interface can aﬀect the function of a given pathway and
ultimately the global network topology.
This concept is in many ways similar to zooming processes
present in genome centers like ENSEMBL [22], where one
can view genetic data at diﬀerent levels of granularity: genome
to chromosome to region to gene to nucleotide.3. Zooming out: building the cell from pieces
High-resolution structures of large macromolecules have un-
til recently been very scarce, and were usually the end-product
of many years of molecular biology. Scientiﬁc and technical
advances in the mid-nineties (e.g., cryofreezing and CCD data
collectors) triggered an exponential increase in the number of
1856 P. Aloy, R.B Russell / FEBS Letters 579 (2005) 1854–18583D structures deposited in the Protein Data Bank [23]. The
number of protein complexes equally increased from a few
dozens to more than 10 000, providing about 2000 diﬀerent
templates to model protein–protein interfaces. We recently
combined complete genomes, interaction and functional data
with 3D structures to estimate that a relatively small repertoire
of 10 000 templates will suﬃce to model most interactions in
Nature [11]. Thus for the ﬁrst time, the number and variety
of available 3D structures is large enough to attempt bot-
tom-up approaches to build large cellular entities from their
individual pieces (Fig. 1, bottom). That is, zooming out from
individual molecules to complexes, networks and ultimately
entire cells.Fig. 2. Structure-based protein–protein interaction network in yeast.
Network showing all the interactions predicted between yeast proteins
with InterPreTS [25] showing signiﬁcances 6104. Nodes represent
yeast proteins and the edges interactions between them. Sub-networks
are colored according to functional categories. Note that some
functional clusters correspond to known complexes such as the RNA
polymerase.3.1. Structure-based protein–protein interaction networks
The knowledge of about one ﬁfth of the total number of
interaction templates opens the possibility to predict and
model new interactions involving homologous pairs, even in
the absence of other evidence. The resulting structure-based
networks yield coverages comparable to those of large-scale
interaction discovery experiments reported so far (20–40%)
and because of their diﬀerent nature we expect them to be
highly complementary.
Before building a structure-based interaction network, one
must consider that the fact that two proteins are homologous
to another pair known to interact does not necessarily mean
that they will also interact (i.e., not every kinase binds to every
cyclin). Many examples are known where very subtle varia-
tions in the amino acid sequence of a protein change its inter-
action speciﬁcity. It is thus important to develop strategies to
score the ﬁt of the tested pair of proteins onto the chosen inter-
action template. There are currently two approaches that
tackle this problem by assessing the interface complementarity
of the potential interaction between pairs of proteins homolo-
gous to a given template [24–26], although their accuracy is
still far from perfect (70%). For illustration, here, we apply
one of these to build a structure-based protein interaction net-
work in the yeast S. cerevisiae.
Of the roughly 2000 interaction types of know 3D structure
[11], 647 are present in yeast since they involve yeast proteins
or close homologues. If one naively predicts that every pair
of yeast proteins homologous to one of the known types will
also interact, this results in 38 444 interactions between 2306
proteins. However, after scoring the complementarity of all
potential interfaces only 2632 between 895 proteins remain
(Fig. 2), of which 212 have also been seen experimentally.
The overlap between our predictions and other experiments
is very small, as it is between other pairs of experimental data-
sets [4], reinforcing the notion that every experiment captures
diﬀerent types of interactions and are thus complementary.
A key diﬀerence between the yeast network presented here
and those produced from two-hybrid data, is that the links
mean that a structural template for the interaction, and thus
a means to construct a pseudo-atomic model, is available.3.2. Complex assembly from binary interactions
Proteins seldom act alone and they usually are assembled
into molecular machines (i.e., complexes) to perform their cel-
lular functions. Moreover, most highly interconnected nodes
in protein networks correspond, in fact, to tight complexes
whose constituent components have little meaning in isolation(Fig. 2). Therefore, it seems evident that the next level in the
zooming out process is the merging of binary interactions into
larger complexes (Fig. 1, bottom).
The best quality models, and indeed the easiest to build, are
those where all components are similar to proteins in a single
known 3D structure. However, this is currently almost never
the case and it is often necessary to combine diﬀerent interac-
tion templates into a single chimera on which to model the
complete complex. We construct these chimeras by superimpo-
sition of the shared components in several binary interaction
templates (i.e., proteins present in more than one template).
The problems arise when there are multiple possibilities for
an interaction between two subunits or when combining sev-
eral binary interactions into larger complexes leads to unreal-
istic structural clashes (i.e., two proteins on top of each other).
Tackling these problems represents the next challenge for
structure prediction algorithms [27].
Finally, for those complexes where low-resolution electron
microscopy (EM) images are available, it is possible to test
whether a proposed model is in agreement with the low-resolu-
tion structure. The ﬁtting, if successful, will give hints about
the quality of our model and it could also reveal lumps of elec-
tron density not ﬁlled by our model, indicating the potential
location of extra components [28].
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build 3D models for over a hundred complexes in yeast
through a combination of bioinformatics, protein–protein
interaction data and EM [29]. We also proposed a higher-order
network, often necessary to fulﬁll complex cellular processes,
involving transient interactions (cross-talk) between com-
plexes. The next step will involve bridging the resolution gap
between molecular and cell biology. This implies the accurate
modeling of large complexes and their location and ﬁtting in
whole cell tomograms, which will place the complexes in their
cellular context and provide the quantitative information (e.g.,
concentration) necessary for an accurate description of the sys-
tems behavior [30] (Fig. 1, bottom).4. From descriptions to simulations: adding time and space
Most current interaction networks, including those discussed
above suﬀer from the drawback that complexes and networks
are treated as static entities, when it is well known that they
are often very dynamic in nature. Transient interactions in pro-
tein networks (e.g., signaling pathways) do not occur at the same
time, but instead consist of many consecutive steps (e.g., A acti-
vates B that represses C). Even dedicated complexes (e.g., the
exosome) can include diﬀerent components depending on cellu-
lar conditions, or the same components canbeused repeatedly as
modules to perform related functions in several complexes
[29,31]. However, to date the time variable has been largely dis-
regarded due to the diﬃculty of real-time data acquisition.
A great improvement in systems biology will come from the
introduction of a time component in interaction networks.
This will promote the shift from cell descriptions to simula-
tions and permit the visualization of the information ﬂow at
physiological timescales. Technology platforms suitable for
genomewide scale experiments are being designed to provide
the time component in protein interactions. Indeed, real-time
data are already available for cyclin dependent kinases during
normal cell cycle progression and in response to DNA damage
[32,33]. This is only the beginning and large-scale technologies
will continue producing more and more reliable data in the
coming years. In the short term, temporal information might
also come from computer simulations performed; those done
on simpliﬁed versions of yeast cell cycle have been shown to
be in good agreement with experiment [34,35].
Another limitation of current networks is the general
assumption that all the molecules in the cell are equally repre-
sented and everything happens under the same conditions.
Cells are divided into compartments, some of which have com-
pletely diﬀerent environments (e.g., the nucleus and the lyso-
somes). Moreover, some are almost impermeable, meaning
that components in diﬀerent sections may never see each other,
and thus cannot interact (even if the interaction in vitro is pos-
sible). The diﬀerent abundance in which molecules are present
in the cell is also key, as it can determine the likelihood of two
given proteins to meet and interact. Genome-scale experiments
to determine protein cellular localization, expression and
abundance have been set up during the last years and are al-
ready delivering data for, at least, some model organisms
[36,37].
However, it is unlikely that experiments will provide all the
kinetic parameters necessary to dynamically represent complex
cellular pathways in the few next years. The development ofsimpliﬁed cellular representations has thus become fundamen-
tal [38,39]. With such models, we can simulate, to a limited ex-
tent, many diﬀerent conditions and ﬁnd out the molecular
parameters (e.g., diﬀusion and reaction coeﬃcients, etc) that
correlate best with experimentally observed macroscopic ef-
fects (i.e., cell cycle duration).5. Concluding remarks
Systems biology promises to explain complex systems behav-
ior from the relationships between its individual components.
To fulﬁll such an ambitious objective, we need to develop mod-
els able to integrate data from many diﬀerent sources, includ-
ing high-resolution 3D structures. They provide the key atomic
details that ultimately determine molecular interactions, and
help one to zoom in on the cell: to move from global interac-
tion networks through individual pathways to the atomic de-
tails of individual interactions and back again.References
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