A functional calculus and the complex conjugate of a matrix by Nevanlinna, Olavi
ar
X
iv
:1
70
1.
08
59
7v
1 
 [m
ath
.FA
]  
30
 Ja
n 2
01
7
A functional calculus and the complex conjugate
of a matrix
Olavi Nevanlinna
November 13, 2018
Aalto University
Department of Mathematics and Systems Analysis
email: Olavi.Nevanlinna@aalto.fi
Abstract
Based on Stokes’ theorem we derive a non-holomorphic functional calculus
for matrices, assuming sufficient smoothness near eigenvalues, corresponding to
the size of related Jordan blocks. It is then applied to the complex conjugation
function τ : z 7→ z. The resulting matrix agrees with the hermitian transpose if
and only if the matrix is normal. Two other, as such elementary, approaches to
define the complex conjugate of a matrix yield the same result.
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1 Overview
We discuss a simple non-holomorphic functional calculus for complex n × n - ma-
trices A ∈ Mn(C) with particular focus in defining τ(A) ∈ Mn(C) for the complex
conjugation function
τ : z 7→ z. (1.1)
We shall denote the resulting matrix τ(A) by Ac and it agrees with A∗ if and only if A
is normal.
Theorem 1.19 in [16] says that if Ω is an open set either of R or C, and if ϕ is
n-1 times continuously differentiable on the set Ω, then ϕ(A) is a continuous matrix
function on the set of matrices A ∈ Mn(C) with spectrum in Ω. When Ω is open in
C, then ϕ is in fact assumed to be holomorphic. Our non-holomorphic calculus shall
be well defined for all functions ϕ in Cn−1(Ω), meaning that ϕ has continuous partial
derivatives up to oder n− 1.
Recall first some basic facts on defining ϕ(A) when ϕ is holomorphic. For ϕ
holomorphic in Ω and continuous up to boundary, the Cauchy integral
ϕ(z) =
1
2pii
∫
∂Ω
ϕ(ζ)
ζ − z
dζ, z ∈ Ω (1.2)
yields the basic definition for ϕ(A), if Ω contains the eigenvalues and the Cauchy
kernel is replaced by the resolvent
ζ 7→ (ζI −A)−1. (1.3)
1
The integral can be evaluated by computing residues at the eigenvalues. (On the history
of definitions of ϕ(A), see e.g. Section 1.10 in [16], in particular Frobenius [12] used
residues to define matrix functions). Observe that the use of Cauchy integral does not
require transforming the matrix into Jordan canonical form and representations for the
resolvent can be available along the contour, without need to know the exact locations
of eigenvalues.
Assume now that ϕ ∈ C1(Ω). The Cauchy integral naturally still defines a holo-
morphic function in Ω but if ϕ is not holomorphic, an area integral is needed:
ϕ(z) =
1
2pii
∫
∂Ω
ϕ(ζ)
ζ − z
dζ +
1
2pii
∫
Ω
∂ϕ(ζ)
ζ − z
dζ ∧ dζ, z ∈ Ω. (1.4)
This is often referred to as Cauchy-Green or Pompeiu’s formula, [1], [15]. Here ∂
denotes the differential operator 12 (
∂
∂ξ + i
∂
∂η ) when ζ = ξ+ iη is the complex variable.
Notice that ϕ is holomorphic if and only if ∂ϕ vanishes in Ω. Again one can try
to replace the kernel by the resolvent and in fact such approaches exist, with special
restrictions on ϕ and on the operator to guarantee the convergence of the area integral,
[9], [14], [7], [8] [18], [4]. We focus here on matrices and therefore all singularities are
poles, but in the presence of nontrivial Jordan blocks higher order poles show up and
these are not covered by (1.4). However, for diagonalizable matrices A = TDT−1 the
formula yields immediately
1
2pii
∫
∂Ω
ϕ(ζ)(ζI−A)−1dζ+
1
2pii
∫
Ω
∂ϕ(ζ)(ζI−A)−1dζ∧dζ = Tϕ(D)T−1 (1.5)
where ϕ(D) = diag(ϕ(λj)). This is of course the natural matrix representing ϕ(A)
and, again, notice that the integrals provide approximative approaches for computing
ϕ(A) without need to know the Jordan canonical form of A.
In order to treat the higher order poles present with nontrivial Jordan blocks we de-
rive, based on Stokes’ theorem, a modification of (1.4), see Proposition 3.2. This then
allows a definition of ϕ(A), provided ϕ has required smoothness around those eigen-
values. To get a feeling on the required smoothness, we return first to the holomorphic
case.
Let mA(z) =
∏N
j=1(z − λj)
1+nj denote the minimal polynomial of A ∈ Mn(C).
The following definition is used in [16], following [13].
Definition 1.1. The function ϕ is said to be defined on the spectrum σ(A) = {λj}N1 of
A ∈ Mn(C) if the values
ϕ(ν)(λj), ν = 0, . . . , nj (1.6)
exist. These are called the values of the function ϕ on the spectrum of A.
The matrixϕ(A) can then be obtained as p(A) where p(z)is the Hermite interpolant
agreeing with these values at the spectrum. This definition of ϕ(A) dates back to
Sylvester 1883 [22] and Buchheim 1886 [2] and it was shown by Rinehart 1955 [21]
that this agrees with the definition based on the Cauchy intgeral as well as some other
approaches. Let
J =


λ 1
· ·
· ·
λ 1
λ

 = λI + S (1.7)
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be an m+ 1×m+ 1 Jordan block, then we have
ϕ(J) =
m∑
ν=0
ϕ(ν)(λ)
ν!
Sν . (1.8)
It is important to notice that here the derivatives are in two different meanings
depending whether ϕ is a holomorphic function of complex variable or a sufficiently
differentiable function of a real variable - when the eigenvalues are all real. Our aim in
this paper is to discuss functions of a complex variable ζ = ξ + iη which have enough
many continuous partial derivatives wrt ξ and η. The question is whether there is a
natural way to condense the multitude of partial derivatives into one single number for
each ν. It turns out that if ϕ ∈ Cm, then we have based on Proposition 3.2 likewise
ϕ(J) =
m∑
ν=0
∂νϕ(λ)
ν!
Sν , (1.9)
where we denote ∂ = 12 (
∂
∂ξ − i
∂
∂η ). Thus, the differential operator ∂ does not appear
at all and we are lead to define the needed interpolation data as follows.
Definition 1.2. Given a matrix A ∈ Mn(C) with minimal polynomial mA(z) =∏N
j=1(z − λj)
1+nj the matrix ϕ(A) ∈ Mn(C) is well defined if ϕ satisfies the fol-
lowing: for each j there exists an εj > 0 such that ϕ ∈ Cnj (Bj) where Bj = {ζ :
|ζ − λj | ≤ εj}.
If p is the Hermite interpolation polynomial satisfying for j = 1, · · · , N
p(ν)(λj) = ∂
νϕ(λj) for ν = 0, · · · , nj , (1.10)
then we set ϕ(A) := p(A).
Remark 1.3. This definition applies as such only to functions of a complex variable.
However, if ϕ is a sufficiently smooth function of the real variable with derivative
values ϕ(ν)(λj) and if the eigenvalues are real then this definition can still be used if
one extends ϕ locally as follows:
ϕ˜(λj + ζ) :=
nj∑
ν=0
ϕ(ν)(λj)
ν!
ζν + ϕ((ζ + ζ)/2)−
nj∑
ν=0
ϕ(ν)(λj)
ν!
((ζ + ζ)/2)ν . (1.11)
Now we clearly have
∂νϕ˜(λj) = ϕ
(ν)(λj)
so that the definition reproduces the usual matrix.
Example 1.4. In general different extensions of a function defined on the reals may
lead to different matrices. Let ϕ(x) = x2 and extend it to complex z in different ways:
ϕ0(z) = z
2, ϕ1(z) = |z|
2, ϕ2(z) = z
2, ϕ3(z) = (Re(z))
2, ϕ4(z) = Re(z
2)
Then with A =
(
λ 1
λ
)
we have ϕ0(A) =
(
λ2 2λ
λ2
)
, while
ϕ1(A) =
(
|λ|2 λ
|λ|2
)
, ϕ2(A) =
(
λ
2
λ
2
)
,
and
ϕ3(A) =
(
(Re(λ))2 Re(λ)
(Re(λ))2
)
, ϕ4(A) =
(
Re(λ2) λ
Re(λ2)
)
.
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Consider now the complex conjugation function τ in (1.1). We have ∂τ = 0 and
∂τ = 1, so that τ ∈ C∞(C). Applied to the Jordan block J = λI + S we therefore
obtain
τ(J) = λI. (1.12)
Hence, τ(A) is the diagonalizable matrix τ(A) = TDT−1 where D = diag(λj), if
A = T (D+N)T−1 is the Jordan canonical form ofA. So, evaluation of τ at A looses
information on possible Jordan blocks at multiple eigenvalues. As this may sound ar-
tificial, we include in Section 2 an elementary derivation of τ(A) which is based on a
list of simple requirements, which do hold for the adjoint A 7→ A∗ ("hermitean trans-
pose"), whenever A is a normal matrix. We shall see that these different approaches
lead to the same matrix τ(A) which we then name as the conjugate of A. In fact, there
is still a third reasoning also agreeing with these and that begins by considering divided
differences, see Section 4.
In Section 3 we discuss the derivation of ϕ(A) based on the integral definition and
make some additional observations on the calculus. In particular the mapping
ϕ 7→ ϕ(A)
is for all A a continuous homomorphism from sufficiently smooth scalar functions to
matrices:
(ϕψ)(A) = ϕ(A)ψ(A).
In contrast
A 7→ ϕ(A)
though well defined, is in general not bounded. (On continuity of this mapping for
diagonalizabe matrices, see [20]).
In Section 4 we mention how the divided differences have to be modified so as to
be consistent for functions of the form
z 7→ p(z, z)
where p is a polynomial in two variables. Section 5 contains remarks on viewing
Ac as a polynomial of A and Section 6 discusses some properties of approximatively
computing the area integral in the integral representation of τ(A). In Section 7 we
point out that defining abs : z 7→
√
z τ(z) gives a unique meaning for abs(A) for
square matrices, however, necessarily with some "unwanted" properties. At the end we
mention how this approach is related to the non-holomorphic multicentric calculus, as
presented in [19].
2 Defining the conjugate Ac
The following discussion contains no nontrivial steps but for the sake of completeness
we give the details. We begin with notation. The complex conjugation shall be denoted
by τ as in (1.1). If A ∈ Mn(C) is an n × n complex matrix, then A stands for the
matrix obtained by conjugating each element of A.
In addition to A there are two other meanings for complex conjugate of a matrix
which are in common use.
Example 2.1. If A is a bounded normal operator in a Hilbert space, then
A 7→ A∗
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provides the natural involution which is also an isometry. Since for polynomials in two
variables one has
‖p(A,A∗)‖ = sup
z∈σ(A)
|p(z, z)|
the Stone-Weierstrass theorem yields immediately a way to define ϕ(A) for all contin-
uous functions.
Example 2.2. If A is a diagonalizable matrix A = TDT−1, then it is natural to set
ϕ(A) = Tϕ(D)T−1, where ϕ(D) stands for the diagonal matrix diag(ϕ(di)). This
implicitly defines a meaning for the conjugate when applied to the function τ :
A = TDT−1 7→ Ac = TDT−1. (2.1)
Since a normal matrix is unitarily similar to a diagonal one, we have A∗ = Ac when-
ever A is normal. The main focus in this paper is in extending this calculus to nondi-
agonalizable matrices.
Remark 2.3. There is a Cn+1-functional calculus for matrices with spectrum on the
unit circle (see [6], Prop. 4.5.13 for bounded operators in Banach spaces). It is consis-
tent with the other functional calculi when applied to diagonalizable matrices, but not
if there are nontrivial Jordan blocks. In fact, when applied to τ on the unit circle the
calculus interpretes the function as restriction of z 7→ z−1 to the unit circle and yields
τ(A) = A−1.
In order to extend τ to nondiagonalizable matrices we list some desirable properties
which all hold for diagonalizable matrices with τ(A) = Ac. Here A ∈ Mn(C) while
{ej}n1 denotes the standard basis of Cn.
τ(eje
∗
j ) = eje
∗
j (2.2)
τ(αA) = α τ(A), for all complex α (2.3)
τ(TAT−1) = Tτ(A)T−1 for all invertible T (2.4)
τ(A+B) = τ(A) + τ(B), wheneverA and B commute (2.5)
τ(A)B = Bτ(A), wheneverA and B commute (2.6)
τ(τ(A)) = A. (2.7)
We begin by pointing out that (2.2)-(2.5) determine τ uniquely when applied to diago-
nalizable matrices. In fact, writing a diagonalD
D =
n∑
j=1
λjeje
∗
j
yields using (2.5) and (2.3)
τ(D) =
n∑
j=1
λjeje
∗
j = D.
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Then the uniqueness of τ for diagonalizable matrices follows from (2.4). Recall that
two diagonalizable matrices commute if and only if they can be diagonalized with
the same similarity transformation. Then it is clear that both (2.5) and (2.6) hold for
diagonalizable matrices.
We shall now show that if A is not diagonalizable, (2.2)-(2.5) still determine τ
uniquely, but (2.7) no longer holds as τ(A) is always diagonalizable. However, we
begin with an illustrative example.
Example 2.4. Let
A =
(
α γ
0 β
)
so that
A = TDT−1 =
(
1 −γα−β
0 1
)(
α 0
0 β
)(
1 γα−β
0 1
)
.
Since τ(D) = D we obtain
τ(A) = TDT−1 =
(
1 −γα−β
0 1
)(
α 0
0 β
)(
1 γα−β
0 1
)
=
(
α α−βα−β γ
0 β
)
.
Hence, if β = α − teiθ and t → 0 the corner element tends to e−2iθγ. Thus, τ is
necessarily discontinouos at α = β, but we shall see that the requirements above and
the calculus based on the Stokes’ theorem both force the corner element to vanish.
Assume now that A is given in the Jordan canonical form as A = T (D +N)T−1,
where D is diagonal and N may contain 1’s on the first superdiagonal. Because of
(2.4) we may assume for simplicity that T = I . Write A = D + N = ∑k Ak where
Ak is a block diagonal matrix with one nonzero block Jk while the other blocks vanish.
Since all matrices Ak commute we conclude that again by using (2.5) repeatedly that
τ(A) =
∑
k
τ(Ak).
Hence we need to compute τ(Ak). Since Ak equals Jk within the nontrivial block and
vanishes elsewhere we can decomposeAk = Dk+Nk whereDk is diagonal and takes
the value λk within the block and vanishes elsewhere, while Nk has 1’s on the first
upper diagonal within the block and vanishes elsewhere. Since Dk and Nk commute
we have
τ(Ak) = Dk + τ(Nk).
We show that τ(Nk) = 0. Let α 6= 0 and consider transformingαNk into Jordan form.
However, αNk is similar to Nk
αNk = T (α)NkT (α)
−1
with T (α) diagonal with elements being suitable powers of α. Hence we obtain by
(2.3)
α τ(Nk) = T (α)τ(Nk)T (α)
−1.
Since the left hand side is a multiple of αwhile the right hand side has rational elements
of α we must have τ(Nk) = 0.
We now summarize the situation.
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Definition 2.5. Let A ∈Mn(C) be given in the Jordan canonical form as
A = T (D+N)T−1
where D is a diagonal matrix consisting of the eigenvalues. Then the conjugate Ac is
given by
Ac = TDT−1.
The following holds.
Proposition 2.6. If τ : Mn(C) → Mn(C) satisfies (2.2) - (2.5), then τ(A) = Ac.
Furthermore A 7→ Ac satisfies (2.6) always, while (2.7) holds exactly when A is diag-
onalizable.
All other claims have been discussed except the commuting of τ(A) and B when-
ever A and B commute. Notice the structural resemblance with Fuglede’s theorem,
according to which A∗ commutes with B whenever A is normal and commutes with
B. To prove (2.6) directly from the definition is not difficult but we shall see in the
Section 5 that Ac is a polynomial in A and then the claim follows immediately.
Example 2.7. Consider a rank-one matrix R = uv∗. Then, if v∗u 6= 0 we get Rc =
v∗u
v∗uuv
∗ while, if v∗u = 0, then Rc = 0. If u and v are unit vectors and v∗u 6= 0 then
‖Rc‖ = ‖R‖ = 1
Example 2.8. The conjugate of a companion matrix is not usually a companion matrix
any more - except if all roots are real and distinct. In fact, consider the companion
matrix C of the polynomial z2 − (λ1 + λ2)z + λ1λ2. We have
C =
(
−λ1λ2
1 λ1 + λ2
)
= TDT−1
where D =diag(λ1, λ2) and T−1 the Vandermonde matrix
T−1 =
(
1 λ1
1 λ2
)
.
This gives
Cc =
1
λ2 − λ1
(
λ2λ1 − λ1λ2 λ2|λ1|2 − λ1|λ2|2
λ2 − λ1 |λ2|
2 − |λ1|
2
)
.
If a polynomial has multiple roots then the companion matrix has maximal size Jordan
blocks and in particualr the conjugate being diagonalizable cannot be a companion
matrix of a polynomial. For example, with (z − λ)2 we have
C =
(
−λ2
1 2λ
)
=
(
−λ 1
1
)(
λ 1
λ
)(
1
1 λ
)
and then Cc itself is diagonal:
Cc =
(
−λ 1
1
)(
λ
λ
)(
1
1 λ
)
=
(
λ
λ
)
.
We may extend the Example 2.4 to block triangular matrices as follows.
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Example 2.9. Let A ∈ Mk(C) and B ∈ Mm(C) be given and consider M ∈
Mk+m(C)
M =
(
A C
0 B
)
.
If σ(A)∩σ(B) = ∅, then the Sylvester equationAX−XB = C has a unique solution
X such that
M =
(
I −X
0 I
)(
A 0
0 B
)(
I X
0 I
)
.
Hence
M c =
(
I −X
0 I
)(
Ac 0
0 Bc
)(
I X
0 I
)
=
(
Ac AcX −XBc
0 Bc
)
.
Denote by ρ(A) the spectral radius of A and by κ(T ) = ‖T ‖‖T−1‖ the condition
number of the transformation bringing A to Jordan form. Then we clearly have the
following.
Proposition 2.10. The conjugate of A ∈Mn(C) satisfies
ρ(A) ≤ ‖Ac‖ ≤ κ(T )ρ(A). (2.8)
We shall formulate a few other upper bounds for Ac later, see Propositions 3.7, 4.2
and 5.4. The definition of conjugation implies immediately that conjugation commutes
with inversion:
Proposition 2.11. If A ∈ Mn(C) is nonsigular, then (Ac)−1 = (A−1)c.
3 Calculus based on Stokes’ theorem
Pompeiu’s formula expresses a C1 - function inside a domain in two terms, the first of
which extends the boundary information into a holomorphic function and the second is
an area integral expressing the nonholomorphic part of the function.
Pompeiu’s formula is also called Cauchy-Green formula. To state it recall the
Wirtinger differential operators
∂ =
∂
∂z
=
1
2
(
∂
∂x
− i
∂
∂y
),
and
∂ =
∂
∂z
=
1
2
(
∂
∂x
+ i
∂
∂y
).
Suppose ϕ(z) is given in the form ϕ(z) = w(z, z). Then one operates with these
differential operators as if the variables z and z were independent. Here is a version of
the formula, see e.g. [1], Theorem 2.1.
Proposition 3.1. Let Ω be a bounded domain with boundary ∂Ω given by a finite
number of piecewise smooth curves. Assume ϕ ∈ C1(Ω). Then for z ∈ Ω
ϕ(z) =
1
2pii
∫
∂Ω
ϕ(ζ)
ζ − z
dζ +
1
2pii
∫
Ω
∂ϕ(ζ)
ζ − z
dζ ∧ dζ. (3.1)
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If ζ = ξ + iη then dζ ∧ ζ = −2i dξ dη, and so in terms of the Lebesgue area
measure µ2, the formula looks as follows
ϕ(z) =
1
2pii
∫
∂Ω
ϕ(ζ)
ζ − z
dζ −
1
pi
∫
Ω
∂ϕ(ζ)
ζ − z
dµ2(ζ).
With nontrivial Jordan blocks the resolvent has higher order singularities and for that
purpose we formulate a modification, which also contains an error term when a small
circle is omitted around the singularity.
Proposition 3.2. Let Ω be a bounded domain with boundary ∂Ω given by a finite
number of piecewise smooth curves. Assume ϕ ∈ Cm(Ω) with m ≥ 1. Let z ∈ Ω and
r small enough so that Dr = {ζ : |ζ − z| < r} ⊂ Ω. Then for 1 ≤ n ≤ m+ 1
1
(n− 1)!
∂n−1ϕ(z) (3.2)
=
1
2pii
∫
∂Ω
ϕ(ζ)
(ζ − z)n
dζ +
1
2pii
∫
Ω\Dr
∂ϕ(ζ)
(ζ − z)n
dζ ∧ dζ (3.3)
−
∑
1≤k≤(m+1−n)/2)
∂n−1+k∂
k
ϕ(z)
(n− 1 + k)! k!
r2k + o(rm+1−n). (3.4)
Proof. Let Ω be a bounded domain with nice boundary and ω a complex 1-form on Ω.
Then Stokes’ theorem says: ∫
Ω
dω =
∫
∂Ω
ω.
Take a fixed z ∈ Ω and choose a radius r small enough so that
Dr = {ζ : |ζ − z| < r} ⊂ Ω.
From ϕ ∈ Cm(Ω) we conclude that expanding ϕ around z there are coefficients ajk
and a function h, depending on z, such that
ϕ(z + ζ) =
∑
0≤j,k; j+k≤m
ajkζ
jζ
k
+ h(ζ), where h(ζ) = o(|ζ|m). (3.5)
We consider 1-forms of the form
ω =
ϕ(ζ)
(ζ − z)n
dζ.
where ϕ is a smooth function. In the domain Ωr = Ω \Dr the 1-form ω has no singu-
larities and we can apply the Stokes’ theorem. As the orientation of ∂Dr is opposite of
that of ∂Ω we obtain ∫
Ωr
dω =
∫
∂Ωr
ω =
∫
∂Ω
ω −
∫
∂Dr
ω.
Here the boundary integral over Dr is easy to compute and as it has a limit when
r → 0, then so has the area integral over Ωr. Consider therefore the integral over ∂Dr.
Parametrizing the boundary by z + reiθ we have∫
∂Dr
ω =
∫ 2pi
0
ϕ(z + reiθ)
rneinθ
rieiθdθ
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and substituting here ϕ from (3.5) gives∫
∂Dr
ω = i
∑
j,k
ajk
∫ 2pi
0
rj+k+1−nei(j−k+1−n)θdθ + o(rm)r1−n (3.6)
=2pii
∑
k
an−1+k,k r
2k + o(rm+1−n) (3.7)
=2pii
∑
k
∂n−1+k∂
k
ϕ(z)
(n− 1 + k)! k!
r2k + o(rm+1−n). (3.8)
Since
dω =
∂ϕ(ζ)
(ζ − z)n
dζ ∧ dζ = −
∂ϕ(ζ)
(ζ − z)n
dζ ∧ dζ,
the claim follows.
Assume now that A ∈ Mn(C) is given and Ω is as in Proposition 3.2 including the
eigenvalues {λj} = σ(A) ⊂ Ω. We aim to show that the integral formula
ϕ(A) =
1
2pii
∫
∂Ω
ϕ(ζ)(ζI −A)−1dζ +
1
2pii
∫
Ω
∂ϕ(ζ)(ζI −A)−1dζ ∧ dζ (3.9)
is consistent with the ϕ(A) as determined in Definition 1.2. For holomorphic functions
Chapter 6 in [17] covers carefully different approaches in defining ϕ(A). It is clear
that, in the same way as in the holomorphic functional calculus, the integral formula
implies
ϕ(A) = Tϕ(J)T−1
where A = TJT−1 denotes the Jordan canonical form of A. The boundary integral is
well defined as the resolvent is bounded along the boundary, but the area integral needs
special consideration as the resolvent has poles inside Ω. So, if we write the J = ⊕jJj ,
then we can further reduce the discussion to each Jordan block Jj separately as they
operate independently of each others. Let therefore
Jj =


λj 1
· ·
· ·
λj 1
λj

 = λjI + S (3.10)
be an 1 + nj × 1 + nj Jordan block, so that
(ζI − Jj)
−1 =
nj∑
ν=0
1
(ζ − λj)ν+1
Sν .
Let Dr denote as before a disc centered at λj . Substituting the resolvent into (3.9)
yields immediately the existence of the area integral and we have
1
2pii
∫
∂Ω
ϕ(ζ)(ζI − Jj)
−1dζ + lim
r→0
1
2pii
∫
Ω\Dr
∂ϕ(ζ)(ζI − Jj)
−1dζ ∧ dζ (3.11)
=
nj∑
ν=0
1
ν!
∂νϕ(λj)S
ν . (3.12)
We formulate this as a separate result.
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Proposition 3.3. Let A ∈ Mn(C) with n ≥ 2 be given and assume Ω is a bounded
open simply connected set with a piecewise smooth boundary such that Ω contains the
eigenvalues σ(A) of A. If ϕ ∈ Cn−1(Ω) is given, then ϕ(A) as defined by Definition
1.2 equals the matrix obtained from (3.9).
Remark 3.4. Recall that in Definition 1.2 we only requested the partial derivatives to
exist and be continuous locally around eigenvalues. So, if Bj = {ζ : |ζ − λj | ≤ εj}
are small enough so that they do not overlap each others, and ϕ is only assumed to
be defined in these discs, the following is possible. First take a simply connected Ω
containing all these discs and satifying the assumptions in Proposisition 3.3. Then
you could extend ϕ smoothly from Bj’s to Ω \ (∪jBj) e.g. by using suitable cut-off
functions. Then one could apply (3.9) and since the result does not depend on Ω as
long as it contains all eigenvalues, once could shrink it to separate discs Bj , in the
same way as one would shrink a contour integral of a rational function to surround
each pole separately. Thus, the only case where the Definition 1.2 works which is not
covered by the calculus obtained by the Cauchy-Green formula, is when nj = 0, as
then no partial derivatives are asked for at all in the definition, while the formula to
work asks for ϕ ∈ C1.
Corollary 3.5. Let A ∈ Mn(C) be given and Ω an open set containing σ(A). Then
the mapping
ϕ 7→ ϕ(A)
from Cn−1(Ω) to Mn(C) is a homomorphism.
Proof. The linearity is obvious from the definition:
(αϕ + βψ)(A) = αϕ(A) + βψ(A),
while the product
(ϕψ)(A) = ϕ(A)ψ(A)
can be concluded either by transforming A into Jordan canonical form and using the
Definition 1.2 together with computing the partial derivatives required, or directly as
such from the integral formula in Proposition 3.2.
From Definition 1.2 it is clear that ϕ(A) agrees with any f(A) where f is holomor-
phic in the neighborhood of the spectrum of A and agrees with the same interpolation
data. This can be used to derive a bound for ϕ(A). Consider first the following inter-
polation problem.
Given {λj}Nj=1 ⊂ D, nonnegative integers nj and complex numbers wj,ν to find a
bounded holomorphic function f in the unit disc such that it satisfies the interpolation
conditions
f (ν)(λj) = wj,ν for j = 1, . . . , N ; ν = 0, . . . , nj. (3.13)
Since there exists a unique Hermite interpolation polynomial solving this problem,
the interest is in finding a solution with a small norm in H∞(D). It was shown in
[Earl], Theorem 3 (see [5], Theorem 9.6) that there exists a unique function h with
smallest norm and that h is a constant multiple of a finite Blaschke product with at
most
∑N
j=1(1+nj)− 1 factors. By scaling the matrixA suitably, we may assume that
‖A‖ ≤ 1 and ρ(A) < 1.
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Proposition 3.6. Given A ∈ Mn(C) such that σ(A) ⊂ D and ‖A‖ ≤ 1 with minimal
polynomial mA(z) =
∏N
j=1(z − λj)
1+nj
. Let ϕ satisfy the conditions of Definition
1.2, then
‖ϕ(A)‖ ≤ sup
|z|≤1
|h(z)|, (3.14)
where h is the unique minimal norm solution of the interpolation problem (3.13) with
wj,ν = ∂
νϕ(λj).
Proof. Since the spectrum of A is in the open unit disc h(A) is well defined in the
holomorphic functional calculus and on the other hand h, being a multiple of a finite
Blaschke product, can be approximated in the closed unit uniformly with polynomials
pk so that pk(A) → h(A). Then the result follows from the von Neumann result
‖p(A)‖ ≤ sup|z|≤1 |p(z)|.
For diagonalizable matrices we can formulate a more quantitative estimate, by bor-
rowing some deep results from function theory to our finite interpolation problem.
Recall that Λ = {λj}∞j=1 ⊂ D is called an interpolation sequence if the interpolation
problem
f(λj) = wj , for j = 1, 2, . . . (3.15)
has for all {wj} ∈ l∞ a solution in H∞(D). It is known [3] that this is equivalent with
the following separation property:
δΛ := inf
n
∏
m 6=n
|
λm − λn
1− λmλn
| > 0. (3.16)
Proposition 3.7. Given a diagonalizableA ∈ Mn(C) such that σ(A) ⊂ D and ‖A‖ ≤
1, assume ϕ to be defined at σ(A). Denoting
δ := min
λ∈σ(A)
∏
λ6=λj∈σ(A)
|
λj − λ
1− λjλ
|
we have
‖ϕ(A)‖ ≤
4
δ2
max
λ∈σ(A)
|ϕ(λ)|. (3.17)
Proof. We can simply complete the finite set of eigenvalues {λj}N1 into an interpola-
tion sequence Λ by setting e.g. λN+k = 1 − εk for k = 1, 2, . . . . Then one checks
easily that as 0 < ε → 0 we have δL → δ. Now there exists a function f ∈ H∞(D)
such that
f(λj) = ϕ(λj) for λj ∈ σ(A)
while we may require for example f(λn+k) = 0. By Theorem 2 in [10] there exists
a Blaschke product B and a complex γ satisfying |γ| < 4/δ2max |ϕ(λj)| such that
γB(z) satisfies these interpolation conditions. Since the spectral radius ρ(A) < 1 we
conclude that γB(A) is well defined in the holomorphic functional calculus and we
have
‖γB(A)‖ ≤ |γ| sup
|z|≤‖A‖
|B(z)|
whenever ‖A‖ < 1, as B is holomorphic in the open disc. The case ‖A‖ = 1 follows
then by approximatingA by θA with θ < 1.
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4 Divided differences modified
By Stone-Weierstrass theorem functions ϕ ∈ C(Ω) can be approximated uniformly
by functions of the form z 7→ p(z, z) where p is a polynomial of two variables. The
functional calculus derived in the previous section could also be based on divided dif-
ferences. In fact, after a Schur transformation into upper triangular form the elements
can be given recursively using divided differences.
Let Λ = {λj} be a finite ordered set of points, such that if i < j and λi = λj ,
then λk = λi for all i ≤ k ≤ j. Then given a function ϕ : z 7→ ϕ(z) one sets
ϕ[λi] := ϕ(λi) and if λi 6= λj
ϕ[λi, . . . , λj ] :=
ϕ[λi+1, . . . , λj ]− ϕ[λi, . . . , λj−1]
λj − λi
. (4.1)
In accordance with Definition 1.2 we modify the usual definition of the divided differ-
ences at multiple points:
ϕ[λi, . . . , λj ] :=
1
(j − i)!
∂j−iϕ(λi), when λi = λj . (4.2)
For holomorphic ϕ the divided differences and the functional calculus are con-
nected by the Newton interpolation formula or by the Opitz theorem, e.g. [16], which
says that if
A =


λ1 1
. .
. .
λn−1 1
λn

 (4.3)
then ϕ[λi, . . . , λj ] = e∗iϕ(A)ej . Proceeding mechanically one can verify that this
statement also holds under the convention (4.2) when ϕ(A) is defined by Definition
1.2.
Since the non-holomorphic functional calculus is in general not continuous, some
key properties of divided differences are necessary lost. In particular, anything ele-
gant comparable to Hermite-Genocchi representation cannot exist, as all higher partial
derivatives of τ vanish, while already τ [λ1, λ2, λ3] is not only discontinuous but un-
bounded. For example
τ [λ, λ + ε, λ+ iε] =
1
1− i
ε
ε2
and in particular we conclude that the mapping A 7→ Ac is necessarily unbounded for
n ≥ 3, independently of how we define the mapping at the nontrivial Jordan blocks.
Above we motivated the covention (4.2) as it is the one which agrees with the cal-
culus we obtained from the Stokes’ theorem. However, we could take an independent
beginning and arrive to the same definition. To that end, consider composed functions
f ◦ τ : z 7→ f(z) with f holomorphic. Then with λ1 6= λ2 we have
(f ◦ τ)[λ1, λ2] =
f(λ2)− f(λ1)
λ2 − λ1
λ2 − λ1
λ2 − λ1
= f [λ1, λ2] τ [λ1, λ2]. (4.4)
If λ2 → λ1, then f [λ1, λ2]→ f ′(λ1), but the second term τ [λ1, λ2] = λ2−λ1λ2−λ1 can take
any value of modulus 1. Since we cannot make τ [λ1, λ2] continuous at λ1 = λ2 the
natural things to guarantee are that
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(i) λ 7→ τ [λ, λ] is continuous and that
(ii) the choice is optimal in some sense.
Defining
τ [λ, λ] := 0 (4.5)
we obtain the unique minimizer of the maximum error in evaluating the divided differ-
ence τ [λ + ε1, λ + ε2] when εi are small but not known exactly. The same reasoning
also leads to τ [λ, . . . , λ] = 0.
Using the definition (4.5) one can work out the divided differences for functions
z 7→ zkzm in order to verify that (4.2) follows from this convention for polynomials
of the form
∑
k,m αk,mz
kzm. The other essential rule for operation is, that when
operating with ∂ to the function one keeps z as a fixed independent constant so that in
particular ∂(zkzm) = kzk−1zm. For example,
zkzm[λ1, λ2] = z
k[λ2] z
m[λ1, λ2] τ [λ1, λ2] + z
k[λ1, λ2] z
m[λ1]
while zkzm[λ, λ] = zk[λ, λ] zm[λ] = kλk−1λm.
Remark 4.1. Suppose now that ϕ has continuous partial derivatives ∂νϕ at the eigen-
values of a matrix A, corresponding to the size of the related Jordan blocks. For the
Schur-Parlett algorithm for holomorphic ϕ we refer to [16] Section 4.6 and Chapter
9. The basic formulas still hold but at treating clusters of close eigenvalues cannot
be done in the same way. Recall that one starts by computing a Schur decomposition
A = QTQ∗ where T is upper triangular and Q unitary. Then one should reorder T
into another triangular matrix such that the eigenvalues near each other can be blocked
into same diagonal blocks. We assume that either eigenvalues in each block can be
viewed identical or all are well separated from each others. Thus, suppose then that T
is a triangular matrix T = (Tij) where the diagonal blocks are of the form
Tii = λiIi +Nii (4.6)
where Ii is the identity matrix of appropriate size and Nii is nilpotent strictly upper
triangular matrix.
Denote ϕ(T ) = (Φij) so that the evaluation of ϕ(T ) reduces to computation of
Φij’s. The reucursive computation of these blocks is done by solving repeatedly the
following Sylvester equations [16] for i < j
TiiΦij − ΦijTjj = ΦiiTij − TijΦjj +
j−1∑
k=i+1
(ΦikTkj − TikΦkj). (4.7)
This system of equations is nonsingular if and only if the diagonal blocks Tii and Tjj
contain no common eigenvalue - which is assumed by the proper preprocessing. Thus,
the recursion to start one needs to evaluate the diagonal blocks Φii. If all eigenvalues
in the block Tii are different, then one proceeds as usual, using Parlett recurrence, see
Algorithm 4.13 in [16]. However, with blocks of the form (4.6) we need to modify
the procedure. While for holomorphic functions one can apply the Taylor series, even
when the diagonal elements are not exactly equal, here, due to the discontinuity, we
must consider them equal and use the following expansion instead: If T = λI +N ∈
Mn(C), and N is nilpotent, then
ϕ(T ) =
n−1∑
ν=0
∂νϕ(λ)
ν!
Nν . (4.8)
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We can obtain yet another bound for Ac using the Parlett recursion.
Proposition 4.2. Let A ∈ Mn(C). If σ(A) = {λ}, then ‖Ac‖ ≤ ‖A‖. Otherwise, if
σ(A) = {λi}, let δ ≤ |λi − λj | for i 6= j. Then
‖Ac‖ ≤ n (2
‖A‖
δ
+ 1)n−2‖A‖. (4.9)
Proof. By Schur’s theorem it sufficces to establish this for upper triangular matrices.
If σ(A) = {λ}, then Ac = λI and ‖Ac‖ = ρ(A) ≤ ‖A‖. Otherwise, A = (aij) ∈
Mn(C) is upper triangular with a nonconstant diagonal. We assume that the diagonal
elements aii = λi have been ordered as in the definition of divided differences above.
Thus either aii = ajj or |aii − ajj | ≥ δ. Further, ‖A‖ ≥ |aij |. Denoting Ac = (bij)
we have from bii = aii that |bii| ≤ ‖A‖. One can now work from the diagonal towards
to upper right corner using the Parlett’s recurrence
bij =
bii − bjj
aii − ajj
aij +
1
aii − ajj
j−1∑
k=i+1
(bikakj − aikbkj)
and utilizing the convention τ [λ, · · · , λ] = 0, to get
|bij | ≤ ‖A‖(
2‖A‖
δ
+ 1)j−i−1.
Thus ‖Ac‖ ≤ nmax{|bij|} ≤ n ‖A‖(2‖A‖δ + 1)
n−2.
Example 4.3. Let X , Y be real n × n-matrices with elements uniformly distributed
on [−1/2, 1/2] and set A = X + iY . Small scale experiments with MATLAB for n
below 1000 seem to indicate that roughly in the average
‖Ac‖ ∼ 0.7 log(n)‖A‖
while κ(T ) stays typically above 0.5n and ‖A‖ below 2ρ(A).
5 The conjugate as a polynomial
We shall now apply the calculus to the conjugation function τ . Let A ∈ Mn(C) be
given and Ω such that it includes σ(A), the set of eigenvalues of A. Then we set
following Proposition 3.3
τ(A) =
1
2pii
∫
∂Ω
ζ (ζI −A)−1dζ +
1
2pii
∫
Ω
(ζI −A)−1dζ ∧ dζ. (5.1)
Let mA denote the minimal polynomial of A and put m = deg(mA). Then set
q(ζ, z) =
m−1∑
j=0
qj(ζ)z
j = (mA(ζ)−mA(z))/(ζ − z),
so that deg qj = m− 1− j. In this notation the resolvent becomes, as mA(A) = 0
(ζI −A)−1 =
1
mA(ζ)
m−1∑
j=0
qj(ζ)A
j . (5.2)
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Proposition 5.1. The integrals in (5.1) are well defined and
τ(A) = Ac =
m−1∑
j=0
αjA
j
where
αj =
1
2pii
∫
∂Ω
ζ qj(ζ)
mA(ζ)
dζ +
1
2pii
∫
Ω
qj(ζ)
mA(ζ)
dζ ∧ dζ.
If B commutes with A, then B commutes with Ac.
Proof. Substitute the resolvent from (5.2) into (5.1). Then the expressions for αj ap-
pear. Observe that the sum of these two integrals has a constant value independent
of Ω, as long as Ω contains the eigenvalues. That the integrals are well defined and
τ(A) = Ac follow from both Proposition 3.2 and from Proposition 3.3.
Since τ(A) is a polynomial of A, it is clear that B commutes with τ(A) whenever
it commutes with A.
Since Ac is a polynomial of A we may introduce the following notion.
Definition 5.2. Given A ∈Mn(C) we set τA the conjugating polynomial of A by
τA(z) =
m−1∑
j=0
αjz
j,
where the coefficients αj are given in Proposition 5.1.
Since τA(A) = Ac is the value of z 7→ z we can write it using the Lagrange
interpolation formula, whenever A has distinct eigenvalues. In fact, if {λj} denote
the eigenvalues, and δk denote the interpolation polynomials taking value 1 at λk and
vanishing at the other eigenvalues, then clearly
τA(z) =
n∑
j=1
δj(z)λj
satisfies τA(A) = Ac. More generally, if A has multiple eigenvalues with minimal
polynomial
mA(z) =
N∏
j=1
(z − λj)
1+nj (5.3)
where
∑N
j=1(1 + nj) = m ≤ n then we obtain the conjugating polynomial by re-
quiring the interpolation polynomial to have vanishing derivatives up to order nk at λk ,
whenever nk > 0. We formulate this as a separate result.
Proposition 5.3. If the minimal polynomial ofA is given by (5.3), then the conjugating
polynomial τA is the unique polynomial of degree m − 1 satisfying the interpolation
conditions for all j:
τA(λj) = λj
and whenever nj > 0, one has for i = 1, . . . , nj
τ
(i)
A (λj) = 0.
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Proof. Since we already know that Ac is always diagonalizable, then the extra condi-
tions on derivatives follow immediately from the invariance over similarity transforma-
tions.
In addition to Propositions 2.10 and 4.2 we can bound Ac using the conjugating
polynomial.
Proposition 5.4. For A ∈Mn(C) we have
‖Ac‖ ≤ sup
|z|≤‖A‖
|τA(z)|.
Proof. This follows from the von Neumann result for contractions in Hilbert spaces,
applied to the polynomial τA.
Example 5.5. Let λ 6= 0 but |λ| < 1, n ≥ 2 and put
B0 = λe1e
∗
1 +
n−1∑
j=2
eje
∗
j+1
and
B = B0 + e1e
∗
2.
For both matrices the conjugating polynomial is τB(z) = λ(z/λ)n−1. We obtain
Bc0 = τB(B0) = λe1e
∗
1
while
Bc = τB(B) = λe1e
∗
1 + λe1
n∑
k=2
λ1−ke∗k.
Further, ρ(B0) = ρ(B) = |λ|. From Proposition 2.10 we have, in general
ρ(A) ≤ ‖Ac‖ ≤ κ(T )ρ(A)
and since B0 is already in Jordan form, indeed, ‖Bc0‖ = ρ(B0) = |λ|. If T = I −
e1
∑n−1
j=1 λ
−je∗j+1, then B = TB0T−1 and so Bc = TBc0T−1. But since κ(T ) =
(1 + o(1))|λ|2(1−n) as λ→ 0, the estimate
‖Bc‖ ≤ κ(T )ρ(B)
yields ‖Bc‖ ≤ (1 + o(1))|λ|3−2n while in fact ‖Bc‖ = (1 + o(1))|λ|2−n. On the
other, hand Proposition 5.4 gives
‖Bc‖ ≤ (1 + o(1))|λ|2−n,
which is now sharp while the same inequality forB0 is very pessimistic. Finally, notice
that Bcc = λ
λ
Bc so that for n > 2 and λ small we have ‖Bcc‖ >> ‖B‖.
Thus, in the previous example Proposition 5.4 is quite sharp while Proposition 4.2
also gives qualitatively right order of singularity (i.e. O(δ2−n) as δ → 0). Estimates
based on the conjugate polynomials are in general not very useful, as the following
example shows.
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Example 5.6. Let λ 6= µ and ε small enough so that |ε| < |λ− µ|. Consider
A(ε) =

λ+ ε λ− ε
µ


and
A0 =

λ 1λ
µ

 .
Denote by τA(ε) and τA0 the corresponding conjugating polynomials and by mA(ε),
mA0 the corresponding minimal polynomials. Then
mA(ε)(z) = mA0(z)− ε
2(z − µ)
where mA0(z) = (z − λ)2(z − µ) while
τA(ε)(z) = λ[1−
(z − λ)2 − ε2
(µ− λ)2 − ε2
] +
ε
ε
(z − µ)
(z − λ)(λ − µ)− ε2
(µ− λ)2 − ε2
+ µ
(z − λ)2 − ε2
(µ− λ)2 − ε2
(5.4)
and
τA0(z) = λ
z − µ
λ− µ
[2−
z − µ
λ− µ
] + µ(
z − λ
µ− λ
)2. (5.5)
In particular,
τA(ε)(z) = τA0(z) +
ε
ε
(z − µ)(z − λ)
λ− µ
+O(ε2).
Hence, as ε → 0 the polynomial has discontinuous coefficients, but notice that when
evaluated at A(ε) the discontinuity disappears:
τA(ε)(A(ε)) = τA0(A(ε)) +O(ε).
Also notice that τA(0) is of first degree: τA(0)(z) = λ z−µλ−µ + µ
z−λ
µ−λ . From these exam-
ples we also see that estimating the size of ‖Ac‖ using the coefficients αj is in general
not practical as they can be arbitrarily large compared with the norm. In fact τA0(z) =
µ−λ
(µ−λ)2 z
2 + · · · and yet at the same time ‖τA0(A0)‖ = ‖Ac0‖ = max{|λ|, |µ|}.
6 Approximative computation of the conjugate based
on the integral formula
We consider here approximations of the following somewhat idealized form: we as-
sume that the resolvent is given exactly and integrations can be performed exactly
except near singularities. The effect we are interested is the following. Assume that
one performs a rough search for the ε-pseudospectrum and omits from the area inte-
gral small discs where the resolvent is very large. The discussion is mainly targeted
to analysis, rather than actual numerical computation - for which one should prefer the
modified Schur-Parlett algorithm before.
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Two kinds of errors appear. Omitting a small disc centered around an eigenvalue,
containing no other eigenvalues, does not cause an error in the invariant subspace re-
lated to the eigenvalue, but an error appears in the complementary subspace. And,
secondly, in practice, the centers may not be at the eigenvalues and the discs may con-
tain several eigenvalues. Notice that we may shrink the set Ω into discs containing the
spectrum. The boundary integral and the area integral do depend on Ω but their sum
stays constant.
Suppose eigenvalues λ1, · · · , λs are inside the disc B = {ζ : |ζ − λ| < r} and
denote by P the spectral projection such that AP operates in the invariant subspace
corresponding to these eigenvalues. Then we have the following.
Lemma 6.1.
(AP )c +
1
pi
∫
B
(ζI −A)−1dµ(ζ) =
1
2pii
∫
∂B
ζ (ζI −A)−1dζ = λP. (6.1)
Proof. Integrating over ∂B reduces the operating into the invariant subspace onto
which P projects. And substituting ζ = λ+ reiθ and noting that the spectral radius of
(A− λI)P is less than r we obtain
1
2pii
∫
∂B
ζ (ζI −A)−1dζ P = (6.2)
1
2pi
∫ 2pi
0
(λ+ re−iθ)
∞∑
k=0
1
(reiθ)k+1
((A − λI)P )kreiθdθ P = λP. (6.3)
Suppose now that P =
∑s
i=1 Pi where Pi denote the projections onto the sub-
spaces wrt eigenvalues λi. Then clearly
(AP )c =
s∑
i=1
λiPi.
Let further σ(A) ⊂ ∪Nj=1B(zj , εj) = Ω where the closures of the discs B(zj , εj) do
not intersect. Denote
AcΩ =
1
2pii
∫
∂Ω
ζ (ζI −A)−1dζ. (6.4)
Then, with A = TJT−1 denoting the Jordan form, we obtain the following estimate.
Proposition 6.2. We have in the notation above
‖Ac −AcΩ‖ ≤ κ(T ) ε, (6.5)
where ε = max1≤j≤N εj .
Thus, if we take Ω to be a collection of nonintersecting discs, the boundary integral
alone gives an approximation with error proportional to the radius of the discs. Assume
now that Ω is fixed but we include the area integral as well, however, omitting small
discs around each eigenvalue. We assume first that these discs are centered at the
eigenvalues and each disc contains only one eigenvalue. Then the error is proportional
to ε2.
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So, let ε < min |λi−λj|/2 so that the discs B(λj , εj) with εj < ε do not intersect.
Given Ω containing all these discs we denote
Ωε = Ω \ ∪
N
j=1B(λj , εj).
Then
Ac =
1
2pii
∫
∂Ω
ζ (ζI −A)−1dζ −
1
pi
∫
Ωε
(ζI −A)−1dµ(ζ)− Eε (6.6)
where
Eε =
N∑
j=1
1
pi
∫
B(λj ,εj)
(ζI −A)−1dµ(ζ)
Here the error term of omitting the discs behaves as O(ε2) .
Proposition 6.3. Assume that in the Jordan canonical form A = TJT−1 the Jordan
block Jj = λj + Sj is of size 1 + nj × 1 + nj with nj ≥ 0. In the notation above and
assuming ε is small enough so that the discs do not intersect, we have
Eε =
N∑
j=1
1
pi
∫
B(λj ,εj)
(ζI −A)−1dµ(ζ) = T [
N⊕
j=1
nj∑
i=0
∑
k 6=j
ε2k
(λk − λj)i+1
Sij ] T
−1.
(6.7)
Proof. It clearly sufficces to consider the Jordan block Jj . Integral over B(λj , εj)
vanishes, as the disc is centered at the eigenvalue. In fact, substituting ζ = λj + teiθ
we have
1
pi
∫
B(λj ,εj)
(ζI − Jj)
−1dµ(ζ) =
1
pi
∫ εj
0
∫ 2pi
0
nj∑
l=0
t−le−i(1+l)θSlj dθdt = 0.
Consider now the integral over B(λk, εk) with k 6= j. Substituting now ζ = λk + teiθ
we have
1
pi
∫
B(λk,εk)
1
(ζ − λj)1+i
dµ(ζ) =
ε2k
(λk − λj)1+i
from which the claim follows by collecting all terms and summing up.
Our last remark concerns the error committed by not having the centers of the
omitted discs exacty at the eigenvalues. If the centers zj satisfy |zj − λj | ≤ δ then
similar calculations as above show that the extra errors committed are of order O(δ)
which allow us to formulate the following.
Proposition 6.4. Assume there exists C such that for every j the following holds:
|zj − λj | ≤ Cε2 , εj < ε, the closures of discs B(zj , εj) do not intersect each others
while λj ∈ B(zj , εj). Then as ε→ 0,
Eε =
N∑
j=1
1
pi
∫
B(zj ,εj)
(ζI −A)−1dµ(ζ) = O(ε2). (6.8)
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7 Absolute value and the polar representation
We define the absolute value of A as follows.
Definition 7.1. Given A ∈Mn(C) we denote by abs(A) the matrix satisfying
abs(A) = (AAc)1/2 (7.1)
and call it the absolute value of the matrix A.
To see, that this is well defnied, it clearly sufficces to consider a single 1+m×1+m
Jordan block J = λI + S. If λ = 0 then Jc = 0 and so abs(J) = 0. For λ 6= 0 we
have
abs(J)2 = λ(I +
1
λ
S)λI
and thus using binomial expansion and Sm+1 = 0 we obtain
abs(J) = |λ|(I +
1
2λ
S + · · ·+
(
1/2
m
)
1
λm
Sm).
As the mapping ζ 7→ (ζζ)1/2 is smooth away from origin, we obtain the same result
by the calculus of Section 3 for nonsingular matrices.
Remark 7.2. Observe that if A has a nontrivial Jordan block for a nonvanishing eigen-
value, then abs(abs(A)) 6= abs(A). However, the definition makes sense as it agrees
with the Stoke’s theorem. Note also that for complex α we do have abs(αA) =
|α|abs(A) and that for k ≥ 1 we have abs(Ak) = (abs(A))k.
Remark 7.3. IfA has only real eigenvalues, then it is tempting and possible to consider
the function ξ 7→ sign(ξ)ξ which then also leads to a definition of "absolute value" of
a matrix. However, this function is the restriction of
ζ = ξ + iη 7→ sign(ξ)ζ
to the real line. But introducing sign(ζ) = (ζ2)−1/2ζ we notice that sign(ζ)ζ is holo-
morphic away from the imaginary axis (when we cut the plane along the negative real
axis) and hence the matrix sign(A)A is well defined in the holomorphic functional cal-
culus, provided A has no purely imaginary eigenvalues. The matrix function sign(A)
has received much attention and can be computed by Newton iteration, [16]. In partic-
ular, one obtains the commutative matrix sign decomposition
A = sign(A)N
where N = (A2)1/2.
Recall next the polar decomposition of a nonsigular matrix A. If we put |A| =
(A∗A)1/2 and then set U = |A|−1A, the matrix U is unitary and we have A = |A|U .
Recall that U and |A| commute if and only if A is normal.
Since abs(A) is nonsingular if and only if A is, we may in the nonsingular case set
V = (abs(A))−1A (7.2)
and obtain
A = abs(A)V. (7.3)
Using the functional calculus to the function
arg : ζ 7→ (ζζ)−1/2ζ
we clearly obtain V = arg(A). In order not to be mixed with the polar decomposition
we shall call it the polar representation of the matrix.
Definition 7.4. Let A ∈Mn(C) be nonsingular. Then we say that
A = abs(A)V
is the polar representation of A.
Notice that it is always commutative and if A is normal we have |A| = abs(A) so
it agrees then and only then with the usual polar decomposition.
Example 7.5. Consider the matrix
A =
(
α γ
β
)
(7.4)
Let α 6= β be both nonzero. Then the polar representation of A is given by
abs(A) =
(
|α| |α|−|β|α−β γ
|β|
)
(7.5)
and
V =
(
α
|α| (
α
|α| −
β
|β|)
γ
α−β
β
|β|
)
. (7.6)
Notice that if γ 6= 0, the matrix abs(A) is self-adjoint when α and β have the same
modulus, while V is unitary when they have the same argument. When α = β we have
the following:
A =
(
α γ
α
)
(7.7)
abs(A) =
(
|α| 12
α
|α|γ
|α|
)
(7.8)
and
V =
(
α
|α|
γ
2|α|
α
|α|
)
(7.9)
We conclude that abs(A) is self-adjoint and V is unitary only when γ = 0 and then, of
course, A is normal.
8 Consistency with the multicentric functional calculus
In [19] we considered scalar functions ϕ of the form
ϕ(z) =
∑
j=1
δj(z)fj(p(z)) (8.1)
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where fj’s are assumed to be continuous in a compactM ⊂ C, while p is a polynomial
with simple roots Λ = {λj}dj=1 and δj denote the Lagrange interpolation polynomi-
als satisfying δj(λk) = δj,k. The key idea was this: if p(A) is diagonalizable, then
fj(p(A)) is well defined for continuous functions, while δj(A) is defined as a polyno-
mial. Thus ϕ(A) can be written as
ϕ(A) =
d∑
j=1
δj(A)fj(p(A)). (8.2)
This way one can code the extra smoothness-structure needed for the functions when
applied to matrices with nontrivial Jordan blocks.
Notice that this functional calculus is continuous at nontrivial Jordan blocks in the
following sense. Assume thatA(0) has nontrivial Jordan blocks,A(t) is diagonalizable
and A(t) → A(0) as t → 0. If p is such that p(A(0)) is diagonalizable, the from the
continuity of fj’s we conclude
ϕ(A(t)) → ϕ(A(0)).
It is then of interest to know what is the set of functions ϕ which can be represented
in the form (8.1). Without going into details here, we considered continuous functions
M → Cd which under a suitable product became a Banach algebra, denoted CΛ(M),
and then ϕ could be considered as the Gelfand transform of f , defined on p−1(M).
However, even so τ : z 7→ z is smooth, it cannot be represented in the multicentric
form at critical points of the transforming polynomial. Technically, the representations
are discontinuous at the critical eigenvalues.
Proposition 8.1. Assume p is a polynomial with distinct zeros and supposeM ⊂ C be
compact, containing a critical value of p. Then τ cannot be a Gelfand transform of a
function f ∈ CΛ(M).
Proof. The proof goes by getting a contradiction. Suppose there exists a continuous
function f :M 7→ Cd such that for z ∈ p−1(M)
τ(z) =
d∑
j=1
δj(z)fj(p(z)). (8.3)
Let λ be a critical point of p such that p(λ) ∈M and take
A(t) =
(
λ+ teiθ 1
λ
)
. (8.4)
Thus, p(A(t)) → p(A(0)) = p(λ)I when t → 0 and when substituting into (8.3)
continuity of f would imply τ(A(t)) → τ(A(0)), contradicting Example 2.4.
Introducing the conjugate in this paper was partly motivated by the fact that even
so the multicentric calculus extends the functional calculus considerably it does not
reach up to the conjugation. However, it is important to notice that the calculus pre-
sented here and the multicentric calculus are consistent. To that end recall that by the
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Stone-Weierstrass theorem polynomials q(z, z) are dense among continuous functions.
Consider therefore functions ϕ of the form
ϕ(z) =
d∑
j=1
δj(z)qj(p(z), p(z)) (8.5)
in which we can evaluate ϕ(A) without the extension of this paper, provided p(A) is
diagonalizable. But if A = TJT−1 is a Jordan form with J = D + N , and p(A) is
diagonalizable, then we have p(A) = Tp(D)T−1 and therefore we would substitute
Tp(D)T−1 in place of p(z) in (8.5). However, this then equals p(Ac). Thus, the
consistency follows from the following fact:
τ(p(A)) = p(τ(A)).
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