Abstract. The spread of a connected graph G was introduced by Alon Boppana and Spencer [1] and measures how tightly connected the graph is. It is defined as the maximum over all Lipschitz functions f on V (G) of the variance of f (X) when X is uniformly distributed on V (G). We investigate the spread of a variety of random graphs, in particular the random regular graphs G(n, d), d ≥ 3, and Erdős-Rényi random graphs Gn,p in the supercritical range p > 1/n. We show that if p = c/n with c > 1 fixed then with high probability the spread is bounded, and prove similar statements for G(n, d), d ≥ 3. We also prove lower bounds on the spread in the barely supercritical case p − 1/n = o(1). Finally, we show that for d large the spread of G(n, d) becomes arbitrarily close to that of the complete graph Kn.
Introduction
If G is a graph, a Lipschitz function f on G is a real-valued function defined on the vertex set V (G) such that |f (v) − f (w)| ≤ 1 for every pair of adjacent vertices v, w. We may regard a function f : V (G) → R on a graph G as a random variable by evaluating f at a random, uniformly distributed, vertex. We may thus talk about, e.g., the mean, median and variance of f . For example, if G has n vertices, the mean E f is v f (v)/n.
For a fixed connected graph G, we define the spread σ 2 * (G) to be the supremum of Var(f ) over all Lipschitz functions f : V (G) → R. (Note that the supremum would be infinite if we considered a disconnected graph.) The spread of a graph was introduced in [1] , and considered further in [3] . The purpose of this paper is to investigate the spread for a few types of random graphs.
For every connected graph, the spread is attained, so we can replace supremum by maximum. In fact, it is shown in Theorem 2.1 of [1] that there is always an optimal function f which is integer-valued and of a simple form. Note that the spread is an edge-monotone function of G in the sense that if we add an edge to G, then the set of Lipschitz functions becomes smaller, and thus the spread becomes smaller or remains the same. The spread is easily seen to be at most (diameter) 2 /4: our results will imply that it typically is much smaller.
In Section 2 we study random regular graphs with fixed degree d ≥ 3, and show that the spread w.h.p. is bounded by some constant, independent of the size n of the graph. (We use w.h.p. (with high probability) for events with probability 1 − o(1) as n → ∞.)
In Section 3 we study the random graph G n,c/n with fixed c > 1. This random graph is w.h.p. disconnected: so we consider the spread of the largest component of G n,c/n . We denote the largest component of G n,p by H n,p , and show that the spread σ 2 * (H n,c/n ) is w.h.p. bounded by a constant depending on c. (Recall that for c > 1, there is w.h.p. a unique giant component H n,c/n of order ∼ γ(c)n for some γ(c) > 0.)
In Section 4 we study the random graph G n,c/n in the barely supercritical case when c = 1 + , = (n) → 0 but 3 n → ∞ as n → ∞; we show that in this case the spread tends to infinity (in probability), at least at the rate −2 .
In Section 5 we study the random regular graph G(n, d) in the large-d case. It is easily seen by comparison with the complete graph K n that the spread of G(n, d) always is at least 1/4 − 1/(4n 2 ). We show that for any > 0, for all d sufficiently large w.h.p. the spread of G(n, d) is at most 1/4 + . Section 6 contains some open problems, inspired by our results. We use c 1 , C 1 etc. to denote various positive constants. (We use c i for small constants and C i for large.) In Section 3, where we consider G n,c/n , these are allowed to depend on c, but they never depend on n. 
where m is a median of f .
Corollary 2.2.
There exists a constant C 1 such that, for every fixed
In principle, numerical values could be given for the constants c 1 and C 1 , but we have not tried to find explicit values, nor to optimize the arguments. These constants can be taken independent of d ≥ 3; in fact, it follows by monotonicity [8, Theorem 9 .36] that any constant that works for d = 3 will work for all larger d as well. We will thus consider d = 3 only in the proof. (Alternatively, and perhaps more elementarily, we are convinced that the proof below easily could be modified to an arbitrary d, but we have not checked the details.)
For α > 0 we say that a graph G is an α-expander if every set W ⊂ V (G) with |W | ≤ |V (G)|/2 contains at least α|W | vertices with neighbours in V (G)\W . (This is slightly at odds with the standard definition of expansion but is more convenient for our purposes.) The Cheeger constant of G is
Φ(·) measures the edge expansion, rather than the vertex expansion, of graphs. We shall use the following expander property of G(n, 3), proved (in a more general version) by [2] (see also [10] and [6, (proof of) Lemma 5.1]).
Since G(n, 3) has constant degree, Lemma 2.3 immediately implies vertex expansion for G(n, 3), with the same constant. We state this as a simple lemma.
Lemma 2.4. If G is regular, and 0 < α ≤ Φ(G), then G is an α-expander.
Proof. Let n := |G|, and let d be the degree of the vertices. Note that G has precisely dn/2 edges. Fix a set W of vertices in G with |W | ≤ n/2. Then v∈W d(v) = d|W | ≤ dn/2, so by (2.2) there are at least Φ(G)d|W | edges from W to its complement. These edges have at least
Proof. An immediate consequence of Lemmas 2.3 and 2.4.
Proof of Theorem 2.1. As said above, it suffices to prove the result for d = 3. Assume that the conclusion of Lemma 2.5 holds, and that G(n, 3) is connected; both these hold w.h.p. by Lemma 2.5 and [5; 16] , see also [4] .
Let f be a Lipschitz function on G(n, 3), and let m be its median. We may assume that m = 0; otherwise we replace f by f − m.
If t > 0 and E t is nonempty then by our assumptions on the graph G(n, 3), there is a subset of E t of size at least c 2 |E t | of vertices x that are adjacent to at least one vertex y / ∈ E t . Thus f (y) < t, and since f is Lipschitz, we have f (x) < t + 1 for every such x. Consequently, |E t+1 | ≤ (1 − c 2 )|E t | when t > 0. Since |E 1 | ≤ n/2 ≤ (1 − c 2 )n (assuming as we may that c 2 ≤ 1/2), we obtain by induction, for simplicity considering integers k only,
By symmetry, we have the same estimate for {v : f (v) ≤ −k}, and thus, for every x ≥ 1,
For x ≥ C 2 , this estimate is less than e −(c 2 /3)x n, and it is easy to see that the result holds trivially for smaller x too if we choose c 1 < c 2 /3 small enough.
3. G n,c/n with c > 1 fixed.
For G n,c/n with c > 1 fixed, in place of Lemmas 2.3 and 2.5 we can use another result of [2] . For a graph G and a set of vertices U ⊂ V (G), we write G \ U for the subgraph of G induced by V (G) \ U . For 0 < α < 1 we say that a connected graph G is an α-decorated expander if G has a subgraph F such that (DE1) Φ(F ) ≥ α; (DE2) listing the connected components of G\V (F ) as D 1 , . . . , D for some , for x > 0 we have
We shall use (DE2 ) rather than (DE2) in what follows. Benjamini et. al. [2] prove the following (their Theorem 4.2 and Lemma 4.7, combined):
Then there is a constant α = α(c) > 0 such that w.h.p. the giant component H n,c/n of G n,c/n is an α-decorated expander. More strongly, w.h.p. H n,c/n has a connected subgraph F with at least αn vertices satisfying conditions (DE1)-(DE3) in the definition of α-decorated expanders.
(To be precise, (DE2) is stated in [2] with |E(G n,c/n )| rather than |E(H n,c/n )|; this is equivalent, by a change of α, since w.h.p. the giant component contains at least a fixed fraction of all edges.)
Since the expansion guaranteed by Theorem 3.1 is edge-expansion, we will need to do a little work to derive the vertex expansion required to prove Theorem 3.3, below. The following lemma will give some further, more elementary, properties of G n,c/n that suffice for our purposes. Let
The constants C 3 , C 4 , . . . below may depend on c.
Lemma 3.2. G n,c/n is w.h.p. such that the following properties hold:
Proof. It is well-known and easy to see that |E(G n,c/n )|/n p −→ c/2, which entails (P1). It is also well-known that n /n p −→ γ(c) > 0, which entails (P2).
For (P3), let d j be the degree of vertex j, and let X be the random variable n j=1 e 2d j . Since each d j has a binomial Bin(n − 1, c/n) distribution,
The result follows.
Theorem 3.3 follows immediately from Theorem 3.1, Lemma 3.2 and the following deterministic lemma. Corollary 3.4 is an immediate consequence.
Lemma 3.5. Suppose that G n,c/n and H n,c/n satisfy the properties in Theorem 3.1 and Lemma 3.2. Then (3.2) holds for every Lipschitz function f on H n,c/n .
Proof. Fix a subgraph F of H = H n,c/n as described in Theorem 3.1; let D 1 , . . . , D be the components of H \ V (F ); let D be the graph with components the D i ; and fix a Lipschitz function f on the vertices of H. Let n = |V (H)| as in Lemma 3.2.
We write H ≥t for the set of vertices v ∈ V (H) with f (v) ≥ t and define H >t , H ≤t , H <t similarly. Additionally, we write F ≥t (and F >t et cetera) for
We also assume as in the proof of Theorem 2.1 that f has median m = 0; hence
Our plan of attack is as follows. First, we find a large subset of V (F ) consisting exclusively of vertices v with f (v) = O(1). Such a set is not quite guaranteed by the fact that |H ≤0 | ≥ n /2, because H ≤0 may be largely contained within V (H) \ V (F ). However, we can use properties (DE2 ) and (DE3) to find such a set. Second, we use the expansion of F to show that the sets F ≥t decay rapidly in size as t grows. Finally, we use the fact that the decorations D i are typically small and do not attach to very many vertices of F ≥t , to show that the sets D ≥t also decay rapidly in size as t grows. We now turn to the details. For simplicity we prove the theorem for x integer, which easily implies the more general statement.
For λ > 0 let F λ be the union of F and all components D i containing less than λ vertices. By property (P1), |E(H)| ≤ |E(G n,c/n )| ≤ cn; this is a very crude but sufficient bound that we will use whenever we need to control |E(H)|, and accounts for essentially all the subsequent occurrences of the constant c.
By property (DE2 ), for any λ > 0 we have
Choose λ = λ 1 large enough that the upper bound in (3.3) is less than γn/8 < n /4, using also property (P2); then F λ 1 contains at least 3n /4 vertices. Since at most n /2 vertices v in H have f (v) > 0, it follows that at least n /4 of the vertices in F λ 1 have f (v) ≤ 0. Since each component of F λ 1 \ F has less than λ 1 vertices, either |F ≤0 | ≥ n /8 or at least n /(8λ 1 ) components of F λ 1 \ F contain a vertex of H ≤0 . Since all vertices in F λ 1 \ F have distance at most λ 1 from F , property (DE3) and the Lipschitz property of f then guarantee that in either case (assuming λ 1 > α as we may)
Since every vertex of F has at least one neighbour in F , it follows that
by the expansion property (DE1) we thus have that |E(F ≤λ 1 , F >λ 1 )| ≥ αc 3 n . The Lipschitz property of f implies that each edge in E(F ≤λ 1 , F >λ 1 ) has one endpoint in F ≤λ 1 +1 \ F ≤λ 1 , and thus using again property (P2),
Repeatedly applying property (DE1) in this manner, and using property (P2), we see that w.h.p.
where we may take λ 2 = λ 1 + c/c 4 + 1.
Next, choose an integer C 7 ≥ C 3 large enough that
and so
We next apply the expansion of F and properties (P1)-(P3) to bound the sizes of sets F >λ 2 +i for positive integers i. As i becomes large and the sets F >λ 2 +i become small, the proportion of the sum v∈F >λ 2 +i d F (v) due to vertices of large degree may increase; this is the reason we are only able to show that the sizes of the sets F >λ 2 +i decay exponentially quickly in √ i. For given x > 0, let a x be the smallest integer ≥ C 3 such that
Then for any t as above, v∈∂F >λ d F (v) ≥ |E(F >λ , F ≤λ )| ≥ αt, and applying property (P3) as previously we have
.
we also have t ≤ |H >0 | ≤ n/2, so the preceding inequality applies with this choice of t. Furthermore, the Lipschitz property of f implies that ∂F >λ ⊆ F ≤λ+1 , and so
Next, for integers i ≥ 1, let k i = i/c 6 . Then for all t ≥ n/2 i , we have (1 − c 6 / log 2 (n/t)) k i < 1/2. It follows immediately that for all integers i ≥ 0 we have
We now deal with the elements of the 'decorations' graph D, and assume that its components D 1 , . . . , D are listed in decreasing order of number of vertices. We first remark that by (DE2 ) and (P1), if m k is the number of components of D of size at least k, then m k ≤ cne −αk for all integers k ≥ 1.
Hence, for any real t with 0 < t ≤ n, we have, with x = log(cn/t)/α,
−αk ≤ C 9 t(log n + 1 − log t). (3.
if s ≤ αn, and by taking C 10 ≥ 1/α we see that the inequality in fact holds for all s ≤ n.
For i ≥ 0, if v ∈ D >i then one of the following two events must occur.
Furthermore, by (3.5),
and thus by (3.7) we have
so for all i we have
for suitable constants C 12 and C 5 > 1. Thus, by (3.8) and (3.9),
(3.10) Hence, using this together with (3.5) to bound |F >i |, we have
n for fixed C 14 sufficiently large. To complete the proof, note that −f is also a Lipschitz function on H with a median 0, and so we may set C 4 = 2C 14 .
G n,(1+ )/n with
Fix a function = (n) as above and let p = (1 + )/n. As above, denote by H n,p the largest component of G n,p . Additionally, write C n,p (resp. K n,p ) for the core (resp. kernel) of H n,p . For such , it is known (see [12] and also [8] , Chapter 5) that w.h.p.
2 n, and (4.1)
For a connected graph G, we write κ(G) = |E(G)| − |V (G)|, and call κ the excess of G. A moment's reflection reveals that κ(H n,p ) = κ(C n,p ) = κ(K n,p ), and it is known ([7; 8; 11]) that for as above, w.h.p.
We fix δ < 1/10 and say H n,p behaves if
and if similar inequalities hold for |V (C n,p )|, |V (K n,p )|, and κ(H n,p ). By the above comments, w.h.p. H n,p behaves. Using this fact, we prove the following theorem.
Theorem 4.1. Let p = (1 + ε)/n with ε = ε(n) = o(1) and ε 3 n → ∞ as n → ∞. Then w.h.p. σ 2 * (H n,p ) = Ω(1/ 2 ).
The complement H n,p \ V (C n,p ) of the core in the largest component H n,p is a forest consisting of trees that are attached to the core by (exactly) one edge each. We call these trees pendant, and denote them (in some order) by T 1 , . . . , T N . We begin with an estimate of the maximum size of the pendant trees.
Lemma 4.2. There exists a constant C 15 such that w.h.p.
Proof. We create another forest by removing all edges in the core C n,p from H n,p ; the result is a forest where each component consists of a single vertex in V (C n,p ) together with all pendant trees attached to it (if any). We regard these trees as rooted, with the vertices in V (C n,p ) as the roots, and denote them by T * v , v ∈ V (C n,p ). Conditioned on V (H n,p ) and C n,p , this forest {T * v } v is a uniformly distributed forest of rooted trees, with given sets of M := |V (C n,p )| roots and m := |V (H n,p )| − M non-roots.
The maximum size of a tree in a random forest of rooted trees has been studied by Pavlov [13] (see also [9, Section 3.6] and [14] ). In our case we have, if H n,p behaves and n is large enough, (2 − δ)nε 2 ≤ M ≤ (2 + δ)nε 2 and (2 − 2δ)nε ≤ m ≤ (2 + δ)nε. In particular, m/M → ∞ and m/M 2 ≤ (nε 3 ) −1 → 0. This is the range of [13, Theorem 3 (and the remark following it)], which implies that w.h.p., conditioned on M and m,
The same estimate thus holds unconditionally w.h.p., and the result follows since every pendant tree is contained in some T * v . Proof of Theorem 4.1. Since H n,p behaves w.h.p., it suffices to prove that given that H n,p behaves, w.h.p. σ 2 * (H n,p ) = Ω(1/ 2 ). We shall define a Lipschitz function f on the vertices of H n,p for which, given that H n,p behaves, w.h.p. Var(f ) ≥ γ/ 2 for some fixed γ > 0. We define f in a few steps, starting from the core. We say that e ∈ E(K n,p ) has length (e) if the path in C n,p corresponding to e contains (e) edges (so (e) − 1 internal vertices). Since H n,p behaves,
and
for n sufficiently large. We say that an edge e ∈ E(K n,p ) is short if
(and is long otherwise), and that v ∈ V (C n,p ) \ V (K n,p ) is useless if it is contained in a path corresponding to a short edge (and is useful otherwise). By (4.4) and (4.5), the number of useful vertices is at least
Next, let r = r(n) be the largest integer divisible by 3 and with 2r ≤ (1 − δ)/(2 (1 + δ)). For each long edge e ∈ E(K n,p ), let P e be the path in C n,p corresponding to e (so the endpoints of P e are in K n,p ), and let P e be a sub-path of P e , not containing the endpoints of P e , which is as long as possible subject to the condition that 2r divides |V (P e )| (picked according to some rule); such a sub-path certainly exists since
so P e has at least 2r internal vertices. Since P e has |V (P e )| − 2 internal vertices, we also have that |V (P e )| ≥ (|V (P e )| − 2)/2, so by (4.4) and (4.6),
|{v : v ∈ P e for some e ∈ E(K n,p )}| ≥ {e:e is long} |V (P e )| − 2 2
for n large enough. We now define the restriction of f to V (C n,p ) as follows.
• If v ∈ V (K n,p ), v is useless, or v is not in P e for any long edge e, then set f (v) = 0.
• For each long edge e, repeat the sequence of values 12 . . . (r−1)rr(r− 1) . . . 1 along P e (so if v is the i'th or (2r + 1 − i)'th vertex mod 2r along some path P e then f (v) = i).
To extend f from C n,p to the remainder of H n,p , for each vertex v ∈ V (H n,p ), we define the point of attachment a(v) to be the vertex x ∈ C n,p whose distance from v in H n,p is minimum, and we set f (v) = f (a(v)). In other words, for each pendant tree T in H n,p that hooks up to the core at v ∈ V (C n,p ), we set
To analyze the variance of f , for i = 1, 2, 3, let
and let B 0 be all remaining vertices of C n,p , i.e., those with f (v) = 0. By the definition of f and since 3 divides r, the sizes of B 1 , B 2 , and B 3 are identical, and are each at least (1 − δ) 2 n/9. Also, for i = 1, 2, 3, let B + i be the set of vertices v ∈ V (H n,p ) with a(v) ∈ B i . We will prove the following assertion: ( ) given that H n,p behaves, w.h.p. |B + i | ≥ n/44 for each i = 1, 2, 3. Assuming for the moment that ( ) holds, we can quickly complete the proof of the theorem. For each graph H n,p which behaves, the corresponding (fixed) function f satisfies
But r = Ω(1/ ), and so it follows that, conditional on the event that H n,p behaves, w.h.p. Var(f ) = Ω( −2 ), as needed.
It thus remains to prove ( ), and we now turn to this. Let X = |B + 1 |, the number of vertices v ∈ V (H n,p ) with a(v) ∈ B 1 . Our aim is to show that P{X ≥ n/44} = 1 − o(1).
We note that given C n,p , we can specify H n,p by listing the pendant subtrees of H n,p , and their points of attachment in C n,p , as T 1 , . . . , T N and v 1 , . . . , v N . By routine calculation it is easily seen that given C n,p and the pendant subtrees T 1 , . . . , T N , the points of attachment v 1 , . . . , v N are independent and uniformly random elements of V (C n,p ). We further note that given C n,p and the pendant subtrees T 1 , . . . , T N , we can determine whether or not H n,p behaves. Then, recalling Lemma 4.2,
where S represents all possible choices of C n,p and N and T 1 , . . . , T N for which H n,p behaves and (4.3) holds. Fix any such choice and let t i = |V (T i )| for i = 1, . . . , N . To shorten coming formulae, let
. . , T N }, and define E c and Var c similarly. Given C n,p and T 1 , . . . , T N , we may write X as
Since H n,p behaves, by the estimates above,
Since the points of attachment of T 1 , . . . , T N in C n,p are uniform and
the preceding inequality holding for n sufficiently large since H n,p behaves. Next, given C n,p and T 1 , . . . , T N , |B 1 | is determined and X − |B 1 | is a sum of independent random variables t i 1[T i attaches to B 1 ], i = 1, . . . , N . Hence,
By Chebyshev's inequality, when n is large enough that (4.9) holds, we thus have
Since we have assumed that (4.3) holds, and that H n,p behaves,
and thus, for n large enough, It was proved in [15] that when p = (1 + )/n with > 0 and fixed, there is f ( ) > 0 such that the diameter of H n,p is f ( ) log n + O p (1). Riordan and Wormald [15] have also proved tight bounds on the diameter of random graphs in the barely supercritical phase; these bounds can be used to yield upper bounds that complement (though do not quite match) the lower bound of Theorem 4.1. Riordan and Wormald prove that for = (n) with = o(1) and n 1/3 ≥ e (log * n) 4 /3 , and p = (1 + )/n, w.h.p. the diameter of H n,(1+ )/n is Θ(log( 3 n))/ ). (In fact, the result from [15] is substantially stronger and more precise than this.) From this bound, it follows immediately that for p in the above range, w.h.p. σ 2 * (H n,p ) = O(log 2 ( 3 n)/ 2 ). The upper bound is within a log 2 ( 3 n) factor of the lower bound in Theorem 4.1. Note that when = e (log * n) 4 /3 /n 1/3 , this factor is just (log * n) 4 , though as increases the upper bound becomes less tight.
Large degrees yield near minimal spread
We saw that w.h.p. the random regular graph G(n, d) has bounded spread for any fixed d ≥ 3, and similarly the random graph H n,c/n has bounded spread for any fixed c > 1. It is easy to see that the complete graph K n has spread 1/4 if n is even and 1/4 − 1/(4n 2 ) if n is odd. This of course gives the minimum possible values of the spread.
The above suggests another natural question for random graphs. How large must degrees be for the spread to be close to 1/4? We shall see that for random regular graphs, what is needed is simply for the degree d to be big enough.
Firstly we note the deterministic result that the average degree must be large in order for the spread to be close to 1/4, and then we give a matching result that for random regular graphs graphs high degree is sufficient. It is well known that for each fixed integer d ≥ 3, w.h.p. the random graph G(n, d) is connected [5] and so we may talk of σ 2 * (G(n, d) ).
Proof of Proposition 5.1. We shall show that if |G| = n then
Note that this gives σ 2 * (G) ≥ 1/4 + 1 6d if d ≥ 2 and n ≥ 3d. Let t = n 2d , let T consist of t vertices of least degree, and let U be the set of vertices adjacent to a vertex in T . Note that |U | ≤ n/2.
Let f (v) = 0 on B, 1 on A and 2 on T . For X uniformly distributed over the vertices, and writing f for f (X), we have E f = (1/n)(a + 2t) and E f 2 = (1/n)(a + 4t), and hence
To prove Theorem 5.2 we need an expansion result for random regular graphs. Given β > 1 and 0 < η < 1 let us say that a graph G = (V, E) has (β, 
Let α > 0 be sufficiently large that ln(1+α)+2+α
From these bounds it is easy to complete the proof, with β = 1 + α. 
Open problems
We saw in the preceding section that high degree is precisely what is needed to force the spread of G(n, d) close to 1/4. We believe that a corresponding result should hold for G n,c/n . Problem 6.1. Is it the case that for each ε > 0, there exists c 0 such that for each c ≥ c 0 w.h.p. σ 2 * (H n,c/n ) < 1/4 + ε?
If Theorem 3.1 holds uniformly (in the sense that for any c > 1, α = α(c) can be chosen such that the conclusions of the theorem hold in H n,c /n for all c ≥ c, with this value of α) then the proof of Theorem 3.3 can be modified to yield an affirmative answer to the above question. This uniformity seems very likely to hold, but does not follow immediately from the proof of Theorem 3.1 given in [2] . Corollary 2.2 suggests that the spread of G(n, d) might converge (in probability) to a constant, and similarly for Corollary 3.4 and H n,c/n . 
