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Strong topological insulators may have nonzero weak indices. The nonzero weak indices allow for
the existence of topologically protected helical states along line defects of the lattice. If the lattice
admits line defects that connect opposite surfaces of a slab of such a “weak-and-strong” topological
insulator, these states effectively connect the surface states at opposite surfaces. Depending on the
phases accumulated along the dislocation lines, this connection results in a suppression of in-plane
transport and the opening of a spectral gap or in an enhanced density of states and an increased
conductivity.
PACS numbers:
Introduction.— Band insulators come in topologically
distinct classes, where the topologically nontrivial classes
have extended surface states, which are robust to small
deformations of the Hamiltonian [1–6]. The topological
classification of generic band insulators in three dimen-
sions distinguishes “strong” and “weak” topological in-
dices [5, 7]. A nonzero value of the strong index signifies
a “strong topological insulator”; Surface states of strong
insulators have a spectrum with an odd number of Dirac
cones, and they are robust to disorder or other perturba-
tions that break the lattice translation symmetry. In a
“weak topological insulator”, i.e., if the strong invariant
is trivial and the weak invariant is nontrivial, the lat-
tice translation symmetry is essential for the protection
of the surface states, although, as was pointed out in a
seminal article by Ringel et al. [8], the surface states of a
weak topological insulator show a remarkable robustness
in the presence of perturbations that preserve the lattice
translation symmetry on the average [9, 10].
An important property of insulators with nontrivial
weak indices is that a line dislocation may have topolog-
ically protected helical states, similar to the helical edge
states of a two-dimensional topological insulator [11, 12].
The precise conditions for the existence of such strongly
protected states depends on the Burgers vector b of the
dislocation [12, 13]. The helical states along the dislo-
cation line remain topologically protected as long as the
notion of a separate dislocation with a well-defined Burg-
ers vector remains valid. The presence of nonzero weak
and strong indices is not mutually exclusive, and it is
possible that a band insulator is at the same time a weak
topological insulator and a strong topological insulator.
Such a scenario is expected to be relevant, e.g., for BiSb
compounds or for the putative Kondo topological insu-
lator SmB6 [14]. In principle, such a “weak-and-strong
topological insulator” combines an odd number of Dirac
cones in the surface-state spectrum with topologically
protected helical states along lattice defects.
Realistic topological insulators are often layered ma-
terials, and flakes of such materials are usually investi-
(a) (b)
FIG. 1: (a) Topological insulator slab of size L×W , with top
and bottom surfaces connected via randomly placed disloca-
tion lines with mean distance d. Ideal contacts are attached to
the left and right, for top and bottom surfaces separately. (b)
Zero-angular-momentum (m = 0) radial waves for nonzero
wavenumber k at the surface of the topological insulator are
transmitted perfectly into and out of the one-dimensional he-
lical states along the dislocation line.
gated in a quasi-two-dimensional slab geometry, in which
the slab thickness is large enough that surface states at
the bottom and top surfaces remain well separated. The
presence of dislocation lines that connect the top and
bottom surfaces of a weak-and-strong topological insula-
tor, as shown schematically in Fig. 1(a), may, however,
provide a mechanism by which the two surfaces are cou-
pled nevertheless. As we show here, a finite density of
dislocation lines may lead to the opening of a gap in the
surface-state spectrum of a slab and to a strong suppres-
sion of electron transport parallel to the surface, although
the precise scenario depends on the phase that electrons
accumulate along the dislocation line. The possibility of
a coupling of surface states at bottom and top surfaces
via dislocation lines presents a “weak side” of topolog-
ical insulators with nontrivial strong and weak indices;
it does not exist for strong topological insulators with
trivial weak indices, for which dislocation lines do not
carry protected helical states. We now proceed with a
description of our results.
Description of dislocation line defect in terms of a pi-
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2flux line.— The weak indices νj = 0, 1, j = 1, 2, 3,
of a topological insulator are defined with respect to
a basis (G1,G2,G3) of reciprocal lattice vectors. To-
gether they uniquely define a reciprocal lattice vector
M = (1/2)(ν1G1 + ν2G2 + ν3G3) [12]. As shown by
Ran, Zhang, and Vishwanath, a lattice dislocation binds
an odd number of helical modes if and only if its Burgers
vector b satisfies [12]
eib·M = −1. (1)
In that case, there is an odd number of surface-state
Dirac cones within which electrons pick up a phase pi
upon going around the position rd at which the dislo-
cation line pierces the surface. The low-energy Dirac
Hamiltonian for such surface states is accordingly
H = v(p+ eA/c) · σ, (2)
where v is the surface-state velocity, p = (px, py), σ =
(σx, σy), and A(r) is the vector potential corresponding
to a flux line with flux hc/2e at position rd, a “pi-flux”.
Since the total number of Dirac cones in the surface-state
spectrum is odd if the strong index ν0 = 1, the number of
surface cones described by a Dirac Hamiltonian without
pi-flux line is even if b ·M is an odd multiple of pi [12].
For simplicity we focus on the minimal model, in which
there is a single surface state with low-energy effective
Hamiltonian (2) in the vicinity of a dislocation line for
which the condition (1) holds.
To elucidate the relation between the surface states
and the helical states propagating along the dislocation
line, it is instructive to analyze the eigenstates of the
Hamiltonian (2) at energy ε = ~vk using polar coordi-
nates (r, θ). We choose the pi-flux line — the location
where the dislocation line pierces the surface — as the
origin. This is a problem that previously was consid-
ered in the context of graphene [15, 16]. With the choice
A = (~/2er)eθ, where eθ is the unit vector for the az-
imuthal angle, the Hamiltonian (2) is invariant under ro-
tations, so that we can look for eigenstates of the total
angular momentum jz = lz + (~/2)σz. These have the
form
ψm(r) =
(
ei(m−1)θφm+(r)
eimθφm−(r)
)
, (3)
where m is an integer and the radial wavefunctions
φm±(r) satisfy(
∂r ± m± 1/2
r
)
φm∓(r) = ikφm±(r). (4)
For generic m there is a single regular solution of Eq. (4),
which describes the scattering of radial waves off the flux
line. An exception is the case m = 0, for which there are
two linearly independent solutions
φ0±(r) = αout
eikr√
r
± αin e
−ikr
√
r
, (5)
for which the amplitudes αout and αin of outgoing and
incoming radial waves can be freely chosen. Since time-
reversal symmetry rules out backscattering for the m = 0
states and for the helical states propagating along the
defect line [20], the incoming m = 0 mode must be fully
transmitted into the outgoing defect state, and the in-
coming defect state is fully transmitted into the outgoing
m = 0 mode, as shown schematically in Fig. 1(b).
Surface states in the presence of dislocation lines.— We
now consider transport properties and density of states
of surface states for a slab geometry with multiple dis-
location lines, piercing the top and bottom surfaces at
random positions, see Fig. 1(a). We choose coordinates
such that the bottom and top surfaces are parallel to
the xy plane, with transport taking place in the x di-
rection. For simplicity we take the dislocation lines to
pierce bottom and top surfaces at the same in-plane po-
sition rd = (xd, yd), an assumption that is appropriate
for a low-energy, long-wavelength description of a thin
slab. The in-plane dimensions of the slab are L×W , and
we assume that the slab thickness is sufficient large, so
that surface states at the bottom and top surfaces do not
overlap in the absence of lattice dislocations. We take pe-
riodic boundary conditions in the y direction, choosing
the aspect ratio W/L large enough that the results of
our calculation do not depend on this choice of boundary
conditions.
We calculate the density of states and the transport
properties of the surface states using a scattering ap-
proach. The scattering matrix Sσ,σ′ links the amplitudes
of incoming and outgoing waves in an “ideal” part of the
two surfaces, to the left and right of a section with a fi-
nite density of dislocation lines. The indices σ, σ′ = +1,
−1 for the top and bottom surface, respectively. Disloca-
tion lines connect the top and bottom surfaces, so that in
general Sσ,σ′ is not block diagonal. We denote the ampli-
tudes of incoming and outgoing waves to the left (right)
of the section by vectors ainLσn and a
out
Lσn (a
in
Rσn and a
out
Rσn),
respectively, where the index n refers to the transverse
momentum qn = 2pin/W . With this notation, the scat-
tering matrix Sσ,σ′ relates outgoing and incoming waves
as (
aoutLσ
aoutRσ
)
=
∑
σ′=±
Sσ,σ′
(
ainLσ′
ainRσ′
)
. (6)
Each component Sσ,σ′ can be decomposed into transmis-
sion and reflection blocks in the standard way,
Sσ,σ′ =
(
rσ,σ′ t
′
σ,σ′
tσ,σ′ r
′
σ,σ′
)
. (7)
Our strategy will be to first calculate the scattering
matrix S˜ for a “short” slab of length δL with only a
pair of dislocation lines, and then calculate the scat-
tering matrix S of a slab of full length L by concate-
nating scattering matrices of individual slices [17], see
3(a)
(b)
FIG. 2: Schematic picture of a topview (a) and sideview (b)
of the topological insulator slab. The calculational scheme
involves the computation of the scattering matrix S˜ for a slab
of width δL, followed by the concatenation of scattering ma-
trices of individual slabs to obtain the scattering matrix S of
the full structure.
Fig. 2 (top). We place a pair of dislocation lines at
rd,1 = (xd, yd,1) and rd,2 = (xd, yd,2), with 0 < xd < δL
and 0 < yd,1 < yd,2 < W randomly chosen. Since the
aspect ratio W/L  1, the pairwise placement of dislo-
cation in a slab (compared to placement of single dislo-
cation lines) does not affect the in-plane conductivity or
the density of states. It does, however, allow us to choose
a gauge such that the vector potential A(r) is nonzero
for x = xd only,
A(r) =
h
2e
δ(x− xd)ex ×
{
1 if yd,1 < y < yd,2,
0 else.
(8)
An important further parameter in the calculation is the
phase shift eiθd(rd) that electrons accumulate along the
dislocation line. For our calculations we found it advan-
tageous to generalize the above procedure to slabs with
an even number 2n of dislocation lines.
The calculation of the scattering matrix S˜ for a slab
with a single pair of dislocation lines turned out to be
an interesting problem in its own right. Although the
scattering problem for a single dislocation line is easily
solved in polar coordinates, see Eq. (4), we could not
find a practical way to extract a scattering matrix for
the geometry of Fig. 1(a) from this solution. Instead, we
compute S˜ from a solution of the Dirac equation for a
regularized (i.e., smeared out) pi-flux. (Without regular-
ization the scattering problem with a pi-flux line cannot
be solved numerically.) The details of this calculation are
given in the supplemental material [21].
Results.— By concatenation of scattering matrices for
slices of length δL, each with an even number 2n of dis-
location lines, we can construct the full scattering matrix
S for a slab of length L with randomly placed dislocation
line pairs at concentration 1/d2 = Nd/WL, with Nd the
total number of dislocation lines, see Fig. 2(a). The Lan-
dauer formula expresses the in-plane conductance G‖ and
the cross conductance G⊥ in terms of the transmission
and reflection blocks of the scattering matrix S,
G‖ =
e2
h
∑
σ,σ′=±1
tr tσ,σ′t
†
σ,σ′ , G⊥ =
e2
h
trS+−S
†
+−.(9)
For the calculation of the density of states, we consider a
periodic array of slabs of length L. In this case the spec-
trum of Bloch states can be obtained from the condition
that
Sκx(ε) ≡
(
0 e−iκxL
eiκxL 0
)
S (ε) (10)
has a unit eigenvalue, where ~κx is the crystal momen-
tum.
Results of the transport calculations are shown in Fig.
3 for an average over 500 random realizations of the dis-
location lines. The energy ε is set to zero throughout
the calculation, to maximize the effect of the dislocation
lines. The sample length L is measured in units of the
mean distance d between dislocation lines, which is the
only fundamental length scale in the system at zero en-
ergy. The trivial W -dependence of G‖ is eliminated by
considering the in-plane conductivity σ‖ = G‖L/W . For
L/d → 0 we recover the clean-limit conductivity σ‖,0 =
2e2/pih of a pair of decoupled topological-insulator sur-
faces [18, 19]. Anticipating a proportionality G⊥ ∝W/d,
in Fig. 3(b) we show G⊥d/W as a function of L/d. Unlike
the longitudinal conductivity σ‖, the cross conductance
vanishes in the clean limit L/d→ 0.
We observe that the in-plane conductivity has a strong
dependence on the phase that electrons pick up while
traveling along the dislocation lines. In particular, if all
phases are equal, θd(rd) = θd for all rd, σ‖ is strongly
suppressed for L & d except for θd = ±pi/2, for which
we find that σ‖ is independent of L/d within numerical
accuracy [22]. Figure 3 shows the representative cases
θd = 0, 0.7pi, and pi/2 and we also present the case 0 ≤
θd(rd)< 2pi uniformly distributed, which shows a slight
increase of σ‖ with L/d. The θd-dependence of the cross-
conductance is not as strong; θd mainly determines the
value at which G⊥ saturates for large L/d. An exception
is θd = pi/2, for which we could not observe a saturation
for the system sizes we could achieve.
Results for the density of states are shown in Fig. 4,
again for four representative choices of the phase shifts
θd(rd). For fixed θd(rd) = 0 we observe one or two gaps
placed asymmetrically around ε = 0. For generic fixed
θ(rd) = θd (such as the case θd = 0.7pi shown in the fig-
ure) we observe an asymmetric gap around ε = 0. For
θd(rd) = pi/2 a symmetric gap is restored, but with one
mid-gap state at ε = 0 per dislocation line. Finally, for
random 0 ≤ θd(rd)< 2pi the gap is closed and the den-
sity of states near ε = 0 is essentially constant. The
gap sizes and the occurence of states at energy ε = 0
4(a)
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FIG. 3: Zero-energy in-plane conductivity σ‖ (a) and cross
conductance G⊥ (b) for a slab of weak-and-strong topological
insulator with a concentration 1/d2 of randomly placed dis-
location lines. The different curves refer to different choices
for the phases θd(rd), as shown in the figure. The dashed line
in (a) denotes the clean-limit in-plane conductivity σ‖,0 =
2e2/pih. Data points denote an average over 500 disorder re-
alizations, statistical error bars are typically smaller than the
markers.
can be heuristically explained by inspecting the phase
matching condition for periodic trajectories traveling be-
tween the two surfaces at two neighboring dislocation
lines at positions rd and r
′
d. Including the Berry phase pi
for two-dimensional Dirac particles, this phase matching
condition reads
2ε
~v
|rd,i−rd,j |+θd(rd)+θd(r′d)+pi = 0 (mod 2pi). (11)
Setting |rd−r′d| = W/2n, which is the largest typical dis-
tance between neighboring dislocation lines with 2n = 6
dislocations in a slice gives a good estimate of the nu-
merically obtained gap sizes, see Fig. 4. The absence of
states around ε = 0 indicates that pairing of more distant
dislocation lines does not occur.
Conclusion.— We have investigated the effects of dislo-
cation line zero modes coupling top- and bottom surfaces
of a strong-and-weak topological insulator slab. Our nu-
merical calculations based on a scattering approach re-
veal a rich phenomenology for transport properties and
density of states depending on the phase shifts θd(rd)
that electrons accumulate along the dislocation lines. For
a thin, homogenous slab, a constant phase shift θd for all
dislocation lines can be expected to be a good approx-
imation. Except for the special cases θd = ±pi/2, this
results in a spectral gap around zero energy and a cor-
responding strong suppression of in-plane transport. For
a thick slab, where dislocation lines are not necessarily
straight, it is conceivable that the phase shifts θd(rd) are
uniformly distributed. In this case, the in-plane conduc-
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FIG. 4: Density of states dN/dE of a sample with dislocation
line density 1/d2. The four curves represent the four repre-
sentative scenarios for the choice of the phase shifts θd(rd), as
explained in the text. The vertical dashed lines correspond
to energies calculated from Eq. (11). The thin black lines
denote the ideal surface-state density of states without dislo-
cation lines. The arrow represents a Dirac delta function at
zero energy. Data points denote an average over 5 disorder
realizations and 80 values of the crystal momentum κx.
tivity and the density of states at the nodal energy are
enhanced by the presence of dislocation lines.
In principle, the dislocation-line-mediated coupling be-
tween the top- and bottom surfaces can be described by
an effective Hamiltonian involving two Dirac cones cou-
pled by a matrix-valued “potential”. Such an effective
model was considered by Mong et al. in the context of
the transport through a single surface of a weak topo-
logical insulator with two (coupled) Dirac cones [9]. The
same description can also be applied to the system stud-
ied here, although the two Dirac cones now refer to differ-
ent surfaces. Our analysis shows that the disorder type
in such a model depends strongly on the phases accu-
mulated along the dislocation lines: While a mass term
is responsible for the opening of a spectral gap (as for
θd(rd) = θd constant, θd 6= ±pi/2), a constant scalar po-
tential creates the asymmetry around ε = 0 (which we
observe for generic 0 ≤ |θd| < pi/2), and zero-average
disorder terms lead to the “flattening” of the density-
of-states singularity at zero energy. Establishing a more
rigorous understanding of our results in terms of a Hamil-
tonian theory would be a formidable task for future work.
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6Supplemental Material
I. SCATTERING MATRIX FOR SCATTERING OFF A DISLOCATION LINE
A. Polar coordinates
In the main text we derived the scattering states for a pi flux line. For a true flux line, the scattering states for a
pi flux and a −pi flux are identical. Here, we consider the same problem, but include a regularization of the flux line.
The regularization will lead to a complete backscattering of the “m = 0” mode, see Eq. (5). With regularization, the
backscattering phase shift depends on the sign of the flux.
We start with a sharp flux tube for which the vector potential in a polar gauge reads
A(r) =
hc
e
Φ
2pir
eθ, (12)
where Φ labels the “flux” of the dislocation line in units of the flux quantum (i.e. Φ = ±1/2 for a ±pi-flux). With
this choice for the vector potential A the Dirac equation has the form
v(p+ eA/c) · σψ = −i~v
(
0 D−
D+ 0
)
ψ = εψ, (13)
with operators
D± = e±iθ(∂r ± i
r
∂θ ∓ Φ
r
). (14)
Since Eq. (12) uses a rotationally symmetric gauge the states can be assumed to be eigenstates of the total angular
momentum jz = lz +
~
2σz. For jz = ~ (m− 1/2) they have the form of Eq. (3), where m ∈ Z. The radial part of the
wavefunction is then determined by the equations(
∂r +
m+ Φ
r
)
φm,−(r) = ikφm,+(r), (15)(
∂r − m+ Φ− 1
r
)
φm,+(r) = ikφm,−(r). (16)
where k = ε/~v.
It is convenient to introduce the kinematic angular momentum
jz,kin = [r× (p+ eA/c)]z + ~
2
σz = ~ (m− 1/2 + Φ) (17)
The case of interest is jz,kin = 0, i.e., m = 1/2− Φ. Here, the radial equations become(
∂r +
1
2r
)
φ±(r) = ikφ∓(r), (18)
where we dropped the index m. These equations are straightforward to solve, and one finds independent incoming
and outgoing radial solutions. (
φ+(r)
φ−(r)
)
= αout
1√
r
eikr
(
1
1
)
+ αin
1√
r
e−ikr
(
1
−1
)
. (19)
As argued in the main text, the interpretation of the fact that the coefficients αout and αin can be chosen independently
is that the incoming jz,kin = 0 surface mode is fully transmitted into the outgoing mode in the dislocation line, whereas
the incoming dislocation line mode is transmitted in the outgoing surface mode.
Next, we regularize the pi-flux tube. This requires the breaking of time-reversal symmetry and induces full backscat-
tering of the jz,kin = 0 modes. The simplest way to regularize the flux line using polar coordinates is to take Φ in Eq.
(12) r dependent. We choose Φ(r) = 0 for r < ρ and Φ = ±1/2 for r > ρ, which corresponds to a situation in which
the flux is not located at the origin, but on a circle of radius ρ. Obviously, the problem is now well-defined at the
origin, and for r < ρ we can take the known solution of the Dirac equation with Φ = 0, matching to the solution (19)
at r = ρ. For Φ = 1/2 and m = 0 this procedure yields αout = −αin. For Φ = −1/2 and m = 1 we find αout = αin.
Summarizing: For a regularized flux line the zero-angular-momentum mode is fully backscattered, but with opposite
phase factors for a regularization as a positive or as a negative flux. This property will be used in the numerical
approach to find the scattering matrix of a dislocation line in Cartesian coordinates, which is outlined in the next
Sections.
7B. Cartesian coordinates: Scattering off a regularized flux line
We first consider the scattering problem for a single surface Hamiltonian (2) with a regularized vector potential
A(r). We consider scattering off a string of 2n flux lines, all with the same x coordinate xd, but with different y
coordinates 0 < yd,j < W , j = 1, 2, . . . , 2n.
For compatibility with the use of cartesian coordinates, we use a different gauge for the vector potential than in
the previous subsection,
A(r) =
hc
2e
δ(x− xd)exα(y), (20)
where the function α(y) jumps by one at y = yd,j , see Eq. (8) of the main text. The vector potential (20) corresponds
to the matching condition
lim
x↓xd
ψ(x, y) = s(y) lim
x↑xd
ψ(x, y), (21)
where
s(y) = e−ipiα(y). (22)
For sharp flux lines [see Fig. 5(a)], the phase of s(y) changes by pi at each flux line. Since s(y) is confined to the
unit circle in the complex plane, regularization of the flux line corresponds to “smearing out” the pi jumps of the phase
factor. There are two possibilities to regularize these jumps: A continuous increase by pi or a continuous decrease by
pi, corresponding to the two signs of the flux in a regularized flux line. In our numerical calculations we smear out
each flux line over a distance a, see Fig. 5(b), where we make sure that the distance between neighboring flux lines
is much larger than a. We encode the different regularization possibilities by taking the expression
sτ1...τ2n(y) =− e
ipi
2
∑2n
j=1 τj
[
f
(
y−yd,j
a
)
+f
(
y−yd,j−W
a
)
+f
(
y−yd,j+W
a
)
−1
]
, (23)
where τj = ±1 labels the sign of the regularization for the jth flux line and the function f(p) is defined as
f(p) =

−1 if p ≤ −1,
tanh(pip/
√
1− p2) if −1 < p < 1,
1 if p ≥ 1.
(24)
The function f(p) is infinitely differentiable at p = ±1. All 22n functions sτ1...τ2n have the smeared step as their
real part, but different imaginary parts, with positive and negative peaks at each yd,j , thus realizing all 2
2n possible
realizations of the 2n flux lines.
The scattering matrix is written in the basis of propagating eigenstates in ideal reference regions immediately to
the left and right of the string of flux lines. Following Ref. 17, we take the Hamiltonian for these reference regions as
Href = vpxσx. The omission of the term vpyσy is inconsequential, since the reference regions are used for reference
purposes only and their length is sent to zero at the end of the calculation. In each reference region we expand the
wavefunction ψ(r) in basis states |qn,±〉, where the sign ± refers to right-/leftmoving states, and qn = 2pin/W labels
the transverse momenta for periodic boundary conditions. The corresponding wavefunctions are
φn,±(x, y) = 〈x, y|qn,±〉 = 1√
2W
e±ikx+iqny
(
1
±1
)
. (25)
To obtain the scattering matrix of the string of (regularized) dislocation lines, we solve for scattering states of the
form
ψ(x, y) =
{∑
n
[
ainL,nφn,+(x, y) + a
out
L,nφn,−(x, y)
]
for x < xd,∑
n
[
ainR,nφn,−(x, y) + a
out
R,nφn,+(x, y)
]
for x > xd,
(26)
and obtain the scattering matrix from the linear relation(
aoutL
aoutR
)
= S
(
ainL
ainR
)
, S =
(
r t′
t′ r
)
. (27)
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FIG. 5: Setup of the scattering problem for a string of 2n dislocation lines / pi-fluxes located at x = xd. The curved arrows
denote the phase shift of wavefunctions s(y) that jumps (a) abruptly for sharply defined pi-fluxes or (b) is smeared out over
distance a in a regularized setup that also features free propagation in the transport direction of total length δL.
The amplitudes rnm, r
′
nm, tnm, and t
′
nm of the reflection and transmission blocks of the scattering matrix can be
calculated from the matching condition (21). Since the matching condition does not relate to the pseudospin and only
affects the phase of the wavefunction, we directly conclude that there is no reflection caused by the dislocation line,
rnm = r
′
nm = 0. (28)
To obtain tnm, we substitute Eq. (26) into Eq. (21) and perform a Fourier transform to y,
tnm = t
′∗
mn =
1
W
ˆ W
0
dys(y)ei(qm−qn)y. (29)
We have suppressed the dependence of the transmission matrices t and t′ and the function s(y) on the flux regular-
ization parameters τj to keep our notation simple.
Up to this point the number of transverse modes has been infinite. For a practical implementation, we need to
employ a mode cutoff N such that n = −N + 1, ..., 0, ..., N − 1. Naive truncation of the transmission matrices t and
t′, however, leads to a non-unitary scattering matrix. To circumvent this problem, we add segments of a finite width
δL/2 to the left and to the right of the impurity lines, as shown in Fig. 5(b). The scattering matrix for such slices
are known. For zero energy the reflection and transmission amplitudes ρnm and τnm read [19]
ρnm = −ρ′nm = − tanh(qnδL/2)δnm,
τnm = τ
′
nm =
1
cosh(qnδL/2)
δnm. (30)
Since modes with high momenta qn  2/δL are blocked from propagation, we should be allowed to safely truncate
the scattering matrix of the dislocation line string with the two dislocation-line free sigments of length δL/2 on each
side, once N is much larger than W/δL. Thus, we consider the concatenated scattering matrix of a single surface in
a geometry of Fig. 5(b) with regularized fluxes which reads
Sτ1...τ2nreg =
(
ρ τ ′
τ ρ′
)
⊗
(
0 t′τ1...τ2n
tτ1...τ2n 0
)
⊗
(
ρ τ ′
τ ρ′
)
=
(
ρ+ τ ′t′ 11−ρtρ′t′ ρtτ τ
′t′ 11−ρtρ′t′ τ
′
τ 11−tρ′t′ρ tτ ρ
′ + τ 11−tρ′t′ρ tρ
′t′τ ′
)
(31)
where ⊗ denotes concatenation of scattering matrices and we restored the regularization indices τj . For sufficiently
large N the matrix Sτ1...τ2nreg is unitary to within our numerical accuracy.
C. Structure of regularized scattering matrices
The calculation of Sec. I A showed, that in the limit δL a the choice of the regularization of the dislocation lines
affects precisely one mode. This can also be verified numerically for plane-wave scattering states.
9For the numerical analysis, we take a  δL  d, with d = minj |yd,j − yd,j−1| the minimum distance between
neighboring flux lines, and choose the mode cut-off N W/δL. We then find that the difference
∆S(j)reg ≡ Sτ1,...,τj−1,+,τj+1,...,τ2nreg − Sτ1,...,τj−1,−,τj+1,...,τ2nreg (32)
is (i) independent of the regularization parameters τ1, . . . , τj−1, τj+1, . . . , τ2n, (ii) of unit rank, and (iii) with norm
two. Hence, there exists a normalized vector vj such that
∆S(j)reg = 2vjv
†
j , (33)
independent of τ1, . . . , τj−1, τj+1, . . . , τ2n. (Since at zero energy the problem at hand has chiral symmetry, σzHσz =
−H, the scattering matrix is hermitian and the single non-vanishing eigenvalue of ∆S(j)reg has to be ±2. For our choice
of the function s(y), we find the positive sign realized.) The interpretation of this result is that difference ∆S
(j)
reg
relates to the choice of the regularization of the jth flux line only. Since the change of the regularization of the jth
flux line changes the sign of the scattering amplitude of the zero angular momentum mode (defined with respect to
the jth flux line) and leaving all other scattering amplitudes unchanged, the difference ∆S
(j)
reg precisely describes that
contribution to the total scattering matrix Sreg that originates from scattering of the zero angular momentum mode
for the jth flux line off that same flux line. As long as the separation between flux lines is much larger than the slice
width δL, contributions from different flux lines do not interfere, which is why ∆S
(j)
reg and, hence, the vector vj is
independent of the regularization parameters τ1, . . . , τj−1, τj+1, . . . , τ2n of the remaining 2n− 1 flux lines.
Repeating this procedure for all 2n flux lines, we find that we can write
Sτ1...τ2nreg = S0 +
2n∑
j=1
τj vjv
†
j (34)
with
S0 =
1
2
(S+...+reg + S
−...−
reg ) (35)
the part of the scattering matrix that describes transport not affected by the choice of regularization of any dislocation
line. It has rank 2N − 1− 2n. In keeping with the above interpretation, the matrix S0 describes scattering from the
non-zero-angular momentum modes, whereas the term vjv
†
j describes the contribution to Sreg from the zero-angular
momentum mode at the jth flux line.
It is instructive (though inessential for future calculations) to look at the Fourier spectrum of the vectors vj whose
first (second) 2N + 1 entries encode the real space structure of the eigenmodes scattering at the dislocation lines at
position x = ∓δL/2 at the left (right) lead. The Fourier transforms are real and depicted in Fig. 6 where dashed
lines indicate the positions of the dislocation lines.
D. Time-reversal symmetry
The scattering matrices Sτ1...τ2nreg are not time-reversal symmetric because of the presence of the smeared flux line.
However, the matrix S0 is time-reversal symmetric. We here summarize how time reversal symmetry is implemented
in the present problem.
The time-reversal operator is T = iσyK, with K complex conjugation. It satisfies T 2 = −1. Time reversal
symmetry applied to basis states gives
T |qn,±〉 = ± |−qn,∓〉 . (36)
If the Hamiltonian is time-reversal symmetric, the scattering matrix satisfies 〈f |Sˆ|i〉 = 〈T i|Sˆ|T f〉. From that, one
finds the conditions
tnm = t
′
−m,−n, rnm = −r−m,−n, r′nm = −r′−m,−n
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FIG. 6: Fourier transform of the first 2N + 1 entries vj,L of the vectors vj , j = 1, 2, 3, 4 (2n = 4) that describes the real space
wavefunction of the eigenmodes scattering at the dislocation lines at y = yd,j at the left lead at x = −δL/2. The parameters
are δL = 0.03W , a = 0.3δL, N = 400.
for the reflection and transmission amplitudes. One rewrite these equations using the matrix
U =

0 . . . 0 1
0 . . . 1 0
...
...
1 0 . . . 0
 (37)
with U2 = 1, which switches from positive to negative momenta. Then:
t = Ut′TU, r = −UrTU, r′ = −Ur′TU,
or, equivalently,
S = −
(
U 0
0 −U
)
ST
(
U 0
0 −U
)
. (38)
As remarked above, the scattering matrices Sσσ
′
reg are not time-reversal symmetric because of the presence of the
smeared flux tube. However, the matrix S0 is time-reversal symmetric. Similarly, the difference ∆S
(j)
reg acquires a
minus sign under time reversal. This property can be used to remove the over-all phase factor ambiguity of the vectors
vj [the phase was not specified in the definition (34)], up to a sign ambiguity,
vj =
(
U 0
0 −U
)
v∗j . (39)
E. Scattering scattering matrix S˜ for a thin slice
The key element of our calculation of the scattering scattering matrix S˜ for a thin slice is that a regularization of
the pi-flux lines does not affect the way angular modes with nonzero (kinetic) angular momentum are scattered off the
flux line, see Eq. (4), but that regularization does lead to full backscattering of the zero angular momentum modes.
In the real weak-and-strong topological insulator, it is these latter modes that are fully transmitted from the surface
into the dislocation line and vice versa.
As we have discussed above, the backscattering phase shift for the zero angular momentum mode depends on
whether one chooses to regularize the pi-flux line with a magnetic field in the positive z direction, or with a magnetic
field in the negative z direction. By calculating the scattering matrices with different regularizations of the pi-flux lines,
we can separate the contributions from angular modes with nonzero angular momentum, which are independent of the
11
(i)
(ii)
FIG. 7: (i) Scattering setup for two dislocation lines impinging on a top surface. The dislocation lines are explicitly treated
as terminals in the unitary scattering relation Eq. (40) involving the scattering matrix S˜+. (ii) Enlarged scattering matrix S˜
describing scattering between top and bottom surface via a pair of dislocation lines.
regularization and which do not transmit into the dislocation line from modes with zero angular momentum, which
are dependent on the regularization, and which are fully transmitted into the dislocation line. The decomposition
(34) allows us to uniquely separate these different contributions to the scattering matrix.
These arguments can be used to construct a larger scattering matrix for a surface and the 2n helical modes
corresponding to the 2n dislocation lines piercing the surface at x = xd. We denote the amplitudes for the surface-
state modes in the top surface by ain,outL,R,+, and the amplitudes for surface-state modes in the bottom surface by a
in,out
L,R,−.
We denote the amplitudes of the upward and downward traveling helical modes in the jth dislocation line at the top
surface by binj,+ and b
out
j,+, respectively, and we denote the amplitudes of the upward and downward traveling helical
modes in the jth dislocation line at the bottom surface by boutj,− and b
in
j,−, respectively. Following the above arguments,
the scattering matrix S˜+ relating the surface states in the top surface and the helical modes along the dislocation
lines at the top surface then reads
aoutL,R+
bout1,+
...
bout2n,+
 =

S0 v1 . . . v2n
eiφ1v†1 0 . . . 0
...
...
...
eiφ2nv†2n 0 . . . 0

︸ ︷︷ ︸
≡S˜+

ainL,R+
bin1,+
...
bin2n,+
 . (40)
A similar expression can be found for the scattering matrix S˜− relating the surface states in the top surface and
the helical modes along the dislocation lines at the bottom surface. The phases φj can not be determined using the
above arguments. Instead, we can determine these phases from the condition of time-reversal symmetry. With the
convention
T |in〉 = −|out〉 and T |out〉 = |in〉 (41)
for the time-reversal symmetry operation T (with T 2 = −1) on the in and outgoing dislocation line states |in〉 and
|out〉, we find that S˜+ must obey the condition
S˜+ = −
 U 0 00 −U 0
0 0 −12n
 S˜T+
 U 0 00 −U 0
0 0 −12n
 , (42)
where the matrix U was defined in Eq. (37) and where 12n is the 2n× 2n unit matrix. Comparison with Eq. (40) and
using Eq. (39) then gives that φj = 0.
In the next step we connect the scattering matrices S˜+ and S˜− to obtain the scattering matrix S˜ describing
the scattering off a string of dislocation lines of surface states in both surfaces of the weak-and-strong topological
insulator. The procedure is shown schematically in Fig. 7(ii). In order to connect the two layers we need the
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FIG. 8: Schematic picture of a sideview of the topological insulator slab, together with the definitions of the potentials and
currents at the four contacts.
additional requirement
binj,+ = e
iθd,j boutj,−, (43)
boutj,+ = −e−iθd,j binj,−, (44)
which relates the helical-state amplitudes at the top and bottom layers. The phase θd,j describes the phase accu-
mulated during the propagation along the dislocation line. The minus sign ensures that the time-reversal convention
Eq. (41) applies to each layer separately. Eliminating the amplitudes for the dislocation line and using the same sign
choice for vj for top and bottom layer, c.f. Eq. (39), one arrives at the scattering matrix

aoutL+
aoutR+
aoutL−
aoutR−
 = S˜

ainL+
ainR+
ainL−
ainR−
 , S˜ =
(
S0
∑2n
j=1 e
iθd,jvjv
†
j
−∑2nj=1 eiθd,jvjv†j S0
)
. (45)
One easily verifies that this scattering matrix is time-reversal symmetric.
II. TRANSPORT PROPERTIES
For a description of transport properties, four ideal contacts are added to the top and bottom surfaces for x < 0
and x > L. Following Ref. 19 these are described by the Hamiltonian Href = vpxσx. We do not place dislocation
lines in the contact regions, so that the scattering states in the contacts remain unaffected by the presence of the
dislocation lines. Voltages VLσ and VRσ and currents ILσ and IRσ at the four contacts are defined as shown in Fig. 8.
The different transport properties require different configurations for the voltages at the four contacts. The in-plane
conductance G‖ = I‖/V‖ is obtained by setting VL+ = VL− = V‖ and VR+ = VR− = 0 and measuring the current
I‖ = IR+ + IR− = IL+ + IL−. The cross conductance G⊥ = I⊥/V⊥ between the bottom and top surface is defined
by setting VL+ = VR+ = V⊥, VL− = VR− = 0, and measuring the total current I⊥ = IL− + IR− = −(IL+ + IR+).
Expressions for G‖ and G⊥ in terms of the scattering matrix and the results of numerical calculations of G‖ and G⊥
are given in the main text.
In addition to G‖ and G⊥ we also considered the drag resistance Rd = Vd/Id, which is the ratio of an open-
circuit voltage at one surface induced by an applied current at the other surface. It is based on the configuration
IL+ = −IR+ = Id, IL− = IR− = 0, VR− = 0, and VL− = Vd. For the calculation of the drag resistance Rd we start
from the conductance matrix connecting a generic configuration of voltages and currents. Using current conservation
and the reference VR− ≡ 0, we have
 IL+IL−
IR+
 =
 GL+,L− +GL+,R+ +GL+,R− −GL+,L− −GL+,R+−GL−,L+ GL−,L+ +GL−,R+ +GL−,R− −GL−,R+
−GR+,L+ −GR+,L− GR+,L+ +GR+,L− +GR+,R−
 VL+VL−
VR+

(46)
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FIG. 9: Zero-energy drag resistance Rd for a slab of weak-and-strong topological insulator with a concentration 1/d
2 of
randomly placed dislocation lines. The different curves refer to different choices for the phases θd(rd), as shown in the figure.
Data points denote an average over 500 disorder realizations, statistical error bars are typically smaller than the markers.
where, in terms of the scattering matrix defined in Eq. (7),
GLσ,Lσ′ =
e2
h
tr rσσ′r
†
σσ′ , (47)
GLσ,Rσ′ =
e2
h
tr t′σσ′t
′†
σσ′ , (48)
GRσ,Lσ′ =
e2
h
tr tσσ′t
†
σσ′ , (49)
GRσ,Rσ′ =
e2
h
tr r′σσ′r
′†
σσ′ . (50)
Inverting Eq. (46), the resistance matrix is obtained as VL+VL−
VR+
 =
 RL+,L+ RL+,L− RL+,R+RL−,L+ RL−,L− RL−,R+
RR+,L+ RR+,L− RR+,R+
 IL+IL−
IR+
 (51)
and the configuration specified for the drag resistance (IL+ = −IR+ = Id, IL− = IR− = 0, VR− = 0, and VL− = Vd)
can be applied. Solving for Rd = Vd/Id yields
Rd = Vd/Id = RL−,L+ −RL−,R+. (52)
Figure 9 shows the ensemble averaged drag resistance, multiplied by d/W to remove a trivial dependence on
the sample width. Analogous to the in-plane and cross conductances discussed in the main text, there is a strong
dependence on the choice of the phases θd(rd) accumulated along the dislocation lines.
III. PARAMETERS FOR SIMULATION
For the numerical simulation, we chose W/L = 5 for the aspect ratio of the slab, we verified that this is large
enough that G‖,⊥ and Rd were proportional and inversely proportional to W , respectively. We divided the slab in
transport direction in 10 slices with 2n = 6 dislocation lines each, so that d/W = 0.058. For each slice of width
δL, the scattering matrix is calculated with mode cutoff N = 600. For the concatenation of scattering matrices of
different slices we imposed a smaller cut-off Neff = 65 for the number of modes. We verified that N and Neff are large
enough that the results do not depend on these numbers.
IV. DENSITY OF STATES
We discuss how the density of states can be calculated for a periodic array of segments of length L. Equivalently,
one may apply “twisted” boundary conditions in the x direction, in which electrons pick up an additional phase eiκxL,
κx being the crystal momentum, while passing across the “boundary”.
14
Lin
Lout
Rout
Rin
Lin
Lout
Rout
Rin
FIG. 10: Calculation of density of states of a periodic array (right) from scattering matrix S(ε) of an open system (left). The
incoming and outcoming states should match, up to a phase factor Φ = κxL from the crystal momentum.
The procedure is illustrated in Fig. 10. We start from the scattering matrix of the open slice at energy ε, which
we calculate as described previously, (
Lout
Rout
)
=
(
r t′
t r′
)
︸ ︷︷ ︸
S(ε)
(
Lin
Rin
)
.
The matching conditions on the in- and outgoing states for a Bloch state with crystal momentum κx read(
Rout
Lout
)
=
(
eiκxLLin
e−iκxLRin
)
which has a non-trivial solution (indicating an eigenstate of the closed system at energy ε) if and only if the matrix
Sκx (ε) ≡
(
0 e−iκxL
eiκxL 0
)
S (ε)
has a unit eigenvalue. In practice, since the matrix Sκx (ε) is unitary, we track the eigenvalue phases with varying
ε and identify states at energies where a phase crosses zero. The phase κxL controls the boundary condition in x
direction and averaging over κxL ∈ [0, 2pi] thus reduces finite-size effects (we used 80 equally spaced values for κxL
from the interval [0, 2pi]). A similar procedure could be applied with a phase controlling the boundary conditions in
transversal direction.
V. ADDITIONAL CHOICES FOR THE PHASES θd(rd)
We have also studied the cases in which the phases θd(rd) randomly fluctuate between the values 0 and pi, or
between pi/2 and −pi/2. Results for transport properties and for the density of states are shown in Figs. 11 and 12.
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FIG. 11: In-plane conductivity σ‖ (a), cross conductance G⊥ (b), and drag resistance Rd (c) for a slab of weak-and-strong
topological insulator with a concentration 1/d2 of randomly placed dislocation lines. The different curves refer to the phases
θd(rd) randomly chosen from {0, pi} or from {−pi/2, pi/2}, as indicated in the figure. Data points denote an average over 500
disorder realizations, statistical error bars are typically smaller than the markers.
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FIG. 12: Density of states dN/dE of a sample with dislocation line density 1/d2. The two curves represent are for phases
θd(rd) randomly chosen from {0, pi} or from {−pi/2, pi/2}, as indicated in the figure. The thin black lines denotes the ideal
surface-state density of states without dislocation lines. The arrow denotes a Dirac delta function at zero energy. Data points
denote an average over 5 disorder realizations and 80 values of the crystal momentum κx.
