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Abstract
We give a simple inequality for the sum of independent bounded random variables. This inequality
improves on the celebrated result of Hoeffding in a special case. It is optimal in the limit where the
sum tends to a Poisson random variable.
1 Introduction
Modern machine learning and stochastic programming are largely based on inequalities relating to the
sums of random variables. Hoeffding [2] proposed several such bounds, which were in turn improved
by Talagrand [5], Pinelis [4] and Bentkus [1]. In this paper we prove the following related result.
Theorem 1. Suppose that S =
∑n
i=1 Xi is a sum of independent random variables with P(0 ≤ Xi ≤
1) = 1 for 1 ≤ i ≤ n and ES = λ. Then
P(S ≤ 1) ≤ max
{(
1 + λ− λ
n
)(
1− λ
n
)n−1
,
(
1− λ− 1
n− 1
)n−1}
(1)
≤ max{1 + λ, e}e−λ. (2)
In this context, Hoeffding’s inequality states that for all λ ≥ 1
P(S ≤ 1) ≤ λ
(
1 +
1− λ
n
)n−1
. (3)
Theorem 1 is not as general as Hoeffding’s inequality since it only allows us to bound P(S ≤ 1) rather
than P(S ≤ t) for any positive t. However, from Theorem 1, we may derive Corollary 1 which states
that
P(S ≤ 1) ≤ e1−rES where r = 0.841405 . . . . (4)
In contrast, the strongest such result that can be obtained from Hoeffding’s bound is
P(S ≤ 1) ≤ e1−(1−e−1)ES where 1− e−1 = 0.6321 . . . . (5)
Thus Theorem 1 improves on the Hoeffding bound.
It is interesting to compare our result with Theorem 1.2 of Bentkus [1] in the form of his in-
equality 1.1. This states that for a sequence of bounded independent random variables Yi such that
P(0 ≤ Yi ≤ 1) we have
P
(
n∑
i=1
Yi ≥ x
)
≤ eP(Bn ≥ x) (6)
where Bn ∼ binomial(p, n) with p := ∑ni=1 EYi/n. If we set Xi := 1 − Yi and S = ∑ni=1(1 − Yi) in
order to match the random variables in our Theorem 1, Bentkus’s result gives
P(S ≤ 1) = P
(
n∑
i=1
Yi ≥ n− 1
)
≤ e (pn + n(1− p)pn−1) .
If we set m := ES, so that p = 1 − m
n
, we have pn =
(
1− m
n
)n ≤ e−m and p + n(1 − p) ≤ 1 +m so
that
P(S ≤ 1) ≤ e
p
(1 + ES)e−ES.
1
This bound is a factor of e larger than our result for all ES ≥ e− 1.
Furthermore, Theorem 1 is optimal in the following sense. If
S ∼ binomial
(
λ
n
, n
)
then
P(S ≤ 1) = P(S = 0) + P(S = 1) =
(
1− λ
n
)n
+ λ
(
1− λ
n
)n−1
corresponding to the first term in the ‘max’ of (1), while if
S ∼ 1 + binomial
(
λ− 1
n− 1 , n− 1
)
then we get the second term in the ‘max’
P(S ≤ 1) =
(
1− λ− 1
n− 1
)n−1
.
Similarly, in the n-independent form of our bound (2), if S ∼ Poisson(λ) then
P(S ≤ 1) = P(S = 0) + P(S = 1) = e−λ + e−λλ
corresponding to the first term in the ‘max’ of (2). Similarly, if S ∼ 1 + Poisson(λ − 1) then we get
the second term in the ‘max’
P(S ≤ 1) = e1−λ.
While the sum of a finite collection of bounded random variables
∑n
i=1Xi cannot have a Poisson
distribution, the law of small numbers implies that the Poisson distribution is the limit as n → ∞
of the sum of a suitable collection of random variables (Xi)i=1,2,...,n. For instance if each Xi is a
Bernoulli random variable taking value 1 with probability λ/n and value 0 otherwise, then following
limiting probability mass function is Poisson
lim
n→∞
P
(
n∑
i=1
Xi = x
)
= e−λ
λx
x!
for x ∈ Z+. (7)
2 Proof of Theorem 1
In this section, we define four families of random sums Sn, Tn, Un and Vn. Then we present Lemmas 1,
3, 4 and 5 that relate these families, and combine these results to prove Theorem 1.
The random variable considered in Theorem 1 is from the family Sn of random variables S of the
form
S :=
n∑
i=1
Xi (8)
where Xi are independent random variables with Xi ∈ [0, 1]. Family Tn is the set of Bernoulli sums
T of the form
T :=
n∑
i=1
Yi (9)
where Yi are independent random variables taking values ai or bi with ai, bi ∈ [0, 1], for i = 1, 2, . . . , n.
Family Un is the set of Bernoulli sums U of the form
U :=
n∑
i=1
Bi (10)
with each Bernoulli random variable Bi taking the value 0 or 1. Finally, family Vn is the set of shifted
binomial random variables V with any parameter p ∈ [0, 1] and with either of the following two forms
V ∼ binomial(p, n) or V ∼ 1 + binomial
(
np− 1
n− 1 , n− 1
)
. (11)
Lemma 1. For any random sum S ∈ Sn, there exists a random sum T ∈ Tn such that ES = ET and
P(S ≤ 1) ≤ P(T ≤ 1).
Lemma 1 follows directly from Theorem 8 of Mulholland and Rogers [3], which we state as Lemma 2.
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Lemma 2. For each integer i with 1 ≤ i ≤ n, let fi1(x), . . . , fik(x) be Borel-measurable functions,
and let Ki be the set of probability distribution functions Fi(x) : R→ [0, 1] satisfying∫ ∞
−∞
fij(x)dFi(x) = 0 for j = 1, 2, . . . , k. (12)
Let Ei be the set of functions from Ki that are step-functions having κi jumps at points xi1, xi2, . . . , xiκi
where 1 ≤ κi ≤ k + 1 and where the κi vectors
(1, fi1(xij), . . . , fik(xij)) j = 1, 2, . . . , κi
are linearly independent.
Suppose that g(x1, x2, . . . , xn) is Borel-measurable as a function of the point (x1, . . . , xn) ∈ Rn.
Then
sup
Fi(x)∈Ki
∫ ∞
−∞
. . .
∫ ∞
−∞
g(x1, . . . , xn)dF1(x1) . . . dFn(xn)
= sup
Hi(x)∈Ei
∫ ∞
−∞
. . .
∫ ∞
−∞
g(x1, . . . , xn)dH1(x1) . . . dHn(xn)
provided the left-hand side is finite.
Proof. See [3].
In the above Lemma, the conditions (12) can be interpreted as moment conditions on random
variables Xi whose probability distribution functions are Fi, while the distribution functions in Ei
correspond to random variables whose support consists of a finite set of κi points and which satisfy
conditions (12).
Lemma 1. Let 1C denote the indicator function for condition C and let Xi be the random variables
defining S for 1 ≤ i ≤ n. In Lemma 2, put
fi1(x) := 10≤x≤1 − 1, fi2(x) := x− EXi (13)
which are both Borel-measurable functions. Then the set Ei of distribution functions corresponds to
the set of random variables Zi which take on 1 ≤ κi ≤ 3 distinct values, say at zi1, . . . , ziκi , which
satisfy
P(0 ≤ Zi ≤ 1) = 1 and EZi = EXi (14)
and for which the vectors (1, fi1(zij), fi2(zij)) are linearly independent for 1 ≤ j ≤ κi.
We now rule out the case κi = 3, since if P(0 ≤ Zi ≤ 1) = 1 then the jumps must satisfy
fi1(zij) = 10≤zij≤1 − 1 = 0 and there are at most two linearly independent vectors of the form
(1, 0, zij − EXi). (15)
Thus the random variables Zi take on at most two values, say ai, bi ∈ [0, 1], and so the random
variables Zi match the definition of the random variables Yi defining the sum T .
Finally, if we set g(x1, . . . , xn) := 1∑n
i=1
xi≤1, which is Borel-measurable, and identify the distri-
bution functions Fi(x) with those of the random variables Xi then Lemma 2 gives∫ ∞
−∞
. . .
∫ ∞
−∞
g(x1, . . . , xn)dF1(x1) . . . dFn(xn)
= P
(
n∑
i=1
Xi ≤ 1
)
≤ P
(
n∑
i=1
Zi ≤ 1
)
(16)
since P
(∑n
i=1Xi ≤ 1
) ∈ [0, 1]. This completes the proof.
Lemma 3. For any T ∈ Tn there exists a U ∈ U1 ∪ U2 ∪ · · · ∪ Un such that
P(T ≤ 1) ≤ P(U ≤ 1) and ET ≤ EU. (17)
Proof. We use induction on n.
If n = 1 then we set U = 1, so that
P(T ≤ 1) = P(U ≤ 1) = 1 and ET ≤ EU
directly satisfying (17).
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If n > 1 there are several cases to consider, for which it helps to first rewrite T . Recall that
T =
∑n
i=1 Yi where Yi ∈ {ai, bi} and 0 ≤ ai ≤ bi ≤ 1. Thus we may write
T = a+
n∑
i=1
ciBi (18)
where a :=
∑n
i=1 ai ≥ 0, ci := bi−ai ∈ [0, 1] and where Bi are independent Bernoulli random variables.
In the first case, if a > 1 then we put U =
∑n
i=1B
′
i with P(B
′
i = 1) = 1 for all i. Then
P(T ≤ 1) = P(U ≤ 1) = 0 and ET ≤∑n
i=1 bi ≤ n = EU , satisfying (17).
Secondly, if ci + cj ≤ 1− a for some pair i, j with i 6= j, then consider the sum
S := Xij +
∑
k∈{1,2,...,n}\{i,j}
Yk where Xij := Yi + Yj . (19)
We have
Xij = ai + aj + ciBi + cjBj ≤ a+ ci + cj ≤ 1
for all realizations of Bi, Bj . Thus S ∈ Sn−1 and we can apply Lemma 1 to show that ET = ES ≤ ET ′
and P(T ≤ 1) = P(S ≤ 1) ≤ P(T ′ ≤ 1) for some T ′ ∈ Tn−1. The Lemma then follows by induction.
Otherwise, we have a ∈ [0, 1], ci ∈ [0, 1] and ci + cj > 1 − a for all i and all j 6= i. The key
observation is that the latter condition implies that
P(T ≤ 1) = P
(∑
i∈C
Bi ≤ 1,
∑
i∈D
Bi = 0
)
where C := {i : ci ≤ 1− a}, D := {i : ci > 1− a}.
If
∑
i∈C EBi < 1 and C 6= ∅, then we put U = 1 +
∑
i∈D Bi, noting that U ∈ ∪nm=1Un, giving
P(U ≤ 1) = P
(∑
i∈D
Bi = 0
)
≥ P
(∑
i∈C
Bi ≤ 1,
∑
i∈D
Bi = 0
)
= P(T ≤ 1)
and EU = 1 +
∑
i∈D
EBi
≥ a+ (1− a)
∑
i∈C
EBi +
∑
i∈D
EBi (as
∑
i∈C
EBi < 1)
≥ a+
∑
i∈C
ciEBi +
∑
i∈D
ciEBi = ET
satisfying (17).
Finally, if
∑
i∈C EBi ≥ 1 or C = ∅, then we put U =
∑n
i=1Bi, noting that U ∈ Un so that
P(U ≤ 1) = P
(∑
i∈C
Bi +
∑
i∈D
Bi ≤ 1
)
≥ P
(∑
i∈C
Bi ≤ 1,
∑
i∈D
Bi = 0
)
= P(T ≤ 1)
and EU =
∑
i∈C
EBi +
∑
i∈D
EBi
≥ a+ (1− a)
∑
i∈C
EBi +
∑
i∈D
EBi
≥ a+
∑
i∈C
ciEBi +
∑
i∈D
ciEBi = ET
satisfying (17) and completing the proof.
Lemma 4. For any U ∈ Un with n ≥ 1, there exists a V ∈ ∪nm=1Vm such that
P(U ≤ 1) ≤ P(V ≤ 1) and EU = EV. (20)
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Proof. Let U :=
∑n
i=1Bi where Bi are Bernoulli random variables, qi := EBi and q := (q1, q2, . . . , qn).
We have
P(U ≤ 1) = P
(
n∑
i=1
Bi = 0
)
+ P
(
n∑
i=1
Bi = 1
)
(21)
=
n∏
i=1
(1− qi) +
n∑
j=1
qj
∏
i=1:n,i6=j
(1− qi) =: Ln(q). (22)
Consider maximizing Ln(q) over q ∈ {[0, 1]n | λ = ∑ni=1 qi} noting that maxima might lie on the
interior with qi ∈ (0, 1) for all 1 ≤ i ≤ n or on the boundary with qi ∈ {0, 1} for some i. Since Ln(q) is
a differentiable function of q, any critical point of Ln(q) on the interior with q ∈ {(0, 1)n | λ =∑ni=1 qi}
must satisfy
∇qk
(
Ln(q) + µ
n∑
i=1
qi
)
= 0 for all 1 ≤ k ≤ n (23)
for a suitable Lagrange multiplier µ. However, Ln(q) is a symmetric linear function of each qk. So
if n ≥ 2 then any solution of equation (23) must have qk = ql for all k 6= l in 1, . . . , n. Thus
q =
(
λ
n
, λ
n
, . . . , λ
n
)
for which U corresponds to the random variable Vn,0 ∼ binomial
(
λ
n
, n
)
which is in
Vn and has EVn,0 = λ.
If qi = 1 for some i and n ≥ 2 then the arithmetic-geometric mean inequality gives
Ln(q) =
∏
j=1:n,j 6=i
(1− qj) ≤
(
1− λ− 1
n− 1
)n−1
. (24)
The right-hand side is P(Vn,1 ≤ 1) for the random variable Vn,1 ∼ 1+binomial
(
λ−1
n−1 , n− 1
)
for which
Vn,1 ∈ Vn and EVn,1 = λ.
If qi = 0 for some i and n ≥ 2 then the definition of Ln(q) gives
Ln(q) = Ln−1(q
i) where qi := (q1, . . . , qi−1, qi+1, . . . , qn). (25)
However to have qi = 0 for some i we require that λ =
∑n
j=1,j 6=i qj ≤ n− 1.
In summary, if q ∈ {[0, 1]n | λ =∑n
i=1 qi} and n ≥ 2 then
Ln(q) ≤
{
max1≤i≤n{Ln−1(qi),P(Vn,0 ≤ 1),P(Vn,1 ≤ 1)} if 0 ≤ λ ≤ n− 1
max{P(Vn,0 ≤ 1),P(Vn,1 ≤ 1)} if n− 1 < λ ≤ n,
and for n = 1, consider the random variable V1,1 := binomial(λ, 1) for which V1,1 ∈ V1, P(U ≤ 1) =
P(V1,1 ≤ 1) and λ = EV1,1. Thus
P(U ≤ 1) ≤ max
{V |V ∈∪n
m=1
Vm,EV=λ}
P(V ≤ 1)
which completes the proof.
Lemma 5. Let Hn(λ) := sup{P(V ≤ 1) | V ∈ Vn,EV = λ} with the convention that sup ∅ = 0. Then
Hn(λ) ≤ Hn′(λ′) for all 0 ≤ λ′ ≤ λ and all 1 ≤ n ≤ n′. (26)
Proof. The definition of Vn gives
Hn(λ) =


1 if 0 ≤ λ ≤ 1
max{Fn(λ), Gn(λ)} if 1 < λ < n
0 if n ≤ λ
(27)
where for 1 ≤ λ ≤ n
Fn(λ) := P
(
binomial
(
λ
n
, n
)
≤ 1
)
=
(
1− λ
n
)n
+ λ
(
1− λ
n
)n−1
(28)
Gn(λ) := P
(
1 + binomial
(
λ− 1
n− 1 , n− 1
)
≤ 1
)
=
(
1− λ− 1
n− 1
)n−1
, (29)
so let us collect some facts about Fn(λ) and Gn(λ).
First, set x := 1− λ/n so we have n = λ/(1− x) and
logFn(λ) = log(x
n + λxn−1) =
λ log x
1− x + log
(
1 +
λ
x
)
=: g(x). (30)
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Now
(1− x)2
λ
∇g(x) = log x+ 1− x
x
− (1− x)
2
x(x+ λ)
=: u(x) (31)
and
∇u(x) = x− 1
x2(x+ λ)2
(x2 + (λ− 2)x+ λ2 − λ). (32)
Note that minx∈R(x2 + (λ − 2)x + λ2 − λ) = (3λ2 − 4)/4. Thus if λ ≥ 2/
√
3 then ∇u(x) ≤ 0 for all
0 < x ≤ 1 and so u(x) ≥ u(1) = 0. Thus ∇g(x) ≥ 0, by (31), so that logFn(λ) is increasing in n, by
(30) and from the fact that n = λ/(1− x) is increasing in x for fixed λ. Hence
Fn(λ) ≤ Fn+1(λ) for all 2/
√
3 ≤ λ < n and n ≥ 1. (33)
Second, Taylor expansion gives
logGn+1(λ) = n log
(
1− λ
n
)
= −λ−
∞∑
k=2
λk
knk−1
for
∣∣∣∣λn
∣∣∣∣ < 1 (34)
which is a non-decreasing function of n for λ ≥ 0. Thus
Gn(λ) ≤ Gn+1(λ) for all 0 ≤ λ < n and n ≥ 1. (35)
Third, considering the range of λ for which Fn(λ) ≤ Gn(λ) gives(
1− λ
n
)n
+ λ
(
1− λ
n
)n−1
≤
(
1− λ− 1
n− 1
)n−1
(36)
⇔ 1− λ
n
+ λ ≤
(
1− λ−1
n−1
1− λ
n
)n−1
=
(
n
n− 1
)n−1
(37)
⇔ λ ≤
(
n
n− 1
)n
− n
n− 1 . (38)
Applying the inequality log x ≤ x− 1 to x = n−1
n
we see that n log n−1
n
≤ −1, hence
(
n
n−1
)n
≥ e. So
for n ≥ 3 we have (
n
n− 1
)n
− n
n− 1 ≥ e−
3
2
>
2√
3
. (39)
Additionally G2(λ) − F2(λ) = (λ − 2)2/4 ≥ 0 for all λ ∈ R. In conjunction with (38) and (39) this
gives
Fn(λ) ≤ Gn(λ) for all λ < 2√
3
and n ≥ 2. (40)
Now consider the function Hn(λ). The definition of Hn(λ) gives
Hn(λ) = Hn+1(λ) = 1 for all 0 ≤ λ ≤ 1 and n ≥ 1 (41)
0 = Hn(λ) ≤ Hn+1(λ) for all n ≤ λ < n+ 1 and n ≥ 1 (42)
Hn(λ) = Hn+1(λ) = 0 for all λ ≥ n+ 1 and n ≥ 1. (43)
For all 1 < λ < 2√
3
and all n ≥ 2, (35) and (40) give
Hn(λ) = max{Fn(λ),Gn(λ)} = Gn(λ) ≤ Gn+1(λ) (44)
≤ max{Fn+1(λ),Gn+1(λ)} = Hn+1(λ). (45)
For all 2√
3
≤ λ < n and all n ≥ 2, (33) and (35) give
Hn(λ) = max{Fn(λ),Gn(λ)} (46)
≤ max{Fn+1(λ),Gn+1(λ)} = Hn+1(λ). (47)
In summary
Hn(λ) ≤ Hn+1(λ) for all λ ≥ 0 and n ≥ 1 (48)
showing that Hn(λ) is non-decreasing in n.
Finally, ∇λFn(λ) = −n−1n
(
1− λ
n
)n−1 ≤ 0 and ∇λGn(λ) ≤ 0, so Hn(λ) is non-increasing in λ.
This completes the proof.
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Theorem 1. By Lemmas 1, 3 and 4, there exist random sums T ∈ Tn, U ∈ ∪nm=1Um and V ∈ ∪nm=1Vm
such that
P(S ≤ 1) ≤ P(T ≤ 1) ≤ P(U ≤ 1) ≤ P(V ≤ 1) and ES = ET ≤ EU = EV.
Say that V ∈ Vm for some 1 ≤ m ≤ n and let λV := EV . Then λV ≥ λ =: ES as just shown, so
Lemma 5 gives
P(V ≤ 1) ≤ Hm(λV ) ≤ Hn(λ).
Now, by definition of Hn(λ), for 0 ≤ λ ≤ n we have Hn(λ) = max{Fn(λ), Gn(λ)} where Fn(λ) :=(
1 + λ− λ
n
) (
1− λ
n
)n−1
and Gn(λ) :=
(
1− λ−1
n−1
)n−1
, so that
P(S ≤ 1) ≤ max{Fn(λ), Gn(λ)} (49)
which proves (1). Furthermore, Lemma 5 gives
Hn(λ) ≤ lim
m→∞
max{Fm(λ), Gm(λ)} = max{1 + λ, e}e−λ (50)
which completes the proof.
3 Application
If we wish to bound the expectation of a random sum, then Theorem 1 can be conveniently rearranged
as follows.
Corollary 1. Suppose that S =
∑n
i=1Xi is a sum of independent random variables with P(0 ≤ Xi ≤
1) = 1 for 1 ≤ i ≤ n. Then for r = 0.841405 . . . , we have
P(S ≤ 1) ≤ e1−rES or equivalently ES ≤ 1
r
(1− log P(S ≤ 1)) . (51)
Proof. We work with the right-hand side of Theorem 1 to find the smallest a such that
max{e, 1 +m}e−m ≤ e1−m+am
for all m ≥ 0, or equivalently, such that
log(1 +m)− am ≤ 1.
For fixed a ≥ 0 the left-hand side is concave with a unique maximum at m = 1
a
− 1. Substituting this
m, we require that
a− log a ≤ 2.
Now the function a− log a is decreasing for a ≤ 1, thus we require that a ≥ a0 where a0 is the root of
a0 = e
a0−2 having a0 ≤ 1. A fixed point method yields the solution a0 = 0.158594 · · · = 1− r.
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