Abstract-We describe a system for autonomous depth perception for surveillance in real world environments. With the ever-increasing need for surveillance, human operators are facing a challenging task to track suspicious behavior while looking at a large number of videos in real-time. We present an autonomous suspicious object detection method using depth information obtained from the Microsoft Kinect sensor. The Kinect V2 sensor is capable of tracking six people at any time and provides their skeletal diagrams as output. We use this skeletal joints data to determine the hand position of people. The various hand gestures can be classified by training the system with the help of depth information generated by Kinect sensor. Our algorithm then works to detect and identify objects held in the human hand. The proposed system is compact and the complete video processing can be performed by a low-cost single board computer.
INTRODUCTION
The emergence of Microsoft Kinect for Xbox gaming system has opened new avenues for 3D perception due to its color and depth video processing capability [1] . A wide variety of 3D depth perception cameras are commercially available including Creative Labs Senz3D and ZED camera from Stereo labs. We have selected the Microsoft Kinect sensor for designing our system because of its limited distance calculation error and its highest field of view (FoV) which is 57°×47° [2] .
The Microsoft Kinect sensor system provides a skeletal image of the user(s) in its FoV as output which can be processed to perform the segmentation of the hand and gesture recognition. There have been many such previous studies using the Kinect system. Southwell et al. [3] proposed the use of Kinect sensor as human tracking method by using the extracted color information of the shirt of the tracked human. Using Kinect, real-time hand detection from full body images can be obtained in which the user's hand should be the front most body part facing the sensor. The hand region is extracted based on the centroid coordinate of hand obtained from the skeleton model using a mean shifting algorithm [4] that helps in the estimation of centers of hand portion for the hand skeleton formation. Karbasi et al. [5] obtained the 3D locations of the hands and face using the depth information generated from the Kinect system. The depth data generated from the motion of the hand is applied to a hierarchical Conditional Random Field (CRF) which helps to recognize the hand gestures from the hand motions.
In this work, we aim to expand the functionality of 3D depth perception by combining autonomous object recognition along with depth perception which could provide the ability to both identify the object and its distance from the camera by using video processing algorithms that are fast and efficient.
II. SYSTEM ARCHITECTURE
The Kinect sensor consists of an RGB color camera that can capture 1920 x 1080-pixel resolution video and a depth video with 512 x 424-pixel resolution. The depth video is continuously generated at 30 frames per second for the FoV. In our program, we capture and store one depth image for every 100 frames to minimize the memory and signal processing requirements. The depth image is segmented into various colors based on the minimum and maximum depth values. The depth image can be visualized in 3D coordinates and the point cloud. A point cloud is plotted from the Kinect sensor depth map [6] images and it is returned as an M-by-N-by-3 matrix. The function returns the point cloud units in meters. The origin of a right-handed world coordinate system is at the center of the depth camera. The developed system architecture is shown in Figure 1 . The noise in the depth image is removed using morphological operations like erosion and dilation. Small blobs in the image are removed to extract a filtered foreground image. The upper body of the human is detected using the Viola-Jones algorithm with Haar feature classifiers. The detector uses AdaBoost and constructs a rejection cascade of nodes. Each node is again a multi-tree AdaBoost classifier [7] with a low rejection rate. Hence, few regions are classified at each stage. The Distance Transform, DT, on the binary image is
Where is the foreground segmented depth image. Equation (1) transforms the image with pixel values, where the coordinate is the Euclidean distance, EDT, to nearest intensity point. The distance transform may fail due to the projected lengths of the limbs. Hence, the extended distance transform is used for a point, with reference to a point, and it is defined by the Equation (2) below, The hand states are identified from the metadata of the depth image obtained from each frame. This skeleton data is useful to get hand position, which provides the joint position of the hands. We set the Region of Interest (ROI) based on the center of coordinate and apply the background removal algorithm, which provides the hand depth image as shown in Figure 3 .
We utilized Support Vector Machine (SVM) classifier for analyzing and recognizing the different human gestures. We trained the system for 6 gestures initially using the SVM classifier, which can be used to perform multi-classification of the images, if needed.
IV. OBJECT RECOGNITION FRAMEWORK AND EXPERIMENTAL RESULTS
The object recognition plays an important role in the development of an autonomous surveillance system. We created a training database consisting of 6 different objects including sample suspicious objects. These classes of objects are categorized based on the depth data from Kinect sensor. The depth channel gives the 3D geometric information such as shape and size of the object. The different descriptor types for these objects is useful information for category recognition and testing. The 3D image-based object recognition method can be further extended with a larger database. The object in the human hand is recognized after the system is trained with the different objects. The result of the surveillance system as shown in Figure 4 . 
