Challenging the implicit reliance on document collections, this paper discusses the pros and cons of using query logs rather than document collections, as self-contained sources of data in textual information extraction. The differences are quantified as part of a large-scale study on extracting prominent attributes or quantifiable properties of classes (e.g., top speed, price and fuel consumption for CarModel) from unstructured text. In a head-to-head qualitative comparison, a lightweight extraction method produces class attributes that are 45% more accurate on average, when acquired from query logs rather than Web documents.
INTRODUCTION
To acquire useful knowledge in the form of entities and relationships among those entities, existing work in information extraction taps on a variety of textual data sources. Whether domain-specific (e.g., collections of medical articles or job announcements) or general-purpose (e.g., news corpora or the Web), textual data sources are always assumed * Contributions made during internships at Google.
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. CIKM'07, November 6-8, 2007 to be available as document collections [12] . This reliance on document collections is by no means a weakness. On the contrary, the availability of larger document collections is instrumental in the trend towards large-scale information extraction. But as extraction experiments on terabyte-sized document collections become less rare [4] , they have yet to capitalize on an alternative resource of textual information (i.e., search queries) that millions of users generate daily, as they find information through Web search. Table 1 compares document collections and query logs as potential sources of textual data for information extraction. On average, documents have textual content of higher quality, convey information directly in natural language rather than through sets of keywords, and contain more raw textual data. In contrast, queries are usually ambiguous, short, keyword-based approximations of often-underspecified user information needs. An intriguing aspect of queries is, however, their ability to indirectly capture human knowledge, precisely as they inquire about what is already known. Indeed, users formulate their queries based on the commonsense knowledge that they already possess at the time of the search. Therefore, search queries play two roles simultaneously. In addition to requesting new information, they also indirectly convey knowledge in the process. If knowledge is generally prominent or relevant, people will eventually ask about it [13] , especially as the number of users and the quantity and breadth of the available knowledge increase, as it is the case with the Web as a whole. Query logs convey knowledge through requests that may be answered by knowledge asserted in expository text of document collections. This paper is the first comparison of Web documents and Web query logs as separate, self-sufficient data sources for information extraction, through a large-scale study on extracting prominent attributes or quantifiable properties of classes (e.g., top speed, price and fuel consumption for CarModel) from unstructured text. The attributes correspond to useful
Query logs
Jupiter's diameter is far greater than that of the Earth.
In the case of the Earth, Ruhnke explained, the atmosphere completes the circuit.
On Thursday PS2.IGN.COM held a chat with Bioware, makers of MDK2 and soon MDK Armageddon for the PS2. Name a decent 3d shooter since the goodness of Panzer Dragoon, i dare you.
Matching document sentences
The ads, which tout Siebel's position relative to SAP, are standard issue in the United States.
In the other corner, we have the always formidable opponent, American Airlines (subsidiary of AMR Figure 1 : Overview of data flow during class attribute extraction from textual data sources relations among classes, which is a step beyond mining instances of a fixed target relation that is specified in advance. More importantly, class attributes have several applications. In knowledge acquisition, they represent building blocks towards the appealing, and yet elusive goal of constructing large-scale knowledge bases automatically [17] . They also constitute topics (e.g., radius, surface gravity, orbital velocity etc.) to be suggested automatically, as human contributors manually add new entries (e.g., for a newly discovered celestial body) to resources such as Wikipedia [16] . In opendomain question answering, the attributes are useful in expanding and calibrating existing answer type hierarchies [9] towards frequent information needs. In Web search, the results returned to a query that refers to a named entity (e.g., Pink Floyd) can be augmented with a compilation of specific facts, based on the set of attributes extracted in advance for the class to which the named entity belongs. Moreover, the original query can be refined into semantically-justified query suggestions, by concatenating it with one of the top extracted attributes for the corresponding class (e.g., Pink Floyd albums for Pink Floyd).
The remainder of the paper is structured as follows. Section 2 introduces a method for extracting quantifiable attributes of arbitrary classes from query logs and Web documents. The method relies on a small set of linguistically motivated extraction patterns to extract candidate attributes from sentences in documents, and from entries in query logs respectively. Section 4 is the first head-to-head comparison of the quality of information (in this case, class attributes) extracted from document collections vs. query logs. Results are described comparing attributes extracted from approximately 100 million Web documents vs. 50 million queries.
EXTRACTION OF CLASS ATTRIBUTES

Overview
The extraction method is designed to be simple, general and generic, allowing for robustness on large amounts of noisy data, the ability to operate on a wide range of opendomain target classes, and most importantly ensuring a fair, apple-to-apple comparison of results obtained from query logs vs. Web documents. As shown in Figure 1 , given a set of target classes, the extraction method identifies relevant sentences and queries, collects candidate attributes for various instances of the classes, and ranks the candidate attributes within each class.
Pre-Processing of Textual Data Sources
The linguistic processing of document collections is limited to tokenization, sentence boundary detection and partof-speech tagging. Comparatively, the queries from query logs are not pre-processed in any way. Thus, the input data source is available in the form of part-of-speech tagged document sentences with document collections, or query strings in isolation of other queries in the case of query logs.
Specification of Target Classes
Following the view that a class is a placeholder for a set of instances that share similar attributes or properties [7] , a target class (e.g., HeavenlyBody) for which attributes must be extracted is specified through a set of representative instances (e.g., Venus, Uranus, Sirius etc.). It is straightforward to obtain high-quality sets of instances that belong to a common, arbitrary class by either a) acquiring a reasonably large set of instances through bootstrapping from a small set of manually specified instances [2] ; or b) selecting instances from available lexicons, gazetteers and Web-derived lists of names; or c) acquiring the instances automatically from a large text collection (including the Web), based on the class name alone [19] ; or d) selecting prominent clusters of instances from distributionally similar phrases acquired from a large text collection [10] ; or e) simply assembling instance sets manually, from Web-based lists.
Selection of Class Attributes
For robustness and scalability, a small set of linguisticallymotivated patterns extract potential pairs of a class instance and an attribute from the textual data source. Although the patterns are the same, their matching onto text is slightly different on document sentences vs. queries.
With document sentences, each pattern is matched partially against the text, allowing other words to occur around the match. When a pattern matches a sentence, the outer boundaries of the match are checked and computed heuris- tically based on the part of speech tags. For example, one of the extraction patterns matches the sentence "Human activity has affected Earth's surface temperature during the last 130 years" via the instance Earth, producing the candidate attribute surface temperature. In contrast, although the sentence "The market share of France Telecom for local traffic was 80.9% in December 2002" matches one of the patterns via the instance France, it does not produce any attribute because the instance is part of a longer sequence of proper nouns, namely France Telecom.
With queries, patterns are matched fully, with no additional words allowed around the match and with no additional checks. Thus, the outer boundaries of the candidate attributes are approximated trivially through an extremity of the query, producing the candidate attributes size and download full version from the queries size of venus and download full version of mdk2 respectively.
With the exception of how the patterns are matched onto text (i.e., fully vs. partially), the extraction method operates identically on both documents vs. queries.
Ranking of Class Attributes
A candidate attribute selected for an instance from the input text (e.g., diameter for Jupiter from the first sentence, or atmosphere for earth from the first query in Figure 1 ) is in turn a candidate attribute of the class(es) to which the instances belong. For example, diameter and atmosphere become associated to the class C1 in Figure 1 because Jupiter and Earth are instances of that class. The score of a candidate attribute A within a class C is higher if the attribute is associated to more of the instances I of C:
Ij ∈ C}| Candidates simultaneously associated to many classes are either less useful because they are generic (e.g., history, meaning, definition), or incorrect because they are extracted from constructs that occur frequently in natural language sentences (e.g., case and position extracted from the second and sixth sentence of Figure 1 respectively ). An alternative scoring formula demotes such attributes accordingly:
The scores determine the relative ranking of candidate attributes within a class. The ranked list is passed through a filter that aims at reducing the number of attributes that are semantically close to one another, thus increasing the diversity and usefulness of the overall list of attributes for that class. For the sake of simplicity, we prefer a fast heuristic that flags attributes as potentially redundant if they have a low edit distance to, or share the same head word with, another attribute already encountered in the list. With moderate effort and added complexity, this heuristic could be combined with one of the popular semantic distance metrics based on WordNet. After discarding redundant attributes, the resulting ranked lists of attributes constitute the output of the extraction method.
EXPERIMENTAL SETTING
Textual Data Sources
Two sets of experiments acquire attributes separately from Web documents maintained by and search queries submitted to the Google search engine. The document collection (D) consists of approximately 100 million Web documents in English, as available in a Web repository snapshot in 2006. The textual portion of the documents is cleaned of html, tokenized, split into sentences and part-of-speech tagged using the TnT tagger [3] .
The collection of queries (Q) is a random sample of fullyanonymized queries in English submitted by Web users in 2006. The sample contains around 50 million unique queries. Each query is accompanied by its frequency of occurrence in the logs.
The first graph in Figure 2 shows the distribution of the queries from the random sample, according to the number of words in each query. Despite the differences in the distributions of unique (dotted line) vs. all (solid line) queries, the first graph in Figure 2 confirms that most search queries in Q are relatively short. Therefore, the amount of input data that is actually usable by the extraction method from query logs is only a fraction of the available 50 million queries, since an attribute cannot be extracted for a given class unless it occurs together with a class instance in an input query, which is a condition that is less likely to be satisfied in the case of short queries.
Class
Table 2: Target classes with examples of instances
The second graph in Figure 2 shows the distribution of the input Web documents, according to the number of words after documents were cleaned of html tags. As expected, the distribution of documents is quite different from that of queries, as illustrated by the two graphs in Figure 2 . First, the possible range of the number of words is much wider in the case of Web documents, since documents are significantly longer than queries. Consequently, the percentage of documents having any given length is quite small, regardless of the length. Second, longer documents tend to occur less frequently, throughout the entire range of the document length.
Target Classes
The target classes selected for experiments are each specified as an (incomplete) set of representative instances, details on which are given in Table 2 . The number of given instances varies from 50 (for CartoonCharacter) to 1500 (for Actor), with a median of 197 instances per class. The classes also differ with respect to the domain of interest (e.g., Health for Drug vs. Entertainment for Movie), instance capitalization (e.g., instances in BasicFood usually occur in text in lower rather than upper case), and conceptual type (e.g., abstraction for Religion vs. group for SoccerTeam vs. activity for VideoGame).
Quantitatively, the selected target classes also exhibit great variation from the point of view of their popularity within query logs, measured by the sum of the frequencies of the input queries that fully match any of the instances of each class (e.g., the queries san francisco for City, or harvard for University). As shown in Figure 3 , the corresponding frequency sums per target class vary considerably, ranging between 65,556 (for Wine) and 29,361,706 (for Company). Therefore, we choose what we feel to be a large enough number of classes (20) to properly ensure varied experimentation on several dimensions, while taking into account the time intensive nature of manual accuracy judgments often required in the evaluation of information extraction systems [2, 4] .
RESULTS
Evaluation Procedure
Multiple lists of attributes are evaluated for each class, corresponding to the combination of the use of one of the two ranking functions (frequency-based or normalized) on either Web documents (e.g., D-freq) or query logs (e.g., Q- Table 3 : Correctness labels for the manual assessment of attributes norm). To remove any undesirable psychological bias towards higher-ranked attributes during the assessment, the elements of each list to be evaluated are sorted alphabetically into a merged list. A human judge manually assigns a correctness label to each attribute of the merged list within its respective class. Similarly to methodology previously proposed to evaluate answers to Definition questions [21] , an attribute is vital if it must be present in an ideal list of attributes of the target class; okay if it provides useful but non-essential information; and wrong if it is incorrect. Thus, a correctness label is manually assigned to a total of 5,859 attributes extracted for the 20 target classes, in a process that confirms that evaluation of information extraction methods can be quite time consuming.
To compute the overall precision score over a given ranked list of extracted attributes, the correctness labels are converted to numeric values as shown in Table 3 . Precision at some rank N in the list is thus measured as the sum of the assigned values of the first N candidate attributes, divided by N .
Precision
For a formal analysis of qualitative performance, Table 4 provides a detailed picture of precision scores for each of the twenty target classes. For completeness, the scores in the table capture precision at the very top of the extracted lists of attributes (rank 5) as well as over a wider range of those lists (ranks 10 through 50).
Two conclusions can be drawn after inspecting the results. First, the quality of the results varies among classes. At the lower end, the precision for the class Wine is below 0.40 at rank 5. At the higher end, the attributes for Company are very good, with precision scores above 0.90 even at rank 20. Second, documents and queries are not equally useful in class attribute extraction. The attributes extracted from documents are better at the very top of the list (rank 5) for the class SoccerTeam and at all ranks for City. However, the large majority of the classes have higher precision scores when the attributes are extracted from queries rather than documents. The differences in quality are particularly high for classes like HeavenlyBody, CarModel, BasicFood, Flower and Mountain. To better quantify the quality gap, the last rows of Table 4 show the precision computed as an average over all classes, rather than for each class individually. Consistently over all computed ranks, the precision is about 45% better on average when using queries rather than doc- uments. This is the most important result of the paper. It shows that query logs represent a competitive resource against document collections in class attribute extraction.
As an alternative to Table 4, Table 5 illustrates the top attributes extracted from text for a few of the target classes. Documents produce more spurious items, as indicated by a more frequent presence of attributes that are deemed wrong, such as bowl for BasicFood, mg for Drug, or temple for HeavenlyBody. The highest-ranked attributes acquired from query logs are relatively more useful, particularly for the first three classes shown in Table 5 . Table 6 : Impact of extraction with normalized ranking from a fifth vs. half vs. all of the Web documents
The precision results confirm and quantify the qualitative advantage of query logs over documents, in the task of attribute extraction. However, the experiments do not take into account the fact that it is more likely for an extraction pattern to match a portion of a document rather than a query, simply because a document contains more raw text. Other things being equal, although the percentage of spurious attributes among all extracted attributes is expected to be similar when extracted from the 100 million documents vs. 50 million query logs, the absolute number of such spurious attributes is expected to be higher from documents. Although it is not really intuitive that using too many input documents could result in lower precision due to an overwhelming number of spurious attributes, additional experiments verify whether that may be the case. Table 6 compares the precision at various ranks as an average over all classes, when attributes are extracted (D-norm) from 20%, 50% or 100% of the available input Web documents. The table shows that, in fact, using fewer documents does not improve precision, which instead degrades slightly. Figure 4 provides a graphical comparison of precision from all Web documents vs. query logs, at all ranks from 1 through 50. Besides the head-to-head comparison of the two types of data sources, the graphs show the added benefit of normalized (as opposed to frequency-based) ranking, which is more ap- 
Coverage
Since the ideal, complete set of items to be extracted is usually not available, most studies on Web information extraction are forced to forgo the evaluation of recall and focus instead on measuring precision [4] . Similarly, the manual enumeration of the complete set of attributes of each target class, to measure recall, is unfeasible. As a tractable alternative to evaluating recall, the attributes extracted from documents (with D-freq or D-norm) that were manually judged as vital during the evaluation of precision are temporarily considered as a reference set for measuring the relative recall. Given this reference set of attributes and a list of attributes acquired from query logs, the evaluation of the latter consists in automatically verifying whether each attribute from query logs is an exact, case-insensitive string match of one of the attributes in the reference set. Therefore, the scores computed as an average over all target classes in Table 7 represent lower bounds on relative recall rather than actual relative recall values, since extracted attributes that are se- 
COMPARISON TO PREVIOUS WORK
In terms of scale and general goals, our work fits into a broader trend towards large-scale information extraction. Previous studies rely exclusively on large document collections, for mining pre-specified types of relations such as InstanceOf [15] , Person-AuthorOf-Invention [11] , CompanyHeadquartersIn-Location [2] or Country-CapitalOf-City [4] from text. In contrast, we explore the role of both document collections and query logs in extracting an open, rather than pre-specified type of information, namely class attributes. A related recent approach [18] pursues the goal of unrestricted relation discovery from text.
Our extracted attributes are relations among objects in the given class, and objects or values from other, "hidden" classes. Determining the type of the "hidden" argument of each attribute (e.g., Person and Location for the attributes chief executive officer and headquarters of the class Company) is beyond the scope of this paper. Nevertheless, the lists of extracted attributes have direct benefits in gauging existing methods for harvesting pre-specified semantic relations [4, 14] , towards the acquisition of relations that are of real-world interest to a wide set of Web users, e.g., towards finding mechanisms of action for Drugs and health benefits for BasicFood.
Query logs have been a natural candidate in efforts to improve the quality of information retrieval, either directly through re-ranking of retrieved documents [23, 22, 1] and query expansion [6] , or indirectly through the development of spelling correction models [8] . [13] were the first to explore query logs as a resource for acquiring explicit relations, but evaluated their approach on a very small set of target classes, without a comparison to traditional document-based methods. Such a comparative study is highly useful, if not necessary, before further explorations based on query logs.
In [5] , the acquisition of attributes and other knowledge relies on Web users who explicitly specify it by hand. In contrast, we may think of our approach as Web users implicitly giving us the same type of information, outside of any systematic attempts to collect knowledge of general use from the users.
The method proposed in [20] applies lexico-syntactic patterns to text within a small collection of Web documents. The resulting attributes are evaluated through a notion of question answerability, wherein an attribute is judged to be valid if a question can be formulated about it. More precisely, evaluation consists in users manually assessing how natural the resulting candidate attributes are, when placed in a wh-question. Comparatively, our evaluation is stricter. Indeed, many attributes, such as long term uses and users for the class Drugs, are marked as wrong in our evaluation, although they would easily pass the question answerability test (e.g., "What are the long term uses of Prilosec?") used in [20] .
CONCLUSION
Confirming our intuition that Web query logs as a whole mirror a significant amount of knowledge present within Web documents, the experimental results of this paper introduce query logs as a valuable resource in textual information extraction. Somewhat surprisingly, a robust method for extracting class attributes produces significantly better results when applied to query logs rather than Web documents, thus holding the promise of a new path in research in information extraction. Ongoing work includes a model for combining the two types of data sources while accounting for the difference in their variability, a weakly supervised method based on seeds rather than patterns, and exploration of the role of query logs in other information extraction tasks.
