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Abstract. With a view towards molecular communication systems and molecular multi-agent
systems, we propose the Chemical Baum-Welch Algorithm, a novel reaction network scheme
that learns parameters for Hidden Markov Models (HMMs). Each reaction in our scheme
changes only one molecule of one species to one molecule of another. The reverse change
is also accessible but via a different set of enzymes, in a design reminiscent of futile cycles
in biochemical pathways. We show that every fixed point of the Baum-Welch algorithm for
HMMs is a fixed point of our reaction network scheme, and every positive fixed point of our
scheme is a fixed point of the Baum-Welch algorithm. We prove that the “Expectation” step
and the “Maximization” step of our reaction network separately converge exponentially fast.
We simulate mass-action kinetics for our network on an example sequence, and show that it
learns the same parameters for the HMM as the Baum-Welch algorithm.
1 Introduction
The sophisticated behavior of living cells on short timescales is powered by biochemical reaction
networks. Onemay say that evolution has composed the symphony of the biosphere, genetic machin-
ery conducts the music, and reaction networks are the orchestra. Understanding the capabilities and
limits of this molecular orchestra is key to understanding living systems, as well as to engineering
molecular systems that are capable of sophisticated life-like behavior.
The technology of implementing abstract reaction networks with molecules is a subfield of
molecular systems engineering that has witnessed rapid advances in recent times. Several researchers
[1–8] have proposed theoretical schemes for implementing arbitrary reaction networks with DNA
oligonucleotides. There is a growing body of experimental demonstrations of such schemes [2,7,9–
11]. A stack of tools is emerging to help automate the design process. We can now compile abstract
reaction networks to a set of DNA oligonucleotides that will implement the dynamics of the network
in solution [12]. We can computationally simulate the dynamics of these oligonucleotide molecular
systems [13] to allow debugging prior to experimental implementation. In view of these rapid ad-
vances, the study of reaction networks from the point of view of their computational capabilities has
become even more urgent.
It has long been known that reaction networks can compute any computable function [14]. The
literature has several examples of reaction network schemes that have been inspired by known algo-
rithms [15–22]. Our group has previously described reaction network schemes that solve statistical
problems like maximum likelihood [23], sampling a conditional distribution and inference [24], and
learning from partial observations [25]. These schemes exploit the thermodynamic nature of the un-
derlying molecular systems that will implement these reaction networks, and can be expressed in
terms of variational ideas involving minimization of Helmholtz free energy [26–28].
In this paper, we consider situations where partial information about the environment is avail-
able to a cell in the form of a sequence of observations. For example, this might happen when an
enzyme is acting processively on a polymer, or a molecular walker [29–31] is trying to locate its
position on a grid. In situations like this, multiple observations are not independent. Such sequences
can not be summarized merely by the type of the sequence [32], i.e., the number of times various
symbols occur. Instead, the order of various observations carries information about state changes
in the process producing the sequence. The number of sequences grows exponentially with length,
and our previously proposed schemes are algorithmically inadequate. To deal with such situations
requires a pithy representation of sequences, and a way of doing inference and learning directly on
such representations. In Statistics and Machine Learning, this problem is solved byHiddenMarkov
Models (HMMs) [33].
HMMs are a widely used model in Machine Learning, powering sequence analysis applications
like speech recognition [34], handwriting recognition, and bioinformatics. They are also essential
components of communication systems as well as of intelligent agents trained by reinforcement
learning methods. In this article, we describe a reaction network scheme which implements the
Baum-Welch algorithm. The Baum-Welch algorithm is an iterative algorithm for learning HMM
parameters. Reaction networks that can do such statistical analysis on sequences are likely to be an
essential component of molecular communication systems, enabling cooperative behavior among a
population of artificial cells. Our main contributions are:
1. In Section 2, we describe what the reader needs to know about HMMs and the Baum-Welch al-
gorithm to be able to follow the subsequent constructions. No prerequisites are assumed beyond
familiarity with matrices and probability distributions.
2. In Section 3, we describe a novel reaction network scheme to learn parameters for an HMM.
3. We prove in Theorem 1 that every fixed point of the Baum-Welch algorithm is also a fixed point
of the continuous dynamics of this reaction network scheme.
4. In Theorem 2, we prove that every positive fixed point of the dynamics of our reaction network
scheme is a fixed point of the Baum-Welch algorithm.
5. In Theorem 3 and Theorem 4, we prove that subsets of our reaction network scheme which
correspond to the Expectation step and the Maximization step of the Baum-Welch algorithm
both separately converge exponentially fast.
6. In Example 1, we simulate our reaction network scheme on an input sequence and show that
the network dynamics is successfully able to learn the same parameters as the Baum-Welch
algorithm.
7. We show in Example 2 that when the baum-welch fixed point is on the boundary then our
scheme need not converge to a Baum-Welch fixed point. However, we conjecture that if there
exists a positive Baum-Welch fixed point then our scheme must always converge to a Baum-
Welch fixed point. In particular, there would be a positive Baum-Welch fixed point if the true
HMM generating the sequence has all parameters positive, and the observed sequence is long
enough.
2 Hidden Markov Models and the BaumWelch Algorithm
Fix two finite sets P and Q. A stochastic map is a |P | × |Q| matrix A = (apq)|P |×|Q| such that
apq ≥ 0 for all p ∈ P and q ∈ Q, and
∑
q∈Q apq = 1 for all p ∈ P . Intuitively, stochastic maps
represent conditional probability distributions.
AnHMM (H,V, θ, ψ, pi) consists of finite setsH (for ‘hidden’) and V (for ‘visible’), a stochas-
tic map θ from H to H called the transition matrix, a stochastic map ψ from H to V called the
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(d) Baum-Welch Algorithm
Fig. 1. Learning HMMs from sequences. (a) HMM: The hidden states H1 and H2 are not directly ob-
servable. Instead what are observed are elements V1, V2 from the set V = {V1, V2} of “visible states.” The
parameters θ11, θ12, θ21, θ22 denote the probability of transitions between the hidden states. The probabil-
ity of observing states V1, V2 depends on the parameters ψ11, ψ12, ψ21, ψ22 as indicated in the figure. (b)
The forward algorithm computes the position l + 1 likelihood αl+1,1 = αl1θ11ψ1vl+1 + αl2θ21ψ1vl+1 by
forward propagating the position l likelihoods αl1 and αl2. Here vl, vl+1 ∈ V are the observed emissions
at position l and l + 1. (c) The backward algorithm computes the position l − 1 conditional probability
βl−1,1 = θ11ψ1vlβl1 + θ12ψ2vlβl2 by propagating the position l conditional probabilities βl1 and βl2 back-
wards. (d) The Baum-Welch Algorithm is a fixed point Expectation-Maximization computation. The E step
calls the forward and backward algorithm as subroutines and, conditioned on the entire observed sequence
(v1, v2, . . . , vL) ∈ V
L, computes the probabilities γlg of being in states g ∈ H at position l and the prob-
abilities ξlgh of taking the transitions gh ∈ H
2 at position l. The M step updates the parameters θ and ψ to
maximize their likelihood given the observed sequence.
emission matrix, and an initial probability distribution pi = (pih)h∈H on H , i.e., pih ≥ 0 for all
h ∈ H and
∑
h∈H pih = 1. See Figure 1a for an example.
Suppose a length L sequence (v1, v2, . . . , vL) ∈ V
L of visible states is observed due to a hid-
den sequence (x1, x2, . . . , xL) ∈ H
L. The following questions related to an HMM are commonly
studied:
1. Likelihood: For fixed θ, ψ, compute the likelihood Pr(v1, v2, . . . , vL | θ, ψ). This problem is
solved by the forward-backward algorithm.
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2. Learning: Estimate the parameters θˆ, ψˆ which maximize the likelihood of the observed se-
quence (v1, v2, . . . , vL) ∈ V
L. This problem is solved by the Baum-Welch algorithm which
is an Expectation-Maximization (EM) algorithm. It uses the forward-backward algorithm as a
subroutine to compute the E step of EM.
3. Decoding: For fixed θ, ψ, find the sequence (hˆ1, hˆ2, . . . , hˆl, . . . , hˆL) ∈ H
L that has the highest
probability of producing the given observed sequence (v1, v2, . . . , vL). This problem is solved
by the Viterbi algorithm.
The forward algorithm (Figure 1b) takes as input an HMM (H,V, θ, ψ, pi) and a lengthL obser-
vation sequence (v1, v2, . . . , vL) ∈ V
L and outputs theL×|H | likelihoodsαlh = Pr[v1, v2, . . . , vl, xl =
h | θ, ψ] of observing symbols v1, . . . , vl and being in the hidden state h ∈ H at time l. It does so
using the following recursion.
– Initialisation: α1h = pihψhv1 for all h ∈ H ,
– Recursion: αlh =
∑
g∈H αl−1,gθghψhvl for all h ∈ H and l = 2, . . . , L.
The backward algorithm (Figure 1c) takes as input an HMM (H,V, θ, ψ, pi) and a length L
observation sequence (v1, v2, . . . , vL) ∈ V
L and outputs the L× |H | conditional probabilities
βlh = Pr[vl+1, vl+2, . . . , vL | xl = h, θ, ψ] of observing symbols vl+1, . . . , vL given that the
hidden state xl at time l has label h ∈ H .
– Initialisation: βLh = 1, for all h ∈ H ,
– Recursion: βlh =
∑
g∈H θhgψgvl+1βl+1,g for all h ∈ H and l = 1, . . . , L− 1.
The E step for the Baum-Welch algorithm takes as input an HMM (H,V, θ, ψ, pi) and a lengthL
observation sequence (v1, v2, . . . , vL). It outputs the L×H conditional probabilities γlh = Pr[xl =
h | θ, ψ, v] of being in hidden state h at time l conditioned on the observed sequence v by:
γlh =
αlhβlh∑
g∈H αlgβlg
for all h ∈ H and l = 1, 2, . . . , L − 1. It also outputs the (L − 1) × H ×H probabilities ξlgh =
Pr[xl = g, xl+1 = h | θ, ψ, v] of transitioning along the edge (g, h) at time l conditioned on the
observed sequence v by:
ξlgh =
αlgθghψhvl+1βl+1,h∑
f∈H αlfβlf
for all g, h ∈ H and l = 1, . . . , L− 1.
Remark 1. Note that the E-step uses the forward and backward algorithms as subroutines to first
compute the α and β values. Further note that we don’t need the forward and backward algorithms
to return the actual values αlh and βlh. To be precise, let αl = (αlh)h∈H ∈ R
H denote the vector of
forward likelihoods at time l. Then for the E step to work, we only need the direction of αl and not
the magnitude. This is because the numerator and denominator in the updates are both linear in αlh,
and the magnitude cancels out. Similarly, if βl = (βlh)h∈H ∈ R
H denotes the vector of backward
likelihoods at time l then theE step only cares about the direction of βl and not the magnitude. This
scale symmetry is a useful property for numerical solvers. We will also make use of this freedom
when we implement a lax forward-backward algorithm using reaction networks in the next section.
TheM step of the Baum-Welch algorithm takes as input the values γ and ξ that are output by the
E step as reconstruction of the dynamics on hidden states, and outputs new Maximum Likelihood
4
estimates of the parameters θ, ψ that best explain these values. The update rule turns out to be very
simple. For all g, h ∈ H and w ∈ V :
θgh ←
∑L−1
l=1 ξlgh∑L−1
l=1
∑
f∈H ξlgf
, ψhw ←
∑L
l=1 γlhδw,vl∑L
l=1 γlh
where δw,vl =
{
1 if w = vl
0 otherwise
is the Dirac delta function.
Remark 2. Like in Remark 1, note that the M step does not require its inputs to be the actual values
γ and ξ. There is a scaling symmetry so that we only need the directions of the vectors γ(h) =
(γlh)l=1,2,...,L ∈ R
L for all h ∈ H and ξ(g) = (ξlgh)1≤l≤L−1,h∈H ∈ R
(L−1)×H for all g ∈ H .
This gives us the freedom to implement a lax E projection without affecting the M projection, and
we will exploit this freedom when designing our reaction network.
The Baum-Welch algorithm (Figure 1d) is a fixed point EM computation that alternately runs
the E step and the M step till the updates become small enough. It is guaranteed to converge to a
fixed point (θˆ, ψˆ). However, the fixed point need not always be a global optimum.
3 Chemical Baum-Welch Algorithm
3.1 Reaction Networks
Following [25], we recall some concepts from reaction network theory [24, 35–39].
Fix a finite set S of species. An S-reaction, or simply a reaction when S is understood from
context, is a formal chemical equation∑
X∈S
yXX →
∑
X∈S
y′XX
where the numbers yX , y
′
X ∈ Z≥0 are the stoichiometric coefficients of speciesX on the reactant
side and product side respectively. A reaction network is a pair (S,R) where R is a finite set of
S-reactions. A reaction system is a triple (S,R, k) where (S,R) is a reaction network and k : R→
R>0 is called the rate function.
As is commonwhen specifying reaction networks, we will find it convenient to explicitly specify
only a set of chemical equations, leaving the set of species to be inferred by the reader.
Fix a reaction system (S,R, k). Deterministic Mass Action Kinetics describes a system of
ordinary differential equations on the concentration variables {xi(t) | i ∈ S} according to:
x˙i(t) =
∑
a→b∈R
ka→b(bi − ai)
∏
j∈S
xj(t)
aj
3.2 Baum-Welch Reaction Network
In this section we will describe a reaction networks for each part of the Baum-Welch algorithm.
Fix an HMM M = (H,V, θ, ψ, pi). Pick an arbitrary hidden state h∗ ∈ H and an arbitrary
visible state v∗ ∈ V . Picking these states h∗ ∈ H and v∗ ∈ V is merely an artifice to break
symmetry akin to selecting leaders, and our results hold independent of these choices. Also fix a
length L ∈ Z>0 of observed sequence.
5
We first work out in full detail how the forward algorithm of the Baum-Welch algorithm may be
translated into chemical reactions. Suppose a length L sequence (v1, v2, . . . , vL) ∈ V
L of visible
states is observed. Then recall that the forward algorithm uses the following recursion:
– Initialisation: α1h = pihψhv1 for all h ∈ H ,
– Recursion: αlh =
∑
g∈H αl−1,gθghψhvl for all h ∈ H and l = 2, . . . , L.
Notice this implies
– α1h × pih∗ψh∗v1 = α1h∗ × pihψhv1 for all h ∈ H \ {h
∗},
– αlh ×
(∑
g∈H αl−1,gθgh∗ψh∗vl
)
= αlh∗ ×
(∑
g∈H αl−1,gθghψhvl
)
for all h ∈ H \ {h∗} and
l = 2, . . . , L.
This prompts the use of the following reactions for the initialization step:
α1h + pih∗ + ψh∗v1 −−→ α1h∗ + pih∗ + ψh∗v1
α1h∗ + pih + ψhv1 −−→ α1h + pih + ψhv1
for all h ∈ H \ {h∗} and w ∈ V . By design α1h × pih∗ψh∗v1 = α1h∗ × pihψhv1 is the balance
equation for the pair of reactions corresponding to each h ∈ H \ {h∗}.
Similarly for the recursion step, we use the following reactions:
αlh + αl−1,g + θgh∗ + ψh∗vl −−→ αlh∗ + αl−1,g + θgh∗ + ψh∗vl
αlh∗ + αl−1,g + θgh + ψhvl −−→ αlh + αl−1,g + θgh + ψhvl
for all g ∈ H , h ∈ H \ {h∗}, l = 2, . . . , L and w ∈ V . Again by design
αlh ×

∑
g∈H
αl−1,gθgh∗ψh∗vl

 = αlh∗ ×

∑
g∈H
αl−1,gθghψhvl


is the balance equation for the set of reactions corresponding to each (h, l) ∈ H \{h∗}×{2, . . . , L}.
The above reactions depend on the observed sequence (v1, v2, . . . , vL) ∈ V
L of visible state.
And this is a problem because one would have to design different reaction networks for different
observed sequences. To solve this problem we introduce the species Elw with l = 1, . . . , L and
w ∈ V . Now with the Elw species, we use the following reactions for the forward algorithm:
α1h + pih∗ + ψh∗w + E1w −−→ α1h∗ + pih∗ + ψh∗w + E1w
α1h∗ + pih + ψhw + E1w −−→ α1h + pih + ψhw + E1w
for all h ∈ H \ {h∗} and w ∈ V .
αlh + αl−1,g + θgh∗ + ψh∗w + Elw −−→ αlh∗ + αl−1,g + θgh∗ + ψh∗w + Elw
αlh∗ + αl−1,g + θgh + ψhw + Elw −−→ αlh + αl−1,g + θgh + ψhw + Elw
for all g ∈ H , h ∈ H \{h∗}, l = 2, . . . , L andw ∈ V . TheElw species are to be initialized such that
Elw = 1 iff w = vl. So different observed sequences can now be processed by the same reaction
network, by appropriately initializing the species Elw .
The other parts of the Baum-Welch algorithm may be translated into chemical reactions us-
ing a similar logic. We call the resulting reaction network as the Baum-Welch Reaction Network
BW (M, h∗, v∗, L). It consists of four subnetworks corresponding to the four parts of the Baum-
Welch algorithm, as shown in Table 1.
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Table 1: Baum-Welch Reaction Network: The steps and reactions are
for all g, h ∈ H,w ∈ V and l = 1, . . . , L− 1. Notice there are some null
reactions of the form
∑
aiXi →
∑
aiXi. As these null reaction have no
effect on the dynamics, they can be ignored.
Baum-Welch Algorithm Baum-Welch Reaction Network
α1h = pihψhv1
α1h + pih∗ + ψh∗w + E1w −−→ α1h∗ + pih∗ + ψh∗w + E1w
α1h∗ + pih + ψhw + E1w −−→ α1h + pih + ψhw + E1w
αl+1,h =
∑
g∈H
αlgθghψhvl+1
αl+1,h + αlg + θgh∗ + ψh∗w + El+1,w −−→
αl+1,h∗ + αlg + θgh∗ + ψh∗w + El+1,w
αl+1,h∗ + αlg + θgh + ψhw + El+1,w −−→
αl+1,h + αlg + θgh + ψhw + El+1,w
βLh = 1 βlh + βl+1,g + θh∗g + ψgw + El+1,w −−→
βlh∗ + βl+1,g + θh∗g + ψgw + El+1,w
βlh∗ + βl+1,g + θhg + ψgw + El+1,w −−→
βlh + βl+1,g + θhg + ψgw + El+1,w
βlh =
∑
g∈H
θhgψgvl+1βl+1,g
γlh =
αlhβlh∑
g∈H αlgβlg
γlh + αlh∗ + βlh∗ −−→ γlh∗ + αlh∗ + βlh∗
γlh∗ + αlh + βlh −−→ γlh + αlh + βlh
ξlgh =
αlgθghψhvl+1βl+1,h∑
f∈H αlfβlf
ξlgh+αlh∗ + θh∗h∗ + βl+1,h∗ + ψh∗w + El+1,w −−→
ξlh∗h∗+αlh∗ + θh∗h∗ + βl+1,h∗ + ψh∗w + El+1,w
ξlh∗h∗+αlg + θgh + βl+1,g + ψhw + El+1,w −−→
ξlgh+αlg + θgh + βl+1,g + ψhw + El+1,w
θgh ←
∑L−1
l=1 ξlgh∑L−1
l=1
∑
f∈H ξlgf
θgh + ξlgh∗ −−→ θgh∗ + ξlgh∗
θgh∗ + ξlgh −−→ θgh + ξlgh
ψhw ←
∑L
l=1 γlhδw,vl∑L
l=1 γlh
ψhw + γlh + Elv∗ −−→ ψhv∗ + γlh + Elv∗
ψhv∗ + γlh + Elw −−→ ψhw + γlh + Elw
The Baum-Welch reaction network described above has a special structure. Every reaction is
a monomolecular transformation catalyzed by a set of species. The reverse transformation is also
present, catalyzed by a different set of species to give the network a “futile cycle” [40] structure.
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In addition, each connected component in the undirected graph representation of the network has a
topology with all transformations happening to and from a central species. This prompts the follow-
ing definitions.
αlh + αl−1,g + θih∗ + ψh∗w + Elw
k
α+
lh−−−→
αlh∗ + αl−1,g + θih∗ + ψh∗w + Elw
αlh∗ + αl−1,g + θgh + ψhw + Elw
k
α−
lh−−−→
αlh + αl−1,g + θgh + ψhw +Elw
αlh αlh∗
kαlh
kαlh = k
α+
lh = k
α−
lh
|H | × |V |
αlh∗
αlh
kαlhPetal
Flower
|H | × |V |
βlh∗
βlh
k
β
lh
|V |
ξlh∗h∗
ξlgh
k
ξ
lgh
γlh∗
γlh
k
γ
lh
L
θgh∗
θgh
kθgh
L
ψhv∗
ψhw
k
ψ
hw
Fig. 2. The Baum-Welch Reaction Network represented as an undirected graph. (a) Each reaction is a
unimolecular transformation driven by catalysts. The nodes represents the species undergoing transformation.
The edge represents a pair of reactions which drive this transformation backwards and forwards in a futile cycle.
Catalysts are omitted for clarity. (b) The network decomposes into a collection of disjoint flowers. Nodes
represent species and edges represent pairs of reactions, species α, γ have L flowers each, β, ξ have L − 1
flowers each, and species θ and ψ have |H | flowers each (not shown in figure). All reactions in the same petal
have the same specific rate constant, so the dimension of the space of permissible rate constants is equal to the
number of petals in the graph.
Definition 1 (Flowers, petals, gardens). A graph is a triple (Nodes,Edges, pi) where Nodes and
Edges are finite sets and pi is a map from Edges to unordered pairs of elements from Nodes. A flower
is a graph with a special node n∗ such that for every edge e ∈ Edges we have n∗ ∈ pi(e). A garden
is a graph which is a union of disjoint flowers. A petal is a set of all edges e which have the same
pi(e), i.e. they are incident between the same pair of nodes.
Figure 2 shows how the Baum-Welch reaction network can be represented as a garden graph, in
which species are nodes and reactions are edges.
A collection of specific rates is permissible if all reactions in a petal have the same rate. How-
ever, different petals may have different rates. We will denote the specific rate for a petal by su-
perscripting the type of the species and subscripting its indices. For example, the specific rate for
reactions in the petal for αlh would be denoted as k
α
lh. The notation for the remaining rate constants
can be read from Figure 2.
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Remark 3. The “flower” topology we have employed for the Baum-Welch reaction network is only
one among several possibilities. The important thing is to achieve connectivity between different
nodes that ought to be connected, ensuring that the ratio of the concentrations of the species de-
noted by adjacent nodes takes the value as prescribed by the Baum-Welch algorithm. Therefore,
many other connection topologies can be imagined, for example a ring topology where each node is
connected to two other nodes while maintaining the same connected components. In fact, there are
obvious disadvantages to the star topology, with a single point of failure, whereas the ring topology
appears more resilient. How network topology affects basins of attraction, rates of convergence, and
emergence of spurious equilibria in our algorithm is a compelling question beyond the scope of this
present work.
The Baum-Welch reaction network with a permissible choice of rate constants k will define a
Baum-Welch reaction system (BW (M, h∗, v∗, L), k) whose deterministic mass action kinetics
equations will perform a continuous time version of the Baum-Welch algorithm. We call this the
Chemical Baum-Welch Algorithm, and describe it in Algorithm 1.
Algorithm 1: Chemical Baum-Welch Algorithm
Input: An HMMM = (H,V, θ, ψ, pi) and an observed sequence v ∈ V L
Output: Parameters θˆ ∈ R
|H|×|H|
≥0 , ψˆ ∈ R
|H|×|V |
≥0
Initialization of concentrations at t=0:
1. For w ∈ V and l = 1, . . . , L, initialize Elw(0) such that Elw(0) =
{
1 if w = vl
0 otherwise
2. For g ∈ H , initialize βLg = β
3. For every other species, initialize its concentration arbitrarily in R>0.
Algorithm:
Run the Baum-Welch reaction system with mass action kinetics until convergence.
4 Analysis and Simulations
The Baum-Welch reaction network has number of species of each type as follows:
Type pi α β θ ψ E γ ξ
Number |H | |H |L |H |L |H |2 |H ||V | L|V | |H |L |H |2(L − 1)
The total number of species is |H | + 3|H |L + |H |2 + |H ||V | + L|V | + |H |2(L − 1) which is
O(L|H |2 + |H ||V | + L|V |). The number of reactions (ignoring the null reactions of the form∑
aiXi →
∑
aiXi) in each part is:
Forward Backward Expectation Maximization
2(|H | − 1)V+ (2|H |(|H | − 1)|V |) 2L(|H | − 1)+ 2|H |(|H | − 1)(L− 1)
2|H |(|H | − 1)(L − 1)|V | (L− 1) 2(L− 1)(|H |2 − 1) +2|H |L(|V | − 1)
so that the total number of reactions is O(|H |2L|V |).
The first theorem shows that the Chemical Baum-Welch Algorithm recovers all of the Baum-
Welch equilibria.
Theorem 1. Every fixed point of the Baum-Welch algorithm for an HMMM = (H,V, θ, ψ, pi) is a
fixed point for the corresponding Chemical Baum-Welch Algorithm with permissible rates k.
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See Appendix A.1 for proof.
We say a vector of real numbers is positive if all its components are strictly greater than 0. The
next theorem shows that positive equilibria of the Chemical Baum-Welch Algorithm are also fixed
points of the Baum-Welch algorithm.
Theorem 2. Every positive fixed point for the Chemical Baum-Welch Algorithm on a Baum-Welch
Reaction system (BW (M, h∗, v∗, L), k) with permissible rate k is a fixed point for the Baum-Welch
algorithm for the HMMM = (H,V, θ, ψ, pi).
See Appendix A.1 for proof.
The Baum-Welch algorithm is an iterative algorithm. The E step and the M step are run itera-
tively. In contrast, the Chemical Baum-Welch algorithm is a generalized EM algorithm [41] where
all the reactions are run at the same time in a single-pot reaction.
The next theorem shows that the E step consisting of the forward network, the backward net-
work, and the E network, converges exponentially fast to the correct equilibrium if the θ and ψ
species are held fixed at a positive point.
Theorem 3. For the Baum-Welch Reaction System (BW (M, h∗, v∗, L), k) with permissible rates
k, if the concentrations of θ and ψ species are held fixed at a positive point then the Forward,
Backward and Expection step reaction systems on α, β, γ and ψ species converge to equilibrium
exponentially fast.
See Appendix A.2 for proof.
The next theorem shows that if the α, β, γ, ξ species are held fixed at a positive point, then the
M step consisting of reactions modifying the θ and ψ species converges exponentially fast to the
correct equilibrium.
Theorem 4. For the Baum-Welch Reaction System (BW (M, h∗, v∗, L), k) with permissible rates
k, if the concentrations of α, β, γ and ξ species are held fixed at a positive point then the Maximiza-
tion step reaction system on θ and ψ converges to equilibrium exponentially fast.
See Appendix A.2 for proof.
The following examples demonstrate the behavior of the Chemical Baum-Welch Algorithm.
Example 1. Consider an HMM (H,V, θ, ψ, pi) with two hidden states H = {H1, H2} and two
emitted symbols V = {V1, V2} where the starting probability is pi = (0.6, 0.4), initial transition
probability is θ =
[
0.6 0.4
0.3 0.7
]
, and initial emission probability is ψ =
[
0.5 0.5
0.5 0.5
]
. Suppose we wish to
learn (θ, ψ) for the following observed sequence:
(V1, V1, V1, V2, V1, V1, V2, V2, V2, V1, V2, V2, V1, V1, V1, V1, V2, V2, V2, V1, V2, V1, V1, V2, V2). We ini-
tialize the corresponding reaction system by setting species El,vl = 1 and El,w = 0 for w 6= vl, and
run the dynamics according to deterministic mass-action kinetics. Initial conditions of all species
that are not mentioned are chosen to be nonzero, but otherwise at random.
For our numerical solution, we observe that the reaction network equilibrium point coincides with
the Baum-Welch steady state θˆ =
[
0.5071 0.4928
0.0000 1.0000
]
and ψˆ =
[
1.0000 0.0000
0.4854 0.5145
]
(See Figure 3).
The next example shows that the Chemical Baum-Welch algorithm can sometimes get stuck
at points that are not equilibria for the Baum-Welch algorithm. This is a problem especially for
very short sequences, and is probably happening because in such settings, the best model sets many
parameters to zero. When many species concentrations are set to 0, many reactions get turned off,
10
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Fig. 3. Simulation of Example 1: Both simulations are started at exactly the same initial vector. This may not
be apparent in the figure because concentration of some species change rapidly at start in the reaction network.
and the network gets stuck away from the desired equilibrium.We believe this will not happen if the
HMM generating the observed sequence has nonzero parameters, and the observed sequence is long
enough.
Example 2. Consider an HMM (H,V, θ, ψ, pi) with two hidden statesH = {H1, H2} and two emit-
ted symbols V = {V1, V2}, initial distribution pi = (0.6, 0.4) is fixed, initial transition probability
θ =
[
0.6 0.4
0.3 0.7
]
, and initial emission probability ψ =
[
0.5 0.5
0.5 0.5
]
. Suppose we wish to learn (θ, ψ) for
the sequence (V1, V2, V1, V2, V1). We again simulate the corresponding reaction network and also
perform the Baum-Welch algorithm for comparison.
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Fig. 4. Simulation of Example 2: Both simulations are started at exactly the same initial vector. This may not
be apparent in the figure because concentration of some species change rapidly at start in the reaction network.
Figure 4 shows that the reaction network equilibrium point does not coincide with the Baum-Welch
steady state. Both converge to ψˆ =
[
1.0000 0.0000
0.0000 1.0000
]
. However, the reaction network converges
to θˆ =
[
0.3489 0.6510
1.0000 0.0000
]
whereas the Baum-Welch algorithm converges to θˆ =
[
0.0000 1.0000
1.0000 0.0000
]
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which happens to be the true maximum likelihood point. Note that this does not contradict Theorem
2 because the fixed point of this system is a boundary point and not a positive fixed point.
5 Related work
In previous work, our group has shown that reaction networks can perform the Expectation Maxi-
mization (EM) algorithm for partially observed log linear statistical models [25,42]. That algorithm
also applies “out of the box” to learning HMM parameters. The problem with that algorithm is that
the size of the reaction network would become exponentially large in the length of the sequence,
so that even examples like Example 1 with an observation sequence of length 25 would become
impractical. In contrast, the scheme we have presented in this paper requires only a linear growth
with sequence length. We have obtained the savings by exploiting the graphical structure of HMMs.
This allows us to compute the likelihoods α in a “dynamic programming”manner, instead of having
to explicitly represent each path as a separate species.
Napp and Adams [20] have shown how to compute marginals on graphical models with reac-
tion networks. They exploit graphical structure by mimicking belief propagation. Hidden Markov
Models can be viewed as a special type of graphical model where there are 2L random variables
X1, X2, . . . , XL, Y1, Y2, . . . , YL with theX random variables taking values inH and the Y random
variables in V . The X random variables form a Markov chain X1 X2 . . . XL. In addition,
there are L edges from Xl to Yl for l = 1 to L denoting observations. Specialized to HMMs, the
scheme of Napp and Adams would compute the equivalent of steady state values of the γ species,
performing a version of the E step. They are able to show that true marginals are fixed points of their
scheme, which is similar to our Theorem 1. Thus their work may be viewed as the first example of
a reaction network scheme that exploits graphical structure to compute E projections. Our E step
goes further by proving correctness as well as exponential convergence. Their work also raises the
challenge of extending our scheme to all graphical models.
Poole et al. [43] have described Chemical Boltzmann Machines, which are reaction network
schemes whose dynamics reconstructs inference in Boltzmann Machines. This inference can be
viewed as a version of E projection. No scheme for learning is presented. The exact schemes pre-
sented there are exponentially large. The more realistically sized schemes are presented there with-
out proof. In comparison, our schemes are polynomially sized, provably correct if the equilibrium is
positive, and perform both inference and learning for HMMs.
Zechner et al. [11] have shown that Kalman filters can be implemented with reactions networks.
Kalman filters can be thought of as a version of Hidden Markov Models with continuous hidden
states [44]. It would be instructive to compare their scheme with ours, and note similarities and
differences. In passing from position l to position l + 1 along the sequence, our scheme repeats the
same reaction network that updates αl+1 using αl values. It is worth examining if this can be done
“in place” so that the same species can be reused, and a reaction network can be described that is
not tied to the length L of the sequence to be observed.
Recently Cherry et al. [10] have given a brilliant experimental demonstration of learning with
DNA molecules. They have empirically demonstrated a DNA molecular system that can classify
9 types of handwritten digits from the MNIST database. Their approach is based on the notion
of “winner-takes-all” circuits due to Maass [45] which was originally a proposal for how neural
networks in the brain work. Winner-take-all might also be capable of approximatingHMM learning,
at least in theory [46], and it is worth understanding precisely how such schemes relate to the kind
of scheme we have described here. It is conceivable that our scheme could be converted to winner-
take-all by getting different species in the same flower to give negative feedback to each other. This
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might well lead to sampling the most likely path, performing a decoding task similar to the Viterbi
algorithm.
6 Discussion
We have described a one-pot one-shot reaction network implementation of the Baum-Welch algo-
rithm. Firstly, this involves proposing a reaction system whose positive fixed points correspond to
equilibria of the Baum-Welch Algorithm. Secondly, this involves establishing the conditions un-
der which convergence of solutions to the equilibria can be accomplished. Further, from a practical
perspective, it is essential to obtain an implementation that does not rely on repeated iteration of a
reaction scheme but only requires to be run once.
As we observe in Remark 3, there is a whole class of reaction networks that implements the
Baum-Welch algorithm. We have proposed one such network and are aware that there are other
networks, potentially with more efficient dynamical and analytical properties than the one proposed
here. Finding and characterizing efficient reaction networks that can do complicated statistical tasks
will likely be of future concern.
We have only discussed deterministic dynamical properties of the network. However, in realistic
biological contexts one might imagine that the network is implemented by relatively few molecules
such that stochastic effects are significant. Consequently, the study of the Baum-Welch reaction
system under stochastic mass-action kinetics is likely to be of interest.
Lastly, we have mentioned the Viterbi algorithm, but have made no attempt to describe how
the maximum likelihood sequence can be recovered from our reaction network. This decoding step
is likely to be of as much interest for molecular communication systems and molecular multi-agent
systems as it is in more traditional domains of communications and multi-agent reinforcement learn-
ing. Because of the inherent stochasticity of reaction networks, there might even be opportunities
for list decoding by sampling different paths through the hidden states that have high probability
conditioned on the observations. This might give an artificial cell the ability to “imagine” different
possible realities, and act assuming one of them to be the case, leading to an intrinsic stochasticity
and unpredictability to the behavior.
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Appendix A
Appendix A.1 Comparing points of equilibria
We will now prove Theorem 1. For the sake of convenience, we first recall the statement.
Theorem 1. Every fixed point of the Baum-Welch algorithm for an HMMM = (H,V, θ, ψ, pi) is a
fixed point for the corresponding Chemical Baum-Welch Algorithm with permissible rates k.
Proof. Consider a point Φ = (α′, β′, γ′, ξ′, θ′, ψ′) with α′, β′, γ′ ∈ RL×H≥0 , ξ
′ ∈ R
(L−1)×H×H
≥0 ,
θ′ ∈ RH×H≥0 and ψ
′ ∈ RH×V≥0 . If Φ is a fixed point of Baum-Welch Algorithm then it must satisfy:
– α′1h = pihψ
′
hv1
for all h ∈ H . Then for the chemical Baum-Welch Algorithm we have
α˙1h
∣∣
Φ
= kα1h
(
α′1h∗pihψ
′
hv1
− α′1hpih∗ψ
′
h∗v1
)
= 0
for all h ∈ H \ {h∗} and α˙1h∗
∣∣
Φ
= −
∑
h 6=h∗ α˙1h
∣∣
Φ
= 0.
– α′lh =
∑
g∈H α
′
l−1,gθ
′
ghψ
′
hvl
for all h ∈ H and l = 2, . . . , L . Then for the chemical Baum-
Welch Algorithm we have
α˙lh
∣∣
Φ
= kαlh

α′lh∗∑
g∈H
α′l−1,gθ
′
ghψ
′
hvl
− α′lh
∑
g∈H
α′l−1,gθ
′
gh∗ψ
′
h∗vl

 = 0
for all h ∈ H \ {h∗} and l = 2, . . . , L and α˙lh∗
∣∣
Φ
= −
∑
h 6=h∗ α˙lh
∣∣
Φ
= 0.
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– β′lh =
∑
g∈H θ
′
hgψ
′
gvl+1
β′l+1,g for all h ∈ H and l = 1, . . . , L − 1. Then for the chemical
Baum-Welch Algorithm we have
β˙lh
∣∣
Φ
= kβlh

β′lh∗∑
g∈H
θ′h∗gψ
′
gvl+1
β′l+1,g − β
′
lh
∑
g∈H
θ′hgψ
′
gvl+1
β′l+1,g

 = 0
for all h ∈ H \ {h∗} and l = 1, 2, . . . , L− 1 and β˙lh∗
∣∣
Φ
= −
∑
h 6=h∗ β˙lh
∣∣
Φ
= 0.
– γ′l(h) =
α′lhβ
′
lh∑
g∈H
α′
lg
β′
lg
for all h ∈ H and l = 1, 2, . . . , L−1. Then for the chemical Baum-Welch
Algorithm we have
γ˙lh = k
γ
lh
(
γ′lh∗α
′
lhβ
′
lh − γ
′
lhα
′
lh∗β
′
lh∗
)
= 0
for all h ∈ H \ {h∗} and l = 1, 2, . . . , L− 1 and γ˙lh∗ = −
∑
h 6=h∗ γ˙lh = 0.
– ξ′l(g, h) =
α′lgθ
′
ghψ
′
hvl+1
β′l+1,h
∑
f∈H α
′
lf
β′
lf
for all g, h ∈ H and l = 1, . . . , L − 1. Then for the chemical
Baum-Welch Algorithm we have
ξ˙lgh
∣∣
Φ
= kξlgh
(
ξ′lh∗h∗α
′
lgθ
′
ghψ
′
hvl+1
β′l+1,h − ξ
′
lghα
′
lh∗θ
′
h∗h∗ψ
′
h∗vl+1
β′l+1,h∗
)
= 0
for all g, h ∈ H×H\{(h∗, h∗)} and l = 1, . . . , L−1 and ξ˙lh∗h∗
∣∣
Φ
= −
∑
(g,h) 6=(h∗,h∗) ξ˙lgh
∣∣
Φ
=
0.
– θ′gh =
∑L−1
l=1
ξ′l(g,h)∑L−1
l=1
∑
f∈H ξ
′
l
(g,f)
for all g, h ∈ H . Then for the chemical Baum-Welch Algorithm we
have
θ˙gh
∣∣
Φ
= kθgh

θ′gh∗
L−1∑
l=1
ξ′lgh − θ
′
gh
L−1∑
l=1
ξ′l(g, h
∗)

 = 0
for all g ∈ H and h ∈ H \ {h∗} and θ˙gh∗
∣∣
Φ
= −
∑
h 6=h∗ θ˙gh
∣∣
Φ
= 0.
– ψ′hw =
∑L
l=1
γ′l(h)δw,vl∑
L
l=1
γ′
l
(h)
for all h ∈ H and w ∈ V . Then for the chemical Baum-Welch Algo-
rithm we have
θ˙gh
∣∣
Φ
= kθgh

θ′gh∗
L−1∑
l=1
ξ′lgh − θ
′
gh
L−1∑
l=1
ξ′l(g, h
∗)

 = 0
for all h ∈ H and w ∈ V \ {v∗} and ψ˙hw∗
∣∣
Φ
= −
∑
w 6=w∗ ψ˙hw
∣∣
Φ
= 0.
So Φ is fixed point of the chemical Baum-Welch Algorithm. ⊓⊔
We will now prove Theorem 2. For the sake of convenience, we first recall the statement.
Theorem 2. Every positive fixed point for the Chemical Baum-Welch Algorithm on a Baum Welch
Reaction system (BW (M, h∗, v∗, L), k) with permissible rate k is a fixed point for the Baum-Welch
algorithm for the HMMM = (H,V, θ, ψ, pi).
Proof. Consider a positive pointΦ = (α′, β′, γ′, ξ′, θ′, ψ′)withα′, β′, γ′ ∈ RL×H>0 , ξ
′ ∈ R
(L−1)×H×H
>0 ,
θ′ ∈ RH×H>0 and ψ
′ ∈ RH×V>0 . If Φ is a fixed point for the Chemical Baum-Welch Algorithm then
we must have:
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– α˙1h
∣∣
Φ
= 0 for all h ∈ H . This implies α′1h×pih∗ψ
′
h∗v1
= α′1h∗ ×pihψ
′
hv1
for all h ∈ H \h∗.
Since Φ is positive, this implies
α′1h =
(
pihψ
′
hv1
) ∑f∈H α′1f∑
f∈H pifψ
′
fv1
for all h ∈ H
– α˙lh
∣∣
Φ
= 0 for all h ∈ H and l = 2, . . . , L. This implies α′lh ×
∑
g∈H α
′
l−1,gθ
′
gh∗ψ
′
h∗vl
=
α′lh∗ ×
∑
g∈H α
′
l−1,gθ
′
ghψ
′
hvl
for all h ∈ H \ {h∗} and l = 2, . . . , L. Since Φ is positive, this
implies
α′lh =

∑
g∈H
α′l−1,gθ
′
ghψ
′
hvl

 ∑f∈H α′lf∑
f,g∈H α
′
l−1,gθ
′
gfψ
′
fvl
for all h ∈ H and l = 2, . . . , L
– β˙lh
∣∣
Φ
= 0 for all h ∈ H and l = 1, . . . , L. This implies β′lh ×
∑
g∈H θ
′
hgψ
′
gvl+1
β′l+1,g =
β′lh∗×
∑
g∈H θ
′
h∗gψ
′
gvl+1
β′l+1,g for all h ∈ H\{h
∗} and l = 1, . . . , L−1. SinceΦ is positive,
this implies
β′lh =

∑
g∈H
θ′hgψ
′
gvl+1
β′l+1,g

 ∑f∈H β′lf∑
f,g∈H θ
′
fgψ
′
gvl+1
β′l+1,g
for all h ∈ H and l = 1, . . . , L−1
– γ˙lh
∣∣
Φ
= 0 for all h ∈ H and l = 1, . . . , L. This implies γ′l(h) × α
′
lh∗β
′
lh∗ = γ
′
l(h
∗) ×
α′lhβ
′
lh for all h ∈ H \ {h
∗} and l = 1, 2, . . . , L− 1. Since Φ is positive, this implies
γ′lh =
(
α′lhβ
′
lh∑
g∈H α
′
lgβ
′
lg
)∑
g∈H
γ′lg for all h ∈ H and l = 1, 2, . . . , L− 1
– ξ˙lgh
∣∣
Φ
= 0 for all g, h ∈ H and l = 1, . . . , L−1. This implies ξ′l(g, h)×α
′
lh∗θ
′
h∗h∗ψ
′
h∗vl+1
β′l+1,h∗ =
ξ′l(h
∗, h∗)×α′lgθ
′
ghψ
′
hvl+1
β′l+1,h for all g, h ∈ H×H \{(h
∗, h∗)} and l = 1, . . . , L−1. Since
Φ is positive, this implies
ξ′lgh =
(
α′lgθ
′
ghψ
′
hvl+1
β′l+1,h∑
e,f∈H α
′
lfθ
′
efψ
′
fvl+1
β′l+1,f
) ∑
e,f∈H
ξ′lef for all g, h ∈ H×H and l = 1, . . . , L−1
– θ˙gh
∣∣
Φ
= 0 for all g, h ∈ H . This implies θ′gh×
∑L−1
l=1 ξ
′
l(g, h
∗) = θ′gh∗×
∑L−1
l=1 ξ
′
l(g, h) for all g ∈
H and h ∈ H \ {h∗}. Since Φ is positive, this implies
θ′gh =

 ∑L−1l=1 ξ′lgh∑
f∈H
∑L−1
l=1 ξ
′
lgf

∑
f∈H
θ′gf for all g ∈ H and h ∈ H
– ψ˙hw
∣∣
Φ
= 0 for all h ∈ H and w ∈ V . This implies ψ′hw ×
∑L
l=1 γ
′
l(h)δv∗,vl = ψ
′
hv∗ ×∑L
l=1 γ
′
l(h)δw,vl for all h ∈ H and w ∈ V \ {v
∗}. Since Φ is positive, Elv = δv,vl and∑
v∈V δv,vl = 1 this implies
ψ′hw =
(∑L
l=1 γ
′
lhδw,vl∑L
l=1 γ
′
lh
)∑
v∈V
ψ′hv for all h ∈ H and w ∈ V
Because of the relaxation we get by Remark 1, the point Φ qualifies as a fixed point of the Baum-
Welch algorithm. ⊓⊔
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Appendix A.2 Rate of convergence analysis
In this section we will prove Theorem 3 and Theorem 4, but first we will state and prove two useful
lemmas.
Lemma 1. Let A be an arbitrary n× n matrix. LetW be an r × n matrix comprising of r linearly
independent left kernel vectors of A so thatWA = 0r,n, where 0i,j denotes a i × j matrix with all
entries zero. Further supposeW is in the row reduced form, that it is,
W =
(
W ′ Ir
)
where Ij denotes the j × j identity matrix andW
′ is a r × (n− r) matrix. Let A be given as
A =
(
A11 A12
A21 A22
)
,
where A11 is a (n− r)× (n− r) matrix, A12 is a (n− r)× r matrix, A21 is a r × (n− r) matrix,
and A22 is a r × r matrix.
Then the n − r eigenvalues (with multiplicity) of the matrix A11 − A12W
′ are the same as the
eigenvalues of A except for r zero eigenvalues.
Proof. Consider the n× n invertible matrix P given by
P =
(
In−r 0n−r,r
W ′ Ir
)
, P−1 =
(
In−r 0n−r,r
−W ′ Ir
)
,
with determinant det(P ) = det(P−1) = 1. We have
PAP−1 =
(
In−r 0n−r,r
W ′ Ir
)(
A11 A12
A21 A22
)(
In−r 0n−r,r
−W ′ Ir
)
=
(
A11 A12
0r,n−r 0r,r
)(
In−r 0n−r,r
−W ′ Ir
)
=
(
A11 −A12W
′ A12
0r,n−r 0r,r
)
This implies that the characteristic polynomial of A fulfils
det(A− λIn) = det(P ) det(A− λIn) det(P
−1) = det(PAP−1 − λIn)
= det
(
A11 −A12W
′ − λIn−r A12
0r,n−r 0r,r − λIr
)
= (−1)rλr det(A11 −A12W
′ − λIn−r),
and the statement follows. ⊓⊔
Now we revisit the observation that every reaction in the Baum-Welch reaction network is a
monomolecular transformation catalyzed by a set of species. For the purposes of our analysis,
each reaction can be abstracted as a monomolecular reaction with time varying rate constants. This
prompts us to consider the following monomolecular reaction system with n species X1, . . . , Xn
andm reactions
Xrj
kj(t)
−−−→ Xpj , for j = 1, . . . ,m,
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where rj 6= pj , and rj , pj ∈ {1, . . . , n}, and kj(t), j = 1, . . . ,m, are mass-action reaction
rate constants, possibly depending on time. We assume kj(t) > 0 for t ≥ 0 and let k(t) =
(k1(t), . . . , km(t)) be the vector of reaction rate constants. Furthermore, we assume there is at most
one reaction j such that (rj , pj) = (r, p) ∈ {1, . . . , n}
2 and that the reaction network is strongly
connected. The later means there is a reaction path from any speciesXi to any other speciesXi′ . (In
reaction network terms it means the network is weakly reversible and deficiency zero.)
The mass action kinetics of this reaction system is given by the ODE system
x˙i = −xi
m∑
j=1: rj=i
kj(t) +
m∑
j=1: pj=i
kj(t)xrj , i = 1, . . . , n.
Define the n× n matrix A(t) = (aii′ (t))i,i′=1,...,n by
aii(t) = −
m∑
j=1: rj=i
kj(t),
aii′ (t) = kj(t), if there is j ∈ {1, . . . ,m} such that (rj , pj) = (i
′, i).
(1)
Then the ODE system might be written as
x˙ = A(t)x. (2)
Note that the column sums of A(t) are zero, implying that
∑n
i=1 xi is conserved.
Lemma 2. Assume k(t) for t ≥ 0, converges exponentially fast towards k = (k1, . . . , km) ∈ R
m
>0
as t→∞, that is, there exists γ1 > 0 andK1 > 0 such that∥∥k(t)− k∥∥ ≤ K1e−γ1t for t ≥ 0.
Let A(t) be the matrix as defined in equation 1. And let A be the matrix obtained with k inserted for
k(t) in the matrix A(t) that is, A = limt→∞A(t).
Then solutions of ODE system x˙ = A(t)x starting at x(0) ∈ Rn≥0 converges exponentially fast
towards the equilibrium a ∈ Rn>0 of the ODE system x˙ = Ax starting at x(0) ∈ R
n
≥0, that is, there
exists γ > 0 andK > 0 such that∥∥x(t)− a∥∥ ≤ Ke−γt for t ≥ 0.
Proof. We will first rephrase the ODE system such that standard theory is applicable. Let rank of A
be n − r. LetW be as defined in Lemma 1, that is,W be an r × n matrix comprising of r linearly
independent left kernel vectors of A so that WA = 0. Here since rank of A is n − r, the rows of
W would form a basis for the left kernel of A. And as in Lemma 1, further supposeW is in the row
reduced form, that is,
W =
(
W ′ Ir
)
.
Then
x˙ = Ax (3)
is a linear dynamical system with r conservation laws (one for each row of W ). Let Wx(0) =
T ∈ Rr be the vector of conserved amounts. Let xˆ = (x1, . . . , xn−r) and x˜ = (xn−r+1, . . . , xn).
We will consider the (equivalent) dynamical system in which r variables are eliminated, expressed
through the conservation laws
T =Wx =
(
W ′ Ir
)
x, or x˜ = T −W ′xˆ.
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As in Lemma 1, let A be given as
A =
(
A11 A12
A21 A22
)
,
where A11 is a (n− r)× (n− r) matrix, A12 is a (n− r)× r matrix, A21 is a r × (n− r) matrix,
and A22 is a r × r matrix. This yields
˙ˆx =
(
A11 A12
)(xˆ
x˜
)
=
(
A11 A12
)( xˆ
T −W ′xˆ
)
= (A11 −A12W
′)xˆ +A12T
= Cxˆ+DT,
(4)
with C = A11 − A12W
′ and D = A12. We call this as the reduced ODE system. Note that this
reduced system has only n− r variables and that the conservation laws are built directly into it. This
implies that the differential equation changes if T is changed. The role of this construction is so that
we can work only with the non-zero eigenvalues of the A.
As we also haveWA(t) = 0 for all t ≥ 0, the ODE x˙ = A(t)x can also be similarly reduced to
˙ˆx = C(t)xˆ+D(t)T, (5)
with C(t) = A11(t)−A12(t)W
′ andD(t) = A12(t), where analogous to A11, we define A11(t) to
be the top-left (n− r) × (n − r) sub-matrix of A(t) and analogous to A12, we define A12(t) to be
the top-right (n− r) × r sub-matrix of A(t).
Now if a is the equilibrium of the ODE system x˙ = Ax starting at x(0), then aˆ = (a1, . . . , an−r)
is an equilibrium of the reduced ODE sytem ˙ˆx = Cxˆ+DT starting at xˆ(0) = (x1(0), . . . , xn−r(0)).
Suppose we are able to prove that solutions of reduced ODE ˙ˆx = C(t)xˆ +D(t)T starting at xˆ(0)
converges exponentially fast towards aˆ then because of the conservation laws x˜ = T −W ′xˆ, we
would also have that solutions of x˙ = A(t)x starting at x(0) converges exponentially fast towards
a. So henceforth, we will work only with the reduced ODE systems. For notational convinience, we
will drop the hats off xˆ and aˆ and simply refer to them as x and a respectively.
By subtracting and adding terms to the reduced ODE system (in equation 5), we have
x˙ = C(t)x +D(t)T
= Cx+DT + (C(t)− C)x + (D(t)−D)T.
As a is an equilibrium of the ODE system x˙ = Cx+DT , we have Ca+DT = 0.
Define y = x− a. Then
y˙ = Cx+DT + (C(t)− C)x + (D(t)−D)T
= Cy + Ca+DT + (C(t)− C)x + (D(t)−D)T
= Cy + (C(t) − C)x(t) + (D(t)−D)T
= Cy + E(t)
where it is used that Ca+DT = 0, and E(t) = (C(t) − C)x(t) + (D(t)−D)T .
The solution to the above ODE system is known to be
y(t) = eCty(0) +
∫ t
0
eC(t−s)E(s) ds. (6)
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We have, using (6) and the triangle inequality,
∥∥y(t)∥∥ ≤∥∥∥eCty(0)∥∥∥+ ∫ t
0
∥∥∥eC(t−s)∥∥∥∥∥E(s)∥∥ ds.
Now A as defined (see equation 1 with k inserted for k(t)) would form a Laplacian matrix over
a strongly connected graph and so it follows that all the eigenvalues of A are either zero or have
negative real part. And using C = A11 − A12W
′ and Lemma 1 it follows that all eigenvalues of C
have negative real part. Hence it follows that∥∥∥eCt∥∥∥ ≤ K2e−γ2t,
where 0 < γ2 < −ℜ(λ1) andK2 > 0. Here λ1 is the eigenvalue of C with the largest real part.
The matrices C(t) and D(t) are linear in k(t). And as k(t) converges exponentially fast to-
wards k, it follows that the matrices C(t) and D(t) converge exponentially fast towards C and D
respectively. Hence it follows that∥∥E(t)∥∥ =∥∥(C(t) − C)x(t) + (D(t)−D)T∥∥
≤
∥∥(C(t) − C)∥∥∥∥x(t)∥∥+∥∥(D(t)−D)∥∥‖T ‖
≤ K3e
−γ3t +K4e
−γ4t
≤ K5e
−γ5t
where
–
∥∥(C0(t)− C)∥∥∥∥x(t)∥∥ ≤ K3e−γ3t for some K3, γ3 > 0 as C(t) converges exponentially fast
towards C and x(t) is bounded (as in the original ODE
∑n
i=1 xi is conserved), and
–
∥∥(D0(t)−D)∥∥‖T ‖ ≤ K4e−γ4t for some K4, γ4 > 0 as D(t) converges exponentially fast
towardsD, and
– K5 =
1
2 max(K3,K4) and γ5 = min(γ3, γ4).
Collecting all terms we have for all t ≥ 0,
∥∥y(t)∥∥ ≤∥∥y(0)∥∥K2e−γ2t +
∫ t
0
K2e
−γ2(t−s) ×K5e
−γ5sds
≤ K0e
−γ0t +K0
∫ t
0
e−γ0tds
= K0e
−γ0t(1 + t)
≤ Ke−γt
by choosing K0 = max
(
K2K5,
∥∥y(0)∥∥K2) and γ0 = min(γ1, γ2). In the last line γ is chosen
such that 0 < γ < γ0 andK is sufficiently large. Since y(t) = x(t) − a we have,∥∥x(t) − a∥∥ ≤ Ke−γt,
as required.
⊓⊔
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We will now prove Theorem 3. For the sake of convenience, we first recall the statement.
Theorem 3. For the BaumWelch Reaction System (BW (M, h∗, v∗, L), k) with permissible rates k,
if the concentrations of θ and ψ species are held fixed at a positive point then the Forward, Backward
and Expection step reaction systems on α, β, γ and ψ species converge to equilibrium exponentially
fast.
Proof. It follows by repeated use of Lemma 2. For l = 1 the forward reaction network can be
interpretated as the following molecular reactions:
α1h
pih∗ψh∗wE1w−−−−−−−−→ α1h∗
α1h∗
pihψhwE1w
−−−−−−−→ α1h
for all h ∈ H \ {h∗} and w ∈ V , as they are dynamically equivalent. Here the effective rate
constants (pih∗ψh∗wE1w or pihψhwE1w) are independent of time and so the conditions of Lemma 2
are fulfilled. Thus this portion of the reaction network converges exponentially fast.
The rest of the forward reaction network can be similarly interpretated as the followingmolecular
reactions:
αlh
αl−1,gθgh∗ψh∗wElw
−−−−−−−−−−−−−→ αlh∗
αlh∗
αl−1,gθghψhwElw
−−−−−−−−−−−→ αlh
for all g ∈ H , h ∈ H \ {h∗}, l = 2, . . . , L and w ∈ V . For layers l = 2, . . . , L of the forward reac-
tion networkwe observe that the effective rate constants (αl−1,gθgh∗ψh∗wElw orαl−1,gθghψhwElw)
for layer l depend on time only through αl−1,g . If we suppose that the concentration of αl−1,g con-
verges exponentially fast, then we can use Lemma 2 to conclude that the concentration of αlh also
converges exponentially fast. Thus using Lemma 2 inductively layer by layer we conclude that
forward reaction network converges exponentially fast. The backward reaction network converges
exponentially fast, similarly.
For the expectation reaction network it likewise follows by induction. But here, notice if we
interpreted the expectation network similarly into molecular reactions, the effective rate constants
would depend on time through the products such as αlhβlh or αlhβl+1,h. So to apply Lemma 2 we
need the following: If αl(t) and βl(t) converge exponentially fast towards al and bl then the product
αl(t)βl(t) converges exponentially fast towards albl as∥∥αl(t)βl(t)− albl∥∥ =∥∥(αl(t)− al)(βl(t)− bl) + al(βl(t)− bl) + bl(αl(t)− al)∥∥
≤
∥∥αl(t)− al∥∥∥∥βl(t)− bl∥∥+K∥∥βl(t)− bl∥∥+K∥∥αl(t)− al∥∥ ,
where K is some suitably large constant. We can further observe that αl(t)βl(t) converges expo-
nentially fast towards albl at rate γ = min(γa, γb), where γa and γb, respectively, are the expo-
nential convergence rates of αl(t) and βl(t). A similar argument goes for the products of the form
αl(t)βl+1(t). And thus the expectation reaction network, also converges exponentially fast. ⊓⊔
We will now prove Theorem 4. For the sake of convenience, we first recall the statement.
Theorem 4. For the BaumWelch Reaction System (BW (M, h∗, v∗, L), k) with permissible rates k,
if the concentrations of α, β, γ and ξ species are held fixed at a positive point then the Maximization
step reaction system on θ and ψ converges to equilibrium exponentially fast.
Proof. Exponential convergence of the maximisation network follows by a similar layer by layer
inductive use of Lemma 2. ⊓⊔
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