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Abstract
Quarks are never observed in isolation. This phenomenon called quark confinement is one of the
non-perturbative effects in QCD. In the dual superconductivity picture as one of the possible
scenarios of quark confinement, magnetic monopoles are considered as the dominant degrees
of freedom responsible for quark confinement. In the non-Abelian gauge theories, however,
the definition of magnetic monopoles is nontrivial. A way to define magnetic monopoles is
the so-called field decomposition, where the gauge field is decomposed into two parts. In this
thesis, we extend the field decomposition obtained so far for SU(N) to an arbitrary connected
compact Lie group. In addition, we relate Wilson loops in higher representations to the variable
of the field decomposition, while in the previous studies only the fundamental representation
is considered. By using the operator appeared in the relation, we can avoid a known problem
that the naively extracted monopole contribution cannot reproduce the string tension between
color sources in higher representations. We perform the numerical simulations to confirm this
claim. We also suggest a way to avoid another problem that the naively extracted monopole
contribution to double-winding Wilson loops cannot reproduce the difference-of-areas behavior
in the SU(2) gauge theory.
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1. Introduction
It is known that there are four fundamental interactions. All of them except the gravitational
interaction, i.e., the electromagnetic, weak and strong interaction, are described by quantum
field theory. Quantum field theory is, as the name suggests, quantum version of classical
field theory such as classical electromagnetism. In this framework, creation and annihilation of
particles can be described. This is needed to describe a quantum relativistic process because
mass-energy equivalence allows for the creation of particle-antiparticle pairs. An important
feature of the fundamental interactions is that they satisfy the gauge principle. Accord-
ing to this principle, an interaction term is obtained by localizing the global symmetry of a
Lagrangian. This is achieved by introducing a gauge field. For example, in the quantum
electrodynamics, the global U(1) symmetry of the free Dirac Lagrangian is localized by in-
troducing the electromagnetic four potential with appropriate kinetic and interaction terms.
Such a local symmetry is called a gauge symmetry and a theory with a gauge symmetry is
called a gauge theory. The weak and electromagnetic interaction are unified and described
by a gauge theory with SU(2)×U(1) local symmetry, the Weinberg-Salam theory. The strong
interaction is described by a theory with SU(3) local symmetry, quantum chromodynamics
(QCD). A gauge theory with non-Abelian gauge symmetry is significantly different from U(1)
gauge theory because of the self-interaction term of the gauge field. Especially, in QCD, various
important features cannot be described by treating the interaction term as perturbation.
Strong interaction is the origin of strong nuclear force, which binds nucleons together.
Hadrons including nucleons consist of more fundamental particles called quarks. They are
spin-1/2 particles and thus fermions. They have several flavor quantum numbers including
isospin and strangeness. Because of Pauli exclusion principle, a state of a hadron has to be
antisymmetric under the exchange of valence quarks. However, there are hadrons that are
symmetric under the exchange of spin, flavor and position variables of valence quarks and
therefore an additional quantum number is needed. Color charge is such a quantum number
of quarks. A color charge can take one of three values. The gauge symmetry of QCD is SU(3)
symmetry corresponding to the transformation that mixes states with different color charges.
Color charged particles have not been observed in isolation. This phenomenon is called
confinement. While QCD should explain this phenomenon, perturbative calculation in QCD
cannot explain this. Therefore confinement is considered to be a non-perturbative effect and
we need some non-perturbative method for calculation of quantum field theory. One of possible
non-perturbative calculations is numerical simulations of lattice gauge theory, which is a
gauge invariant framework of gauge theory on a discretized spacetime. The simulations of
lattice gauge theory show that the force between the static quark and the static antiquark is
independent of the distance between them when the distance is sufficiently large [1,2]. If this is
satisfied, the potential energy linearly increases as the quark and the antiquark are separated,
and therefore we cannot isolate them, which means quarks are confined. However, we do not
understand how and why quarks confine from the numerical simulation.
The dual superconductor picture is one of the most promising scenarios for quark
confinement [3–5]. According to this picture, magnetic monopoles causing the dual super-
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conductivity are regarded as the dominant degrees of freedom responsible for confinement.
However, it is not so easy to verify this hypothesis. Indeed, even the definition of magnetic
monopoles in non-Abelian gauge theory is not obvious. If magnetic charges are naively defined
as the electromagnetic dual of electric ones, one needs to introduce singularities to obtain non-
vanishing magnetic charges. For such configuration, however, the energy becomes divergent.
The most frequently used prescription avoiding this issue in defining monopoles is the
Abelian projection, which is proposed by ’t Hooft [6]. In this method, the “diagonal compo-
nent” of the Yang-Mills gauge field is identified with the Abelian gauge field and a monopole is
defined as the Dirac monopole. The energy density of this monopole can be finite everywhere
because the contribution from the singularity of a Dirac monopole can be canceled by that of
the off-diagonal components of the gauge field. In this method, however, one needs to fix the
gauge because otherwise the “diagonal component” is meaningless.
There is another way to define monopoles, which does not rely on the gauge fixing. This
method, called the field decomposition, has been firstly introduced by Cho [7–9] and Duan
& Ge [10], and then developed by Shabanov [11, 12] and Chiba University group [13–15].
Cho considered a SU(2) and SU(3) gauge theory with an additional symmetry where the
magnetic charge is defined as a topological charge. The theory can be considered as some
restriction of the original gauge theory because the dynamical degrees of freedom of the gauge
field is reduced [7,8]. Then the reactivation of the full dynamical degrees of freedom has been
attempted [9], but the obtained theory has had additional degrees of freedom. Shabanov has
reduced this additional degrees of freedom by imposing a condition, and realized the concept
proposed by Cho as change of field variables in the original gauge theory [11, 12]. In the
appropriate choice of the condition, the obtained definition of magnetic charge is equivalent
to that in the Abelian projection. At the same time, the generalization to SU(N) has been
discussed. The gauge invariant formulation of the Abelian projection for SU(N) has been
proposed also by Suganuma and Ichie [16–18]. Faddeev and Niemi have considered a similar
change of field variables concerning a low energy effective theory of the SU(N) Yang-Mills
theory, which has a knot-like soliton [19–21].
In the field decomposition method, as the name suggests, the gauge field is decomposed into
two parts. A part called the restricted field transforms under a gauge transformation just
like the original gauge field, while the other part called the remaining field transforms like
an adjoint matter. The key ingredient in this decomposition is a set of Lie-algebra valued
fields with unit length, which we call the color fields. The color fields are introduced as a
functional of the gauge field. The decomposition is constructed in such a way that the field
strength of the restricted field belongs to the Lie subalgebra spanned by the color fields. Then
monopoles can be defined by using the Lie algebra component of the restricted field strength
in the direction of the color field just like the Abelian field strength in the Abelian projection.
The definition of monopoles in this method is equivalent to that in the Abelian projection. By
this construction, the gauge invariance is manifestly maintained differently from the Abelian
projection. See e.g. [22] for a review.
While the main advantage of the field decomposition is its gauge covariance, another ad-
vantage is that, through a version of the non-Abelian Stokes theorem (NAST) invented
originally by Diakonov and Petrov [23] and extended in a unified way in [24–30], the restricted
field naturally appear in the surface-integral representation of the Wilson loop. By virtue of
this method, we understand how monopoles contribute to the Wilson loop at least classically.
It can be numerically examined whether or not these monopoles actually reproduce the
expected infrared behavior of the original Wilson loop average, even if it is impossible to do so
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analytically. For quarks in the fundamental representation, indeed, such numerical simulations
were already performed within the Abelian projection using the maximal Abelian (MA)
gauge in SU(2) and SU(3) Yang-Mills theories on the lattice [31–34]. Then it was confirmed
that (i) the diagonal part extracted from the original gauge field in the MA gauge reproduces
the full string tension calculated from the original Wilson loop average [31,34], which is called
the Abelian dominance, and that (ii) the monopole part extracted from the diagonal part
of the gauge field by applying the Tousaint-DeGrand procedure [35] mostly reproduces the full
string tension [33,34], which is called the monopole dominance.
In this thesis, we extend the field decomposition method in several directions and suggest
some prescriptions to avoid several problems appeared in the naive Abelian projection or in
the field decomposition method.
Previously, the field decomposition is only applied to SU(N) gauge theories. It can be
useful to extend the field decomposition to other gauge groups. Especially, the extension to
G2, which is the simplest Lie group with trivial center, is important because the center vortex
picture of confinement relies strongly on the center of the gauge group. Also in the G2 gauge
theory, the linear potential is observed [36–38]. This fact suggests that the mechanism of
quark confinement does not rely on the gauge group. In Chap. 3, we confirm that magnetic
monopoles can be defined in gauge theories with an arbitrary connected compact gauge group
by using the field decomposition. Furthermore, we obtain the expression of Wilson loops in an
arbitrary representation using the restricted field through the NAST.
As we mentioned above, the monopole contribution extracted by using Abelian projection
or the field decomposition reproduces the string tension between quarks in the fundamental
representation. However, we cannot deny the possibility that this agreement is accidental.
Therefore it is important to check whether the monopole contribution reproduce the low energy
behavior of the other operators. Actually, it is known that if we apply the Abelian projection or
the field decomposition naively to Wilson loops in higher representations, the monopole
contribution does not reproduce the correct behavior. In Chap. 4, we suggest a method to avoid
this problem and give some numerical results that confirm that the method works well. In this
method we use the operator appeared in the expression of Wilson loops using the restricted
field, which is mentioned above.
It is also known that in the SU(2) Yang-Mills theory, the naively defined monopole contri-
bution does not reproduce the behavior of double-winding Wilson loops, which are Wilson
loops on contours that wind once around a loop C1 and once around another loop C2, where
C1 and C2 are coplanar loops sharing one point, and where C2 lies entirely on the minimal
area of C1. In SU(2) Yang-Mills theory, the average of double-winding Wilson loops decrease
exponentially with the difference of the minimal areas of C1 and C2 [39]. However, the aver-
age of naive Abelian Wilson loops on double-winding contours does not behave in the same
way [39]. In Chap. 5, in order to extend the argument to more general cases, we consider
multiple-winding Wilson loops in SU(N) Yang-Mills theory and determine the behavior of the
average of the operators under some assumptions. In addition, we propose an operator that
reproduces the behavior of the double-winding Wilson loop and can be used to extract the
monopole contribution.
This thesis is based on my papers [29,30,40,41] that have been partly done in collaboration
with K.-I. Kondo, A. Shibata and S. Kato.
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2. Confinement and the dual superconductivity
picture
It is known that the strong interaction is described by a non-Abelian gauge theory. How-
ever, the origins of some important features are not known due to a lack of analytical non-
perturbative method. In this thesis, we focus on confinement, which is one of the non-
perturbative effects in non-Abelian gauge theories.
In this chapter, we introduce some known features of confinement. First, we explain the
criterion of confinement of quarks known as the area law for the Wilson loop average, which
is proposed by Wilson [42]. Second, we discuss the non-triviality of the definition of magnetic
monopoles in non-Abelian gauge theory. Finally we review the Abelian projection [6],
which is a frequently used way to define magnetic monopoles in non-Abelian gauge theory.
2.1. Criterion of confinement
The only known gauge-invariant way to check if confinement occurs is to calculate the static
quark-antiquark potential V (L). Quarks cannot be isolated if the potential increases with
the separation of the quark and the antiquark and then reaches the energy that is enough to
create a new quark-antiquark pair. It is known that the potential linearly increases with the
separation before the pair production occurs. The quark-antiquark potential V (L) is related
to the vacuum expectation value of the Wilson loop W [CL,T ] for the rectangular loop with the
width L and the length T as [42,43]
V (L) = − lim
T→∞
1
T
log 〈W [CL,T ]〉 . (2.1)
This is shown as follows [43].
We consider the non-Abelian gauge theory whose gauge group is a connected compact Lie
group G with a Euclidean action
Sg = SYM + Sm,
SYM :=
∫
d4x
1
4
〈Fµν ,Fµν〉 =
∫
d4x
1
4
FAµνF
A
µν
Fµν = ∂µAν − ∂νAµ − igYM [Aµ,Aν ], Aµ ∈ g := Lie(G), (2.2)
where Sm is an action of matter fields coupled with the gauge field. The symbol 〈, 〉 denotes
the inner product on the Lie algebra g1. The action SYM of the gauge field is invariant under
a gauge transformation of Aµ(x) corresponding to a G-valued field g(x),
Aµ(x)→ g(x)Aµ(x)g−1(x) + ig−1YMg(x)dg−1(x). (2.3)
We regard Sm as invariant under a gauge transformation of Aµ(x) and the matter fields.
1 The inner product is defined as 〈X,Y 〉 = κ tr(ad(X) ad(Y )) for some real number κ. For example, if
G = SU(N), it is usually defined as 〈X,Y 〉 := 2 tr(XY ) = tr(ad(X) ad(Y ))/N .
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Figure 2.1.: The definition of Cs for the open contour (left panel) and the closed one (right
panel).
A Wilson loop operator is defined as follows. Let C be a contour in the spacetime parametrized
by s ∈ [0, 1], γ(s) be a point on C, and Cs be a contour connecting γ(0) to γ(s) along C, and
thus C1 = C. See Fig. 2.1. The parallel transporter U [Cs] ∈ G along the contour Cs is defined
as the solution of the differential equation
d
ds
U [Cs] = igYMAµ
dγµ
ds
U [Cs], U [C0] = 1. (2.4)
This gauge-transforms as
U [Cs]→ g(γ(s))U [Cs]g−1(γ(0)). (2.5)
Now we set C to be a closed contour, i.e., γ(0) = γ(1). The Wilson loop for C in a represen-
tation ρ is defined as
Wρ[C] =
1
trρ 1
trρ U [C1], (2.6)
where trρ is the trace in the representation space of ρ. Because of the gauge transformation
property of U [Cs], Eq. (2.5), Wρ[C] is gauge invariant.
To relate the Wilson loop average and the static quark-antiquark potential, we introduce the
Euclidean Dirac fermion with a large mass in a finite-dimensional representation ρ. Because
G is a compact Lie group, ρ can be assumed to be unitary without loss of generality. The
euclidean action of the Dirac fermion coupled with the gauge field is written as
SHQ =
∫
d4xψ†(Dτ − iαiDi +Mβ)ψ, (2.7)
where τ is the Euclidean time, Dτ := ∂τ − igYMρ(Aτ ), Dj := ∂j − igYMρ(Aj), αi := γ0γi and
β := γ0. A gauge transformation of ψ is given as ψ → ρ(g(x))ψ, g(x) ∈ G. In order to obtain
the large M expansion, we perform a Foldy-Wouthuysen transformation from ψ to ψ′ and
obtain
SHQ =
∫
d4xψ′†
(
Dτ +Mβ − β
2M
12 ⊗ σiBi + β
M
DiDi +O
(
1
M2
))
ψ′, (2.8)
where σi are Pauli matrices, 12 is the identity matrix of size 2 and Bi := εijkFjk/2. The
transformation is unitary and hence does not affect the measure of the path integral. By
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Figure 2.2.: The definition of the creation operator F †(x, y).
introducing the quark field χ(x) and the antiquark field φ(x) as
ψ(x) =
(
χ(x)
σ2φ†(x)
)
, (2.9)
the formal large M limit of the action is given as
SHQ '
∫
d4x (χ†(Dτ +M)χ+ φ†(D¯τ +M)φ), (2.10)
where D¯τ := ∂τ + igYMρ(Aτ )
∗. The creation operator of the particle at x and the anti-particle
at y is defined as
F †αβ(x, y) := χ
†a
α (x)ρ(U [Cxy])
abφ†bβ (y), (2.11)
where Cxy is the contour connecting y to x along the straight line, and α and β are spinor
indices that run from 1 to 2. See, Fig. 2.2. This is gauge invariant because, under the gauge
transformation,
χ†a → ρ(g)∗abχ†b, φ†a → ρ(g)abφ†b, ρ(U [Cxy])ab → ρ(g)acρ(U [Cxy])cdρ(g)†db. (2.12)
The parallel transporter along Cxy satisfies
ρ(U [Cxy])
† = ρ(U [Cxy]−1) = ρ(U [Cyx]), (2.13)
and therefore the annihilation operator can be written as
Fαβ(x, y) = φ
c
β(y)ρ(U [Cyx])
cdχdα(x). (2.14)
The static quark-antiquark potential Vρ(L) with the separation L is obtained as an eigenvalue
of the Hamiltonian Hg+HQ of the theory with the action Sg + SHQ. Here the eigenvalues and
eigenstates depend on the separation L because the quark and antiquark are at rest in the
large M limit. The state F †αβ(x,y) |Ω〉 overlaps only with the eigenstates with the separation
L = |x− y|, where |Ω〉 denotes the ground state. Then the potential Vρ(L) is obtained as the
lowest eigenvalue with L, and thus
〈Ω|Fα′β′(x′,y′)e−Hg+HQTF †αβ(x,y) |Ω〉
=
∑
n
〈Ω|Fα′β′(x′,y′) |n〉 〈n|F †αβ(x,y) |Ω〉 e−EnT
' δ(3)(x− x′)δ(3)(y − y′)Cαβα′β′(x,y)e−(Vρ(L)−2M)T (2.15)
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Figure 2.3.: The definition of the contour Cr.
for large T , where, En are the eigenvalues of Hg+HQ corresponding to the eigenstates |n〉, and
|x− y| = L. Here the contribution from the rest mass is subtracted from the total energy to
obtain the potential. The delta functions in the right hand side is expected from the fact that
the positions of the quark and antiquark are frozen in large M limit. The contribution of the
exited energy states decreases exponentially with T . Using path integral, the left hand side is
written as
1
Z
∫
Dµe−Sg−SHQFα′β′(x′, y′)F
†
αβ(x, y),
Z :=
∫
Dµe−Sg−SHQ , (2.16)
where Dµ is the product of the path integral measures of A , φ, χ and the matter fields,
x = (x, 0), y = (y, 0), x′ = (x′, T ) and y′ = (y′, T ). The propagator Gχ(x, x′) for χ obeys
(∂τ − igYMρ(Aτ ) +M)Gχ(x, x′) = δ(τ − τ ′)δ(3)(x− x′), (2.17)
and is therefore given by
Gχ(x, x′) = e−M(τ−τ
′)θ(τ − τ ′)δ(3)(x− x′)ρ(U [C(x,τ)(x,τ ′)]), (2.18)
The propagator Gφ(x, x′) for φ is obtained in the same way as
Gφ(x, x′) = e−M(τ−τ
′)θ(τ − τ ′)δ(3)(x− x′)ρ(U [C(x,τ)(x,τ ′)])∗, (2.19)
The functional determinant of Dτ +M becomes constant in the large M limit, and hence can
be set to be unity. Thus, by integrating χ and φ, we obtain
1
Z
∫
Dµe−Sg−SHQFα′β′(x′, y′)F
†
αβ(x, y)
= δα′αδβ′βδ
(3)(x− x′)δ(3)(y − y′)e−2MT 1
Zg
∫
Dµ˜ e−Sg
× ρ(U [C(y,T )(x,T )])cdρ(U [Cxy])abρ(U [C(x,T )x])daρ(U [C(y,T )y])∗cb,
= δα′αδβ′βδ
(3)(x− x′)δ(3)(y − y′)e−2MT trρ 1 1
Zg
∫
Dµ˜ e−SgWρ[CL,T ], (2.20)
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where Dµ˜ is the product of path integral measures of A and the matter fields, CL,T is the
rectangular contour whose vertices are x, (x, T ), y and (y, T ). See Fig. 2.3. By comparing
Eqs. (2.15) and (2.20), we obtain
〈Wρ[CL,T ]〉g ' c(L)e−Vρ(L)T , (2.21)
where c(L) represents the overlap between the state F †αβ(x,y) |Ω〉 and the ground state in the
presence of static quark-antiquark pair with the separation L. Thus we obtain Eq. (2.1). If
the potential linearly increases for large distance
Vρ(L) ' σρL (2.22)
then the Wilson loop average behaves as
〈Wρ[CL,T ]〉g ' c(L)e−σρLT , (2.23)
Because LT is the minimal area of CL,T , we can say that the Wilson loop average decreases
exponentially with the minimal area of the contour. Thus this behavior is called the area
law. The coefficient σρ of the linear term of the potential is called the string tension.
2.2. Definition of magnetic monopoles
In the dual superconductivity picture, magnetic monopoles are considered as degrees of freedom
that contribute to confinement dominantly. However, the definition of magnetic monopoles in
non-Abelian gauge theories is not clear. In this section, we give an overview of the non-triviality
of the definition of magnetic charges.
In a non-Abelian gauge theory, the definition of conserved charges associated with gauge
group is not unclear. This is because the Noether charge associated with the global gauge
transformation is not gauge invariant or covariant. We consider the non-Abelian gauge theory
with the Minkowski Lagrangian density
Lg = LYM + Lm,
LYM := −1
4
FAµνF
µνA
Fµν = ∂µAν − ∂νAµ − igYM [Aµ,Aν ], Aµ ∈ g := Lie(G), (2.24)
where Lm is an gauge-invariant Lagrangian density of matter fields. Now we derive the Noether
currents associated with the infinitesimal global gauge transformation. Let ΦI(x) be a matter
field in Lm which transforms according to a representation ρI , where the index I ranges over the
types of matter fields. The infinitesimal global gauge transformation of the fields corresponding
to an arbitrary element Y of g is
δYA
A
µ (x) = −εgYMfABCY BA Cµ (x),
δY Φ
a
I (x) = iεgYMρI(Y )
abΦbI(x), (2.25)
where fABC is the structure constant of g and TA is the generators. Then the Noether current
JνA is written as
JνA =
∂Lg
∂(∂νA Bµ )
gYMf
BCAA Cµ +
∂Lg
∂(∂νΦaI )
igYMρI(T
A)abΦbI , (2.26)
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where TA (A = 1, . . . ,dimG) are generators of G. The simpler expression of JµA is obtained
using the global and local gauge invariance of Lm. Because Lm is invariant under the trans-
formation (2.25), we obtain
∂Lm
∂A Bµ
gYMf
BCAA Cµ +
∂Lm
∂(∂νA Bµ )
gYMf
BCA∂νA
C
µ +
∂Lm
∂ΦaI
igYMρI(T
A)abΦbI
+
∂Lm
∂(∂νΦaI )
igYMρI(T
A)ab∂νΦ
b
I = 0. (2.27)
The infinitesimal local gauge transformation of the fields corresponding to an arbitrary g-valued
field X(x) is
δXA
A
µ (x) = −εgYMfABCXB(x)A Cµ (x) + ∂µXA(x),
δXΦ
a
I (x) = iεgYMρI(X(x))
abΦbI(x). (2.28)
From the invariance of Lm under this transformation and Eq. (2.27), it follows that
∂Lm
∂A Aµ
∂µX
A +
∂Lm
∂(∂νA Aµ )
(gYMf
ACB∂νX
BA Cµ + ∂ν∂µX
A) +
∂Lm
∂(∂νΦaI )
igYMρI(∂νX)
abΦbI = 0.
(2.29)
By substituting XB = xνδAB, we obtain
∂Lm
∂A Aν
+
∂Lm
∂(∂νA Bµ )
gYMf
BCAA Cµ +
∂Lm
∂(∂νΦaI )
igYMρI(T
A)abΦbI = 0. (2.30)
By substituting this into Eq. (2.26) we obtain
JνA =
∂LYM
∂(∂νA Bµ )
gYMf
BCAA Cµ −
∂Lm
∂A Aν
= gYMf
BCAA Cµ F
µνB − ∂Lm
∂A Aν
. (2.31)
When ∂Lm/∂(∂νΦI) = 0, we can easily check this is actually conserved. Now the Euler-
Lagrange equation is
∂µF
µνA + gYMf
ABCA Bµ F
µνC = − ∂Lm
∂A Aν
. (2.32)
Using this, Eq. (2.31) is rewritten as
Jν = ∂µF
µν . (2.33)
This is conserved because Fµν is an anti-symmetric tensor. If we define Jν as Eq. (2.33), Jν
is conserved even if the Euler-Lagrange equation is not satisfied.
It is clear that the expression of Jν in Eq. (2.31) or Eq. (2.33) is not gauge invariant or
covariant. The Nether charges corresponding to Eq. (2.33),∫
R3
J0d3x =
∫
S2∞
1
2
F˜ijdx
i ∧ dxj , F˜µν := 1
2
εµνρσF
ρσ, (2.34)
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is invariant only under gauge transformations equal to identity at spacial infinity and, in
general, is not gauge invariant. Therefore if we define magnetic charges interchanging the
electric field and the magnetic field as∫
S∞2
1
2
Fijdx
i ∧ dxj , (2.35)
it is not gauge invariant similarly.
2.3. Abelian projection
As explained in the previous section, the definition of magnetic monopoles in non-Abelian
gauge theory is nontrivial because the naive definition is not gauge invariant and hence has an
ambiguity. The most simple way to avoid this problem is to fix the gauge. In the frequently
used way to define magnetic monopoles called the Abelian projection, instead of fully fixing
the gauge, we partially fix the gauge so that the local symmetry corresponding to the maximal
torus of the gauge group remains [6]. In this partially fixed gauge, the theory can be interpreted
as an Abelian gauge theory because the maximal torus is the maximal Abelian subgroup. In
Abelian gauge theories, magnetic monopoles can be defined as Dirac monopoles.
2.3.1. The definition of the magnetic charge in the Abelian projection
Now we consider a gauge theory with a connected compact gauge group G with the rank r. In
the Abelian projection, as mentioned before, we partially fix the gauge from G to a maximal
torus T of G. If G = SU(N), the maximal torus usually chosen as the subgroup consisting
of all diagonal matrices in SU(N). In many cases, gauge fixing is performed by minimizing
a functional F [A ] of the gauge field A (x) by a gauge transformation A (x) → A g(x) :=
g(x)A g−1(x) + ig−1
YM
g(x)dg−1(x) for g(x) ∈ G. In order to perform partial gauge fixing from
G to T , the functional F [A ] is chosen so as to be invariant under a gauge transformation by
h(x) ∈ T , i.e., F [A h] = F [A ]. For example, the most frequently used gauge for the Abelian
projection is the MA gauge where the functional [44]
FMA[A ] :=
∫
d4x
r∑
j=1
〈[Aµ, Hj ], [Aµ, Hj ]〉 (2.36)
is minimized. Here the spacetime is Euclidean, and {Hj} is a basis of the Cartan subalgebra t,
which is the Lie algebra of T . This is invariant under the transformation A → A h for h(x) ∈ T
because ig−1
YM
hdh−1 belongs to t implying [ig−1
YM
hdh−1, Hj ] = 0, and the Ad-invariance of the
inner product implies that
〈[h(x)Aµ(x)h−1(x), Hj ], [h(x)Aµ(x)h−1(x), Hj ]〉
= 〈[Aµ(x), h−1(x)Hjh(x)], [Aµ(x), h−1(x)Hjh(x)]〉
= 〈[Aµ(x), Hj ], [Aµ(x), Hj ]〉. (2.37)
If G = SU(N), the functional is rewritten as [44]
FMA[A ] =
∫
d4x
dimG−r∑
a=1
A aµA
a
µ , (2.38)
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where A aµ is a component of Aµ orthogonal to t. In the MA gauge, the components of the
gauge field orthogonal to t are minimized, and consequently the components of the gauge field
parallel to t are “maximized” in some sense. In this functional FMA[A ], the components of Aµ
parallel to t do not appear, and therefore FMA[A ] is invariant under a gauge transformation
by h(x) ∈ T . In the rest of this section, we generally consider a functional F [A ] bounded
below that satisfies F [A h] = F [A ] for h(x) ∈ T . Let Θ[A ](x) = Θ(x) be the functional
of A valued at the G-valued field that minimizes F [A Θ] for fixed A . In F [A Θ], a gauge
transformation of A (x) by g(x) ∈ G is canceled by the transformation Θ(x) → Θ(x)g−1(x),
and thus Θ[A g](x) = Θ[A ](x)g−1(x) and A Θ[A ] is gauge invariant. Because F [A ] is invariant
under a gauge transformation by h(x) ∈ T , Θ(x) is only determined up to a transformation
Θ(x) → h(x)Θ(x), h(x) ∈ T . This uncertainty of Θ(x) corresponds to the remaining gauge
symmetry.
In the Abelian projection, we define magnetic monopoles by regarding the components of the
gauge field parallel to t as the gauge field in Abelian gauge theory. Let aµ(x) be the projection
of the gauge field onto t in the gauge where F [A ] is minimized, i.e.,
aµ(x) :=
r∑
j=1
〈Hj ,A Θµ (x)〉Hj . (2.39)
We call aµ(x) as the Abelian gauge field. Under a transformation Θ(x) → h(x)Θ(x) for
h(x) ∈ T , which corresponds to the uncertainty of Θ(x), the Abelian gauge field transforms
as aµ(x) → aµ(x) + ig−1YMh(x)∂µh†(x). Thus aµ(x) is transformed as a U(1)r gauge field
under the transformation corresponding to the remaining gauge symmetry. We call the field
strength fµν(x) := ∂µaν(x)−∂νaµ(x) for the Abelian gauge field as the Abelian field strength.
In differential form notation, f(x) = da(x), where f(x) := fµν(x)dx
µ ∧ dxν/2 and a(x) :=
aµ(x)dx
µ. The magnetic charge QM (Ω) in the three dimensional subspace Ω is defined using
the Abelian field strength f as
QM (Ω) :=
∫
∂Ω
f =
∫
Ω
df. (2.40)
Note thatQM (Ω) is an element of the Cartan subalgebra t and therefore there are r independent
components. The conservation of the magnetic charge is characterized by the fact that QM (Ω)
only depends on the boundary of Ω. Naively, the value of QM (Ω) seems to be zero because
df = dda = 0. However, QM (Ω) can have non-vanishing value when f has a codimension-3
singularity that intersects to Ω. For example, we consider the configuration of f as
f =
q ·H
4pi
sin θdθ ∧ dϕ
=
q ·H
8pi
εijk
xi
r3
dxj ∧ dxk, (2.41)
where q = (q1, . . . , qr) is a r-dimensional-vector, H = (H1, . . . ,Hr) is regarded as the r-
dimensional vector whose component is a Cartan generator, u · v denotes the inner product of
two vectors u and v, and r, θ, ϕ are spherical coordinates that satisfies
x1 = r sin θ cosϕ,
x2 = r sin θ sinϕ,
x3 = r cos θ. (2.42)
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For this configuration, the value of the magnetic charge in Ω is
QM (Ω) =
{
q ·H if Ω contains the origin of the space
0 otherwise.
(2.43)
The configuration (2.41) has singularity at the origin of the space, and therefore it has a line
singularity of infinite length. We see that QM (Ω) has non-zero value when this singularity
intersects with Ω
The magnetic charge QM (Ω) can take only discrete values just as Dirac monopoles. To see
this, we consider the Abelian gauge field corresponding to Eq. (2.41). For example, the field
strength (2.41) is obtained from the gauge field configuration
a(1) =
q ·H
4pi
(1− cos θ)dϕ. (2.44)
However, this has singularity at θ = pi, i.e., x3 axis for x3 < 0. Because this singularity does not
appear in the field strength, it is considered to be superficial. The singularity can be removed
by separating the space without the origin into two patches R1 and R2, where R1 and R2 do
not contain θ = pi and θ = 0 respectively. In each patch, we use the different configurations of
the gauge field that are equivalent under a (remaining) gauge transformation at R1 ∩ R2. A
possible choice is to use a(1) defined in Eq. (2.44) at R1 and
a(2) =
q ·H
4pi
(−1− cos θ)dϕ (2.45)
at R2. The gauge transformation from a
(1) to a(2) is given by
h(x) = e−igYMq·Hϕ/(2pi). (2.46)
For h(x) to be continuous, it must be satisfied that h(ϕ = 0) = h(ϕ = 2pi). This implies the
condition, exp(−igYMq ·H) = 1. Let αj (j = 1, . . . , r) be the simple roots of G. Using the
duals of the simple roots αj∗ := 2αj/|αj |2, the condition is rewritten as
q ·H = 2pig−1
YM
r∑
i=1
niα
i∗ ·H, ni ∈ Z. (2.47)
Here we consider the specific configuration, but in general it is satisfied that
QM (Ω) = 2pig
−1
YM
r∑
i=1
niα
i∗ ·H, ni ∈ Z. (2.48)
Thus the magnetic charge defined through the Abelian projection is quantized.
2.3.2. The monopole contribution to the Wilson loop operator
One of the main usages of the Abelian projection is to extract a monopole contribution to the
Wilson loop operator. Because the magnetic charge is defined only using the Abelian gauge
field, instead of using the full Wilson loop operator, we use the Abelian Wilson loop defined as
WAbel[C] := exp
(
igYM
∫
C
a
)
. (2.49)
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To justify the usage of the Abelian Wilson loop instead of the full Wilson loop, we need to
confirm that this behaves similarly to the full Wilson loop. Concretely, it should be confirmed
that the string tension extracted from the Abelian Wilson loop has the similar value to the
correct one because we are interested in confinement. This is numerically confirmed and called
the Abelian dominance of the string tension [31, 34]. Because a(x) belongs to the Cartan
subalgebra where the all elements commute, the path ordering does not appear in WAbel[C]
and thus the Stokes theorem can be applied to the exponent as
WAbel[C] = exp
(
igYM
∫
S:∂S=C
f
)
. (2.50)
Now we decompose the Abelian field strength f(x) into two parts, the contributions from the
electric current and the magnetic current. We define the electric current as j := δf and the
magnetic current as k := ?df , where δ and ? denote the codifferential and the hodge star op-
erator respectively. The Laplacian ∆ is written using the exterior derivative and codifferential
as ∆ = dδ + δd. Using this, the field strength is decomposed as
f = ∆−1(dδ + δd)f = ∆−1dj + ∆−1?dk, (2.51)
and the first term and the second term are interpreted as the contribution from the electric
current and the magnetic current respectively. By using the contribution from the magnetic
current instead of using the field strength in Eq. (2.50), we obtain the monopole contribution
to the Wilson loop as
Wmono[C] := exp
(
igYM
∫
S:∂S=C
∆−1?dk
)
. (2.52)
This can be rewritten as the line integral form. Using ∆−1d = d∆−1, we obtain
∆−1?dk = f −∆−1dj = d(a−∆−1j). (2.53)
Thus Wmono[C] is rewritten as
Wmono[C] = exp
(
igYM
∫
C
(a−∆−1j)
)
. (2.54)
In the lattice formulation, the corresponding operators to WAbel[C] and Wmono[C] can be
constructed. The numerical simulations show that they reproduce the correct string tension
between the color sources in the fundamental and the antifundamental representations [31–34].
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connected compact gauge group
In this chapter, based on my work [29,30] in collaboration with K.-I. Kondo, we give a method
to obtain the explicit form of the field decomposition for an arbitrary connected compact
Lie group, and give the relation between the variables of the field decomposition and the Wil-
son loops in an arbitrary representation. In the field decomposition, we obtain the definition of
magnetic monopoles equivalent to that in the Abelian not fixing the gauge. In the field decom-
position, we decompose the gauge field into two parts, the restricted part and the remaining
part. The restricted part is considered as the dominant degrees of freedom at low energy, and
is used to define magnetic monopoles.
To obtain the explicit form of the field decomposition, we need to decompose an arbitrary
element of the Lie algebra into the projection on a subalgebra that includes the Cartan subalge-
bra and the projection on the orthogonal complement. We call this formula, which decompose
an element of Lie algebra into two parts, as the decomposition formula. In the derivation
of the decomposition formula for SU(N), we use the fact that the all roots of SU(N) have the
same norm [11,17]. However, a root of the other Lie groups can have different norm from some
other roots. Therefore, the decomposition formula for other groups is not obtained as a simple
extension of that for SU(N). Nevertheless, multiple commutators with the Cartan generators
enable us to obtain the desired decomposition. The method we found for obtaining the de-
composition formula can be applied to any connected compact Lie group. The decomposition
formula enables us to obtain the explicit form of the field decomposition.
We actually use the method obtaining the explicit form of the field decomposition especially
for G2, which is a preliminary step toward reformulating the G2 Yang-Mills theory [45] to
discuss the mechanism for confinement/deconfinement. Our interests of the exceptional group
G2 lie in a fact that the G2 Yang-Mills theory has the linear potential [36–38] and that the
center vortex confinement mechanism is argued to work for G2 in [36], although G2 has a
trivial center subgroup, consisting only of the identity element [46,47]. We want to define the
gauge-invariant magnetic monopole in the G2 Yang-Mills theory and then examine whether the
magnetic monopole defined in our framework can be a universal topological object responsible
for confinement, irrespective of the gauge group.
In order to test magnetic monopoles defined by the field decomposition actually contribute
to quark confinement, the contribution of magnetic monopoles to Wilson loop average has been
investigated. It is known that the variables of the field decomposition is related to the Wilson
loop operator in the fundamental representation through the Diakonov-Petrov version of the
non-Abelian Stokes theorem in SU(N) gauge theories. In this thesis, for an arbitrary connected
compact Lie group, we derive the relation between the variables of the field decomposition and
the Wilson loop in an arbitrary representation [29,30]. In the next chapter, we use this relation
to avoid the problem that the naively extracted monopole contribution to the Wilson loop in
higher representations does not reproduce the correct string tension.
This chapter is organized as follows. In Sec. 3.1, we explain how to define magnetic monopoles
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in non-Abelian gauge theories by field decomposition not depending on the gauge group. In
Sec. 3.2, we give a way to obtain the decomposition formula for an arbitrary connected compact
Lie group, and give the decomposition formula explicitly for G2. Then we see how to obtain the
explicit form of the field decomposition if the decomposition formula is given. In Sec. 3.3, we
see the relationship between the variables of the field decomposition and Wilson loop operators
through the NAST.
3.1. The field decomposition and magnetic monopoles
Let G be a connected compact Lie group, r be the rank of G and g be the Lie algebra of G.
We consider a gauge theory with the gauge group G. In the field decomposition method, we
decompose the gauge field Aµ(x) ∈ g into two parts as
Aµ(x) = Vµ(x) +Xµ(x). (3.1)
Here the restricted field Vµ(x) is required to transform just like the gauge field Aµ under a
gauge transformation as
Vµ(x)→ g(x)Vµ(x)g−1(x) + ig−1YMg(x)∂µg−1(x), (3.2)
where g(x) ∈ G and gYM is the Yang-Mills coupling. Hence the remaining field Xµ(x) must
transform like an adjoint matter field as
Xµ(x)→ g(x)Xµ(x)g−1(x). (3.3)
We wish to regard the restricted field Vµ as the dominant part of the gauge field Aµ in the
IR region. In order to determine the decomposition, we introduce a set of color fields nj(x)
(j = 1, . . . , r) that are expressed using a common G-valued field Θ(x) as
nj(x) := Θ
−1(x)HjΘ(x), (3.4)
where Hj are a Cartan generators. Notice that the color fields are not independent. The
transformation property of the color fields under a gauge transformation is given by
nj(x)→ g(x)nj(x)g−1(x). (3.5)
Thus Θ(x) gauge-transforms as Θ(x)→ Θ(x)g−1(x). The color fields are determined as func-
tionals of Aµ by imposing a condition that we call the reduction condition as explicitly
given shortly.
In the Abelian projection, magnetic charges are defined by identifying the field strength
for the diagonal component of the gauge field with the Abelian field strength. In the field
decomposition, the component of the field strength F [V ] := dV −igYMV ∧V for the restricted
field V in the direction of a linear combination of the color fields, v · n(x) = ∑rj=1 vjnj(x), is
identified with the Abelian field strength. Namely the Abelian field strength is defined as
fvµν(x) := 〈v · n(x),Fµν [V ](x)〉, (3.6)
where 〈, 〉 denotes the inner product on g. Here vk (k = 1, . . . , r) are real constants and
the definition of the Abelian field strength depends on vk. To define magnetic charges as a
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conserved charge, the Abelian Bianchi identity df = 0 has to be satisfied in the same way
as a usual Abelian gauge theory. Because F [V ] satisfies the Bianchi identity D [V ]F [V ] :=
dF [V ]− igYM [V ,F [V ]] = 0, the Abelian Bianchi identity is satisfied if
D [V ]v · n(x) = 0. (3.7)
We impose Eq. (3.7) as the first condition to determine the field decomposition. Note that
this condition (3.7) is gauge invariant. Now we consider how much of the restricted field is
determined by the condition (3.7). By gauge transforming Eq. (3.7) by Θ(x), we obtain
[V Θ,v ·H] = 0, (3.8)
where V Θ := ΘV Θ−1 + ig−1
YM
ΘdΘ−1 and v ·H := ∑rk=1 vkHk. This means that V Θ belongs
to the Lie subalgebra hv corresponding to the stabilizer subgroup Hv of v ·H, namely, Hv :=
{h ∈ G | hv ·Hh−1 = v ·H}. Let PW (•) be the orthogonal projection on the subspace W and
h⊥v be the orthogonal complement of hv. Then Eq. (3.8) is rewritten as
Ph⊥v (V
Θ) = 0. (3.9)
Because of the Ad-invariance of the inner product, the orthogonal projection satisfies gPW (Y )g
−1
= PgWg−1(gY g
−1) for g ∈ G. Acting Θ−1(x) from left and Θ(x) from right, therefore, we obtain
PΘ−1(x)h⊥v Θ(x)(V (x)) = PΘ−1(x)h⊥v Θ(x)(ig
−1
YM
Θ−1(x)dΘ(x)). (3.10)
Therefore we see that, by the condition (3.7), the projection of V on Θ−1(x)h⊥v Θ(x) is deter-
mined, and the projection on Θ−1(x)hvΘ(x) is not. In order to fix the remaining component,
we need another condition. The simplest choice is just to take the remaining component of V
to be the same as that of A ,
PΘ−1(x)hvΘ(x)(V (x)) = PΘ−1(x)hvΘ(x)(A (x)). (3.11)
This condition is gauge invariant, because it can be rewritten as
Phv(V
Θ) = Phv(A
Θ), (3.12)
and V Θ and A Θ are gauge invariant. The two conditions, Eqs. (3.7) and (3.11), determines
the field decomposition. Then the magnetic charge QvM surrounded in the three dimensional
subspace Ω is defined by using F [V ] as
QvM (Ω) :=
∫
∂Ω
fv =
∫
∂Ω
〈v · n(x),F [V ](x)〉. (3.13)
The restricted field V is written using A and Θ(x) as
V =
r∑
j=1
〈nj ,A 〉nj + PΘ−1h⊥v Θ(ig−1YMΘ−1dΘ). (3.14)
This is not desirable expression because Θ(x) is not determined by nj(x). Actually, nj(x) is
unchanged by a transformation Θ(x)→ t(x)Θ(x) for an element t(x) of the maximal torus T
of G. Because the two conditions, Eqs. (3.7) and (3.11), is unchanged by this transformation,
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V andX can be written using only A and nj essentially. However, it is not so straightforward
to obtain the expression only using the gauge field A and the color fields nj . The expression
of V and X using only A and nj is given in the next section.
The field decomposition depends on hv. A basis of hv is {Hj , Eα | j = 1, . . . , r, α · v = 0},
where Eα is a raising or lowering operator corresponding to a root α. If there are no roots
orthogonal to v, hv is equal to the Cartan subalgebra t. The field decomposition in this case
called the maximal option. The other options of the field decomposition are firstly mentioned
in [48].
The color fields nj are obtained by imposing a reduction condition as we said before. We can
define the color fields as the argument minimum of a gauge-invariant bounded below functional
R[{nj};A ] for fixed A . Here the gauge invariance means that R[{gnjg−1};A g] = R[{nj};A ].
IfR[{nj};A ] = F [A Θ] for nj = Θ−1HjΘ, then the definition of the magnetic charge is in some
sense equivalent to that for the Abelian projection, were F [A Θ] is the gauge fixing functional
introduced in Sec. 2.3 to defined Abelian projection. The magnetic charge QM (Ω) defined
by Abelian projection as Eq. (2.40) is valued at the Cartan subalgebra, and hence it can be
decomposed as QM (Ω) =
∑r
j=1Q
M
j (Ω)Hj . Then it is satisfied that
QvM (Ω) =
r∑
j=1
vjQ
j
M (Ω). (3.15)
This is proved by deriving
d〈v ·H,A Θ〉 = 〈v · n,F [V ]〉. (3.16)
The derivation is as follows. The second condition of the decomposition, Eq. (3.12), implies
〈v ·H,A Θ〉 = 〈v ·H,V Θ〉. It follows from the ad-invariance of the inner product that 〈v ·H,
[V Θµ ,V
Θ
ν ]〉 = −〈[V Θµ ,v ·H],V Θν 〉, which is equal to zero because of the first condition Eq. (3.8).
Therefore we obtain 〈v ·H, dV Θ〉 = 〈v ·H,F [V Θ]〉 = 〈v · n,F [V ]〉, where we use the Ad-
invariance of the inner product in the second equality. This implies Eq. (3.16). If a reduction
condition is given by minimizing a functional
RMA[A , {nj}] =
∫
dDx
r∑
j=1
〈Dµ[A ]nj(x),Dµ[A ]nj(x)〉, (3.17)
the definition of monopoles is equivalent to that for the Abelian projection in the MA gauge.
3.2. The explicit expression of the field decomposition
In this section, we derive the explicit expression of V and X using A and nj . Firstly we
rederive the expression for SU(N). Next we give a way to extend it to an arbitrary connected
compact Lie group.
3.2.1. Maximal option for SU(N)
The first condition (3.7) is rewritten as Eq. (3.10). Now we give the expression of the right
hand side of Eq. (3.10) for G = SU(N) using the color fields nj when there are no roots
orthogonal to v. In this case the stabilizer subgroup Hv of v ·H is the maximal torus and the
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corresponding Lie algebra hv is the Cartan subalgebra t. For SU(N), the projection Pt⊥(Y )
of an element Y of the Lie algebra on the orthogonal complement t⊥ of the Cartan subalgebra
t is written as
Pt⊥(Y ) =
N−1∑
j=1
[Hj , [Hj , Y ]]. (3.18)
This is obtained as follows. Substituting the Cartan decomposition of Y ,
Y =
N−1∑
j=1
YjHj +
∑
α∈R+
(Y ∗αEα + YαE−α), (3.19)
where R+ is the set of positive roots, into the right hand side of Eq. (3.18), we obtain
N−1∑
j=1
[Hj , [Hj , Y ]] =
∑
α∈R+
α ·α(Y ∗αEα + YαE−α). (3.20)
Because all roots of SU(N) have the unit norm, α ·α = 1, the right hand side is equal to the
projection of Y on the orthogonal complement of the Cartan subalgebra, and thus Eq. (3.18)
is obtained. By acting Θ−1 from the left of Eq. (3.18) and Θ from right and redefining Θ−1YΘ
as Y , we obtain
PΘ−1t⊥Θ(Y ) =
N−1∑
j=1
[nj , [nj , Y ]]. (3.21)
By using this, we rewrite Eq. (3.10) as
PΘ−1(x)h⊥v Θ(x)(V (x)) =
N−1∑
j=1
[nj(x), [nj(x), ig
−1
YM
Θ−1(x)dΘ(x)]] = ig−1
YM
N−1∑
j=1
[nj(x), dnj(x)].
(3.22)
Because of the second condition (3.11), the remaining component of V is written as
PΘ−1(x)hvΘ(x)(V (x)) =
N−1∑
j=1
2 tr(nj(x)A (x)) (3.23)
where the factor 2 before the trace is the normalization factor. Thus the explicit form of the
field decomposition is given as
V (x) = PΘ−1hvΘ(V ) + PΘ−1h⊥v Θ(V ) =
N−1∑
j=1
2 tr(nj(x)A (x)) + ig
−1
YM
N−1∑
j=1
[nj(x), dnj(x)],
X (x) = A − V = −ig−1
YM
N−1∑
j=1
[nj(x),D [A ]nj(x)]. (3.24)
22
3. Field decomposition in an arbitrary connected compact gauge group
3.2.2. Minimal option for SU(N)
Now we consider the case where v is orthogonal to the maximal number of roots. We choose
simple roots as
α1 = (1, 0, . . . , 0),
αm =
0, . . . , 0,−
√
m− 1
2m
,
√
m+ 1
2m︸ ︷︷ ︸
m
, 0, . . . , 0
 for m = 2, 3, . . . , N − 1. (3.25)
The positive roots are
βij := αi +αi+1 + · · ·+αj (3.26)
for 1 ≤ i ≤ j ≤ N − 1. If v = (0, . . . , c) for a real constant c or v is a Weyl reflection of this,
v is orthogonal to the maximal number of roots. Now we choose v = (0, . . . , 1). In this case,
h⊥v is spanned by raising or lowering operators Eα corresponding to the roots with a nonzero
(N − 1)th component, i.e., βi,N−1 for i = 1, . . . , N − 1. Therefore the projection of an element
Y of the Lie algebra on h⊥v is written as
Ph⊥v (Y ) =
2(N − 1)
N
[HN−1, [HN−1, Y ]], (3.27)
because using the Cartan decomposition (3.19) we obtain
[HN−1, [HN−1, Y ]] =
N
2(N − 1)
N−1∑
i=1
(Y ∗βi,N−1Eβi,N−1 + Yβi,N−1E−βi,N−1). (3.28)
Therefore from the first condition (3.10) we obtain
PΘ−1h⊥v Θ(V ) =
2(N − 1)
N
[nN−1, [nN−1, ig−1YMΘ
−1dΘ]] = ig−1
YM
[nN−1, dnN−1] (3.29)
Therefore the explicit form of the field decomposition is obtained as
V (x) = A (x)− PΘ−1(x)h⊥v Θ(x)(A (x)) + PΘ−1(x)h⊥v Θ(x)(V (x))
= A (x) + ig−1
YM
2(N − 1)
N
[nN−1(x), [D [A ]nN−1(x)]],
X (x) = −ig−1
YM
2(N − 1)
N
[nN−1(x), [D [A ]nN−1(x)]]. (3.30)
3.2.3. How to obtain the explicit form of the field decomposition for an arbitrary
connected compact Lie group
To obtain the explicit form of the field decomposition for an arbitrary connected compact
group G, we have to decompose an element of the Lie algebra into the projection on hv,
and projection on the orthogonal complement h⊥v to hv using its commutators with Cartan
generators Hk (k = 1, . . . , r). This is achieved by using double commutators in the case of
SU(N). But, in the case of the other groups, we have to use more than double commutators.
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For example, we need sextuple commutators for G2. In this section, we give a way to obtain
the explicit form of such a decomposition.
We want to write the projection Ph⊥v (Y ) of an element Y of the Lie algebra on the orthog-
onal complement h⊥v of hv as a linear combination of multiple commutators with the Cartan
generators:
Ph⊥v (Y ) =
∑
j1,...,jn∈{1,...,r}
ηj1···jn [Hj1 , · · · , [Hjn , Y ] · · · ], (3.31)
where the sum is over independent terms by taking account of the commuting property of the
Cartan generators. We can obtain Eq. (3.31) for any choice of v if, for every positive root β,
the relevant shift part Rβ(Y ) is written in the form:
Rβ(Y ) := Y
∗
βEβ + YβE−β =
∑
j1,...,jn
η˜j1···jn [Hj1 , · · · , [Hjn , Y ] · · · ]. (3.32)
In the following, we give a way to obtain the explicit form of Eq. (3.32). The commutator of
Y and an element ν ·H of the Cartan subalgebra is calculated as
[ν ·H, Y ] =
∑
α∈R+
(ν ·α)(Y ∗αEα − YαE−α). (3.33)
If ν is chosen to be orthogonal to a particular α, then the corresponding terms of Eα and E−α
disappear from this expression. Thus, by taking the commutator repeatedly, we can eliminate
all shift terms except one shift term Rβ(Y ) that corresponds to a particular positive root β.
For a finite set of r-dimensional vectors {u1, . . . ,un} such that for all roots α 6= β there exits
an element orthogonal to α and no elements are orthogonal to β, the multiple commutator
with u1 ·H, . . . ,un ·H corresponds to only one positive root β,
[u1 ·H, [u2 ·H, . . . , [un ·H, Y ] . . .]] = (u1 · β)(u2 · β) · · · (un · β)(Y ∗βEβ + (−1)nYβE−β)
(3.34)
Because if n is odd, the sign of the term of E−β is opposite to that of Eβ, n needs to be even.
Then the particular shift part Rβ(Y ) corresponding to a positive root β is written as
Rβ(Y ) =
1
N
[u1 ·H, . . . , [un ·H, Y ] . . .], N := (u1 · β) · · · (un · β). (3.35)
Using this, we obtain the projection on h⊥v as
Ph⊥v (Y ) =
∑
β∈R+:β·v 6=0
Rβ(Y ). (3.36)
Furthermore, the projection on hv is also obtained as
Phv(Y ) =
r∑
j=1
〈Hj , Y 〉Hj +
∑
β∈R+:β·v=0
Rβ(Y ),
=
r∑
j=1
〈Hj , Y 〉Hj +
∑
j1,...,jn
ξj1,...,jn [Hj1 , . . . , [Hjn , Y ] . . .]. (3.37)
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As an example, we consider the G2 case. For the conventions, see Appendix A. Since there
are six positive roots in G2, we have to eliminate five shift terms. We can do so using the
quintuple commutator:
[ν1 ·H, [ν2 ·H, [ν3 ·H, [ν4 ·H, [ν5 ·H, Y ]]]]]
= (ν1 · β)(ν2 · β)(ν3 · β)(ν4 · β)(ν5 · β)(Y ∗βEβ − YβE−β), (3.38)
where ν1, . . . ,ν5 are appropriate 2-dimensional vectors.1 In this expression, the sign of the term
of Eβ is opposite to that of E−β. To make both signs equal, we need to take the commutator
once more. We choose an 2-dimensional vector ν which is non-orthogonal to β to obtain the
non-vanishing commutator of ν ·H and Eq. (3.38):
[ν ·H, (3.38)] = (ν · β)(ν1 · β)(ν2 · β)(ν3 · β)(ν4 · β)(ν5 · β)(Y ∗βEβ + YβE−β). (3.39)
Thus we obtain the key relation:
Rβ(Y ) =
1
N
[ν ·H, [ν1 ·H, [ν2 ·H, [ν3 ·H, [ν4 ·H, [ν5 ·H, Y ]]]]]],
N := (ν · β)(ν1 · β)(ν2 · β)(ν3 · β)(ν4 · β)(ν5 · β). (3.40)
Although this expression is nothing but the desired one, Eq. (3.32), it should be remarked that
the coefficients η˜j1···j6 is not uniquely determined. This point will be observed more concretely
shortly.
To obtain the explicit expression of Eq. (3.40) for each positive root concretely, we introduce
six unit vectors γa (a = 1, . . . , 6) such that γa is positive and orthogonal to one of the positive
roots, say α(a) (a = 1, . . . , 6):
γ1 = (
√
3
2
,
1
2
), γ2 = (0, 1), γ3 = (
√
3
2
,−1
2
), γ4 = (
1
2
,−
√
3
2
), γ5 = (1, 0), γ6 = (
1
2
,
√
3
2
).
(3.41)
See Fig. 3.1. Consequently these vectors satisfy the following conditions:
γa⊥α(a), γ4 ‖ α(1), γ5 ‖ α(2), γ6 ‖ α(3), γ1 ‖ α(4), γ2 ‖ α(5), γ3 ‖ α(6). (3.42)
For example, Rα(1)(Y ) is obtained as
Rα(1)(Y ) = N
−1[γ ·H, [γ2 ·H, [γ3 ·H, [γ4 ·H, [γ5 ·H, [γ6 ·H, Y ]]]]]],
N = (γ ·α(1))(γ2 ·α(1))(γ3 ·α(1))(γ4 ·α(1))(γ5 ·α(1))(γ6 ·α(1)), (3.43)
where γ is an arbitrary 2-dimensional vector that is not orthogonal to α(1).
To obtain more explicit form, we put an arbitrary 2-dimensional vector γ in the form:
γ = aγ1 + bγ4 (orthogonal decomposition of γ) where γ1 is orthogonal to α(1) and γ4 is
parallel to α(1): γ1⊥α(1) and γ4 ‖ α(1). Here b 6= 0 to avoid γ · α(1) ≡ bγ4 · α(1) = 0. Using
γ1 · α(1) = 0, we have γ2 · α(1) = −√3|α(1)|/2, γ3 · α(1) = √3|α(1)|/2, γ4 · α(1) = |α(1)|,
γ5 ·α(1) = |α(1)|/2, γ6 ·α(1) = −|α(1)|/2, and γ ·α(1) = bγ4 ·α(1) = b|α(1)|, which yields
N = b
3
16
|α(1)|6 = 3b
16
. (3.44)
1 The reason why we need quintuple commutator is that we can eliminate only one term by taking the
commutator once. This is because the roots of G2 is 2-dimensional. If the dimension of the root vectors is
larger, we can eliminate more than one term by taking the commutator once.
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Figure 3.1.: Unit vectors which is orthogonal to one of the positive roots.
Combining the result N−1 = 163b with γ ·H = aγ1 ·H + bγ4 ·H, therefore, we obtain
Rα(1)(Y ) =
16
3
[γ4 ·H, [γ2 ·H, [γ3 ·H, [γ4 ·H, [γ5 ·H, [γ6 ·H, Y ]]]]]]
+ c1[γ
1 ·H, [γ2 ·H, [γ3 ·H, [γ4 ·H, [γ5 ·H, [γ6 ·H, Y ]]]]]], (3.45)
where c1 = 16a/3b. We can see from this expression that the non-uniqueness of an expression of
Rα(1)(Y ) comes from the fact that the following sextuple commutator is identically vanishing:
Z := [γ1 ·H, [γ2 ·H, [γ3 ·H, [γ4 ·H, [γ5 ·H, [γ6 ·H, Y ]]]]]]
=
∑
j1,...,j6∈1,2
ζ¯j1···j6 [Hj1 , [Hj2 , [Hj3 , [Hj4 , [Hj5 , [Hj6 , Y ]]]]]] = 0,
ζ¯11112 =
3
16
, ζ¯111222 = −5
8
, ζ¯122222 =
3
16
. (3.46)
Thus, the non-uniqueness of the decomposition formula is attributed to degree of freedom due
to one parameter c1.
In the same way as the above, we obtain
Rα(2)(Y ) =
16
3
[γ5 ·H, [γ1 ·H, [γ3 ·H, [γ4 ·H, [γ5 ·H, [γ6 ·H, Y ]]]]]] + c2Z, (3.47)
Rα(3)(Y ) = −
16
3
[γ6 ·H, [γ1 ·H, [γ2 ·H, [γ4 ·H, [γ5 ·H, [γ6 ·H, Y ]]]]]] + c3Z, (3.48)
Rα(4)(Y ) =
16
3
(
√
3)6[γ1 ·H, [γ1 ·H, [γ2 ·H, [γ3 ·H, [γ5 ·H, [γ6 ·H, Y ]]]]]] + c4Z, (3.49)
Rα(5)(Y ) =
16
3
(
√
3)6[γ2 ·H, [γ1 ·H, [γ2 ·H, [γ3 ·H, [γ4 ·H, [γ6 ·H, Y ]]]]]] + c5Z, (3.50)
Rα(6)(Y ) = −
16
3
(
√
3)6[γ3 ·H, [γ1 ·H, [γ2 ·H, [γ3 ·H, [γ4 ·H, [γ5 ·H, Y ]]]]]] + c6Z, (3.51)
where c2, . . . , c6 are arbitrary constants.
Collecting an appropriate set of Rα(Y ), we obtain the desired decomposition formula cor-
responding to the choice of v:
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1. For v ∝ (0, 1), Hv = U(2) ⊂ SU(3) with the generators H1, H2, Eα(2) and E−α(2) . The
projection on hv and the projection on the orthogonal complement h
⊥
v are given by
Phv(Y ) =
∑
j=1,2
〈Y,Hj〉Hj +Rα(2)(Y ),
Ph⊥v (Y ) = Rα(1)(Y ) +Rα(3)(Y ) +Rα(4)(Y ) +Rα(5)(Y ) +Rα(6)(Y ). (3.52)
The explicit form is given by
Phv(Y ) =
∑
j=1,2
(Y,Hj)Hj +
∑
j1,...,j6
ζ˜j1···j6 [Hj1 , [Hj2 , [Hj3 , [Hj4 , [Hj5 , [Hj6 , Y ]]]]]]
+ c2Z,
ζ˜111111 = 1, ζ˜111122 = −10
3
, ζ˜112222 = 1,
Ph⊥v (Y ) =
∑
j1,...,j6
ζj1···j6 [Hj1 , [Hj2 , [Hj3 , [Hj4 , [Hj5 , [Hj6 , Y ]]]]]] + cZ,
ζ111122 =
721
3
, ζ112222 = −154, ζ222222 = 27, (3.53)
where the other ζj1···j6s and ζ˜j1···j6 are zero and c := c1 + c3 + c4 + c5 + c6. The simplest
choice is c = 0 and c2 = 0.
2. For v ∝ (1, 0), Hv = U ′(2)(6⊂ SU(3)) with the generators H1, H2, Eα(5) and E−α(5) . The
projections are given by
Phv(Y ) =
∑
j=1,2
(Y,Hj)Hj +Rα(5)(Y ),
Ph⊥v (Y ) =Rα(1)(Y ) +Rα(2)(Y ) +Rα(3)(Y ) +Rα(4)(Y ) +Rα(6)(Y ). (3.54)
Thus we obtain
Phv(Y ) =
∑
j=1,2
(Y,Hj)Hj +
∑
j1,...,j6
ζ˜ ′j1···j6 [Hj1 , [Hj2 , [Hj3 , [Hj4 , [Hj5 , [Hj6 , Y ]]]]]]
+ c5Z,
ζ˜ ′111122 = 27, ζ˜
′
112222 = −90, ζ˜ ′222222 = 27,
Ph⊥v (Y ) =
∑
j1,...,j6
ζ ′j1···j6 [Hj1 , [Hj2 , [Hj3 , [Hj4 , [Hj5 , [Hj6 , Y ]]]]]] + c
′Z,
ζ ′111111 = 1, ζ
′
111122 = 210, ζ
′
112222 = −63, (3.55)
where the other ζ ′j1···j6s and ζ˜j1···j6 are zero. We can take the simplest choice c
′ = 0 and
c5 = 0.
3. If v is non-orthogonal to all roots, H˜ = U(1)× U(1). The projections are given by
Phv(Y ) =
∑
j=1,2
(Y,Hj)Hj ,
Ph⊥v (Y ) =Rα(1)(Y ) +Rα(2)(Y ) +Rα(3)(Y ) +Rα(4)(Y ) +Rα(5)(Y ) +Rα(6)(Y ). (3.56)
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Thus we obtain
Ph⊥v (Y ) =
∑
j1,...,j6
ζ ′′j1···j6 [Hj1 , [Hj2 , [Hj3 , [Hj4 , [Hj5 , [Hj6 , Y ]]]]]] + c
′′Z,
ζ ′′111111 = 1, ζ
′′
111122 = 237, ζ
′′
112222 = −153, ζ ′′222222 = 27, (3.57)
where the other ζ ′′j1···j6s are zero. We can take the simplest choice c
′′ = 0.
The other choices of v corresponds to the Weyl reflections of the case 1 or 2.
Using the decomposition formula (3.31), we can define the field decomposition in the similar
way to the case of the gauge group SU(N). Because of the conditions of the field decomposition,
Eqs. (3.10) and (3.11), V (x) and X (x) are written as
Vµ(x) = PΘ−1h⊥v Θ(ig
−1
YM
Θ−1∂µΘ) +Aµ − PΘ−1h⊥v Θ(Aµ)
= Aµ(x) + ig
−1
YM
∑
j1,...,jn
ηj1···jn [nj1(x), · · · , [njn−1(x),Dµ[Aµ]njn(x)] · · · ],
Xµ(x) = −ig−1YM
∑
j1,...,jn
ηj1···jn [nj1(x), · · · , [njn−1(x),Dµ[A ]njn(x)] · · · ]. (3.58)
Thus Vµ(x) and Xµ(x) are written in terms of the original Yang-Mills field Aµ(x) and the
color fields nj(x). Notice that Vµ(x) is further cast into
Vµ(x) = Aµ(x) +
∑
j1,...,jn
ηj1···jn [nj1(x), · · · , [njn−1(x), [Aµ(x), njn(x)]] · · · ]
+ ig−1
YM
∑
j1,...,jn
ηj1···jn [nj1(x), · · · , [njn−1(x), ∂µnjn(x)] · · · ]
=
∑
j=1,2
〈nj(x),Aµ(x)〉nj(x)
+
∑
j1,...,jn
ξj1...jn [nj1(x), · · · , [njn−1(x), [njn(x),Aµ(x)]] · · · ]
+ ig−1
YM
∑
j1,...,jn
ηj1···jn [nj1(x), · · · , [njn−1(x), ∂µnjn(x)] · · · ], (3.59)
where we have applied the formula Eq. (3.37) to Aµ(x) in the last step. Therefore, Vµ(x) is
decomposed into Cµ(x) and Bµ(x):
Vµ(x) = Cµ(x) +Bµ(x)
Cµ(x) :=
∑
j=1,2
〈nj(x),Aµ(x)〉nj(x)
+
∑
j1,...,jn
ξj1...jn [nj1(x), · · · , [nj5(x), [njn(x),Aµ(x)]] · · · ],
Bµ(x) := ig
−1
YM
∑
j1,...,jn
ηj1···jn [nj1(x), · · · , [nj5(x), ∂µnjn(x)] · · · ]. (3.60)
Here Cµ(x) commutes with v · n(x):
[Cµ(x),v · n(x)] = 0, (3.61)
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while Bµ(x) is orthogonal to nj(x):
〈Bµ(x), nj(x)〉 = 0. (3.62)
The first term in the right-hand side of Cµ(x) belongs to the adjoint transformation of the
Cartan subalgebra Θ−1tΘ and the second term belongs to the orthogonal complement of the
subspace Θ−1tΘ of Θ−1hvΘ which vanishes when the maximal stability group coincides with
the maximal torus group Hv = T (This is the case for the maximal option of SU(N)). Notice
that Bµ(x) is the extension of the SU(N) Cho connection to general cases. An appropriate
set of the above fields will be used in the reformulation of the G Yang-Mills theory.
We suppose that the dominant mode for quark confinement is the restricted field Vµ(x)
extracted from the original Yang-Mills field Aµ(x) through the decomposition given in the
above. In fact, this observation is exemplified for the Wilson loop operator by using the
non-Abelian Stokes theorem in the same manner as in SU(N), as given in the next section.
3.3. Non-Abelian Stokes theorem
The Wilson loop operator in a representation R is defined by
WR[A ;C] :=
1
DR
trR P exp
(
igYM
∮
C
A
)
, (3.63)
where DR is the dimension of R, trR denotes the trace in R and P denotes the path ordering.
We can relate the decomposed field variables to a Wilson loop operator through a version of
the NAST which was proposed by Diakonov and Petrov [23]. In this version of the NAST,
a Wilson loop operator in a representation R is rewritten into the surface integral form by
introducing a functional integral on the surface S surrounded by the loop C as
WR[A ;C] =
∫
DΩ exp
(
igYM
∫
S:∂S=C
fΛ
)
,
DΩ :=
∏
x∈S
dΩ(x) (3.64)
where DΩ is the product of the Haar measure dΩ(x) over the surface S with the loop C as
the boundary, the color fields are defined by nk = Ω
−1HkΩ, fΛ is the Abelian field strength
defined in Eq. (3.6) for v = Λ, and Λ is the highest weight of the representation R. Notice
that the restricted field V is defined using Ω−1HkΩ as the color field nk. Thus we can relate
the restricted field to the Wilson loop operator in the manifestly gauge-invariant way.
The simplified version of the derivation is as follows. See [23] for more detailed derivation.
First, we divide the loop into small pieces and represent the Wilson loop operator as the
product of the parallel transporter for each piece. Next we insert between parallel transporters
the completeness relation
1 =
∫
dΩ Ω−1 |Λ〉 〈Λ|Ω, (3.65)
where dΩ is the Haar measure and |Λ〉 is the highest weight state of the representation R, and
rewrite the trace by using the equality
trO =
∫
dΩ 〈Λ|ΩOΩ−1 |Λ〉 . (3.66)
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Then, by taking the limit where the length of each piece of the loop goes to zero, we obtain
WR[A ;C] =
∫ ∏
x∈C
dΩ(x) exp
(
igYM
∮
C
〈Λ|A Ω |Λ〉
)
,
A Ω(x) := Ω(x)A (x)Ω−1(x) + ig−1
YM
Ω(x)dΩ−1(x). (3.67)
In this expression, the path ordering disappears and therefore we can use the usual Stokes
theorem as
WR[A ;C] =
∫ ∏
x∈S
dΩ(x) exp
(
igYM
∫
S:∂S=C
d 〈Λ|A Ω |Λ〉
)
,
FΩ(x) := d 〈Λ|A Ω |Λ〉 . (3.68)
Then using 〈Λ|A Ω |Λ〉 = 〈Λ·H,A Ω〉 and Eq. (3.16), we obtain d 〈Λ|A Ω |Λ〉 = 〈Λ·n,F [V ]〉 for
nj(x) := Ω
−1(x)HjΩ(x), which is nothing but the Abelian field strength fΛ. Thus Eq. (3.64)
is obtained. Note that the color fields nj(x) is defined by using the integration variable Ω(x)
instead of the G-valued functional Θ[A ](x) of the gauge field A .
Clearly, the NAST can be applied not only to the fundamental representation but also to
any representation, suggesting the correct way for extracting the dominant part of the Wilson
loop in higher representations as we explain in the next chapter.
3.3.1. The relationship between the NAST and the reduction condition
Here we consider the relation between the reduction condition and the NAST. In the NAST
Eq. (3.64), we observe that the Abelian field strength fΛ is defined in terms of the integration
variable Ω(x). At this stage, Ω(x) is distinct from Θ(x). Therefore, there is no clear relationship
between the Wilson loop operator and the field decomposition defined by using the color field
nj(x) constructed from Θ(x). Instead of performing the integration over the measure DΩ, the
color fields defined using Ω(x) in Eq. (3.64) are replaced by the color fields defined using Θ(x)
determined by solving the reduction condition. The validity of this replacement should be
checked by numerical calculations. In the fundamental representation, if we use Θ determined
by minimizing Eq. (3.17), the integrand of Eq. (3.64) with Ω = Θ is equal to the “Abelian
Wilson loop” obtained by taking the Abelian projection in the MA gauge. This gauge is
chosen so as to maximize the Abelian part of the gauge field. In this case the validity of this
replacement has already been checked by the Abelian dominance in the previous studies. In the
next chapter, for the higher representations, we follow the same strategy as the fundamental
representation, and the validity will be checked by the numerical calculations.
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It is known that, for quarks in higher representations, if the Abelian projection is naively
applied to Wilson loops in higher representations, the resulting monopole contribution does
not reproduce the string tension extracted from the original Wilson loop average [49]. This
is because, in higher representations, the diagonal part of the Wilson loop does not behave
in the same way as the original Wilson loop. For example, in the adjoint representation of
SU(2), the diagonal part of the Wilson loop average approaches 1/3 for a large loop, which is
obviously different from the behavior of the original Wilson loop. In the language of the field
decomposition, this means that in higher representations, the Wilson loop for the restricted
field does not behave in the same way as the original Wilson loop. Poulis [50] heuristically
found the correct way to extend the Abelian projection approach for the adjoint representation
of SU(2). In his approach, the diagonal part of the Wilson loop is further decomposed into
the “charged term” and the “neutral term” and then the “charged term” is used instead of the
diagonal part.
In this chapter, based on my work [41] in collaboration with A. Shibata, S. Kato and K.-I.
Kondo, we propose a systematic prescription to extract the “dominant” part of the Wilson
loop average, which can be applied to the Wilson loop operator in an arbitrary representation
of an arbitrary compact gauge group. Here the “dominant” part means that the string tension
extracted from this part of the Wilson loop reproduces that from the original Wilson loop .
In the prescription, we further extract the “highest weight part” from the diagonal part of
the Wilson loop or the Wilson loop for the restricted field. This prescription comes from the
NAST, which is considered in Chap. 3. In order to test this proposal, we calculate numerically
the “dominant” part of the Wilson loop for the adjoint representation of SU(2) group, and
adjoint and sextet representations of SU(3) group. The results support our claim.
This chapter is organized as follows. In Sec. 4.1, we briefly review the lattice version of the
field decomposition. In Sec. 4.2, we propose an operator suggested from the NAST, which is
expected to reproduce the dominant part of the area law fall-off of the original Wilson loop
average. In Sec. 4.3, we perform the numerical simulations on the lattice to examine whether
or not the proposed operator exhibits the expected behavior of the Wilson loop average. In
Appendix B we give derivation of some equations given in Sec. 4.2.
4.1. Field decomposition method on lattice
In this section, firstly we give a brief review of the field decomposition on the lattice. Here
we work in the SU(N) Yang-Mills theory, but the field decomposition can be applied to an
arbitrary compact group as mentioned in Chap. 3. In this chapter we consider only the maximal
option. Next we explain the reduction conditions we used in the numerical simulations.
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4.1.1. Field decomposition on lattice
In the lattice version of the field decomposition [51–53], a link variable Ux,µ is decomposed into
two variables as
Ux,µ = Xx,µVx,µ, Xx,µ, Vx,µ ∈ SU(N), (4.1)
where Vx,µ gauge-transforms just like a link variable as
Vx,µ → gxVx,µg†x+µ, gx ∈ SU(N), (4.2)
and Xx,µ transforms like an adjoint matter as
Xx,µ → gxXx,µg†x. (4.3)
The decomposition is determined by using the color fields n
(k)
x = Θ
†
xHkΘx (k = 1, . . . , N−1) in
the similar way to the continuum case. The first condition which determines the decomposition
is given by replacing the covariant derivative Dµ[V ] in Eq. (3.7) with the covariant lattice
derivative Dµ[V ] as
Dµ[V ]n
(k)
x := ε
−1(Vx,µn
(k)
x+µ − n(k)x Vx,µ) = 0, (4.4)
where ε is the lattice spacing. This condition does not determine Vx,µ completely because
this equality is maintained if we multiply Vx,µ from the left by gx ∈ SU(N) which satisfies
[n
(k)
x , gx] = 0 for any k. To reproduce the continuum version of the decomposition in the naive
continuum limit, the decomposition is chosen as [53]
Vx,µ = Kˆx,µUx,µ(det(Kˆx,µ))
−1/N ,
Xx,µ = Kˆ
†
x,µ(det(Kˆx,µ))
1/N ,
Kˆx,µ :=
(√
Kx,µK
†
x,µ
)−1
Kx,µ,
Kx,µ := 1 + 2N
N−1∑
k=1
n(k)x Ux,µn
(k)
x+µU
†
x,µ. (4.5)
The color fields are determined by minimizing a reduction functional as in the continuum
case. The lattice version of Eq. (3.17) is given by replacing the covariant derivative with the
covariant lattice derivative as
RMA[U, {n(k)}] :=
∑
x,µ
N−1∑
k=1
tr[(Dµ[U ]n
(k)
x )
†Dµ[U ]n(k)x ]. (4.6)
4.1.2. Reduction conditions
The reduction condition is not determined uniquely. To see the dependence on the reduction
condition, in the present study for the SU(3) Yang-Mills theory, we performed numerical
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(a) The fundamental representation     (b) The adjoint representation         (c) The sextet representation
Figure 4.1.: The weight diagram of (a) the adjoint representation [1, 1] and (b) the sextet
representation [0, 2] of SU(3). A single dot represents a weight µ with multiplicity
one, dµ = 1, and a circled dot represents a weight µ with multiplicity two, dµ = 2.
simulations under the two additional reductions conditions which are defined by minimizing
the functionals
Rn3[U, {n(k)}] =
∑
x,µ
tr[(Dµ[U ]n
3
x)
†Dµ[U ]n3x], (4.7)
Rn8[U, {n(k)}] =
∑
x,µ
tr[(Dµ[U ]n
8
x)
†Dµ[U ]n8x], (4.8)
where n3x := Θ
†
xT 3Θ and n8x := Θ
†
xT 8Θx. Note that the reduction functional Eq. (4.8) does
not determine n3x and therefore does not determine the decomposition Eq. (4.5) completely.
However, as we explain in the next section, a specific part Eq. (4.18) of the Wilson loop for
the restricted field is determined.
4.2. Wilson loops in higher representations
In the preceding numerical simulations by using the Abelian projection [34, 54] and those by
using the field decomposition [51, 55–58], it was shown that the area law of the average of a
Wilson loop in the fundamental representation is reproduced by the monopole contribution.
However, this might be an accidental agreement restricted to the fundamental representation.
Therefore, we should check the other quantities. The Wilson loops in higher representations
are appropriate for this purpose because they have clear physical meaning. However, it is
known that if we apply the Abelian projection naively to higher representations, the monopole
contributions in the Abelian part do not reproduce the correct behavior [49]. For example, in
the adjoint representation of SU(2), the Abelian Wilson loop average approaches 1/3 as the
loop size increases according to the numerical simulation [50]. In this case, we cannot extract
the static potential V (R) from the exponential fall-off behavior e−V (L)T of the Wilson loop
average defined for the rectangular loop with length T and width L, since e−V (L)T → 0 as
T →∞. In the spin-3/2 representation, the string tension extracted from the Abelian Wilson
loop has the same value as that for the fundamental representation [49], which is different from
the correct behavior. Thus we need to find a more appropriate way to extract the monopole
contributions in the Abelian part.
As we mentioned before, the NAST suggests how we extract the “dominant part” of the
Wilson loop average, which means that by using an appropriate operator W˜R[V ;C] suggested
by the NAST, we can reproduce the full string tension extracted using the original Wilson loop
WR[A ;C]. In the language of the field decomposition, the diagonal part of the Wilson loop is
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equivalent to the “restricted Wilson loop” WR[V ;C], the Wilson loop for the restricted field
V in the maximal option. Therefore, the average of WR[V ;C] does not reproduce the string
tension extracted from the original Wilson loop WR[A ;C]. On the other hand, the NAST
suggests the distinct operator W˜R[V ;C] as the dominant part of the Wilson loop in higher
representations.
We now give the explicit expressions for the operators suggested by the NAST, W˜R[V ;C],
and the restricted Wilson loop operator WR[V ;C] to see the difference between the two oper-
ators. The restricted Wilson loop operator WR[V ;C] is rewritten as
WR[V ;C] :=
1
DR
trR P exp
(
igYM
∮
C
V
)
=
1
DR
∑
µ∈∆R
dµ exp
(
igYM
∮
C
〈µ|A Θ |µ〉
)
, (4.9)
where DR is the dimension of the representation R, ∆R is the set of all weights of R, dµ is
the multiplicity of a weight µ and |µ〉 is a normalized state corresponding to µ. Note that
this operator Eq. (4.9) is gauge invariant just as the original Wilson loop. The derivation of
Eq. (4.9) is given in Appendix B.1.
For example, in the adjoint representation of SU(2), the Wilson loop for the restricted field
is written as
WJ=1[V ;C] =
1
3
(
eiφ + e−iφ + 1
)
,
φ := gYM
∮
2 tr(A ΘT 3). (4.10)
In [50], it was confirmed that the average of this operator approaches 1/3 as the loop size
increases. This behavior is clearly different from the original Wilson loop.
In the adjoint representation [1, 1] and the sextet representation [0, 2] of SU(3), the weight
diagram is given in Fig. 4.1 (b) and (c) respectively. Then the Wilson loop for the restricted
field is written as
W[1,1][V ;C] =
1
8
(
ei
φ3+
√
3φ8
2 + e−i
φ3+
√
3φ8
2 + ei
−φ3+
√
3φ8
2
+e−i
−φ3+
√
3φ8
2 + eiφ3 + e−iφ3 + 2
)
,
W[0,2][V ;C] =
1
6
(
e
i 2√
3
φ8 + ei
3φ3+
√
3φ8
3 + ei
−3φ3+
√
3φ8
3
+ei
3φ3+
√
3φ8
6 + ei
−3φ3+
√
3φ8
6 + e
−i 1√
3
φ8
)
,
φ3 := gYM
∮
C
2 tr(A ΘT 3), φ8 := gYM
∮
C
2 tr(A ΘT 8). (4.11)
On the other hand, the operator W˜R[V ;C] suggested by the NAST is the integrand of the
NAST using the color fields satisfying the reduction condition, i.e., the integrand of Eq. (3.67)
with Ω(x) = Θ(x). We include the contribution of the weights which are equivalent to the
highest weight under the action of the Weyl group. Let the set of such weights be ∆hR. Thus
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we propose the operator
W˜R[V ;C] =
1
DhR
∑
Λ∈∆hR
exp
(
igYM
∮
C
〈Λ|A Θ |Λ〉
)
, (4.12)
where DhR is the number of elements in ∆
h
R. We call this operator as the highest weight
part of the Abelian Wilson loop. Note that this operator Eq. (4.12) is gauge invariant because
Θ(x) transforms as Θ(x) → Θ(x)g−1(x) under a gauge transformation. In the fundamental
representation, the highest weight part of the Abelian Wilson loop, Eq. (4.12), is the same as
the Abelian Wilson loop because all weights of the fundamental representation is equivalent
to the highest weight under the action of the Weyl group.
For example, in the adjoint representation of SU(2) the proposed operator is written as
W˜J=1[V ;C] =
1
2
(
eiφ + e−iφ
)
. (4.13)
In [50], Poulis heuristically found that this operator reproduces the full adjoint string tension
without giving the theoretical justification. In the adjoint representation [1, 1] and the sextet
representation [0, 2] of SU(3) it can be written as
W˜[1,1][V ;C] =
1
6
(
ei
φ3+
√
3φ8
2 + e−i
φ3+
√
3φ8
2 + ei
−φ3+
√
3φ8
2
+e−i
−φ3+
√
3φ8
2 + eiφ3 + e−iφ3
)
,
W˜[0,2][V ;C] =
1
3
(
e
i 2√
3
φ8 + ei
3φ3+
√
3φ8
3 + ei
−3φ3+
√
3φ8
3
)
. (4.14)
For SU(2), the proposed operator Eq. (4.12) for the spin-J representation can be written as
W˜J [V ;C] =
1
2
tr
(
(VC)
2J
)
, (4.15)
by using the untraced restricted Wilson loop VC in the fundamental representation defined as
VC :=
∏
〈x,µ〉∈C
Vx,µ. (4.16)
For SU(3), the proposed operator for the representation with the Dynkin index [m,n] can be
written as
W˜[m,n][V ;C]
=
1
6
(
tr ((VC)
m) tr
(
(V †C)
n
)
− tr
(
(VC)
m(V †C)
n
))
, (4.17)
where (VC)
0 = 1. The derivation of Eqs. (4.15) and (4.17) is given in Appendix B.2. Note
that Eqs. (4.15) and (4.17) are gauge invariant because of the gauge-transformation property
of Vx,µ, Eq. (4.2). Indeed Eq. (4.15) for J = 1/2 in SU(2) and Eq. (4.17) for [m,n] = [1, 0] in
SU(3) are the same as the ordinary Abelian Wilson loop in the fundamental representation.
Finally, we consider what part of the Abelian Wilson loop is determined by the reduction
condition Eq. (4.8). The color field n8x does not change under a transformation Θx → hxΘx,
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Figure 4.2.: The static potential V (L, T = 6) between the sources in the adjoint representation
of SU(2) using Eq. (4.15) for J = 1 and for comparison the full Wilson loop
average in the adjoint representation. The result is consistent with that of [50,59]
where the same quantity is calculated by the Abelian projection method. The
curves are obtained by fitting the data with the Cornel potential. The fit range is
1 ≤ L/ε ≤ 8. The figure is taken from Ref. [41].
hx ∈ U(2), where U(2) is generated by T 1, T 2, T 3, T 8. Under this transformation φ8 does
not change but φ3 changes. Thus a part of the Abelian Wilson loop which is determined by
Eq. (4.8) is written as
e
i n√
3
φ8 , n ∈ Z. (4.18)
This part is contained in the highest weight part of the Abelian Wilson loop only for repre-
sentations [m, 0] and [0, n]. Therefore, in the numerical simulation, we have not calculated
the highest weight part of the Abelian Wilson loop in the adjoint representation [1, 1] for the
reduction condition Eq. (4.8).
4.3. Numerical result
In order to support our claim that the dominant part of the Wilson loops in higher representa-
tion is given by the highest weight part Eq. (4.12), we examine numerically whether the string
tension extracted from Eqs. (4.15) and (4.17) reproduce the full string tension or not. In the
numerical simulations, we investigate the Wilson loop in the adjoint representation of SU(2)
and in the adjoint representation [1, 1] and the sextet representation [0, 2] of SU(3).
We set up the gauge configurations for the standard Wilson action at β = 2.5 on the 244
lattice for SU(2) and at β = 6.2 on the 244 lattice for SU(3). For SU(2) case, we prepare
500 configurations every 100 sweeps after 3000 thermalization by using the heatbath method.
For SU(3) case, we prepare 1500 configurations evey 50 sweeps after 1000 thermalization by
using pseudo heatbath method with over-relaxation algorithm (20 steps per sweep). In the
measurement of the Wilson loop average we apply the hyper-blocking for SU(2) case and
the APE smearing technique for SU(3) case to reduce noises and the exciting modes. In
SU(3) case, the number of the smearing is determined so that the ground state overlap is
enhanced [60]. We have calculated the Wilson loop average W (L, T ) for a rectangular loop
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Figure 4.3.: The static potential 〈V (L, T = 8)〉 between the sources in (a) the fundamental
[0, 1], (b) adjoint [1, 1], and (c) sextet [0, 2] representations of SU(3) calculated
using Eq. (4.17), in comparison with the full Wilson loop average. The legends,
MA, n3 and n8 represents the measurements by using the corresponding reduction
conditions Eqs. (4.6)–(4.8) respectively. The straight lines are obtained by fitting
the data with the linear potential. The fit range is indicated by the plotting range
of the lines. The figure is taken from Ref. [41].
with length T and width L to derive the potential V (L, T ) through the formula
V (L, T ) = − log W (L, T + 1)
W (L, T )
. (4.19)
In case of SU(2), we investigate the Wilson loop in the adjoint representation 3 (J = 1). The
restricted link variable Vx,µ is obtained by using Eq. (4.5) for the color field nx which minimizes
the reduction functional Eq. (4.6) (N = 2). Figure 4.2 shows that the static potentials from the
proposed operator Eq. (4.15) for J = 1 and the full Wilson loop in the adjoint representation
are in good agreement. The string tensions σfull and σrest for the full Wilson loop and the
proposed operator which are extracted by fitting the data with the Cornel potential are
σfull = 0.1021(234), σrest = 0.0968(159),
σrest/σfull ' 0.95. (4.20)
Note that in the fundamental representation 2 (J = 1/2), the perfect Abelian dominance in
the string tension is obtained in [56].
In case of SU(3), we investigate the Wilson loop in the fundamental representation [0, 1] = 3,
the adjoint representation [1, 1] = 8 and the sextet representation [0, 2] = 6. For each repre-
sentation, we measure the Wilson loop average for possible reduction functionals, Eqs. (4.6)–
(4.8). Figure 4.3 shows the static potentials from the proposed operator Eq. (4.17) for [m,n] =
[0, 1], [1, 1], [0, 2] and the full Wilson loop in the fundamental, adjoint and sextet representa-
tions. Table 4.1 shows the string tensions which are extracted by fitting the data with the
linear potential. Note that the data for the adjoint representation [1, 1] under the reduction
condition n8 is not available, since the highest weight part of the Abelian Wilson loop in
the adjoint representation [1, 1] is not determined by the reduction condition n8 Eq. (4.8), as
explained in the final part of the previous section. The string tensions extracted from the pro-
posed operator reproduce nearly equal to or more than 90% of the full string tension for any of
the reduction conditions Eqs. (4.6)–(4.8). These results indicate that the proposed operators
give actually the dominant part of the Wilson loop average. Note that in the fundamental
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representation 3 ([1, 0]), the perfect Abelian dominance in the string tension is reported in the
previous study [61], where a large physical volume is considered to be needed to reproduce the
full string tension perfectly.
Table 4.1.: The string tensions in the lattice unit in the SU(3) case: the string tensions
obtained under reduction conditions MA Eq. (4.6), n3 Eq. (4.7) and n8 Eq. (4.8),
in comparison with the full string tension. The second line of each cell indicates
the ratio of the string tensions which are extracted from the proposed operator and
the full Wilson loop for each reduction condition. Note that the data in the slot
[1, 1]-n8 is not available, because the highest weight part of the Abelian Wilson loop
in the adjoint representation [1, 1] is not determined by the reduction condition n8
Eq. (4.8). The table is adapted from Ref. [41].
full MA n3 n8
[0, 1] 0.02776(2) 0.02458(1) 0.02884(3) 0.02544(3)
89% 104% 91%
[1, 1] 0.0576(1) 0.0522(1) 0.062(1) -
91% 108%
[0, 2] 0.0647(1) 0.05691(9) 0.0635(2) 0.0641(6)
91% 98% 99%
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In this chapter, based on my work [40, 62] in collaboration with K.-I. Kondo, we discuss
double-winding, triple-winding and more general multiple-winding Wilson loops in the SU(N)
Yang-Mills gauge theory. A “double-winding” Wilson loop consists of a contour that winds
once around a loop C1 and once around a loop C2 where C2 lies entirely in the minimal area
of C1 and shares one point with C1. Recently, the SU(2) case for the double-winding Wilson
loop [39] has been investigated to study the mechanism for quark confinement. It has been
found that the area law falloff of the vacuum expectation value (or average) of the double-
winding Wilson loop follows a difference-of-areas law [39]. In this chapter, we examine how
the area law falloff of a double-winding, triple-winding and arbitrary multiple-winding Wilson
loop averages depend on the number of color N in the SU(N) Yang-Mills theory.
First, we discuss the case where the two loops C1 and C2 are identical for a double-winding
Wilson loop and derive the exact operator relation which relates the double-winding Wilson
loop operator in the fundamental representation to a single Wilson loop in the higher dimen-
sional representations depending on N . By taking the average of the relation, we find the
relation among the Wilson loop averages. We find that the difference-of-areas law for the area
law falloff of a double-winding Wilson loop average recently claimed for N = 2 is excluded for
N ≥ 3, provided that the string tension obeys the Casimir scaling [63] for the higher represen-
tations. We show that a double-winding SU(3) Wilson loop average follows a novel area law
which is neither difference-of-areas nor sum-of-areas, while the difference-of-areas is excluded
and the sum-of-areas law is allowed for SU(N) (N ≥ 4), although the double-winding SU(2)
Wilson loop average is consistent with the difference-of-areas law.
Next, we extend the analysis to a multiple-winding Wilson loop in the SU(N) Yang-Mills
gauge theory. We give a physical motivation to consider the multi-winding Wilson loop and
give the physical interpretation of the obtained results. This enables us to explain how the
SU(2) case is so different from the other cases.
These results are derived from the group theoretical consideration in the case where all
loops are identical. In this case, a m-times-winding Wilson loop operator in the fundamental
representation is rewritten as a linear combination of Wilson loop operators in the higher
representations which are distinct from the fundamental representation. The results do not
depend on the dimensionality of spacetime. This provides us with the useful information to
analyze the area law falloff of the multiple-winding Wilson loop average.
Finally, we discuss the case where the two loops are distinct for a double-winding Wilson
loop. In this case, we argue that the area law follows a novel law (N − 3)S2/(N − 1) + S1
with S1 and S2 (S2 < S1) being the minimal areas spanned respectively by the loops C1 and
C2, which is neither sum-of-areas (S1 + S2) nor difference-of-areas (S1 − S2) law when N ≥ 3.
Indeed, we show that this behavior is exactly derived in the SU(N) Yang-Mills theory in the
two-dimensional spactime. These results are consistent with the result obtained recently based
on the leading order calculations of the strong-coupling expansion within the framework of
the lattice gauge theory [64], which does not depend on the dimensionality of spacetime. The
results will give useful information to investigate the true mechanism for quark confinement,
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Figure 5.1.: The leftmost figure is a double-winding loop with two closed loops C1 and C2
winding in the same direction and the middle one is its deformation. The rightmost
figure is the case of two identical loops.
which is to be tackled in the subsequent works.
This chapter is organized as follows. In Secs. 5.1 and 5.2, we give the main results with their
physical interpretation. In Sec. 5.1, we discuss the area law falloff for a double-winding Wilson
loop for the two identical loops. In Sec. 5.2, we extend our analysis to multiple-winding Wilson
loops for the m identical loops. In Sec. 5.3, we treat a double-winding Wilson loop with two
distinct loops in the SU(N) Yang-Mills theory in the two-dimensional spacetime. In Sec. 5.4,
we give a prescription to avoid the problem that the naively defined Abelian Wilson loop does
not reproduce the behavior of the double-winding Wilson loop in SU(2) Yang-Mills theory.
Some of the details of the proofs of the main results are given in Appendix C.
5.1. Double-winding Wilson loop with identical loops
For a single closed loop C, the Wilson loop operator in the fundamental representation is
defined by
W (C) :=
1
N
tr[UF (C)], (5.1)
where UF (C) is the parallel transporter along the loop C, i.e., the path-ordered product of the
group element along the loop C:
UF (C) := P exp
{
ig
∫
C
dxµAµ
}
∈ G. (5.2)
For two closed loops C1 and C2, a double-winding Wilson loop operator in the fundamental
representation is defined by
W (C1 × C2) := 1
N
tr[UF (C1)UF (C2)]. (5.3)
See Fig. 5.1
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In what follows, we consider what type of the area law follows for the double-winding Wilson
loop average, irrespective of the lattice and continuum formulations. For this purpose, we
consider the case of two identical loops, i.e., C1 = C2 = C. In the identical case, the double-
winding Wilson loop operator is written as
W (C × C) := 1
N
tr[(UF (C))
2]. (5.4)
The two loops C1 and C2 have the same direction. The two identical loops correspond to the
world line of a pair of quarks in the fundamental representation. The direct product of two
fundamental representations is decomposed into the irreducible representations of the color
group SU(N).
For SU(2), the product of two fundamental representations 2 is decomposed into a singlet
1 and a triplet 3, i.e. adjoint representation:
2⊗ 2 = 1⊕ 3 = 2⊗ 2∗ (5.5)
Since the color singlet state must not be confined and could be observed, the string tension must
vanish and the area law would disappear. In fact, the double-winding Wilson loop operator in
the fundamental representation is decomposed into a trivial term and the Wilson loop operator
W (C)Adj in the adjoint representation for a single Wilson loop C (see Appendix C.1 for the
derivation):
W (C × C) = −1
2
1 +
3
2
W (C)Adj. (5.6)
This operator identity for the Wilson loops leads to the relation for their averages:
〈W (C × C)〉 = −1
2
+
3
2
〈W (C)Adj〉. (5.7)
The adjoint Wilson loop average exhibits the area law in the intermediate distance, since the
adjoint quarks are screened by gluons in the long distance. In the intermediate region, we have
〈W (C × C)〉 = −1
2
+ b2e
−σAdjS + · · · . (5.8)
This is consistent with the difference-of-areas behavior and contradicts with the sum-of-areas
one, as pointed out by [39].
The quadratic Casimir operator of a representation with an index J = 12 , 1,
3
2 , ... for SU(2)
is given by
C2(J) = J(J + 1), (5.9)
which has the specific value for J = 12 and J = 1:
C2(
1
2
) =
3
4
, C2(1) = 2. (5.10)
Suppose that the Casimir scaling for the string tension holds. Then we find adjoint string
tension σAdj is obtained from the fundamental string tension σF using the ratio of the quadratic
Casimir operators:
σAdj =
C2(1)
C2(
1
2)
σF =
8
3
σF. (5.11)
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The fundamental representation and its conjugate representation are district in general. If
they happen to coincide, the representation is called a real representation. Otherwise, they
are called the complex representation. The group SU(N) allows complex representations
for N ≥ 3. The SU(2) group is very special, since 2 and 2∗ are equivalent:
2 = 2∗. (5.12)
In SU(2), therefore, two quarks qq can make a singlet: 2 ⊗ 2∗ = 2 ⊗ 2 = 3 ⊕ 1. Thus, the
composite particle qq = qq¯ is regraded as a meson qq¯ and a baryon qq simultaneously and there
is no distinction between mesons and baryons for SU(2) group.
For SU(3), the product of two fundamental representations 3 is decomposed into a anti-
triplet 3∗ and a sextet representation 6 :
3⊗ 3 = 3∗ ⊕ 6. (5.13)
This is represented as the Young diagram:
⊗ = ⊕ . (5.14)
For SU(3), there is no color singlet for a pair of two quarks, in sharp contrast with a pair of
quark and antiquark where
3⊗ 3∗ = 1⊕ 8 = 3∗ ⊗ 3, (5.15)
which is represented as the Young diagram:
⊗ = ⊕ . (5.16)
In fact, the double-winding Wilson loop operator in the fundamental representation 3 is de-
composed into the Wilson loop W ∗(C) = W (C)[0,1] in the (anti)fundamental representation
3∗ with the Dynkin indices [0, 1] and the Wilson loop operator W (C)[2,0] in the sextet repre-
sentation 6 with the Dynkin indices [2, 0] (see Appendix C.1 for the derivation):1
W (C × C) = −W (C)[0,1] + 2W (C)[2,0]. (5.20)
This identity leads to the relation for the average:
〈W (C × C)〉 = −〈W (C)[0,1]〉+ 2〈W (C)[2,0]〉. (5.21)
1 It is also possible to rewrite
2 tr(U[2,0]) = tr(U
2
[1,0]) + (tr[U[1,0]])
2, (5.17)
which is equal to
4W (C)[2,0] = W (C × C) + 3W (C)2[1,0]. (5.18)
This operator relation leads to the relation for the average:
4〈W (C)[2,0]〉 = 〈W (C × C)〉+ 3〈W (C)2[1,0]〉. (5.19)
This relation was used to examine the Casimir scaling for the representation [2, 0] on the lattice, see eq.(5.15)
of [63].
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In the confinement phase, both Wilson loop averages 〈W (C)[0,1]〉 and 〈W (C)[2,0]〉 exhibit the
area law for the loop C of any size larger than a critical size below which the Coulomb like
behavior is dominant, since they are not screened by gluons that belong to the adjoint repre-
sentation 8 with the Dynkin indices [1, 1]. Therefore, we have
〈W (C × C)〉 = a3e−σFS + b3e−σ[2,0]S + · · · (a3 < 0, b3 > 0). (5.22)
In the intermediate region, we assume the Casimir scaling to estimate the string tension
σR in the higher-dimensional representation R. The dimension of the representation with the
Dynkin indices [m,n] for SU(3) is given by
D([m,n]) =
1
2
(m+ 1)(n+ 1)(m+ n+ 2). (5.23)
The quadratic Casimir operator of the representation with the Dynkin indices [m,n] for SU(3)
is given by [65]
C2([m,n]) =
1
3
(m2 +mn+ n2) +m+ n, (5.24)
with the specific values:
C2([0, 0]) = 0, C2([1, 0]) = C2([0, 1]) =
4
3
, C2([2, 0]) =
10
3
, C2([1, 1]) = 3, .... (5.25)
Assuming the Casimir scaling for the string tension, therefore, the string tension σ[2,0] of the
representation [2, 0] is obtained as the ratio to the fundamental string tension σF = σ[1,0]:
σ[2,0] =
C2([2, 0])
C2([1, 0])
σF =
5
2
σF. (5.26)
Therefore, the area law falloff of the double-winding SU(3) Wilson loop average is given in the
intermediate region by
〈W (C × C)〉 = a3e−σFS + b3e− 52σFS + · · · (a3 < 0, b3 > 0). (5.27)
In the asymptotic region, on the other hand, the string tension σR for quarks in the repre-
sentation R is determined only through the N -ality k of the representation R (See e.g., section
10.5 of [22]). Notice that the two representations 3∗ = [0, 1] and 6 = [2, 0] have the same N -
ality k = 2. Therefore, the two string tensions σ[0,1] and σ[2,0] converge to the same asymptotic
value that is expected to be the fundamental string tension:
σ[0,1], σ[2,0] → σF = σ[1,0]. (5.28)
Thus the area law falloff of the double-winding SU(3) Wilson loop average with two identical
loops has the same dominant behavior as that of a single-winding Wilson loop average in the
fundamental representation.
〈W (C × C)〉 ' c3e−σFS . (5.29)
This is not consistent with the difference-of-areas behavior and contradicts also with the sum-
of-areas law.
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For SU(N) (N ≥ 4), we have the decomposition:
N⊗N =
(
N2 −N
2
)
A
⊕
(
N2 + N
2
)
S
, (N ≥ 4). (5.30)
The decomposition Eq. (5.30) shows that the N = 3 case is a bit special: 3 ⊗ 3 = 3∗A ⊕ 6S ,
where the antisymmetric part belongs to 3∗ (not 3). In any case, the color singlet 1 does
not occur for N ≥ 3. This excludes the difference-of-areas law for the double-winding Wilson
loop average for N ≥ 3, because the difference-of-areas law contradicts with this fact in the
identical case. The difference-of-areas law is possible only when the color singlet 1 occurs in
the irreducible decomposition of two quarks.
In fact, the double-winding Wilson loop operator in the fundamental representation N is
decomposed into the Wilson loop W (C)[0,1,0,...,0] in the representation
1
2N(N − 1) with the
Dynkin indices [0, 1, 0, ..., 0] and the Wilson loop operator W (C)[2,0,...,0] in the representation
1
2N(N + 1) with the Dynkin indices [2, 0, ..., 0] (see Appendix C.1 for the derivation):
W (C × C) = −N − 1
2
W (C)[0,1,0,...,0] +
N + 1
2
W (C)[2,0,...,0]. (5.31)
This operator relation leads to the relation for the average:
〈W (C × C)〉 = −N − 1
2
〈W (C)[0,1,0,...,0]〉+
N + 1
2
〈W (C)[2,0,...,0]〉. (5.32)
The Wilson loop averages 〈W (C)[0,1,0,...,0]〉 and 〈W (C)[2,0,...,0]〉 exhibit the area law string
tensions for any size larger than a critical size below which the Coulomb like behavior is
dominant, since they are not screened by gluons that belong to the adjoint representation
N2− 1 with the Dynkin indices [1, 0, ..., 0, 1]. Therefore, we have
〈W (C × C)〉 = aNe−σ[0,1,...,0]S + bNe−σ[2,0,...,0]S + · · · (aN < 0, bN > 0), (5.33)
where aN and bN depend only on the perimeter of C.
In the intermediate region, we assume the Casimir scaling for the string tension σR in the
higher-dimensional representation R. It is shown that the dimension of the representation with
the Dynkin indices [m1, ...,mN−1] for SU(N) is given by [65]
D([m1, ...,mN−1])
=
1
2! · · · (N − 1)!(m1 + 1)(m1 +m2 + 2) · · · (m1 + · · ·+mN−1 +N − 1)
× (m2 + 1)(m2 +m3 + 2) · · · (m2 + · · ·+mN−1 +N − 2)
× · · · × (mN−2 +mN−1 + 2)(mN−1 + 1). (5.34)
and the quadratic Casimir operator of the representation with the Dynkin indices [m1, ...,
mN−1] for SU(N) is given by [66–68]
C2([m1, ...,mN−1]) =
1
2N
N−1∑
k=1
[N(N − k)kmk + k(N − k)m2k +
k−1∑
`=0
2`(N − k)m`mk]. (5.35)
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with the specific values:
C2([0, · · · , 0]) = 0, C2([1, 0, · · · , 0]) = N
2 − 1
2N
,
C2([0, 1, 0, · · · , 0]) = (N − 2)(N + 1)
N
, C2([2, 0, · · · , 0]) = (N + 2)(N − 1)
N
, .... (5.36)
Under the Casimir scaling, the area law falloff of the double-winding SU(N) Wilson loop
average is described in the intermediate region by
〈W (C × C)〉 = aN exp
(
−2N − 2
N − 1σFS
)
+ bN exp
(
−2N + 2
N + 1
σFS
)
+ · · · (5.37)
for aN < 0 and bN > 0. Notice that the first term becomes dominant on the right-hand side
for large S.
In the asymptotic region, on the other hand, the string tension σR for quarks in the rep-
resentation R is determined only through the N -ality k of the representation R. Notice that
the two representations 12N(N− 1) = [0, 1, 0, ..., 0] and 12N(N + 1) = [2, 0, ..., 0] have the same
N -ality k = 2, since the Young diagram of Eq. (5.30) is the same as the SU(3) case Eq. (5.14).
[The N -ality of a representation of SU(N) is equal to the number of boxes in the corresponding
Young tableaux (mod N).] Therefore, the two string tensions σ[0,1,0,...,0] and σ[2,0,...,0] converge
to the same asymptotic value, i.e., σk with k = 2:
σ[0,1,0,...,0], σ[2,0,...,0] → σk (k = 2). (5.38)
If we assume the Casimir scaling also for the asymptotic string tension,
σk =
k(N − k)
N − 1 σF. (5.39)
then the area-law falloff of the double-winding SU(N) Wilson loop average with two identical
loops has the dominant behavior in the intermediate and asymptotic regions given by
〈W (C × C)〉 ' cN exp
(
−2N − 2
N − 1σFS
)
, (5.40)
If we adopt another scaling known as the Sine-Law scaling suggested by MQCD and softly
broken N = 2 [69],
σk =
sin pikN
sin piN
σF , (5.41)
then the asymptotic behavior is given by
〈W (C × C)〉 ' cNe−2 cos piN σFS . (5.42)
In any case, the result is not consistent with the difference-of-areas behavior and contradicts
also with the sum-of-areas law. For N ≥ 3, the area law falloff obeys neither difference-of-areas
nor sum-of-areas law.
In the large N limit, however, the result is consistent with the sum-of-areas law in the
intermediate and asymptotic regions:
〈W (C × C)〉 ' e−kσFS (k = 2). (5.43)
However, this result is interpreted as just coming from the N -ality, rather than reflecting the
dynamics of the Yang-Mills theory.
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5.2. Multiple-winding Wilson loop with identical loops
We can extend the above considerations for a double-winding Wilson loop to a triple-winding
and more general multiple-winding Wilson loops.
For SU(3), we introduce a triple-winding Wilson loop. In the identical case, the triple-
winding Wilson loop average for SU(3) is related to the baryon potential. Baryons are color
singlet composite particles to be observed in experiments. Therefore, the baryon potential
should be non-confining and the string tension must be zero. Indeed, we have
3⊗ 3⊗ 3 = (3⊗ 3)⊗ 3
= (3∗A ⊕ 6S)⊗ 3
= 3∗A ⊗ 3⊕ 6S ⊗ 3
= 1A ⊕ 8MA ⊕ 8MS ⊕ 10S . (5.44)
Thus, we can identify the baryon with the color singlet 1A:
B = εabcq
aqbqc. (5.45)
Thus, for the gauge group G = SU(3), a baryon is constructed from three quarks as the color
singlet object. Therefore, both baryons and mesons are colorless combinations to be observed,
whereas the respective color and the colorful particle as a constituent cannot be observed
according to the hypothesis of color confinement. Thus, the Wilson loop average with a trivial
representation is most dominant and does not exhibit the area law, that is to say, string tension
is zero.
For SU(N) (N ≥ 4), a baryon cannot be constructed from three quarks, since three product
does not contain the singlet for N ≥ 4:
N⊗N⊗N
=
1
3
N(N + 1)(N− 1)⊕ 1
3
N(N + 1)(N− 1)
⊕ 1
6
N(N + 1)(N + 2)⊕ 1
6
N(N− 1)(N− 2). (5.46)
For SU(4), incidentally, we can check the following results:
4⊗ 4∗ = 15⊕ 1,
4⊗ 4 = 10S ⊕ 6A,
4⊗ 4⊗ 4 = (10S ⊕ 6A)⊗ 4
= 20MS ⊕ 20S ⊕ 20MA ⊕ 4A. (5.47)
For SU(4), a quark-antiquark pair qq¯ can form a color singlet, while the three quarks qqq is
unable to form a color singlet. This is because there are 4·3·23·2·1 = 4 ways of forming a completely
antisymmetric wave function using 3 colors from 4 colors. For SU(N), therefore, we need N
quarks to make a color singlet:
B = εa1···aN q
a
1 · · · qaN , (N ≥ 3). (5.48)
This is examined by considering N -times-winding Wilson loop operator.
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In view of these, we consider the general multiple-winding Wilson loop operator of m-times-
winding loops , W (C1 × C2 × ... × Cm). We show that the m-times-winding Wilson loop
operator W (C × C × ... × C) = W (Cm) in the fundamental representation is written as the
linear combination of a single Wilson loop operators WR`(C) in higher representations R` when
all loops are identical:
W (Cm) =
min(m,N)∑
`=1
(−1)`+1D(R`)
N
WR`(C), (5.49)
where the representation WR` is specified by the Dynkin indices of the representation R`:
R` :=

[m, 0, . . . , 0] for ` = 1,
[m− `, 0, . . . , 0, 1︸ ︷︷ ︸
`
, 0, . . . , 0] for ` = 2, . . . ,min(m,N − 1),
[m−N, 0, . . . , 0] for ` = N, m ≥ N,
(5.50)
and D(R`) is the dimension of R`, i.e.,
D(R`) =
(N +m− `)!
m(`− 1)!(m− `)!(N − `)! . (5.51)
The proof is given in Appendix C.2. For a given SU(N), especially, the case m = N is an
important physical case corresponding to the baryon potential.
Then we have the relation for the average
〈W (Cm)〉 =
min(m,N)∑
`=1
(−1)`+1 (N +m− `)!
mN(`− 1)!(m− `)!(N − `)! 〈WR`(C)〉 . (5.52)
Assuming the area law falloff with the string tension obeying the Casimir scaling, therefore,
the most dominant term is given by
〈W (Cm)〉 '

(−1)m−1cNm exp
(
−m(N−m)N−1 σFS
)
for m < N,
(−1)N−1cNm for m = N,
(−1)N−1cNm exp
(
−m(m−N)N+1 σFS
)
for m > N,
(5.53)
where S is the minimal area of the loop and cNm are positive constants.
In particular, a triple-winding Wilson loop for the SU(3) Yang-Mills theory is written as
〈W (C3)〉 = 10
3
〈W (C)[3,0]〉 −
8
3
〈W (C)[1,1]〉+
1
3
〈W (C)[0,0]〉
=
10
3
〈W (C)[3,0]〉 −
8
3
〈W (C)[1,1]〉+
1
3
, (5.54)
where we have used W (C)[0,0] = 1. This is consistent with Eq. (5.44). The triple-winding
Wilson loop operator is related to the baryonic Wilson loop operator, see e.g., [70].
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5.3. General double-winding Wilson loop
Finally, we consider a general double-winding Wilson loop where the two loops are distinct.
In the two-dimensional spacetime we can exactly calculate the double-winding Wilson loop
average. This fact is firstly demonstrated by Bralic in [71] for the U(N) gauge theory. The
exact result for the double-winding Wilson loop average for U(N) is
〈W (C1 × C2)〉
=
N + 1
2
exp
[
− g˜
2N
2
(
S1 +
N + 2
N
S2
)]
− N − 1
2
exp
[
− g˜
2N
2
(
S1 +
N − 2
N
S2
)]
, (5.55)
where g˜ is the coupling constant in the two-dimensional U(N) pure gauge theory. Incidentally,
the U(1) case reads
〈W (C1 × C2)〉 = exp
[
− g˜
2
2
(S1 + 3S2)
]
, (5.56)
which reduces for the identical loops S1 = S2 to
〈W (C × C)〉 = exp
[
− g˜
2
2
(4S)
]
. (5.57)
Notice that the area law falloff for the double-winding U(1) Wilson loop average in two-
dimensional spacetime does not follow the sum-of-areas law.
Fortunately, we can apply this method to the SU(N) gauge theory. Indeed, by replacing
the relations among the generators of U(N) by the ones valid for generators TA of SU(N)
(A = 1, ..., N2 − 1):
δABTATB =
N2 − 1
2N
1,
δAB(TA)
α1
β1
(TB)
α2
β2
=
1
2
δα1β2 δ
α2
β1
− 1
2N
δα1β1 δ
α2
β2
, (5.58)
we can obtain the exact result for the double-winding Wilson loop average for SU(N):
〈W (C1 × C2)〉
=
N + 1
2
exp
[
−g
2
2
N2 − 1
2N
(
S1 +
N + 3
N + 1
S2
)]
− N − 1
2
exp
[
−g
2
2
N2 − 1
2N
(
S1 +
N − 3
N − 1S2
)]
,
(5.59)
where g is the coupling constant in the two-dimensional SU(N) pure gauge theory. In the
large N limit, both U(N) and SU(N) cases agree2
〈W (C1 × C2)〉 = (1− g˜2NS2) exp
[
− g˜
2N
2
(S1 + S2)
]
. (5.60)
See e.g. [72] for the large N result of SU(N) based on the Makeenko-Migdal loop equation.
2 The agreement occurs if g˜2 = g2/2.
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In view of these facts, we give a conjecture for the area-law falloff of the double-winding
SU(N) Wilson loop average with two loops C1, C2 in the four dimensional spacetime:
〈W (C1 × C2)〉 ' −cN exp
[
−σF
(
S1 +
N − 3
N − 1S2
)]
(cN > 0). (5.61)
This result is also obtained by assuming the factorization of the non-interacting coplanar
Wilson loops, which means if two coplanar loops C˜1 and C˜2 do not interact with each other,
for sufficiently large C˜1 and C˜2, the average of the untraced Wilson loops U(C˜1) and U(C˜2)
are factorized as
〈U(C˜1)abU(C˜2)cd〉 ' c 〈U(C˜1)ab 〉 〈U(C˜2)cd〉 , (5.62)
where c depends only on the perimeter of the contours. This assumption is reasonable because
this consists with the usual area law and the two-dimensional result. This and the two area
law falloffs for an ordinary single-winding loop with the area S1 − S2 and a double-winding
loop with the identical area S2 obeying Eq. (5.40) implies
〈W (C1 × C2)〉 ' exp [−σF (S1 − S2)]× (−cN ) exp
[
−2N − 2
N − 1σFS2
]
(cN > 0). (5.63)
This is suggested from the middle diagram of Fig. 5.1. This conjecture is consistent with the
above considerations for the identical loops S1 = S2 and reduces to the ordinary area law for
S2 = 0. Actually, this leading behavior could hold irrespective of the spacetime dimension,
which is also suggested from the strong coupling expansion of the lattice gauge theory [64].
5.4. Correctly behaving “Abelian” operator on the double-winding
contour
In this section, we propose an Abelian operator that would reproduce the behavior of the
double-winding Wilson loops. We firstly reconsider single-winding Wilson loops in higher
representations and next we extend the argument in order to consider double-winding Wilson
loops.
5.4.1. The Haar-measure-corrected Wilson loop
As discussed in Chap. 4, it is known that the Abelian Wilson loop does not reproduce the
string tensions extracted from the Wilson loops in higher representations when the Abelian
projection is applied naively. To avoid this problem, “the highest weight part of the Abelian
Wilson loop” is proposed and it is numerically checked that the string tensions of several higher
representations are reproduced by using this operator [41]. In the following, we introduce
another operator that reproduces the string tension in higher representations and give the
reason why this operator reproduces the correct string tension [73]. Then we show this operator
reproduces the correct string tension by assuming that the highest weight part of the Abelian
Wilson loop reproduces the correct string tension. Next, we modify the operator to reproduce
the behavior of double-winding Wilson loops, whose contour consists of two coplanar loops,
one of which lies entirely on the minimal area of the other loop.
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Now we consider SU(2) gauge theory for simplicity. Let UAbel(C) = diag(eiθC , e−iθC ) be
the untraced Abelian Wilson loop defined on a loop C. Then it is proposed that the following
operator reproduces the correct string tension in the spin-J representation [73]:
2 sin2 θC trJ U
Abel(C), (5.64)
where trJ denotes the trace in the spin-J representation, i.e.,
trJ U
Abel(C) := e−2iJθC + e−2i(J−1)θC + · · ·+ e2iJθC . (5.65)
We call the operator (5.64) as the Haar-measure-corrected Abelian Wilson loop because
the factor 2 sin2 θC corresponds to the difference of the Haar measure between SU(2) and U(1).
The reason why we consider this operator behaves correctly is as follows. Now we write the
expectation value of a Wilson loop and an Abelian Wilson loop by using distribution function
of the untraced Wilson loop and that of the Abelian Wilson loop as
〈trJ U(C)〉 =
∫
SU(2)
dW P (W ;C) trJW (5.66)
〈trJ UAbel(C)〉 =
∫
U(1)
dw PAbel(w;C) trJ w, (5.67)
where dW is the Haar measure on SU(2), dw is the Haar measure on U(1), and the distribution
functions are defined as
P (W ;C) :=
∫
DU δSU(2)(W,
∏
l∈C
Ul)e
−S[U ], (5.68)
PAbel(w : C) :=
∫
DU δU(1)(w,
∏
l
ul)e
−S[U ], (5.69)
where δSU(2)(•, •) and δU(1)(•, •) are the delta functions on SU(2) and U(1) respectively, and
S[U ] is the action. Because P (W ;C) is a class function, i.e., P (W ) = P (gWg−1), ∀g ∈ SU(2),
it can be written as a function of the eigenvalues exp(±iθ) of W , and hence we can write
P (W ;C) = P (θ;C). (5.70)
By using this and parametrizing w = (exp(iθ), exp(−iθ)), Eqs. (5.66) and (5.67) reduce to
〈trJ U(C)〉 = 1
pi
∫ pi
0
dθ 2 sin2 θP (θ;C)
J∑
k=0
e2i(k−J)θ, (5.71)
〈trJ UAbel(C)〉 = 1
2pi
∫ 2pi
0
dθ PAbel(θ;C)
J∑
k=0
e2i(k−J)θ. (5.72)
If P (θ;C) and PAbel(θ : C) behave similarly, the difference between Eq. (5.71) and Eq. (5.72)
is only the factor 2 sin2 θ. Therefore, we guess from this that if the operator including the
difference of the measure is modified as
〈2 sin2 θC trJ UAbel(C)〉 = 1
pi
∫ pi
0
dθ 2 sin2 θPAbel(θ;C)
J∑
k=0
e2i(k−J)θ, (5.73)
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the correct behavior is obtained.
It has been already checked to some extent that the Haar-measure-corrected Abelian Wilson
loop behaves correctly. This is because, by using an operator relation, we can relate the Haar-
measure-corrected Abelian Wilson loop and the highest-weight part W˜AbelJ (C) of the Abelian
Wilson loop, that is defined as
W˜AbelJ (C) :=
1
2
(e2iJθC + e−2iJθC ), (5.74)
and, as explained previous chapters, it has been numerically shown [41, 50] that, when J = 1,
this reproduces the similar value of the original string tension, i.e.,
〈W˜AbelJ (C)〉 ' c 〈trJ U(C)〉 , (5.75)
where c depends only on the perimeter of C. Note that this similarity holds if the minimal
area of C is sufficiently large so that the Coulomb part of the potential can be neglected but
not so large that the screening by gluons occurs. In the following, we denote the same kind of
similarity by “∼” not introducing perimeter dependent factors. The operator relation, which
relates the highest-weight part of the Abelian Wilson loop and the Haar-measure-corrected
Abelian Wilson loop, is
2 sin2 θ trJ U
Abel = W˜AbelJ − W˜AbelJ+1 (5.76)
By taking the average we obtain
〈2 sin2 θ trJ UAbel〉 = 〈W˜AbelJ 〉 − 〈W˜AbelJ+1 〉
∼ c1e−σJA + c2e−σJ+1A
∼ c1e−σJA. (5.77)
where A is the minimal area surrounded by C, σJ is the string tension in the spin-J represen-
tation, and the second similarity is because σJ+1 > σJ .
Next we consider double-winding Wilson loops. Let C1 and C2 be coplanar loops with the
minimal areas A1 and A2 respectively where C2 lies entirely on the minimal area of C1 and
shares one point with C1. In the SU(2) pure gauge theory, it was numerically checked [39]
that double-winding Wilson loops obey the difference-of-areas law, i.e.,
〈tr(U(C1)U(C2))〉 ∼ e−σ(A1−A2), (5.78)
where U(Ci) is the untraced Wilson loop whose contour is Ci and they share the starting point.
Recently, it has been discussed that naive Abelian Wilson loops cannot reproduce this behav-
ior of double-winding Wilson loops [39]. For double-winding contours, the straightforward
modification of the operator is
2 sin2 θ12 sin
2 θ2U
Abel(C1)U
Abel(C2), (5.79)
where the untraced Abelian Wilson loop on a contour Ci is parametrized as
UAbel(Ci) = diag(e
iθi , e−iθi). (5.80)
We call the operator (5.79) as the Haar-measure-corrected Abelian double-winding
Wilson loop.
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5.4.2. Behavior of the proposed operators on double-winding contour
Let us estimate the average of the Haar-measure-corrected Abelian double-winding Wilson
loops. Let C1 and C2 be two coplanar loops, where C1 lies entirely on the minimal area of C2,
and diag(eiθi , e−iθi) be the untraced Abelian Wilson loop on a contour Ci. Then the operator
we consider is
2 sin2 θ12 sin
2 θ2 cos(θ1 + θ2). (5.81)
This operator is decomposed as
2 sin2 θ12 sin
2 θ2 cos(θ1 + θ2)
= − cos(θ1 − θ2) + 5
4
cos(θ1 + θ2) +
1
4
cos(3(θ1 + θ2))
+
1
4
cos(3θ1 − θ2) + 1
4
cos(θ1 − 3θ2)− 1
2
cos(3θ1 + θ2)− 1
2
cos(θ1 + 3θ2). (5.82)
In the following we estimate each terms.
The first term gives
〈cos(θ1 − θ2)〉 ∼ e−σfund(A1−A2). (5.83)
This is because the first terms is the Wilson loop with the contour that winds once around C1
and once around C2 in the inverse direction. This is usual single-winding Wilson loop with the
minimal area A1 −A2. This gives the difference-of-areas law. The other terms decrease faster
as shown below.
In order to estimate the average of other terms, we assume factorization for non-intersecting
coplanar Abelian Wilson loops as
〈[UAbel(C˜1)]ab[UAbel(C˜2)]cd〉 ∼ 〈[UAbel(C˜1)]ab〉 〈[UAbel(C˜2)]cd〉 , (5.84)
where C˜1 and C˜2 are non-intersecting coplanar loops. By using this assumption we can factorize
the terms in Eq. (5.82). For example, the second term is estimated as
〈cos(θ1 + θ2)〉 = 〈eiθ1eiθ2〉 = 〈e2iθ2ei(θ1−θ2)〉 ∼ 〈ei2θ2〉 〈ei(θ1−θ2)〉 ∼ e−σadjA2−σfund(A1−A2),
(5.85)
where the first equality is because of the symmetry corresponding to the Weyl reflection, the
first similarity is because of the assumption (5.84) and the last similarity is because the operator
ei2θ2 is actually the highest weight part in the adjoint representation. As we explained before,
the numerical simulations confirms that the highest weight part in the adjoint representation of
SU(2) gives approximately the same value of the correct string tension for the adjoint sources.
Similarly we estimate the other terms as
〈cos(3(θ1 + θ2))〉 ∼ e−σ[J=3]A2−σ[J=3/2](A1−A2), 〈cos((3θ1 − θ2))〉 ∼ e−σadjA2−σ[J=3/2](A1−A2),
〈cos((θ1 − 3θ2))〉 ∼ e−σadjA2−σfund(A1−A2), 〈cos(θ1 + 3θ2)〉 ∼ e−σ[J=2]A2−σfund(A1−A2),
〈cos(3θ1 + θ2)〉 ∼ e−σ[J=2]A2−σ[J=3/2](A1−A2). (5.86)
Here we assume additionally that the highest weight part gives approximately the same value
of the correct string tension also in higher representations other than the adjoint one.
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Thus the terms other than −〈cos(θ1 − θ2)〉 decrease exponentially with A2 when A1−A2 is
held constant, and therefore for sufficiently large A1 we obtain
〈2 sin2 θ12 sin2 θ2 cos(θ1 + θ2)〉 ∼ eσfund(A2−A1). (5.87)
This is nothing but the difference-of-areas law.
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In this thesis, we consider the field decomposition as a method of defining magnetic charges,
and investigate whether magnetic monopoles defined by the field decomposition are dominant
degrees of freedom at low energy.
In Chap. 3, we extend the field decomposition method so far for SU(N) to an arbitrary
connected compact Lie group. It is confirmed that magnetic monopoles can be defined by the
field decomposition not depending on the gauge group. This suggests that the dual supercon-
ductivity picture could be the universal mechanism of confinement, irrespective of the gauge
group.
In Chap. 4, we give a unified way to avoid the problem that the monopole contribution to
the Wilson loops in higher representations does not reproduce the correct string tension if we
apply the Abelian projection or the field decomposition naively. We performed the numerical
simulations that supports the claim in the adjoint representation of SU(2) and in the adjoint
representation and the sextet representation of SU(3). The results suggests that magnetic
monopoles could be the dominant degrees of freedom for confinement of the color sources not
only in fundamental representation but also in higher representations.
In Chap. 5, we consider multiple winding Wilson loops in the SU(N) Yang-Mills theory.
We obtain the behavior of the average of the multiple winding Wilson loops in the SU(N)
Yang-Mills theory under some reasonable assumptions. The results suggest that multiple
winding Wilson loops are also useful to check whether the candidate of the confinement mech-
anism works well or not. In addition, we give a way to avoid the problem that the monopole
contribution to the double-winding Wilson loops does not reproduce the difference-of-areas
behavior in the SU(2) Yang-Mills theory. We argue that monopole contribution to the double-
winding Wilson loops could reproduce the difference-of-areas behavior if we correctly extract
the monopole contribution.
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A. The exceptional group G2
In this appendix, we give some basic properties of the exceptional group G2. We begin with
the Dynkin diagram of G2 given by Fig. A.1. It indicates that G2 has two simple roots (i.e.,
rank 2) with the opening angle 2pi/3. In this thesis, we use
α1 = (
1
2
,−
√
3
2
) =: α(1),
α2 = (0,
1√
3
) =: α(5), (A.1)
as simple roots. We see that the other positive roots are obtained as
α1 +α2 = (
1
2
,− 1
2
√
3
) =: α(6),
α1 + 2α2 = (
1
2
,
1
2
√
3
) =: α(4),
α1 + 3α2 = (
1
2
,
√
3
2
) =: α(3),
2α1 + 3α2 = (1, 0) =: α(2). (A.2)
Fig. A.2 is the root diagram of G2. Hence, there are two Cartan generators Hk (k = 1, 2) and
twelve shift operators Eα (α ∈ R), where R is the root system, i.e., the set of positive and
negative root vectors. They satisfy the commutation relation called the Cartan standard form:
[Hj , Hk] = 0 (j, k = 1, 2),
[Hk, Eα] = αkEα,
[Eα, E−α] = α ·H
[Eα, Eβ] ∝
{
Eα+β (α+ β ∈ R)
0 (otherwise)
(A.3)
where αk denotes the kth component of the root vector α and α ·H is the inner product
defined by α ·H := αkHk. In this thesis, we consider a unitary representation. Therefore
representation matrices satisfy the Hermiticity:
ρ(Hk)
† = ρ(Hk), ρ(Eα)† = ρ(E−α), (A.4)
and the normalization:
κρ tr(ρ(Hj)ρ(Hk)) = δjk, κρ tr(ρ(Eα)ρ(Eβ)) =
{
1 if β = −α,
0 otherwise,
(A.5)
where the value of κρ depends on the representation ρ.
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Figure A.1.: The Dynkin diagram of G2.
Figure A.2.: The root diagram of G2.
The weight vector µ of a representation specified by the Dynkin index [m1, ...,mr] of the Lie
group with the rank r is obtained from the relation:
2αk · µ
αk ·αk = mk. (A.6)
For G2, the highest-weight vector µ
j (j = 1, 2) of a representation with the Dynkin index [1, 0]
or [0, 1] satisfies
2αk · µj
αk ·αk = δkj , (A.7)
and hence determined as
µ1 = (1, 0), µ2 =
(
1
2
,
1
2
√
3
)
. (A.8)
The weight diagrams are determined by µj (j = 1, 2), as given in Fig. A.3. The highest-
weight vector µ1 corresponds to the 14-dimensional adjoint representation 14 with the Dynkin
index [1, 0], while the highest-weight vector µ2 corresponds to the 7-dimensional fundamental
representation 7 with the Dynkin index [0, 1]. An arbitrary irreducible representation of G2 is
labeled by the two Dynkin indices [n,m] and its highest weight Λ can be written as
Λ = nµ1 +mµ2 =
(
2n+m
2
,
m
2
√
3
)
. (A.9)
Notice that G2 contains the Lie group SU(3) as a subgroup. We can see from the root
diagram that the basis of the Lie algebra su(3) of SU(3) is
{H1, H2, Eα(1) , Eα(2) , Eα(3) , E−α(1) , E−α(2) , E−α(3)}. (A.10)
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Figure A.3.: The weight diagrams of the fundamental representations.
Therefore, a representations of G2 is written as direct sums of representations of SU(3). For
example, the fundamental representations of G2 are written as
7 = 3 + 3∗ + 1, (A.11)
14 = 8 + 3 + 3∗. (A.12)
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B.1. The derivation of Eq. (4.9)
In the maximal option, v is orthogonal to all roots. In this case, the first condition Eq. (3.8)
reduces to
[V Θµ , Hk] = 0, k = 1, . . . , r, (B.1)
where V Θµ := ΘVµΘ
−1 + ig−1
YM
Θ∂µΘ
−1. This means that V Θµ belongs to the Cartan subalgebra
and thus it is commutable with itself, [V Θµ (x),V
Θ
ν (y)] = 0. Therefore by transforming Vµ by
Θ in Eq. (4.9), we obtain
1
DR
trR P exp
(
igYM
∮
V
)
=
1
DR
trR exp
(
igYM
∮
V Θ
)
, (B.2)
where we can omit the path ordering because V Θµ is commutable. The trace of an element
exp(iφkHk) of the Cartan subgroup in R is calculated as
trR exp(φkHk) =
∑
µ∈∆R
dµ 〈µ| exp(iφkHk) |µ〉
=
∑
µ∈∆R
dµ exp(iφkµk)
=
∑
µ∈∆R
dµ exp(i 〈µ|φkHk |µ〉), (B.3)
where we have used Hk |µ〉 = µk |µ〉. Therefore, by performing the trace in Eq. (B.2), we obtain
(B.2) =
1
DR
∑
µ∈∆R
dµ exp
(
igYM
∮
〈µ|V Θ |µ〉
)
. (B.4)
In the maximal option, Eq. (3.12) implies
〈V Θµ , Hk〉 = 〈A Θµ , Hk〉
⇒ V Θµ = 〈A Θµ , Hk〉Hk, (B.5)
where the second line follows from the fact that V Θµ belongs to the Cartan subalgebra. Because
for an element Y of the Lie algebra,
〈µ| 〈Y,Hk〉Hk |µ〉 = 〈µ|Y |µ〉 , (B.6)
we obtain
(B.4) =
1
DR
∑
µ∈∆R
dµ exp
(
igYM
∮
〈µ|A Θ |µ〉
)
. (B.7)
This completes the derivation of Eq. (4.9).
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B.2. The derivation of Eqs. (4.15) and (4.17)
Now we show Eq. (4.15) in SU(2) Yang-Mills theory. The Wilson loop for the restricted field
can be written by using Abelian link variables ux,µ which are defined by
ux,µ := ΘxVx,µΘ
†
x+µ. (B.8)
Here it should be noted that an Abelian link variable ux,µ belongs to the Cartan subgroup
U(1)N−1 because of Eq. (4.4). The (normalized) trace of the product of the Abelian link
variables along a closed loop C is equal to the Wilson loop for the restricted link variables Vx,µ
as
WR[V ;C] :=
1
DR
trR
∏
〈x,µ〉∈C
Vx,µ
=
1
DR
trR
∏
〈x,µ〉∈C
ux,µ, (B.9)
where DR is the dimension of a representation R and trR denotes the trace in R. Now we
define the untraced Abelian Wilson loop wC , which belongs to U(1), by using Eq. (B.8) as
wC :=
∏
l∈C
ul = ΘxVCΘ
†
x, (B.10)
where x is the starting point of C. Let us parameterize the untraced Abelian Wilson loop as
ΘxVCΘ
†
x = diag(e
iθ, e−iθ). (B.11)
Then the proposed operator Eq. (4.12) in the spin-J representation is written as
W˜J [V ;C] =
1
2
(ei2Jθ + e−i2Jθ). (B.12)
Therefore we obtain
1
2
tr
(
(VC)
2J
)
=
1
2
tr(ΘxVCΘ
†
x)
2J = W˜J [V ;C] (B.13)
This completes the derivation of Eq. (4.15).
In the SU(3) Yang-Mills theory, let us parameterize the untraced Abelian Wilson loop as
wC := ΘxVCΘ
†
x = diag(e
iθ1 , eiθ2 , eiθ3), (B.14)
where θ1 + θ2 + θ3 = 0 mod 2pi. Then the proposed operator Eq. (4.12) in the [m,n] represen-
tation is written as
W˜[m,n][V ;C] =
1
6
(ei(mθ1−nθ3) + ei(mθ3−nθ1)
+ ei(mθ3−nθ2) + ei(mθ2−nθ3)
+ ei(mθ2−nθ1) + ei(mθ1−nθ2)). (B.15)
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Therefore we obtain
tr ((VC)
m) tr
(
(V †C)
n
)
= tr ((wC)
m) tr
(
(w†C)
n
)
= (eimθ1 + eimθ2 + eimθ3)
× (e−inθ1 + e−inθ2 + e−inθ3)
= 6W˜[m,n][V ;C]
+ ei(m−n)θ1 + ei(m−n)θ2 + ei(m−n)θ3
= 6W˜[m,n][V ;C] + tr
(
(wC)
m(w†C)
n
)
= 6W˜[m,n][V ;C] + tr
(
(VC)
m(V †C)
n
)
. (B.16)
This completes the derivation of Eq. (4.17).
61
C. The derivations in Chap. 5
C.1. Double-winding case: the derivation of Eqs. (5.6) and (5.31)
Now we consider the case N = 2. Let U be an element of SU(2). There exists a group element
V such that V UV −1 is diagonal. Let this diagonal matrix be diag(exp(iθ/2), exp(−iθ/2)).
Thus we can write
trU2 = tr(V UV −1)2 = eiθ + e−iθ = trUA − 1 (C.1)
where UA denotes the adjoint representation of U . Here we have used the adjoint representation
of V UV −1 is diag(exp(iθ), 1, exp(−iθ)). Therefore in the case of the gauge group SU(2) the
double-winding Wilson loop operator W (C×C) can be written using the single-winding Wilson
loop operator WA in the adjoint representation as
W (C × C) = 3
2
WA − 1
2
1. (C.2)
When the gauge group is SU(N) (N ≥ 3), we show the double-winding Wilson loop operator
W (C × C) can be written using the higher dimensional representation as
W (C × C) = N + 1
2
W[2,0,...,0] −
N − 1
2
W[0,1,0,...,0] (C.3)
by showing
trU2 = trU[2,0,...,0] − trU[0,1,0,...,0], (C.4)
where U is an arbitrary element of SU(N).
Before proceeding to the general N case, we consider the N = 3 case. As in the SU(2)
case, a group element U can be diagonalized. Let this diagonal matrix be exp(iv ·H), v ·H :=
v1H1 + v2H2 where H1 and H2 are the Cartan generators and v1, v2 ∈ R. Therefore the trace
of U2 is
trU2 =
∑
i
〈νi| e2iv·H |νi〉 = e2iv·ν1 + e2iv·ν2 + e2iv·ν3 , (C.5)
where ν1, ν2 and ν3 are the weights of the fundamental representation and |νi〉 is the normal-
ized state corresponding to νi. To write this as the sum of the traces in higher dimensional
representations, we must find the representation that has the weights 2ν1, 2ν2 and 2ν3. To do
this, let us consider the representation corresponding to the Young diagram
. (C.6)
A state in this representation can be obtained by symmetrizing the tensor product of two states
in the fundamental representation, that is to say,
|νi〉 ⊗ |νj〉+ |νj〉 ⊗ |νi〉 (C.7)
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belongs to this representation. Therefore the weights of this representation are 2ν1, 2ν2, 2ν3,
ν1 + ν2, ν1 + ν3 and ν2 + ν3, and the degeneracy of each state is one. Since the highest weight
of this representation is 2ν1 = 2µ1, this representation is [2, 0], where µi denotes a fundamental
weight1. Generally the trace in the representation R can be written as
trUR =
∑
µ
dµe
iv·µ, (C.8)
where the sum is over the weights µ of the representation R and dµ is degeneracy of the weight
µ. Then the trace of U in this representation is
trU[2,0] = e
iv·2ν1 + eiv·2ν
2
+ eiv·2ν
3
+ eiv·(ν
1+ν2) + eiv·(ν
1+ν3) + eiv·(ν
2+ν3). (C.9)
Because ν1 +ν2 +ν3 = 0, the sum of the last three terms is the trace in the complex conjugate
of the fundamental representation. Therefore we obtain
trU2 = trU[2,0] − trU[0,1]. (C.10)
Now we consider the general N case. In this case, we can write V UV −1 = exp(iv ·H), where
v ·H := ∑N−1a=1 vaHa, H1, . . . ,HN−1 are the Cartan generators and va ∈ R. Therefore
trU2 =
∑
i
〈νi| e2iv·H |νi〉 =
∑
i
e2iv·ν
i
, (C.11)
where ν1, . . . , νN−1 are the weights of the fundamental representation and |νi〉 is the nor-
malized state corresponding to νi. From this expression, it turns out that we must find the
representation with the doubled weights 2ν1, . . . , 2νN−1. As in the N = 3 case we consider the
representation corresponding to the Young diagram
. (C.12)
A state in this representation can be obtained by symmetrizing the tensor product of two states
in the fundamental representation, that is to say,
|νi〉 ⊗ |νj〉+ |νj〉 ⊗ |νi〉 (C.13)
belongs to this representation. Therefore the weights of this representation are
νi + νj (i, j = 1, . . . , N, i < j) (C.14)
and the degeneracy of each state is one. Because the highest weight is 2ν1 = 2µ1, this repre-
sentation is [2, 0, . . . , 0]. Then the trace in this representation is
trU[2,0,...,0] =
∑
i≤j
eiv·(ν
i+νj) = trU2 +
∑
i<j
eiv·(ν
i+νj). (C.15)
1 The fundamental weights µi are defined as N − 1 dimensional vectors that satisfy
2µi · αj
αk · αk = δij ,
where αj are roots of SU(N). The highest weight of the representation [m1,m2, . . . ,mN−1] is
N−1∑
i=1
miµ
i.
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Next let us consider the representation corresponding the Young diagram
. (C.16)
A state in this representation can be obtained by antisymmetrizing the tensor product of two
states in the fundamental representation, that is to say,
|νi〉 ⊗ |νj〉 − |νj〉 ⊗ |νi〉 (C.17)
belongs to this representation. Therefore the weights of this representation are
νi + νj (i, j = 1, . . . , N, i 6= j), (C.18)
and the degeneracy of each state is one. Because the highest weight is ν1 + ν2 = µ2, this
representation is [0, 1, 0, . . . , 0]. Then the trace in this representation is
trU[0,1,0,...,0] =
∑
i<j
eiv·(ν
i+νj) (C.19)
Therefore by subtracting Eq. (C.19) from Eq. (C.15) we obtain Eq. (C.4).
Since the dimensions of [2, 0, . . . , 0] and [0, 1, 0, . . . , 0] are N(N + 1)/2 and N(N − 1)/2
respectively, the double-winding Wilson loop can be written as
W (C × C) = N + 1
2
W[2,0,...,0] −
N − 1
2
W[0,1,0,...,0]. (C.20)
C.2. Multiple-winding case: derivation of Eq. (5.49)
The trace of the mth power of U can be written as
trUm =
min(m,N)∑
`=1
(−1)`−1 trUR` (C.21)
where
Rl :=

[m, 0, . . . , 0] for ` = 1,
[m− `, 0, . . . , 0, 1︸ ︷︷ ︸
`
, 0, . . . , 0] for ` = 2, . . . ,min(m,N − 1),
[m−N, 0, . . . , 0] for ` = N, m ≥ N.
(C.22)
By denoting the representations using Young diagram, we can also write it as for m < N
trUm = U · · · − U · · · + · · ·+ (−1)l−1U · · ·
·
·
·
+ · · ·+ (−1)m−1U
·
·
·
, (C.23)
where there are m boxes in all diagrams and there are ` raws in the diagram in `th term, and
for m ≥ N
trUm = U · · · − U · · · + · · ·+ (−1)l−1U · · ·
·
·
·
+ · · ·+ (−1)N−1U · · ·
·
·
·
, (C.24)
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where there are only N terms.
This is proven as follows. The trace of the mth power of an element of SU(N) can be written
as
trUm =
∑
i
eimv·ν
i
. (C.25)
Heremν1, . . . ,mνN−1 belong to the set of weights of the representation [m, 0, . . . , 0] because the
highest weight is mµ1 = mν1 and mν1, . . . ,mνN−1 are related by Weyl reflections. Therefore
as in the second power case the trace of mth power of U can be obtained by subtracting the
part that contains the weights other than mν1, . . . ,mνN−1 from the trace of U[m,0,...,0]. The
next step is finding the representation that contains the states corresponding to the weights of
[m, 0, . . . , 0] other than mν1, . . . ,mνN−1.
To do this, we consider tensor representations. Let |i〉 be a vector in the fundamental
representation space whose weight is νi. A vector belonging to mth tensor power of the
fundamental representation space can be written as
|i1〉 ⊗ |i2〉 ⊗ · · · ⊗ |im〉 , (C.26)
and we denote this by
|i1i2 . . . im〉 . (C.27)
It is known that an irreducible representation subspace of the tensor product space corresponds
to a Young diagram. We can obtain a state belonging to an irreducible representation subspace
as follows. First put factors of a tensor product in each boxes of Young diagram. Second
symmetrize in the factors in the same raws of the Young diagram. Lastly antisymmetrize in
the factors in the same columns. The obtaining state belongs to an irreducible representation
subspace. For example let us consider the Young diagram
(C.28)
and a state |j1j2j3〉. Fist put j1, j2 and j3 into the boxes of the diagram as
j1 j2
j3
. (C.29)
By symmetrizing in j1 and j2, we obtain
|j1j2j3〉+ |j2j1j3〉 . (C.30)
By antisymmetrizing in j1 and j3, we obtain
|j1j2j3〉+ |j2j1j3〉 − |j3j2j1〉 − |j2j3j1〉 . (C.31)
This belongs to an irreducible representation subspace. It is also known that a basis of an
irreducible representation subspace corresponds to a set of semistandard Young tableaux
(see, e.g., [74]). A semistandard Young tableau is obtained by filling in the boxes of a Young
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diagram with numbers that weakly increase along each row and strictly increase down each
column. In fact, if N = 3, the basis of the representation in the example,
{2 |112〉 − |211〉 − |121〉 , 2 |113〉 − |311〉 − |131〉 , |122〉+ |212〉 − 2 |221〉 ,
2 |223〉 − |322〉 − |232〉 , |133〉+ |313〉 − 2 |331〉 , |233〉+ |323〉 − 2 |332〉 ,
|123〉+ |213〉 − |321〉 − |231〉 , |132〉+ |312〉 − |231〉 − |321〉}, (C.32)
corresponds to the set of the semistandard Young tableaux,
{ 1 1
2
,
1 1
3
,
1 2
2
,
2 2
3
,
1 3
3
,
2 3
3
,
1 2
3
,
1 3
2
}. (C.33)
The weights of this representation are
2ν1 + ν2, 2ν1 + ν3, 2ν2 + ν1, 2ν2 + ν3, 2ν3 + ν1, 2ν3 + ν2, ν1 + ν2 + ν3. (C.34)
The weight space with ν1 + ν2 + ν3 is the two-dimensional space whose basis is the set of the
last two elements of Eq. (C.32).
Before proceeding to the general m and N case, we consider the case m = 3 and N = 3.
Let us consider the representation [3, 0], which corresponds to the Young diagram
. (C.35)
Since states in this representation are symmetric in the factors of tensor products, the weights
are
3ν1, 3ν2, 3ν3, 2ν1 + ν2, 2ν1 + ν3, 2ν2 + ν1, 2ν2 + ν3, 2ν3 + ν1,
2ν3 + ν2, ν1 + ν2 + ν3, (C.36)
and the degeneracy of each state is one. Therefore by using Eq. (C.8) we obtain the trace in
this representation as
trU = eiv·3ν
1
+ eiv·3ν
2
+ eiv·3ν
3
+ +eiv·(2ν
1+ν2) + eiv·(2ν
1+ν3) + eiv·(2ν
2+ν1)
+ eiv·(2ν
2+ν3) + eiv·(2ν
3+ν1) + eiv·(2ν
3+ν2) + eiv·(ν
1+ν2+ν3). (C.37)
Next we consider the representation corresponding to the Young diagram Eq. (C.28). By using
Eq. (C.8) and the fact that the weights of this representation is Eq. (C.34), the degeneracy of
ν1 + ν2 + ν3 is two, and the degeneracies of other weights are one, we obtain the trace in this
representation as
trU = eiv·(2ν
1+ν2) + eiv·(2ν
1+ν3) + eiv·(2ν
2+ν1) + eiv·(2ν
2+ν3) + eiv·(2ν
3+ν1)
+ eiv·(2ν
3+ν2) + 2eiv·(ν
1+ν2+ν3). (C.38)
Therefore
trU − trU = eiv·3ν1 + eiv·3ν2 + eiv·3ν3 − eiv·(ν1+ν2+ν3)
= trU3 − 1, (C.39)
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(a) (b) (c)
Figure C.1.: Young tableaux associated with m-times-winding Wilson loop operator for SU(N)
group.
where we have used Eq. (C.25) and ν1 + ν2 + ν3 = 0. By adding the trace of the trivial
representation, i.e., one, we obtain
trU3 = trU − trU + trU . (C.40)
where we have used the fact that the Young diagram
(C.41)
corresponds to the trivial representation. Because of the degeneracy, when m ≥ 3 we need
more than two representations.
Now we consider the general m and N case. The representation [m, 0, . . . , 0] corresponds
to the Young diagram shown in Fig. C.1 (a) because the highest weight of the representa-
tion corresponding to the Young diagram is mν1, which is the highest weight of [m, 0, . . . , 0].
Therefore a weight of [m, 0, . . . , 0] can be written as
m∑
`=1
νi` (1 ≤ i1 ≤ · · · ≤ im ≤ N), (C.42)
and the degeneracy of each weight is one. This is because the states in this representation can
be represented as the symmetric tensor products of m states in the fundamental representation,
and there is only one symmetric tensor product that contains |i1〉 , . . . , |im〉 as the factors.
Next let us consider the representation [m− 1, 1, 0, . . . , 0], which corresponds to the Young
diagram shown in Fig. C.1 (b). This representation contains the states that have the weights
Eq. (C.42) other than mν1, . . . ,mνN because at least two different states of the fundamental
representation must appear as the factors of the tensor products in each state in this repre-
sentation. The degeneracy of the weights that have k different weights of the fundamental
representation in the sum, i.e.,
k∑
i=1
`iν
ji (`i ∈ N,
k∑
i=1
`i = m, 1 ≤ j1 < · · · < jk ≤ N) (C.43)
is k − 1 (notice that 2 ≤ k ≤ min(m,N)). This fact is proven as follows. The degeneracy of
the weights Eq. (C.43) is the number of the semistandard Young tableaux where the integer ji
appears `i times for i = 1, . . . , k. In the semistandard Young tableaux, j1, the largest integer
in j1, . . . , jk, must appear in the first box of the first raw, and since the same number must
not appear in the same column, the second box in the first column must be filled by any one
67
C. The derivations in Chap. 5
of j2, . . . , jk. The entries in the remaining boxes are automatically determined. This means
that the semistandard Young tableau is determined by what is the entry of the second box in
the first column. Thus the number of the corresponding semistandard Young tableau is k− 1.
Therefore if we subtract trU[m−1,1,0,...,0] from trU[m,0,...,0], we subtract too much. We need to
consider another representation.
Consider the representation corresponding to the Young diagram shown in Fig. C.1 (c).
Notice that ` ≤ m and ` ≤ N because there are m boxes in the diagrams and there are no
representations corresponding to the Young diagrams which has more than N columns when
the group is SU(N). Since at least ` different states of the fundamental representation must
appear as the factors of the tensor product in each state in this representation, the weights of
this representation are Eq. (C.43) for k = `, . . . ,min(m,N). The degeneracy of the weights
Eq. (C.43) is k−1C`−1. This is because, by putting j1 into the first box and l − 1 of j2, . . . , jk
into the boxes in the first column other than first box in ascending order, the numbers which
should be put in the remaining boxes are determined and then corresponding semistandard
Young tableau is obtained. This means that the semistandard Young tableau is determined
by what is the entry of all boxes except the first one in the first column. Thus the number
of the corresponding semistandard Young tableau is k−1C`−1. This representation is R` since
the highest weight of this representation is (m − ` + 1)ν1 + ν2 + · · · + ν` = (m − `)µ1 + µ`
for l < N , and (m −N + 1)ν1 + ν2 + · · · + νN = (m −N)ν1 for ` = N , where we have used
ν1 + · · ·+ ν` = µ` for ` < N and ν1 + · · ·+ νN = 0.
Because
k∑
`=1
k−1C`−1(−1)`−1 = (1− 1)k−1 = 0, (C.44)
the contribution from the weights Eq. (C.43) for k = 2, . . . ,min(m,N) cancels in Eq. (C.21).
Since Eq. (C.43) for k = 2, . . . ,min(m,N) is all weights of [m, 0, . . . , 0] except mν1, . . . ,mνN ,
Eq. (C.21) is proven.
By using Eq. (C.21) we can write the m-times-winding Wilson loop operator by using the
single-winding Wilson loop operator for the higher dimensional representations: the m-times-
winding Wilson loop operator can be written as
W (Cm) =
min(m,N)∑
`=1
(−1)`−1D(R`)
N
WR` , (C.45)
where D(R`) is the dimension of R`, i.e.,
D(R`) =
(N +m− `)!
m(`− 1)!(m− `)!(N − `)! . (C.46)
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