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Given i.i.d. point processes N,, N2,..., let the observations be p-thinnings 
N, , w; ,..., where p is a function from the underlying space E (a compact metric 
space) to [0, 11, whose interpretation is that a point of N, at x is retained with 
probability p(x) and deleted with probability 1 -p(x). Strongly consistent 
estimators of the thinning function p and the Laplace functional LN( f) = 
E[e-Nt”] of the N, are constructed; associated “central limit” properties are given. 
Tests are presented, for the case when the N, and Ni are both observable, of the 
hypothesis that the N: are p-thinnings of the N,. State estimation techniques are 
developed for the case where the N, are Cox processes directed by unobservable 
random measures M,; these techniques yield minimum mean-squared error 
estimators, based on observation of only the thinned processes N: of the Ni and the 
directing measures M,. Limit theorems for empirical Laplace functionah of point 
processes are given. 0 1985 Academic Press, Inc. 
1. INTRODUCTION AND PRELIMINARIES 
The topics of this paper are statistical inference and state estimation for 
thinned point processes, especially Cox processes. Observation of a thinn- 
ing of a point process represents a form of partial observation analogous in 
some senses to problems of missing data in the classical context of a ran- 
dom sample and in other senses to problems involving censored data. The 
thinning mechanism analyzed here is general enough to admit wide 
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applicability in modeling, yet specific enough to permit precise results: 
points of an underlying point process N are deleted independently of one 
another but with probabilities depending on their locations. The resultant 
thinned point process N’ (specifically, i.i.d. copies of N’) is observable and 
from these observations it is desired to perform inference concerning the 
probability law of N and the thinning function p(x) (a point of N at x E E 
is retained in N’ with probability p(x)). 
For the special case that N is a Cox process (or doubly stochastic 
Poisson process) directed by a random measure M, we also examine the 
related problem of state estimation. That is, suppose that the law of N and 
the thinning function p are known, that only the thinned process N’ is 
observable, and that on a realization-by-realization basis either N or the 
directing measure M is to be reconstructed from the observations. For 
estimation of random variables the most useful error criterion is mean- 
squared error, for which optimality is attained by appropriate conditional 
expectations or conditional distributions. For Cox processes, general 
results in [lo] and Lemma 1.1 below combine to yield results concerning 
form and recursive representation of state estimators. 
The paper is organized as follows. In the remainder of this section we 
introduce notation and terminology and derive two preliminary results per- 
taining to thinnings and thinned Cox processes. Sections 2, 3, and 4 deal 
with statistical inference based on data that are i.i.d. copies of a p-thinning 
N’ of an underlying point process N; unknown objects of interest are the 
probability law of N and the function p. In Section 2 we present asymptotic 
properties of empirical Laplace functionals of (general) point processes; 
while these results are used in later sections, they are also of independent 
interest because of potential applicability to other problems of statistical 
inference for point processes. Section 3 is a treatment of two basic struc- 
tural questions: Given observation of i.i.d. copies of point processes N and 
N’ with N’ <N (so that N’ might be a thinning of N) is it true that N’ is a 
p-thinning of N for some p? And, if so, is p constant? Results in Section 4 
deal with estimation of the thinning function p and the law of the underly- 
ing point process N from observation of (i.i.d.) p-thinned processes N:. Sec- 
tion 5 treats state estimation for Cox processes; here the law of N and the 
function p are known and N (or M) is to be estimated (in the minimum 
mean-squared error sense) from N’, realization-by-realization. 
Let E be a compact metric space with Bore1 a-algebra d and let C 
denote the set of continuous functions on E. A point process N on E is a 
measurable mapping from a probability space to the set of finite, integer- 
valued, positive measures on E; see [S]. Given a point process N, let 
N( f ) = 1 fdN, we then define the Laplace functional 
LN(f)=E[ePNCf)], fE&‘+ 
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(where d, is the set of positive, g-measurable functions); the zero- 
probability functional 
ZJA) = P{N(A) = O), AE8, 
and the mean (or intensity) measure 
ECJWA) = ECNA)l, AE&. 
The law of N is always determined by L, and is determined by z,,, if N is 
simple in the sense that it has (almost surely) no coincident points; cf. 
[8, 151 for additional details. The point process N admits a representation 
N(E) 
N= 1 &xi, (1.1) 
i=l 
where E, is the point mass at x E E and the Xi are random elements of E, In 
particular, N(j) = Cj(‘X,). 
Let N = C sx, be a point process on E, let p be a measurable function on 
E taking values in [0, I] and let the Ui be random variables taking values 
in (0, l}, such that 
(a) the Ui are conditionally independent given N; 
(b) P{ Ui= 1 1 N} =p(X,) for each i. 
Then the point process 
N’ = c U$,, (1.2) 
is called a p-thinning of N. To interpret, the point Xi of N is retained with 
probability p(X,) and deleted with complementary probability 1 -p(X,) 
and (given N) different points are retained or deleted independently. In the 
special case that p is constant the Ui are i.i.d. Relevant computational for- 
mulas are 
LN(f)=LN(-log (1 -p+pepf)); (1.3) 
~N.(A)=LN(lA.(-log(l-p))); (1.4) 
and 
ECN’I = PECNI, (1.5) 
where pm(dx) =p(x) m(dx). Additional results may be found in [7, 81. 
The following characterization theorem forms the basis of Section 3. 
THEOREM 1.1. Let N be a simple point process on E and let N’ be a point 
process with N’(A) d N(A) f or every A (i.e., for each o the points of N’(w) 
are a subset of those of N(o)). Then the following assertions are equivalent: 
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(a) N’ is a p-thinning of N for some p; 
(b) For allJgE8+, 
E[e-N”f)e-N”(g)]=LN(-log(l- [p(l -e-f)+(l -b)(l -e-g)]}), (1.6) 
where N”=N-N’and 
dE[N’] 
p=m. (1.7) 
Proof (a) * (b). It is computational to verify that (1.6) holds with p 
in place of d, but then p =p by (1.5) and (1.7). 
(b) =j (a). Taking g = 0 in (1.6) shows that (1.3) holds, which implies 
by [8] that N’ is equal in law to a b-thinning of N. However, as [6] 
demonstrates, this does not suffice to imply that N’ is a b-thinning of N. To 
prove the latter, consider the marked point process 
fl= c ~(Xi.U,)~ 
where N’ has representation (1.2). For H a function on E x { 0, 1 } of the 
form H(x,j) = h,(x) h2(j), it follows that 
R(H) = h,(l) N’(h,) + h,(O) N”(h,); 
consequently (1.6) implies that 3 has the same law as the point process 
N=~E(~,,~,, constructed from N (see [7], [S] or [15]) in such a manner 
that 
and therefore (a) holds. 1 
A point process N is a Poisson process with intensity measure m, where 
m is a finite measure on E, provided that N(A,),..., N(A,) are independent 
whenever A i,..., A, are disjoint and that for each A, N(A) has a Poisson 
distribution with expectation m(A). It follows [8] that 
(a) LN(f)=exp(-j(l-e-f)dm); 
(b) z,,,(A) = epmCA); 
(c) E[N] = m; 
(d) N is simple if and only if m is diffuse. 
In this context Theorem 1.1 yields 
683fl6.3.7 
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COROLLARY 1.1. Let N, N’ satisfy the hypotheses of Theorem 1.1 and 
suppose that N is a Poisson process. Then the foIlowing are equivalent: 
(a) N’ is a p-thinning of N for some p; 
(b) N’ and N” = N - N’ are independent. 1 
Let M be a positive random measure on E [S]; then a point process N is 
a Cox process directed by A4 if conditional on M, N is a Poisson process 
with intensity M: 
E[e-N(fiIM]=exp(-j(l-e-f)dM). 
Then, 
(a) LN(f )=LM(l -e-9; 
(b) z,v(A)=~.dlA); 
(cl ECNI = ELMI; 
(d) N is a simple if and only if M is diffuse as.; 
(e) the probability laws of N and M determine each other uniquely. 
For further details, we refer to [S, 8, 181. The class of Cox processes 
coincides with that of limits in distribution of thinned point processes in 
which the retention probability converges to zero [7,8]. As might then be 
expected, the class of Cox processes is invariant under p-thinnings, as the 
following known result shows. 
LEMMA 1.1. If N is a Cox process directed by the random measure M 
and p: E -+ [O, 11, then the p-thinning N’ given by (1.2) is a Cox process 
directed by the random measure pM(dx) =p(x) M(dx). 1 
The lemma is important despite its simplicity, for it permits us to use in 
Section 5 general results in [ 101 concerning state estimation for Cox 
processes. 
To conclude this section we emphasize that our setting throughout is a 
general compact space, which prevents our using the martingale methods 
[4, 121 that are so powerful for dealing with processes on R +; nonetheless, 
the underlying motivation is the same. In addition, most of our results 
extend to the locally compact case if both the hypotheses and the con- 
clusions are suitably “localized.” Brillinger [Z] treats some related “single 
realization” inference problems. 
2. EMPIRICAL LAPLACE FUNCTIONALS 
The consistency and asymptotic normality results given here for 
empirical Laplace functionals will be used in later sections of the paper, but 
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are valid generally and stated in generality. Denote by C, the set of non- 
negative, continuous functions on E. Let N,, Nz,... be i.i.d. copies of a point 
process N on E and introduce the empirical Laplace functionals 
(2.1) 
which are regarded as random elements of the linear space H of bounded, 
continuous functions on C, . Observe that the notation 2 suppresses 
dependence on the sample size n. Let L = L, denote the common Laplace 
functional of the Nj. 
We begin with a strong (local) uniform consistency result. 
THEOREM 2.1. Assume that E[N( E)] < CO. Then for each compact subset 
KofC,, 
1ify.y l&f)-UfN =O (2.2) E 
almost surely. 
Proof: Let K be a compact subset of C, ; by the Arzela/Ascoli theorem 
K is uniformly bounded and equicontinuous. Fix E > 0. Then there is 6 > 0 
such that d(x, y) < 6 in E implies that 
SUP If(f(Y)l<G 
fsK 
(2.3) 
where d is a metric compatible with the topology on E. Compactness of E 
implies existence of a partition 
E=$A, 
with diam Aj< 6 for each j. Also fix xjo Aj. By the multi-dimensional 
Glivenko/Cantelli theorem [ 171, almost surely 
With o satisfying (2.4) fixed and suppressed, for each n and each f l K, 
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Concerning the first term, 
uniformly in f E K, by (2.3). Since n - ‘ C; N,(E) -+ E[N(E)] almost surely, 
this first term can be made arbitrarily small, uniformly in jI Similar 
arguments and conclusions hold for the third term. Finally, for eachf 
by (2.4). Hence (2.2) holds. 1 
Remark. By standard techniques, the null set implicit in (2.2), which 
initially depends on K, can be made independent of K, so that in fact 
almost surely t + L. as random elements of H, the latter endowed with the 
topology of uniform convergence on compact sets. 
The next result is a central limit theorem that complements Theorem 2.1. 
THEOREM 2.2. Let K be a compact subset of C, having finite metric 
entropy with respect to the uniform metric on C, (see discussion following 
the theorem) and assume that E[N(E)] < CO. Then 
{n”‘CZ(f)-L(f)l;f~K) -5 {rl(f);f~K), (2.5) 
where -+ d denotes convergence in distribution and q is a continuous Gaussian 
process with mean zero and covariance function 
r(~f;)=L(f+g)-L(f)L(g). (2.6) 
Proof The convergence (2.5) is a direct consequence of [l, 
Theorem 7.16, Corollary 7.17 3, in the context of which the mappings 
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f -+ e-NZcn - L( f ), f~ K, are viewed as i.i.d. centered random elements of 
the set C(K) of continuous functions on K (which itself is a function space). 
Computation of the covariance function f is routine and is omitted; that 
(2.6) defines the covariance of a continuous Gaussian process follows from 
the previously cited results in [l]. 1 
Remark. The hypothesis that K have finite metric entropy restricts the 
“massiveness” of K. Every finite set has finite entropy (rather trivially), but 
so also do sets as large, for example, as the set of Lipschitz continuous 
functions on [0, 11. See [13] for additional details. 
3. INFERENCE CONCERNING STRUCTURE 
We examine two problems in this section: whether an observable point 
process is for some p a p-thinning of another observable point process and, 
if so, whether p is constant. Our context remains general, although we do 
consider the special case of Cox processes. 
For the first problem, let (Ni, Ni.) be i.i.d. copies of a pair of point 
processes (N, N’) such that N’ < N (i.e., N’ consists of a subset of the points 
of N); assume that the joint law of (N, N’) is entirely unknown. We wish to 
test the null hypothesis 
H,: N’ is a p-thinning of N (for some p), (3.1) 
in a consistent manner. Our procedure is based on Theorems 1.1 and 2.1. 
Unfortunately the test statistic is a functional, rather than a single random 
variable. For each n partition E as 
E= 2 A,; 
j= 1 
and let T,, be the functional defined for f, g E C, by 
T,(Jg)= f$evC-W(f)-N;(g)] 
-LN(-log{l-[@(l-e -9 + (1 -PM1 - e-g)l}) , (3.2) 
where 2, is associated with (Ni) by (2.1), where M; = Ni - N:, and where 
(3.3) 
with the convention that O/O = 0. We then have the following result. 
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THEOREM 3.1. Let T,, be given by (3.2), and let m denote the mean 
measure of N. Assume that supp m = E. In addition to the hypotheses in the 
preceding paragraph, assume that 
(i ) m is diffuse; 
(ii) ji = dm’/dm is continuous (where m’ = E[N’]); 
(iii) maxi, kn diam A, --+ 0; 
(iv) there is 6 < 1 such that 
Gii k 
n n6 min, m(A,)2 
<co; 
(v) E[N(E)8] < co. 
Then the following are equivalent: 
(a) Almost surely T,( f, g) + 0 for allf g; 
(b) for each pair K, K’ of compact subsets of C, , 
(3.4) 
almost surely; 
(c) the hypothesis H, of (3.1) holds. 
Proof We prove only equivalence of (a) and (c); that of (b) and (c) is 
shown analogously. 
(a) =+ (c). Regarding each (Nj, Ni) as a point process on E x E (via 
(1.2)) and applying Theorem 2.1 we conclude that almost surely 
$exp[-N:(f)-qYg)]-+E[exp(-N’(f)-N.(g))]. (3.5) 
We next show that almost surely 
B-d (3.6) 
unzformly, where jj is given by (1.6). To begin, let 
r 
n 
(x) = (l/n) C; Ni(Aj) 
m(Anj) ’ 
XE A,; 
we show that Y, -+ 1 uniformly, almost surely. Since 
sup Ir,(x) - 1) = max 
I j & 1 k i (NdA,j) --m(Anj))/ v 1 
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we have for E > 0 
P 
i 
suplr,(x) - 11 > & 
x I 
41(N(Anj)-m(Anj))41 + 6(3 Var(N(A,j))’ 1 
=o c-4 
( 
km 
nz min, m(A,)’ ’ 
where (v), the Cauchy-Schwarz inequality and Chebyshev’s inequality are 
used at the last step. Hence by (iv) and the Borel-Cantelli lemma 
sup Ir,(x) - 11 --f 0 
x (3.7) 
almost surely. By the same argument, almost surely 
uniformly, where m’ is the mean measure of N’. Now consider the functions 
U”(X) = 
m’(A .) 2) 
mMj) 
XE A,. 
Given E > 0 there exists by uniform continuity of ~5 (recall that E is com- 
pact) q > 0 such that d(x, y) < q in E implies that (j?(x) -p”(y)1 < E. By (iii), 
for it sufficiently large that max,(diam Ad} < q we have for x E A, 
therefore 
uniformly. Combining (3.7~(3.9) we obtain (3.6). 
(3.9) 
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Next, for each f and g 
JLN(-log(l-[~(l-e-f)+(l-~)(l-e~g)]}) 
-L(-log{l-[@(l- e-/)+(1 -l?)(l-e-g)l})l 
~~2,(-log{l-[~(1-e-f)+(l-B)(l-e-g)l)) 
-L(-log{l- [B(l -e -‘I+(1 -d)(l -e-g)l)N 
+~L(-log{l-[~(l-e-~)+(l-B)(I-e-g)l}) 
-L(-log{l-[j?(l- e-/)+(1 -P)(l -e-g)l})l. 
It is evident from (3.4) that almost surely the second term converges to 
zero. If w  is fixed satisfying (3.4) and the conclusion of Theorem 2.1, then 
since @,~?(o);n>l} is compact in C,, it follows by Theorem 2.1 that the 
first term above converges to zero almost surely. Consequently, if (a) holds 
then condition (b) of Theorem 1.1 holds, and therefore (c) does. 
(c) * (a). This follows by tracing in reverse the steps of the preceding 
argument. 1 
Remarks. (1) Discussion of the conditions (i)-(iv) is given in Sec- 
tion 4 below. 
(2) Testing the hypothesis H,,: N’ is a p,-thinning of N, where p. is a 
specified function, is much easier, and can be done without the use of h. 
(3) Note that different partitions of E yield different test statistics T,. 
No criteria for optimal choice exist, although it seems-by symmetry-that 
one should equalize the (known) m-measures of the A,. 
(4) Behavior of (T,) when the null hypothesis (3.1) fails is not known 
beyond that specified in the theorem. 
By Theorem 3.1, consistent tests of the hypothesis (3.1) exist. The com- 
plicated nature of the T, renders them somewhat impractical for use. 
Reasonable test statistics would be those of the form (3.4) above. In par- 
ticular, when K and K’ are finite dimensional (as they presumably would be 
in practice), it follows from Theorem 2.2 and the continuous mapping 
theorem that the following result holds. 
PROPOSITION 3.1. Under the hypotheses of Theorem 3.1, the sequence 
((n”’ sup(T,(f,g):f~K,gEK’))) converges in distribution whenever K, K’ 
are compact and finite dimensional. l 
Our second general problem(which we treat only briefly) is: 
Given that N’ is known to be a p-thinning of N for some unknown p, is 
the function p constant? Assume that both N and N’ are observable. Then 
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conditional on N(E) the null hypothesis that p is constant is equivalent to 
N’(E) having a binomial distribution, which can be tested using standard 
nonparametric methods; cf., e.g., [ 163. 
If N is known to be a Cox process but the law of the directing measure 
M is unknown, results of this section do not simplify. If the law of M is 
known, then by Theorem 1.1, N’ is a p-thinning of N for some p if and only 
if p = d as given by (1.6) and 
E[e-N”f’p ““‘(g)] = LM(j( 1 - e-/) + (1 -j7)( 1 - eeg)), 
which simplifies the form of T,(f, g), as well as the argument used to prove 
Theorem 3.1. If N is known to be Poisson, tests of the hypothesis (3.1) can 
be based either on T,,( f, g) or on Corollary 1.1, which asserts that (3.1) is 
equivalent to independence of N’ and N”. 
4. ESTIMATION 
In this section we consider estimation of the thinning function p from 
observation only of thinned processes N:; also of interest is estimation of 
the law of the underlying process N. To perform estimation we must 
assume minimal knowledge of N, namely, that of its mean measure m. No 
other knowledge of the law of N is necessary in order to construct con- 
sistent estimators of p and L,, the Laplace functional of N, from obser- 
vation of i.i.d. copies of the thinned process N’. 
Let N,, N2,... be i.i.d. copies of a point process N with known, finite 
mean measure m satisfying supp m = E. These are not directly observable; 
instead the observations are p-thinnings N’, , N;,... (which are also indepen- 
dent) of N,, N2,..., respectively, where p: E --+ [0, 11 is an unknown thinn- 
ing function. To estimate p we use histogram estimators similar to those 
given by (3.3). For each n, let E be partitioned as 
E= 2 A,, 
j=l 
where m(Axj) > 0 for each j. Then, put (sample size suppressed) 
pcx) = (l/n) 1; WAnj) 
m(A,j) ’ 
XE A,. (4.1) 
As defined by (4.1) the estimator b may assume values greater than one; if 
desired this can be avoided by replacing 0 by min{h, l}, without affecting 
validity of the results that follow. Also, it should be noted that different 
choices of the A, lead to different sequences (~9) and (z) (the latter is 
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defined in (4.4) below). Given partial information about p, one could 
(although it is not clear precisely how) attempt to use this information to 
make a “good” choice of the A,. 
We now develop asymptotic properties of these estimators, beginning 
with a consistency theorem. 
THEOREM 4.1. Assume that 
(a) p is continuous; 
(b) m is diffuse; 
(cl maxjg b diam A, + 0; 
(d) there is 6 < 1 such that 
iiiii k, 
n ns min, m(A,j)2 < co’ (4.2) 
(e) E[N(E)8] < 00. 
Then almost surely, 
lim sup /b(x) -p(x)/ = 0. 1 (4.3) n x 
The proof of (4.3) is essentially identical to that of (3.6), so we do not 
repeat it. As will be seen below, condition (e) is relatively innocuous. The 
effect of (4.2) is to prevent some or all of the A, from being too small 
relative to the measure m; it is satisfied with 6 E (3/4, 1 ), e.g., if the m(Anj) 
are all equal to n-‘14. 
We now examine joint estimation of p and the Laplace functional L,. 
Let fj be given by (4.1) and let 
-log 
@-l+eeg )I B . 
The motivation for (4.4) is (1.3), which inverts as 
LN( g) = L, (-log(y+e’)). 
We then have the following consistency result. 
THEOREM 4.2. Let fi, 2 be given by (4.1) (4.4), and assume that the 
hypotheses of Theorem 4.1 are satisfied and that in addition p(x) > 0 for ail 
x E E. Then almost surely, 
(a) p +p uniformly on E; 
(b) L + L = L, uniformly on each compact subset K of C, . 
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Proof: Of course, (a) has been proved already. To prove (b), let 2’ be 
the empirical Laplace fimctionals associated with the sequence (N:); then 
for gEK 
IQ 8) -u 811 
< I? I ( -d-1 +e-g 1 ( - 21 B 
-logP- 1 +ewg 
P )I 
+ Lt 
I ( 
-log 
p-l+eeg 
P 1 ( 
-L’ -logP-l+e-g 
)I 
9 (4.5) 
P 
where L’ is the Laplace functional of N’. Note that compactness of E 
implies that infp(x) > 0 and hence by (a), b(x) > 0 for all x and all n suf- 
ficiently large, almost surely, so that the L(g) are well-defined. Concerning 
the first term on the right-hand side of (4.5), 
uniformly in g by (a), the Arzela/Ascoli theorem and the fact that 
n - ’ C; N:(E) + pm(E) almost surely. 
For the second term in (4.5) it suffices to observe that 
K’= -logp-l+e-g:gEK r P 1 
is a compact subset of C, , which follows by the Arzela/Ascoli theorem, 
and then to apply Theorem 2.1. 1 
We now discuss the special case of Cox processes. 
EXAMPLE 4.1. It is immediate that a large class of Cox processes 
satisfies the hypotheses of Theorems 4.1 and 4.2. The simplest special case 
is that of mixed Poisson processes [14], whose statistical inference is 
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studied in detail in [ 111, which have directing measure M = c.q where tl is 
a random variable with @a] = 1. Suitable moment assumptions on a 
imply the conditions of the two theorems. In some cases it may be 
appropriate to estimate the Laplace functional L, rather than that of N. 
Since for OGg< 1, 
L,(g) = L’ ( -+%(l -g) ) > 
we may use the estimators 
2,( g) = L’ ( -$log(l -g) ) . 
Theorem 4.2 remains valid provided that all functions g there be assumed 
to satisfy 0 <g ,< p for some p < 1. For A4 of the form M = am, 
L,(g) = L(m(s)), 
where 1, is the ordinary Laplace transform of the distribution D of a. For 
sufficiently small t* < 1 there exists a mapping t + 1+9(t) of [0, t*] into C, 
such that 
(i) $ is continuous; 
(ii) m(t)(t)) = t; 
(iii) sup,llti(t)ll < 1. 
Putting 
m = L4w))~ 0 d t d t*, (4.7) 
we conclude from Theorem 4.2 that I^ , + I, uniformly on [IO, t*]. Compare 
with Theorem 2.1 of [ 111, where N itself (rather than a thinned version N’) 
is observed. 
We next present three central limit theorems associated with the 
preceding consistency results. As expected, further restrictions on the 
m( Ad) are necessary. 
THEOREM 4.3. Assume that the mean measure m is diffuse and that 
(a) /p(x)--p(y)) < Kd(x, y) for some finite constant K, 
(b) Asn-tco, 
n”‘(max m(A,j))1’2(max diam An,) -+ 0, 
i i 
(4.8) 
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while 
(cl ‘4.7 Al49 
n’/*(min m(A,)) -+ m; (4.9) 
i 
Var(N(A))/m(A) --f 1. (4.10) 
For each x, let j = j(n, x) satisfy x E A,. Then for m-almost every x E E 
(nm(A,j))“’ C@(X) -PIANO, P(X)), (4.11) 
where N(0, a’) denotes the normal distribution with mean zero and variance 
2 
0. 
Proof. Fix x and let j = j(n, x) as above. Then 
(nm(A,j))“* U(X) -~(~11 
By (a) and the argument used to establish (3.9) the second term above is 
bounded above by 
K(nm(A,j))‘!2 diam A, -+ 0, 
in view of (4.8). It therefore suffices to prove that the first term converges in 
distribution to N(0, p(x)). 
To do so, we write it as 
where (recall that j=j(n, x)) 
WAnj) - SA,, P dm 
Xni= [n Var(N’(A,j))]1’2’ 
Then for each n, the Xni are independent as i varies, with 
(i) E[X,,,] = 0; 
(ii) C;= 1 Var(X,,) = 1; 
(iii) for every E > 0, P{ IX,,\ > 6) 6 l/n&* uniformly in i. 
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Consequently, by [3, Theorem 7.2.11, 
provided that the Lindeberg condition 
and for q> 0, 
NO, 1) (4.12) 
[3, (7.2.1)] is satisfied. For each n 
f dIEi; {Ixnil >?>I 
i=l 
=E 
confirming that (4.12) holds. Furthermore, m-almost everywhere 
Var(N’(A,))=Var 1 pdN +E 1 p(l-p)dN 
(An, ) [An, 1 
-Pi Var(N(A.)) +p(x)(l -P(X)) m(A,), 
so that 
Var(N’(A,j)) 
m(A,) 
-+ P(X) 
by virtue of (4.10), which completes the proof. 1 
To satisfy (4.8) and (4.9), we may for example take m(A,,j)-diam A,- 
n - 2/5 
Since the conditions of Theorem 4.3 do not imply those of Theorem 4.1, 
it is worthwhile to list the weak consistency theorem engendered by (4.11). 
PROPOSITION 4.1. Under the assumptions of Theorem 4.3, p(x) -p(x) in 
probability for each x. 1 
We next show that under a condition analogous to (4.10) the limits in 
(4.11) are independent for x # y. 
THEOREM 4.4. In addition to the assumptions of Theorem 4.3, assume 
that for disjoint sets A 14, B 14, 
Cov(N(A), N(B)) = o( [m(A) m(B)] ‘12). (4.13) 
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Thenfor x#y, XEA,, ~EA,.~, 
((nm(Anj))“* [b(x) -Ax)l, (nm(Any))“* [6(Y) -P(Y)]) 
-h (e), T(Y)), (4.14) 
where t(x)wN(O, p(x)), z(y)-N(0, p( y)) and z(x), z(y) are independent. 
Proof: Using the Cramer-Wold device and virtually a verbatim 
repetition of the proof of Theorem 4.3, it is straightforward to show that 
(4.14) holds with (r(x), z(y)) jointly normal with the marginals indicated. 
Hence it s&ices to show that 
nl\mm COV((nm(Anj))“* [B(X) -p(x)l, bW,~))‘/* U(Y) -p(y)l) = 0. 
For this, we note that for n sufficiently large, j#j’, and therefore, making 
use also of the argument from the first part of the proof of Theorem 4.3, 
Cov((nm(A,))“* U(x) -P(x)I, bWnYH”* MY) -P(Y)II 
1 
=n[m(A,)m(AHY)]“* 
N:(A,)-e”,Pdm],~[N:(A,.)-l 
1 A”,, 
pdml) 
“‘(sAn,,P dN, j,&,, p dN) 
= Cm(Anj) m(A,/)] l/* 
CovOW4,j), W,.)) --+ o 
mp(x)p(y) [m(Anj) m(Anf)]‘/* ’ 
by (4.13). 1 
EXAMPLE 4.2. It is easily verified that a mixed Poisson process for 
which Var(cr) < cc satisfies both (4.10) and (4.13). 1 
We conclude with a limit theorem for the distribution of 
suP,Mx)-Ax)l. 
THEOREM 4.5. Assume that the hypotheses of Theorem 4.3 are satisfied 
and that (4.13) holds. Let 
b, = (2 log n - log log n - log 271) 
a,,=b;’ 
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and let the k, be as at the start of this section. Then for all t, 
lim P 
i 
n1’2 supx m(Anj)“21b(x)-dx)l -ak. < t 
b 
\ n 
= exp r c - p(x)li2 e’fl~(X,(dx)], 
L J 
where j = j(n, x) is such that x E A,. 
Proof: To begin, since 
s;p(nm(Anj))1’2 Mx) -p(x)1 - m,y n 
(4.15) 
SA Pdm 
<su~(n44J)“~ ~-P(X) 
x nJ 
n 
-l/2 
c 
Ni(Anj) - J+P dm 
i=l m(Anj)1’2 II 
-10 (4.16) 
by (4.8) and arguments from the proof of Theorem 4.3, it suffices to con- 
sider only the “max” term in (4.16). 
To deal with that term, we write it as 
where c,,~ = (JAnI y dm/m( A,))‘12 and where 
1 n NXAnj) - JAnjP dm 
ynj= PC 
1 (jA, P dm)‘12 ’ 
By Theorem 4.4 and computations in the proof of Theorem 4.3 we may 
treat the Y,,j as independent in j, each with distribution 1 N(0, 1)1. We now 
follow the pattern of reasoning in [19, Theorem 9.5.21: 
P 
p(x)“” e-“p(X)m(dx) 1 
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by definition of the cd and convergence arguments used in earlier 
proofs. 1 
5. STATE ESTIMATION FOR THINNED Cox PROCESSES 
Let N be a Cox process on E directed by a random measure M with 
known probability law. Assume that neither N nor M is directly observable 
but that instead the observations comprise a p-thinning N’ of N, where 
p: E -+ [0, 1 J is a known function. As discussed in Section 1, the problem of 
state estimation is that of minimum mean-squared error reconstruction of 
unobserved processes (N and A4 in this case) for each realization o. The 
optimal state estimators, therefore, are appropriate conditional expec- 
tations or conditional distributions. For results concerning state estimation 
for Cox processes on general spaces, see [lo]; the conditional expectations 
we use for random measures are in the sense of [9]. 
In the results below, a crucial role is played by Lemma 1.1, which states 
that N’ is itself a Cox process, directed by the random measure pM(dx) = 
p(x) M(dx). The observations are represented by a-algebras 
9y = a(N’(B): B E A) 
corresponding to complete observation of the thinned process N’ over the 
set A. (The case A = E is not excluded.) 
We begin with state estimation for N. 
THEOREM 5.1. Let N’ be the p-thinning of the Cox process N directed by 
the random measure M. Then for each A E 8, 
E[NIS=T] =N4 -I- (1 -p) E[MlF,N’] onA 
= E[Ml F;‘] on A’, 
(5.1) 
where NA(B)=N’(Bn A) is the restriction of N’ to A, where the random 
measure E[Ml @G,“‘](dx) is defined in the sense of [9], and where 
(1 -p) E[Ml F;‘] (dx) = (1 -p(x)) E[Ml.F~] (dx). 
Proof: Suppose f, g > 0 vanish outside A. Then on the one hand 
RN(f) e- ‘%‘)]=E Sfpe-.dMe-IPil-e-s)dM 
[ 1 
I(l-p)fdMe-IP(‘-‘-‘)dM 1 (5.2) 
683!16.'3-8 
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by the following line of argument. Conditional on M = m, N is Poisson 
with intensity measure m and can be represented as the superposition 
N=N’+N”, (5.3) 
where N’, N” are independent and Poisson with intensity measures p dm 
and (1 -p) dm, respectively; cf. Lemma 1.1 and Corollary 1.1. Therefore 
E[N(J) e-““‘g’(M=m] 
=E[(N’(f)+N”(f))ePNcgJJM=m] 
=EIN’(f)e-N’(g)lM=m] +E[N”(f)lM=m] E[e-““‘g))M=m] 
= ([p/ep dm) e-b(l-e-g)h + (, (1 -p)fdm) e-h(l-e-gldm, 
from which (5.2) follows immediately. On the other hand, 
E N’(f) + lf(l -p) dE[MIP~‘] 
= E[N’(f) e-N’(g)] + E f(l -p) dE[Ml F:‘] e-““(g) 1 
= E[E[N’(f) e- N’(g)lM]l +E (1 -p)fdM(E[e-w’g’)M]) 1 
+ E [(l -p)fdM 
K ) 
e-lP(l-e-‘)dM 1 
by Lemma 1.1 and calculations used above. This verities the first part of 
(5.1) 
The second part of (5.1) is easier: for f> 0 supported in A “, g 2 0 suppor- 
ted in A, 
E[N(f) e-N’(g) ]=E[E[N(f)e-N”g’(M]] 
=E[M(~)~-L”~‘-~)~M] 
(by the independent increments property of Poisson processes) 
= E[M(f) E[e-w’g’IM]] 
= EC&f(/) e-N’(gJ] 
=E fdE[MlF~] ecN’(g) . 1 1 
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In order to render (5.1) usable, the conditional expectation E[iWj 92’1 
must be computed, which can-under certain assumptions-be accom- 
plished using [lo] and Lemma 1.1. 
THEOREM 5.2. Let p be the probability distribution of M and assume that 
there is a$nite measure m* on E such that 
P(M-m*} = 1, (5.4) 
where “ N ” denotes equivalence in the sense of mutual absolute continuity. 
Assume also that p > 0 a.e. m*. Then for each A, 
ELM, Fzpl = jddm) expC-pm(A) + jA lw(dmldm*) dN’1 m( * ) 
jp(dl) exp[ -pi(A) + JA log(dl/dm*) dlv’] ’ 
t5 5j 
’ 
(The integrals are over the set of finite measures on E.) 
ProoJ Note first that E[M]-m* and hence that 
dE[Ml F;‘] =; dE[pMl Sz’]. (5.6) 
Furthermore, by Lemma 1.1, N’ is a Cox process directed by the random 
measure p(x) M(dx); consequently, [ 10, Theorem (2.6)] is applicable: 
denoting by fi the probability distribution of p(x) M(dx), we have 
E[pM(9y1 =i P(WevC-W)+jd log(Wdm*) dwl m(. 1 
1 p”(d1) exp[ --l(A) + lA log(dl/dm*) dN’] 
t5 7j 
’ 
Then, (5.5) follows from (5.6) and (5.7) together with a simple change-of- 
variable computation. i 
The same argument alllows calculation of the conditional Laplace 
functional of M. 
PROPOSITION 5.1, Under the hypotheses of Theorem 5.2, 
E[e- M,I),s--Nf, =S~(dm)exp[:-pm(A)+S,log(dm/dm*)dN’l epmcf) A 
f p(d1) exp[ -pi(A) + sA log(dl/dm*) dN’] ’ 
(5.8) 
For details concerning efficient and recursive methods for computation 
of the right-hand sides of (5.5) and (5.8) we refer to [lo]. 
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EXAMPLE 5.1. Let A4 be of the form M(dx)=clm*(dx), where 0: is a 
strictly positive random variable. It is apparent that (5.4) is satisfied and in 
this case (5.5) simplifies to 
where CJ is the distribution of a. See [ll] for additional results concerning 
state estimation for Cox processes of this form. 1 
We turn to estimation of the conditional zero-probability functional of 
N. Provided that A4 is diffuse a.s., this completely specifies the conditional 
distribution of N given the observations of N’; cf. [7]. 
THEOREM 5.3. Fix A E 8. Then for each B, 
P{N(B)=OJFt,N’} 
(l-p)& -M(BnA’) 19 ) ) :,I 
x l(N’(BnA)=O). (5.9) 
ProoJ The pattern of argument is identical to that of Theorem 5.1. 
Conditional on M= m, N admits the superposition representation (5.3). 
Hence for g supported in A, 
E[l(N(B)=O)e-N’(g)jM=m] 
=E[l(N’(BnA)=O) l(N”(BnA)=O) 
x l(N(BnAc)=O)e-N’(g’JM=m] 
=E[l(N’(BnA)=O)e-N’(g)IM=m] 
(5.10) 
by the independent increments property of Poisson processes. Moreover, 
E[l(N’(BnA)=O)e-N’(g)JM=m] 
= lim E[exp[-N’(g+tl.,.)])M=m] 
f-m 
p(1 -e-“) dm- 
s 
pdm . 1 (5.11) BITA 
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From (5.10) and (5.11) we infer that 
E[l(N(B) = 0) eCN’(g)l M] = eCMCB)exp 
[ 1 
- ~~(l--e-~)dM . 
BCTAC 1 
But also 
E[E[exp( -jBnA (1 -p)dM-M(BnA’) ILq’ > 1 
x 1(N’(Bn.4)=O)e-N”g’ 1 
(1 -p)dM-M(BnA’) 
x l(N’(BnA)=O)e-N’(g’ 1 
(1 -p) dM-M(BnA’) 
x E[l(N’(BnA)=O)e 
by the same calculations used above. 1 
The right-hand side of (5.9) is computable using (5.8). 
THEOREM 5.4. Assume that (5.4) holds and let m*, p be as in 
Theorem 5.2. Then for each A and B, 
(l-p)dM-M(BnA’) IF: I 1 
~~p(dm)~~p~-pm(A)+~A1og(dm/dm*)d~-(l-p)(BnAc)] 
j p(df) exp[ -pZ(A) + jA log(dl/dm*) dlv’] * 
(5.12) 
We omit details of the proof. 
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