Twin support vector machine (TWSVM) 
Introduction
Support vector machine (SVM) was originally introduced by Vapnik and his coworkers in the early 1990s [1] [2] for binary classification and regression. SVM has already been widely applied to a variety of real-world problems ranging from image classification [3] , text categorization [4] and bioinformatics [5] , etc. However, one of the main challenges for SVM is the high computational complexity of quadratic programming problem (QPP) [6] . This drawback restricts the application of SVM to large-scale problems. Recently, nonparallel support vector machines have attracted widely attentions, and many nonparallel hyperplane classifiers were proposed for binary classification. For example, in 2006, Mangasarian and Wild [7] proposed the first nonparallel hyperplane classifier termed as generalized eigenvalue proximal support vector machine (GEPSVM), which seeks two nonparallel hyperplanes such that each hyperplane is close to one of the two classes and is as far as possible from the other class. From another aspect, Jayadeva et al. [8] proposed a twin support vector machine (TWSVM) which also aims at seeking two nonparallel hyperplanes such that each hyperplane is close to one of the two classes and depart from the other simultaneously. The idea of solving two smaller-sized QPPs rather than a single larger-sized QPP in SVM makes the learning of TWSVM four times faster than SVM. From then on, some of extensions of TWSVM have been widely investigated [9] [10] [11] [12] [13] [14] [15] , e.g. TBSVM [9] , PTSVM [10] , TPMSVM [11] , Robust TWSVM [12] , RPTSVM [13] , NHSVM [14] and NPSVM [15] . To improve the learning speed of TWSVM, after combining the spirit of TWSVM [8] and LSSVM [17] , least squares twin support vector machine (LSTSVM) [16] has been proposed as a way to replace the QPPs in TWSVM with a linear system by using a squared loss function instead of the hinge one. Inspired by LSTSVM, linear LSPTSVM [18] and nonlinear LSPTSVM [19] have been introduced as a least squares version of PTSVM [10] . SVM and TWSVM are originally designed for binary classification problems. However, multi-class classification problem is often encountered in practical scenarios. Therefore, how to effectively extend classical SVM and TWSVM to multi-class classification
Background
In this Section, we give a brief outline of LSSVM [17] and LSTSVM. [16] .
Least Squares Support Vector Machine (LSSVM)
Consider the binary classification problem with the in training set
Where
. For the given training set (1), the primal problem of standard LSSVM to be solved is 
I is the identity matrix and
Least Squares Twin Support Vector Machine (LSTSVM)
Consider the following binary classification problem. Suppose that all of the data points in positive class are organized as the matrix 
The primal problems of linear LSTSVM are are the penalty factors, 2 1 ,   are slack variables, and 2 1 , e e are vectors of ones.
On substituting the equality constraint into the objective function and we can obtain the unconstrained optimization problem. Then, we derive the linear equations , from (10) and (11), we get
Note that the solutions to the pair of QPPs (8) and (9) can be found directly by solving two systems of linear equations (12) and (13), more details can be seen in reference [16] . Once Where | |  is the absolute value.
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Multi-LSTSVM
In this Section, we present our multi-class classifier for a K-class classification problem. The proposed algorithm evaluates all training points into a "One-Versus-All" structure and it solves K small-sized QPPs simultaneously. For convenience, we denote the number of data points of the k-th class as k m and define the following matrices: the patterns belonging to the k-th class are represented by the matrix
Where m is the total number of training samples and k B is composed of the patterns belonging to all classes except the k-th class.
Linear Multi-LSTSVM
Our linear Multi-LSTSVM seeks K hyperplanes, one for each class, and assigned class label according to which hyperplane is nearest to. In our proposed Multi-LSTSVM, the regularization term is added to objective function similar to references [9, 13] . Then, we have the following QPP 2 2
are regularization parameters, penalty parameters, slack variables and the vectors of ones, respectively.
On substituting the equality constraint into the objective function, we get the unconstrained optimization problem as follows. 
Differentiating L with respect to k k b w , yields the following KKT conditions,
After combining (18) and (19), we can achieve the following equation, 
Where k I is an identity matrix. 
it lies nearest to, i.e., the decision function is represented as
Where | |  is the absolute value.
Nonlinear Multi-LSTSVM
In this subSection, we extend the linear Multi-LSTSVM to the nonlinear case by kernel trick. The input data are mapped into a high dimensional feature space by some nonlinear kernel functions. Here, we consider the following kernel-generated hyperplanes.
K is an appropriate kernel. Similar to linear case, the nonlinear optimization problems can be expressed as
are respectively regularization parameters, penalty parameters, slack variables and the vectors of ones.
Differentiating L with respect to
yields the following Karush-Kuhn-Tucker (KKT) conditions, we get
After combining (26) and (27), we can achieve the following equation, is then assigned to class
, depending on which of the K hyperplanes (23) it lies nearest to, i.e., the decision function is represented as
Experimental Results
In order to evaluate our Multi-LSTSVM, we investigate its classification accuracy and computational efficiency on real-world UCI benchmark datasets and ORL, YALE face datasets. In our implementation, we focus on the comparison between our Multi-LSTSVM and several state-of-the-art binary classification methods being used for multiclass classification, including Multi-LSSVM, Multi-GEPSVM and Multi-TWSVM. All these four methods are carried out by using the "One-Versus-All" structure and implemented in MATLAB R2013a on a personal computer (PC) with an Intel (R) Core (TM) processor (3.40GHz) and 4 GB random-access memory (RAM). We perform Multi-LSSVM by employing LSSVM toolbox [28] , and Multi-GEPSVM is implemented by using a MATLAB function "eig", and QPPs in Multi-TWSVM are solved by SOR algorithm, which is also used to solve QPPs in references [9, 13, 15] . Our Multi-LSTSVM is solved by operator "\" in Matlab. As for parameters selecting, the standard 10-fold cross-validation technique is employed. In addition, the parameters for all methods, including penalty parameter, regularization parameter, kernel parameter etc, are selected from the set . We repeat all the experiments five times on each dataset and record the corresponding mean values.
UCI Datasets
In this subSection, in order to demonstrate the superiority of our Multi-LSTSVM over Multi-LSSVM, Multi-GEPSVM and Multi-TWSVM, we choose 9 datasets from the UCI machine learning repository [28] . For the linear case, in order to compare the performance of the proposed Multi-LSTSVM with the rest of three methods, the results of numerical experiments are listed in Table 1 , including the mean and standard deviation of classification accuracies and training time. In Table 1 , the best accuracy is shown by boldface and the shortest CPU time is shown by underline for each dataset. It is impressive that Multi-LSTSVM obtains better accuracy than other methods in 5 out of 9 datasets, and takes less time than other methods in 7 out of 9. Therefore, it is evident that the performance of Multi-LSTSVM is comparable or better than the other three methods. For example, for the Dermatology dataset, the accuracy of our linear Multi-LSTSVM is 97.21%, while Multi-LSSVM is 93.18%, Multi-GEPSVM is 93.80% and Multi-TWSVM is 95.36%.
For the nonlinear case, Gaussian kernel is employed, which is defined by ,  is the kernel parameter. Table 2 displays the experimental results for four nonlinear methods on the above 9 UCI datasets. From Table 2 , we can observe that in most cases, the accuracies of all the nonlinear methods are obviously better than those of the linear ones. As in Table 1 , the best accuracy is shown by boldface and the shortest CPU time is shown by underline for each dataset. From Table 1 and Table 2 , we can find 
Image Classification
In order to further validate the performance of our proposed Multi-LSTSVM, two popular databases ORL and YALE are selected for evaluation. In our experiments, we use the data provided by Deng Cai [http://www.cad.zju.edu.cn/home/dengcai/Data/ FaceData.html]. For ORL database, PCA is exploited to reduce the dimensionality of features into 50, 60, …, 110,120. For YALE database, feature dimensionality is reduced to 30, 40, …, 90, 100 by PCA. The optimal parameters are selected by 10-fold cross validation method. The classification accuracy and training time of different methods with linear kernel and nonlinear kernel are reported in Table 3 to Table 6 . The best accuracy is shown by boldface and the shortest CPU time is shown by underline for each dataset.
From Table 3, Table 4 and Table 6 , we can find that our Multi-LSTSVM not only gets the best accuracy but also takes the least CPU time in all cases. In Table 5 , our Multi-LSTSVM also obtains comparable performance on classification in most cases, although its CPU time is more than Multi-LSSVM. To get an intuitive view of the superiority of our proposed method on ORL database using nonlinear kernel, 
Conclusions
In this paper, we extend least squares twin support vector machine (LSTSVM) to multi-class classification problem, termed as Multi-LSTSVM. Multi-LSTSVM solves K QPPs such that the k-th QPP aims at making sure the k-th hyperplane is closer to its own class and is as far as possible from the other class. Experimental results obtained on realworld UCI datasets, ORL and YALE face datasets illustrate that our proposed Multi-LSTSVM has comparable or better performance. Therefore, one more direction of future work is to apply our Multi-LSTSVM to other practical problems such as text categorization, image analysis and speaker recognition and so on.
