Abstract: Let L(s, φ) be an automorphic L-function for a Bianchi group defined via an imaginary quadratic field with discriminant d < 0. We give an upper bound for the absolute value of L(s, φ) in terms of (s), the Laplace eigenvalue and the discriminant d. The bound as d → ∞ presents a new aspect in the study of L-functions.
Introduction.
Estimating the size of Lfunctions on the critical line (s) = 1/2 is a central subject in modern number theory.
The prototype was the estimate of the Riemann zeta function ζ(1/2 + it) as t → ∞. By the functional equation of ζ(s) and the Phragmén-Lindelöf convexity principle, it follows that
The Lindelöf Hypothesis asserts that
The bound (1) is the first result towards the Lindelöf Hypothesis (2) . The Lindelöf Hypothesis is generalized to more general L-functions and to more general aspects.
Here an aspect means a parameter which goes to infinity with all other parameters being fixed. For example, let f be a nonholomorphic newform for Γ 0 (N ). The automorphic L-function L(1/2 + it, f) satisfies the following estimate as N → ∞:
where the implied constant depends on , t, and the Laplace eigenvalue λ. It is natural to ask about the Lindelöf Hypothesis in this case as well:
The crude bounds such as (1) Phragmeń-Lindelöf convexity principle, is called the convexity bound.
The aim of this paper is to propose a new aspect for the estimate of automorphic L-functions and to obtain the convexity bound. We consider the au- 
where the implied constant depends on , t, and the Laplace eigenvalue λ. Indeed their dependency is explicitly written in Theorem 4.1. The outline of the proof is as follows: We first prove the average estimate of eigenvalues of the Hecke operators, which is stated in Theorem 3. 
where
Here again the key ingredient is the explicit form of the dependency on d. These results together with the standard technique of using the Phragmeń-Lindelöf convexity principle lead to Theorem 4.1. [6] improve the convexity bound. Koyama [5] obtains Theorem 3.3 in the case of
Let K be an imaginary quadratic number field with discriminant d < 0, class number h(d), and ring
is a lattice in SL(2, C) and acts discontinuously on H 3 . The set of cusps of Γ is equal to K ∪ {∞}, and this set splits into h(d) orbits with respect to Γ. The Laplacian ∆ is given by
We define a Maass form for Γ to be a smooth function φ on
Suppose that φ is an arbitrary Maass form for Γ. It follows from (ii) that φ has the Fourier expansion. If φ has no constant term in the Fourier expansion at any cusp, we call φ a Maass cusp form. From (1) in [8] , the Fourier expansion at ∞ is given by
Let ι : H 3 → H 3 be the antiholomorphic involution ι(y, z) = (y, −z). If φ is an eigenfunction of ∆, then φ • ι is an eigenfunction with the same eigenvalue. Because ι 2 = 1, its eigenvalues are ±1. We may therefore diagonalize the Maass cusp forms with respect to ι.
To define the L-function, we introduce the Hecke
as follows:
T (ν) satisfies the usual commutation relations with one another and commutates with the Laplacian ∆ as well as the involution. Diagonalizing the T (ν) s and ∆ to get an orthogonormal basis φ of eigenfunctions of ∆, we have
The eigenvalue λ(ν) has the following properties:
It follows from (6) that the coefficient c(1) is nonzero. Throughout this paper, we assume that φ is a Hecke eigen Maass cusp form for Γ = PSL(2, O d ), where d = −3, −4 and even.
To each φ, we associate its standard L-function, which takes the form
This is well-defined when φ is even.
3. Average estimate of Hecke eigenvalues. Suppose a n (1 ≤ n ≤ h(d), a 1 = ∞) are cusps for Γ. Let σ an ∈ SL(2, K) be the scaling matrix, so σ an · ∞ = a n . Then φ has the Fourier expansion at a n of type
Note that c ∞ (ν) = c(ν). Proof of Lemma 3.1. It follows from the definition of Maass form that φ is Γ invariant. Because φ is cuspidal, this function decays rapidly as ω approaches any cusp. Thus it is bounded on Γ\H 3 and there exists a constant C 1 such that |φ(ω)| d,r C 1 for all ω. Thus from (3.9) in [1] , for any y > 0,
where |P| denotes the Euclidean area of a fundamen-
, where c > 0 is a constant such that K ir (2πc) = 0, and obtain c an (ν) d,r |ν| as required.
We shall normalize the Fourier coefficients by puttingĉ an (ν) = |d| ||φ||e πr 1 2 c an (ν).
Applying the method of Iwaniec [3] , it follows that
We evaluate the sum by means of the RankinSelberg L-function
By virtue of Lemma 3.1 and (7), the above series converges absolutely on (s) > 1, and satisfies the following integral representation with the Eisenstein series E an (ω, s),
where Λ an (s, φ ⊗φ)
From (8) and the properties of the Eisenstein series (see Theorem 5.8 in [2] ) we deduce that the Rankin-Selberg L-function has a meromorphic continuation to the whole s-plane and satisfies the functional equation
and T ∈ GL(n, Z) is the permutation matrix such that
It is known from class field theory that the product of L(s, χ l ) is the Dedekind zeta function ζ F (s) where F is the Hilbert class field of K:
Every L an (s, φ ⊗φ) is holomorphic for (s) > 1/2 except for a simple pole at s = 1 with residue
where ζ K (s) is the Dedekind zeta function of K.
where C 3 is a positive constant. Proof of Lemma 3.2. Put
By (9) we deduce that G(s) is holomorphic in the whole s-plane. Hence by a standard application of the Phragmén-Lindelöf convexity principle [7] , the functional equations of
, and (9), we obtain
Hence we get a bound of the form
Proof of Theorem 3.3. Applying Perron's formula to L ∞ (s, φ ⊗φ) and Lemma 3.2, we infer that
From (10) and (11), if X is large such that
, where C 4 is a positive constant, we have
RX.
Hence, we shall evaluate the bound for
using the partial summation and get
Next we will follow the method of Iwaniec [4] (19). Putting
Inserting (6) and (12) into (13) we obtain
From (6) and (11), we conclude that 
|L(1 − s, φ)| .
Hence by (14) and Lemma 3 in [7] L(− + it, φ) |d| 2π
2+4
(1 + |t| + |r|)
for any > 0, the implied constant depending on . It follows from the Phragmén-Lindelöf convexity principle that
for any > 0, the implied constant depends on . This completes the proof of Theorem 4.1
