Nonparametric modeling of the effects of air pollution on public health by PENG QIAO
NONPARAMETRIC MODELING OF THE EFFECTS
OF AIR POLLUTION ON PUBLIC HEALTH
PENG QIAO
NATIONAL UNIVERSITY OF SINGAPORE
2005
NONPARAMETRIC MODELING OF THE EFFECTS
OF AIR POLLUTION ON PUBLIC HEALTH
PENG QIAO
(B.Sc. Peking University, China)
A THESIS SUBMITTED
FOR THE DEGREE OF MASTER OF SCIENCE
DEPARTMENT OF STATISTICS AND APPLIED PROBABILITY
NATIONAL UNIVERSITY OF SINGAPORE
2005
ACKNOWLEDGEMENTS
For the completion of this thesis, I would like to express my heartfelt gratitude to my
supervisor, Assistant Professor Xia Yingcun, for all his invaluable advice and guidance,
endless patience, kindness and encouragement during the mentor period in the Depart-
ment of Statistics and Applied Probability of National University of Singapore. I have
learned many things from him, especially regarding academic research and character
building. I truly appreciate all the time and effort he has spent on helping me to solve
my problems even when he was in the midst of his work.
I also wish to express my sincere gratitude and appreciation to my other lecturers,
namely Professors Bai Zhidong, Chen Zehua, and Loh Wei Liem, etc, for imparting
ii
Acknowledgements iii
knowledge and techniques to me and their precious guidance and help in my study.
I would like to take this opportunity to record my thanks to my dear parents who have
always been supporting me with their encouragement and understanding. And special
thanks to all of my friends, who have contributed to my thesis in one way or another, for
their concern and inspiration in my study and life during the past two years. It is a great
experience to share those colorful days with them.
Finally, I would like to attribute the completion of this thesis to other members and
staffs in our department for their help in various ways and providing such a pleasant






List of Tables vii
List of Figures viii
Chapter 1 Introduction 1
1.1 Backgrounds on Air Pollution . . . . . . . . . . . . . . . . . . . . . . 1
1.1.1 Particulate Matter (PM) . . . . . . . . . . . . . . . . . . . . . 3
1.1.2 Ozone (O3) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.1.3 Sulphur Dioxide (SO2) . . . . . . . . . . . . . . . . . . . . . . 4
1.1.4 Nitrogen Dioxide (NO2) . . . . . . . . . . . . . . . . . . . . . 4
iv
Contents v
1.1.5 Carbon Monoxide (CO) . . . . . . . . . . . . . . . . . . . . . 5
1.2 Quantification of Health Effects . . . . . . . . . . . . . . . . . . . . . 5
1.3 Objectives and Organization . . . . . . . . . . . . . . . . . . . . . . . 9
Chapter 2 Materials 11
2.1 Data Source . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Data Descriptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
Chapter 3 Methodology 15
3.1 Dimension Reduction Through Regression . . . . . . . . . . . . . . . . 16
3.2 Model Selection Through Cross-Validation . . . . . . . . . . . . . . . 20
Chapter 4 Simulations 27
Chapter 5 Results and Discussions 31
5.1 Preliminary Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
5.2 Dimension Reduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
5.3 Model Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
Chapter 6 Concluding Remarks 54
Bibliography 57
Appendix A Conditions for Theorem 1 61
Appendix B Time-Series Plots 64
Appendix C Scatter Plot Matrix with Correlations 70
SUMMARY
This thesis aims to analyze the effects of exposure to air pollution on public health
across 15 populous cities in the United States, based on daily observations from Janu-
ary 1987 to December 1998. In our analysis, the first step is to perform the Efficient
Dimension Reduction (EDR) procedure to reduce the complexity resulting from high
dimensionality involved in the air pollution problem. After obtaining the dimension and
the directions of the EDR space for each study city, we then compare the cross-validatory
(CV ) values, which assess models in view of their forecasting performance, of a Gener-
alized Additive Model (GAM) with those values of a general nonparametric regression
model. The criterion is to choose the model with smaller CV -values. Finally, we need
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to answer one important question: whether the commonly used GAM is acceptable to
quantify the effects of air pollution on public health?
Our results show that air pollutants (PM10, O3, SO2, NO2 and CO) at current lev-
els, acting with weather conditions (measured by temperature and humidity) together,
have adverse effects on human health. The more influential hazards to death are O3,
PM10, and weather variates. As for model selection, our results suggest that EDR via
the rMAVE method proposed by Xia et al. (2002) is necessary to the original pollution
data set, and that the general nonparametric regression model incorporating EDR outper-
forms GAMs. That is, GAMs are not desirable when considering the predictive ability,
and hence they can be improved to better fit the air pollution data.
These results represent a starting point for refinement in the future analysis of the
effects of air pollution on public health. It would seem appropriate then to investigate
how to adjust the EDR space for proper usage of GAMs to gain a better forecasting
performance and a deeper understanding of the link between air pollution and mortality
rate for future work.
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Chapter1
Introduction
1.1 Backgrounds on Air Pollution
Based on a series of infamous air pollution “disasters” (Meuse Vally, Belgium, 1930;
Donora, Pennsylvania, United States, 1948; London, United Kingdom, 1952) (Lipfert,
1994), the link between air pollution at extremely high concentrations and acute in-
creases in death was established by the 1980s. Those findings prompted serious consid-
eration of ambient air quality standards and health guidelines around the world, such as
the National Ambient Air Quality Standards (NAAQS) of America and the Air Quality
Guidelines (AQG) of World Health Organization (WHO), to protect the public from air
pollution. As a result, ambient air quality has been improved considerably in recent few
1
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decades.
However, numerous studies published recently have reported that exposure to am-
bient air pollution, even at the levels commonly achieved nowadays in many cities in
developed countries, is associated with various negative health outcomes, both acute
and chronic, ranging from irritant effects to death (Dominici et al., 2000; Samet et al.,
2000; WHO working group, 2003). Some studies have also indicated the most com-
mon and damaging air pollutants through epidemiological, toxicological and clinical
approaches. Examples of potentially harmful air pollutants are respirable particulate
matter (PM), ozone (O3), sulphur dioxide (SO2), nitrogen dioxide (NO2) and carbon
monoxide (CO). These pollutants have been recognized as respiratory irritants and can
exacerbate illnesses in individuals with chronic cardiovascular and respiratory diseases
(Lipfert, 1994; Pope III et al., 2002; WHO working group, 2003; Xia and Tong, 2005).
Their effects could be more severe under certain temperature and humidity conditions
(McGeehin and Mirabelli, 2001). In the following subsections we present a brief intro-
duction to these common pollutants. (All the information refer to the following web-
pages:
1) Air Pollutants and Your Health (http://www.sbcapcd.org/sbc/pollut.htm);
2) Air Pollutants and Health Effects (http://www.stormfax.com/airwatch.htm); and
3) The Chemistry of Atmospheric Pollutants
(http://www.aeat.co.uk/netcen/airqual/kinetics).)
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1.1.1 Particulate Matter (PM)
The term “particulate matter” refers to a complex mixture of organic and inorganic
particles suspended in the air. They vary widely in physical and chemical composition,
source and particle size. The primary sources of particulate matter are coal combustion
processes and road traffic emissions. Ambient PM10 particles, which are less than 10
µm in diameter, are of currently major concern, since they can not only pass into the
upper airways (nose and mouth) but also penetrate into the deepest and most sensitive
areas of the lungs, and hence they are considered to be more hazardous than coarse
particles. PM10 has been linked to numerous adverse health effects, including increased
hospital admissions, exacerbation of chronic cardiovascular and respiratory diseases,
and decreased lung function.
1.1.2 Ozone (O3)
Ozone is formed as a secondary pollutant when nitrogen dioxide and volatile organic
compounds chemically react in the presence of sunlight. O3 displays strong seasonal and
diurnal patterns. Some epidemiological studies have indicated that exposure to ground-
level ozone air pollution, even at very low levels, can cause a number of adverse respi-
ratory effects particularly over time. When people breathe in air polluted with ozone,
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the lining of their lungs can become irritated and inflamed, causing coughs, chest dis-
comfort and breathing difficulty. People with asthma and other respiratory diseases are
particularly susceptible. Long-term exposure to ozone may lead to accelerated aging of
the lungs, decreased lung function and capacity, bronchitis and emphysema. Addition-
ally, it is reported that effects of ozone can be enhanced by particulate matter and vice
versa.
1.1.3 Sulphur Dioxide (SO2)
Sulphur dioxide is released into the air mainly from power plants, large industrial
facilities, diesel vehicles and oil-burning home heaters. Sulphur dioxide is a poisonous
gas that aggravates existing lung diseases especially bronchitis, constricts breathing pas-
sages in asthmatic people and causes shortness of breath. Long-term exposure to sulphur
dioxide will lead to higher occurrence rates of respiratory illness. Sulphur dioxide also
reacts with oxygen and rainwater to form sulphuric acid which is the major contributor
to acidity in acid rain.
1.1.4 Nitrogen Dioxide (NO2)
Dominant sources of nitrogen oxides are motor vehicles and power plants. Nitro-
gen dioxide is a respiratory irritant, which may exacerbate asthma and possibly increase
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susceptibility to infections, especially in young children and people with existing respi-
ratory illnesses. It disrupts and may even damage the cell membrane; it can cause acid
induced irritation leading to or contributing to diminished pulmonary function and right
heart stress under long-term exposure. Furthermore, nitrogen oxides is a precursor for
a number of harmful secondary pollutants, so health risks of NO2 may come from itself
and its reaction products including ozone and secondary particles.
1.1.5 Carbon Monoxide (CO)
Carbon monoxide is a toxic gas which is emitted into the atmosphere as the result
of combustion processes and also formed by the oxidation of hydrocarbons and other
organic compounds. It is produced primarily frommotor vehicles in urban cities. Carbon
monoxide weakens heart contractions and lowers the amount of oxygen carried by the
blood. It possibly causes nausea, dizziness and headaches and is fatal at very high
concentration.
1.2 Quantification of Health Effects
As evidence of negative impacts of air pollution on public health has been accumu-
lated, quantification of these impacts has increasingly become a critical concern. This
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concern has led to several long-term research programs organized by government agen-
cies to continuously monitor pollutant levels and regularly collect data on health out-
comes in different areas, with the aim of analyzing public health-related effects. In fact,
based on those systematic observations, many studies have been proposed to estimate the
numbers of death attributable to air pollution (Schwartz et al., 1996;WHO working group,
2000), although these methods and estimates are rather different. In general, impact as-
sessment studies follow at least three different strategies: the estimation of the exposure-
response function for mortality is based on either 1) cohort studies, 2) time-series stud-
ies, or 3) an average estimate of time-series and cohort study results (Ku¨nzli et al., 2001).
Cohort studies explore the association between measures of long-term cumulative ex-
posure and time to death (Pope III et al., 2002; WHO working group, 2002). Some
researchers argue that long-term exposure may be more important in view of overall
public health. However, most of recent research have focused on effects of short-term
exposures (several days up to a few weeks) which are the main content of time-series
studies, as there are more observations available. Time-series studies explore the asso-
ciation between death probability and levels of air pollution shortly before the death,
using mortality counts as the outcome measure. Our study is a time-series analysis.
One feature of time-series studies on heath effects of air pollution is that the proba-
bility of death is influenced not by a single hazard, but rather by a function of a whole
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set of risk factors including weather conditions. Therefore, various complex statis-
tical methods have been used to detect health-related impacts (Schwartz et al., 1996;
Daniels et al., 2004). Among those methods, one commonly used approach involves a
semi-parametric Poisson regression with daily mortality counts as the outcome, linear
terms measuring the percentage increase in mortality associated with elevations in pol-
lutant levels, and smooth functions of time, weather and other variables adjusting for the
time-varying confounders,
logE(daily death countst) = β1 PM10, t+β2 O3, t+ confounders.
See Schwartz et al. (1996). Other techniques under consideration to assess the adverse
effects of air pollution include models with splines, thresholds or distributed lags.
During the last few years, Generalized AdditiveModels (GAMs) (Hastie and Tibshirani,
1986) have become the most widely applied method, because it allows for highly flexi-
ble nonparametric fitting of seasonal and long-term time trends in air pollution as well
as nonlinear associations with weather variables (Dominici et al., 2000, 2002, 2004;
Lee et al., 2000; Xia and Tong, 2005). Furthermore, interpretation of GAMs is sim-
pler and more intuitive when compared with a general multiple regression model. In
statistical terminology, let Y andX = (X1, . . . ,Xp)T be R-valued and Rp-valued random
variables respectively, then a GAM is expressed as
Y = µ(X)+ ε = g1(X1)+ . . .+gp(Xp)+ ε, (1.1)
where gi(·) :R→R, i= 1, . . . , p, are unknown functions and ε is a random term in R.
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Virtually, GAM (1.1) simplifies the multiple regression problem by restricting µ(X) =
E(Y |X) as a summation of several univariate functions. However, if there is significant
nonlinear interaction among the predictors {X1, . . . ,Xp}, the additive form in (1.1) will
no longer hold. In such case, the estimator µˆ based on GAMs need not be consistent.
More importantly, the validity of using GAMs should be checked.
In reality, it is obvious that people cannot selectively inhale some air pollutants but
not others. We also know that two or more pollutants and other hazards may involve
in complicated reaction process in atmosphere to affect human health together. There-
fore, human health effects should be a result of a complex of inhaled multi-pollutants
under certain weather conditions. For example, nitrogen dioxide (NO2) is oxidized to
form nitric acid (HNO3), which can be neutralized in the atmosphere. Secondary par-
ticles produced in this process are usually one dominant component of fine particulate
matters (WHO working group, 2003). Hence, the question whether a GAM is valid for
time-series air pollution data rises. To date, however, those reports using GAMs to
model health impacts only discussed the estimates but not statistically justified the use
of GAMs.
Is there any feasible method to assess the performance of GAMs on fitting the as-
sociations between mortality rates and air pollutant levels and weather conditions? Is
there any improvement in statistical methodology to better estimate the link and to gain
deeper understanding? We will discuss these issues in the following chapters.
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1.3 Objectives and Organization
In this thesis, we propose a nonparametric approach to quantify the health effects of
air pollution and check the performance of GAMs. Instead of directly applying GAMs
to time-series air pollution data, we first use the adaptive Effective Dimension Reduc-
tion (EDR) method (rMAVE) of Xia et al. (2002) to reduce the high dimensionality for
general multiple regression problems. By doing so, we preliminarily include interac-
tions across pollutants and weather conditions in those “efficient directions”, as well
as solve the “curse of dimensionality problem”. We then consider the regression prob-
lem in the reduced space, comparing a GAM with a general multiple model for the air
pollution data. In other words, our approach can be viewed as a two-stages procedure.
The first stage is to find the “canonical” variates to reduce the multi-predictor dimension
from p to some much smaller integer D; the second stage is to check the validity of a
GAM via a cross-validatory criterion which measures models’ predictive performance,
the regression being applied to the dimension-reduced data.
The rest of this thesis is organized as follows. In the next chapter, Chapter 2, we
describe the sources and characteristics of the mortality and pollution data of America
under our study. Chapter 3 introduces the nonparametric method involved in this study.
One component of our approach is the “rMAVE” dimension reduction method based on
a semi-parametric regression model to determine the EDR space; the other component is
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the leave-one-out cross-validatory (CV) criterion to check the performance of regression
models from their predictive abilities. To check the feasibility of our cross-validatory
criterion for model selection, we have conducted some simulations and their typical
results are reported in Chapter 4. In Chapter 5, we apply our algorithms to the practical
air pollution data and present the results with some discussion. We end this thesis with
concluding remarks in Chapter 6. Appendixes are included to illustrate the conditions




The data used in subsequent analysis come from the National Morbidity, Mortality,
and Air Pollution Study (NMMAPS) database. The NMMAPS, sponsored by the Health
Effects Institute (HEI), is a systematic investigation of the dependence of mortality rates
on air pollution. The database includes various cause-mortality counts, weather condi-
tions and air pollution data for the 108 largest cities in the United States for the 13-year
period from January 1st, 1987 to December 31st, 2000.
The NMMAPS data on mortality, weather, census and air pollution were assembled
11
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from publicly available sources. The daily cause-specific mortality counts were ob-
tained from the National Center for Health Statistics and classified into three age groups
(≤65 years; 65-75 years; and ≥75 years). The daily values of temperature and humid-
ity were obtained from the National Climatic Data Center EarthInfo CD-ROM. Census
data about population etc. were drawn from the 2000 Census from the United States
Census Bureau. The daily levels of air pollutants, such as PM10, O3, SO2, NO2 and CO,
were supplied by the Aerometric Information Retrieval System (AIRS) and the AirData
System database maintained by the United States Environmental Protection Agency.
The iHASS website (http://www.ihapss.jhsph.edu) contains further detailed information
about the NMMAPS database.
2.2 Data Descriptions
The NMMAPS database contains a considerable number of observations and there
are many different choices for an interested variable. In our study, we selected the 24-
hours mean of temperature and dew point temperature as measurements of meteorology.
To measure air pollution levels, we used the 10% trimmed mean and added back yearly
average adjustment for each pollutant. Weather conditions (temperature and humidity)
and five air pollutants (PM10, O3, SO2, NO2 and CO) consist of our predictor set. As
for the response variable, we chose to focus on cardiovascular and respiratory death










































Figure 2.1 Locations of the fifteen study cities in United States.
counts for the elder population group (>75 years), since death of cardiovascular and
respiratory diseases would be more relevant to a relatively longer exposure period (one
month) and adverse health effects of exposure to air pollution would be more significant
for the elders.
However, when examining the original data in NMMAPS database, we found that
each city has missing values in daily observations. For example, in several locations,
there are high percentages of days with missing values for PM10 because measurements
have been required only once for every six days since 1987 by the Environment Protec-
tion Agency. As another example, in several less populous cities, the entire observations
of some pollutants (e. g. O3 and SO2) are not available. Moreover, daily observations
of weather conditions for all cities are only provided from January, 1987 to December,
1998. Therefore, we need to reorganize the original NMMAPS data for analysis.
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For previous studies suggested that air pollution may affect mortality with some lags
(several days up to a few weeks), we decided to use the original NMMAPS data on
monthly basis. That is, we selected the monthly averages of the daily observations for
death counts, weather conditions and all pollutants as our primary analytic variables.
The missing values were ignored when calculating the monthly means for all variables
of interest. After this adjustment and excluding cities which still contain missing values,
we have fifteen cities left to be analyzed. Figure 2.1 shows the locations of these 15 cites.
From this figure, we observe that most of the 15 cities are in the littoral areas. Note that
our study include the three greatest cities: Los Angeles, New York and Chicago.
Chapter3
Methodology
Essentially, quantification of health effects of air pollution can be viewed as a mul-
tiple regression problem with death counts as the response variable, the whole set of
various air pollutants and weather variables as multi-predictors. Specifically, let Y and
X = (X1, . . . ,Xp)T be respectively R-valued and Rp-valued random variables and they
are linked in an unknown form
Y = g(X)+ ε = E(Y |X)+ ε,
where ε ∈R is the random error. Then our goal is to approximate g(·) by a function hav-
ing a simplified structure which makes efficient estimation and meaningful interpretation
possible. In recent epidemiological studies on the health impacts of air pollution, the re-
gression function g is often modeled in a nonparametric fashion because of its flexibility
in estimating the smooth components and capturing the nonlinear patterns contained in
15
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the air pollution data. In this chapter, we describe the nonparametric method used in our
study to explore the associations between mortality rate and air pollution. Our approach
can be viewed as a two-stages procedure: 1) efficient dimension reduction through a
semi-parametric regression and 2) model selection through a cross-validatory criterion.
We will introduce them in the following subsections respectively.
3.1 Dimension Reduction Through Regression
The final goal of a multiple regression analysis is to understand how the conditional
distribution of a univariate response Y given a vectorX of p predictors depends on the
value ofX . If the conditional distribution of Y |X was completely known for each value
of X then the problem would be definitely solved. However, in practice, the study of
Y |X is problematic since the dimension of X is quite high and this high dimensional
nature makes the estimation challenging. Recent statistical efforts have been spent on
efficiently finding the relationship between Y and X , essentially via two approaches:
one is largely concerned with function approximation and the other is mainly concerned
with searching for an Effective Dimension Reduction (EDR) space. In this thesis, we
consider an adaptive EDR approach recently proposed by Xia et al. (2002), the refined
Minimum Average (conditional) Variance Estimation (rMAVE) method based on semi-
parametric models. It is easy to implement and needs no strong assumptions on the
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probabilistic structure ofX .
We briefly describe here the basic ideas and main steps of the rMAVE algorithm.
Consider a semi-parametric regression-type model for dimension reduction
Y = g(BT0X)+ ε, (3.1)
where g(·) is an unknown smooth link function, B0= (β1, · · · ,βD) is a p×D orthogonal
matrix (BT0B0 = ID) with D < p, and E(ε|X) = 0 almost surely. The last condition al-
lows ε to be dependent onX . In the terminology of Cook and Weisberg (1999), Model
(3.1) implies that the distribution of Y |X is the same as that of Y |BT0X . Therefore,
the p-dimensional predictor X can be replaced by the D-dimensional predictor BT0X
without loss of regression information and this replacement represents a potentially use-
ful reduction in the dimension of the multi-predictor vector. The space spanned by the
columns of B0 can be uniquely defined under some mild conditions and is called the
EDR space. Hence, we will refer to the column vectors of B0 as the EDR directions,
which are unique to the orthogonal transformations.
To estimate the EDR space, we need to estimate the directions B0 as well as the
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This is where the “Minimum Average (conditional) Variance Estimation” or MAVE
comes from.
To solve B0 via (3.3), we have first to estimate the conditional variance function
σ2B(BTX) given BTX . Let gB(ν) = E(Y |BTX = ν), where ν = (ν1, . . . ,νD)T . Given a
sample {(Xi,Yi), i= 1, . . . ,n}, a local linear fit is applied to estimate gB(·) at pointX0.
That is,
E(Yi|BTXi)≈ a+bTBT (Xi−X0), (3.4)
where a= gB(B






, k = 1, . . . ,D.
Since the estimation of variance can be expressed as a weighted sum square of residuals,














where ωi,0, i = 1, . . . ,n, are properly selected non-negative weight functions at BTX0.
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is multidimensional kernel weight. As for computation, we start with the identity ma-
trix ID as an initial estimator of B to be used in the kernel weights. Then iteratively
we use the multidimensional kernel weights to obtain an estimator Bˆ by minimizing
problem (3.6), refine the kernel weights with the updated value of Bˆ and iterate until
convergence. The choices of the bandwidth h in kernel weights and the EDR dimension
D are implemented through a cross-validatory technique. Moreover, Xia et al. (2002)
showed that the dimension of the EDR space D can be consistently estimated under
some restrictions.
In a word, the rMAVE method may be view as a simultaneous implementation of
the EDR direction estimation and the nonparametric link function estimation by local
polynomials, showing computational benefits.
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3.2 Model Selection Through Cross-Validation
Once we have found the EDR space for a data set, we need to select an appropriate
model from a potentially large class of plausible models. In particular to the studies
about health effects of air pollution, there are many popular models used to quantify the
link as we mentioned in Chapter 1. However, as far as we know, there is no justifica-
tion for the use of these models, especially for GAMs. In this subsection, we introduce a
nonparametric model selection criterion based on the Cross-Validatory (CV ) values mea-
suring the predictive performance of models. In the following discussions, we assume
the actual dimension of the EDR space is D.
Model selection can be based on subjective judgements as well as on more objective
methods. Often the two are combined. The objective methods for model selection have
largely been based on either a testing approach or a prediction performance approach.
In this study, we adopt the cross-validatory criterion which is a method of evaluating
given models by their forecasting ability to choose a model with proper complexity. It
is well-known that a cross-validatory approach penalizes the complexity of the model
(Stone, 1976).
Cross validation, first suggested by Allen (1974), is a nonparametric model selection
technique based on data resampling. It involves dividing the data into two subsamples,
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using one (the training set) to estimate the underlying model, and using the other sub-
sample (the validation set) to assess the given model’s predictive performance. If the
samples in the validation set are well-predicted from the other samples in the training
set, it indicates that the model will have good forecasting ability for new samples of
the same general population. In the simplest case, the validation set contains only one
sample: this is so called the “leave-one-out cross validation” that is broadly used.
Specifically, consider the general framework of nonparametric regression
Y = g(X)+ ε, (3.7)
where g(·) is an unknown function, E(ε|X) = 0 and E(ε2|X) =σ2 (> 0) almost surely.
Assume thatX = (X1, . . . ,XD)T is aD (≥ 1) dimensional random vector with finite vari-
ance and continuous distribution. LetP denote the class of non-negative even functions













We attach an l to functions of Kl : Rl → R1 to emphasize the dimension of the kernel
function. It is not essential for our results to have Kl in the form of a “product” kernel,
so Kl could be any other multiple kernel functions.
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Let f (or more precisely fD) denote the density of X , {(Xi,Yi), i = 1, . . . ,n} de-
note the observations from (3.7) and h denote the bandwidth. For x ∈ RD, the kernel

































{Yj− gˆn(X j)}2ω(X j), (3.10)
where ω(·) is a non-negative weight function. A statistic related to RSS is the cross-







{Yj− gˆn,− j(X j)}2ω(X j), (3.11)
where gˆn,− j(x) and fˆn,− j(x) are as defined by (3.9) and (3.8) respectively, with the
exception that now the summations are over i = 1, . . . ,n but i 6= j in each case and the
divisor n is replaced by (n− 1) for obvious reasons. In fact, fˆn,− j and gˆn,− j are the






left out respectively, for j = 1, . . . ,n.
To justify the use of CV -values for model selection, we would need to investigate
its sampling properties. By analogy with the classical regression theory, it is expected
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that the RSS in (3.10) will have an asymptotic bias as an estimator of σ2 and so is
CV in (3.11). The following theorem summarizes the main results about the asymptotic
behaviors of RSS andCV . The complete proofs can be found in Cheng and Tong (1993).






























ε2i ω(Xi), α = K
1/D




















Comparing (3.12) with (3.14), we observe that RSS has a negative relative bias− (2α−β )γnhD
while the CV has a positive relative bias + βγnhD , although they have the same rate of
convergence (nhD)−1.
GAMs are of special interest in the studies of air pollution. We will focus on this
model. Now let us discuss the cross-validatory estimation for GAMs and its asymptotic
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properties. The GAM is an approach to simplify the fitting of a general multivariate





g j(X j). (3.15)
The estimation of (3.15) has been investigated extensively. The most popular method is
the back-fitting method. The idea of this iterative procedure can be stated as follows:
1) Assign initial functions to each component gl(·), l = 1, . . . ,D. The initial func-
tions can be obtained by spline method or multi-kernel smoothing method.
2) Calculate the estimated partial residual of the lth additive component as


















where u is in the neighborhood of Xi,l .
3) Repeat the above step until the RSS stabilizes.
Since in this estimation procedure each step involves only a univariate kernel estimation,
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where c1 and c2 are constant numbers in R+. To avoid confusion, denote RSS in (3.16)
andCV in (3.17) for GAMs as RSSA andCVA respectively, and denote RSS in (3.12) and
CV in (3.14) for general multivariate models as RSSG andCVG respectively.
Based on those notations and discussions, we now construct our model selection cri-
terion across several candidates, particularly between a GAM and a general multivariate
model. When comparing RSSA with RSSG, no matter whether g does satisfy the additive
form (3.15) or not, it is observed that
RSSA > RSSG
always hold for sufficiently large n such that h< 1. Therefore, RSS does not have ability
to differentiate a GAM from a general multiple model. Hence, RSS can not be used as a
model selection criterion. However, when we compare CVA with CVG, the situation is
completely different. If g satisfies the additive form (3.15), for sufficiently large n such
that h< 1, we have
CVA <CVG.
On the other side, if the additive form (3.15) is not correct but we still use GAMs to
fit the data, the kernel estimator gˆ will have a fixed bias resulting in large CV -value. A
natural conjecture for CVA is that CVA → σ2n (1+ c3), as n→ ∞, where c3 is a positive
real number. As a consequence, for sufficiently large n, we have
CVA >CVG
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if the true model is not additive. Note that the general multivariate model is always
true. In conclusion, CV -value has the capability to tell a GAM from a general multiple
regression model.
Now let us summarize our model selection procedure based on theCV -value criterion
for the given model’s forecasting ability. Firstly, for each candidate model, we replace
Yj by gˆn,− j, the kernel estimator of the conditional mean function based on observations
{(Xi,Yi), i = 1, . . . ,n, i 6= j}. Secondly, we evaluate the weighted cross-validatory
residual sum of squares defined in (3.11), especially CVG and CVA. Then we minimize
CV -values with respect to h over a suitably prefixed range. Finally, the CV -value of
each candidate model is pooled for comparison. The model with the smallest CV -value
is preferred.
All analysis were carried out using both Matlab (The MathWorks, Natick, Massa-
chusetts) and R (http://www.r-project.org/; Version 2.0.0).
Chapter4
Simulations
In this chapter, we carry out simulations to check the performance of the proposed
cross-validatory criterion to select a model for its forecasting ability described in the
previous chapter.
Consider the following model
Y = λ (X1+X2)+(1−λ )X1X2+σε, (4.1)
where
1) X1, X2 are independent random variables with a uniform distribution over the
interval [ 0, 1],
2) ε is a random variable with a standard normal distribution Normal (0,1) and
independent with X1, X2,
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3) λ is a constant number in the range of [ 0, 1], and
4) σ is a positive constant to adjust the effects of the error term which is additive to
the link function.
Model (4.1) is a weighted average of the additive term (X1+X2) and the interaction
term (X1×X2). For different weights λ in [ 0,1], we shall obtain different models. By
following the procedure described in previous chapter, we can calculateCVA- andCVG-
values for GAMs and general multiple models respectively, and then compare the two
CV -values under each model. The main idea here is that, by changing the weight λ from
0 to 1, the underlying model (4.1) is changing from a model with only an interaction term
Y = X1X2+σε, (4.2)
to an pure additive model
Y = X1+X2+σε. (4.3)
When λ is close to 1, the additive term plays a more important role than the interaction
term in the underlying model (4.1). As a result, the calculated CV-values corresponding
to GAMs should be consistently smaller than those for general multiple models, namely,
CVA <CVG in general. However, if λ approaches to 0, the situation would be entirely
reversed. That is, the interaction term will have more significant effects on the under-
lying model (4.1) and the calculated CV -values for general multivariate models would
ususally be smaller than those for GAMS, or CVA >CVG generally. Therefore, we can
count the number of smaller CV -values for GAMs or for general multi-models in many
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Table 4.1 Number ofCVA >CVG in 100 replications for the model (4.1).
σ=0.1 σ=0.3 σ=0.5 
λ 
n=50 100 200 400 n=50 100 200 400 n=50 100 200 400 
0.00 93 100 100 100 32 60 88 96 40 51 62 71
0.05 91 98 100 100 50 57 74 96 40 45 42 70
0.10 86 100 100 100 35 47 70 93 26 38 42 62
0.15 75 100 100 100 31 50 66 88 31 35 48 59
0.20 70 97 100 100 28 42 51 82 25 32 42 40
0.25 63 97 100 100 24 35 52 71 28 30 36 45
0.30 50 88 100 100 30 34 30 66 30 31 33 29
0.35 35 85 99 100 12 26 37 62 21 31 24 31
0.40 40 78 95 99 17 21 30 52 17 34 23 25
0.45 36 50 89 100 16 18 27 35 20 16 21 17
0.50 18 54 78 99 13 17 20 36 19 19 19 10
0.55 21 27 59 99 18 15 12 28 17 13 17 9
0.60 5 16 18 84 19 8 10 21 21 18 10 13
0.65 12 12 20 58 8 11 10 13 23 17 8 10
0.70 5 1 2 44 11 12 8 7 13 12 13 6
0.75 3 6 1 17 3 7 6 5 20 15 9 4
0.80 3 1 2 9 8 8 5 6 12 12 3 7
0.85 4 1 2 0 9 3 4 5 18 12 7 7
0.90 0 1 2 0 12 4 3 3 11 15 5 4
0.95 0 2 0 0 6 1 5 2 11 9 4 8
1.00 1 1 0 0 5 5 6 1 15 9 6 8
 
replications to check the performance of our model selection criterion. Additionally, it
is noticeable that we have assumed an additive random error. Thus, it will also have
effects on the simulation results.
In our simulations, we have set σ at 0.1, 0.3, and 0.5 with the sample size n = 50,
100, 200 or 400 respectively, and drawn 100 replications in each case. Let λ increase
from 0 to 1 and count the number of CVA >CVG. Table 4.1 lists the simulation results.
The results suggest that the number of CVA >CVG decreases as λ increases in general.
This observation indicates that, a general multiple model would outperform a GAM for
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their predictive performance when λ is small, namely, the effects of additive terms can
be ignored. From the other side, when λ becomes greater, the general model would
underperform a GAM. This is what we have expected and suggests that our CV -value
criterion is feasible. We also observed that, when the sample size n is increasing from
50 to 400, the difference between the frequency with smaller λ and that with larger λ in
each column becomes greater for every fixed σ . It implies that our proposed CV -value
model selection criterion has better and more stable performance with larger sample size.
Moreover, the results show that the additive error term has impacts on the performance
of our selection method. As σ becomes greater, the numbers of CVA >CVG for small
λ (close to 0) reduce significantly, which is the result of the additive error assumption.
All of these observations from Table 4.1 are consistent with what we have supposed
before simulations. Therefore, we can conclude that ourCV -value based model selection
criterion could be used for detecting whether a model contains significant nonlinear
interaction terms across the predictors. In particular, this criterion can pick a GAM out
from general nonparametric models for sufficiently large samples.
Chapter5
Results and Discussions
In this chapter, we present the results of performing the nonparametric methodology
proposed in Chapter 3 to explore the association between exposure to air pollution and
its effects on public health across 15 populous cities in the United States. The selection
of these cities refers to Chapter 2. Our study is a city-specific analysis. That is, for
each of the 15 cities with the data about air pollutants, weather conditions and mortality
counts from the NMMAPS database, we first employ the rMAVE method to search for
its EDR space, and then apply the cross-validatory criterion to compare a GAM with a
general multiple model for their predictive performances in the EDR space.
31
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5.1 Preliminary Analysis
Before we carry out nonparametric regression analysis, we perform preliminary sta-
tistic analysis to capture basic characteristics of the data that was reorganized on a
monthly basis in Chapter 2. The following discussions present the results.
Table 5.1 provides elementary information about the 15 cities during the study pe-
riod, including population sizes, means and standard errors of death counts, weather
conditions, and levels of air pollutants. The monthly counts for death of cardiovascular
and respiratory diseases among the 15 cities is about 18 persons per month on average.
The lowest average monthly death rate (2 persons per month) appears in Baton Rouge
with the smallest population size among the 15 cities and the highest average monthly
death rate (69 persons per month) is shown in New York with the second largest popu-
lation size. Generally speaking, the death rate is linearly correlated with the population
size of each city. As we expected, the monthly mean temperature and dew point temper-
ature of each city are related to its geographic location. As for the air pollutants, none of
them exceeds the WHO recommended criterion but CO shows large values in all cities
compared with other pollutants. It is also observed that the levels of air pollutants vary
from one city to another. In general, the cities with greater population have relatively
higher air pollution levels.






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































5.1 Preliminary Analysis 34
We include the time-series plots of the monthly data for several cities as examples in
Appendix B. See Figures B.1-B.5. Although each city has its own characteristics, those
figures illustrate some general features across the 15 cities. One common point is the
clear seasonal variation in the patterns of temperature and humidity (or dew point tem-
perature). Another point is that the mortality rate and the levels of the 5 air pollutants
show certain degree of seasonable behaviors. This observation implies that weather
conditions affects not only the number of death of cardiovascular and respiratory dis-
eases but also the levels of air pollution. It reminds us to notice the possible existence of
collinearity or nonlinear interaction in the multi-predictors when carrying out regression.
We have also examined correlations between the variables involved in our study.
See Figures C.1-C.5 in Appendix C. These scatter matrix plots are for the same cities
involved in Appendix B and typical to present some common properties. From the
figures, we find that all predictors (temperature, humidity, PM10, O3, SO2, NO2 and
CO) tend to have moderately strong correlations with mortality on average. Moreover,
correlations among the predictors cannot be ignored. It implies that when we carry
out regression on mortality rate with the predictors, the model may be difficult to be
interpreted because of the collinearity in the predictors.
Based on those observations, we now construct the regression model on air pollution
data. Consider the relative mortality rate as the response variable, that is, making a
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logarithmic transformation of the average monthly mortality rate. As for the multi-
predictors, we combine the weather-based variables (temperature (temp) and dew point
temperature (humi)) and the air pollutants (PM10, O3, SO2, NO2 and CO) together. Then
a general multivariate regression model is
log(death rate) = g(temp,humi,PM10,O3,SO2,NO2,CO)+ ε, (5.1)
where ε is a R1-valued random variable. Our aim is to understand how these air pol-
lutants and weather conditions affect public health via estimating g(·). For using the
rMAVE method to reduce the high dimensionality in the predictors, all the variables in
(5.1) need to be standardized. Furthermore, to avoid collinearity in the multi-predictors,
we standardize the design matrix
X = (temp,humi,PM10,O3,SO2,NO2,CO)n×7
by its square root of covariance matrix S1/2= (XTX)1/2. LetY denote log(death rate),
X˜ = (˜temp, h˜umi, P˜M10, O˜3, S˜O2, N˜O2, C˜O) denote XS−1/2. Therefore, after those
transformations, (5.1) becomes
log(death rate) = g(˜temp, h˜umi, P˜M10, O˜3, S˜O2, N˜O2, C˜O)+ ε,
or more concisely
Y = g(X˜)+ ε,
where g is different from the one in (5.1).
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Table 5.2 Estimated EDR dimension D for the 15 cities with h andCV -values.
City Dimension Bandwidth CV value 
Baton Rouge 3 0.034 0.52824 
Boston 3 0.082 0.39871 
Buffalo 2 0.037 0.33285 
Chicago 2 0.028 0.31616 
Dallas/Fort Worth 2 0.026 0.30465 
El Paso 2 0.027 0.44786 
Houston 3 0.044 0.32739 
Jersey City 2 0.026 0.46318 
Los Angeles 4 0.047 0.21953 
New York 3 0.055 0.18693 
Philadelphia 2 0.025 0.22150 
Pittsburgh 2 0.025 0.27411 
Riverside 3 0.035 0.34079 
San Bernardino 3 0.045 0.32453 
San Diego 3 0.040 0.22447 
 
5.2 Dimension Reduction
Now let us search for the EDR space of the air pollution data in each city. Consider
a semi-parametric model Y = g(BT0X)+ ε , or exactly the one after standardization,
Y = g(B˜T0 X˜)+ ε, (5.2)
and apply the rMAVE method to estimate B˜0.
Table 5.2 shows the estimated dimension Dˆ of the EDR space for each city. It is found
that Dˆ is most of the time equal to 2 or 3, with the exception of Los Angeles where Dˆ is
4. Comparing with the original 7 covariates, the number of predictors has been substan-
tially reduced through linear combinations of the original covariates. It implies that the
regression information contained in the original 7 covariates could be summarized into
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a few directions of the EDR space. The reason that Los Angeles has a relatively higher
dimension of the EDR space may be attributed to its largest population size among the
15 cities. Table 5.2 also lists the corresponding bandwidths and cross-validatory values
for deciding the EDR dimensions of the 15 study cities. As we used the standardized
observations, loosely speaking, we may interpret the CV -values as unexplained varia-
tion in Model (5.2) becauseCV can be view as an asymptotically biased estimator of the
variance of the random term ε . The maximal CV -value is about 0.53 for Baton Rouge
and the minimum is about 0.19 for New York City.
To further investigate the associations between the air pollution, weather conditions
and the adverse health impacts, we should examine the corresponding direction esti-
mates Bˆ0 = (βˆ1, . . . , βˆDˆ)p×Dˆ. In fact, the direct result of direction estimation from the
rMAVE method is ˆ˜B0, so we need to multiply ˆ˜B0 by S−1/2 to obtain the meaningful
EDR directions Bˆ0, namely, Bˆ0 = S−1/2 ˆ˜B0. Naturally, Bˆ0 need not satisfy the orthogo-
nal condition that BˆT0 Bˆ0 = IDˆ. Table 5.3 shows Bˆ0 for all the 15 cities. We notice that,
in each city, every covariate partly contributes to all the EDR directions with small co-
efficients, none of which exceeds 0.5. This is related to the standardized transformation
on data before applying the rMAVE method. To illustrate the meaning of an EDR direc-
tion estimation in Table 5.3, we select the third EDR direction for Baton Rouge as an
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Table 5.3 Estimated EDR directions BˆT0 = (βˆ1, . . . , βˆD)
T for the 15 cities.
City Dim Temp Humi PM10 O3 SO2 NO2 CO 
1 -0.1218 0.0437 -0.0070 0.0399 -0.0003 0.0290 0.0031
2 -0.0547 0.1539 -0.0443 -0.0059 -0.0348 0.0863 0.0098
Baton 
Rough 
3 0.1692 -0.1663 -0.0298 0.0422 -0.0534 0.0430 -0.0423
1 0.0265 -0.0641 0.0025 0.0450 0.0523 -0.0029 0.0391
2 -0.4125 0.3744 0.0722 -0.0298 0.0175 -0.0174 -0.0766Boston 
3 0.1703 -0.1347 0.0341 -0.0292 -0.0330 -0.0963 0.1423
1 0.0578 0.0294 0.0062 -0.0081 -0.0183 0.0075 0.0100Buffola 
2 0.3416 -0.3125 -0.0571 0.0559 0.0498 0.0020 -0.0119
1 0.0128 0.0759 -0.0063 -0.0036 0.0152 0.0169 -0.0205Chicago 
2 0.2039 -0.2121 0.0698 -0.0299 0.0298 -0.0210 0.0222
1 0.1027 -0.0164 -0.0129 0.0042 -0.0261 0.0126 0.0179Dallas/ 
Fort Worth 2 -0.0429 0.0870 0.0061 -0.0435 0.0606 -0.0575 0.0228
1 0.0908 0.0307 0.0092 -0.0133 0.0353 -0.0182 0.0334El Paso 
2 0.0363 0.0034 -0.0264 0.0135 0.0153 0.0795 -0.0741
1 0.1129 -0.0244 0.0118 0.0024 0.0069 0.0098 0.0356
2 -0.2596 0.2191 -0.0351 0.0977 -0.0290 -0.0259 0.0089Houston 
3 -0.2850 0.2998 0.0025 0.0272 0.0834 -0.0522 0.0486
1 -0.0898 0.0396 -0.0385 0.0622 0.0868 0.0074 -0.0248Jersey City 
2 -0.0113 -0.1222 0.0970 -0.0291 -0.1286 -0.0058 0.0844
1 -0.0407 -0.0214 0.0010 -0.0239 0.0287 0.0069 -0.0160
2 0.0571 -0.0244 -0.0220 0.0456 -0.0514 0.0858 0.0766
3 -0.0132 -0.0460 -0.0342 0.2154 -0.0046 -0.0986 0.2321
Los Angeles 
4 -0.1215 0.1997 -0.0266 -0.0079 0.0899 -0.0229 0.0289
1 0.0965 -0.0033 -0.0156 -0.0056 -0.0014 0.0070 0.0065
2 -0.2264 0.3508 0.0099 -0.0596 0.0846 0.0148 -0.0953New York 
3 0.2781 -0.2263 -0.0162 -0.1494 -0.0603 0.0302 0.0055
1 -0.1518 0.0370 -0.0038 0.0717 -0.0047 -0.0105 0.0380Philadelphia 
2 0.0194 -0.0264 0.0592 0.0478 0.0651 -0.0071 -0.0207
1 -0.1731 0.2573 -0.0373 0.0294 -0.0112 0.0007 0.0392Pittsburgh 
2 -0.4138 0.3714 -0.0445 0.0540 -0.0109 0.0132 -0.0105
1 -0.0065 0.0017 0.0215 0.0849 -0.0217 0.0022 0.0421
2 0.1574 -0.0996 0.0479 -0.0991 0.0587 -0.0912 0.0090Riverside 
3 -0.0801 0.1037 0.1030 -0.1120 -0.0391 -0.0786 0.0447
1 -0.0006 0.0294 0.0071 0.0597 0.0197 -0.0034 0.0269
2 0.0637 0.0338 0.0555 -0.1034 0.0172 -0.0777 0.0542
San 
Bernardino 
3 -0.1832 0.0367 -0.0223 0.1160 0.0294 0.0707 0.0200
1 0.0039 0.0589 0.0025 0.0604 -0.0329 -0.0135 0.0637
2 0.0718 -0.1144 -0.0245 0.0822 0.0570 0.0789 -0.0623San Diego 
3 0.0039 0.0916 -0.0090 0.0367 -0.0015 -0.1705 0.3039
 Note. Bold-faced entries have relatively large absolute values.
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example:
Xβˆ3 = 0.1692 temp−0.1663 humi−0.0298 PM10+0.0422 O3
−0.0534 SO2+0.043 NO2−0.0423 CO.
In this EDR direction, temperature and dew point temperature are two dominant compo-
nents because of their relatively greater coefficients. From the city-specific estimates in
Table 5.3, we have observed that the fitted structures of the EDR space differ from city
to city. However, we can still summarize two general but important features as follow:
1) The weather covariates are influential. Notice that many large coefficients are
assigned to temperature and humidity in all the 15 cities. In particular, every
city, with the exception of El Paso, contains an EDR direction having large coef-
ficients for temperature and humidity at the same time but with different signs.
2) Different city has different influential pollutants. Notice that there is at least one
pollutant presenting a relatively larger coefficient in each city. O3 and PM10 seem
to be the most influential because they show the highest frequencies of relatively
larger absolute values in all 15 cities. And the least influential seems to be NO2
with only two large values.
These statistical observations are consistent with the practical and medical observa-
tions. It is well-known that the extremes of temperature, both cold and hot, are not
favorable to the disease suffers: viruses can survive longer and transmit in cold season
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thus exacerbating other diseases; hot weather increases the risk of dehydration and other
adverse effects. Humidity is also important to cardiovascular and respiratory diseases
in that under wetter conditions it is easier for fungal to colonize, thus worsening the air
quality and causing health problems. Especially, when both undue temperature and un-
due humidity conditions concur, e. g. either extremely hot and dry weather or extremely
cold but high humid weather, their impacts on disease suffers could be even more severe.
Furthermore, our findings suggest that PM10, O3, SO2, NO2, and CO at current lev-
els are poisonous to public heath, though their toxicities are different. The small coeffi-
cients indicate that their toxicities on human heath are not acute, but long-term exposure
at current levels may be fatal. This evidence is consistent with the epidemiological un-
derstanding we introduced in Chapter 1. Moreover, it is an obvious phenomenon that
air quality fluctuates by place and time, depending on many factors, such as type and
composition of the gasoline used locally, type of emission sources, presence of local
industrial sources and geographical location. Hence, the variation in city-specific esti-
mations about air pollution is reasonable.
To summarize, the above results and discussions suggest that air pollution at current
levels in populous cities in the United States have impacts on the overall mortality of
elder population (>75 years). In particular, weather conditions, ozone and particular
matter (<10µm) are more influential hazards to the death of cardiovascular and respira-
tory diseases.
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5.3 Model Selection
In previous subsection, we have found the EDR directions and the influential factors
in those directions for all the 15 study cities. However, for each city, it remains unknown
how those linear combinations of the original covariates (i. e. those EDR directions)
affect the relative mortality rates. Nowwe discuss this problemmainly by nonparametric
fittings because of their flexibility on nonlinear smoothing. Especially, since Generalized
AdditiveModels (GAMs) are prevalent in recent epidemiological studies on air pollution
and heath effects, we focus on whether a GAM is superior to a general multivariate
model for the air pollution data. The model selection criterion is the one based on the
cross-validatory value to measure the predictive performance of a model, introduced in
Chapter 3.
Consider the following models as our candidates to compare their forecasting ability
for the air pollution data in the 15 cities:
1) Generalized Additive Model,
Y = g1(X1)+ . . .+g7(X7)+ ε; (5.3)
2) General multivariate regression model,
Y = g(X1, . . . ,X7)+ ε = g(X)+ ε; (5.4)
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3) Generalized Additive Model of EDR components,
Y = g1(β
T
1X)+ . . .+gD(β
T
DX)+ ε; (5.5)
4) General EDR model,
Y = g(βT1X, . . . ,β
T
DX)+ ε = g(B
T
0X)+ ε. (5.6)
Note that in above equations (5.3)-(5.6), Y denotes log(death rate), X = (X1, . . . ,X7)
denotes (temp,humi,PM10,O3,SO2,NO2,CO), and ε denotes the random error. We
include Models (5.3) and (5.4) also in our candidates to check the performance of EDR.
Now, for Models (5.3) and (5.4), directly use the air pollution data to fit and then
compute the CV -values for each city under the two model respectively. While for Mod-
els (5.5) and (5.6), we first apply the rMAVE method to form the EDR data set for every
city, then fit the two models using those restructured data sets, and finally calculate the
correspondingCV -values. Then we have the following results shown in Table 5.4.
Our proposed criterion is to choose the model with relatively smallCV -values. Firstly,
we limit the comparison among the models before dimension reduction: GAM (5.3) and
the general form (5.4). As shown in the left two columns in Table 5.4, each of the 15
cities has a smaller CV -value from the additive model than the CV -value from the gen-
eral model (CVA < CVG), though the difference is subtle. This observation indicates
that, for the original air pollution data, GAM (5.3) exhibits better performance than a
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Table 5.4 Results ofCV -value criterion for the 15 cities
Before EDR After EDR 
City 
Additive General Additive General 
Baton Rouge 0.6700 0.6802 0.6472 0.5251 
Boston 0.4839 0.5180 0.4294 0.3939 
Buffalo 0.3800 0.4106 0.3448 0.3382 
Chicago 0.3697 0.4029 0.3562 0.3313 
Dallas/Fort Worth 0.3561 0.4402 0.3518 0.3046 
El Paso 0.5549 0.6013 0.4945 0.4419 
Houston 0.4487 0.4525 0.4183 0.3141 
Jersey City 0.5903 0.6178 0.5416 0.4600 
Los Angeles 0.2883 0.3050 0.2856 0.2235 
New York 0.2467 0.2549 0.2496 0.1878 
Philadelphia 0.3194 0.3533 0.2346 0.2232 
Pittsburgh 0.3320 0.4050 0.2839 0.2747 
Riverside 0.4454 0.4995 0.4333 0.3803 
San Bernardino 0.4288 0.4435 0.4288 0.3366 
San Diego 0.2621 0.3212 0.2763 0.2603 
 
Note. Bold-faced entries are the smallestCV -values in rows.
general multiple model (5.4) in view of predictive ability. Therefore, it is valid to widely
use GAMs to model the impacts of air pollution on human health in epidemiological
studies, if we only have these two choices. The benefit of this common practice is that
GAMs can improve our understanding of the link between health effects and air pollu-
tion, weather conditions in the sense that GAMs depict how each covariate nonlinearly
affects the response variable, conditional on the other smooth functions in the model.
However, the disadvantage of acceptance GAMs is that we believe the nonlinear inter-
actions among the covariates are so small that could be ignored.
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Now let us test the performance of EDR. After including Models (5.5) and (5.6) in
our comparison, we reconsider the model selection problem for air pollution data. Ta-
ble 5.4 illustrates that, among the four candidate models (5.3)-(5.6), the general multiple
model after EDR searching through the rMAVEmethod (5.6) shows consistently smaller
CV -values than those of the other three models for all cities. Another observations is
that the additive model before dimension reduction (5.3) shows greater CV -values than
those from the additive model after EDR (5.5). Hence, Model (5.6) is the preferred
model across the four candidates, according to the CV -value based model selection cri-
terion. These imply that EDR is necessary to quantify the effects of air pollution for
the original data, and more importantly, that a GAM is NOT superior to general mul-
tivariate model once dimension reduction has been considered. We may interpret this
as the “price” of using the reduced set with 2∼4 covariates instead of the original set
with 7 covariates. We lose the intuitively interpreted feature of GAMs but we gain the
better predictive ability in general multiple models. Furthermore, Model (5.6) raise our
attention to the problem of nonlinear interactions among various pollutants and weather
variates, although it can not explicitly figure out the interdependence.
To further illustrate that the GAM with the covariate set reduced by the rMAVE
method (5.5) does not throw much light on understanding how the linearly combined
covariates act together to influence the relative mortality rate, we include Figures 5.1-
5.5 for several cities as representatives. Suppose that, for each city, we have fitted the
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reduced air pollution data (βˆT1X, . . . , βˆ
T
DX)with GAM (5.5) and obtained the estimates
gˆ1(βˆ
T
1X), . . . , gˆD(βˆ
T
DX). Then we define the estimated partial residuals for the j
th EDR
direction as






i X), j = 1, . . . ,D.
In those figures, we exhibit scatter plots of the estimated partial residuals for every EDR
direction (rˆ j against βˆTj X , j = 1, . . ., D), with superimposed lines being the correspond-
ing smoothed additive terms ( gˆ j(βˆ
T
j X), j = 1, . . ., D). Now examining those figures for
all cities, we find that those lines do not capture the patterns in the partial residuals in
general. In some cases, the fitted lines are undersmoothed, such as those in Dalls/Fort
Worth. In other case, the lines are oversmoothed for the clustered points, such as those
in Los Angeles.
For comparison, we also include Figures 5.6-5.10 for the same cities in the end of this
chapter, produced in the identical way as mentioned above, with the exception that do
not apply the rMAVE method to estimate the EDR space. Specifically, for each city, we
fit GAM (5.3) to the air pollution dataXn×7 = (temp,humi,PM10,O3,SO2,NO2,CO),
and then plot the estimated partial residuals for every additive univariate function with
the smoothed fitted lines superimposed. From these figures, we observe that the fits do
not give much hint on understanding of the relationship between air pollution, weather
conditions and relative mortality rates. However, when considering the impacts of us-
ing EDR, we observed that the partial residual plots of after EDR contain relatively
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more information than those of without EDR, which indicates that EDR has effects on
improvement of fitting the air pollution data.
In conclusion, our results suggests that the best model among the four candidate
models (5.3)-(5.6), for this practical air pollution data set, is the one that incorporates
EDR by the rMAVE method in a general multiple regression model (5.6), according
to the proposed CV -value based model selection criterion that measures the predictive





































































































































































































































































































































































































Figure 5.1 (1)-(3) are the scatter plots of the estimated partial residuals for the jth
EDR direction rˆ j against the jth EDR direction βˆTj X , j = 1, 2, or 3, respectively. The
superimposed lines are the smoothed estimated additive terms gˆ j(βˆ
T
j X), j = 1, 2, or 3,
to help visualization.




















































































































































































































































Figure 5.2 (1)-(2) are the scatter plots of the estimated partial residuals for the jth
EDR direction rˆ j against the jth EDR direction βˆTj X , j = 1 or 2, respectively. The
superimposed lines are the smoothed estimated additive terms gˆ j(βˆ
T










































































































































































































































































































































































































































































































Figure 5.3 (1)-(4) are the scatter plots of the estimated partial residuals for the jth
EDR direction rˆ j against the jth EDR direction βˆTj X , j = 1, . . ., 4, respectively. The
superimposed lines are the smoothed estimated additive terms gˆ j(βˆ
T
j X), j = 1, . . .,4, to
help visualization.

































































































































































































































































































































































































Figure 5.4 (1)-(3) are the scatter plots of the estimated partial residuals for the jth
EDR direction rˆ j against the jth EDR direction βˆTj X , j = 1, 2 or 3, respectively. The
superimposed lines are the smoothed estimated additive terms gˆ j(βˆ
T























































































































































































































































































































































































Figure 5.5 (1)-(3) are the scatter plots of the estimated partial residuals for the jth
EDR direction rˆ j against the jth EDR direction βˆTj X , j = 1, 2 or 3, respectively. The
superimposed lines are the smoothed estimated additive terms gˆ j(βˆ
T
j X), j = 1, 2 or 3,
to help visualization.























































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 5.6 (1)-(7) are the scatter plots of the estimated partial residuals for temp, humi,
PM10, O3, SO2, NO2 and CO respectively. The superimposed lines are the correspond-
ing smoothed estimated additive terms to help visualization.







































































































































































































































































































































































































































































































































































































































































































































































































Figure 5.7 (1)-(7) are the scatter plots of the estimated partial residuals for temp, humi,
PM10, O3, SO2, NO2 and CO respectively. The superimposed lines are the correspond-
ing smoothed estimated additive terms to help visualization.
































































































































































































































































































































































































































































































































































































































































































































































































































Figure 5.8 (1)-(7) are the scatter plots of the estimated partial residuals for temp, humi,
PM10, O3, SO2, NO2 and CO respectively. The superimposed lines are the correspond-
ing smoothed estimated additive terms to help visualization.


































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 5.9 (1)-(7) are the scatter plots of the estimated partial residuals for temp, humi,
PM10, O3, SO2, NO2 and CO respectively. The superimposed lines are the correspond-
ing smoothed estimated additive terms to help visualization.










































































































































































































































































































































































































































































































































































































































































































































































































































Figure 5.10 (1)-(7) are the scatter plots of the estimated partial residuals for temp,
humi, PM10, O3, SO2, NO2 and CO respectively. The superimposed lines are the corre-
sponding smoothed estimated additive terms to help visualization.
Chapter6
Concluding Remarks
We have analyzed the effects of exposure to air pollution on public health across
15 populous cities in the United States. The method used in this analysis is mainly a
two-stages nonparametric approach. The first step is to perform the rMAVE method
proposed by Xia et al. (2002) to efficiently reduce the dimension in multiple regression
problems. The second step refers to choose a proper model according to cross-validatory
values which assess a model’s forecasting ability. We focus on the Generalized Additive
Models (GAMs) because of their prevalence in epidemiological studies on air pollution.
As the alternative, we consider the general nonparametric multiple regression models
because of their flexibility in fitting.
By applying the method to the practical air pollution data set extracted from the
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NMMAPS database, our results confirm that air pollutants (PM10, O3, SO2, NO2 and
CO) at current levels, acting with weather conditions (temperature and humidity) to-
gether, have adverse effects on human health. The results also indicate that the influential
hazards to death are O3, PM10, and weather variates. As for model selection, our results
suggest that dimension reduction through the rMAVEmethod is necessary to the original
data, and that the general multiple model incorporating Efficient Dimension Reduction
outperforms GAMs for all the observed city-specific data. Moreover, the model derived
from our results emphasizes the existence of complex interactions among pollutants and
weather conditions. Our conclusion is that the GAM is not a proper model in describ-
ing the effects of air pollution on public health although it is strongly recommended by
epidemiologists.
Nevertheless, our analysis has some limitations. For exammple, from the rMAVE
method we only have the estimates but can not assess the performance and significance
of those estimates, since the asymptotic distribution has not been obtained. In spite of
these limitations, our results still represent a starting point for refinement in the future
analysis of the effects of air pollution on public health. It would seem appropriate then to
investigate how to adjust the EDR space for the proper usage of GAMs to gain a better
forecasting performance and a deeper understanding of the link between air pollution
and health effects. For example, upon obtaining the EDR estimate Bˆ0 = (βˆ1, . . . , βˆD),
we may search for an orthogonal transformation on Bˆ0, namelyΘ0= (θ1, . . . ,θD) = Bˆ0Γ
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where Γ is subject to ΓTΓ= ID, such that the GAM after this orthogonal transformation
Y = g1(θ
T
1 X1)+ . . .+gD(θ
T
DXD)+ ε,
provides a better fit than the general EDR model (5.6).
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AppendixA
Conditions for Theorem 1
LetF n1 (X) denote σ(X1, . . . ,Xn), the σ -algebra generated by (X1, . . . ,Xn).
(A.1) E(ε|F n1 (X)) = 0, almost surely.
(A.2) E(ε2|F n1 (X)) = σ2, a strictly positive constant, almost surely.
(A.3) KD(u) =∏Di=1 k(ui) for u= (u1, . . . ,uD) ∈RD.
(A.4) g is Ho¨lder continuous, i. e. ∀ x1, x2 ∈RD, |g(x1)−g(x2)| ≤ c1 ‖ x1−x2 ‖µ ,
where 0< µ ≤ 1 and ‖ ‖ denotes the Euclidean norm in RD.




ω(x)dx< ∞, 0≤ ω(x)≤ 1.
(A.6) Let f denote the probability density function of X = (X1, . . . ,XD), which is
strictly positive on S, and ∀ x1, x2 ∈RD, | f (x1)− f (x2)| ≤ c2 ‖ x1−x2 ‖.
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(A.7) k has compact support, and ∀ x1, x2 ∈R1, |k(x1)− k(x2)| ≤ c3 ‖ x1− x2 ‖.
(A.8) For every t,s,τ, t ′,s′τ ′ ∈ N, the joint probability density function of
(Xt ,Xs,Xτ ,Xt ′,Xs′,Xτ ′) is bounded.
(A.9) Let 1p +
1
q = 1. For some p> 2 and δ > 0 such that δ <
2
q −1, E|ε|2p(1+δ ) < ∞
and E|g(X1)|2p(1+δ ) < ∞.
(A.10) For δ in condition (i) and some ε > 0, β δ/(1+δ )j = o( j
−2+ε), where










(A.11) Let j = j(n) be a positive integer and i= i(n) be the largest positive integer such











(A.13) nh2D → ∞ as n→ ∞.
(A.14) For µ in assumption (d), nh2D+2µ → 0 as n→ ∞.
(A.15) For q,δ and ε in condition (i) and (j) nεh−2D+θ → 0 as n → ∞, where
θ = 4D/(q+qδ ).
We briefly describe here some explanation of these conditions in order, which were
given in Cheng and Tong (1993). Conditions (A.1)-(A.4) are self-explanatory. Condi-
tion(A.5) is the introduction of a weight function ω , the purpose of which is to overcome
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the “infinite integration problem” in asymptotic expansion encountered by
Auestad and Tjøstheim (1990). Conditions (A.6), (A.7), (A.9), (A.13) and (A.14) are
standard conditions in nonparametric inference. Condition (A.8) is a mild condition,
which will be useful when we use a mixing inequality. Condition (A.10) is a very mild
condition, which is weaker than geometric absolute regularity. Conditions (A.11) and
(A.12) were given by Roussas (1988). They may be replaced by other assumptions on
the mixing coefficient β , if other methods are used to show the almost sure convergence
of fˆn and gˆn. Condition (A.15) is necessary for proposition 2 of Denker and Keller
(1983). Note that conditions (A.10) and (A.15) do not contradict each other.
AppendixB
Time-Series Plots
In this appendix, we include the time-series plots for the monthly averages of death
rate, temperature, dew point temperature (i. e. humidity), PM10, O3, SO2, NO2 and CO
from January 1987 to December 1998, in Baton Rouge, Dallas/Fort Worth, Los Angeles,













































































































































































































































































































Figure B.5 Time-series plots for San Diego.
AppendixC
Scatter Plot Matrix with Correlations
In this appendix, we include the scatter plot matrix with correlations among the
monthly averages of death count, temperature, dew point temperature (i. e. humidity),
PM10, O3, SO2, NO2 and CO from January 1987 to December 1998, in Baton Rouge,
Dallas/Fort Worth, Los Angeles, San Bernardino, and San Diego respectively. We select
them as representatives of all the 15 study cities.
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0.97 0.49 0.64 −0.27 −0.66 −0.30
Humi
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Figure C.1 Scatter plot matrix with correlations for Baton Rouge.

















0.96 0.63 0.85 −0.20 −0.56 −0.12
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Figure C.2 Scatter plot matrix with correlations for Dallas/Fort Worth.














0.90 0.17 0.77 −0.26 −0.19 −0.56
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Figure C.3 Scatter plot matrix with correlations for Los Angeles.
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0.91 0.52 0.88 0.028 0.35 −0.25
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Figure C.4 Scatter plot matrix with correlations for San Bernardino.


















0.93 −0.071 0.51 −0.19 −0.49 −0.64
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Figure C.5 Scatter plot matrix with correlations for San Diego.
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