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FOREWORD 
The public provision of urban facilities and services often 
takes the form of a few central supply points serving a large 
number of spatially dispersed demand points: for example, 
hospitals, schools, libraries, and emergency services such as 
fire and police. A fundamental characteristic of such systems 
is the spatial separation between suppliers and consumers. No 
market signals exist to identify efficient and inefficient geo- 
graphical arrangements, thus the location problem is one that 
arises in both East and West, in planned and in market economies. 
This problem is being studied at IIASA by the Public 
Facility Location Task which started in 1979. The expected 
results of this Task are a comprehensive state-of-the-art survey 
of current theories and applications, an established network of 
international contacts among scholars and institutions in dif- 
ferent countries, a framework for comparison, unification, and 
generalization of existing approaches, as well as the formula- 
tion of new problems and approaches in the field of optimal 
location theory. 
This paper is an outcome of an interaction between the 
Human Settlements and Services Area and the Systems and Decision 
Sciences Area. Its main aim is to test several numerical pro- 
cedures for solving a class of stochastic programming problems 
using data on high school location in Turin, Italy. It is a 
sequel to an earlier theoretical working paper (WP-80-176) on 
the same subject. 
Although the test problem is highly simplified, the results 
obtained encourage the development of further generalizations 
that can better exploit the potential use of this stochastic 
programming method. 
A list of related IIASA publications appears at the end of 
this paper. 
Andrze j P. Wierzbicki 
Chairman 





and Services Area 
ABSTRACT 
This paper explores the computational aspects of using the 
stochastic quasi-gradient method (SQG) to solve some facility 
location problems. The problems addressed belong to a general 
class of resource allocation problems with random demand. An 
algorithm is first developed for the simplest formulation, where 
a convex objective function is minimized, and results are shown 
for the location of high schools in Turin, Italy. 
Fixed charges are then introduced in the objective function, 
givirig rise to a non-convex problem possessing many local minima, 
and some numerical results for the same case study are reported. 
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THE STOCHASTIC QUASI-GRADIENT 
METHOD APPLIED TO A FACILITY 
LOCATION PROBLEM 
Y.M. Ermoliev, G. Leonardi, 
and J. Vira 
1. INTRODUCTION 
The data on the location of high schools have already been 
used as a test problem for some deterministic location techniques 
(Erlenkotter and Leonardi, forthcoming; and Leonardi and 
Bertuglia, 1981). However, it has been recognized in ~rmoiiev 
and Leonardi (1980) that more realism is captured when random 
features are introduced. Among the possible types of randomness 
considered, uncertainty in the customers choice behavior is of 
special interest. When assignment of customers to facilities is 
not normatively predetermined, and freedom of choice is allowed, 
then the number of customers attracted to each facility may be 
subject to random fluctuations. The difficulty, therefore, is to 
find those locations and sizes for facilities that in some sense 
minimize the cost of such fluctuations. 
This problem belongs to the following more general class of 
stochastic programming problems: 
min F(X) = E f (X,R) (1 
s u b j e c t  t o  t h e  c o n s t r a i n t s  
where E  d e n o t e s  t h e  m a t h e m a t i c a l  e x p e c t a t i o n ,  X i s  a v e c t o r  o f  
d e c i ~ i o n  v a r i a b l e s ,  R i s  a  v e c t o r  of  random p a r a m e t e r s  and 
f  ( X , R ) ,  g i ( X , R ) ,  i = 1  ,... m a r e  known f u n c t i o n s .  
I n  t h i s  p a p e r  t h e  c o m p u t a t i o n a l  f e a s i b i l i t y  o f  t h e  s o - c a l l e d  
s t o c h a s t i c  q u a s i - g r a d i e n t  method i s  d i s c u s s e d  and a p p l i e d  t o  a  
s p e c i a l ,  s i m p l e  form problem ( 1 ) - ( 2 ) .  The p r o c e d u r e  i s  based  on 
moving i t e r a t i v e l y  t o  t h e  d i r e c t i o n  de te rmined  by a n  e s t i m a t e  o f  
t h e  g e n e r a l i z e d  g r a d i e n t  of  t h e  o b j e c t i v e  f u n c t i o n .  Under r a t h e r  
g e n e r a l  c o n d i t i o n s  t h e  method h a s  been  proved t o  converge  t o  t h e  
s o l u t i o n  o f  t h e  s t o c h a s t i c  programming problem. 
F i r s t  t h e  computa t ion  p r o c e d u r e  i s  d e s c r i b e d  w i t h  emphas i s  
on i t s  p r a c t i c a l  a p p l i c a b i l i t y .  A t  t h i s  p o i n t  some methods are 
p r e s e n t e d  by which t h e  computa t ion  t i m e  can  o f t e n  b e  s i g n i f i c a n t l y  
r educed .  Then some p r a c t i c a l  r e s u l t s  are p r e s e n t e d  f o r  a  s t o c h a s -  
t i c  t e s t  problem,  which d e a l s  w i t h  o p t i m a l  s i z e s  o f  s c h o o l  
f a c i l i t i e s .  Rea l  d a t a  from T u r i n ,  I t a l y ,  have  been  used  i n  t h e  
tes ts ,  and t h e  r e s u l t s  a r e  compared t o  t h o s e  o b t a i n e d  by o t h e r  
methods.  F i n a l l y  some m i n i m i z a t i o n  r e s u l t s  are r e p o r t e d  f rom 
tests  where t h e  o b j e c t i v e  f u n c t i o n  is  n o t  even  c o n t i n u o u s .  
2 .  PROBLEM FORMULATION 
A s i m p l e  model o f  o p t i m a l  r e s o u r c e  a l l o c a t i o n  c a n  b e  s t a t e d  
a s  f o l l o w s  (Ermol i ev  and  L e o n a r d i ,  1 9 8 0 ) :  
F i n d  a  v e c t o r  X = ( x l , x 2 ,  ..., x  ) t h a t  w i l l  minimize  t h e  
n  
f u n c t i o n  
in the special case 
subject to some constraints 0 - < xi - < s;. R is a random vector 
J J 
and a j  and Bi are given nonnegative parameters. If the probabil- 
.J .J 
ity distribution function for w is H.(w.), the problem is then j 3 1  
to find the minimum of 
X a3 
n 
F (X) = C [ a  - w.) dH. (w.) + 8, 
7 3 3  - x.) dH. (w.)] ( 5 )  j=l i 3 3 3  
as 0 - < x j - < s jl j = I . . . n .  In the special case where F(X) has 
continuous derivatives, the minimization of F(X) by analytical 
means would lead to the consideration of the partial derivatives 
The solution would then require the determination of X = (xl,...xn), 
such that 
In general this equation may not be solvable by anaytical means. 
Usually, however, the solution can be easily approximated. In 
particular, if a  = Bj, then the problem becomes finding the j 
medians for the distribution functions. If, however, only 
observations of the random vector R can be made available while 
the distribution function itself is unknown, the solutions based 
on e q u a t i o n s  ( 6 ) -  ( 7 )  a r e  n o t  f e a s i b l e .  
The p r a c t i c a l  problem t h a t  l e a d s  t o  t h e  minimizat ion of an 
equa t ion  ( 4 )  t ype  f u n c t i o n  i s  common i n  o p e r a t i o n s  r e s e a r c h .  
For example i t  can be  understood a s  a  f a c i l i t y  a l l o c a t i o n  problem 
o r  a s  a  s t o r a g e  i nven to ry  c o n t r o l  problem where some c a p a c i t i e s  
have t o  m e e t  random demand and both  s u r p l u s e s  and d e f i c i t s  cause  
p e n a l t y  c o s t s .  I n  t h i s  s t udy  t h e  t es t  problem c o n s i s t e d  of  
determining t h e  op t ima l  s i z e  o f  school  f a c i l i t i e s  u s ing  d a t a  from 
Tur in ,  I t a l y .  Under c e r t a i n  assumptions t h e  o b j e c t i v e  f u n c t i o n  
can be s t a t e d  i n  t h e  form of equa t ion  ( 4 ) .  
3 .  STOCHASTIC M I N I M I Z A T I O N  
This  exper imenta l  work concen t r a t ed  on t e s t i n g  t h e  p r a c t i c -  
a b i l i t y  o f  t h e  s t o c h a s t i c  quas i -g rad i en t  method a p p l i e d  t o  t h e  
minimizat ion problem o u t l i n e d  above. The a lgo r i t hm can be 
p re sen t ed  a s  fo l l ows  (Ermoliev,  1976 and 1978) :  
( 1  ) Choose an i n i t i a l  approximation x0. 
( 2 )  For  s = 0 , l . .  . compute s u c c e s s i v e l y  
I\ 
where H' i s  t h e  e s t i m a t e  f o r  t h e  g e n e r a l i z e d  g r a d i e n t  F  (xS) of 
X 
t h e  f u n c t i o n  F(X) a t  xS such t h a t  
S 
and ll i s  t h e  p r o j e c t i o n  t o  t h e  f e a s i b l e  se t ;  p a r e  some s t e p  
m u l t i p l i e r s .  
I n  p r a c t i c e ,  a f t e r  t h e  i n i t i a l  v a l u e s  have been chosen,  a  
sequence o f  random d e v i a t e s  i s  genera ted .  Each random va lue  
i s  then  used t o  de te rmine  t h e  c u r r e n t  e s t i m a t e  f o r  t h e  g e n e r a l i z e d  
g r a d i e n t  of  t h e  t e s t  problem. I n  our  t e s t  problem t h e  e s t i m a t e s  
- 5 -  
H' are defined simply by (Ermoliev and Nurminski, 1980) 
The execution of the recursion loop should not pose any difficul- 
ties nor use much computer time. However, as with the gradient 
methods in deterministic nonlinear optimization problems, the 
manner of choosing the step multipliers is crucial to the speed 
of convergence. In principle, the convergence will be obtained 
if the step multipliers pS(s = 0,1, ...) are chosen so that 
(Ermoliev, 1976) 
For the practical construction of the step-size control equations 
(lla,b,c) are of small importance. 
4. PRACTICAL COMPUTATIONS 
4.1 Basic Computation Procedure 
The methods of controlling the step size in stochastic 
minimization are usually based on keeping the step multiplier 
constant during a number of iterations and then reducing it 
according to certain rules. In the course of the iterations a 
S succession of the function values F = C . f . ( x  u s )  is observed. 
s I I j '  I 






1 F s - E  S Ek - E L 1 f.(xS w . )  S=O S=O j=l J jr I 
shows smoother behavior as can be seen in Figure 1. Indeed, Ek 
could be expected to approach a stationary value. One rule of 
controlling the step size is based on this fact. The method can 
be summarized as follows: 
(1) Choose the initial value p o  for the step multiplier 
( 2 )  Using po for the step multiplier calculate the value of 
Ek according to equation (12) 
0 5 10 15 20 25 30 
Number of Iterations, k 
Figure 1. The behavior of the sequences { F ~ }  and  as as a 
function of the iteration number. 
( 3 )  When a  s t a t i o n a r y  sequence  {Ek} i s  o b s e r v e d ,  r educe  
t h e  s t e p  m u l t i p l i e r  by one h a l f  
( 4 )  Go back t o  s t e p  ( 2 )  u n t i l  no i m p r o v e ~ e n t  i n  t h e  t e s t  
f u n c t i o n  Ek i s  observed.  
There a r e  some unanswered q u e s t i o n s  i n  t h e  p rocedure  o u t l i n e d  
above. F i r s t ,  how s h o u l d  t h e  i n i t i a l  s t e p  m u l t i p l i e r  he chosen?  
I f  it i s  t o o  l a r g e ,  b o t h  t h e  sequence  { E ~ }  and t h e  i t e r a t e s  xS 
w i l l  o s c i l l a t e  h e a v i l y  and no d e c r e a s e  i n  t h e  o b j e c t i v e  f u n c t i o n  
w i l l  be  observed.  I f  t h e  i n i t i a l  s t e p  m u l t i p l i e r  i s  t o o  s m a l l ,  
t h e  r a t e  o f  d e c r e a s e  w i l l  be v e r y  s m a l l  and p e r h a p s  h a r d l y  
n o t i c e a b l e .  From t h e  c o m p u t a t i o n a l  p o i n t  o f  view t h e  l a t t e r  
s i t u a t i o n  i s  more harmful  and shou ld  be  a v o i d e d ,  w h i l e  t h e  
s i t u a t i o n  a r i s i n g  from t o o  l a r g e  a  s t e p  m u l t i p l i e r  i s  r a p i d l y  
r e c o g n i z e d  and hence  can  be  c o r r e c t e d .  A s  a  r u l e  o f  thumb t h e  
i n i t i a l  s t e p  s h o u l d  be  chosen t o  s a t i s f y  
where r ( 0 , l )  and x i s  t h e  e s t i m a t e d  v a l u e  f o r  t h e  j th component j 
of  t h e  s o l u t i o n .  
The u s e  o f  s t e p  ( 3 )  a l s o  needs  f u r t h e r  e x p l a n a t i o n s .  The 
i d e a l  way o f  c o n t r o l l i n g  t h e  p rocedure  would be  a n  o n - l i n e  code ,  
where t h e  program c o n t i n u o u s l y  p l o t s  t h e  v a l u e s  o f  t h e  sequence  
{Ek} on t h e  s c r e e n  and where t h e  i t e r a t i o n s  c o u l d  be  manually 
i n t e r r u p t e d  t o  c u t  down t h e  s t e p  m u l t i p l i e r .  T h i s  i s  n o t  always 
p o s s i b l e  and t h e  i t e r a t i o n s  must b e  performed i n  s m a l l  b a t c h e s ,  
w h e r e a f t e r  t h e  v a l u e s  o f  Ek a r e  p l o t t e d  and p o s s i b l e  a d j u s t m e n t s  
o f  t h e  s t e p  m u l t i p l i e r  can  t a k e  p l a c e .  A d e f i n i t e  way t o  f i n d  
t h e  s t a t i o n a r y  phase  of  t h e  sequence i s  t o  r e s c a l e  t h e  c o o r d i n a t e  
a x e s  b e f o r e  p l o t t i n g  t h e  v a l u e s  of  a  new b a t c h .  I n  t h i s  c a s e  t h e  
s t a t i o n a r y  phase  i s  i n  f a c t  r ecogn ized  a s  smooth o s c i l l a t i o n s  
around a  f i x e d  v a l u e .  
F i g u r e  2 shows a n  example o f  t h e  b e h a v i o r  o f  Ek a s  a func-  
t i o n  o f  t h e  i t e r a t i o n  number k.  The v a l u e s  f o r  c o e f f i c i e n t s  
are a = 'j = 1.00,  j = 1 , .  . . ,23,  p o  = 1.00,  and  t h e  components j 
o f  t h e  i n i t i a l  e s t i m a t e  and t h e  s o l u t i o n  a r e  known t o  d i f f e r  a t  
most  by f i v e  u n i t s .  Note t h a t  t h e  r a t e  o f  d e c r e a s e  o f  t h e  
sequence  T E ~ }  i s  f a s t  d u r i n g  t h e  f i r s t  i t e r a t i o n  b a t c h e s  b u t  
becomes s lower  a s  t h e  s t e p  s i z e  d e c r e a s e s .  Hence a c r u d e  es t i -  
mate  o f  t h e  r e s u l t  i s  o b t a i n e d  a f t e r  a r a t h e r  s m a l l  number o f  
i t e r a t i o n s ,  b u t  f o r  g r e a t e r  a c c u r a c i e s  t h e  number o f  i t e r a t i o n s  
needed grows r a p i d l y .  
- Manual CcntrnI 
Number of Iterations, k 
F i g u r e  2 .  The convergence  b e h a v i o r  o f  { E ~ )  i n  t h e  manual c o n t r o l  
and s i m u l a t e d  manual c o n t r o l  c a s e s .  
4.2 Speeding up t h e  Convergence 
I f  r i g o r o u s l y  f o l l o w e d ,  t h e  b a s i c  p r o c e d u r e  f o r  t h e  s t e p -  
s i z e  c o n t r o l  may l e a d  t o  a  s low s o l u t i o n  a l g o r i t h m .  F i r s t  t h e  
manual s t e p - s i z e  c o n t r o l  w i t h  many 1/0 o p e r a t i o n s  r e q u i r e s  
c o n s i d e r a b l e  e f f o r t  from t h e  p e r s o n  who c a l c u l a t e s  and u s u a l l y  
e f f e c t s  a  s low computer  code.  T h i s  happens  e s p e c i a l l y  i n  a  t i m e -  
s h a r i n g  computer  envi ronment  where t h e  number o f  u s e r s  i s  l a r g e  
and t h e  a v e r a g e  r e s p o n s e  t i m e  i s  l ong .  Second,  t h e  number o f  
i t e r a t i o n s  needed c a n  b e  o f t e n  s i g n i f i c a n t l y  r educed .  
To overcome t h e  need o f  numerous manual 1 /0  o p e r a t i o n s  a  
s i m p l e  a u t o m a t i c  v e r s i o n  of t h e  manual s t e p - s i z e  c o n t r o l  w a s  
d e s i g n e d .  Given t h r e e  p a r a m e t e r s  t h e  p r o c e d u r e  s i m u l a t e s  t h e  
b e h a v i o r  o f  t h e  c o n t r o l l i n g  p e r s o n  and r e d u c e s  t h e  s t e p  m u l t i p l i e r  
as soon a s  it o b s e r v e s  a  s t a t i o n a r y  o r  an o s c i l l a t o r y  sequence  
{Ek).  L e t  t h e  t h r e e  i n p u t  p a r a m e t e r s  b e  N B ,  DIFI,  and  DIF2. The 
f i r s t  p a r a m e t e r  NB f i x e s  t h e  b a t c h  s i z e ,  i . e . ,  t h e  i t e r a t i o n s  w i l l  
b e  per formed i n  b a t c h e s  o f  NB i t e r a t i o n s .  L e t  t h e  s t e p  m u l t i p l i e r  
used  d u r i n g  t h e  i t e r a t i o n  b a t c h  be  e q u a l  t o  p . A t e s t  i n d i c a t o r  
i s  d e f i n e d  a s  : 
The p r o c e d u r e  t h e n  checks  t h e  two c o n d i t i o n s  




> D1F2 Es - min Es - 
sEM sEM 
where 
+ A Es = max 
I n  c a s e  e i t h e r  o f  t h e s e  c o n d i t i o n s  h o l d s  t h e  s t e p  m u l t i p l i e r  i s  
r educed  by one h a l f .  The f i r s t  c o n d i t i o n  (15a)  t e s t s  i f  t h e  
d e c r e a s e  o f  t h e  sequence  p r o p o r t i o n e d  t o  t h e  s t e p  s i z e  used  i s  
less t h a n  t h e  g i v e n  l i m i t .  The second c o n d i t i o n  (15b)  t h e n  
checks  i f  t h e  sequence  i s  o s c i l l a t o r y .  T h i s  i s  done by c o n s i d e r -  
i n g  t h e  r a t i o  o f  t h e  sum o f  p o s i t i v e  jumps o f  t h e  sequence  { E ~ }  
t o  t h e  maximum change  i n  t h e  sequence  t h a t  t a k e s  p l a c e  d u r i n g  t h e  
i t e r a t i o n  b a t c h .  
With DIFl = 0.01 and DIF2 = 0.30 t h e  p r o c e d u r e  s i m u l a t e s  t h e  
manual c o n t r o l  v e r y  c l o s e l y  ( F i g u r e  2 ) .  Depending on t h e  s t a r t i n g  
v a l u e s  used  f o r  xo and p o  sometimes a  few more i t e r a t i o n s  w e r e  
performed t h a n  t h e  manual c o n t r o l  would have  r e q u i r e d ,  b u t  t h e  
t o t a l  computing t i m e  s t i l l  u s u a l l y  remained s m a l l e r  t h a n  i n  t h e  
c a s e  o f  manual c o n t r o l .  
With t h e  a fo rement ioned  v a l u e s  f o r  DIFl and DIF2 t h e  au to -  
m a t i c  s t e p - s i z e  c o n t r o l  no rmal ly  g u a r a n t e e s  t h a t  t h e  s o l u t i o n  i s  
e v e n t u a l l y  r e a c h e d ,  i n d e p e n d e n t  o f  t h e  i n i t i a l  v a l u e s  f o r  xo and 
0  p . O f t e n  t h e  a l g o r i t h m  c a n  be  made f a s t e r  by u s i n g  a  g r e a t e r  
v a l u e  f o r  DIF1. I f  f o r  example,  DIFl = 1.00,  t h e  u s e  o f  t h e  
c o n t r o l  would r e d u c e  t h e  s t e p  m u l t i p l i e r  a s  soon a s  t h e  t o t a l  
d e c r e a s e  o f  t h e  o b j e c t i v e  f u n c t i o n  d u r i n g  a  b a t c h  i s  less t h a n  t h e  
t o t a l  change o f  t h e  components i n  t h a t  b a t c h .  I f  t h e  s o l u t i o n  can  
b e  o n l y  r o u g h l y  e s t i m a t e d  i n i t i a l l y ,  t h e  number o f  i t e r a t i o n s  can  
be k e p t  modera te .  T h i s  can  be  done by choos ing  an  i n i t i a l  v a l u e  
f o r  p t h a t  w i l l  r e a c h  t h e  s o l u t i o n  r e g i o n  d u r i n g  a few i t e r a t i o n s  
and by c u t t i n g  down t h e  s t e p  s i z e  a s  soon a s  t h e  r a t e  o f  d e c r e a s e  
o f  t h e  o b j e c t i v e  f u n c t i o n  s lows  down. Using t h e  t e s t  i n d i c a t o r  
dm o f  e q u a t i o n  (14)  t h e  program checks  i f  
I n s t e a d  o f  Em an  a v e r a g e  o f  a  few n e i g h b o r i n g  v a l u e s  o f  Em c a n  b e  
used  t o  c a l c u l a t e  t h e  i n d i c a t o r  dm. I f  any o f  c o n d i t i o n s  (17 )  
h o l d s ,  t h e  s t e p  m u l t i p l i e r  i s  c u t  down by a  f a c t o r  r ,  which i s  
g i v e n  a s  an  i n p u t .  
The e f f e c t  o f  t h e  a c c e l e r a t e d  p r o c e d u r e  i s  s e e n  i n  F i g u r e  3 
where t h e  c u r v e s  c o r r e s p o n d  t o  t h e  a c c e l e r a t e d  s t e p - s i z e  c o n t r o l .  
The r e d u c t i o n  c o e f f i c i e n t  r i s  0.5 i n  b o t h  c a s e s  b u t  i n  t h e  f i r s t  
c a s e  t h e  b a t c h  s i z e  i s  10,  i n  t h e  l a t t e r  c a s e ,  5 .  DIFl h a s  now 
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F i g u r e  3. The convergence  b e h a v i o r  o f  I E ~ }  i n  t h e  a c c e l e r a t e d  
s t e p - s i z e  c o n t r o l  c a s e .  
been se t  t o  1 . 0 .  I t  i s  s e e n  t h a t  some d e c r e a s e  i n  t h e  number o f  
i t e r a t i o n s  have  been  o b t a i n e d  i n  b o t h  c a s e s  compared t o  t h e  s i t u a -  
t i o n  o f  F i g u r e  2 b u t  t h e  d i f f e r e n c e  i s  q u i t e  s m a l l .  However, i n  
t h i s  example  a  good e s t i m a t e  o f  t h e  s o l u t i o n  i s  known i n  advance  
and t h e  number o f  i t e r a t i o n s  i s  r a t h e r  s m a l l  w i t h  any  k i n d  o f  
s t e p - s i z e  c o n t r o l .  Note t h a t  i f  t h e  i n i t i a l  e s t i m a t e  f o r  X i s  
f a r  f rom t h e  a c t u a l  s o l u t i o n  and a  s m a l l  i n i t i a l  v a l u e  i s  u s e d  
f o r  p ,  t h e n  t h e  a c c e l e r a t e d  p r o c e d u r e  may r e d u c e  t h e  s t e p  t o o  
r a p i d l y ,  and  a n  e x c e s s i v e  number o f  i t e r a t i o n s  i s  needed  t o  o b t a i n  
t h e  s o l u t i o n .  T h i s  d a n g e r  c a n  b e  n o r m a l l y  e l i m i n a t e d  by s e l e c t i n g  
a n  i n i t i a l  p o  e s t i m a t e  t h a t  i s  t o o  b i g  r a t h e r  t h a n  t o o  s m a l l .  
(The i n s t r u c t i o n s  f o r  t h e  u s e r  o f  t h e  computer  code  SQG a r e  g i v e n  
i n  Appendix A. ) 
5. A CASE STUDY 
A s i m p l e  example o f  a  r e s o u r c e  a l l o c a t i o n  problem t h a t  
min imizes  c o s t s  t o  m e e t  u n c e r t a i n  demand w i l l  b e  d i s c u s s e d  i n  t h i s  
s e c t i o n .  The p rob lem i s  h i g h  s c h o o l  l o c a t i o n  i n  T u r i n ,  I t a l y .  
The p h y s i c a l  s e t t i n g  and  t h e  d a t a  f o r  t h i s  problem a r e  d e s c r i b e d  
i n  L e o n a r d i  a n d  B e r t u ~ l i a  ( 1 9 8 1 ) .  F o r  t h e  p u r p o s e  o f  t h e  a n a l y s i s ,  
T u r i n  i s  d i v i d e d  i n t o  2 3  d i s t r i c t s ,  e a c h  d i s t r i c t  b e i n g  b o t h  a  
demand s o u r c e  and a p o s s i b l e  h i g h  s c h o o l  f a c i l i t y  l o c a t i o n .  
Cus tomers  a r e  assumed t o  behave  a c c o r d i n g  t o  a  g r a v i t y - t y p e  model .  
F o r  s i m p l i c i t y ,  t r a v e l  t i m e  i s  assumed a s  t h e  o n l y  e x p l a n a t o r y  
v a r i a b l e  f o r  t h e  c h o i c e  b e h a v i o r  (some t h e o r e t i c a l  u n d e r p i n n i n g s  
f o r  s u c h  models  a r e  d e s c r i b e d  i n  L e o n a r d i ,  1980a and  1 9 8 0 b ) .  
However, u n l i k e  i n  t h e  s t a n d a r d  u s e ,  t h e  g r a v i t y  model w i l l  
b e  g i v e n  a  s t o c h a s t i c  i n t e r p r e t a t i o n  h e r e ,  a s  s u g g e s t e d  i n  
~ r m b l i e v  and  L e o n a r d i  (1980)  ( a n  e a r l i e r  i n t e r p r e t a t i o n  o f  t h e  
g r a v i t y  model a s  a  s t o c h a s t i c  p r o c e s s  i s  found  i n  B e r t u g l i a  and 
L e o n a r d i ,  1 9 7 9 ) .  T h a t  i s ,  t h e  r e l a t i v e  d i s t r i b u t i o n  o f  s t u d e n t s  
among f a c i l i t i e s  i s  l o o k e d  a t  a s  a  d i s c r e t e  m u l t i n o m i a l  
B e r n o u l l i  d i s t r i b u t i o n ,  r a t h e r  t h a n  a s  a  set  o f  d e t e r m i n i s t i c  
f r a c t i o n s .  T h i s  i s  p u t  i n  m a t h e m a t i c a l  t e r m s  i n  t h e  f o l l o w i n g .  
Let sit i = 1, ..., n, be the total number of students at 
point i. The problem is to determine the size xi of the facil- 
J 
ities at points j, j = 1, ..., n, when it is known that the stu- 
dents at point i choose the facility at point j with probability 
where h is a constant and cij are empirical coefficients that 
depend on the distance between i and j (in the example: travel 
times in minutes). The use of (18) for the probabilities has 
theoretical and empirical justifications. Model (18) is a simpli- 
fied form of the logit model discussed in McFadden (1973, and 1974) 
for example. If the flow of students between i and j is denoted 
@ijI the stochastic demand at point j is then 
while the number of stud-ents at point i can be written as 
The numbers si are now deterministic and given as an input. If 
the unit cost of capacity surplus is a and that of deficit is 6 
and no other costs are considered, then our cost minimization 
problem is of the equation (4) type, a. = a, Pj = 6, j = I,...n. 
J 
S The ability to generate random realizations, w , of the 
demand vector w is essential for the quasi-gradient method that is 
being discussed. The direct determination of the distribution of 
w is practically impossible in this case. Instead, random vectors j 
can be generated by simulating individual choices of the students 
according to the probabilities pij in (18). This still may lead 
to a time-consuming procedure if the total number of students, 
s at points i is large. In this case the si number should be i 
first scaled down by a factor n common to all the components 
i = 1, ..., n ( i . n . ,  qs1,qs2,...,nsn). The final solution is then 
obtained by rescaling the solution of the smaller problem by 1 / ~ .  
Table 1 shows the solutions obtained for a = 6 = 1.0. In 
this case the solution x - 
- 'iSi' 'ij of a deterministic problem j 
that is based on an entropy approach. The first column in   able 
1 contains the labels of each district, numbered from 1-23. The 
second column of Table 1 gives the vector S = (S~,...,S~~) of
total demands in each district; S was also used as the initial 
estimate for the iteration. Here the original data from Turin 
have been multiplied by 1/100. The next three columns show the 
results originatin? from the use of different starting values for 
the iteration. The last column shows the solution based on the 
deterministic model. In general, a good agreement exists between 
all the solutions; they are usually within two digits of each 
other. There are, however, some significant discrepancies. 
These can be partly explained by the stochastic nature of the 
convergence and by the flatness of the objective function near 
the solution. They associate somewhat with the slow convergence 
of the algorithm as the number of iterations increases. Then, 
while the scaling of the number of students saves cooputational 
effort that is required for the generation of the random 
realizations, the need for accuracy may soon counteract this 
benefit. 
The discrepancies between the solutions in Table 1 can be 
associated with the shape of the probability densities underlying 
the probabilities of (18). The values that are used for the 
coefficients cij are listed in Appendix B, the value of the 
constant X is 0.15. Probability densities can be numerically 
approximated from this data. Densities for several of the com- 
ponents are drawn in Figure 4. The densities are mostly symmetric 
and strongly peaked. In these cases the stochastic minimization 
solution, which corresponds to the median of this distribution, 
Table 1 .  Optimal l o c a t i o n  of Tur in  high schools .  Solu- 
t i o n s  ob ta ined  f o r  p e n a l t y  c o s t s  a = B = 1.0. 
De te rmin-  
Numberof  p O =  l , 0 0  p O =  l , 0 0  P O =  1 , 0 0  i s t i c  
D i s t r i c t  s t u d e n t s  NB = 20 NB = 1 0  NB = 5 s o l u t i o n  
Random Variable, w, 
Figure 4. The probability densities for random demand w at 
location j = 1.8, or 9. j 
and the deterministic solution, which corresponds to the expected 
value, should be close to each other. This is in fact demonstra- 
ted, for instance, by the facility sizes in districts 8 and 9, 
where the discrepancies are small. However, for district 1 the 
density is flat and skew, and the median and expected values are 
not equal. On the other hand, in the solutions for xl the 
discrepancies are large. The flatness of the density also 
explains the large discrepancies between the different solutions 
obtained from the stochastic minimization procedure. 
Table 2. Optimal l o c a t i o n  of Turin  high schools .  So lu t ions  
ob ta ined  f o r  d i f f e r e n t  va lues  of pena l ty  c o s t s  a 
and B .  
a = 1.00 a = 1.00 a = 1.50 a = 2.00 
District (3 = 1.-50 ,!? = 2.00 6 = 1.00 (3 = 1,00 
I n  Table 2 s o l u t i o n s  a r e  presen ted  f o r  ca ses  where a and 
d i f f e r  from each o t h e r .  A s  one could expec t ,  t h e  i n c r e a s e  i n  t h e  
r e l a t i v e  c o s t  of d e f i c i t  compared t o  t h e  c o s t  of s u r p l u s  l e a d s  t o  
l a r g e r  va lues  i n  t h e  s o l u t i o n  vec to r .  I f  however, t h e  p r o b a b i l i t y  
d e n s i t y  of t h e  corresponding component of w i s  very  peaked, a s  i n  j 
t h e  c a s e  of w2,, t h e  change i n  t h e  r e l a t i v e  c o s t s  does n o t  have 
any s i g n i f i c a n t  i n f l u e n c e  on t h e  s o l u t i o n .  
6. A NON-CONVEX OBJECTIVE FUNCTION 
The problem discussed so far lacks some of the main features 
that are usually considered typical for optimal location problems, 
For instance, economies of scale, usually considered as that 
which makes location problems non-trivial, are absent in our 
earlier formulation. In deterministic models, economies of 
scale are usually introduced by means of fixed charges, to be 
paid when a facility is established, no matter what the number of 
attracted customers. This formulation is typical of the well 
known plant-location problems of Operations Research. Its exten- 
sion to a gravity-type demand model has been developed in 
Erlenkotter and Leonardi (forthcoming). Related ways to introduce 
scale effects are by means of suitable constraints, as on the 
total number of facilities (the so-called "p median" problem (see 
ReVelle and Swain, 1970), or on the minimum feasible size for 
facilities (as in Leonardi and Bertuglia, 1981). 
Here the first formulation will be explored. Let a fixed 
cost y be defined, to be paid when a facility is established. 
For simplicity, the same value of y for all districts will be 
assumed (as in Erlenkotter and Leonardi, forthcoming). Then the 
minimization of the expected cost calls for finding the minimum 
of the function. 
where 6 (x) is the unit step function at zero. It is easy to 
see that with non-negative x G(X) is not convex and usually j 
has several local minima. The problems of this form are normally 
treated with mixed integer programming methods. Here we attempt 
to apply the general idea of stochastic quasi-gradients to find- 
ing the global minimum. Approximating the step function by a 
l o g a r i t h m i c  f u n c t i o n ,  t h e  e s t i m a t e  
w i t h  E a  s m a l l  p o s i t i v e  c o n s t a n t ,  i s  used f o r  t h e  g e n e r a l i z e d  
s g r a d i e n t  a t  X = X . Otherwise  t h e  p r o c e d u r e  i n  e q u a t i o n  ( 8 ) ,  
remains  a s  b e f o r e .  
I n  g e n e r a l ,  t h e  p rocedure  r a p i d l y  f i n d s  a  minimum which i s  
a t  l e a s t  l o c a l .  A f t e r  t h a t ,  however, some d i f f i c u l t i e s  a r i s e  
w i t h  t h e  c o n t r o l  of  t h e  i t e r a t i o n  p r o c e s s .  I n  p r i n c i p l e ,  t h e  
approx imat ion  
1 n  1 k  n  s S S s G k ( x )  = Y i 6 ( x . )  + - i L max [ a ( x  - w j ) , ~ ( o  - x j ) ]  (23)  
j=1 I S=O j = l  j j  k  
can  be used a g a i n  t o  f o l l o w  t h e  c o u r s e  o f  i t e r a t i o n s .  Now, 
1 k  however, a f t e r  a  number of  i t e r a t i o n s  t h e  f u n c t i o n  G k ( X  ) may 
a c h i e v e  a  minimum. On t h e  o t h e r  hand, some components o f  t h e  
e s t i m a t e  f o r  t h e  g e n e r a l i z e d  g r a d i e n t  a s  c a l c u l a t e d  from e q u a t i o n  
(22)  may s t i l l  show a  t r e n d  toward t h e  o r i g i n ,  where a n o t h e r  ( a t  
l e a s t )  l o c a l  minimum would be found.  Note t h a t  w i t h  a  s m a l l  E 
t h e  o r i g i n  becomes a  f i x e d  p o i n t  f o r  t h e  i t e r a t i o n :  i f  xS0 = 0  
f o r  one  s t h e n  xS = 0  f o r  a l l  s > so. To overcome t h e s e  0  ' 
d i f f i c u l t i e s ,  t h e  i n i t i a l  v a l u e  X O  s h o u l d  be  l a r g e  enough and t h e  
i n i t i a l  s t e p  m u l t i p l i e r  p s h o u l d  be  chosen such t h a t  t h e  s t e p  
s i z e  i s  a  s m a l l  f r a c t i o n  of  x  j  I n  t h i s  way a  f a l l a c i o u s  con- 
ve rgence  towards  z e r o  d u r i n g  t h e  f i r s t  i t e r a t i o n s  can  be  exc luded .  
To a s s e s s  t h e  b e h a v i o r  o f  t h e  f u n c t i o n  G ( X )  a t  t h e  v a r i o u s  minima, 
a  t e s t  f u n c t i o n  
n  x  
k  
2 k  j k  n  s s G k ( X  ) = Y k-m i i max [ a  (x -w . ) , B (aS-x;) I (24)  
j=O x  + E S=O j = l  j I j  j 
could be used. In this case m is a small integer, the choice of 
which slightly depends on the relative magnitude of a, B ,  and y. 
1 k  Figure 5 shows the behavior of the functions Gk(X ) and 
2 k  G (X ) with increasing k for a = f3 = 0.5, y = 5.0, m = 6. It is k 2 k  
seen that Gk(X ) is monotonically decreasing toward the global 
1 k  
minimum while G (X ) has two local maxima. Table 3 shows the k 
vector xk at k = 180, which corresponds to one local minimum of 
1 k  Gk(X ) ,  and at the end of the iteration (k = 280). It cannot be 
proved that the solution obtained is the exact solution of the 
optimization problem. Indeed, the deterministic counterparts 
shown in Erlenkotter and Leonardi (forthcoming), are quite 
different. On the other hand, the computational effort that is 
needed for an estimation by the stochastic quasi-gradient method 
is also relatively small when compared to some integer program- 
ming methods, for instance. 
Number of Iterations, k 
1 k  2 k  Figure 5. The behavior of G (X ) and G (X ) as a function of k. k k 
T a b l e  3 .  Optimal  l o c a t i o n  o f  T u r i n  h i g h  s c h o o l s .  S o l u t i o n s  
o b t a i n e d  a f t e r  180 and 280 i t e r a t i o n s  w i t h  p e n a l t y  
c o s t s  a = B = 0 .5  and f i x e d  c h a r g e  y = 5 . 0 .  
D i s t r i c t  k = 180  k = 280 
The s o l u t i o n s  o b t a i n e d  depend mos t ly  on t h e  r e l a t i v e  magni- 
t u d e s  o f  a ,  B ,  y .  With i n c r e a s i n g  f i x e d  c o s t s ,  y ,  more f a c i l i t i e s  
a r e  l i k e l y  t o  remain c l o s e d .  When t h e  B a r e  i n c r e a s e d  t h e  d e f i c i t s  
a r e  more p e n a l i z e d  and t h u s  more f a c i l i t i e s  remain open,  T a b l e  
4 shows r e s u l t s  from a  s e n s i t i v i t y  a n a l y s i s  on t h e  v a l u e s  o f  a  and 
B .  The aim o f  t h e  a n a l y s i s  i s  t o  f i n d  which v a l u e s  o f  a and B 
w i l l  c a u s e  t h e  s m a l l e s t  f a c i l i t y  ( d i s t r i c t  2 1 )  t o  d i s a p p e a r  from 
T a b l e  4 .  Opt ima l  l o c a t i o n  o f  T u r i n  h i g h  s c h o o l s .  R e s u l t s  o f  a  
s e n s i t i v i t y  a n a l y s i s  f o r  chang ing  v a l u e s  o f  p e n a l t y  
c o s t s  ci and f 3 .  The f i x e d  c h a r g e  i s  f i x e d  and e q u a l  
t o  y = 5 . 0 .  
District 
t h e  s o l u t i o n .  T h i s  w i l l  happen a lmos t  c e r t a i n l y  when B i s  less 
t h a n  1.5. However, f o r  a  l a r g e  range  of  v a l u e s  of  x ~ ~ ,  between 
z e r o  and f i v e ,  t h e  o b j e c t i v e  f u n c t i o n  remains  a l m o s t  c o n s t a n t .  
Hence, w i t h  t h e s e  pa ramete r  v a l u e s ,  open ing  o r  c l o s i n q  t h a t  
f a c i l i t y  does  n o t  have g r e a t  i n f l u e n c e  on t h e  v a l u e  of  t h e  o b j e c -  
t i v e  f u n c t i o n .  Tab le  5  shows t h e  r e s u l t s  of a  s e n s i t i v i t y  a n a l y s i s  
on t h e  f i x e d  c h a r g e  y .  The aim of  t h i s  a n a l y s i s  i s  t o  f i n d  t h e  
l e a s t  v a l u e  o f  y l e a d i n g  t o  a  s o l u t i o n  w i t h  a  s i n g l e  f a c i l i t y  open. 
Tab le  5.  Optimal  l o c a t i o n  o f  T u r i n  h i g h  s c h o o l s .  R e s u l t s  o f  a  
s e n s i t i v i t y  a n a l y s i s  f o r  changing v a l u e s  o f  f i x e d  
change y .  The p e n a l t y  c o s t s  a r e  f i x e d  and e q u a l  t o  
a = B = 1.5.  
D i s t r i c t  y = 10.0 y = 15,O y = 20.0 
A few comments are appropriate here on the comparison 
between the deterministic solutions, as determined in Erlenkotter 
and Leonardi (forthcoming) or Leonardi and Bertuglia (1981), and 
the solutions obtained with the stochastic quasi-gradient method. 
Some general tendencies are shared in comon amonu all solutions, 
such as the low ranking of district 21 and the high ranking of 
district 11. The general clusters of open locations show also 
som? similarity. A cluster of central districts (between 1-6), 
one of first-ring districts (between 9-18) and a few peripheral 
districts (usually district 23 only) appear in deterministic 
solutions as well. However, when one looks at the detailed 
composition of these clusters, no two of them are the same. 
Sometimes very striking differences are found, such as the closing 
or opening of district 1 (the downtown district), which would be 
difficult to justify to a public authority. The main cause for 
such lack of robustness of stochastic methods is the existence of 
many local minima and many near optimal solutions, with values of 
the objective function lying within a very narrow range. Of 
course a deterministic algorithm of an ennumerative nature can 
still detect small differences, even though it may take a long 
time. In a stochastic formulation, random fluctuations might well 
be of the same order of magnitude of the range of the objective 
function values. This seems to be the case in our examples. 
7. CONCLUDING RE-MARKS 
The purpose of this study has been to consider the stochastic 
quasi-gradient method for solving a resource allocation problem. 
The main advantages of the method are undoubtedly its computational 
simplicity and the small amount of information required - explicit 
probability distributions are not needed, random observations from 
a Monte Carlo simulation process will do. 
The computational procedure for the basic recursion equation 
can be written by using only a few program statements and the 
storage requirements of the method are minimal. The generation of 
the random observations, however, may be time-consuming and hence 
t h e  need f o r  an optimi-zed a l g o r i t h m  e x i s t s .  The s t a n d a r d  s t e p -  
s i z e  c o n t r o l  i s  based  on t h e  i n t e r a c t i v e  u s e  o f  t h e  computer and 
normal ly  g u a r a n t e e s  t h a t  t h e  s o l u t i o n  i s  found a f t e r  a  moderate 
number o f  i t e r a t i o n s .  I n  t h i s  paper  some methods a r e  p r e s e n t e d  
t h a t  do n o t  n e c e s s a r i l y  r e q u i r e  c o n t i n u o u s  c o n t r o l  from t h e  
person who c a l c u l a t e s  and t h a t  o f t e n  reduce  t h e  computa t ion  t ime .  
T e s t s  a r e  a l s o  made f o r  a  c a s e  where t h e  o b j e c t i v e  f u n c t i o n  
i s  non-convex. I n  t h e  d e t e r m i n i s t i c  f o r m u l a t i o n ,  problems o f  t h i s  
t y p e  l e a d  t o  i n t e g e r  programming methods t h a t  a r e  o f t e n  s low,  
u n l e s s  f o r  some s p e c i a l  a s sumpt ions  ( l i k e  l i n e a r i t y )  concern ing  
t h e  o b j e c t i v e  f u n c t i o n  and c o n s t r a i n t s .  Here t h e  s o l u t i o n  i s  
based  on t h e  same i t e r a t i o n  a l g o r i t h m  a s  i n  t h e  convex c a s e .  The 
e x i s t e n c e  of  s e v e r a l  l o c a l  minima may c a u s e  some d i f f i c u l t i e s  w i t h  
t h e  c o n t r o l  o f  t h e  i t e r a t i o n  p r o c e s s ,  b u t  t h e  e x p e r i e n c e  shows 
t h a t  w i t h  r e g a r d  t o  i t s  s i m p l i c i t y  and speed t h e  method can be  
e f f i c i e n t l y  a p p l i e d  t o  o b t a i n  good e s t i m a t e s  f o r  t h e  s o l u t i o n s  o f  
t h e s e  d i f f i c u l t  problems.  
The p r a c t i c a l  r e s u l t s  f o r  t h e  problem of  d e t e r m i n i n g  t h e  s i z e  
of  s c h o o l  f a c i l i t i e s  i n  Tur in  w e r e  g e n e r a l l y  seen  t o  b e  i n  a g r e e -  
ment w i t h  t h e  s o l u t i o n s  d e r i v e d  by o t h e r  means a l t h o u g h  d i f f e r e n c e s  
i n  d e t a i l s  a r e  found.  I t  i s  t r u e  t h a t ,  g i v e n  t h e  s p e c i a l  proba-  
b i l i t y  s t r u c t u r e  o f  e q u a t i o n  ( l a ) ,  some s i m p l e  d e t e r m i n i s t i c  
a l g o r i t h m s  a r e  a v a i l a b l e  ( E r l e n k o t t e r  and Leonard i ,  f o r t h c o m i n g ) ,  
However, t h e s e  a l g o r i t h m s  do n o t  a p p l y  t o  more g e n e r a l  c a s e s ,  
where t h e  s t o c h a s t i c  p rocedure  might  b e  advantageous .  
APPENDIX A 
THE USE OF COMPUTER CODE SQG 
For practical computations a FORTRAN program SQG was designed 
and implemented on a PDP 11/70 computer. The code has been meant 
for interactive use, but for some parts of the input a few files 
must he prepared in advance. This appendix describes the program 
to the extent necessary for its use. 
INPUT 
The input that is required for a successful computation with 
SQG consists of: 
a. the problem specification 
b. the control of the iteration process 
I 
Problem Specification 
Prior to the execution of SQG three input files must be 
specified. These are referred to with the following device 
numbers : 
2 the numbers of the customers (the first rows with format 
1 Oi5) 
the upper capacity bounds (the last rows with format 10i5) 
3 the initial approximation (1 0i5) 
4 the coefficients c of the exponentials, see equation (18) 
(23f3.0) i j 
The program a s k s  f o r  t h e  r e s t  of t h e  i n p u t  v i a  t h e  t e rmina l .  
What remains t o  d e f i n e  t h e  problem i s  t h e  v a l u e s  of t h e  c o e f f i -  
c i e n t s  a ,  6 ,  y,  and c .  These a r e  r e q u i r e d  a s  
- INPUT a l f a  b e t a  gamma c  (4f6 .2)  
Control  of t h e  I t e r a t i o n  Process  
Every i t e r a t i o n  ba tch  can s t a r t  from t h e  prev ious  e s t i m a t e  
f o r  t h e  s o l u t i o n .  I f  d e s i r e d ,  t h e  program can a l s o  u t i l i z e  t h e  
average of t h e  l a s t  NB/N e s t i m a t e s ,  where NB i s  t h e  number of 
i t e r a t i o n s  i n  one ba tch .  Therefore ,  type  ' 0 '  f o r  normal ba tch  
s t a r t u p ,  N ,  where N i s  an i n t e g e r ,  i f  average i s  d e s i r e d .  
- DRAW ONLY = 2 ? ( i l l  
The program p l o t s  t h e  o b j e c t i v e  f u n c t i o n  v a l u e s  (Ek  o r  Gk)  
on t h e  t e r m i n a l  s c r een  ( r o t a t e d  9 0 " ) .  The o b j e c t i v e  
f u n c t i o n  v a l u e s  a s  w e l l  a s  t h e  random f u n c t i o n  v a l u e s  w i l l  a l s o  
be p r i n t e d  u n l e s s  ' 2 '  i s  typed a t  t h i s  p o i n t .  
- STEP SIZE CONTROL ? ( i l l  
The s t e p  m u l t i p l i e r  can he c o n t r o l l e d  i n  t h e  t h r e e  wa17s 
p re sen ted  e a r l i e r  i n  t h i s  r e p o r t .  Type 
' 1 '  f o r  manual c o n t r o l  ( d e f a u l t )  
' 2 '  f o r  s imula ted  manual c o n t r o l  
' 3 '  f o r  t h e  ra te -of -decrease  based c o n t r o l  
I f  ' 1 '  i s  Typed 
- INPUT rho  nb m ( f 6 . 4 , 2 i 3 )  
where 
rho  = p 
nb number of t h e  i t e r a t i o n s  i n  one ba tch  ( d e f a u l t  10) 
m s e e  equa t ion  ( 2 4 )  
( I f  no f i x e d  c o s t  i s  i nc luded ,  m can be d i s r ega rded . )  
A f t e r  NB i t e r a t i o n s  t h e  fol lowing q u e s t i o n  i s  asked: 
- WHAT NEXT rho  xx.xx change xx.xx o b j  xx.xx 
1 1 
where 'change '  i s  t h e  sum L . l x  - x j  1 ; x j  and x  a r e  t h e  va lues  
I j  j  
of t h e  jth component of t h e  r e s u l t  e s t i m a t e  i n  t h e  beginning of 
t h e  ba tch  and a t  t h e  end of  t h e  ba t ch ,  r e s p e c t i v e l y .  The c u r r e n t  
va lue  f o r  t h e  o b j e c t i v e  f u n c t i o n  i s  ' o b j ' .  Type an i n t e g e r  a s  
f o l l o w s :  
n e g a t i v e  s t e p  i t e r a t i o n s  
z e r o  c o n t i n u e  w i t h o u t  a d j u s t m e n t  o f  
p o s i t i v e  c o n t i n u e  a f t e r  a d j u s t m e n t  o f  
I n  t h e  l a s t  c a s e  t h e  n e x t  v a l u e  f o r  p w i l l  be q u e s t i o n e d .  
I f  ' 2 '  i s  Typed 
- INPUT r h o  nb d i f l  d i f 2  m ( f 6 . 4 , i 3 , 2 f 5 . 2 , i 3 )  
where 
r h o  = p 
nb t h e  number o f  i t e r a t i o n s  i n  one  b a t c h  ( d e f a u l t  10)  
d i f l  
s e e  e q u a t i o n s  (1 5 a ,  h )  
d i f 2  
m see e q u a t i o n  ( 2 4 )  
i f  ' 3 '  i s  typed  
- INPUT r h o  nb d i f l  r e d  m ( f 6 . 4 , i 3 , 2 £ 5 . 2 , i 3 )  
where 
r h o  = p 
nb number o f  i t e r a t i o n s  i n  one b a t c h  ( d e f a u l t  10)  
d i f l  s e e  e q u a t i o n  (1 7a )  
r e d  r e d u c t i o n  c o e f f i c i e n t  r 
m s e e  e q u a t i o n  ( 2 4 )  
I n  t h e  l a s t  two c a s e s  t h e  o n l y  q u e s t i o n  asked a f t e r  t h i s  i s  
- TERMINAL C O N D I T I O N  ? 
The i t e r a t i o n  w i l l  b e  t e r m i n a t e d  a s  soon a s  t h e  c o n d i t i o n  
p < 10-IER h o l d s ,  I E R  i s  g i v e n  h e r e  a s  an  answer ( d e f a u l t  5 ) .  
OUTPUT 
The o u t p u t  c o n s i s t s  of  two p a r t s  
1 .  t h e  i n f o r m a t i o n  t h a t  i s  n e c e s s a r y  f o r  t h e  c o n t r o l  o f  t h e  
i t e r a t i o n  
2. t h e  r e s u l t s  
1 .  The o b j e c t i v e  f u n c t i o n  v a l u e s  (Ek o r  Gk)  a r e  p l o t t e d  ba tch-  
w i s e  on t h e  s c r e e n  a s  a  f u n c t i o n  o f  t h e  number o f  i t e r a t i o n s  
performed.  The a x e s ,  however, have been r o t a t e d  90° c lockwise .  
A f t e r  e v e r y  b a t c h  o f  NB i t e r a t i o n s  t h e  o b j e c t i v e  f u n c t i o n  v a l u e  
i s  a l s o  p r i n t e d  t o g e t h e r  w i t h  i n f o r m a t i o n  on t h e  change o f  
t h e  r e s u l t  e s t i m a t e s  d u r i n g  t h e  i t e r a t i o n  b a t c h .  
2. The c u r r e n t  e s t i m a t e  f o r  t h e  s o l u t i o n  a s  w e l l  a s  f o r  t h e  
o b j e c t i v e  f u n c t i o n  i s  p r i n t e d  f o r  e v e r y  b a t c h  of  NB i t e r a t i o n  
i n  t h e  f i l e  s p e c i f i e d  w i t h  d e v i c e  number 9.  I f  a l l  o b j e c t i v e  
f u n c t i o n  v a l u e s  (and t h e  random f u n c t i o n  v a l u e s )  a r e  d e s i r e d ,  
' 2 '  shou ld  he  answered t o  t h e  a p p r o p r i a t e  q u e s t i o n .  
Note: The program i s  c u r r e n t l y  dimensioned f o r  a  demand v e c t o r  
of  23 l o c a t i o n s .  For  o t h e r  problem d imens ions ,  change t h e  f i r s t  
e x e c u t a b l e  s t a t e m e n t  (nd = 23) and t h e  d imens ions  o f  t h e  t a b l e s  
i n  DIMENSION s t a t e m e n t s .  
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