Introduction
If Yucca Mountain is recommended as a site for a proposed high-level waste repository, a license application (LA) will be submitted to the Nuclear Regulatory Commission (NRC) in few years. As part of this application process, we must better understand the long-term chemical implications of introducing natural and fabricated materials as well as microbes into a radioactive waste repository. Some of these materials would be introduced during construction; others would be introduced passively, even unintentionally. For those materials that are explicitly chosen for construction, we may be able to substitute alternates if suitable replacements can be found. Other materials may not be interchangeable. Thus, the advantages and disadvantages of using various materials are being considered by groups working on repository design and performance assessment.
The goal of the Introduced Materials Task is to identify explicitly the materials that may be introduced, intentionally or unintentionally, and to provide sound science to support decisions regarding the use or restriction of those materials. Our purpose is to identify the chemical modifications that mark significant deviations from the natural environment and that thus may render predictions of repository performance based on the natural environment less than complete. We intend to refine and narrow chemical bounding conditions related to materials that are at present not well defined for the durations and conditions of interest and, thus, improve the ability to demonstrate the potential effects of these materials on the repository lifetime. This work will support the determination of importance evaluations (DIE), the performance assessment (PA), and the repository design decisions to include information on restricting and substituting materials on the basis of sound scientific and economic grounds.
The initial concepts regarding materials and construction effects were obtained from the literature (West, 1978) , from an assessment of the materials and methods used to construct the Exploratory Studies Facility (ESF) (see Meike and Spragge, 1995) , and from an analysis of historical analogs (see Meike and Spragge, 1995; Bruton et al., 1995; Rogers, 1995) . From this information, we quantified and evaluated the chemical implications of materials, determined accessory materials that are implied by repository design, and defined suites of materials by design function. This work is fundamental to establishing the initial post-closure environment.
There are three reasons for using modeling to understand the chemical modifications of the natural environment in a repository setting. First, the chemical consequences of some of these materials are not common to our experience for the long time periods nor for the conditions of an underground radioactive waste repository. Computer modeling using fundamental chemical principles allows us to project chemical conditions far into the future and to examine the system from selected points in time. Second, modeling can significantly reduce the number of experimental trials required to demonstrate a similar understanding of chemical processes. Modeling chemical processes is economical and efficient both for simulating long time periods and for investigating the consequences of multiple combinations of materials. Third, modeling provides the flexibility required to support repository design and performance assessment at a stage where multiple options are being considered.
Modeling is effective-not as an end in itself, nor as a tool to be used independently of other efforts-but rather as one facet of a program that is coordinated with experimental and historic analog activities. Such a coordinated program on a small scale is demonstrated in a progress report on the long-term chemical impact of diesel exhaust (Meike et al., 1994a) . In that report, the modeling program is reviewed with respect to the development of modeling capability in the area of cementitious materials (ordinary Portland cement, grouts, and concretes) because the work in this area is more advanced than that for other materials. The cement work has been supported primarily by the International Program of the Office of Civilian Radioactive Waste Management (OCRWM) with the intention that work would continue under the auspices of the Introduced Materials Task. However, the following report demonstrates modeling considerations and the progression of modeling steps that will be required for all materials.
The strategy of the Introduced Materials Task is focused in two areas. First, we are developing material-specific modules that can be operated independently or can be interconnected to simulate design and construction options under consideration (Sections 1.1 and 3). Second, but concurrently to the first, we are developing the capability to simulate and visualize chemical processes in three dimensions within the geologic context of Yucca Mountain (Sections 1.2 and 2).
Modular Needs: Biotic and Abiotic
The most important role of the material-specific chemical module is to reflect a material's chemical significance in a streamlined manner. Thus, if the module can demonstrate that a material has no effect on the chemical environment, then the material can be eliminated from modeling that scenario. More realistically, if the module can demonstrate that a material is involved to a significant extent in only certain chemical processes, then computer simulation is needed only for those processes. Of course, the modules are only as robust as their foundations; thus, the chemical role that any material plays must be examined carefully across the range of changing parameters to assure that assumptions have not been overly simplistic. If done correctly, the modular approach can streamline the computer modeling significantly without affecting the capability to comment on questions that are significant to repository design.
At present, our chemical modeling strengths lie in the ability to model the abiotic geologic system over long periods and a range of temperature and chemical conditions using aqueous geochemical modeling packages such as EQ3/6. This code is based on fundamental chemical principles and, thus, should be adaptable to any materials. However, adapting this code to simulate the long-term chemical degradation of nontraditional geologic materials involves two considerations: (1) significant chemical processes must be represented adequately, and (2) data for the appropriate phases must be represented in material-specific databases that support the modeling packages. The database requirements are described in detail in Section 3.2, with respect to cement. In the process, we hope that some general considerations involving the databases will become clear.
Two aspects of chemical processes also must be considered. First are those processes that have not yet been included in the code: abiotic processes, such as redox, which are fundamentally important to modeling metal degradation (this research is being developed within the Geochemical Modeling Task). Second are those processes that were not intended to be part of the code. These include all biotic processes, specifically the chemical consequences of microbial activity.
Modeling the chemical effects of biotic processes in a repository is a more demanding problem than those that traditional geologic models were designed to solve. Abiotic chemistry seems to adequately describe the rates and results of chemical processes in systems of traditional geologic interest. However, in a radioactive waste repository, the abiotic chemistry is only one part of the chemical needs. In a natural system-even in the deep subsurface-microbes are bound to be present (native and introduced), and many of the materials that may be introduced into a radioactive waste repository may provide nutrient sources to initiate microbial blooms (Horn and Meike, 1995) . Thus, in the rest of this chapter, we examine the state of abiotic and biotic modeling, primarily in terms of the requirements for modeling cement.
The material specific modules as well as the abiotic and biotic codes will be linked together via a modeling environment called Explorer™. The capabilities of this modeling environment are also in the initial stages of being tested.
Modeling Needs: Drift and Mountain Scale
The needs of the Yucca Mountain Project as defined in the Nuclear Waste Policy Act of 1982 (NWPA, 1983) as amended (Dec. 22, 1987) PL100203, Section 135(a) of 10 CFR Part 60 (NRC, 1988) , and 10 CFR 60 (NRC, 1990) push science and technology to the edges of present capabilities. In modeling, this is certainly true, especially when the goal is to examine the effects of multiple complex processes at different scales. Therefore, the Introduced Materials Task has initiated work in three-dimensional modeling. We chose a three-dimensional modeling software that can integrate a range of material properties (chemical, hydrological, and mechanical) , and that is established as a platform for modeling geologic processes. We plan to work from drift scale to repository scale, and ultimately, to mountain scale, progressively establishing those spatial and temporal characteristics that must be transferred to the next larger scale. Thus, we did not choose a software program that provided ease in initial rendering of the engineered features. Rather, we worked closely with Dynamic Graphics, Inc., to explore the limits of a geologic modeling program called EarthVision™ in its ability to render engineering details. The initial efforts toward drift-scale, three-dimensional modeling are discussed in Chapter 2.
Drift-Scale Modeling Using EarthVision™ Software
In this study, we wanted to determine whether repository design features could be represented within the EarthVision™ software modeling framework. EarthVision™ software was developed by Dynamic Graphics, Inc., for geologic modeling applications. It has been used elsewhere in the Yucca Mountain Project to visualize the structural geology of Yucca Mountain and the excavated block from Fran Ridge, which was designated for the Large Block Test. By using this package, we increase the potential of efficiently interfacing with other Yucca Mountain Project activities.
EarthVision™ is not a simple computergenerated architectural design (CAD) program. In fact, developing the visual display for drift scale features was much less straightforward than might be immediately apparent. The various features shown in these models were produced by routines that were originally formulated to produce geologic features. Therefore, all of the physical features were produced by combinations of faulting, deposition, erosion, and drilling.
Certainly, the work that went into producing these three-dimensional representations of potential repository designs would not be worthwhile if they were intended as only graphical representations. However, once built, the potential benefits are great. Our goal is to use these representations for drift-, repository-, and mountain-scale hydrological and chemical modeling. With EarthVision™, we can assign physical attributes to the various forms; thus, these attributes can be used to visualize the predicted evolution of the repository based on input from complex chemical, hydrological, and coupled chemical-hydrological models. We also can use it to locate materials, calculate volumes with ease, and locate the interfaces between materials (to highlight sites of a specified chemical reaction).
EarthVision™ software has two potential advantages; it allows us to: (1) use existing Nevada State Survey coordinate data to interface with existing geochemical and hydrogeological models, and (2) develop an interactive approach between drift, repository, and mountain scales to address hydrological and chemical questions. We expect that the first use of this software will be in support of drift-scale hydrological and chemical modeling, using the chemical formulations for grout and steel that have been provided by the Yucca Mountain Project (Appendix A).
This exercise has explored the limits of the EarthVision™ software in several ways with satisfactory results. The figures in this chapter demonstrate the software's capabilities. In Figure 1 , a repository layout that is being considered is plotted using Nevada State Survey coordinate grid references, so that it can be easily placed into any other EarthVision™ representation of Yucca Mountain processes. The actual relative sizes of main and emplacement drifts are shown. We demonstrated a level of detail sufficient to use modeling to help solve major hydrological and chemical questions concerning repository construction.
Figures 2 and 3 illustrate various aspects of the emplacement tunnel. The cutaway view of the tunnel shows how EarthVision™ can represent discontinuous shapes (Figure 2 ). We found that waste packages were more easily modeled with rounded ends. Although the depiction in this case is for computational simplicity, the shape may have some merits for structural integrity. Figures 6 through 10 illustrate the rock-support rock bolts. The oblique view of the service tunnel ( Figure 6 ) illustrates rock-bolt holes. Given standard spacing (1.5 m) as depicted on engineering drawings, 104 rock bolts would be used in a tunnel this long. A cross-sectional rendering ( Figure 7 ) and a cutaway view (Figure 8) show the rock-bolt holes for the main 7.6-m-diam service tunnel. Figures 9  and 10 show the cross-sectional rendering and cutaway view of a 20-m section of emplacement tunnel; given the standard spacing (1.5 m) as depicted on engineering drawings, 36 rock bolts would be needed for a tunnel this long. Using these visual and calculational tools, we can examine the chemical and hydrological effects of a plume of fluids equilibrated with cement (e.g., elevated pH) moving into the mountain. Also, the orientation and spacing of rock bolts can clearly influence hydrology. Using EarthVision™ software, we can examine how rock bolts influence hydrology at different scales, from single drifts, to the repository, and finally, to the entire mountain.
Because of its level of detail, EarthVision™ also can display individual rock bolts with grout (Figures 11, 12) , and it can model finite objects (Figures 13, 14) . Calculating material volumes is a straightforward procedure, as illustrated in Figures 13 and 14. Figure 13 shows Earth Vision™ has proven to be an admirable platform for the visual display of complex data over a range of scales (i.e., mountain, repository, drift, and the multiple material components of a single rock bolt). Thus, the potential exists to interface chemical modeling on all of these scales. The ability to link physical and chemical parameters with location and time will ultimately allow us to display these processes in time lapse sequences. However, even at this initial phase, the benefit of three-dimensional visualization, for example the potential impact of rock-bolt placement on hydrology, is immediately clear.
Concurrent with developing the capability to display the results of our modeling efforts within a three-dimensional geological context, we also foresee the need to couple multiple codes that operate on varying levels of complexity to describe specific scenarios. For example, at the drift scale, scenariospecific modeling is more efficient in terms of computational time. To do this, we must be able to link smaller material-and process-specific models into a modular environment. Explorer™ is the software with which we will do this work; it is described in the Section 3.1. As shown, calculating material volumes is a straightforward procedure. 
The Module Concept: Developing the Capability to Model Complex Chemical Scenarios
Modeling complex chemical scenarios in a natural environment over a long period of time will require the coupling of chemical processes that do not involve biological activity (abiotic) with those that do (biotic). In an unperturbed geological environment, the biotic processes may not be a significant factor in determining chemical reaction rates and the products of chemical reactions. However, in the perturbed setting of a radioactive waste repository, to which many potential microbial nutrients have been introduced, this potential exists.
Modeling natural chemical processes is most advanced in the area of abiotic models, which include inorganic chemistry as well as organic chemistry such as the nonbiological breakdown of petroleum products. In this area, the modeling codes and the extensive databases that are required to model complex abiotic processes, including the natural materials and many of the introduced materials (e.g., metals and petroleum products), are well developed and are based on first principles. There are specific materials, the most significant of which may be ordinary portland cement (OPC) compounds (depending on the finalized design concept and its requirements) for which the thermodynamic database could be improved. These issues are discussed in Section 3.2. In the case of organics, the kinetic parameters of the abiotic model require some adjustments to fit experimental data. However, adjustment of the abiotic model to reflect the abiotic degradation of organic materials may not be necessary because, as will be addressed in Section 3.3, the rate-determining factors may be microbial activity.
Microbially mediated chemical activity involves enzymes, which lower the activation energy of a chemical reaction and may result in the production of different chemical intermediates (Lehninger et al., 1993) . Thus in the near-field environment, rates of reaction (including corrosion) as well as the chemistry of water in contact with waste packages and the composition and quantity of colloidal materials exiting the near-field environment may be significantly different than those predicted by abiotic models alone. To validate chemical predictions based on abiotic models, it must be established for each material and for applicable time periods that biotic activity is either insignificant or that the abiotic models are properly coupled with consistent biotic models. The coupling of abiotic and biotic models is not straightforward because abiotic models are rudimentary at best and, for the purpose of long-term modeling, are nonexistent.
To take advantage of existing modeling capabilities and to ameliorate codes of varying complexity, we plan to use a modular modeling environment. Preliminary steps to create this modeling environment have been conducted using Explorer™ software. The utility of this approach is explained Section 3.1.
The Explorer™ Modular Modeling Environment
Explorer™ software is most often used to visualize complex data sets from existing Fortran and C programs, especially those for which properties are linked to a three-dimensional spatial coordinate system. However, because it has the capacity to accept user-built modules, it can also be used to encapsulate an existing program (in Fortran or in C) into a module (Figure 15 ). When used to develop complex chemical modeling capabilities, the modules-to which data can be introduced, variables modified, and other modules connected through a user interface-are interesting entities in themselves. For this purpose, multiple modules can be connected together, the connections establishing and documenting the flow of data (Figure 16 ). Thus, Explorer can provide an interface between any software output (e.g., Earth Vision and EQ3/6 or coupled geochemical hydrological codes).
As part of our work for the Introduced Materials Task, we are using Explorer™ to encapsulate the EQ3/6 software package, written in Fortran, into three modules: EQPT, EQ3NR, and EQ6. Once these three pieces are encapsulated into a module, they can be interconnected to form the EQ3/6 map (shown in Figure 16 ). The new system has the advantages of a visual system: direct visualization of simulation parameters in multiple dimensions, and
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Module the ability to control variables via easily monitored and manipulated widgets. This system will also enhance our ability to address computational complexity. The maps, which reproduce complex chemical modeling paths, can be archived. As such, they represent a step forward in the repetition of complex modeling scenarios and the documentation of computer modeling.
The ability to produce module maps and to imbed whole maps inside modules creates a functional hierarchy of computational maps. Thus, this ability provides a method for conducting the series of complex and repetitive calculations that must be used to develop chemical modeling capabilities and the simulation scenarios. First, and most immediately, this encapsulation facilitates database development. Second, it will help us develop materialspecific maps, which can be used to address and support design decisions. The first such map developed will be specific to cementitious materials. Third, encapsulation will allow us to introduce modules that can be used in concert with EQ3/6. These additional modules will address the chemical consequences of microbial activity that are not easily described by EQ3/6 (see Section 3.3).
Abiotic Modules
The EQ3NR/EQ6 Modeling Code and Associated Databases
The EQ3NR/EQ6 software package (Wolery 1992a,b; Wolery and Daveler, 1992 ) is composed of three executable programs (EQPT, EQ3NR, and EQ6) and a number of databases that are used at the modeler's discretion (Figure 17 ). Because EQPT simply formats databases to be readable by EQ3NR and EQ6, it is not shown in Figure 17 . The input file for EQ3NR contains the analytical composition of the solution (including total concentrations of dissolved components, pH, Eh, and oxygen fugacity). The code calculates the distribution of chemical species, using thermodynamic data located in the selected database. The output consists of an output and a pickup file, which is used to initialize the EQ6 input file.
EQ6 models the reaction of the aqueous solution with a set of minerals and gases, as well as fluid mixing and temperature changes. Five data files are now available. Three of these (COM, SUP, and NEA) may be used with either the Davies equation or the B-dot equation to calculate the activity coefficients. Their use is restricted to rather dilute solutions (ionic strength less than the seawater reference value). The two other data files (HMW and PIT) use Pitzer's (1979) equations and are suitable for modeling high-concentration solutions. Table 1 lists the salient features of each database, which are described as follows:
SUP database. Based entirely on the SUPCRT92 program (Johnson et al., 1992) , the SUP database has a high level of internal consistency. The database covers a wide range of chemical species but does not contain much data related to calcium-silicatehydrate species that might be formed in cements at temperatures between 60 and 300 ° C.
NEA database. The NEA database was produced by the Data Bank of the Nuclear Energy Agency of the European Community (Grenthe et al., 1989) and is specifically tailored to conduct uranium studies. HMW database. The HMW dataset is based on Harvie et al. (1984) . It can be applied to both dilute solutions and concentrated brines at 25 ° C. It also has a high degree of internal consistency, but it treats only the components present in the seawatersaltwater system. Important elements for modeling cement in a geologic repository, such as Al and Si, are not included in this database.
PIT database. The PIT database is based primarily on data summarized by Pitzer (1979) . This data file also can be applied to concentrated brines between 25 and 100 ° C. It covers a larger set of species than the HMW database, but it does not address the silica and inorganic carbon species that are needed to model cement in a geologic repository. In addition, it contains some internal inconsistencies.
COM database. The COM dataset represents a melange of data found in the SUP and NEA datasets as well as data from the HMW dataset. Other data in this database were obtained by correlation or interpolation, so it offers the least assurance of internal consistency. However, it is the only means available for modeling problems with a high degree of compositional complexity. ,,,,,,,,,,,,,,, ,,,,,,,,,,,,,,,, ,,,,,,,,,,,,,,,, ,,,,,,,,,,,,,,,, ,,,,,,,,,,,,,,,, ,,,,,,,,,,,,,,,, ,,,,,,,,,,,,,,,, ,,,,,,,,,,,,,, 
Systems Containing Cementitious Materials
Using the EQ3NR/EQ6 software package for geochemical modeling and the associated databases, we are also developing the capability to simulate the chemical behavior of cementitious systems. This work was originally conducted within the YMP International Program Fundamental Materials Task (USDOE/AECL Subagreement No. 2). The Fundamental Materials Task was completed in FY 1995, and the subsequent work is within the scope of the Introduced Materials Task. The ultimate goal is to create a module to simulate the abiotic degradation of cement using EQ3/6 and Explorer™ (Figure 18 ).
Within the Explorer™ framework, this module will operate independently or interact with other abiotic materials modules or modules that simulate the chemical effects of microbial activity. The part of the Fundamental Materials Task study described in this report is an assessment of the available thermodynamic databases. Each database has been developed with a specific need in mind. It has been fundamentally important, then, to demonstrate the capabilities of each database and to assess whether any of the databases is adequate and internally consistent for simulating chemical reactions related to cementitious materials in a geologic setting.
In this report, the terminology "cementitous material," refers to the suite of compounds that are formed using Portland cement (PC) grout. Usually aggregate or other additives are used to provide a formulation with desired curing properties, viscosity, and strength. Given that a number of formulations may be used in a potential repository for a variety of applications (e.g., invert, Fibercrete™), our initial effort has been to focus on the PC grout that is common to all the formulations.
PC grout is composed of about 67% CaO, 22% SiO, 5% Al 2 O 3 , 5% Fe 2 O 3 , and 3% other constituents (see, for example, Taylor, 1990) . Given that the primary components of grouts are calcium and silicon oxides, the first step of this work was to define the requirements for including simulations of crystalline calcium-silicate-hydrate phases at elevated temperatures. These phases and their solid Figure 18 . An illustration of the Explorer ™ map concept applied to the EQ3/6 software package. Appropriate databases and defaults will streamline this module for simulating cement degradation. ,,,,,,,,,,,, ,,,,,,,,,,,,, ,,,,,,,,,,,,, ,,,,,,,,,,,,, ,,,,,,,,,,,,, ,,,,,,,,,,,,, ,,,,,,,,,,,,, ,,,,,,,,,,,,, ,,,,,,,,,,,,, 
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solutions are expected either to be present in cementitious materials or to be necessary to conduct chemical models of the phases that are present in cementitous materials. Carbon dioxide also has been included in this step because it reacts with many crystalline calcium-silicate-hydrate phases.
Evaluating Common Minerals in the Ca-Si-CO 2 -H 2 O System
In the first series of modeling exercises, we simulated the dissolution of calcite and wollastonite for temperatures between 25 and 90 ° C. The relationship between the crystalline phases of the Ca-Si-H 2 O system and the prediction of chemical properties of cementitious materials at elevated temperature is discussed in Meike et al. (1994b) and Bruton et al. (1994) . We have added a fourth component to the system to address the known sensitivity of some of the phases in the Ca-Si-H 2 O system to CO 2 . Detailed presentation and interpretation of the results are outside the scope of this document but will be described in the final report for the Fundamental Materials Task (YMP International Program, AECL/USDOE Subagreement No. 2) (to be published, depending on the program status). In this section, we present the type of work and the goal of the modeling work that is being conducted in this area.
At the time this work was conducted, the International Programs Fundamental Materials Task was the only area in the Yucca Mountain Project addressing issues related to the degradation of cementitious materials at elevated temperature. At present, the scope of that task has beenincorporated into the more general chemical modeling program of the Introduced Materials Task. Two extreme scenarios will ultimately be modeled and examined in full. One extreme represents the case in which the drifts experience free exchange with the atmosphere. In the chemical simulation, this scenario is represented by fixing the fugacities of the gases of interest, O 2 and CO 2 in the case of the current Ca-Si-CO 2 -H 2 O system. This is referred to as the "fixed" case. The other extreme represents the case in which the drifts are completely sealed from the atmosphere, and thus the gases are allowed to evolve through time. In the simulation, this scenario is represented by allowing the fugacities to evolve with reaction progress. This is referred to as the "unfixed" case. In both the fixed and unfixed cases, the gases are treated as separate reactants, analogous to a physical situation in which a gas reservoir is in contact with the fluid (Figure 19) . The modeler chooses a value for the size of the reservoir; thus, another method of modeling an unventilated case is to fix the gas fugacities, but Figure 19 . Schematic of (a) an open (fluid-centered) system and (b) a closed system for EQ3/6. choose a small reservoir size, which is depleted through the simulation. Conversely, to establish that a fixed-gas simulation represents a ventilated drift, the modeler must establish a large enough reservoir size that the fugacity at the end of the run is identical to the beginning. Two other modeling options are possible that represent the physical nature of the system. These are referred to as "open" and "closed." The open system represents a packet of fluid that moves past mineral phases. In the simulation, this physical situation is modeled by excluding further reaction between the fluid and precipitated phases. The closed system simulation is analogous to a closed reservoir in which precipitated phases may continue to react with the fluid as it evolves. Open and closed systems will be investigated for both the fixed and unfixed cases. At this stage of the investigation, we have only pursued the fixed-gas scenario.
For each scenario, we simulated the evolution of five water compositions (Figure 20 ). These water compositions are the test cases available with the EQ3NR/EQ6 software package, and they cover a wide range of pH and salinity conditions. To date, we have studied three water compositions: • J13 well water, which is commonly used to represent the groundwater composition in the Nevada Test Site.
• A seawater file that contains the full benchmark test case of Nordstrom et al. (1979) .
• An acid mine water, which corresponds to an analysis of Nordstrom et al. (1979, their Table II , Column B) in the Hornet effluent. We also are studying two other compositions: • A carbonate aquifer groundwater composition that was part of Example 5 of INTERA (1983), a study comparing EQ3/6 with PHREEQE (Parkhust et al., 1980 ). • A dead-sea brine composition, after Marcus (1977) .
Only the COM and SUP data files could be tested for these simulations. The other databases were eliminated because elements important to this simulation were not represented. The NEA file contains data that are mainly relative to uranium. The PIT database is lacking data on silicon and carbon. Silicon is also lacking in the HMW database, and later, the lack of Al species will be of concern.
We conducted simulations at 25, 50, and 90 ° C. The last two temperatures were selected in anticipation of future modeling comparisons between results obtained with these databases and results we will obtain with the thermodynamic data generated by Atkins et al. (1992 Atkins et al. ( , 1994 . Figures 21 and 22 and Table 2 show the results obtained using the COM data file for the acid mine water composition at selected temperatures and CO 2(g) partial pressures. As might be expected, a relationship between pH and CO 2(g) partial pressure is clear in the closed system simulation (Figure 21 ). Thus, one would
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Chemical Modeling of Available Crystalline Ca-Si-Hydrate Phases in the COM Database
The second series of exercises concerns the thermodynamic data available for crystalline CaSi-hydrate phases in the COM data file. Simple modeling tests were conducted using 1 mole of each Ca-Si-hydrate phase (tobermorite-11Å (1.1 nm), xonotlite, and okenite) in a liter of deionized water at 25 ° C with various partial pressures of CO 2(g) (10 -3.4 to 1 atm). For all of the partial pressures, the results show a complete dissolution of the C-S-H phase associated with the formation of quartz and calcite. The formation of quartz is not expected in this case; amorphous silica or cristobalite are the more likely SiO 2 phases to form under these conditions. The set of thermodynamic data we used was put together to study natural rockgroundwater interaction and does not contain some of the thermodynamic information necessary for modeling the cementitious systems in a natural environment (e.g., Bruton et al., 1994; Meike et al., 1994b) . Thus, new thermodynamic data are being acquired, and geologic and extant databases for cement systems are being compiled to incorporate these new data. 
Developing New Databases that Contain Ca-Si-Hydrate Phases
Three data sets for the Ca-Al-Si-S-Mg-H 2 O system were assembled by Atkins et al. (1992 Atkins et al. ( , 1994 for temperatures of 25, 50, and 90°C. These data describe almost completely the composition of minerals in a cement system. A database file compatible with the EQ3/6 software package will be developed from these data using the GEMBOCHS software. A second CEMENT database is being developed in parallel through GEMBOCHS, using the SUP database as a starting point. These databases will be completed and tested against experimental data obtained within the Introduced Materials Task and data from the literature.
Assessing the Needs for a Biotic Chemical Model
There are numerous reasons for understanding the consequences of microbial activity on a highlevel radioactive waste repository and developing tools to predict them. Some of these are described in Horn and Meike (1995) . Perhaps the most important reasons are to:
• Predict chemistry (both aqueous and material degradation, such as corrosion) and transport characteristics for long time periods in a setting that will contain natural and introduced microbes and in a manner that is consistent with existing abiotic chemical and hydrological models.
• Evaluate the effects of microbial activity on repository material behavior (e.g., corrosion and other types of degradation), and use the results to optimize repository design.
• Focus experimental work toward resolving the significant issues involved in the geologic storage of high-level radioactive waste. As discussed in Horn and Meike (1995) , microbes can significantly affect repository performance. They can affect the rates and mechanisms of metal corrosion, which is important in estimating the failure rate of waste containers. They can modify the chemistry of the groundwater in contact with repository materials, such as cement, including changes to the pH and Eh of the fluid (see, for example, Rogers, 1995) and may generate significant pressures of such gases as CO 2 and H 2 S as products of metabolic processes. These changes affect the degradation rates and mechanisms of all materials present in the repository (e.g., Rosevear, 1991) . Finally, microbes also can produce organic compounds such as chelating ligands that can solubilize radionuclides once they escape a failed waste package.
Traditionally, microbiological studies tend to emphasize experimental studies or the study of natural systems. However, as in the abiotic case, modeling is the only way to rigorously examine the long-term effects of complex chemical systems that contain microbial populations. In addition, as various potential repository design options are considered (e.g., thermal loading, engineered barrier and waste package materials, and hydrologic regime), we need a convenient but robust method to make design choices based on an understanding of microbial activity, so we can minimize any potential negative effects that are determined to be significant. Clearly, a model that couples the relevant repository parameters with microbial effects and interfaces with relevant abiotic chemical and hydrological models is the best way to accomplish this task.
Microbially mediated chemistry that significantly modifies the abiotic chemical system must be included in the model to predict the chemical evolution of a high-level radioactive waste repository over long time periods. Such modeling can be approached from anywhere on a spectrum between two end extremes: (1) a mechanistic model that explicitly accounts for individual microbial metabolic processes, which are in turn coupled to all abiotic processes; and (2) a simple box model that treats microbial effects as simple chemical inputs or outputs from the system. It is desirable to generate a mechanistically based model that can more rigorously predict the effects of changing parameters on repository behavior, and that would be more compatible with the level of sophistication of the abiotic chemical modeling codes that have been applied to this project. However, the complexity and lack of quantification of most microbially influenced processes make such an approach unproductive at this time. The fact that microbes actively evolve, and different populations thrive as conditions change accentuate this difficulty (Hanselmann, 1986) . Our intention then is to begin with the simple models described in Section 3.3.1. As we improve our understanding of the kinds of information required to construct the more sophisticated models described in Section 3.2.2, we will begin to develop models that can be integrated with existing abiotic aqueous chemical modeling codes, such as EQ3/6.
Simple Models
Although it is not possible to produce rigorous models of microbially related chemistry at this time, much progress may be made toward determining the relative significance of microbial effects with a simple box model.
A box model treats microbial processes as a simplified chemical reactor. We can view microbial reactions as enzymatically controlled chemical processes that are governed by the size, identity, and metabolic state of the microbial community as well as the traditional abiotic chemical parameters such as pH and temperature. Each microbe must have an energy supply, a source of carbon, and a set of nutrients essential for life. The energy supply generally involves an electron acceptor-donor process; the carbon supply is usually some form of organic matter or carbon dioxide; and most microbes need sufficient amounts of nitrogen, phosphorous, and sulfur to live. Other elements are needed in trace amounts but are generally not limiting in terms of microbial growth, especially in a heterogeneous repository environment. Water is also essential, and temperature is an important limiting factor. For a review of these considerations with regard to a potential repository at Yucca Mountain, see Horn and Meike (1995) . Although specific microbes exist over subsets of this range, it is possible to establish, for this first step, a range of temperature over which microbes are active, as opposed to inactive (e.g., spore, dormant, or dead state).
The first step in using a box model to understand microbial effects in a repository is to establish limits to the total amount of microbial activity possible in the repository based on the microbial needs listed above (e.g., energy, carbon, nutrients, water, appropriate temperature). This type of approach is described well by McKinley and Hagenlocher (1993) for the Swiss High-Level Waste (HLW) and Low/Intermediate-Level Waste (LILW) repositories. They examine the energies available from all redox reactions possible for the materials present in the repository that can thus be used by microbes. This information is combined with an estimate of how much energy is needed to synthesize the compounds that make up biomass (this number is 0.1 mole of ATP 1 to produce 1 g of dry cell mass, which is equivalent to 450 kJ/mole if the efficiency of energy utilization is 10%). With this approach, the total biomass that can be sustained can be related to the masses of redox species that are present. Finally, if one can assume an average biomass metabolic rate, then the chemical effects of the biomass in terms of corrosion enhancement, ligand production, gas production, or any other rate of chemical change can be estimated and related to overall repository behavior.
A similar simplified approach can be used to determine the maximum possible biomass based on the amounts of essential nutrients (phosphorous, nitrogen, and sulfur) present in the repository. An average biomass is defined in McKinley and Hagenlocher (1993) to have the composition C 160 (H 250 O 80 )N 30 P 2 S. The total amount of possible biomass is simply the total amount of accessible nutrient divided by its weight fraction in biomass.
This calculation is complicated somewhat because nutrient availability may be a function of the corrosion rates of repository materials, whose rates themselves depend on active biomass. Some nutrients are available only if they are released during the corrosion of repository materials. The overall process is therefore coupled and amenable to modeling provided that some quantitative information on the type of coupling is available.
Applying this approach to the Swiss HLW repository, McKinley and Hagenlocher (1993) found that for a bounding calculation not limited by microbe mobility, the overall biomass was limited by energy availability-not nutrient availability. In particular, the amounts of nitrogen, phosphorous, and sulfur available in the backfill are much higher than the total mass of electron donors needed to fuel microbial growth. The only exception is during the first 10 years of repository existence where the availability of oxygen is expected to be high, and as a consequence, energy availability should also be high. The availability of O 2 over time in a potential Yucca Mountain repository drift is still under discussion because boundary conditions have not been established for the availability of air through the mountain's fracture system, the amount of time that the repository drifts will be ventilated artificially, and the amount of chemically conditioned backfill that may affect the fO 2 . Although not necessarily completely analogous to the potential Yucca Mountain repository, it is illustrative to follow through the calculation as an exercise.
The biomass production rates calculated for the Swiss HLW repository range decrease from an initial rate of about 300 g of dry biomass/year for each waste package to long-term rates of about 0.3 g/year for each waste package. These values can be used to constrain likely production rates of byproducts such as organic ligands and gas generation, which in turn affect radionuclide transport rates and repository performance. For this case, even at maximum biological activity, the total production of organic complexing agents is only approximately equal to the estimated release rates of radionuclides. The net effect of microbial activity in terms of solubilization of radionuclides is therefore small for this repository.
Given that the conditions of the Swiss repository (e.g., granitic rock, repository design, saturated rock) are quite different, the findings of McKinley and Hagenlocher (1993) cannot be directly applied to a potential Yucca Mountain repository. However, this simple sort of analysis should be performed for a Yucca Mountain repository, to help prioritize work related to microbial activity. The approach could also be used to examine how repository performance affects changes to the material present in the repository, which would help us select the best materials for the engineered barrier design.
Information gained from this simple box model approach should be used to prioritize and guide more detailed work on microbial effects. More sophisticated models of microbial effects should then be generated using this more detailed information. However, because of the complex nature of microbial processes-in particular, their abilities to evolve with time and express new genes when environmental conditions change-and the diverse nature of microbial communities, it is unlikely that we could produce a reliable mechanistic chemical model for microbial behavior in the short term. Our best approach is to use our information on microbial behavior to define worst-case scenarios, identify parameters that limit microbial productivity, and incorporate these results into our task of designing the engineered barrier system.
Using EQ3/6 to Model Microbial Effects
Thermal and other perturbations of a microbially mediated chemical system occur as a complex function of microbial identity, microbial activity, and colony growth (biomass). In addition, individual species function over a relatively narrow temperature range. Thus, even with respect to the traditional chemical parameters, biological reactions operate according to different laws from those for abiotic reactions. However, although not identical to the abiotic case, it should be productive to take a similar approach to existing abiotic chemical modeling to use the chemical laws of microbial chemistry to predict long-term chemistry. This approach is also consistent with our ultimate goal, which is to develop models that can be operated in tandem with the abiotic models.
The net chemical effect of a community of microbes can be thought of as a set of mass inputs and outputs. For example, an autotrophic bacteria may take in bicarbonate as a carbon source, and it may oxidize iron to ferrous iron as an energy source. As by-products, the bacteria may make acetate and, as a consequence of oxidizing iron, lower the pH. Using experimental observations of this type of bacteria in an environment similar to an anticipated repository environment, we should be able to write a reaction that describes the overall chemical effects of this bacterial population. For each gram of active biomass, we can relate a positive flux of acetate and acid generation, and a negative flux of iron and bicarbonate.
At the simplest level, models of microbial activity can be used as input into EQ3/6 (Wolery, 1992a) . This approach offers the potential for modeling at a fairly high level of complexity in a short period of time. Although microbial activity is not explicitly provided for, the overall effect of microbial activity on repository corrosion processes can be. Such an approach allows us to account for the net effects of how microbes alter the local chemistry of their environments. Thus, the chemical effects of microbial activity can be rigorously coupled to material interactions in the repository without specific identification of all microbial species in the repository or explicitly providing for the details of microbial activity. This type of model obviously lacks feedback from system parameters to the microbial processes. Feedback between environmental conditions and microbial activity is the most difficult part of implementing microbial activity into the simulation. However, if empirical relationships between microbial activity and environmental parameters such as temperature and pH are available, they can be readily incorporated into the simulation. For example, microbial productivity is almost certainly pH dependent. Most bacteria live only over a restricted pH range.
The next step in making this type of model more realistic would be to incorporate feedback between environmental parameters and microbial productivity. If the pH changed significantly, it is likely that a new type of microbial population would exist, with a different set of chemical effects. Likewise, if microbial activity were to change the pH, the equilibrium condition between the aqueous fluid and the material with which it is in contact would be changed. EQ3/6 can incorporate these types of complexities into the simulation. Experimental data on the biomass production rates of any variety of microbial populations that are dependent on pH, or on any other parameter related to the chemical response or influence of microbial activity, can be entered as reactants in the simulation. Kinetic control of these rates is also possible if appropriate rate data are known. Given the complexity and interdependency of some of these factors, it may be necessary to enter the numerical relationships as reactants into EQ3/6 and, in a stepwise or iterative fashion, to consider the chemical effects of the microbial population.
The presence of other repository materials can also be included in the simulation so that coupling between all chemical processes is properly accounted for. For example, the simulation may include the host rock, a metal canister, and cement. As the reaction proceeds, we must account for the effect of acid generation on pH stability, the effect of acetate generation on metal corrosion, and the effects of using bicarbonate. The system will evolve and have a pH that is controlled by the coupled interactions of all these pH-dependent reactions. Likewise, the complete solution composition can be calculated for any step along this reaction process.
The ability to do this stage of modeling will be enhanced by the use of Explorer™ software.
Our ultimate aim is to find an approach that can be integrated into a sophisticated feedback link with the existing EQ3/6 code. We aim to frame descriptions of microbial activity in forms that mimic the abiotic thermodynamic and kinetic descriptions. To do this, we must distinguish between the two types of processes: (1) those that can be seen as perturbations from an equilibrium state, or as part of a new, microbially mediated equilibrium state, and thus comprise a module that will interact with EQ3; and (2) those that affect rates of change, and therefore the kinetics, and thus comprise a module that will interact with EQ6 ( Figure 23) .
In developing the descriptions, we seek to define microbial activities in terms of three types of processes: processes or conditions that can represent standard states, those that can be described in terms of rates of change, and those in which transfer of mass, energy, or other quantifiable units sum to zero. We will define standard states as points of reference so we can quantify deviations from those points. Describing processes in terms of equations that sum to zero has many advantages. For example, it ensures internal consistency and provides a foundation for expanding from simple to multicomponent systems.
Electronic Structure Calculations of Ca-Si-Hydrates
Many phases in the crystalline Ca-Si-H 2 O system can develop in cement exposed for long time periods to temperatures above 25°C. The phases themselves are found both naturally and in synthetic systems. As a consequence of their appearance in cements exposed to elevated temperatures, chemical reactions involving these phases can affect not only water chemistry (see Sections 3.1 and 3.2) but also the relative humidity of a radioactive waste repository that contains significant amounts of cement. To predict and simulate these chemical reactions, we are developing an internally consistent database of crystalline Ca-Si-hydrate structures (see Section 3.2). The experimental aspects of the synthesis and characterization of pure phases for the purpose of measuring thermodynamic parameters is discussed elsewhere (e.g., Barnes et al., 1996; Martin, 1995; Bruton et al., 1994; Meike et al., 1994b) . However, given the difficulties inherent in directly measuring the thermodynamic parameters of these phases, we have undertaken a set of first-principles electronic structure calculations.
Electronic structure calculations, and the linear muffin-tin orbital theory in particular, are standard methods for approaching the physical properties of metals and metal alloys, semiconductors, and simple insulators (see, for example, Anderson, 1975; Skriver, 1984) . In the past, these methods have been confined to small systems of less than 20 atoms in a unit cell. Thus, calculations for wollastonite and xonotlite, which contain a 30-atom unit cell and a 62-atom unit cell, respectively, would normally have been out of reach. However, recent developments in algorithms and computer power have brought larger systems within the range of these calculational techniques.
The goal of this modeling effort is to determine the energetics of hydration for crystalline Ca-Sihydrate phases. The work performed to date represents an initial step in this direction. The initial results for the first phases undertaken represent the water-poor end members, wollastonite (CaSiO 3 ) and xonotlite (Ca 6 Si 6 O 17 (OH) 2 ). The results, reported in Sterne and Meike (1995) , are summarized here.
The calculated ground-state properties of wollastonite and xonotlite are in good agreement with experiment and provide equilibrium lattice parameters within 1 to 1.4% of the experimentally reported values. The roles of the different types of oxygen atoms, which are fundamental to understanding the energetics of crystalline Ca-Sihydrates, examined in terms of their electronic state densities, appear to be in good agreement with experiment for the lattice parameters and internally consistent when comparisons are drawn between the two structures. The exercise, completed with wollastonite and xonotlite, demonstrates the applicability of these electronic structure methods in calculating the fundamental properties of these phases. The electronic structure calculation methods are demonstrated to give reliable results, even for the relatively large wollastonite and xonotlite unit cells. Thus, applying this new approach to the study of calcium silicate hydrates appears to be fruitful not only in terms of the ability to calculate heats of formation but also by virtue of the insight that it can provide into the nature of hydration and dehydration.
Summary
The modeling activities required to predict the chemistry of water in contact with concrete and its degradation products cover a broad area, from developing databases for existing abiotic codes, to developing codes that can simulate the chemical impact of microbial activities at a level of sophistication equivalent to that of the abiotic modeling codes, and ultimately, to simulating drift-scale chemical systems in support of hydrological, geochemical, and engineering efforts.
This report primarily describes the conceptual framework upon which work in all of these areas will be built. Although the present report is specific to the development of models to simulate the degradation of cementitious materials, similar effort is required for all types of construction materials that might be used in a potential repository. Developing such models will require a strong interaction between the integration, experimental, and modeling activities within the Introduced Materials Task as well as interactions with researchers working on repository and waste package design, performance assessment, and near-field environment technical areas.
Appendix A: Materials Used in the ESF North Ramp
In this appendix, we describe the materials used to build the north ramp of the Exploratory Studies Facility (ESF). This information was provided to the Introduced Materials Task by Ralph Dow (personal communication to A. 
Aggregates
Both fine aggregates and coarse aggregates come from the Wulfenstein pit. Other than quality and gradation, there are no requirements in the specification or in the referenced ASTM as to rock type or chemical composition (not verified).
Water
Water quality and chemistry shall conform to ASTM C94 (not verified).
Admixtures
Masters Builders Polyheed is a cementdispersing agent used as a water-reducing agent for pumpability. Liquid chemical is added at a percentage of 2%. The composition is undetermined, although the Material Safety Data Sheet (MSDS) indicates the presence of triethanolamine and ammonium thiocyanate in <10% quantities. Hazardous decomposition products include: oxides of carbon, sulfur, and nitrogen; ammonia, hydrogen sulfide, and hydrocyanic acid.
Master Builders MB QSL 100 is added as an accelerator to increase early strength. This liquid chemical is added in a percentage of 2 to 6% of cement, and contains sodium aluminate from 30 to 60%. No other chemical components are listed on the MSDS. Two other admixtures, both of which are silica fume, were not specified for the ESF in the 501 mix.
Material
1. Master Builders MB-SF silica fume mineral admixture is a pozzolan that reacts chemically with the concrete to increase the amount of calcium silicate hydrate gel formed, thus improving strength and permeability. It can be used in quantities of 5 to 15% of the weight of cement. Chemical components are as follows:
• Silica fume-greater than 99%
• Silica dioxide-none
• Crystalline quartz-less than 1%
2. Sikacrete 950 DP is a densified dry powder microsilica admixture (amorphous silica) SiO (added for strength). It can be used in quantities of 5 to 15% of the weight of cement.
Steel Sets
Steel sets include steel lagging, steel foot plates, steel set connection, shim plates, steel wedges, and miscellaneous steel. Steel set size is W8 × 31, 25-ft diam.
Reference: ASTM A36 (bolts and nuts come under ASTM A370 & A563).
Specification: BABEE0000-01717-6300-02341 Rev 002.
Materials for steel sets will be tested for strength, ductility, and chemical composition. Tensile and yield will be tested according to ASTM A370 Sec. 13 and ASTM A370 Sec. 14, respectively. Chemical analysis will be done according to ASTM A751 and E30. Chemical requirements of ASTM A36 steel is as follows (actual steel sets 12/18/94): *All thicknesses.
1. Manganese content of 0.85-1.35% and silicon content of 0.15-0.40% are required for shapes over 426 lb/ft.
2. For each reduction of 0.01% below the specified carbon maximum, an increase of 0.06% manganese above the specified maximum will be permitted up to the maximum of 1.35%.
3. When zinc-coated (galvanized), zinc is added to metal on the basis of oz./ft 2 (ASTM A390).
4. When an alloy is specified, an example of typical composition is as follows (from ASTM E1282): 
Product
