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Abstrat
The subject of this thesis is the search problem in automatic speech recognition. The search
is responsible for matching an incoming acoustic speech signal with statistical speech mod-
els, in order to find the word sequence which is most most likely to have been spoken. In
principle, it is necessary to enumerate all possible word sequences, to compute a likelihood
for each word sequence according to the models, and to select the best one. When the vocab-
ulary is large, then such a straightforward approach is not feasible, due to the huge number
of possible word sequences; instead, state-of-the-art approaches transform the models into
compact search network structures, match the input signal time-synchronously against the
search network, and exploit recombination and pruning to limit the search effort.
In this work, we analyze existing search strategies, combine them, and introduce novel ex-
tensions which further improve their efficiency and precision. We give a holistic overview
of the ingredients required for efficient search.
We investigate how the search network should be structured, and how the search space can
be managed most efficiently. Normally, the search space depends on the language model;
we introduce a novel search space management algorithm, which partially decouples the
search effort from the language model’s order.
We introduce a novel framework which explains why pruning is possible, and which helps
motivating and finding effective pruning methods; it establishes a direct relationship be-
tween pruning and recombination. Then we analyze common pruning methods regard-
ing effectiveness and motivation, introduce novel pruning methods, and propose improved
look-ahead techniques which make the pruning more effective.
Pruning induces a certain amount of search errors, and usually a specific trade-off between
precision and efficiency needs to be selected manually. In a last step, we show how search
errors can be detected, and derive a search algorithm which allows efficient search without
search errors.
All methods are evaluated experimentally on a variety of state-of-the-art speech recognition
tasks. On all tasks, a considerable reduction of the search space is achieved using the new
methods, and overall, a speedup of the core search by a factor of more than 10 is achieved in
comparison to the baseline method.
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Zusammenfassung
Das Thema dieser Arbeit ist die Suche für automatische Spracherkennung mit großem
Vokabular. Die Suche vergleicht ein akustischen Eingangssignal mit statistischen
Spracherkennungs-Modellen, um diejenige Wortfolge zu finden, welche bezüglich der
Modelle am wahrscheinlichsten erscheint. Im Prinzip müssten sämtliche Wortfolgen
aufgezählt werden, und für jede Wortfolge müsste eine Wahrscheinlichkeit bezüglich der
Modelle berechnet werden, um anschließend die beste Wortfolge auszuwählen. Dieser
naive Ansatz ist aber nicht vereinbar mit einem großen Vokabular, wegen der enormen
Anzahl möglicher Wortfolgen. Moderne Verfahren transformieren die Modelle in kompakte
Such-Graphen, vergleichen das Eingangssignal Zeit-synchron mit den Graphen, und
verwenden Rekombination sowie Pruning um den Suchraum einzuschränken.
In dieser Arbeit untersuchen wir verschiedene existierende Suchverfahren bezüglich ihrer
Effizienz, kombinieren deren Vorzüge, und schlagen neue Erweiterungen vor. Wir präsen-
tieren eine ganzheitliche Übersicht über die Komponenten, welche ein effizientes Suchver-
fahren ausmachen.
Wir beschäftigen uns damit, wie der Suchgraph strukturiert sein sollte und wie der
Suchraum möglichst effizient verwaltet werden kann. Normalerweise ist der Suchraum ab-
hängig vom Sprachmodell; wir führen ein neues Verfahren ein, mit welchem die Größe des
Suchraums teilweise von der Ordnung des Sprachmodells entkoppelt werden kann.
Wir führen eine neue Theorie ein, mit welcher erklärt werden kann, warum Pruningmöglich
ist, und welche dabei hilft, neue effektive Pruning-Verfahren zu entwickeln; dabei wird ein
direktes Verhältnis zwischen Pruning und Rekombination hergestellt. Anschließend unter-
suchen wir übliche Pruning-Methoden bezüglich ihrer Effektivität und Motivation, führen
neue Pruning-Methoden ein, und schlagen neue Look-Ahead Techniken vor, welche die Ef-
fektivität des Prunings weiter verbessern.
Durch Pruning werden stets Suchfehler eingeführt, und es muss manuell ein ausgewo-
genes Verhältnis zwischen Suchfehlern und Geschwindigkeit gewählt werden. In einem
letzten Schritt präsentieren wir eine neue Methode, mit deren Hilfe Suchfehler ohne Kennt-
nis der tatsächlich gesprochene Wortfolge erkannt werden können, und entwickeln darauf
basierend ein Verfahren, das eine effiziente Suche fast ohne Suchfehler ermöglicht.
Alle neuenMethodenwerden auf einer Reihe unterschiedlicher Spracherkennungs-Systeme
ausgewertet. Auf allen Systemen wird eine substanzielle Reduktion des Suchraums erzielt;
insgesamt wird eine Beschleunigung der Suche um einen Faktor von mehr als 10 im Vergle-
ich zum Basisverfahren erzielt.
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Chapter 1
Introdution
Large vocabulary continuous speech recognition (LVCSR) is changing the way in which hu-
mans interact with machines; with increasing precision, it has the potential to become the
method of choice for most human-machine interaction.
Even though real-time LVCSR is clearly feasible on today’s desktop and server computer
hardware, the efficiency of LVCSR will stay a major concern; more efficient LVCSR may
allow using more complex and more precise models, it may allow integrating LVCSR into
smaller and less powerful mobile devices, and it may reduce their power drain and thus
extend their battery life; and in speech processing data centers, it may save a large amount
of computing resources, hardware costs, and energy consumption.
The central component of an LVCSR system is the search (i.e. the decoder), which is respon-
sible for combining the different knowledge sources and finding the spoken word sequence,
and which determines the recognition efficiency. Many different decoding approaches were
proposed within the last decades. The most common ones are the word conditioned search
[Ney & Ortmanns 00], token passing search [S. J. Young 89, Demuynck & Duchateau+ 00],
and weighted finite-state transducer (WFST) based decoding [Mohri & Pereira+ 08]. Some
other decoders are multi-pass variations of these approaches [Nguyen & Schwartz+ 93], and
do not clearly fit into one of these three categories. We will focus on integrated single-pass
search in this work, but the methods which we will discuss may also be used as part of a
multi-pass system.
All mentioned LVCSR decoding approaches have several things in common: the involved
models, specifically the acoustic model (AM) and language model (LM), are transformed
into a certain kind of statically constructed and optimized search network, and during decod-
ing, the decoder manages a time-synchronous search space, by propagating a set of so called
path hypotheses through the search network; pruning is used to constrain the search space.
The main differences between common decoding approaches is the way in which different
parts of the involved models are either pre-compiled statically as part of the search network,
or integrated dynamically as part of the search space.
Most recently, WFST based decoders have received much attention, especially in the aca-
demic environment [Mohri & Pereira+ 08]. Such decoders have initially become popu-
lar because the WFST framework allows to pre-compile a moderately sized LM into a
globally optimized static search network; the static network can then be used for very
efficient decoding, because some global optimizations can be applied, and because no
knowledge sources need to be integrated dynamically. However, with growing LM
sizes, this approach became unfeasible, so dynamic WFST-based solutions were proposed
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[Willett & Katagiri 02, Allauzen & Mohri+ 09, Dixon & Hori+ 12]. Some of these solutions
have become very similar to the classical token passing search, just based on a different
terminology [Hori & Hori+ 07]. It is important to note that WFST based solutions are very
similar to previous solutions, and mainly differ in the used notation. For example, the search
network used in word conditioned or token passing decoders (see Chapter 2) is very simi-
lar to the so-called min(det(H ◦ C ◦ L)) transducer (the combination of the hidden Markov
model, context dependency, and vocabulary), and the LM corresponds to the G transducer.
Noteworthy differences arise mainly if the G transducer uses a specific non-deterministic
structure [Riccardi & Bocchieri+ 95], and if that non-deterministic structure is transferred to
the search network through composition; therefore, wewill use this attribute to draw the line
between WFST based decoders and non-WFST based decoders. Except for Section 5.2, we
will mostly avoid the additional layer of abstraction imposed by theWFST notation, because
that abstraction would hide many enlightening details.
In the remainder of this Chapter, we will describe speech recognition based on the statistical
approach, and wewill describe our baseline search algorithm, the history conditioned search
(HCS). Then, in Chapter 2, we will analyze the optimal structure of the search network. In
Chapter 3 we show how the effectiveness of pruning can be improved by integrating addi-
tional look-ahead. In Chapter 4 we will derive a clear motivation of why and when prun-
ing is possible, and we will lead the pruning methods which are common in the different
kinds of decoders back to this theoretical motivation. In Chapter 5 we will compare differ-
ent search space management approaches, and we will propose enhancements to the history
conditioned search, which integrate the advantages of the other approaches. In Chapter 6 we
will show how search errors can be detected automatically and propose an algorithm which
avoids nearly all search errors. Finally, in Chapter 7, we will perform a final evaluation of all
the introduced enhancements combined.
1.1 Statistial Speeh Reognition
State-of-the-art LVCSR systems follow a statistical approach [Jelinek 76], based on two statis-
tical models: the language model (LM) provides the probability p(wN1 ) of observing a certain
sequence of N wordswN1 = w1, ...,wN, and the acoustic model (AM) provides the probability
p(xT1 |w
N
1 ) of observing a temporal sequence of T acoustic observations x
T
1 = x1, ..., xT given
the word sequence wN1 .
Based on Bayes’ Decision Rule [Bayes 63], the word sequence [wN1 ]opt is selected which maxi-
mizes the a-posteriori probability combined from AM and LM:
[wN1 ]opt := argmax
wN1
{
p(wN1 |x
N
1 )
}
(1.1)
= argmax
wN1
{
p(wN1 ) · p(x
T
1 |w
N
1 )
}
(1.2)
Figure 1.1 shows a schematic view of a typical speech recognition system; the acoustic model
is usually accompanied by a pronunciation dictionary (i.e. lexicon) which breaks up the
1.2 Feature Extraction
words into smaller sub-word units, based on which the acoustic model is defined.
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feature
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pronunciation
dictionary
acoustic
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Figure 1.1: Statistical speech recognition based on Bayes’ Decision Rule.
1.2 Feature Extration
The feature extraction module transforms the input signal into a sequence of T observation
vectors xT1 ; a timeframe usually corresponds to 10 milliseconds. An ideal transformation
would discard all information from the signal which is irrelevant for recognizing the speech,
for example background noise and speaker- or microphone characteristics; it would yield
observation vectors xt = [x′0, ..., x
′
D] of lowest possible dimension D which would allow
ideal discrimination of the speech units represented by the acoustic model.
Common feature extraction transformations are usually motivated by the human auditory
system, and start with a Fast Fourier Transformation [Rabiner & Schafer 78], which trans-
forms the temporal input signal into the frequency domain. Among the most commonly
used features are Mel-frequency cepstral coefficients (MFCCs) [Mermelstein 76], which will
also be used in our experiments.
Usually one short-team feature vector xt is generated representing each 10 milliseconds of
the speech signal. Since these feature vectors are local and lack dynamic information about
the signal, dynamic information is usually added by a subsequent transformation; e.g. either
by appending first- and second order derivatives, or by applying linear discriminant analysis
(LDA) [Fisher 36] over a window of input features.
MFCCs are not ideal in the above sense, and contain lots of speaker- and environment-
specific information. To suppress such redundant information, the features are usually nor-
malized on utterance- or speaker level regarding mean and variance. Vocal tract length
normalization (VTLN) can be used to further compensate the length of different vocal
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tracts [Eide & Gish 96, Welling & Kanthak+ 99]; and with feature-space maximum likeli-
hood linear regression (fMLLR) [Gales 98], the features are transformed by multiplication
with speaker-specific transformation matrix.
The normalized base features are often augmented by additional task-specific features, for
example a voicedness feature [Zolnay & Schlüter+ 02], or a pitch/tone feature for tonal lan-
guages.
Neural networks (NNs), especially deep NNs, have proven to be a very effective tool
to improve LVCSR accuracy [Tüske & Sundermeyer+ 12]. When following the Tandem
approach, a neural network is trained which takes standard features as input, and the
output of the neural network is appended to the base feature vectors used for LVCSR
[Hermansky & Ellis+ 00]; this is the approach which we will follow for most of our experi-
ments. In principle, NNs can be trained to replace the whole hand-crafted feature extraction
pipeline, if sufficient training data is available [Tüske & Golik+ 14].
The feature vector dimension D is usually around 40, but may be 80 or higher when using
tandem NN features.
1.3 Aousti Model
The AM is a stochastic model which provides the probability of observing a feature vector
sequence xT1 given a certain word sequence w
N
1 – i.e. the term p(x
T
1 |w
N
1 ) in decision Formula
1.2.
1.3.1 Subword Units
In LVCSR, the acoustic model usually does not directly provide probabilities for whole
words, because it would be difficult to obtain sufficient training data to train a robust model
for eachword of a large vocabulary. Instead, words are broken up into sequences of subword
units using a pronunciation dictionary (i.e. lexicon). Usually, the subword units are based
on phonemes, which are the smallest linguistic units that may affect the meaning of words.
For example, the word "speak"might consist of the 4 phonemes "s p ij k". The acoustic model
then provides probabilities for the subword units. The models of subword units can be can
be combined to word models by concatenation. The lexicon may supply multiple different
phoneme sequences – i.e. pronunciations – for each word. The number of distinct phonemes
is typically around 45 in most languages.
1.3.2 Hidden Markov Model
Phonemes are usually modelled by Hidden Markov Models (HMMs) [Baker 75], which are
able to deal with varying speaking rates.
An HMM is a stochastic finite state automaton that consists of a sequence of states, and a
constrained set of transitions between states. A common HMM topology is the Bakis topol-
ogy [Bakis 76], which allows a loop transition into the same state, a forward transition into
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Figure 1.2: Hidden Markov model with 5 states.
the next state, and a skip transition into the state after the next one (see Figure 1.2). The num-
ber of HMM states per phone is usually chosen in such a way that, on average, each state
is aligned with one feature vector accounting for 10ms of speech. Then, the loop transitions
account for slow (below average) speaking rates, and the skip transitions account for fast
(above average) speaking rates. Note that, alternatively, fast speaking rates could also be
accounted for by halving the number of states instead of introducing skip transitions, which
allows a similarly fast propagation through the models, but simplifies the decoder design.
The HMMs of the subword units are concatenated to form word models, and the word
HMMs are concatenated to form HMMs of whole word sequences. The probability of ob-
serving the feature vector sequence xT1 given the word sequence w
N
1 is the sum of probabili-
ties over all possible HMM state alignment paths sT1 = s1, s2, ..., sT:
p(xT1 |w
N
1 ) := ∑
sT1
p(xT1 , s
T
1 |w
N
1 ) (1.3)
= ∑
sT1
T
∏
t=1
p(xt, st|xt−11 , s
t−1
1 ,w
N
1 ) (1.4)
= ∑
sT1
T
∏
t=1
p(xt|x
t−1
1 , s
t
1,w
N
1 ) · p(st |x
t−1
1 , s
t−1
1 ,w
N
1 ) (1.5)
Where si is an index in the concatenated HMM state sequence of the word sequencewN1 . The
HMM assigns zero probabilities to HMM state alignment paths sT1 which do not follow the
constrained set of allowed HMM transitions – i.e. loops, forward, and skip transitions, and
which don’t start in the initial state and end in the final state of the HMM state sequence.
Following to the first-order Markov assumption, the probability of observing the feature
vector xt depends only on the state st, and the transition probability depends only on the
predecessor state st−1; that allows isolating the emission probability p(xt|st,wN1 ) and the
transition probability p(st|st−1,wN1 ):
p(xT1 |w
N
1 ) = ∑
sT1
T
∏
t=1
p(xt|st,wN1 ) · p(st |st−1,w
N
1 ) (1.6)
The emission probability is usually modelled by Gaussian mixture models (GMMs), while
the transition probabilities are often simplified to state-independent time distortion penalties
(TDPs) – i.e. loops and skips get the same penalty independently of the subword unit or
word they belong to.
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In practice, the Viterbi approximation [Viterbi 67a] is used [Ney 90], which only considers
the most likely HMM alignment path sT1 , instead of summing over all:
p(xT1 |w
N
1 ) ≈ max
sT1
T
∏
t=1
p(xt|st,wN1 ) · p(st|st−1,w
N
1 ) (1.7)
Both Equation 1.6 and 1.7 can be evaluated efficiently using dynamic programming
[Bellmann 57, Viterbi 67b, Baum 72, Ney 84, Rabiner & Juang 86]; in practice the Viterbi
approximation (Equation 1.7) is used, because it allows more efficient search by discarding
most path hypotheses using recombination and pruning.
1.3.3 Context Dependeny
In a simple so-called monophone system, the acoustic model would use the same HMM for
each occurrence of a phoneme, independent of its context. Due to coarticulatory effects, the
acoustic realizations of phonemes depend on their neighbouring phonemes though; there-
fore, state-of-the-art LVCSR systems tend to use context dependent subword units instead
of phonemes.
In our systems, the models are based on triphones. A triphone is a triple of three neigh-
bouring phonemes: the left context phoneme, the central phoneme, and the right context
phoneme [Ney 90]. A central phoneme "b" with a left context phoneme "a" and a right con-
text phoneme "c" is denoted as "abc". The empty context is denoted as "#". For example,
the word "speak" is then decomposed into the triphone sequence "#sp spiy piyk iyk#". The left
context of the first phoneme and the right context of the last phoneme depend on the pre-
ceding and succeeding words – these boundary context dependencies complicate decoding
[Sixtus & Ney 02].
1.3.4 State Tying
For n phonemes, there are n3 triphones – for example, 45 phonemes yield 91125 triphones. It
is difficult to gather enough training data so that a robust acoustic model can be trained for
each triphone, especially since the observations during training are distributed unevenly
over the triphones. To solve this problem, models of similarly sounding triphones are
merged in a process called state tying, usually based on a classification and regression tree
(CART) [Young & Odell+ 94]. The CART yields a limited number of M emission models
(usually around 4500 in our systems), and assigns a shared emissionmodelm[s] ∈ {1, ...,M}
to each triphone state s, based on a clustering process. In our systems, each triphone is usu-
ally modelled by a sequence of 3 HMM states s, each corresponding to a specific tied emis-
sion model m[s]. On some systems each state is repeated twice to adapt to slower speaking
rates; so overall, each triphone consists of either 3 or 6 shared HMM states.
6
1.4 Language Model
1.3.5 Emission Model
In most of our LVCSR systems, a Gaussian mixture model (GMM) is used to model the
emission probabilities p(xt|s) of HMM states s. The GMM consists of M different mixture
models, and the emission probability of each state s only depends on its assignedmodelm[s]
– i.e. p(xt|s) := p(xt|m[s]) – according to the state tying.
Alternatively, a neural network can be used to replace the GMM, following the so called
hybrid approach [Tüske & Sundermeyer+ 12]; the output layer of such a neural network has
M outputs, and the value of them’th output is used directly as emission probability p(xt|m).
1.4 Language Model
The LM is a statistical model which uses learned information about syntax and semantics
of a language to provide the a-priori probability p(wN1 ) of a word sequence w
N
1 . Using the
chain rule, the probability is expressed as follows:
p(wN1 ) =
N
∏
i=1
p(wi|w
i−1
1 ) (1.8)
The n-gram LM [L. R. Bahl 83] has become the standard approach in LVCSR, because it per-
forms well, is compact, can be trained reliably, and because it can be accessed efficiently
during decoding. With an n-gram LM, the probability of each predicted word wi is con-
strained to maximally depend on n − 1 preceding words, instead of the whole preceding
word sentence. For example, in an 1-gram LM (i.e. unigram LM) probabilities are context-
independent – i.e. p(wN1 ) = ∏
N
i=1 p(wi); in a 2-gram LM (i.e. bigram LM) probabilities de-
pend on the direct predecessor word – i.e. p(wN1 ) = ∏
N
i=1 p(wi|wi−1); and in a 3-gram LM
(i.e. trigram LM), probabilities depend on two predecessor words.
An n-gram denotes a sequence of nwords, and an n-gram LM is essentially a list of n-grams
with corresponding probabilities [Ney & Essen+ 94]. A unigram LM is a plain look-up table
of size V (where V is the size of the vocabulary), holding the relative word counts observed
during training. In general, Vn different n-grams are possible, and for high orders n, only
the most likely n-grams have an own LM entry, while the probabilities of most n-grams
are estimated by backing-off to a lower-order model (e.g. the unigram). Thus, for large
vocabularies V and high LM orders n, an n-gram LM is inherently filled sparsely, because it
only contains entries for a tiny fraction of all possible n-grams.
In general, when using an n-gram LM, an n− 1 order Markov process is assumed:
p(wN1 ) =
N
∏
i=1
p(wi|hi) (1.9)
Where hi = w
i−1
i−n+1 is the history (i.e. the n− 1 preceding words).
In practice, we use scores q, i.e. the negative logarithm, instead of probabilities p:
7
Chapter 1 Introduction
p(w|h) := exp(−q(w|h)) (1.10)
And the n-gram scores are computed as follows [Katz 87]:
q(w|h) :=
{
f (hw) if w ∈ B(h)
q(w|h′) + o(h) else (use back-off)
(1.11)
Where B(h) = {w1, ...} is the set of words that have an own n-gram score in the LM table for
history h, f (hw) is the discounted score stored in the LM table for the n-gram hw, o(h) is the
back-off score stored in the LM table for the (n− 1)-gram h, and h′ = b(h) is the lower order
history of h where the oldest word was discarded – i.e. the n − 2 most recent predecessor
words (instead of n− 1).
To compute LM scores efficiently according to Equation 1.11, the scores f (hw) and back-off
scores o(h) for certain n-grams must be retrieved as efficiently as possible. The simplest way
to achieve efficient look-up is sorting the LM table, and performing binary search. In our
system, a node structure is pre-built for each relevant history h, with direct links to back-
off history nodes and back-off scores; binary search is only needed when searching for the
successor node n(hw) after appending a new word w to a certain history h, or when looking
up the score f (hw) of a succeeding word w. The pre-compiled LM node structure allows
reducing the length of used histories h to the absolutely required minimum; when there is
no back-off score o(h) and no succeeding word w with a f (hw) in the LM table, then all
probabilities will be estimated by backing-off, the history does not need to be treated as an
own entity, and b(h) should be used instead. Therefore, evenwhen using a 4-gram LM,many
histories used during decoding will be 3-gram, 2-gram, or unigram histories; as we will see
later, this improves decoding efficiency, because search hypotheses can be recombined when
they share the same shortened history h.
In practice, the LM is given a much higher impact on the overall decision than the AM, by
introducing the so called LM scale, which applies a factor β to the LM score in Equation 1.2.
Alternatively, 1β can be applied to the AM scores; that yields the same decisions, but normal-
izes the magnitude of scores appearing in systems that use different LM scaling. Therefore,
we will use this form:
[wN1 ]opt := argmin
wN1
{
q(wN1 ) +
q(xT1 |w
N
1 )
β
}
(1.12)
To simplify all following equations, we will assume all acoustic scores q to be pre-scaled
according to β, so that we don’t need to consider the scale explicitly.
1.5 Searh
The goal of search (i.e. decoding) is to find the optimal word sequence [wN1 ]opt according to
Equation 1.12 for a given sequence of input feature vectors xT1 . Naively, the decoder should
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enumerate all possible word sequences wN1 for any suitable word count N, find the best
HMMalignment for eachword sequence, and pick the best scoringword sequence according
to HMM and LM. This naive approach is not feasible when recognizing continuous speech
using a large vocabulary.
Combining the Bayes decision rule from Equation 1.2 and the HMM with Viterbi approxi-
mation from Equation 1.7, the following optimization needs to be carried out by the decoder:
[wN1 ]opt = argmin
wN1
{
q(wN1 ) +min
sT1
T
∑
t=1
{
q(xt|st,wN1 ) + q(st|st−1,w
N
1 )
}}
(1.13)
The search for the optimal state alignment sT1 can generally be carried out time-
synchronously using dynamic programming [Bellmann 57, Viterbi 67a, Ney 84], which
limits the order of the effort to the number of HMM states in a certain word sequence multi-
plied by the number of input feature vectors T. For LVCSR, two additional components are
crucial to achieve efficient decoding: recombination and pruning.
1.5.1 Reombination
Recombination plays an important role in the so-called Viterbi search [Viterbi 67a, Ney 84].
Consider two HMM alignment paths ending at a common timeframe t; if both paths are
followed by equivalent HMM path extensions up to a potential sentence end – with same
LM scores and acoustic scores – then the currently worse path can be removed, because it
has no chance to become the best path before reaching the sentence end; we call this removal
recombination. When using an n-gram LM, then n− 1 or less preceding words may affect
the probabilities of following words; thus we can recombine path hypotheses which share
the last n− 1 preceding words, and which lead towards the same set of future HMM path
extensions and future word labels. The recombination is usually carried out by performing
dynamic programming based on a pre-built compact search network which represents the
HMM state sequences of all words in the vocabulary, with word labels inserted accordingly
[Ney 84]. Each state in the search network represents a certain set of future HMM path
extensions, and a certain set of reachable word labels; thus, if two path hypotheses with the
same LMhistory h are ending in the same state s of the search network at a certain timeframe
t, then the paths can be recombined – i.e. the worse path hypothesis can be discarded.
1.5.2 Pruning
Recombination alone is not sufficient when using a large vocabulary and a high-order n-
gram LM, because the potential search space – i.e. the search network expanded by possible
LM histories h – is huge. Therefore, beam pruning is used to constrain the number of different
path hypotheses active at each timeframe. Themost commonmethod is the global beam prun-
ing — at each timeframe, it simply removes all path hypotheses which are worse than the
best one by more than a specific threshold. As we will show in Chapter 4, pruning is related
to recombination, and can work without introducing many errors because it anticipates the
path recombination.
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1.6 History Conditioned Searh
In this section, we will formally describe the core algorithm of an efficient dynamic network
decoder. We will use a set based notation, which is not as detailed as an exact algorithm
description, but which allows to sense the effort involved in each step.
An efficient decoder needs to expand a tractable amount of path hypotheses, and recombine
them as early as possible. In common dynamic network decoders [Ney & Ortmanns 00,
Demuynck & Duchateau+ 00], this is achieved by pre-building a compact cyclic search
network representing the HMM state sequences of all possible context dependent word
pronunciations, annotated with word labels; path hypotheses are then propagated time-
synchronously through the network, and the LM is integrated whenever encountering a
word label. Each path hypothesis is conditioned on an ending state s in the search network
and the LM history h; recombination is performed by retaining only the best path hypothesis
ending in (h, s) at each timeframe t. Note that, even when using an n-gram LM, the used
histories h may be shorter than n− 1 words if the LM contains no entries for the higher or-
der n-gram (see Section 1.4); that allows earlier recombination, and thus reduces the search
space.
1.6.1 Searh Network
The search network is a compact representation of the HMMs of all words in the vocabulary.
Labels are placed in the network, so that HMM states on paths through the network that
cross certain sequences of word labels equal the HMM state sequences of the corresponding
concatenated word sequences. If no across-word acoustic modelling is used, then a simple
prefix-tree with only one root state is the optimal structure. Otherwise, the network has
multiple root states corresponding to different across-word contexts (we will deal with the
details of the search network in Chapter 2).
For simplicity reasons, we will assume that each word has only one pronunciation variant,
and that each word is modelled by exactly one LM token.
The network consists of N states, and each state 0 ≤ s < N of the search network consists of:
• Shared HMM emission- and transition models, which yields emission scores q(xt|s)
and transition scores q(s|s′)
• Successor states S[s] = {s′1, ...}
• Word labels L[s] = {l1, ...}, and for each label l, a word identifier w[l], and a target root
state r[l] ∈ R
R = {s1, ...} denotes the root states, and s = 0 is the initial context independent root state.
1.6.2 Searh Algorithm
Let H(t) = {(h, s) , ...} be the set of path hypotheses active at timeframe t – each hypothesis
is conditioned on the LM history h and the network state s in which the path is ending.
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Hpruned(t) is the set of path hypotheses that survived pruning at t, and Hroot(t) is the set of
root hypotheses that were activated at t due to ending words – these correspond to across-
word transitions.
Decoding can be implemented most efficiently when working in the negative logarithm do-
main, i.e. using scores q instead of probabilities p, with q = −log(p). Scores can be inter-
preted as distances or costs, e.g. q = 0 corresponds to the probability 1.0, and means zero
costs; thus, the decoder searches the path with lowest costs.
For each hypothesis (h, s) active at timeframe t, the decodermanages the path scoreQ(t, h, s)
and the backtrace B(t, h, s).
The path score Q(t, h, s) is the score of the best HMM alignment path starting in the initial
root state s′ = 0 at timeframe 0 and ending in state s with LM history h at timeframe t, for
feature vectors xt1.
We initialize search on timeframe t = 0 with a single root hypothesis, using the initial LM
history hinit and initial root state s = 0 ∈ R; the initial path score is 0.0, and the initial
backtrace is empty:
Hroot(0) := {(hinit , s = 0)} (1.14)
Hpruned(0) := {} (1.15)
Q(0, hinit , s = 0) := 0.0 (1.16)
B(0, hinit, s = 0) := () (1.17)
Then, for each timeframe 1 ≤ t ≤ T, hypotheses are propagated according to the HMM.
The set of active state hypothesesH(t) corresponds to all network states which are reachable
through valid HMM transitions from the states active at t− 1 with equal LM history h – i.e.
through loops, forward transitions, and eventually skip transitions:
H(t) :=
{
(h, s)
∣∣∣ (h, s′) ∈ Hroot(t− 1) ∪ Hpruned(t− 1) ∧ q(s|s′) 6= ∞}
(1.18)
Where q(s|s′) is the HMM transition score of the transition from state s′ onto state s (∞ for
transitions which are not allowed in the search network). Loop transitions on root states are
not allowed (i.e. q(s|s) = ∞ for s ∈ R), and the activation of root states s ∈ R will be defined
later, based on word labels.
For each history h and non-root state s /∈ R, the within-word recombination selects the best
incoming transition I(t, h, s), based on the path score of the previous timeframe, and the
HMM transition score q(s|s′):
I(t, h, s /∈ R) := argmin
s′:(h,s′)∈Hroot(t−1)
⋃
Hpruned(t−1)
Q(t− 1, h, s′) + q(s|s′) (1.19)
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Afterwards the HMM path score is extended by the transition score q(s|s′) and the emission
score q(xt|s), and the backtrace is propagated equivalently:
Q(t, h, s /∈ R) := Q(t− 1, h, s′) + q(s|s′) + q(xt|s) | s′ := I(t, h, s) (1.20)
B(t, h, s /∈ R) := B(t− 1, h, s′) (1.21)
After scores were updated, the set of hypotheses is pruned based on the global beam pruning
threshold fglobal:
Hpruned(t) :=
{
(h, s) ∈ H(t)
∣∣∣∣ Q(t, h, s) ≤ min
(h′,s′)∈H(t)
Q(t, h′ , s′) + fglobal
}
(1.22)
More advanced pruning- and look-ahead methods may be applied at this point to constrain
the search space, as we will discuss in Chapters 3 and 4.
After pruning, one word end hypothesis is expanded for each label on a surviving state
hypothesis:
Hˆ(t) :=
{
(h, s, l)
∣∣∣ (h, s) ∈ Hpruned(t)∧ l ∈ L[s]} (1.23)
Word end hypothesis scores are extended by the LM scores of ending words w[l]:
Qˆ(t, h, s, l) := Q(t, h, s) + q (w[l]|h) (1.24)
Afterwards, word end hypotheses are pruned w.r.t. the word end pruning threshold fword:
Hˆpruned(t) :=
{
(h, s, l) ∈ Hˆ(t)
∣∣∣∣∣ Qˆ(t, h, s, l) ≤ min(h′,s′,l′)∈Hˆ(t) Qˆ(t, h′, s′, l′) + fword
}
(1.25)
Backtraces of word end hypotheses are extended by appending the recognized word:
Bˆ(t, h, s, l) := B(t, h, s),w[l] (1.26)
In practice, not only the word identity w[l], but rather all word level information of interest
would be appended to the backtrace at this point. That might be the word end timeframe t,
the acoustic score, the LM score, and information about the acoustic across-word context.
During the following word end recombination, word end hypotheses are recombined into
root state hypotheses:
I(t, h, s ∈ R) := argmin
(h′,s′,l)∈Hˆpruned(t)
{
Qˆ(t, h′ , s′, l)
∣∣∣ n(h′,w[l]) = h∧ r[l] = s} (1.27)
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Where n(h′,w[l]) is the LM history h′ extended by word w[l], and limited to n − 1 or less
words according to the n-gram LM; and r[l] ∈ R is the root state connected to label l. For
each root state s ∈ R and LM history h, the best incoming word end hypothesis is selected;
scores and backtraces of root states s ∈ R with history h are then copied from the winning
word end hypothesis I(t, h, s):
Hroot(t) :=
{
(n(h,w[l]), r[l])
∣∣ (h, s, l) ∈ Hˆpruned(t)} (1.28)
Q(t, h, s ∈ R) := Qˆ(t, I(t, h, s)) (1.29)
B(t, h, s ∈ R) := Bˆ(t, I(t, h, s)) (1.30)
Now timeframe t is finished, and the next timeframe t + 1 can be handled by starting the
state hypothesis expansion (Equation 1.18).
After the whole utterance of T timeframes was processed, the best path can be extracted by
selecting the best scoring state hypothesis (h, s) on any history h and on any root state s ∈ R
which has acoustic context constraints suitable for the sentence end, and then reading its
backtrace BT(h, s).
1.6.3 Lattie Generation
If the goal of decoding is not only to find the most likely word sequence, but to generate
a word graph representing the most likely alternative word sequences (i.e. a lattice), then
this can be done during the word end recombination based on the so-called word pair ap-
proximation (WPA) [Ortmanns & Ney+ 97]. To generate a lattice based on WPA, we need
to combine the traces of recombined word end hypotheses, to make sure that no backtrace
path is lost during the recombination – i.e. replace Equation 1.30 with the following:
B(t, h, s ∈ R) :=
{
Bˆ(t, h′, s′, l)
∣∣∣ (h′, s′, l) ∈ Hˆpruned(t)∧ n(h′,w[l]) = h∧ r[l] = s} (1.31)
Since hypotheses usually share most of their history lattice with other hypotheses, an ac-
tual implementation must use an index based or an object oriented design to prevent actual
copying – the resulting backtrace then has a word graph structure. According to WPA, the
above method should generate a high quality lattice if the LM is at least a bigram, i.e. the
histories h consist of at least one word [Ortmanns & Ney+ 97].
WPA states that the optimal boundary time between twowords is independent of any words
recognized previously. It can be used in the presenteddecoding approach if the LM is at least
a bigram (i.e. |n(h, ·)| ≥ 1), because hypotheses which correspond to the same ending word,
but which have different LM histories, always meet for the first time during the word end re-
combination (Equation 1.27), where they are eventually recombined and stored in the lattice.
During the following within-word dynamic programming (Equation 1.19), the start time of
the next word – i.e. the boundary time between preceding and succeeding word – is opti-
mized for those followup hypotheses which won the word boundary recombination, and
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not for those which were eliminated. However, since eliminated word end hypotheses cor-
respond the same preceding word as the surviving hypothesis, the optimal start time of the
succeeding word is the same (according to WPA), and the within-word dynamic program-
ming should select the optimal word boundary time even for the eliminated hypotheses –
thus, the resulting lattice should contain the optimal HMM alignment paths for all observed
word sequences (see Section 5.4.3 for further illustration of WPA). In decoding approaches
which pre-empt the LM recombination arbitrarily at any point in search network, like for ex-
ample commonWFST decoding,WPA can not be used straightforwardly, andmore complex
lattice generation methods are usually employed [Povey & Hannemann+ 12].
1.6.4 Implementation
The introduced equations roughly correspond to many different decoding architectures, be
it history conditioned search, token-passing, or even some variants of WFST search; the
memory layout, and the order of state hypothesis expansion, determine which group a de-
coder belongs to. In the following, we will describe an implementation based on the history
conditioned search (historically also called word conditioned search), which can be a very
efficient approach, as we will show in the remainder of this work. Search is performed time
synchronously, and at each timeframe t, only state hypotheses of timeframe t and t− 1 need
to be kept in memory. The decoder usually expands many within-word HMM transitions
S[s] (i.e. HMM state hypotheses), but much less cross-word transitions L[s] (i.e. word end
hypotheses), because most paths are pruned before they reach a word label. Therefore, the
implementation should mainly focus on efficient within-word recombination – i.e. expan-
sion of within-word HMM transitions S[s] (see Equation 1.19). In practice, state hypotheses
and their attached values q = Q(t, h, s) and b = B(t, h, s) can be managed jointly, so a state
hypothesis forms the tuple (h, s, q, b). In the history conditioned search organization, state
hypotheses are grouped by their history h; we say that network instances conditioned on h
are created, and each instance contains a list of state hypotheses (s, q, b). To simplify mem-
ory management, state hypotheses can be stored linearly in a global array, and each history
conditioned instance only needs to hold an index pointing to its first state hypothesis within
that array. Since within-word transitions stay within the same network instance, the within-
word expansion can be performed instance-wise, and a single global array of size N can
be used as map to recombine state hypotheses transitioning into the same state s within an
instance (Equation 1.19). It is not necessary to clear the recombination array at any time, be-
cause its entries can be checked for validity on-the-fly during the recombination at very low
costs; i.e. we only consider the recombination array entry valid if its index points into the
bounds of the currently processed instance, and if the pointed to hypothesis corresponds to
the same state s. Since we ensure that adjacent states have adjacent indices during network
construction, accesses to the recombination array are relatively local and uniform, and well
covered by the CPU cache. At each timeframe, two arrays of state hypotheses are managed:
the new state hypotheses for timeframe t, and the old state hypotheses of timeframe t− 1;
expansion of loop-, forward-, and skip transitions, is performed instance-wise and state-
wise from the hypothesis array of t − 1 into the array of t, using the recombination array
to recombine hypotheses ending in the same state. During the expansion, transition scores
q(s|s′) are applied, because those are necessary to select the correct winning hypothesis dur-
ing recombination. Afterwards, look-ahead (see Chapter 3) and early global beam pruning
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(see Chapter 4) may be applied, before the emission scores are finally applied as per Equation
1.20. Then state hypotheses are pruned in-place as per Equation 1.22, followed by the expan-
sion of word end hypotheses as per Equation 1.23. Word end hypotheses are expanded into
a single global array, and then they are pruned in-place as per Equation 1.25. The following
word end recombination is more complicated than within-word recombination, because the
history h has changed; thus, it needs to be performed using a hash-map or similar to deter-
mine equal histories; fortunately, only relatively few word end hypotheses tend to survive
the word end pruning, and thus, these steps of word end handling do not really affect the
overall efficiency. After word end hypotheses were recombined, they are copied into an ar-
ray of root state hypotheses {h, ·} ∈ Hroot(t) which is local for each instance conditioned on
history h; this array of root state hypotheses is then considered during the HMM expansion
for history h at the next timeframe. All these steps are repeated time-synchronously for each
timeframe t.
1.6.5 Eieny
In this work, wewill deal with all aspects that affect the efficiency of the decoding procedure.
The most important aspects are:
• Search Network Structure: How should the search network be structured? We will ana-
lyze this in Chapter 2.
• Look-Ahead: How can we integrate knowledge about the future to focus the pruning in
Equation 1.22? We will deal with look-ahead in Chapter 3.
• Pruning: Why can we prune, and how can we exploit advanced pruning methods in
Equation 1.22 tominimize the overall search effort? Wewill handle pruning in Chapter
4.
• Search Space Management: What kind of data structures and which memory layout
should be used to represent the set of active state hypotheses H(t) and their attached
values? The most important aspect here is the efficiency of the recombination (Equa-
tions 1.19 and 1.27); we will deal with this subject in Chapter 5.
• LM Order: Hypotheses can only be recombined after n − 1 (or sometimes less) equal
words were recognized; for large n, this becomes problematic; how can we reduce the
search effort when dealing with high-order LMs? We will present an effective solution
in Section 5.4.1.
• Network Copying: Finally, in Section 5.5, we will introduce a method which avoids
repetitive look-up of information like LM look-ahead scores, by literally creating con-
text dependent copies of the search network.
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Chapter 2
Searh Network Struture
In this section we will analyze different structures of the search network w.r.t. decoding
efficiency.
The search network represents the context dependent HMMs of all words in the vocabulary.
For illustration purposes, we will assume that each triphone corresponds to a sequence of 3
HMM states (see Section 1.3.4). The CART assigns one out of a limited number of transition-
and emission models to each HMM state [Young & Odell+ 94]; the number of models is
usually much lower than the number of triphones, so the search network can be compressed
considerably by exploiting the CART tying.
If there are no across-word context dependencies, then the search network can be repre-
sented efficiently by a prefix tree [Ney & Haeb-Umbach+ 92]. Figure 2.1a shows a phonetic
prefix tree for the words red, really, bad, and read (2 pronunciations); for decoding, phonemes
would be replaced by their corresponding HMM state sequences. The tree starts with a
virtual root state, which doesn’t correspond to any phoneme, and thus doesn’t have any
emission model. All word labels are linked to the root, so the network accepts arbitrary
word sequences. The silence word [silence] has a special phoneme sil which is always mod-
elled without context dependency, and usually consists only of a single HMM state — other
optional non-word models like [noise] can be treated similarly.
Figure 2.1b shows a prefix for the same words, but using triphones instead of phonemes,
still without across-word modelling; phonetic context dependency is ignored at word
boundaries here — e.g. the word sequence really red is modelled by the triphone sequence
„#riy riyl iyliy liy# | #reh rehd ehd#”. The symbol # represents nothing (i.e. no context).
With across-word phonetic modelling, the phonetic context dependency of triphones should
be considered even at word boundaries; e.g. a path yielding the word sequence really red
should cross the triphone sequence „#riy riyl iyliy liyr | iyreh behd ehd#”. Since the final tri-
phones of words depend on the first phonemes of successor words, one final triphone fol-
lowed by a word label needs to be created for each possible initial phoneme, forming the
so-called fan-out; initial triphones of words depend on the final phonemes of predecessor
words, so those need to be multiplied accordingly too, forming the so-called fan-in. The fan-
out and fan-in are connected by additional coarticulated root states, one for each pair of a
final and initial phoneme [Sixtus & Ney 02]. The area between fan-in and fan-out is called
the body of the search network; it is not affected by the across-word modelling, and has the
same prefix tree structure as before. Figure 2.2a shows the triphone based example search
networkwith across-wordmodelling. Root states are annotatedwith their left and right con-
text phonemes and with their root state index, and word labels are annotated with the index
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a) Phoneme Based b) Triphone Based
Root
r eh d red
read
iy l iy
really
d
read
b dae
bad
sil
[silence]
Root
sil
[silence]
red
read
really
read
bad
Figure 2.1: Search network for the words red, really, bad, and read (2 pronunciations), without
across-word modelling (i.e. prefix tree); a) phoneme based, b) triphone based.
of the root state they transition to. To correctly link the final triphones and initial triphones,
4 new coarticulated root states were added, each corresponding to a pair of a final and initial
phoneme – e.g. d|r corresponds to the final phoneme d and the initial phoneme r.
For decoding, context dependent triphones need to be replaced by their HMM represen-
tation. Some decoders work on a compressed triphone-like search network similar to the
one illustrated in Figure 2.2a directly and expand the HMM representation on-the-fly – the
advantage of such a representation is that the network consists of less states. Our decoder
works on a search network that consists of HMM states directly – the network can then be
determinized and minimized on HMM state level, which reduces the search space visited
during decoding; also the decoder doesn’t need to expand the HMM states on-the-fly, which
further reduces the decoding effort. Figure 2.2b illustrates the determinized and minimized
HMM state based version of the triphone-based search network from Figure 2.2a, based on
an arbitrary exemplary CART tying.
2.1 Aross-Word Determinization and Minimization
It is desirable to reduce the number of word end hypotheses expanded in Equation 1.23,
because across-word transitions are more expensive than standard HMM transitions in our
decoder. There are several instances in our example Figure 2.3a where the same word label
is attached to the same HMM state with different target root states — for example the word
label bad is pointing to both root states 1 and 2; the number of across-word transitions can be
reduced by creating a new root state which combines the successors of the co-occurring root
states (e.g. create a new root 6 which combines the successors of 1 and 2 for the word label
bad). This measure may introduce redundant root states, so a subsequent local minimization
is helpful to merge equivalent root states. Local minimization means, that states with the
same emission/transition model and with the same set of successor states are identified and
combined.
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a) Triphone b) Determinized HMM
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Figure 2.2: Across-word search network; a) triphone based, b) determinized HMM state
based.
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We apply these optimizations in a process we call across-word minimization: we iteratively
determinize and minimize cross-word transitions by merging word labels that correspond
to the same word and are attached to the same state, and pointing the new word labels to
root states that combine the successors of the combined root states. Afterwards we apply
local determinization and minimization to the fan-in. We stop the iteration as soon as no
more roots were combined.
This procedure roughly corresponds to unweighted global WFST [Mohri 97] determiniza-
tion and minimization; however, this procedure is very fast and efficient because we can
ignore the whole tree-like body of the network, of which we know that it’s already optimal.
Note that root states do not correspond to a specific left and right context phoneme anymore
after this procedure, which may be a disadvantage for certain use cases.
2.2 Context Independent Aross-Word Transitions
The search network shown in Figure 2.2b allows context independent across-word
transitions between words which should normally be modelled based on across-
word modelling; e.g. really red should be modelled using the triphone sequence
„#riy riyl iyliy liyr | iyreh behd ehd#”, but it is additionally accepted based on a context inde-
pendent across-word transition through root-state 0 as „#riy riyl iyliy liy# | #reh behd ehd#”;
such context independent transitions are possible because each ending word has a transition
to the context independent root state 0, and that root state is followed by all words, even
those which should be modelled context dependently. This redundant context independent
transition increases the search space, because the decoder has to evaluate an additional
cross-word path at each word boundary. It can be omitted by adding another context
independent root state followed only by those words which should be modelled context
independently – e.g. in our example the word [silence] – and using that root state as target
for context independent transitions behind words which should be modelled context depen-
dently; thereby we can enforce context dependent transitions between context dependent
words.
Figure 2.3a illustrates the resulting example search network with the new context indepen-
dent root state 5; context independent transitions between context dependentwords are only
possible if they cross a word which is modelled without context (e.g. [silence]).
Whether context independent across-word transitions should be allowed is a modelling de-
cision, but with a considerable effect on decoding efficiency.
2.3 Minimized Fan-Out
The previously described search network structure as illustrated in Figure 2.3a has word
labels attached to the final HMM states of words, at the end of the fan-out. When using a
large vocabulary, then such a fan-out makes up a very large portion of the overall search
network, because every word has a fan-out in the order of the number of phonemes in the
vocabulary. In [Nolden & Rybach+ 12] we proposed a way to avoid this problem by pushing
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a) Enforced Context Dependency b) Minimized Fan-Out
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Figure 2.3: HMM state-based across-word search network; a) without context independent
cross-word transitions, b) minimized fan-out.
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the word labels to the left, before the fan-out; the fan-out can then be minimized like the fan-
in.
Similar search network constructions are used in token-passing decoders
[Soltau & Metze+ 02, Soltau & Saon 09] or for the C ◦ L part of WFST decoders
[Rybach & Schlüter+ 11]. WFST decoders usually minimize search network more thor-
oughly, by pushing the word labels arbitrarily far into the body of the search network –
however, as was pointed out in [Soltau & Saon 09], only the minimization of the fan-out has
a positive effect on the runtime efficiency.
By minimizing only the fan-out we achieve a regular structure which can be constructed
straightforwardly and which we can exploited for precise pruning (see Chapter 4).
We minimize the fan-out by adding an additional column of pushed root states before the
normal root states [Nolden & Rybach+ 12]; like the normal root states, these correspond to a
transition between two phonemes; instead of the final phoneme of a predecessor word and
the first phoneme of a successor word, they correspond to the pre-final phoneme and the
final phoneme of the predecessor word. Word labels are attached to the last HMM states of
pre-final phonemes, and connected to pushed root states annotated with the corresponding
pre-final and final phoneme. The link between pushed roots and matching normal roots is
filled with the corresponding triphone HMMs. The necessary links can be derived from the
root annotations: from the pushed root a|b, a deterministic link to any matching root state
b|c should be created, with the HMM states of triphone abc.
Figure 2.3b illustrates the transformed search network. The pushed roots ae|d and eh|d had
the same successors, so they could be joined to a single root state ae, eh|d using across-word
minimization. The number of HMM states in the fan-out was reduced from 19 to 17, and the
number of word labels from 16 to 6 – a much larger reduction can be expected when a large
vocabulary is used.
Note that the HMMs of words consisting of a single phoneme are part of the fan-in and
fan-out at the same time, because their one triphone depends on the last phoneme of the
predecessor word, as well as on the first phoneme of the successor word. We do not push
the word labels of such single-phoneme words, because experiments have shown that this
would degrade decoding efficiency – it would mean hypothesizing words during decoding
for which we don’t have any acoustic evidence. Therefore, unlike longer words, single-
phoneme words retain their many context dependentword labels, like the words in the tree-
based construction illustrated in Figure 2.3a. We will consider the whole HMM of single-
phoneme words as part of the fan-in only.Therefore, unlike the illustration from Figure 2.3b,
the label pushing usually increases the overall number of root states, because we need to
retain many of the original root states, in addition to the added pushed root states.
After the fan-out was minimized using pushed word labels, the network contains exactly
one word label for each word that is longer than one phoneme. There are several reasons
why this may improve decoding efficiency:
• Less across-word transitions through word labels need to be handled during decoding
(see Equation 1.23).
• Correct LM scores are applied earlier, and pruning becomes more precise.
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• LM look-ahead may already consider the constrained sets of reachable words within
the pushed fan-out. Without label pushing, LM look-ahead would assign the same
look-ahead score to fan-out hypotheseswhich lead towards different labels of the same
word, even if they have different potential regarding their successor words (see Chap-
ter 3).
• Search paths with different histories can be recombined earlier.
• Reduced memory requirements for storing the search network.
• Much faster construction of the search network.
However, there are also some disadvantages which must be taken into account:
• Paths leading towards words with same or similar pronunciations may be split up
earlier than necessary.
• Word end hypotheses are emitted earlier. For each word end hypothesis, LM scores
need to be looked up, the backtrace needs to be updated, and word end recombination
needs to be performed.
• Even if the overall number of word end hypotheses is reduced, they may correspond
to a larger variety of different words, thus increasing the costs of LM scoring.
• Since word ends are emitted earlier, the generated lattices are annotated with wrong
word boundary times and acoustic scores — they are shifted by one phoneme. If
these lattice annotations should be exact, then the decoder needs to correct the word
boundary times and acoustic scores during search. We do this by applying lightweight
modifications to the backtrace of state hypotheses whenever they cross the physical
word boundary, and correcting the lattice or traceback at a later point according to the
recorded modifications. Word boundaries may, for example, be marked by inserting
special word boundary labels into the network.
2.4 Fatorization of Linear HMM State Sequenes
The search network usually contains many linear HMM state sequences – i.e. sequences of
states with an in- and out-degree of one. The HMM states in a linear sequence share some
important attributes: they have the same set of reachable word labels, and thus the same
LM look-ahead probabilities (see Chapter 3); and they have a similar set of successor HMM
alignment paths, so hypotheses within a factorized sequence can be pruned very tightly
according to anticipated path recombination [Nolden & Schlüter+ 12b] (see Chapter 4).
For these reasons, it may make sense to join linear HMM state sequences to a single state,
and to expand them on-the-fly during decoding. The efficient dynamic network decoder in
IBM’s Attila framework [Soltau & Saon 09] applies factorization to a search network similar
to the one described here.
WFST based decoders may exploit factorization to reduce the effort of composition and the
size of the resulting network [Mohri & Pereira+ 08]; a similar effect can be achieved by using
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tied triphone-based units [Ortmanns & Eiden+ 97, Rybach 14], at the cost of reduced deter-
minism on HMM state level.
2.4.1 Disussion of Fatorization
The minimized HMM search network with pushed word labels for the Quaero Polish task
with 670K word vocabulary consists of 3M HMM states, and it can be reduced to 796K meta
states through factorization, where each meta state consists of 3.77 HMM states. On the Gale
Arabic task with 2M word vocabulary using the Attila decoder, we measured an even lower
compression factor of 2.17 HMM states per factorized sequence [Nolden & Soltau+ 14a].
Exploiting factorization forces the decoder to manage active factorized sequences as an ad-
ditional set of higher-level hypotheses; that additional hypothesis level induces some effort,
especially for HMM transitions which cross the boundary between factorized sequences,
and even more so if the system supports HMM skip transitions.
Overall, exploiting factorization for decoding is only beneficial if the factorized sequences
are sufficiently long, and/or if skip transitions are not necessary. Otherwise the effort result-
ing from an additional layer of dynamic expansionmay not pay off. Thus, factorization does
not seem beneficial when targeting huge vocabularies, or when skip HMM transitions shall
be supported.
For the reasonsmentioned above, our decoder does not exploit factorization. Still, about half
of all forward transitions are linear, even when using a huge vocabulary; an efficient decoder
should be somehow optimized for this case, at least by using efficient data structures. Our
decoder optimizes for linear state sequences by using a very compact memory layout for
single-target transitions with |S[s]|+ |L[s]| = 1.
2.5 Memory Layout
Anetwork state s consists of an HMMemissionmodel indexm[s] (16 bit integer), a transition
model index (16 bit integer), a list of successor state indices S[s] = {s1, ...} (32 bit integers),
and a list of word label indices L[s] = {l1, ...} (32 bit integers). We manage S and and L
together in a joint list, where we mark word labels l by activating the 31st bit. The list is
stored as a batch-id b(s), which is a single 32-bit integer pointing into the so-called batch array
B(b). The batch b(s) represents all successors s′ in the closed batch interval B(b(s)) ≤ s′ <
B(b(s)+ 2). The entry B(b(s)+ 1) in the middle of each batch is the batch-id of the follow-up
batch that holds further list entries which can not be represented by the closed interval of the
current batch. Ideally, all successors of a state form a closed range, which can be represented
by a single batch; in worst case, the structure can form a linked list.
As mentioned in Section 2.4, most states in the search network have just a single successor.
Instead of creating entries in the batch array for single successors, we store them directly in
the batch-id b(s), by using the index of the successor and marking it by activating its 32nd
bit.
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If the states and labels are ordered ideally, and if state s has either only successor states or
only successor labels, then both S[s] and L[s] together can be represented by just one batch, or
by no batch at all if there is just a single successor. Each existing batch consists of 3 integers
in the batch array – the lower bound value, the next batch link, and the upper bound. In
an ideal structure, the lower bound of the following batch equals the upper bound of the
previous batch, in which case adjacent batches can share their bound values, the batches can
overlap — i.e. b(s) + 2 = b(s+ 1), and only two integers per batch are necessary.
In addition to states and batches, we need an array to store information about word labels.
Overall, the search network is represented by three arrays:
• State Array: An array of network state description structures, holding for each network
state index s: the emissionmodel index (16 bit), the transition model index (16 bit), and
the successor batch-id b(s) (32 bit) – each entry has a size of 64 bit.
• Batch Array: The array B(b) holding the batch values referenced by the batch-ids. The
size of this array depends on how well successor lists of states can be represented by
closed intervals. Each batch consists of three 32-bit integers; in the usual well-formed
case, the successors of most states can be represented by one or zero batches. Overall,
the batch array is usually much smaller than the state array.
• Label Array: An array of label description structures, holding for each label index l: the
target root state r[l] (32 bit), and the word identifier w[l] (32 bit) – each entry has a size
of 64 bit.
Due to the linked-list ability of batches, the structure can be manipulated arbitrarily. We
exploit this flexible structure by using a relatively simple search network construction algo-
rithm (see Section 2.6). For optimal decoding efficiency and reduced storage requirements,
we optimize the structure after the network was constructed: we re-order states and labels
continuously so that nearly all successor lists can be represented by a single batch, and so
that adjacent states have adjacent indices, which is important for optimal utilization of the
CPU cache during decoding.
2.6 Constrution Algorithm
A compact search network with triphone across-word context dependency can be con-
structed efficiently using Algorithm 1. The network is determinized on-the-fly during con-
struction, by ensuring that appended succeedingHMM states have unique emissionmodels.
The algorithm uses the natural recombination boundaries behind the fan-out and fan-in to
connect the minimized coarticulated structure to the prefix-tree like body of the of the net-
work. Note that root states - i.e. R(−1), R(0), and R(1) - do not need an emission model,
their emission model is invalid. Sequencing constraints like described in Section 2.2 can be
applied straightforwardly by creating additional root states and linking them to satisfy the
constraints. Body root states R(1) are only needed during construction, and not during de-
coding; thus, we eliminate them in a finalization step before applying further optimization.
The algorithm has to keep the joints between fan-out, fan-in, and body intact, so it can only
apply limited optimizations to that portion of the network during construction. Therefore,
after the basic networkwas constructed using the depicted algorithm, it is further optimized,
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by joining redundant roots according to cross-word determinization and minimization (see
Section 2.1), and applying local minimization and local determinization repeatedly. Local
minimization means, that states which have the same model and the same set of successor
states are identified and joined to a single state. If it should be possible to insert additional
words into the graph at a later point, then R(0) – or copies of these root states – must be
excluded from minimization/determinization, so that the joints for inserting words in the
graph stay alive. If that’s desired, then it might be preferable to precompute equivalence
classes regarding the effect of context phonemes, and to use such compressed root states
right away during the construction. The algorithm only expands the full non-minimized
fan-out for words consisting of a single phoneme (line 13 to 20); for longerwords, the pushed
fan-out structure is used, which is independent of the number of words in the vocabulary
(line 5 to 11); therefore, the algorithm is very efficient when dealing with large vocabularies.
Note that in line 1 we create root states for all combinations of final and initial phonemes, to
ensure that we build a fully connected fan-in and fan-out in line 23 and line 26.
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Algorithm 1 : Search network construction.
Notation:
p1(w) := initial phoneme of word w
p2(w) := second phoneme of word w
p−2(w) := pre-final phoneme of word w
p−1(w) := final phoneme of word w
t˜head(w) =# p1p2 := first triphone of word w without left context-dependency
t˜body(w) = {p1 p2..., ...,p... p−2p−1} := second up to pre-final triphones of word w
Data Structures:
R(d) = {(si, l˜i, r˜i), ...} := root state si on depth d with left phoneme l˜i and right phoneme r˜i
R(−1) = pushed root states
R(0) = root states
R(1) = body roots
Step 1 - Initialize:
1 R(0)← {(0, #, #), {si, p′i, p˜i}, ...}with root si for all combinations of final phonemes p
′
i and initial p˜i
2 R(−1)← R(1)← {}
Step 2 - Build Tree-Like Part:
3 foreach w do
4 if w has multiple phonemes then // expand head and body
5 s← 0
6 s← append HMM for t˜head(w) // append first phoneme
7 s← append unique body root with (s, p1(w), p2(w)) ∈ R(1) // link body root
8 foreach triphone t˜ in t˜body(w) do // append body
s← append HMM for t˜
9 L[s] ←add new label l // attach pushed label
10 r[l] ← find or create pushed root s′ with (s′, p−2(w), p−1(w)) ∈ R(−1)
11 w[l] ← w
12 else // fully expand fan-out
13 p′ ← p1(w) // w only consists of p
′
14 foreach initial phoneme p˜ do
15 s← 0
16 s← append HMM for #p′p˜
17 s← append unique body root with (s, p′, p˜) ∈ R(1) // link body root
18 L[s] ←add new label l // attach label
19 r[l] ← find or create root s′ with (s′, p′, p˜) ∈ R(0)
20 w[l] ← w
Step 3 - Link Fan-In:
21 foreach (s, l˜, p) ∈ R(0) do
22 foreach (s′, p, r˜) ∈ R(1) do
23 Build HMM path from s to s′ for l˜ pr˜
Step 4 - Link Pushed Fan-Out:
24 foreach (s, l˜, p) ∈ R(−1) do
25 foreach (s′, p, r˜) ∈ R(0) do
26 Build HMM path from s to s′ for l˜ pr˜
Step 5 - Finalize:
27 Eliminate body roots R(1) – transfer their successors and labels to predecessors.
28 Apply across-word determinization and minimization – merge roots, determinize, minimize.
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Table 2.1: Search network statistics for the non-minimized tree-based network, tree-based
network with across-word minimization, and minimized network with pushed
word labels, on Quaero Polish.
roots network size N transitions labels total
|R| Total Fan-In Fan-Out S[...] L[...] [MB]
tree 1297 27.6M 19.7K 25.4M 27.7M 28.4M 564.3
tree + minimized 741 27.5M 5.6K 25.4M 27.6M 19.4M 464.5
pushed + minimized 1352 3.00M 5.6K 5.8K 3.04M 804K 37.7
2.7 Experimental Results
The following experiments are performed using basic unigram based LM look-ahead (see
Chapter 3), and using a word end pruning threshold linearly dependent on the global beam
pruning threshold — i.e. fword = 0.5 · fglobal.
Quaero Polish
The vocabulary of the Quaero Polish system comprises 660K words. Table 2.1 shows the
search network statistics for different search network structures. States of single-phoneme
words, which are part of both fan-in and fan-out at the same time, are counted as fan-in.
A tree-like network can be created by modifying the construction algorithm described de-
scribed previously to always expand the fan-out, no matter how many phonemes a word
consists of. The tree-like network has one non-coarticulated root state s = 0, and one root
state for each pair of a final and initial phoneme, i.e. 362 + 1 = 1297 root states. By join-
ing root states using across-word minimization, the number of root states can be halved. By
pushing the word labels to the left, the number of roots increases, because additional pushed
roots are added. In the tree-like construction, the fan-out makes up more than 90% of the
overall search network. By pushing word labels before the fan-out, the size of the fan-out
can be reduced to a tiny fraction, and the overall storage requirements are reduced from
464.5MB to 37.7MB.
Table 2.2 shows the effect of the pushed network structure on WER, RTF, search space
Hpruned(t), and the number of word end hypotheses Hˆpruned(t), at a selected set of global
beam pruning thresholds fglobal from 8 to 16. The pushed structure reduces the search space
by more than 30%, and it also slightly reduces the WER. The average number of word end
hypotheses is reduced by around 60%. The reduction in RTF is much less significant – for
fglobal = 16 the RTF is even increased, because a more diverse set of word labels is encoun-
tered due to the label pushing, which increases the costs of LM scoring.
Figure 2.4b shows the relationship between the WER and search space when varying the
global beam. The network structure with pushedword labels reduces the search space by 30
to 50% at equal WER in comparison to the fully expanded tree-like structure.
Figure 2.4a shows the relationship between WER and RTF for the different search network
structures. The pushing of word labels reduces the RTF by around 25% at equal WER.
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Table 2.2: WER, RTF, search space, and the number of word end hypotheses after pruning,
using tree-like search network, and search network with pushed labels, at varied
global beam pruning, on Quaero Polish.
structure fglobal 8 10 12 14 16
tree
WER 60.23% 22.18% 17.14% 16.21% 15.85%
RTF 0.12 0.32 0.52 0.95 1.43
|Hp..| 270 1.3K 4.4K 11.4K 22.4K
word ends |Hˆp..| 27 57 124 249 463
pushed
WER 31.76% 19.05% 16.78% 16.03% 15.79%
RTF 0.12 0.25 0.48 0.93 1.54
|Hp..| 235 787 2.7K 7.4K 16.1K
word ends |Hˆp..| 10.4 22.4 49.5 103 199
Note that enforcing context dependent across-word transitions (see Section 2.2) reduces the
search space on this task, but increases the WER at he same time, so overall, it is not helpful
on Polish, and we didn’t include it in our graphs.
a) WER vs. RTF
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Figure 2.4: Effect of tree-like network, and network with pushed labels, on a) WER vs. RTF,
and b) WER vs. search space, under varied global beam pruning, on Quaero Pol-
ish.
Quaero English
Table 2.3 shows the search network statistics for the Quaero English system, which uses a
vocabulary comprising 150K words. Overall, the search network is reduced from 158MB to
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Table 2.3: Search network statistics for the tree-like network, tree-like network with across-
word minimization, and tree-like network with pushed word labels and across-
word minimization, on Quaero English.
roots network size N transitions labels total
|R| Total Fan-In Fan-Out S[...] L[...] [MB]
tree 1937 7.8M 15.6K 6.7M 7.8M 8.1M 158
tree + minimized 918 7.8M 4.5K 6.7M 7.8M 4.8M 119
pushed + minimized 1386 980K 4.5K 4.9K 1.0M 185K 11.3
11.3MB through minimization with label pushing.
Table 2.4: WER, RTF, search space, and the number of word end hypotheses after pruning;
using tree-like search network, andminimized search networkwith pushed labels,
at varied global beam pruning, on Quaero English.
structure fglobal 8 10 12 14 16
tree
WER 38.71% 23.85% 21.77% 21.12% 20.97%
RTF 0.25 0.57 0.97 1.71 2.68
|Hp..| 649 3.0K 10.1K 22.6K 38.6K
pushed
WER 30.40% 23.34% 21.50% 20.99% 20.79%
RTF 0.20 0.42 0.80 1.45 2.52
|Hp..| 326 1.4K 5.2K 14.0K 27.3K
Table 2.4 shows the effect of the pushed network structure on WER, RTF, and search space.
Overall, the effect is very similar to Quaero Polish. The search space is reduced by more than
30%, and the WER is reduced too. The reduction in RTF is again much less significant than
the reduction in search space, due to the increased LM scoring costs.
Figure 2.5b shows the relationship between WER and search space for different search net-
work structures at varied global beam pruning. The network with pushed word labels re-
duces the search space by more than 50% at equal WER in comparison to the tree-like net-
work. Figure 2.5a shows the relationship between WER and RTF – the RTF is reduced by
around 30% at equal WER.
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a) WER vs. RTF
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Figure 2.5: Effect of tree-like search network, and search network with pushed labels, on a)
WER vs. RTF, and b) WER vs. search space, under varied global beam pruning,
on Quaero English.
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2.8 Conlusions
We have shown how a search network with minimized fan-out can be constructed straight-
forwardly, and that theminimization considerably reduces the search space and RTF at equal
WER in comparison to a coarticulated prefix-tree structure; similar minimized structures are
used in other state-of-the-art decoding approaches [Mohri & Pereira+ 08, Soltau & Saon 09].
When a large vocabulary is used, then a minimized search networkwith pushedword labels
consumes far less memory than a prefix-tree network, and can be built much faster.
Pushing of word labels and minimizing the fan-out considerably reduces the search space
and RTF for the following reasons:
1. The full LM probabilities are applied earlier at the pushed word end, forming a kind
of LM look-ahead, and thus focussing the search (see Section 3.1).
2. The LM look-ahead used during the pruning of state hypotheses which correspond to
the pushed fan-out can already focus on successor words; this is important, because
the paths leading towards different successor words start splitting up in the fan-out,
and branches leading towards different sets of words should be valued individually,
following the motivation of LM look-ahead (see Section 3.1).
3. Word end pruning is more effective when applied before paths split up regarding suc-
ceeding words (based on the path recombination pruning criterion that will be de-
scribed Section in 4.1).
4. Hypotheses coming from different LM histories are recombined earlier.
Point 4 is only relevant when not using back-off recombination, because that yields the ear-
liest recombination possible (see Section 3.1.4).
Theoretically, the pushing of word labels also has the potential to increase the search space,
because paths may be split up earlier than necessary. For example, consider two homophone
words (i.e. words that consist of equal phoneme sequences); without label pushing, paths
leading towards their word labels can share the same state hypotheses until the physical
word boundary is reached; with label pushing, labels are crossed earlier, and equivalent
hypotheses are duplicated over two different histories. The same motivation applies not
only to homophones, but to any words which share the affected portion of the fan-out in
any way with other words. Therefore, it is important to push labels before the fan-out –
which allows the LM look-ahead to consider succeeding words while pruning the fan-out
andwhichmakesword end pruningmore effective – but pushing the labels further is neither
necessary nor helpful. Consequently, many authors found that further minimization of the
network is not helpful regarding runtime [Soltau & Saon 09, Rybach 14].
The described search network construction algorithm yields a very compact and efficient
search network, which is similar to a determinized and minimized H ◦ C ◦ L transducer
[Mohri & Pereira+ 08, Rybach & Ney+ 13]; but the regular structure allows inserting new
words on-the-fly during decoding using the described algorithm (as long as roots R are
preserved), and can be used to motivate effective pruning methods (see Chapter 4). To the
best of our knowledge, the search network structure is optimal w.r.t. the search space size.
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Look-Ahead
At timeframe t, state hypotheses are pruned based on their accumulated path scores over
previous words and previous timeframes 1, ..., t (see Equation 1.22). The goal of search is
to find the globally best path. The globally best path consists of the previous path up to
timeframe t, based on which the pruning is usually performed, but it also consists of a hy-
pothetical extension path t+ 1, ..., T leading up to the sentence end.
The idea of look-ahead is to use some approximated knowledge about the future t+ 1, ..., T
to focus the search onto those paths which have a better chance to end up as the globally
most likely path at the final timeframe T; the chance of discarding the globally best path
during pruning based on wrong local decisions should be minimized. Effective look-ahead
allows finding the globally most likely path more efficiently, by exploring a smaller search
space.
A look-ahead score l(t, h, s) for timeframe t, history h, and network state s, can be integrated
into the pruning from Equation 1.22:
Hpruned(t) :=
{
(h, s) ∈ H(t)
∣∣∣∣ Q(t, h, s)+l(t, h, s) ≤ min
(h′,s′)∈H(t)
Q(t, h′ , s′)+l(t, h′ , s′) + fglobal
}
(3.1)
Ideally, the look-ahead score would be 0 for hypotheses which are on the best path, and
∞ for hypotheses which are not – then, only hypotheses on the globally best path would
be considered – obviously we can not achieve such a perfect look-ahead; if we knew the
globally best path, then we wouldn’t need to search in the first place. But we can explore
the immediate future, to guide the search into directions which will probably end up being
likely, based on information which can be derived from the models without too much effort.
Search is performed on the combination of twomodels: the acoustic model and the language
model. Ideally, look-ahead would predict the potential of state hypotheses with regard to
both models combined. However, the combination of both models is what makes the search
problem difficult, and the computation of such a combined look-ahead would be very sim-
ilar to plain decoding – it would yield a kind of multi-pass architecture, like described in
[Austin & Schwartz+ 91] or [Hannemann & Povey+ 13], or like the WFST lattice rescoring
pass described in [Mohri & Pereira+ 08] and [Rybach 14]. We will not consider multi-pass
search; we will rather focus on look-ahead which can be performed time-synchronously in
a single pass – for example in the first pass of a multi-pass architecture – thus we will con-
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sider each model separately, and define one look-ahead method for each: LM look-ahead and
acoustic look-ahead.
3.1 Language Model Look-Ahead
The idea of LM look-ahead is to integrate the LM knowledge into the pruning process al-
ready before reaching word labels, guiding the search towards thoseword labels which seem
likely in the current LM context [Ortmanns & Eiden+ 97].
3.1.1 State of the Art
The standard method [Ortmanns & Eiden+ 97], which we will describe in the next section,
is used in many dynamic network decoders in different variations [Soltau & Saon 09]. The
computation of context dependent LM look-ahead is expensive based on this method; there-
fore, a common approximation is the usage of context independent unigram look-ahead
scores.
Several extensions were proposed to make the computation of context dependent LM look-
ahead more efficient. In [Chen 08], the computation of look-ahead tables was accelerated
by using lower order (n − 1)-gram look-ahead tables as initialization for higher order n-
gram tables, and only updating those parts of the table which are not estimated through the
LM back-off in the given context. This strategy can potentially reduce the effort of filling
the table, but there is still one full look-ahead table that needs to be allocated and copied
for each n-gram context; the authors of [Soltau & Saon 09] even state that the efficiency is
degraded when using a 4-gram LM and a large vocabulary, since many additional back-off
tables need to be filled.
In WFST search with on-the-fly composition, perfect LM look-ahead is used in the
form of Weight Pushing [Allauzen & Riley+ 10]. The Consecutive Ones Property
[Meidanis & Portob+ 98, Booth & Lueker 76, Dom & Niedermeier 07] can be exploited
to make the weight pushing tractable efficiency-wise – still, composition with weight
pushing is very costly when using a large vocabulary, going so far that the costs of com-
position may even dominate the overall effort during decoding [Nolden & Schlüter+ 13a].
Usually, not the best reachable word score is used, but rather the sum over the proba-
bilities of all reachable words, using the log semiring; the log semiring works better in
WFST search [Mohri & Pereira+ 08, Rybach & Ney+ 13], but that has never been motivated
clearly, and appears to be related to specific pruning risks that appear in the composed
non-deterministic backing-off structure (see Section 4.2.1 and 5.2.4 for further details). The
author of [Rybach & Ney+ 13] found that using the log semiring only has a very slight
positive effect when using a regular LM structure; we performed some experiments on our
HCS decoder where we measured no positive effect at all, and the same result was reported
by Alleva et al [Alleva & Huang+ 96]. Thus, when not using a specific non-deterministic
LM structure, then the standard LM look-ahead based on minimum scores – which we will
describe in the remainder of this chapter – is sufficient, and faster to compute than the log
semiring based version.
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In the following, we will describe a method called sparse LM look-ahead [Nolden & Ney+ 11],
which disconnects the effort of context dependent LM look-ahead from the size of the vo-
cabulary, by exploiting the sparseness of backing-off n-gram language models. Unlike LM
look-ahead algorithms proposed previously for dynamic network decoding, it avoids the
filling of full look-ahead tables, and it can be used to perform back-off recombination simi-
larly toWFST search at no additional cost. It shares some attributes with the weight pushing
used in the WFST approach; however, unlike WFST search, the context dependent overhead
can be avoided if desired, by selectively falling back to context independent unigram LM
look-ahead.
3.1.2 Standard Method
LM look-ahead scores do not depend on the timeframe t, but rather only on the history h
and state s:
l˜(h, s) := min
w∈W(s)
q(w|h) (3.2)
Where W(s) denotes the set of word identities of word labels reachable from network state
s. The look-ahead score value can be directly integrated into Equation 3.1 by defining
l(t, h, s) := l˜(h, s).
Carrying out the maximization from Equation 3.2 directly would be very inefficient; in-
stead, a compact look-ahead network consisting of N˜ look-ahead nodes is derived from the
search network [Ortmanns & Eiden+ 97], and scores are computed efficiently for all nodes,
by maximizing the look-ahead scores bottom-up. The look-ahead network is constructed
so that each node 1 ≤ n˜ ≤ N˜ in the look-ahead network stands for a unique set of reach-
able word identitiesW(n˜) = {w1, ...}, and look-ahead nodes n˜(s) are assigned to states s so
that W(n˜(s)) = W(s). Nodes n˜ are linked to successor nodes n˜′ so that W(n˜′) ⊂ W(n˜). In
practice, there is usually one look-ahead node for each linear sequence of HMM states in the
search network; similarly to the size N of the search network, the size N˜ of the look-ahead
network is linear in the size of the vocabulary; it is much lower than N, and usually ranges
between V/3 and V · 2.
During decoding, look-ahead scores are read from the look-ahead table bh:
l˜(h, s) := bh[n˜(s)] (3.3)
Where the table bh assigns a look-ahead score to each look-ahead node n˜ for the LM history
h:
bh[n˜] = min
w∈W(n˜)
q(w|h) (3.4)
The table bh can be filled efficiently by iterating over the look-ahead nodes reverse-
topologically; first leaf-nodes are filled with the word scores from the LM, then scores are
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q(w3|h) = f(hw3)
q(w1|h) = f(hw1)
q(w5|h) = o(h) + (w5|h
′) (back-off)
q(w2|h) = o(h) + q(w2|h
′) (back-off)
q(w4|h) = o(h) + q(w4|h
′) (back-off)
n˜1
n˜3
n˜2
n˜8
n˜4
n˜5
n˜6
n˜7
Figure 3.1: Example LM look-ahead networkwith scores. Gray scores are computed through
backing-off.
propagated by setting values of parent nodes to the minimum of child nodes in reverse-
topological order. The overall effort of filling a table bh is linear in the table size N˜, with a
low constant factor, because no complex data-structures are involved. For optimal efficiency,
the look-ahead nodes can be pre-sorted topologically, and then iterated linearly during table
filling.
3.1.3 Sparse LM Look-Ahead
A high-order n-gram LM is inherently sparse, and for a certain history h, it only contains
context dependent scores for very few successor words w (see Section 1.4); for most words
w, the score q(w|h) is computed by applying the back-off score o(h) to a score taken from the
reduced history h′ = b(h); i.e. q(w|h) = q(w|h′) + o(h).
The idea of sparse LM look-ahead [Nolden & Ney+ 11] is, to exploit this LM sparseness for
efficient LM look-ahead. Let B(h) = {w1, ...} be the set of words which have an actual
context dependent LM score f (hwi) in the LM for history h.
With sparse LM look-ahead, we fill only those look-ahead table entries bh(n˜) that have at
least one reachable word covered by the LM – i.e. W(n˜) ∩ B(h) 6= ∅. We ignore all other
nodes, without even allocating memory for them. The number N˜(h) of affected nodes is
usually much lower than the total number of nodes – thus we can disconnect the effort
required for LM look-ahead from the total size of the look-ahead table N˜, and thus from the
size of the vocabulary V.
Figure 3.1 shows an example LM look-ahead network, with scores computed through
backing-off marked in gray. The compressed LM look-ahead network comprises 8 nodes,
and only 2 out of 5 followup words are covered by the n-gram LM, i.e. B(h) = {w1,w3}; the
remaining word probabilities are computed through backing-off. Figure 3.2 illustrates the
correspondingly filled table; only 4 out of 8 table entries are not filled through backing-off.
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3.1.3.1 Bak-O Approximation
For a given history h, presume that full n-gram scores are always better than scores from
backing-off:
max
w∈B(h)
q(w|h) ≤ min
w/∈B(h)
q(w|h) (3.5)
Depending on the LM constructionmethod, it is not guaranteed that the equation is satisfied;
however, cases where it’s not satisfied tend to be very rare. This approximation also plays
a central role in usual WFST LM composition approaches [Mohri & Pereira+ 08]; there, it is
not only used to improve look-ahead like in the following, but rather directly onmodel level;
it does not seem to introducing errors though (see Section 5.2.2 for further details).
3.1.3.2 Sparse Look-Ahead Tables
Using the back-off approximation from Equation 3.5, we can fill the scores of all look-ahead
nodes n˜ with W(n˜) ∩ B(h) 6= ∅, by only considering the words w ∈ B(h), and completely
ignoring all the words with scores that are estimated through backing-off (see Equation 3.4).
This leads us to the idea of filling a hash-based sparse table, which only holds entries for
those nodes which are covered by the n-gram LM in the given context.
Figure 3.3 illustrates the sparse version of the table from Figure 3.2. Due to the back-off
approximation, we can ignore the back-off during the maximization – thus the overall effort
of filling the table only depends on the number of n-grams covered (i.e. O(|B(h)|)), and on
the depth of the look-ahead network, but is disconnected from the size of the vocabulary.
We implement the sparse LM look-ahead tables using fixed-size hash tables, with a predicted
table size of f ac · nc(|B(h)|) – where nc(...) is a function which predicts the number of filled
= minw∈W (n1) q(w|h) = ...
= min{f(hw1), o(h) + q(w2|h
′)}
= f(hw1)
= o(h) + q(w2|h
′) (back-off)
= f(hw3)
= o(h) + q(w4|h
′) (back-off)
= o(h) + q(w5|h
′) (back-off)
bh(1)
bh(2)
bh(3)
bh(4)
bh(5)
bh(8)
= o(h) + min{q(w4|h
′), q(w5|h
′)} (back-off)bh(6)
bh(7)
N˜
Figure 3.2: Example LM look-ahead table filled with scores.
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= minw∈W (n1) q(w|h) = ...
= min{f(hw1), o(h) + q(w2|h
′)}
= f(hw1)
= f(hw3)
3→ bh(3)
5→ bh(5)
2→ bh(2)
1→ bh(1)
N˜(h)
Figure 3.3: Example sparse LM look-ahead table filled with scores.
look-ahead nodes based on the number of words |B(h)| covered by n-grams. The function
nc(h) is initialized as a suitable flat line, and updated during decoding by adding new points
or modifying existing ones, based on the number of nodes actually filled. In worst case the
table size is predicted wrongly, and the table needs to be resized while it’s being filled. To
avoid hash clashes and table resizing, we make the table much larger than predicted, based
on the size factor f ac; our default value f ac = 1.8 leads to few resizes, and to approximately
one clash in 4 hash table entries.
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3.1.3.3 Filling Algorithm
A sparse LM look-ahead table for a specific history h can be filled efficiently using the fol-
lowing algorithm:
Preparation:
For each node n˜ assign a topological depth d(n˜) and remember a list parent(n˜) of parent
nodes.
For each word w remember the leaf node n˜w in which the word appears.
Data structures:
For each depth depth, manage a queue of waiting nodes queue(depth) = {(n˜1, q1), ...},
with nodes n˜i and scores qi
Initialization:
For each word w ∈ B(h), add (n˜w, f (hw)) into queue(d(n˜w))
Iteration:
foreach depth in reverse-topological order do
foreach n˜with (n˜, ·) ∈ queue(depth) do
bh(n˜) ←− min(n˜,q)∈queue(depth) q // fill table with minimized score
foreach p ∈ parent(n˜) do
queue(d(p)) ←add (p, bh(n˜)) // propagate to parent
end
end
end
When the algorithm has finished, all look-ahead table entries bh(n˜) with W(n˜) ∩ B(h) 6= ∅
are filled. It is important to note that on each topological level depth, the minimum score
score(n˜) can be computed using a simple pre-allocated global array of size N˜, which is more
efficient than using the hash table for the matching. There are no complex data structures
involved, and the overall effort is O(nc(h)).
Each entry in a sparse LM look-ahead table consists of 4 bytes for the actual score, plus
4 bytes of administrative overhead for the hash table. A non-sparse LM look-ahead table
consists of 4 bytes for each of the N˜ nodes; thus, a sparse table is only more compact than
a non-sparse table if 2 · f ac · nc(h) < N˜. Furthermore, filling and reading sparse tables is
more expensive than it is for linear tables, so if the sizes are similar, a linear table is clearly
preferable. Therefore, before filling a table for history h, we predict the sparse table size,
and only use a sparse table if we expect it to be smaller than a non-sparse table by threshold
thres; i.e. for history h we use a sparse table if if 2 · f ac · nc(h) < thres · N˜; thres = 0.5 led to
optimal efficiency in most of our experiments.
3.1.3.4 Deoding
Sparse LM look-ahead tables only assign scores to a subset of all look-ahead nodes. During
decoding, a look-ahead score is needed for each state hypothesis (h, s). If the node n˜(s) is
not filled in the sparse table bh, then a back-off procedure equivalent to the definition of a
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backing-off LM in Equation 1.11 is necessary; the look-ahead score needs to be read from
the next back-off table with the back-off score o(h) applied – i.e. o(h) + bh′(n˜(s)), where
h′ = b(h) is the shortened back-off history of h; if the back-off table bh′ is also sparse and
does not contain the entry, then the history needs to be shortened to h′′ = b(h′) and the next
backoff o(h′) applied, and so on, until the entry is finally found. In worst case, the cascade
continues up to the empty history hUNI , and ends in the unigram table bUNI which contains
entries for all nodes.
It is not desirable to follow the whole back-off cascade at every request, because look-ahead
scores are requested very frequently. Due to the nature of LM look-ahead, successor states
with the same LM history can only correspond to the same, or a reduced back-off level; thus,
we can integrate the handling of the back-off directly into our search procedure; instead of
conditioning hypotheses (h, s) on their history h, we condition them on a pair of histories:
the history h and a specific look-ahead history h˜. Root states are always started with h˜ = h,
but whenever look-ahead is required for a hypothesis ((h, h˜), s) and there is no entry in bh˜ for
n˜(s), then we apply the back-off score o(h˜) on the state hypothesis and re-condition it on the
back-off lookahead history b(h˜) — i.e. we transform the hypothesis to ((h, b(h˜)), s+ o(h˜)).
In history conditioned search, the management of additional look-ahead histories h˜ induces
no overhead, because it can be merged into the management of the histories h. The back-
off transformation of state hypotheses itself does induce some overhead during decoding,
because hypotheses need to be moved into different (h, h˜)-conditioned instances on-the-fly
whenever the look-ahead node entry is missing in bh˜ (see Chapter 5).
3.1.4 Bak-O Reombination
Using sparse LM look-ahead, back-off recombination similar to the one performed in WFST
search can be integrated straightforwardly. In fact, integration of back-off recombination
simplifies the decoding with sparse LM look-ahead, because the conditioning of network
instances on separate look-ahead histories, as explained above, becomes unnecessary. Hy-
potheses (h, s) that don’t have an entry in the sparse LM look-ahead ahead table for history h
are simply transformed to (b(h), s), and o(h) is added to the score – the hypothesis path can
then be recombined with paths coming from different histories h′ with b(h) = b(h′). Such
back-off recombination violates the word pair approximation, and thus complicates lattice
generation (see Section 1.6.3).
3.1.5 Approximations
If many distinct LM contexts h appear during decoding, and the look-ahead network N˜ is
large, then the computation of context dependent look-ahead tables may become an effi-
ciency bottleneck.
3.1.5.1 History Redution
In practice, it may not be necessary to fill a table for each history; a large portion of the overall
gain can be achieved by always using the same static table bUNI which just holds context
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independent unigram scores (we call this unigram look-ahead). Another common approach
to improve efficiency when dealing with high-order language models is reducing the length
of histories used for look-ahead, for example by considering only the last predecessor word
[Ortmanns & Eiden+ 97] (we call this bigram look-ahead).
3.1.5.2 Network Pruning
To improve efficiency, the size of the look-ahead may be reduced by joining certain look-
ahead nodes [Ortmanns & Eiden+ 97]. We will analyze two methods which compress the
look-ahead network:
• Minimum Representation: Remove look-ahead nodes which represent less than a cer-
tain number of network states.
• Cut-Off: Remove look-ahead nodes beyond a certain depth. The motivation is, that
most of the search space usually corresponds to the first phonemes of words, where
the search network has a high out-degree; deeper states tend to cause less effort, and
eventually don’t need that exact look-ahead scores.
Removing a node n˜ means replacing all its occurrences with another node n˜′ which is a su-
perset – i.e.W(n˜) ⊂ W(n˜′). The look-ahead scores of affected states become less distinctive,
because they minimize over more words than necessary.
3.1.5.3 Table Limit
Even if full-order context dependent LM look-ahead is desired, we don’t actually need to
compute a context dependent LM look-ahead table bh for every single LM context h encoun-
tered during decoding; in practice, most of the search space usually corresponds to very few
distinct LM histories; when a strong LM is available, then around 50% of the search space
usually correspond to one single dominant history hdom; thus, we can cover most hypotheses
by computing context dependent look-ahead tables only for those histories which dominate
the search space. We define a table limit Lmax, which limits the number of look-ahead tables
that are allowed to be filled per timeframe. If more than Lmax new look-ahead tables are
requested at a timeframe t, then histories h that cover more state hypotheses |(h, ·) ∈ H(t)|
are prioritized; for all remaining histories, the unigram table bUNI is used – they may be
re-considered for an own context-dependent table at later timeframes.
3.1.6 Cahing
Filling look-ahead tables is expensive. Once filled tables can be cached for later reuse, to
prevent filling the same tables repeatedly. Caching leads to a classical memory vs. runtime
trade-off. We allow specifying a certain amount of memory dedicated for cached look-ahead
tables; when the cached tables account for more than the specified limit, then old tables are
deleted, starting with those that are unused for the longest time.
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Due to the table cache, the runtime efficiency of each utterance depends on the number of
utterances processed before, because those influence the filling of the cache. To make the
runtime efficiency independent of the splitting of the corpus, and to speed up the processing
of the first utterance – which would otherwise start with an empty cache – a previously
dumped look-ahead table cache can be read from disk when starting recognition.
3.1.7 Experimental Results
3.1.7.1 Quaero English
The 4-gram LM of the Quaero English system comprises 50M n-grams, and the vocabulary
comprises 150K words. The test corpus is split into 40 recognition jobs, where each job
processes 32 utterances; on average, each utterances consist of 9.6 seconds of speech; these
32 utterances within a job can share their LM look-ahead table cache. The search network
used for these experiments is minimized as described in the previous chapter. The unpruned
look-ahead network has a size of N˜ = 218K – based on a search network of size N = 980K.
The first experiments are performed without a table filling limit (i.e. Lmax = ∞), without any
look-ahead network pruning, and with an initially empty table cache of size 500MB. Thus,
the number of computed look-ahead tables directly depends on the number of distinct LM
histories that appear during decoding; that number depends on the involved models, and
on the applied pruning, especially the word end pruning threshold fword. As usual, the word
end pruning threshold is kept constant relative to the global beam pruning threshold (i.e.
fword = 0.5 · fglobal).
Table 3.1 shows the effect of the different basic LM look-ahead methods. The table shows
the WER, RTF, and search space (i.e. the average |Hpruned(t)|), for beam pruning thresholds
fglobal from 8 to 16. We see that basic LM look-ahead is crucial for efficient decoding; unigram
LM look-ahead reduces the search space by a factor of 2 to 3, and considerably reduces the
WER, in comparison to no look-ahead. Classical LM look-ahead with LM histories short-
ened to a single predecessor word (i.e. bigram look-ahead) achieves slightly better WERs
than unigram look-ahead at equal beam size, because the pruning is more precise. The
RTF is increased considerably though, due to the high costs of filling many look-ahead ta-
bles. Full-order 4-gram LM look-ahead is more precise than bigram LM look-ahead, because
the look-ahead scores are more exact; the runtime costs of filling full look-ahead tables for
each 4-gram context are enormous though. Sparse 4-gram LM look-ahead achieves approx-
imately the same WER and the same search space as the standard 4-gram method, but it
is by magnitudes faster; it is not much slower than unigram LM look-ahead at equal beam
pruning thresholds, at greatly improved precision. The slight difference between sparse and
standard 4-gram LM look-ahead can be accounted to the back-off approximation (see Section
3.1.3.1).
Table 3.1 also shows that a large portion of the positive effect of LM look-ahead can be
achieved using simple unigram LM look-ahead; the question is, whether the improved pre-
cision of full-order LM look-ahead justifies the context dependent overhead. This question
will be answered in the following based on trade-off curves; however, the table shows that
with sparse LM look-ahead, we can achieve a WER of 20.77% at RTF 1.76 using fglobal = 14,
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whereas with unigram LM look-ahead, the best achievable WER is 20.82% at RTF 2.14; thus,
at least for WERs close to the optimum, sparse LM look-ahead is clearly superior to unigram
LM look-ahead on this setup. By adding back-off recombination, the search space can be re-
duced by around 20% without changing the WER, and the RTF can be reduced considerably
too.
Table 3.1: WER, RTF, and search space, for different LM look-aheadmethods, at varied global
beam pruning, on Quaero English.
look-ahead fglobal 8 10 12 14 16
none
WER 94.03% 85.92% 68.86% 38.60% 22.91%
RTF 0.07 0.21 0.75 1.94 3.54
|Hp..| 951 3.2K 10.2K 28.7K 49.2K
unigram
WER 33.16% 23.59% 21.66% 21.04% 20.82%
RTF 0.19 0.38 0.71 1.29 2.14
|Hp..| 300 1.2K 4.6K 12.4K 24.6K
bigram
WER 27.04% 22.12% 21.25% 20.81% 20.70%
RTF 1.29 2.43 4.72 7.99 14.20
|Hp..| 331 1.3K 4.4K 11.4K 22.5K
4-gram
WER 26.41% 21.89% 21.10% 20.77% 20.67%
RTF 3.8 7.7 14.3 1 25.11 45.8
|Hp..| 318 1.2K 4.0K 10.4K 20.8K
4-gram sparse
WER 26.31% 21.99% 21.11% 20.77% 20.67%
RTF 0.24 0.50 0.97 1.76 3.31
|Hp..| 327 1.2K 3.9K 10.4K 20.7K
+ back-off recombination
WER 26.67% 21.99% 21.11% 20.77% 20.67%
RTF 0.24 0.46 0.94 1.53 2.58
|Hp..| 299 1.0K 3.2K 8.1K 16.4K
Table 3.2 shows the distribution of state hypotheses over the different LM look-ahead back-
off levels. Each network instance is conditioned on a history h, and a look-ahead history h˜.
With standard 4-gram LM look-ahead, the look-ahead history always equals h – i.e. h = h˜.
Not all encountered histories have the full length 3 (i.e. n − 1) though, because histories
are shortened to the minimum length required by the n-gram LM in the specific context
(see Section 1.4); therefore, even with standard 4-gram LM look-ahead, only 56% of all state
hypotheses are conditioned on actual 3-word histories. With sparse LM look-ahead, h˜ is a
shortened back-off history of h if no look-ahead score is available without backing-off (see
Section 3.1.3.4). With sparse LM look-ahead, only 8% of the state hypotheses are shifted
down to the unigram level (i.e. |h˜| = 0); this seems surprising at first, considering the inher-
ently enormous sparseness of the LM; however, the search focusses onto those parts of the
LMwhich are likely; pathswhich are likely according to the LMare more likely to be actually
said by the speaker, and have a better chance of getting own higher-order n-gram counts as-
signed during LM training; therefore, the whole search focusses onto the higher order parts
of the LM. With back-off recombination, hypotheses are re-conditioned completely on the
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shortened back-off history h˜ alone, so that they can be recombined with other hypotheses
that were re-conditioned to the same back-off history. The table shows that back-off recom-
bination considerably reduces the number of hypotheses on unigram level, by nearly 50%.
However, there are relatively few hypotheses on that level, so the highest overall impact is
achieved on the bigram level, where the number of hypotheses is reduced by nearly 30%
through recombination. The reduction on the trigram level is much lower.
Table 3.2: Distribution of state hypotheses over different LM look-ahead back-off levels
for standard 4-gram LM look-ahead, sparse 4-gram LM look-ahead, and sparse
4-gram LM look-ahead with back-off recombination, at fglobal = 14, on Quaero
English.
n-gram history length |h˜| 0 1 2 3
number of hypotheses, i.e.∣∣{(h, h˜, s) ∈ Hp..(t)∣∣n = ∣∣h˜∣∣}∣∣ 4-gram 297 1968 4.4K 3.7K4-gram sparse 746 4.2K 4.2K 1.1K
+ back-off recombination 417 3.0K 3.7K 1.1K
Figure 3.4b shows the relationship betweenWER and search space when varying the global
beam pruning threshold fglobal from 8 to 16, using unigram LM look-ahead, classic bigram
LM look-ahead, classic full-order 4-gram LM look-ahead, and sparse full-order 4-gram LM
look-ahead. The search space can be reduced by factor 2 at equal WER by using full-order
LM look-ahead. Back-off recombination achieves an additional reduction by 10 to 20% at
equal WER.
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Figure 3.4: Effect of different LM look-ahead methods on a) WER vs. RTF, and b) WER vs.
search space, under varied global beam pruning, on Quaero English.
As seen in Figure 3.4b, context dependent LM look-ahead achieves a huge reduction in
search space at equal WER. However, many LM look-ahead tables need to be filled on-the-
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fly, and the filling of those tables may be be expensive. Figure 3.4a shows the corresponding
trade-off between accuracy and RTF. The reduction achieved in RTF is nowhere near the
reduction achieved in search space; still, sparse full-order LM look-ahead is consistently
faster than unigram LM look-ahead at equal WER, by around 10%. Back-off recombination
achieves a reduction by 5 to 20% in RTF at equal WER; however, since back-off recombi-
nation complicates the generation of lattices, we will not use it as baseline in the following
experiments. Context dependent standard LM look-ahead is not competitive; note though,
that we use a completely unpruned look-ahead network for these experiments. The effi-
ciency of context dependent standard LM look-ahead may be improved by pruning down
the look-ahead network; we will analyze the effect of network pruning in Section 3.1.7.1.3,
but only for sparse LM look-ahead, because sparse LM look-ahead is superior to standard
look-ahead, no matter how much the network is pruned; we have validated this statement
on the RWTHdecoder, but also on the IBMAttila decoder, where sparse LM look-ahead out-
performed a highly optimized implementation standard bigram LM look-ahead based on a
well-pruned look-ahead network [Nolden & Soltau+ 14a].
Figures 3.5a and 3.5b show a profiling of the decoder with unigram look-ahead respectively
with sparse LM look-ahead, at varied global beam pruning thresholds. The pruning part cor-
responds to within-word global beam pruning (Equation 1.22); the apply LM look-ahead part
corresponds to looking up scores in look-ahead tables, and eventually re-conditioning hy-
potheses onto back-off histories for sparse LM look-ahead; the fill LM look-ahead part stands
for the filling of new LM look-ahead tables; the word ends part represents everything related
to word labels, from expansion of word end hypotheses up to the activation of new root state
hypotheses (Equations 1.23 to 1.28); the within word part corresponds to the within-word ex-
pansion and recombination of state hypotheses (Equation 1.19 and 1.20); the scoring part
stands for the calculation of HMM state emission scores in Equation 1.20. Figure 3.6 shows
the same profiling, but scaled by the WER; such scaling allows a more direct comparison of
the effort involved in each method. It is apparent that sparse LM look-ahead allows achiev-
ing the same WER at a lower RTF; while the LM look-ahead adds additional costs for read-
ing and filling of look-ahead tables, it reduces the costs of within-word dynamic program-
ming, word end handling, and especially the costs of emission model scoring. With sparse
LM look-ahead, more time is spent looking up look-ahead scores in the hash-based sparse
look-ahead tables, than for the filling of tables. The reason why the reading of sparse look-
ahead tables is so expensive is, that the Quaero English system allows skip HMM transitions;
these transitions are highly penalized, but nevertheless they are hypothesized at each frame,
which greatly increases the effective fan-out of state hypotheses; on average, there are 6 to 8
times more state hypotheses before pruning than after pruning – i.e. |H(t)| > 6 · |Hpruned(t)|;
in contrast, the corresponding factor is only 3 on the Quaero Polish system, which does not
allow skips. Some of these look-up costs can be avoided by applying early pruning to skip
transitions (see Section 4.2.4.6), and in Section 5.5 we will describe a method which avoids
the costs of repetitive lookups altogether, by copying the search network on-the-fly with the
look-ahead scores integrated directly.
3.1.7.1.1 Table Cahe. The contents of the LM look-ahead cache determines how many
new tables need to be filled at runtime; if a table bh for a certain encountered history h is
already in the cache, then the filling can be omitted. Table 3.3 shows the effect of different LM
45
Chapter 3 Look-Ahead
a) unigram
0
0.25
0.5
0.75
1
1.25
1.5
1.75
2
2.25
2.5
2.75
3
8 9 10 11 12 13 14 15 16
26.31 22.41 21.27 20.84
R
T
F
fglobal
WER [%]
other
pruning
apply LM look-ahead
fill LM look-ahead
word ends
within word
scoring
b) sparse 4-gram
8 9 10 11 12 13 14 15 16
23.20 21.34 20.94 20.67
fglobal
WER [%]
Figure 3.5: Profiling for a) unigram LM look-ahead, and b) full-order sparse LM look-ahead,
under varied global beam pruning, on Quaero English.
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look-ahead table cache sizes between 50MB and 2GB, and the effect of a pre-filled table cache
read from disk, at beam pruning threshold fglobal = 14. On average, 193 look-ahead tables are
in use at each timeframe with sparse LM look-ahead. For small cache sizes up to 250MB, the
pre-filled cache makes no difference, because such a small cache is filled quickly anyway;
for larger cache sizes starting at 1GB, the pre-filled cache saves a considerable amount of
table calculations. Overall though, a table cache size of 500MB seems sufficient, because
it achieves an RTF close to the optimum, while the size seems tractable in relation to the
used models (both AM and LM each weight more than 800MB). Pre-filling the look-ahead
table cache does not save many table calculations with a 500MB cache -the average number
of tables filled per timeframe is reduced from 5.17 to 4.92; a considerable amount of table
calculations can only be saved by using a huge pre-filled look-ahead table cache of more
than 1GB.
Table 3.3: The effect of the LM look-ahead table cache size at fglobal = 14, for 4-gram sparse
LM look-ahead, with and without pre-filled table cache. The RTF, the average
number of tables filled per timeframe, the average number of tables available in
memory per timeframe, and the average overall size of the table cache per time-
frame are shown.
pre-filled cache [MB] 50 100 250 500 1000 2000
no
RTF 2.48 2.22 1.95 1.87 1.84 1.78
avg. tables filled 8.0 7.31 6.13 5.17 4.49 4.46
avg. tab. in memory 1.3K 3.6K 13.8K 35.9K 70.6K 70.6K
avg. cache size [MB] 56 111 259 467 705 717
yes
RTF 2.65 2.35 1.94 1.85 1.80 1.69
avg. tables filled 8.0 7.26 6.0 4.92 3.85 2.56
avg. tab. in memory 1.3K 3.9K 15.5K 44.5K 124K 346K
avg. cache size [MB] 56 113 283 546 1050 2004
3.1.7.1.2 Table Limit. Even the filling of sparse LM look-ahead tables can be expensive,
and the effect of table caching is limited; using unigram LM look-ahead, the whole problem
of caching dissolves, because only one single look-ahead table bUNI is required. The table
filling limit Lmax allows to arbitrarily interpolate between unigram LM look-ahead and full-
order LM look-ahead; it can be used to reduce memory requirements by sufficing with a
smaller table cache, or to improve efficiency by filling less look-ahead tables, at the cost of
precision. Table 3.4 shows the interaction between the table limit Lmax and the cache size.
For each combination, the coverage is shown, i.e. the percentage of all hypotheses (h, s) for
which a context dependent look-ahead table bh is available. On average, around 40% of all
state hypotheses correspond to one single dominant history hdom on Quaero English; thus, a
coverage of 40% can be achieved if that one context dependent table bhdom is available. At a
cache size of 500MB, the number of filled look-ahead tables per timeframe can be limited to
10 without degrading the precision; the RTF is reduced from 1.73 to 1.65. Evenwhen limiting
to only one filled table per frame, the coverage is still respectable 77%. Overall, it is apparent
that we can arbitrarily mix context dependent and unigram LM look-ahead by varying the
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table limit Lmax.
Table 3.4: The effect of the LM look-ahead table cache size and different table filling limits
Lmax at fglobal = 14, using pre-filled table caches. The WER, the RTF, the average
number of tables filled per timeframe, and the coverage are shown for Quaero
English.
table limit cache [MB] 50 100 250 500 1000 2000
Lmax = ∞
Hp.. ≈ 11.5K
WER [%] 20.77 20.77 20.77 20.77 20.77 20.77
RTF 2.42 2.0 1.81 1.73 1.71 1.75
avg. tables filled 8.0 7.26 6.0 4.92 3.85 2.56
coverage [%] 100 100 100 100 100 100
Lmax = 20
Hp.. ≈ 11.4K
WER [%] 20.77 20.77 20.77 20.77 20.77 20.77
RTF 2.44 2.1 1.81 1.74 1.71 1.7
avg. tables filled 6.5 6.0 5.0 4.2 3.4 2.3
coverage [%] 91 92 93 94 96 98
Lmax = 10
Hp.. ≈ 11.4K
WER [%] 20.79 20.79 20.78 20.77 20.77 20.77
RTF 2.12 1.93 1.74 1.65 1.65 1.82
avg. tables filled 5.1 4.7 4.0 3.4 2.8 2.0
coverage [%] 86 87 89 91 93 96
Lmax = 5
Hp.. ≈ 11.4K
WER [%] 20.81 20.81 20.80 20.79 20.79 20.77
RTF 1.91 1.80 1.68 1.73 1.61 1.65
avg. tables filled 3.5 3.3 2.9 2.5 2.2 1.5
coverage [%] 81 82 85 87 91 94
Lmax = 1
Hp.. ≈ 11.9K
WER [%] 20.85 20.85 20.84 20.84 20.83 20.81
RTF 1.48 1.53 1.50 1.50 1.59 1.56
avg. tables filled 1.0 1.0 0.94 0.88 0.79 0.61
coverage [%] 66 68 72 77 82 85
Lmax = 0
i.e. unigram
Hp.. ≈ 12.4K
WER [%] 21.04
RTF 1.3
avg. tables filled 0
coverage [%] 0
Figure 3.7a and 3.7b show the WER vs. search space, respectively WER vs. RTF, trade-off
curves with different table limits. A limit of Lmax = 0 corresponds to unigram look-ahead,
because no context dependent tables are created; a limit of ∞ corresponds to unlimited
sparse 4-gram LM look-ahead as used before. It seems that the efficiency can not be im-
provedmuch by limiting the number of filled look-ahead tables, because the computation of
sparse LM look-ahead does not take a major portion of the runtime on the Quaero English
setup; however, a limit of 10 filled tables per frame seems to perform slightly better than no
limit. Limiting the effort can generally help improving robustness, because it allows dealing
with unexpected input more efficiently (see Section 4.2.2.3).
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Figure 3.7: Effect of different table limits Lmax on a) WER vs. RTF, and b) WER vs. search
space, with sparse LM look-ahead, under varied global beam pruning, on Quaero
English.
3.1.7.1.3 Network Pruning. Figure 3.8a shows the effect of the minimum-representation
pruning (see Section 3.1.5.2) with full-order sparse LM look-ahead. The network can be
compressed considerably by joining nodes that represent few network states, but the best
efficiency is achieved without any pruning (i.e. with a minimum representation value of 1
network state per look-ahead node).
Figure 3.8b shows the effect of the cut-off pruning; all nodes corresponding to a depth deeper
than a certain number of phonemes are removed. The look-ahead network can be reduced
considerably, but both RTF and precision suffer. When cutting off behind the first phoneme,
both RTF and WER are increased so much, that the corresponding curve is not visible in the
plot.
Network pruning does not improve the efficiency of sparse LM look-ahead, because the ef-
fort of sparse LM look-ahead only indirectly depends on the size of the look-ahead network;
for classical LM look-ahead, these methods are effective, and can be used to reduce the effort
somewhat; however, sparse LM look-ahead is generally the better option if context depen-
dent LM look-ahead is desired.
3.1.7.2 Quaero Polish
The 4-gram LM of the Quaero Polish system comprises 82M n-grams, and the vocabulary
comprises 670K words. About 34% of the search space usually correspond to one single
dominant history hdom.
Table 3.5 compares unigram LM look-ahead, classical 4-gram LM look-ahead, 4-gram sparse
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Figure 3.8: WER vs. RTF with sparse LM look-ahead, under varied global beam pruning,
a) with different minimum-representation values, b) with different cut-off depths
(counted in phonemes), on Quaero English.
LM look-ahead (eventually with back-off recombination), and 4-gram sparse LM look-ahead
with a table filling limit of 0.1 tables per frame (eventually with back-off recombination). 4-
gram LM look-ahead considerably reduces the WER at a fixed pruning threshold, but the
classical 4-gram method induces unbearably much overhead for table filling. Sparse LM
look-ahead achieves approximately the same WER, but at an RTF which is not much higher
than unigram LM look-ahead. By adding back-off recombination, the search space can be
reduced by up to 25% for the higher pruning thresholds; the RTF can be reduced by up to
10%, but also only for the higher pruning thresholds. As we’ll see later, a table filling limit
of Lmax = 0.1 is a good compromise between unigram- and unlimited look-ahead – it covers
59% of the search space with full-order LM look-ahead tables. However, the table filling
limit greatly reduces the effectiveness of back-off recombination, and back-off recombination
reduces the search space by only 2% in combination with the limit; this indicates that most
of the hypotheses affected by back-off recombination are associated to minor LM histories
which don’t get an own look-ahead table assigned, and thus are not covered by full-order
LM look-ahead.
Table 3.6 shows the distribution of state hypotheses over the sparse LM look-ahead back-
off levels (see the explanation for Table 3.2 for further details). With sparse LM look-ahead,
14% of all state hypotheses have a unigram LM look-ahead score, and only 4% of the state
hypotheses have a 4-gram look-ahead score; the majority, i.e. 57% of all state hypotheses,
have a bigram score, and 26% have trigram scores. Back-off recombination considerably
reduces the number of hypotheses on unigram and bigram level.
Table 3.7 shows the effect of different table filling limits Lmax and table cache sizes at beam
pruning threshold fglobal = 14 on the Quaero Polish system. Much less look-ahead tables are
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Table 3.5: WER, RTF, and search space, for different LM look-ahead methods and varied
global beam pruning, on Quaero Polish.
look-ahead fglobal 8 10 12 14 16
unigram
i.e. Lmax = 0
WER 32.53% 19.27% 16.87% 16.10% 15.83%
RTF 0.11 0.23 0.45 0.86 1.64
|Hp..| 214 725 2.6K 8.2K 21.3K
4-gram
Lmax = ∞
WER 24.22% 17.60% 16.21% 15.92% 15.73%
RTF 10.6 19.27 35.80 62.58 108.94
|Hp..| 244 760 2.4K 7.1K 17.9K
4-gram sparse
Lmax = ∞
WER 24.57% 17.64% 16.22% 15.92% 15.73%
RTF 0.22 0.37 0.67 1.23 2.21
|Hp..| 242 752 2.3K 7.0K 17.8K
+ back-off recombination
WER 24.57% 17.64% 16.22% 15.92% 15.73%
RTF 0.22 0.37 0.65 1.10 1.97
|Hp..| 232 684 2.0K 5.4K 13.3K
4-gram sparse
Lmax = 0.1
WER 27.25% 18.51% 16.59% 16.01% 15.82%
RTF 0.18 0.27 0.50 0.93 1.73
|Hp..| 218 679 2.3K 7.1K 18.6K
+back-off recombination
WER 28.22% 18.72% 16.67% 16.01% 15.81%
RTF 0.15 0.26 0.47 0.89 1.69
|Hp..| 213 652 2.2K 6.9K 18.2K
Table 3.6: Distribution of state hypotheses over different LM back-off levels for standard 4-
gram LM look-ahead, sparse 4-gram LM look-ahead, and sparse 4-gram LM look-
ahead with back-off recombination, at fglobal = 14 and Lmax = ∞, on Quaero Polish.
n-gram history length |h˜| 0 1 2 3
number of hypotheses, i.e.∣∣{(h, h˜, s) ∈ Hp..(t)∣∣n = ∣∣h˜∣∣}∣∣ 4-gram 2 2.5K 3.5K 1.5K4-gram sparse 1K 4K 1.8K 256
+ back-off recombination 455 3.1K 1.7K 291
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required than on the Quaero English system; however, the computation of LM look-ahead
tables is much more expensive because the vocabulary is much larger. Therefore, limiting
the number of computed look-ahead tables is beneficial on this task. By using a cache of
500MB and computing only one look-ahead table every 10 timeframes (i.e. Lmax = 0.1), a
respectable coverage of 59% can be achieved at minimal costs.
Table 3.7: The effect of the LM look-ahead table cache size and different table filling limits
Lmax at fglobal = 14, using pre-filled caches. The WER, the RTF, the average number
of tables filled per timeframe, and the coverage, are shown. The setup is Quaero
Polish.
table limit cache [MB] 50 100 250 500 1000 2000
Lmax = ∞
Hp.. ≈ 7.0K
WER [%] 15.92 15.92 15.92 15.92 15.92 15.93
RTF 2.39 1.76 1.30 1.17 1.11 1.16
avg. tables filled 2.05 1.89 1.59 1.32 1.08 0.89
coverage [%] 100 100 100 100 100 100
Lmax = 5
Hp.. ≈ 7.0K
WER [%] 15.94 15.94 15.94 15.94 15.94 15.92
RTF 1.80 1.51 1.23 1.14 1.10 1.12
avg. tables filled 1.12 1.04 0.91 0.81 0.72 0.62
coverage [%] 94 94 95 96 97 98
Lmax = 1
Hp.. ≈ 7.0K
WER [%] 15.97 15.97 15.97 15.97 15.96 15.94
RTF 1.31 1.18 1.06 1.02 1.04 1.07
avg. tables filled 0.43 0.40 0.37 0.35 0.34 0.31
coverage [%] 78 79 81 84 87 89
Lmax = 0.5
Hp.. ≈ 6.9K
WER [%] 16.00 16.00 16.00 16.00 15.99 15.98
RTF 1.17 1.05 0.96 1.01 1.02 1.03
avg. tables filled 0.26 0.24 0.23 0.22 0.22 0.20
coverage [%] 68 69 73 77 81 82
Lmax = 0.1
Hp.. ≈ 7.1K
WER [%] 16.02 16.02 16.01 16.00 16.00 16.00
RTF 0.97 0.91 0.93 0.98 0.95 0.92
avg. tables filled 0.07 0.06 0.06 0.06 0.06 0.06
coverage [%] 42 48 55 59 60 61
Lmax = 0.01
Hp.. ≈ 7.8K
WER [%] 16.05 16.06 16.06 16.06 16.06 16.06
RTF 0.94 0.97 0.89 0.95 0.92 0.90
avg. tables filled 0.008 0.008 0.009 0.009 0.009 0.009
coverage [%] 15 24 27 27 27 27
Lmax = 0
i.e. unigram
Hp.. ≈ 8.2K
WER [%] 16.10
RTF 0.86
avg. tables filled 0
coverage [%] 0
Figure 3.9a shows the relationship between WER and RTF for unigram LM look-ahead (i.e.
Lmax = 0), balanced LM look-ahead (i.e. Lmax = 0.1), unlimited LM look-ahead (i.e. Lmax =
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∞), and unlimited LM look-ahead with back-off recombination. Unigram LM look-ahead
works good for the higher WERs, and unlimited full-order LM look-ahead works good for
lower WERs, while Lmax = 0.1 balances both, and is slightly faster than both unigram and
unlimited look-ahead for the intermediate WERs. The best relationship is achieved with a
limit of 0.1 tables per frame, i.e. maximally one new table every 10 frames; such a limit is
by about 5% faster at equal WER than unlimited LM look-ahead as well as unigram LM
look-ahead. Figure 3.9b shows the corresponding relationship between WER and search
space. Regarding search space, a reduction by up to 50% is achieved at equal WER using
unlimited LM look-ahead. Back-off recombination considerably reduces the search space
at equal WER when using unlimited LM look-ahead, but it shows no positive effect with
Lmax = 0.1; apparently, back-off recombination shows its effect on those non-dominant LM
histories which do not get an own context dependent LM look-ahead table filled (as we have
already observed in Table 3.5). Overall, Lmax = 0.1 without back-off recombination performs
best regarding RTF.
Figure 3.10 compares the profiling of unigram LM look-ahead, sparse LM look-ahead with a
table filling limit of 0.1 (eventually with back-off recombination), and unlimited sparse LM
look-ahead (eventually with back-off recombination), at the global beam pruning threshold
fglobal = 14. With unlimited LM look-ahead the filling of look-ahead tables takes ca. 25% of
the runtime. By using a table filling limit of Lmax = 0.1, the WER can be considerably im-
proved in comparison to unigram LM look-ahead, without adding considerable overhead.
Back-off recombination reduces the costs of within-word state hypothesis expansion, but
also the costs of handling word ends, because it pre-empts the recombination which would
normally happen at word ends – and thus reduces the number of word end hypotheses
which need to be handled.
a) WER vs. RTF, for various Lmax
15.6
16
16.4
16.8
17.2
17.6
18
18.4
0 0.2 0.4 0.6 0.8 1 1.2 1.4
W
E
R
[%
]
RTF
0
0.1
∞
+ back-off
b) WER vs. search space
4K 8K 12K 16K
|Hpruned(t)|
0
Figure 3.9: Effect of different table limits Lmax on a) WER vs. RTF, and b) WER vs. search
space, with sparse LM look-ahead, under varied global beam pruning, on Quaero
Polish.
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Figure 3.10: Profiling comparison of unigram LM look-ahead, sparse LM look-ahead with
a limit of 0.1 filled tables per frame (eventually with back-off recombination),
and unlimited sparse LM look-ahead (eventually with back-off recombination),
at fglobal = 14, on Quaero Polish.
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3.1.7.3 Quaero English Hybrid
The Quaero English Hybrid system is very similar to the standard Quaero English system,
but its acoustic models are improved using the hybrid DNN approach (see Section 1.3.5),
and we use it with a different test corpus. All hybrid DNN emission scores are precomputed
statically in a pre-processing step, so the costs of emission score calculation are completely
independent of the search process, and are not included in the reported RTFs.
Figure 3.11a shows the trade-off curve for unigram LM look-ahead (i.e. Lmax = 0), unlimited
full-order sparse LM look-ahead (i.e. Lmax = ∞), with eventually added back-off recombi-
nation. For WERs above 14.6%, unigram LM look-ahead is much faster, because it does not
have any overhead for table filling. For WERs below 14.6%, full-order LM look-ahead is
considerably faster than unigram LM look-ahead, because it is necessary to achieve the best
WERs. Back-off recombination has a minor effect on the search space, but the effect on the
RTF is larger, because it also reduces the effort of word end expansion. Table filling limits
are not helpful on this setup.
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Figure 3.11: Effect of different table limits Lmax on a) WER vs. RTF, and b) WER vs. search
space, with sparse LM look-ahead, under varied global beam pruning, on
Quaero English Hybrid.
Figure 3.12 compares the profiling of unigram LM look-ahead, unlimited sparse LM look-
ahead, and unlimited sparse LM look-ahead with back-off recombination. Most of the ad-
ditional costs of full-order LM look-ahead can be associated to the reading of sparse LM
look-ahead tables, which explains why different table filling limits Lmax are not very helpful
on this setup.
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Figure 3.12: Profiling comparison of unigram LM look-ahead, and unlimited sparse LM
look-ahead (eventually with back-off recombination), at fglobal = 14, on Quaero
English Hybrid.
3.1.8 Summary
Unigram LM look-ahead induces no runtime overhead for table filling, and no memory
overhead for table caching, but is less precise than context dependent LM look-ahead. Sparse
LM look-ahead makes context dependent look-ahead tractable without any approximations
regarding structure or history length, and it allows further reducing the search space through
back-off recombination. Ultimately, the emission model determines how beneficial context
dependent LM look-ahead really is, because context dependent LM look-ahead focusses the
search and allows achieving the same WER at a tighter beam pruning threshold, with less
evaluated emissionmodels. In theHCS decoding architecture, within-word state hypotheses
induce only minor runtime overhead, so a mere reduction of the search space barely justifies
the additional overhead of filling context dependent look-ahead tables.
Thus, if the emissionmodels are not expensive to evaluate, or if emission scores are not com-
puted on-demand based on the search progress – like when using a hybrid DNN emission
model, then context dependent LM look-ahead may be unnecessary, and unigram based LM
look-ahead in conjunction with a larger beam may be preferable, because the costs of look-
ahead table filling may exceed the costs of a larger search space. This is the reason why
several groups have started integrating a kind of unigram LM look-ahead into WFST search
[Hori & Hori+ 07, Lei & Senior+ 13] (see Section 5.2).
An advantage of the approaches presented here is, that unigram- and context dependent LM
look-ahead can be balanced arbitrarily through the table filling limit Lmax, if the unlimited
filling of look-ahead tables is too expensive. On the Quaero Polish system, this may mean
filling maximally one new look-ahead table in 10 timeframes, which still allows covering
58% of all state hypotheses with context dependent LM look-ahead scores.
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Sparse LM look-ahead allows straightforward back-off recombination, which can help im-
proving the efficiency on systems where unlimited LM look-ahead is beneficial, and can
reduce the search space by 10 to 20% for larger beam pruning thresholds. If LM look-ahead
table computation is limited through Lmax, then back-off recombination loses most of its
effect though, because the recombined hypotheses tend to be associated to those minor his-
tories which don’t get own look-ahead tables assigned.
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3.2 Aousti Look-Ahead
Acoustic look-ahead tries to predict the likelihood of future HMM alignment paths for a
given state hypothesis [Nolden & Schlüter+ 11]. Unlike LM look-ahead, it is independent of
the LM history h; instead, the timeframe t is critical.
3.2.1 State of the Art
Classically, acoustic look-ahead has been realized using the phoneme look-ahead tech-
nique, which uses the knowledge about phonemes in the search network to prevent tran-
sitions into phonemes that are unlikely given a specific range of future acoustic observations
[Ortmanns & Eiden+ 97]. However, phoneme look-ahead is not compatible with a deter-
minized search network based on tied HMM states as described in Chapter 2, because in
such a network, clear transitions between individual phonemes do not exist. Furthermore,
since classical phoneme look-ahead is only applied to transitions between phonemes, only
a small fraction of all transitions are actually affected; additionally, phoneme look-ahead is
applied in a separate pruning step, so its interaction with the LM look-ahead is not optimal:
during each pruning step, either LM- or phoneme look-ahead is considered independently.
In [Chen & Kuo+ 04] acoustic look-ahead is performed by building a syllable lattice in a
first pass, and using that lattice in a second pass to assign look-ahead scores to all state
hypotheses during search. The downsides of this approach are that an additional pass is
required to compute the syllable lattice, and that heuristic knowledge about the syllables
is not available for most languages without additional effort; also syllables are higher-level
units, and it is unclear how to map these down to the HMM states where we want to apply
acoustic look-ahead.
3.2.2 Motivation
In the following, let’s consider h to be the full word sequence from sentence start, without
any word level LM recombination. During decoding, the state hypothesis score Q(t, h, s)
holds the score of the best HMM alignment path that ends at timeframe t in state s with LM
context h:
Q(t, h, s) = min
s1,...,st:
s1=0,st=s
t
∑
τ=1
{q(xτ |sτ)︸ ︷︷ ︸
emission
+ q(sτ |sτ−1)︸ ︷︷ ︸
transition
}
︸ ︷︷ ︸
AM
+ q(h)︸︷︷︸
LM
(3.6)
With LM look-ahead, the LM component of the hypothesis score is extended, by considering
the likelihood of future word labels w reachable from state s (see Equation 3.2); thereby, the
search is focussed onto the most promising branches of the search network, by including
future LM information.
The idea of acoustic look-ahead is to do the the same regarding the AM component.
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3.2.3 Perfet/Naive Method
Likewise to LM look-ahead, we can use future information from the AM to extend the AM
component of Equation 3.6 for pruning. A perfect acoustic look-ahead simply evaluates the
AM by a specific number L of timeframes into the future, and uses the most probable suc-
cessor path to focus the search.
Let perfect acoustic look-ahead score lP(t, s) be the score of the most likely HMM alignment
path of length L that starts at timeframe t+ 1 behind state s:
lP(t, s) := min
s1,...,sL:s0=s
L
∑
τ=1
{q(xt+τ|sτ)︸ ︷︷ ︸
emission
+ q(sτ |sτ−1)︸ ︷︷ ︸
transition
} (3.7)
The look-ahead can be integrated into the pruning from Equation 3.1, together with LM
look-ahead, by defining l(t, h, s) := lL(h, s) + lP(t, s) · α, where α is a scaling factor.
3.2.4 Approximative Methods
The evaluation of emission models is very expensive, and the effort of pre-expanding align-
ment paths in Equation 3.7 basically equals the effort required for expanding actual state
hypotheses – i.e. the effort of decoding. Therefore, perfect acoustic look-ahead can hardly
improve the efficiency of decoding. Approximations are necessary to reduce the overhead
of acoustic look-ahead such that the speedup from the reduced search space outweighs the
slowdown from the computation of acoustic look-ahead scores.
In the following, we will propose a temporal approximation that is applied on the time axis,
and a model approximation that uses simplified models.
3.2.4.1 Temporal Approximation
For a very short look-ahead interval L = 1, the locality of hidden Markov models and of
acoustic signals can be exploited to approximate the acoustic look-ahead. Since hidden
Markov models allow a loop transition, one of the possible successors of a state is always the
same state, whichmakes the state’s own emissionmodel an approximation of the look-ahead
model. When the HMM employs state repetitions, then 50% of all forward transitions lead
to the same emission model; and during training, adjacent state models are often aligned
with similar acoustic observations; both of these points further increase the suitability of a
state’s own emission model as look-ahead model.
We can exploit HMM locality to approximate the acoustic look-ahead of depth L = 1 by
using the emission model of the state s itself:
lT(t, s) := q(xt+1|s) (3.8)
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Such approximative look-ahead is muchmore efficient than perfect look-aheadwith depth 1,
because no iteration through multiple successor states is necessary. However, an additional
emission score q(xt+1|s) needs to be computed.
Since each feature vector xt accounts for a very short duration, there is a certain locality in the
acoustic feature vectors: the distance between xt and xt+1 can be expected to be smaller than
the distance between two random feature vectors. This makes xt a feasible approximation
of xt+1.
We can exploit the locality of the acoustic signal to omit the computation of the additional
score for t+ 1 by simply re-using the score of timeframe t:
lT(t, s) := q(xt|s) (3.9)
Technically, the score q(xt|s) is not a look-ahead score, because it neither incorporates acous-
tic feature vectors, nor acoustic models from the future. Under the assumption of temporal
similarity in the HMM and in the feature vectors, this score still approximates the perfect
acoustic look-ahead of depth 1 to a certain degree. q(xt|s) can be used without any runtime
overhead, because the score is computed anyway for all state hypotheses active at timeframe
t. We have investigated look-ahead based on xt as well as xt+1, and did not observe any dif-
ferences in precision, while using xt is much more efficient; therefore, we will use Equation
3.9 when referring to temporal approximation in the following.
3.2.4.2 Model Approximation
Instead of approximating the perfect acoustic look-ahead on the time axis, we might also
evaluate Equation 3.7 directly using simplified emission models that can be evaluated more
efficiently. However, even to compute the look-ahead score of depth L = 1, an iteration
through all successor states S[s] is necessary. We tried such approaches, but found that struc-
tured decoding-like approaches are not worthwhile efficiency-wise. We’ll rather focus on
look-aheadmodels which model the future of each state s based on a single Gaussian model,
without any additional iteration through states. We also experimentedwith higher temporal
look-ahead depths than L = 1, but came to the conclusion that a depth of 1 achieves nearly
the same precision as higher depths while inducing less overhead; therefore, we restrict the
temporal depth to 1 timeframe in the following.
Let ML be the desired number of simplified look-ahead models. The mapping mL(s) ∈
{1, ...,M} assigns a look-ahead model to each state s. The look-ahead models model the
score q(x|m′) of observation x given the model m′; the models are chosen so that:
q(x|mL(s)) ≈ min
s′∈S[s]
q(x|s′) + q(s′|s) (3.10)
Since the evaluation of look-ahead models should be be as efficient as possible, the look-
ahead models use single Gaussian densities instead of the Gaussian mixtures. Our AM is
usually based on a single globally tied co-variance matrix, which can be re-used for the
acoustic look-ahead models; deriving single-Gaussian look-ahead models with a globally
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tied co-variance matrix is straightforward: each Gaussian model merely consists of a mean
vector. Based on a single-Gaussian version of the original emission models, we use an it-
erative expectation maximization algorithm to repeatedly assign the best matching model
mL(s) to each state s of the search network, and then re-estimate the mean of each model
m′, iteratively minimizing the mismatch as per Equation 3.10. The overall effort is linear in
the number of models ML, the number of iterations, the size of the search network, and its
branching factor.
The acoustic look-ahead score of depth 1 based on model approximation then is:
lM(t, s) = q(xt+1|mL(s)) (3.11)
3.2.4.3 Combination
Since temporal approximation and model approximation each have specific advantages and
disadvantages, they can be combined to form an acoustic look-ahead that is more precise
than each method individually. The advantage of temporal approximation is that it uses
much more complex models; the disadvantages are that it does not really use information
from the future, and that it can not be used before emission scores are computed. Model
approximation has the advantage that its models are constructed from future emissionmod-
els, that they are matched with future acoustic feature vectors, and that its scores can be
used during early global beam pruning before emission scores are computed (see Section
4.2.4.1.1); the main disadvantage is that the approximated models are very simple. Both
methods can be combined by adding the look-ahead scores lM and LT with individual scal-
ing factors αM and αT, i.e. l(t, h, s) := lL(h, s) + lM(t, s) · αM + lT(t, s) · αT.
3.2.5 Synhronization with LM Look-Ahead
The scale α for perfect acoustic depends on the look-ahead depth L, because a certain balance
needs to be maintained with LM look-ahead. When the overall scores assigned through
acoustic look-ahead are much stronger than those from the LM look-ahead, then the search
is focussed into directions that are promising regarding the AM, but not promising enough
regarding the LM. On the other hand, if the scores assigned through acoustic look-ahead
are too weak, then search stays too unfocused. LM look-ahead looks into the future by
exactly one word, and the average pronunciations of a word on the English system takes
28.7 timeframes. Considering that half of the word was already passed for an average state
hypothesis, the LM look-ahead corresponds to a look-ahead by around 13 timeframe into
the future.
When fixing α = 1, then the optimal observed look-ahead depth we measured for perfect
acoustic look-ahead is L = 7 (see Section 3.2.6.1). This depth is shorter than the 13 timeframe
at which we would normally expect synchronization with the LM, but that is probably re-
lated to the distribution of search effort: long words can be recognized with high confidence,
and their recognition does not cause much effort. Short and very frequent words are much
more difficult to recognize correctly, and they induce a much larger search space. Table 3.8
shows the average duration of short words. Words consisting of 1 to 3 characters have an
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Table 3.8: Average duration of words in timeframes, and look-ahead length (i.e. half of du-
ration), for different character counts, on Quaero English.
# characters duration #timeframe look-ahead length
1 9.6 4.8
2 16.4 8.2
3 19.1 9.6
any 28.7 14.4
average duration of 15 timeframe; for such short words, the acoustic look-ahead is synchro-
nized with the LM look-ahead at a depth of around 7 timeframe, which is in line with our
experimental results.
For all other depths L, we have observed that the ideal scale α is achieved when it normalizes
the depth against the pseudo-synchronized depth 7, i.e. α = β/L with β = 7. When using
approximative acoustic look-ahead methods based on a single feature vector xt, the depth L
is 1, and a scaling factor α = 7 would achieve pseudo-synchronization. However, since ap-
proximative look-aheadmodels are not exact, the ideal α tends to be lower for approximative
methods, somewhere between 3 and 5.
3.2.6 Experimental Results
The following experiments are performed on the EPPS English system. Sparse 4-gram
LM look-ahead is used to focus the search, based on a minimized across-word search net-
work. We can not compare acoustic look-ahead with classical phoneme look-ahead, because
our search network is determinized on HMM state level, where clear transitions between
phonemes do not exist.
3.2.6.1 Look-Ahead Depth
Figure 3.13 illustrates the WER and RTF achieved with perfect acoustic look-ahead in de-
pendence from the acoustic look-ahead depth L, with a base scale of β = 7 (which results in
the optimal scale α for all depths). The global beam pruning limit is configured to constrain
the search space to approximately |Hpruned(t)| = 500 state hypotheses (see Chapter 4). Since
the number of active HMM state hypotheses is fixed to approximately the same value for all
look-ahead methods, differences in the quality of look-ahead can be observed on the WER.
The step from no look-ahead to look-ahead of depth 1 reduces theWER from 26.8% to 16.2%, and
further increases of the depth showmuch smaller effects.
The optimal depth is 5, the WER starts to rise at higher depths; since phonemes have a
length of 6 HMM states in our acoustic models, a look-ahead of depth 6 is longer than a full
phoneme, which can not be expected to be useful, because the typically most active parts of
the search network have such a branching factor that each phoneme is followed by nearly
all other phonemes. That means that invaluable distant emission scores are added beyond
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Figure 3.13: The WER and RTF at a fixed global beam pruning limit of |Hpruned(t)| = 500
state hypotheses, with perfect acoustic look-ahead of varied depth L, and base
scale β = 7, on EPPS English.
some depth, and due to the depth-normalized scale, the more valuable emission scores from
the close future are scaled down. We were able to compensate the negative effect of high
depths by reducing the scale α applied to each emission score by a specific factor with each
depth step. We were not able to achieve a better WER than at depth 5 though – it seems that
the acoustic look-ahead is saturated at that depth.
The temporal look-ahead approximation of depth 1 proposed in Subsection 3.2.4.1 achieves
nearly the same WER as perfect acoustic look-ahead of depth 1, but without any increase of
the RTF in comparison to the baseline.
3.2.6.2 Method Comparison
For comparison with perfect acoustic look-ahead, a depth of L = 3 is used, because the
look-ahead is nearly saturated at that depth (see Figure 3.13), while the computation is still
feasible with larger beam sizes. For model approximation, a model-count ML = 1000 was
chosen, because this number achieves a good trade-off between model accuracy and effi-
ciency. For the temporal approximation a scale of αT = 2 was chosen, for model approxi-
mation αM = 5.8, and a base scale of β = 5 for the perfect acoustic look-ahead with depth
3. For the method combination we chose αM = 3.5 for model approximation and αT = 2.5
for temporal approximation. The scales were optimized experimentally on a separate tuning
corpus to achieve the overall best relationship betweenWER and RTF.
Table 3.9 shows a selection of the results obtained with the different methods under varied
global beam pruning thresholds fglobal.
Figure 3.14b illustrates the different look-ahead methods and their impact on the WER and
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the size of the search space. The perfect acoustic look-ahead consistently achieves the best
tradeoff here as expected – the slight difference for WER 13.1% can be considered an artifact
resulting from the sampling of the pruning thresholds. For the best WER of 13.1%, the com-
bined look-ahead method yields a search space of merely 17.2K states, while the baseline
yields 30.8K states, which is a reduction of the search space by 44%. For a medium error
rate of 13.3% the reduction in comparison to the baseline is 40%. The combined approxi-
mative look-ahead method consistently outperforms the baseline as well as both individual
approximative methods, and reaches about 70% of the search space reduction achieved by
the perfect acoustic look-ahead for most error rates. The temporal approximation method
consistently outperforms the baseline, and performs slightly better than the model approxi-
mation method.
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Figure 3.14: Effect of different acoustic look-ahead methods on a) WER vs. RTF, and b) WER
vs. search space, under varied global beam pruning, on EPPS English.
Figure 3.14a shows the corresponding relationship between WER and RTF. Perfect acous-
tic look-ahead can not compete here, as expected. The approximative methods consistently
outperform the baseline. Unlike the relationship regarding the search space, the model ap-
proximation performs better than the temporal approximation here, because its scores can
be considered during early global beam pruning; that can save expensive evaluations of
emission models, and thus has a significant positive effect on the RTF. The combination of
both approximative methods consistently performs best. For the better error rates close to
the minimum of 13.1%, a reduction of the RTF by approximately 35% can be achieved, for
the higher error rates the reduction is between 50% and 70%.
Figure 3.15b shows the relationship between WER and search space on the more difficult
Quaero English task; a reduction by 50 to 70% is achieved in search space at equal WER.
The combination of model based and temporal look-ahead is less helpful than on the EPPS
task, and only slightly better than temporal look-ahead alone. Figure 3.15a shows the cor-
responding relationship between WER and RTF. Model based look-ahead is more effective
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Table 3.9: The WER, the search space, and the RTF under varied global beam pruning fglobal,
on EPPS English.
fglobal 10 15 17.5 18.75 20
baseline WER [%] 15.4 13.2 13.1 13.1 13.1
|Hp...| 1.8K 19.7K 44.7K 60.9K 78.9K
RTF 0.75 2.42 4.3 4.46 5.33
temporal WER [%] 16.4 13.3 13.2 13.1 13.1
α = 2 |Hp...| 751 8.9K 22.6K 32.8K 45.2K
RTF 0.42 1.47 2.39 2.98 3.66
model WER [%] 18.1 13.5 13.2 13.2 13.1
α = 5.8 |Hp...| 491 6K 16.4K 24.6K 35.2K
RTF 0.23 0.97 1.79 2.28 2.89
combined WER [%] 18.1 13.4 13.2 13.1 13.1
αM = 3.5 |Hp...| 348 4.1K 11.3K 17.2K 25K
αT = 2.5 RTF 0.25 0.90 1.70 1.96 2.49
perfect WER [%] 16.1 13.3 13.2 13.1 13.1
β = 5 |Hp...| 435 4.9K 13K 19.5K 27.8K
RTF 1.94 3.88 5.29 6.14 7.08
than temporal look-ahead regarding RTF, for the reasons mentioned in the previous para-
graph. The combination of both methods works best. A reduction by 25 to 50% in RTF
is achieved at equal WER; the reduction is lower than on the EPPS English task, where a
slower feature scorer was used. Figure 3.16 shows a profiling comparison of the methods at
fglobal = 14; note that the WER is different, so the comparison is not really fair; when adding
acoustic look-ahead, the search space shrinks, and the WER rises – the global beam needs to
be increased to compensate the increased WER.
Figure 3.17b shows the relationship betweenWER and search space for the different acoustic
look-ahead methods on Quaero Polish. Temporal acoustic look-ahead achieves a reduction
by 30 to 50% in search space at equal WER. Model based acoustic look-ahead adds a reduc-
tion by around 10%. Figure 3.17a shows the corresponding relationship between WER and
RTF. Temporal acoustic look-ahead achieves a reduction by 20 to 30% in RTF at equal WER,
and adding model based acoustic look-ahead reduces the RTF by further 5%.
3.2.7 Summary
Both approximative look-ahead methods combined allow reducing the RTF by 25% to 70%
at equal precision. Even the extremely simple temporally approximated acoustic look-ahead
can considerably improve the efficiency, without degrading the precision. Acoustic look-
ahead in general is saturated at a depth of less than 6 timeframes, and most of the positive
effect can be achieved already at a look-ahead depth of 1 timeframe. There is not much
room for further improved approximative acoustic look-ahead methods, because the perfect
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Figure 3.15: Effect of different acoustic look-ahead methods on a) WER vs. RTF, and b) WER
vs. search space, under varied global beam pruning, on Quaero English.
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Figure 3.17: Effect of different acoustic look-ahead methods on a) WER vs. RTF, and b) WER
vs. search space, under varied global beam pruning, on Quaero Polish.
acoustic look-ahead and its effect on the search space impose a bound, and the introduced
methods already reach about 70% of the search space reduction achieved by perfect acoustic
look-ahead, at negligible costs. Acoustic look-ahead is especially useful if a very fast RTF at
a compromisingWER considerably above the optimum is desired, and if the emissionmodel
is expensive to evaluate – a reduction by nearly 80% in RTF at equal WER was achieved for
such a constellation.
3.2.8 Outlook
Our simplified look-aheadmodels are very primitive. Ideally, acoustic look-ahead should be
integrated directly into the emission models – this could be achieved by feeding some future
timeframes into the emission model, and modifying the training criterion used during dis-
criminative training [Schlüter & Macherey+ 01] to optimize left-to-right pruning decisions;
decisions should be pushed as far to the left as possible. Discriminative training generally
improves decoding efficiency through something similar to acoustic look-ahead, because
it adapts the emission models to reduce confusability on a higher level, and considers the
acoustic context. However, the discriminative training criteria usually do not try to push
decisions to the left, but are rather neutral. If the emission models were perfectly optimized
for decoding, then no acoustic look-ahead would be necessary at all, because the emission
score would already encode the full potential of a state.
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3.3 Look-Ahead Range
Both acoustic and LM look-ahead considerably improve the efficiency of decoding, despite
their very limited look-ahead range.
LM look-ahead looks into the future by exactly one word; can it be done better? The answer
is no if all word labels were pushed before the fan-out of the search network. From the
pushed word labels, all other words are reachable as potential successors (see Section 2.3);
the sum over their probabilities is always 1, and the log semiring would even derive a look-
ahead score of 0 by summing over the probabilities of second successor words, i.e. it would
perform no further lookahead. LM look-ahead is clearly only helpful up to such a range, on
which the set of successor words is constrained. In our proposed search network structure,
we omit the pushing of words labels for words which consist of just a single phoneme;
for these words, the LM look-ahead might yet be improved by extending the look-ahead
range, and considering the constrained sets of successor words reachable behind the context
dependent word labels.
The same restrictions apply to acoustic look-ahead: it only makes sense to perform acoustic
look-ahead on such a range, on which the set of phonetic variants is constrained; that means,
that acoustic look-ahead makes sense maximally up to the next word boundary, after which
basically all phonetic variants are usually covered. Our experiments have shown that the ef-
fective maximal useful range is only 7 timeframes, which seems correlatedwith the expected
time until the next word boundary is crossed (see Section 3.2.5).
To profit from a further increased look-ahead range, it would be necessary to consider both
models at the same time, and not individually. However, as mentioned, this combination
of models would basically equal the decoding itself, and would yield a multi-pass architec-
ture similar to the forward-backward decoding described in [Austin & Schwartz+ 91]. Such
multi-pass architectures do not compete with the look-ahead methods we introduced here,
because our individual look-ahead methods could also be used within the different passes
of a multi-pass architecture.
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We have described two essential pruning methods so far: the global beam pruning (see
Equation 1.22), and the word end pruning (see Equation 1.25). In this chapter we will moti-
vate and analyze further pruning methods which allow constraining the search space more
tightly than these basic methods.
When pruning, we discard a certain portion of the search space of which we hope that it
is not helpful in finding the globally best path. Pruning is possible in LVCSR because the
search space is cyclic, and the successor paths of each pair of hypotheses will meet at some
point in the future at which they will be recombined. The question is, how long it will take
until the successor paths meet, and how their scores will change up to that point. If we know
that the successor paths will meet sooner than average, or that their successor path scores
will be more similar than average, then we can apply a tighter pruning than average (i.e.
tighter than fglobal); therefore the word end beam fword can be much tighter than the global
beam fglobal without inducing a measurable amount of errors. We call this motivation the
anticipated path recombination criterion.
As anticipated path recombination suggests, pruning and recombination are tightly related.
Recombination corresponds to pruning with a pruning threshold of 0 – i.e. all hypotheses
worse than the best one are discarded, and only the better hypothesis survives.
In Section 4.1 we will first analyze the anticipated path recombination criterion, by creating
complex pruning methods which resemble it as closely as possible. Then, in Section 4.2, we
will take a more pragmatic look at pruning by analyzing simpler pruning methods which
can be implemented and tuned straightforwardly.
4.1 Antiipated Path Reombination
When two state hypotheses (h1, s1) and (h2, s2) with history hi and network state si share
a common network state s1 = s2, then all possible following HMM alignment paths pro-
duce the same score (we say that the paths are recombined). The only source of further dis-
crimination between such recombined paths is the LM, therefore a very tight pruning is
possible on such state hypotheses: We call it LM state pruning [Nolden & Schlüter+ 12a],
a common pruning technique which is specifically important in token-passing decoders
[Nolden & Rybach+ 12].
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When the paths of s1 and s2 are not yet recombined but can be expected to be recombined
within a short interval (for examplewithin 2 timeframes), then only few discriminating emis-
sion scores can be accumulated before the paths merge, therefore the two state hypotheses
can be pruned much sharper than a random pair, albeit not as sharply as with LM state
pruning.
4.1.1 Monotoniity and Convergene
In [Nolden & Schlüter+ 12b] we have introduced two basic assumptions regarding the flow
of state hypotheses during decoding, which can be exploited to anticipate the path recombi-
nation interval: monotonicity and convergence.
The monotonicity assumption states that, even though HMMs allow loops, likely HMM state
alignment paths proceed forwards on the state index axis at a relatively constant rate, de-
pending on the rate of speech in the underlying signal.
The convergence assumption states that likely HMM state alignment paths converge while
they are aligned with the same HMM state sequence.
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Figure 4.1: Illustration of convergence and monotonicity.
Figure 4.1 illustrates both assumptions. The acoustic model assigns better scores to hypothe-
ses which are somewhat consistent with the speech in the signal, thereby forming a valley
around the best path, which all likely paths are pushed towards. Path b) illustrates the
monotonicity assumption: It does not progress on the HMM state index axis (i.e. it loops)
and accumulates bad scores until it is pruned away by global beam pruning. Path a) il-
lustrates the convergence assumption: It progresses too fast, accumulates bad scores, and
70
4.1 Anticipated Path Recombination
is then pruned. For each likely successor path behind each of the two illustrated hypothe-
ses, there is a likely path behind the other hypothesis which crosses the path within a short
interval.
These assumptions are not strictly true (consider the silence model), but for our use, it suf-
fices if they approximately are. These assumptions are well-tested in practice, because they
are basically a de-composition of the word pair approximation assumption, which is used
for lattice generation (see Section 1.6.3).
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Figure 4.2: HMM search network recombination examples.
4.1.2 Path Reombination Interval
If we want to prune state hypothesis (h1, s1) relative to (h2, s2), we need to know the interval
until every successor path of s1 is recombined with at least one successor path of s2. We call
this the asymmetric path recombination interval.
Based on the monotonicity and convergence assumptions we can define a simple approxi-
mation of the anticipated asymmetric path recombination interval:
r (s2 → s1) := min {d1, d2}+ fconv · |d1 − d2| (4.1)
Where d1 is the shortest distance behind s1 at which all paths following s1 intersect at least
one path following s2, and d2 is the corresponding distance behind s2 – i.e. the shortest dis-
tance at behind s2 at which at least one path following s2 intersects each path following s1.
fconv is a parameter defining the rate of convergence, a low value indicates fast convergence,
infinite indicates no convergence at all.
We ignore the rate of speech, as that would be a linear factor, redundant with pruning pa-
rameters we will define later.
The chosen approximation is consistent with our monotonicity and convergence assump-
tions: due to monotonicity the interval is linear in the distances d1 and d2, and due to con-
vergence asymmetric hypotheses converge by the factor fconv.
Figure 4.2a demonstrates simple linear path recombination in a HMM search network. All
followup paths behind states a and c are symmetrically recombined at distances of d1 = d2 =
2, which leads to a recombination interval of r(c → a) = 2. The pair a and d is not symmetric,
so the convergence factor fconv shows an effect, and the interval is r(d → a) = 1+ fconv.
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In real search networks the followup paths of states typically don’t run together on a single
path, but on multiple paths in parallel, as shown in Figure 4.2b. This makes it more difficult
to identify the point of intersection, but the network mostly produces the same intervals as
the network in Figure 4.2a.
The path recombination interval is highly asymmetric: in the network shown in Figure 4.2b,
one path starting at b intersects all paths starting at e, and therefore r(b → e) = fconv. How-
ever, only one of the two paths starting at b is intersected by paths starting at e, therefore,
the recombination interval r(e → b) is undefined – depending on the structure of the hidden
rest of the network.
4.1.3 Pruning Criterion
Wedefine our abstract pruning criterion based on anticipated path recombination as follows:
Discard (h1, s1) if Q (t, h1, s1) > Q (t, h2, s2) + fLM + frecomb · r (s2 → s1) (4.2)
Where (h2, s2) is any other hypothesis, frecomb is the factor by which the recombination in-
terval affects the sharpness of pruning, fLM is the pruning threshold applied to hypotheses
with recombined successor paths – i.e. which have recombination interval of zero – i.e. the
LM state pruning threshold.
This pruning criterion is consistent with our motivations of pruning: when the successor
paths are already recombined – i.e. the recombination interval is zero – then LM state prun-
ing is applied; for higher recombination intervals, the pruning threshold is scaled according
to the number of discriminating emission scores which can be accumulated until the paths
merge.
4.1.4 Approximations
It is very difficult to apply the defined pruning criterion directly: recombination can occur
at many different points in the search network, so the recombination distances d1 and d2 for
pairs of states are difficult to compute; and it is not feasible to consider each pair of active
state hypotheses, since that imposes a quadratic runtime effort.
Approximations are necessary to apply the pruning criterion efficiently. As we will see later,
common pruning methods like global beam pruning, word end pruning, and LM state prun-
ing, are approximations of the anticipated path recombination criterion; however, wewill try
to define more exact approximations in the following.
Most of the path recombination happens at word boundaries, therefore it is possible to gain
a large portion of the potential effect by focussing on that specific point of intersection.
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Figure 4.3: Simplified recombination paths at word boundaries in LVCSR search networks
with across-word modelling.
4.1.4.1 Symmetri Reombination Interval
Figure 4.3 shows a simplification of the recombination paths at word boundaries in common
LVCSR decoders with across-word modelling (see Chapter 2). Due to across-word mod-
elling, paths belonging to the predecessor word split up already in the fan-out before the
physical word boundary, according to the right acoustic context. In the successor word’s
fan-in, every path originating from the predecessor word’s body crosses at least one path
originating from any other portion of any predecessor word’s body, because each word can
be followed by any other word.
We define the states at the beginning of the successor word’s body to be the recombination
line. We can focus on the recombination line as a pessimistic upper bound for path recombi-
nation of states belonging to the predecessor word’s body (see Figure 4.4), because all paths
following the predecessor word’s body cross before that line.
To focus on the recombination line, we define the recombination interval symmetrically:
r (s1 ↔ s2) := min {d(s1), d(s2)}+ fconv · |d (s1)− d (s2)| (4.3)
Where d(s) is the shortest distance at which every successor path of state s reaches the re-
combination line. Equation 4.3 is a valid symmetric approximation of Equation 4.1, as long
as s1 and s2 are in the body of the predecessor word (see Figure 4.4).
4.1.4.2 Asymmetri Body Pruning
Pruning of the search network body based on our criterion and the symmetric recombination
interval can be implemented efficiently: the recombination interval r(s1 ↔ s2) only depends
on the recombination line distances d(s1) and d(s2), so pruning thresholds can be precom-
puted for each distance, and the main effort can be reduced to pairs of distances, rather than
pairs of hypotheses.
The pruning consists of 3 steps:
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Figure 4.4: Reachability of the recombination line. The complete recombination line is reach-
able from the predecessor word’s body, only a subset is reachable from fan-out
and fan-in.
1. For each recombination line distance d1, collect the lowest state hypothesis score:
q˜ (d1) := min
(h,s):d(s)=d1
Q (t, h, s) (4.4)
2. Compute the relative pruning thresholds:
q (d1) := min
d2≥B
q˜ (d2) + fLM + frecomb · r (d2 ↔ d1) (4.5)
Where B is the combined length of fan-out and fan-in, i.e. the distance of the predeces-
sor word’s body from the recombination line.
3. Prune:
Discard (h, s) if Q (h, s) > q (d (s)) (4.6)
Themain effort are the runs over all state hypotheses in step 1 and 3, which can be integrated
into the standard beam pruning.
Since only states belonging to the predecessor word’s body reach the complete recombina-
tion line (see Figure 4.4), only those are considered as sources of pruning, by computing
pruning thresholds relative to distances d2 > B.
Each word can appear both at the left and right side of the word boundary. Therefore, in step
3, each state s is pruned twice with alternative distances d(s): once interpreting the state as
a part of the predecessor word (i.e. with high distances d(s)), and once interpreting the state
as a part of the successor word (i.e. with low or even negative distances d(s), see Figures
4.3 and 4.4). When pruning hypotheses in the successor word interpretation, we apply an
additional offset fdiscont to the pruning threshold to compensate potential discontinuities of
LM scores at word boundaries.
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4.1.4.3 Reombination Set Pruning
Asymmetric body pruning only allows pruning relative to the predecessor word’s body,
because only those hypotheses reach the whole recombination line; however, a large portion
of the active search space typically belongs to the fan-out and fan-in, because there, the
branching factor is very high.
The condition for pruning s1 relative to s2 is: every successor path of s1 must cross at least one
successor path of s2 (see Subsection 4.1.2). This condition can be verified for states belonging
to the fan-out and fan-in by comparing the exact subset of the recombination line which is
reachable from those states.
We define the recombination set to be the subset u(s) = {s′1, ...} of the recombination line
reachable from state s (see Figure 4.4).
We can prune state s1 relative to s2 if u(s1) ⊂ u(s2). For states s2 which are part of the
predecessor word’s body – where u(s2) equals the complete recombination line – this results
in the same pruning criterion as asymmetric body pruning. However, we can now prune
states in the fan-in and fan-out relative to other states from the fan-in and fan-out, based on
the intersection of their recombination sets.
Recombination sets can be collected and assigned in a pre-processing step, and the number
of different sets is limited when the structure of the network follows the pattern illustrated
in Figure 4.3.
To apply the pruning efficiently, once again it is not feasible to consider individual state
hypothesis pairs. Recombination set pruning can be implemented somewhat efficiently by
pre-partitioning all computed sets according to their subset relationships, collecting the rele-
vant state hypothesis information for each recombination set – similar to the algorithm from
Subsection 4.1.4.2 – and propagating distance dependent pruning thresholds from the super-
sets into the subsets. The collection of state hypothesis information and the actual pruning
is very efficient, but the propagation of pruning thresholds between the recombination sets
imposes an effort linear their absolute number.
4.1.4.4 Fan-Out Short Word Pruning
The runtime overhead of recombination set pruning is considerable. The effort may be justi-
fiable on relatively slow recognition systems, but under many conditions the overhead may
be too high.
In many languages, the most common words are typically very short (think of “a”, “the”,
“an”, “in”, “of”, etc.).
Fan-out states are often followed by a short word in the fan-in structure. By definition, the
short word can be followed by any other word, therefore the complete recombination line is
reachable from the fan-out states through that short word, with a delay equal to the length of
the word.
We can exploit this delayed reachability of the recombination line by relaxing the constraint
B while computing pruning thresholds (see Equation 4.5) by the length of the fan-out, and
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Figure 4.5: WER vs. search space at varied global beam pruning on Quaero English.
applying an additional offset fshortword to the threshold to compensate the delay and the loss
in precision due to the approximation.
4.1.5 Experimental Results
For the following experiments, a minimized search network is used, with sparse full-order 4-
gram LM look-ahead, and model based as well as temporal acoustic look-ahead. As baseline
we use global beam pruning and word end pruning.
During these experiments, we have noticed that non-approximated full-order LM look-
ahead is crucial for these pruning methods to work (i.e. without a table filling limit, see
Section 3.1.5); only then LM scores are distributed smoothly over the search network, so that
distances in the network are correlated with the applied LM scores; significant discontinu-
ities in the LM scores break the correlation between the anticipated recombination interval
and the actually applied scores.
These pruningmethods are difficult to tune, because there are several highly interdependent
parameters: the convergence factor fconv, the LM state pruning threshold fLM, the recombi-
nation interval factor frecomb and the discontinuity factor fdiscont.
To tune the new parameters, we performed a large grid of recognitions on a development
corpuswith varying values for all new parameters, and ultimately selected a flattened pareto
frontier. For fconv, fdiscont and frecomb the optimization selected globally consistent optima:
fconv = 4, fdiscont = 1.5 and frecomb = 0.22. The optimal value of fLM scales linearly with the
global beam pruning threshold, similarly to word end pruning pruning threshold fword. For
short word pruning, an optimal offset of fshortword = 3 was selected. For recombination set
pruning, 5K distinct sets were collected, each with approximately 3 direct subsets.
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Figure 4.6: WER vs. RTF at varied global beam pruning on Quaero English.
Figure 4.5 shows the relationships between WER and search space. Body pruning reduces
the size of the search space by approximately 20% at equal precision. Recombination set
pruning reduces the search space by approximately 50% at equal precision. Short word
pruning reduces the search space by approximately 40%, and comes quite close to the re-
combination set pruning. Combining recombination set pruning with short word pruning
yields no gain at all, which indicates that short word pruning is a direct approximation of
recombination set pruning as expected.
Figure 4.6 shows the relationship between WER and RTF. Body pruning improves the re-
lationship between WER and RTF when close to the optimal WER. At higher WERs, when
the search space is smaller, the effort of the additional pruning step seems to neutralize the
gain from the reduced search space. Recombination set pruning has a considerably static
runtime overhead of about 0.15 RTF, so it is not competitive for the higher error rates and
faster configurations. Only very close to the best WER the static overhead starts paying off,
and recombination set pruning becomes competitive. Short word pruning allows nearly the
same reduction in search space as recombination set pruning, while it induces no runtime
overhead at all compared to body pruning, therefore short word pruning is the best per-
forming pruning method regarding RTF, leading to a reduction of the RTF by approximately
20% at equal WER.
4.1.6 Summary
The introduced pruning criteria, which are direct approximations of the abstract anticipated
path recombination criterion, allow reducing the search space by 50% and the RTF by 20% at
equal WER, relative to well-tuned global beam pruning and word end pruning. However,
the parameters of these pruning methods are very difficult to tune, the implementation is
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complex, and an improvement in RTF was only achieved for WERs very close to the opti-
mum; for higher WERs, the overhead induced by the methods does not pay off. Therefore,
these results should be considered an experimental proof that our assumptions about the re-
lationship between pruning and path recombination are correct, but these pruning methods
may not be suitable for practical use. Instead, this framework can be used to motivate and
implement more pragmatic pruning methods, as we will do in the following.
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4.2 Pruning in Pratie
Many different pruning methods were proposed in the literature [Pylkoenen 05,
Soltau & Saon 09, Nolden & Schlüter+ 12a, Nolden & Soltau+ 14a]. Even if they were
either not motivated at all, or motivated differently, effective methods tend to be consistent
with the anticipated path recombination criterion which we introduced previously.
4.2.1 Pruning Risk
The removal of each state hypothesis can be associated with a certain risk – i.e. a certain
probability that the globally best path was leading through this removed hypothesis. When
assuming a random distribution of word probabilities, then discarding a state hypothesis
that leads towards many different word labels is inherently more risky than removing a
state hypothesis leading only towards a single word label – a large set of potential followup
word hypotheses is discarded at once.
The anticipated path recombination criterion does not directly consider this kind of pruning
risk, because it only focusses on the best alignment path behind each state, and does not
consider the diversity of successor paths; instead, it relies on look-ahead to encode such
information.
LM look-ahead reduces the pruning risk, because state hypotheses (h, s) which are leading
towards many word labelsW(s) tend to get a better look-ahead score than hypotheses lead-
ing towards few word labels; their look-ahead score minimizes over a larger pool of word
scores.
To amplify the risk-reducing effect of LM look-ahead, the log semiring can be used instead
of the tropical semiring, i.e. the LM look-ahead can sum over the probabilities of reach-
able words, instead of selecting only the most likely word. However, according to our own
experiments and according to [Alleva & Huang+ 96], such LM look-ahead is not beneficial
when using a determinized HMM search network. It seems that pruning risk is not a major
concern in a history conditioned decoding architecture.
In WFST search (see Section 5.2) pruning risk is a major issue, because state hypotheses
leading towards word labels covered by high-order n-grams in the LM – and thus the
most likely hypotheses – are systematically split away from lower-order hypotheses dur-
ing composition, due to the non-deterministic LM transducer; these high-order hypotheses
have the best LM look-ahead scores, but they have an extremely reduced set of reachable
word labels in comparison to lower-order hypotheses. Thus, the pruning of lower-order
state hypotheses relatively to high-order state hypotheses labels is very likely to happen,
but very risky. Consequently, the risk-reducing log semiring is beneficial in WFST search
[Mohri & Pereira+ 08, Rybach & Ney+ 13].
In [Hori & Watanabe+ 10] the pruning risk of aWFST based decoderwith unigram LM look-
ahead is reduced by learning a specific pruning threshold for each arc of the search network;
such a learning approach may capture the full risk, but it requires an additional training
corpus to learn the risks, and it seems difficult to train stably without overfitting, because
a sufficient number of training samples is required for each arc of the search network. A
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similar approach might work in HCS too, even if pruning risk does not seem to be a major
concern; however, we will not further investigate such approaches in the following, because
they require an additional training procedure and yield an additional risk model, both of
which complicates the overall handling of a decoder. Instead, we will focus on pruning
which can be implemented and tuned straightforwardly.
4.2.2 Categories
Common pruning methods can be roughly grouped into three categories: anticipative, prag-
matic, and limitingmethods.
4.2.2.1 Antiipative Pruning
Anticipative pruning methods can be motivated based on the anticipated path recombina-
tion criterion. These pruningmethods are usually not tied to a specific decoding architecture,
and allow actually reducing the overall size of the search space without degrading accuracy.
The standard global beam pruning falls into this category, as well as word end pruning, and LM
state pruning.
4.2.2.2 Pragmati Pruning
Pragmatic pruning methods are based on the idea: if we’re introducing search errors anyway,
better introduce such errors which maximally reduce our effort; note that not every search error
– i.e. the discarding of a hypothesis which is on the globally best path – has to result in
a recognition error though, because an alternative HMM alignment path recognizing the
same word sequence may be found.
Unlike anticipative pruning methods, pragmatic methods do not only consider the potential
of each hypothesis to end up being the best path, but also it’s potential runtime costs. Such
methods are usually tied to a specific decoding architecture, because they depend on the
architecture-dependent costs; they often don’t improve the relationship between accuracy
and search space, but only the relationship between accuracy and RTF.
A typical example of a pragmatic pruning method is the word end interval
[Nolden & Schlüter+ 12a], which simply avoids the handling of word labels at certain
timeframes. In decoder architectures where the search network is not based on HMM
states, but rather on tied HMM state sequences which are expanded on-demand, HMM
transitions which cross those higher-level sequences are more expensive than transitions
within such a sequence; a typical pragmatic approach to pruning for such architectures
is, to apply a tighter beam to those cross-sequence transitions, like the cross-arc prun-
ing described in [Nolden & Schlüter+ 13a], or the arc- and label pruning described in
[Nolden & Soltau+ 14a].
A pruning method may also be a mix of an anticipative and pragmatic method, if it is cor-
related both with the anticipative pruning criterion and with a pragmatic motivation; such
mixed methods also improve the relationship between accuracy and search space, but the
80
4.2 Pruning in Practice
effect on the RTF is much larger than on search space. Examples of such mixed methods
are the word end pruning for history conditioned decoders [Nolden & Schlüter+ 12a], or the
LM state pruning for token-passing decoders [Soltau & Saon 09]; both moderately reduce
the search space, but are crucial regarding efficiency for the corresponding architecture.
4.2.2.3 Limiting Pruning
Limiting pruning methods limit the effort to a certain maximum. This is most important
when dealing with input on which it is difficult to find the optimal solution, and where the
optimum would most likely be wrong anyway, so that it’s not worth trying too hard. Such
input may be noisy speech, speech of a different language, or similar.
Limiting methods may be both pragmatic and anticipative at the same time: the pragmatic
property means that the limit is applied to something which is actually expensive, and the
anticipative property helps introducing less search errors than when pruning arbitrarily.
For practical use, it makes sense to complement each anticipative and/or pragmatic pruning
methodwith a corresponding limiting method, to constrain the overall effort into reasonable
bounds when something goes wrong. The downside is that each limit needs to be tuned
empirically and separately, with the desired trade-off between accuracy and RTF in mind,
whereas the normal score based pruning thresholds are simpler to tune robustly.
The most common limiting methods are the global beam pruning limit and the word end
pruning limit; and for token-passing decoders the LM state pruning limit.
On utterances which can be recognized correctly, limiting methods usually have no positive
effect if the score based thresholds were tuned optimally. A score based threshold is always
better than a limit, because it automatically adapts the search space to the confidence; when
the confidence is high, then the search space automatically becomes small, because the best
hypothesis stands out of the mass, and many bad hypotheses fall out of the beam threshold
relative to the best one; low confidence on the other hand triggers a large search space,
because the best hypothesis is not much better than any other hypothesis, and the beam
threshold relative to the best one covers a huge set of hypotheses; only at that point, when
confidence is too low, limiting pruning shall constrain the effort.
Limiting methods usually apply their limit at each timeframe independently. Limitingmeth-
ods may be used to modify the score based pruning thresholds of subsequent timeframes;
such approaches are usually called adaptive pruning, and many such methods have been pro-
posed [Fabian & Ruske 06]. We have experimented with adaptive pruning methods, and
found that they are not helpful regarding efficiency if the beam sizes were tuned optimally.
4.2.3 Look-Ahead
Look-ahead, be it acoustic- or LM look-ahead, shifts the scores used for pruning somewhat
into the future. That means that scores of compared hypotheses will change less before they
are recombined, and therefore, according to anticipated path recombination, they can be
pruned more tightly. Furthermore, LM look-ahead reduces the pruning risk (as explained
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in Section 4.2.1) by favoring states which lead towards a more diverse set of word labels.
Another effect of LM look-ahead is that LM scores are distributed more smoothly over the
search network (therefore LM look-ahead is sometimes called LM smearing in the literature).
Such smearing smoothens discontinuities of hypothesis scores at word boundaries.
Consider comparing one hypothesis (h, s1) which corresponds to the last state of word a,
and another hypothesis (n(h, a), s2) which corresponds to the first state of a successor word
being recognized after a; without LM look-ahead, comparing such hypotheses is not fair,
because the second hypothesis would have the LM score q(a|h) integrated, whereas the first
one would not, even though the score is inevitable; when pruning both hypotheses together,
the first one would be favored inappropriately.
Many of the advanced pruning methods proposed earlier for dynamic network decoders
which worked without LM look-ahead were motivated either by the mentioned pruning
risk, or by the discontinuity at word boundaries – for examplemost of themethods proposed
in [Pylkoenen 05], like the so-called equal depth pruning. With advanced LM look-ahead,
the discontinuities at word boundaries are mitigated; our experiments have shown that such
methods are not helpful in our HCS decoder with LM look-ahead.
4.2.4 Pruning Methods
In the following we will describe pruning methods that are helpful in our HCS decoder in
combination with a minimized search network and full-order LM look-ahead.
4.2.4.1 Global Beam Pruning
The most important pruning method is the global global beam pruning: at each timeframe, all
state hypotheses which have a higher score than the best one plus fglobal are discarded (see
Equation 1.22).
Global beam pruning is an effective anticipative pruning method, because the search net-
work is cyclic, and successor paths of all state hypotheses will meet at some point in the
future. In this sense, all pruning methods are anticipative; however, we will only call a
method anticipative if it allows a more precise anticipation than global beam pruning, be-
cause otherwise the method would be redundant.
Anticipated path recombination allows to relate the global beam pruning threshold to the
vocabulary. If words in the vocabulary are very short, for example if they consist only of
one phoneme, then the recombination interval for each pair of state hypotheses is very short
(see Section 4.1), and the global beam can be very tight. On the other hand, if words in the
vocabulary are very long, then a large beam is required, because the recombination interval
of pairs of states may be high; as extreme case, imagine a vocabulary consisting only of two
words, each consisting of thousands of arbitrary phonemes: a very large beam would be
required, because the recombination interval would be very high for state pairs belonging to
alternative words; a hypothesis which would seem very bad at some point early in a word,
would have plenty of time to become the winning hypothesis while decoding thousands of
succeeding phonemes.
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4.2.4.1.1 Early Global Beam Pruning. If effective look-ahead – like LM- and acoustic look-
ahead – is available, and if the emission models are expensive to evaluate, then it makes
sense to apply global beam pruning twice: once after the expansion from Equation 1.20 but
before computing the emission scores q(xt|s), and once afterwards as per Equation 1.22. We
call the first pruning step early global beam pruning, and use it as part of our baseline, using
the same threshold fglobal. Early global beam pruning is a pragmatic extension of global
beam pruning: it uses less precise information, so it is redundant, and can not do any better
decisions than the standard global beam pruning.
4.2.4.1.2 Global Beam Pruning Limit. The limiting method for global beam pruning is
the global beam pruning limit; it constrains the number of state hypotheses |Hpruned(t)| to a
certain maximum, by eventually temporarily replacing the global beam threshold fglobal by
a tighter threshold flimit(t), which is so tight that no more than the specified number of state
hypotheses survive the pruning. The beam pruning limit is often called histogram pruning,
because the tightened beam flimit(t) can be selected based on a histogram over state hypoth-
esis scores Q(t, h, ·).
4.2.4.2 Word End Pruning.
Word end pruning reduces the number of word end hypotheses Hˆpruned(t) by applying the
beam pruning threshold fword to word end hypotheses (see Equation 1.25).
For most words, word labels are placed right before the fan-out (see Chapter 2). In the
fan-out and fan-in structure of the network, each path inherently crosses each other path
– because each word can be followed by any other word. Following the anticipated path
recombination criterion, the recombination interval of word end hypotheses is much lower
than the recombination interval between a random pair of hypotheses. Therefore, word end
pruning can be much tighter than global beam pruning without inducing a large amount of
errors.
Word end pruning is an anticipative pruning method; it is a straightforward approxima-
tion of the anticipated path recombination pruning criterion (see Section 4.1.4.2), because
word ends usually have the same distance dword from the recombination line (see Fig-
ure 4.4). Therefore, the word end pruning threshold can be derived directly: fword =
fLM + frecomb · dword. If some word end labels are placed in the fan-out rather than the body,
as we do with all words that consist of only a single phoneme, then the motivation of short
word pruning can be applied (see Subsection 4.1.4.4).
Word end pruning is also a pragmatic pruningmethod in a history conditioned dynamic net-
work decoder, because the handling of word labels usually induces a considerable amount
of effort. In [Guo & Li+ 12] word end pruning was successfully applied to a WFST based
decoder though, proving that word end pruning is a generic pruning method which is not
tied to a specific decoding architecture.
4.2.4.2.1 Early Word End Pruning. Since the word end pruning can be applied only after
word end scores were computed, and since the retrieval of word end scores from the LMmay
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be expensive, it makes sense to complement word end pruning with a less precise pragmatic
early word end pruning, similarly to early global beam pruning. Early word end pruning
is applied anticipatively during the expansion of word end hypotheses, based on the state
hypothesis scores of the states to which the labels are attached, including any look-ahead
scores.
Formally, with early word end pruning, we only expand a word end hypothesis from state
hypothesis (h, s) ∈ Hpruned(t) as per Equation 1.23 if:
Q(t, h, s) ≤ fearlyword + min
(h′,s′)∈H(t)
Q(t, h′, s′) (4.7)
Where fearlyword is the early word end pruning threshold. Since look-ahead scores may be
very different from the actual word end scores, the early word end pruning threshold can be
somewhere between the word end pruning threshold and the global beam pruning thresh-
old; it depends on the quality of the LM look-ahead: with full-order sparse LM look-ahead
the pruning can be tighter than when using simple unigram LM look-ahead.
4.2.4.2.2 Word End Pruning Limit. The corresponding limiting method for word end
pruning is the word end pruning limit (i.e. word end histogram pruning), which works like the
beam pruning limit, but based on word end hypotheses.
4.2.4.3 Word End Pruning Fade-In
Word end pruning fade-in [Nolden & Schlüter+ 12a] blends the word end pruning over the
whole search network, with tighter pruning for hypotheses closer to word labels: it is a more
complete approximation of the anticipated path recombination body pruning described in
Section 4.1.4.2.
The motivation of word end pruning equally applies to states which are more distant from
the fan-out than the word labels themselves. For example, the successor paths behind two
state hypotheses which are each only one forward-transition away from their most distant
following word labels can be expected to enter the fan-out very soon (due to monotonicity,
see Section 4.1.1), and will converge within an interval only slightly longer than for paths
behind word labels; therefore a pruning threshold tighter than global beam pruning but less
tight than word end pruning can be applied.
Let d(s) be the distance of HMM state s to themost distant following word label in the search
network. To fade the word end pruning into the search network, we prune all state hypothe-
ses (h, s) with equal word-end distance d(s) using distance dependent pruning threshold
ffade(d(s)).
We define the distance dependent pruning threshold so that it is equal to the word end
pruning threshold fword directly on word ends (i.e. for d = 0), and fades over to to the global
beam pruning threshold fglobal over a distance of dfade.
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ffade(d) :=
{
fglobal : d > dfade
fglobal ·
d
dfade
+ fword ·
(
1− ddfade
)
: else
(4.8)
The pruning can only have an influence as long as the threshold is lower than the global
beam pruning threshold, thus the influence fades out over the distance dfade.
The pruning is applied as follows:
Hpruned(t) :=
{
(h, s)
∣∣∣∣ Q(t, h, s) ≤ ffade (d(s)) + min
(h′,s′)∈H(t):d(s′)=d(s)
Qt
(
h′ , s′
)}
(4.9)
Word end pruning fade-in equals the body pruning described in Section 4.1.4.2 with fconv =
∞. The convergence fconv described in Section 4.1.4.2 can be approximated by smoothing the
resulting distance dependent pruning thresholds.
4.2.4.4 LM State Pruning
LM state pruning is applied to state hypotheses (h, s) and (h′, s) which share a common
network state s. Since the LM is the only source of discrimination between such hypotheses,
a much tighter pruning can be applied than global beam pruning (see Section 4.1). However,
LM state pruning merely reduces the number of redundantly evaluated HMM alignment
paths, but it can not reduce the number of calculated emission scores, because the state s
will always survive in at least one history h; therefore, LM state pruning is an anticipative
method, but in our decoding architecture it is not a pragmatic method, because it reduces
the search space on a dimension which is not particularly costly.
LM state pruning is applied as follows:
Hpruned(t) :=
{
(h, s)
∣∣∣∣ Q(t, h, s) ≤ fLM + min
h′ :(h′,s)∈H(t)
Qt
(
h′, s
)}
(4.10)
LM state pruning can be integrated efficiently into our history conditioned decoder by using
a single table of size N and two runs over all active state hypotheses. In the first run the
table is used to store the highest score for each network state. In the second run all state
hypotheses are discarded which have a higher score than the stored best one in the same
network state plus fLM.
Note that LM state pruning shows most of its effect in the minimized fan-out of the search
network, because HMM alignment paths following different words start overlapping there.
If hypothesis paths are pruned very tightly through word end pruning before entering the
fan-out then LM state pruning may lose much of its effect.
LM state pruning is a critical pragmatic pruning method in token-passing decoders
[Soltau & Saon 09], because it is critical to limit the number of state hypotheses (h, s) that are
active on a single state s for such decoders due to their management of the search space (see
Section 5.1). In [Nolden & Schlüter+ 13a] we have shown that LM state pruning can also be
applied to a WFST based decoder where it reduces the costs of on-demand composition.
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4.2.4.5 Word End Interval
A considerable amount of time is usually spent handling word end hypotheses – i.e. look-
ing up LM scores, extending tracebacks, performing LM recombination, pruning, etc. We
showed in [Nolden & Ney+ 10] that performing transitions into root states only every sec-
ond timeframe does not increase the WER in time conditioned search. We can transfer this
concept into the word conditioned decoder by only handling word ends at each ith time-
frame [Nolden & Schlüter+ 12a] (we call this word end interval). When using a word end
interval of i, we handle Equations 1.23 to 1.30 only at every ith timeframe. This is a purely
pragmatic pruning method.
4.2.4.6 Skip Transition Pruning
Skip transitions (see Section 1.3.2) complicate decoding. Therefore, some decoders do not
support skip transitions at all, and try to compensate their absence by crafting the acoustic
model accordingly [Soltau & Saon 09]. The problem is that skip transitions square the effec-
tive fan-out of the search network; if an average state hypothesis yields 3 followup hypothe-
ses without skipping, then it yields 9 followup hypotheses with skipping. In our decoder,
skip transitions are supported, and they improve the WER considerably; however, they are
usually applied with a high penalty, and most of the state hypotheseswhich result from skip
transitions are removed during the early global beam pruning at the next frame. This leads
us to the idea of omitting the expansion of skip transitions from state hypotheses which are
too close to the global beam pruning threshold.
With skip transition pruning, we consider skip transitions during expansion from t− 1 to t
(see Equation 1.19) only for such origin state hypothesis (h, s) ∈ Hpruned(t− 1) which satisfy
the following condition:
Q(t− 1, h, s) ≤ fglobal − fpenalty − fskip + min
(h′,s′)∈Hpruned(t)
Q(t− 1, h′, s′) (4.11)
Where fpenalty is the minimum transition score q(s|s′) for skip transitions, and fskip is an addi-
tional tunable threshold. Note that this criterion is very similar to early word end pruning.
This is a pragmatic pruning method, because it cannot be motivated based on anticipated
path recombination, and because it reduces the costs of decoding without improving the
relationship between search space and WER. In a decoder like ours which uses a search net-
work expanded on HMM state level, the support for skip transitions only induces runtime
costs for those state hypotheses behind which the skip transitions are actually expanded; if
the skip transition pruning decides not to expand any skip transitions, then the resulting
runtime behavior is the same as if no skip transitions were supported at all.
4.2.5 Experimental Results
In the following we analyze the described pruning methods on the Quaero English system,
using a minimized search network with full-order sparse LM look-ahead and temporal as
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well as model based acoustic look-ahead, as described in the previous chapters.
4.2.5.1 Basi Pruning
The baseline, like in the previous chapters, uses a global beam pruning limit of 200K, a global
word end pruning limit of 10K, and a word end beam of fword = 0.5 · fglobal.
4.2.5.1.1 Word End Pruning. Figure 4.7b shows the relationship betweenWER and search
space with different relative word end pruning threshold factors val, i.e. fword = val · fglobal.
A relation of 0.5, which we already used as our baseline, works best and achieves a reduction
by 20 to 40% in search space at equal WER. Figure 4.7a shows the corresponding relationship
between WER and RTF; the RTF is reduced by 40 to 60% at equal WER in comparison to
using only global beam pruning.
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Figure 4.7: Effect of relative word end pruning thresholds fword = val · fglobal on a) WER vs.
RTF, and b) WER vs. search space, under varied global beam pruning, on Quaero
English.
Figure 4.8 shows the effect of different relative early word end pruning thresholds fearlyword =
val · fglobal, on Quaero English and Quaero Polish. On both systems, a reduction by around
10% in RTF at equal WER can be achieved by through early word end pruning; a different
relative pruning threshold is required though: on English, 0.7 is ideal, while on Polish, 0.8 is
ideal. This pruning threshold is very fragile, because it depends on the discrepancy between
look-ahead scores and their resulting word end scores, and thus on the selected kind of LM
look-ahead and on the structure of the search network. However, a threshold of 0.7 never
performed worse than the baseline in our experiments.
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Figure 4.8: Effect of relative early word end pruning thresholds fearlyword = val · fglobal on
WER vs. RTF, under varied global beam pruning, on a) Quaero English, and b)
Quaero Polish.
4.2.5.1.2 Word End Pruning Fade-In. Figure 4.9a shows the relationship between WER
and search space for different fade-in distances dfade, based on the default word end prun-
ing threshold fword = 0.5 · fglobal. A reduction by 10 to 25% in search space is achieved at
equal WER. The fade-in distance dfade seems very robust: 8 and 32 perform similarly, only 64
seems a little too long, and induces search errors at the working points close to the optimal
WER. Figure 4.9a shows the corresponding relationship between WER and RTF; the reduc-
tion regarding RTF is much lower, and a reduction by around 5% in RTF is achieved at equal
WER.
4.2.5.1.3 LM State Pruning. Figure 4.10b shows the relationship between WER and
search space for different LM state pruning values relative to fglobal – i.e. fLM = val · fglobal.
A slight reduction by only around 2% in search space is achieved at equal WER. In
[Nolden & Schlüter+ 12a] we achieved a higher reduction on a different taskwhere the word
end pruning could not be as tight as in these experiments. With very tight word end pruning
and pushed word labels, only few paths which can be affected by LM state pruning in the
fan-out survive the word end pruning. Without word end pruning, a much more significant
effect could be achieved. Figure 4.10a shows the relationship betweenWER and RTF. On this
task, the relationship betweenWER and RTF can not be improved through LM state pruning
– as mentioned in Section 4.2.4.4, the hypotheses removed are not particularly costly.
4.2.5.1.4 Word End Interval. Figure 4.11b shows the relationship between WER and
search space with different word end intervals from 1 to 4, where 1 corresponds to the
baseline in which word ends are handled at every timeframe. Surprisingly an interval of
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Figure 4.9: Effect of word end pruning fade-in distances dfade on a) WER vs. RTF, b) WER vs.
search space, under varied global beam pruning, on Quaero English.
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Figure 4.10: Effect of relative LM state pruning thresholds fLM = val · fglobal on
a) WER vs. RTF, and b) WER vs. search space, under varied global beam prun-
ing, on Quaero English.
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2 achieves a considerable reduction in search space by around 5% at equal WER for larger
pruning thresholds even though the word end interval is motivated only pragmatically. The
reduction results from less active state hypotheses in the fan-out and fan-in behind the word
labels. Handling word labels only at every second timeframe induces no errors at all, while it
obviously reduces the amount of state hypotheses which are started from roots in the fan-in
and fan-out; thus it improves the relationship betweenWER and search space. This indicates
that the models are too detailed, because they allow certain transitions which are not helpful
regarding the WER. Figure 4.11a shows the corresponding relationship between WER and
RTF – a reduction by 10 to 15% in RTF at equal WER is achieved using a word end interval
of 2.
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Figure 4.11: Effect of different word end intervals on a) WER vs. RTF, and b) WER vs. search
space, under varied global beam pruning, on Quaero English.
4.2.5.1.5 Skip Transition Pruning. Figure 4.12a shows the relationship betweenWER and
RTF under varied global beam pruning 8 ≤ fglobal ≤ 17. Even skip transition pruning with
fskip = 0 shows a positive effect, because it considers the skip penalty fpenalty, which is 1.1 on
Quaero English. Note that skipping is completely disabled when fskip + fpenalty > fglobal; thus
fskip = 12 equals no skips for all beam pruning thresholds fglobal < 13.1, i.e. those samples
with a WER above 21.2%. Apparently it is best to completely disable skip transitions when
targeting a compromising high WER. For WERs very close to the optimum however, we
achieve a reduction by around 20% in RTF at equalWER by using a skip pruning threshold of
fskip = 6. Using skip transition pruning allow arbitrarily interpolating between supporting
HMM skips and not supporting skips.
Figure 4.12b shows the relationship between WER and early search space (i.e. |H(t)|); skip
transition pruning does not improve the relationship betweenWER and pruned search space
(i.e. |Hpruned(t)|), and generally has a marginal effect on the size of the pruned search space.
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However, since it prevents the expansion of HMM transitions, it reduces the early search
space (i.e. |H(t)|), which induces some runtime costs too.
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Figure 4.12: Effect of different skip transition pruning thresholds on a) WER vs. RTF, and
b) WER vs. early search space, under varied global beam pruning, on Quaero
English.
4.2.5.2 Limiting Pruning
4.2.5.2.1 Global Beam Pruning Limit. Figure 4.13 shows the effect of different global
beam pruning limits. For previous experiments, a baseline value of 200K was used. Con-
sistently with the motivation (see Section 4.2.2.3), the ideal beam pruning limit depends on
the desired trade-off between efficiency and accuracy, and thus on the used beam pruning
threshold fglobal. The figure shows the curves for beam pruning thresholds from 8 to 17.
In Table 4.1 we select an ideal beam pruning limit which seems reasonable for each beam
size based on Figure 4.13. Figure 4.14b shows the corresponding curve, where the ideal
beam pruning limit is used for each beam pruning threshold fglobal. Overall, a reduction of
the search space by 30 to 50% at equal WER is achieved, by using an ideal beam pruning
limit for each beam pruning threshold. Figure 4.14a shows the corresponding relationship
between WER and RTF. The effect on RTF is much lower than the effect on search space,
because the removed state hypotheses already induced considerable costs before they were
removed.
The positive effect of the look-ahead methods described in Chapter 3 actually go beyond
what is mentioned there, because effective look-ahead allows achieving the same precision
using a smaller search space. Precise look-ahead allows using tighter beam pruning limits,
but pruning limits were not analyzed in the corresponding chapter. Therefore, a portion of
the gain achieved through the beam pruning limit has to be accounted to the look-ahead
methods from the previous chapter.
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Figure 4.13: Effect of different global beam pruning limits on the relationship between WER
and search space, on Quaero English.
Table 4.1: Effect of manually selected ideal beam pruning limits for each global beam size,
on Quaero English.
fglobal 11 12 13 14 15 16 17
baseline
limit 200K
WER [%] 22.08 21.59 21.27 20.93 20.80 20.75 20.72
RTF 0.38 0.55 0.63 0.81 1.14 1.51 2.02
|Hp..(t)| 552 1.0K 1.9K 3.3K 5.3K 8K 11.4K
ideal limit
limit 500 1K 2.5K 5K 20K 50K 50K
WER [%] 22.64 21.89 21.33 21.03 20.82 20.74 20.73
RTF 0.28 0.41 0.52 0.73 1.0 1.41 1.75
|Hp..(t)| 201 369 751 1.4K 3.3K 6.4K 8.7K
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Figure 4.14: Effect of ideally selected beam pruning limits on a) WER vs. RTF, and b) WER
vs. search space, under varied global beam pruning, on Quaero English.
4.2.5.2.2 Word End Pruning Limit. Figure 4.15 shows the effect of different word end
pruning limits. As before, the ideal limit depends on the basic beam size (as usual, the
word end beam is scaled linearly with the global beam). Table 4.2 shows the ideal word
end pruning limit for each beam size. Figure 4.16b shows the resulting trade-off curve; a
reduction by around 5% in search space at equal WER is achieved by using the ideal word
end pruning limit for each beam size. Figure 4.16a shows the relationship betweenWER and
RTF; a reduction by around 5% in RTF is achieved at equal WER.
Table 4.2: Effect of manually selected ideal word end pruning limits for each global beam
size, on Quaero English.
fglobal 11 12 13 14 15 16 17
baseline
limit 10K
WER [%] 22.08 21.59 21.27 20.96 20.80 20.75 20.72
RTF 0.38 0.55 0.63 0.89 1.14 1.51 2.04
|Hp..(t)| 552 1.0K 1.9K 3.3K 5.3K 8K 11.4K
word ends |H˜p..(t)| 40 61 91 133 192 272 375
ideal limit
limit 100 100 500 1K 1K 2.5K 2.5K
WER [%] 22.06 21.61 21.22 20.96 20.80 20.73 20.70
RTF 0.33 0.45 0.61 0.86 1.11 1.53 1.86
|Hp..(t)| 490 856 1.8K 3.2K 5.1K 7.9K 11.3K
word ends
∣∣H˜p..(t)∣∣ 27 34 74 114 152 241 316
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Figure 4.15: Effect of different word end pruning limits on the relationship between WER
and search space, on Quaero English.
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Figure 4.16: Effect of ideally selected word end pruning limits on a) WER vs. RTF, and b)
WER vs. search space, under varied global beam pruning, on Quaero English.
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4.2.5.3 Combination
4.2.5.3.1 Quaero English. Table 4.3 shows the effect of the most effective pruning meth-
ods combined. The baseline uses only global beam pruning. For each added method, the
configuration is used which we found best in the previous isolated experiments. Note that
we already used global beam pruning, word end pruning, and early global beam pruning
as baseline in previous chapters, because these methods are essential. Early global beam
pruning mainly helps due to powerful look-ahead knowledge sources, like acoustic look-
ahead and full-order LM look-ahead; also it helps pruning away skip transitions with origin
hypotheses close to the beam threshold.
Figure 4.17b shows the relationship between WER and search space. By adding a word
end interval of 2 on top of early word end pruning, a reduction by around 5% in search
space at equal WER is achieved. By adding beam pruning limits and word end pruning
limits ideally tuned for each pruning threshold, an additional reduction of up to 50% in
search space is achieved at equal WER. By fading in the word end pruning over a distance of
dfade = 32, a reduction by around 2% in search space at equalWER is achieved, at least for the
higher pruning thresholds. Figure 4.17a shows the relationship between WER and RTF for
the same method combinations. Same as regarding the search space, each method achieves
a reduction in RTF at equal WER. As in the previous experiments, the positive impact of the
word end interval on RTF is higher, and the impact of the pruning limits is lower.
Figure 4.18 compares the profiling of the combined methods at fglobal = 14. Word end prun-
ing does not only reduce the costs of the word end handling, but it also reduces the number
of calculated emission scores and the costs of within-word dynamic programming, because
it considerably reduces the whole search space. As expected, early global beam pruning re-
duces the costs of emission scoring (i.e. emission score calculation) and nothing else. The
word end interval on the other hand slightly reduces the costs of all components. Skip
transition pruning, as expected, shows most of its effect in the within word dynamic pro-
gramming, because that is the component responsible for expanding skip transitions. In-
terestingly, the pruning limits do not reduce the costs of the emission scorer, but only the
remaining components; that is the reason why the impact of the limits on the runtime is so
low.
4.2.5.3.2 Quaero Polish. Table 4.4 shows the effect of combining the most effective prun-
ing methods on Quaero Polish. The ideal pruning limits found on the English task were
used here. Figure 4.19a shows the corresponding relationship between WER and RTF, and
Figure 4.19b the relationship between WER and search space. Due to the large vocabulary,
word end pruning is even more important on this task than it was on Quaero English. The
effect of early global beam pruning is lower than on English, which is consistent with the
results from the previous chapter, where we found that look-ahead in general is less help-
ful on this task. Tight pruning limits show a slight positive effect, and word end pruning
fade-in an even slighter effect. The word end interval is not useful on this task – the system
does not use skip transitions, and it seems that the HMM can not compensate the introduced
distortion of word boundary times.
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Figure 4.17: Effect of the most effective pruning methods combined on a) WER vs. RTF, and
b) WER vs. search space, under varied global beam pruning, on Quaero English.
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Figure 4.18: Profiling of combined pruning methods at global beam pruning threshold
fglobal = 14, on Quaero English.
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Figure 4.19: Effect of the most effective pruning methods combined on a) WER vs. RTF, and
b) WER vs. search space, under varied global beam pruning, on Quaero Polish.
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Figure 4.20: Profiling of combined pruning methods at global beam pruning threshold
fglobal = 14, on Quaero Polish.
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Table 4.3: WER, RTF, and search space, for combined pruning methods, under varied global
beam pruning, on Quaero English.
pruning global beam 8 10 12 14 16
global beam
WER 26.13% 22.60% 21.34% 20.85% 20.73%
RTF 0.33 0.61 1.16 2.35 4.56
|Hp..| 107 418 1.5K 4.4K 9.9K
+ word end pruning
WER 26.50% 22.72% 21.50% 20.89% 20.73%
RTF 0.30 0.44 0.0.70 1.13 1.81
|Hp..| 86 301 1.0K 3.1K 7.4K
+early global beam
WER 28.66% 23.01% 21.58% 20.92% 20.71%
RTF 0.15 0.27 0.47 0.93 1.59
|Hp..| 76 273 948 2.9K 7.2K
+early word end pru.
WER 29.06% 23.21% 21.66% 20.98% 20.71%
RTF 0.13 0.22 0.38 0.70 1.24
|Hp..| 71 253 880 2.7K 6.8K
+word end interval
WER 29.79% 23.36% 21.71% 20.98% 20.70%
RTF 0.13 0.21 0.36 0.64 1.15
|Hp..| 67 237 812 2.6K 6.5K
+skip transition pruning
WER 30.13% 23.52% 21.77% 21.02% 20.73%
RTF 0.12 0.18 0.29 0.48 0.79
|Hp..| 64 225 762 2.4K 6.1K
+pruning limits
WER 30.17% 23.86% 22.02% 21.08% 20.73%
RTF 0.11 0.17 0.25 0.42 0.74
|Hp..| 59 134 322 1.1K 5.0K
+word end pru. fade-in
WER 30.19% 23.82% 22.01% 21.09% 20.73%
RTF 0.12 0.17 0.25 0.41 0.73
|Hp..| 57 131 316 1.1K 4.8K
4.3 Summary
Knowledge about the structure of the search network can be exploited to prune the search
space effectively, by anticipating the recombination of HMM alignment paths. Word end
pruning is a well-motivated pruning method based on anticipated path recombination,
which can reduce the search space by 20 to 40% at equal precision. Advanced pruning meth-
ods beyond word end pruning, like LM state pruning, or the proposed word end pruning
fade-in, can further reduce the search space, but overall, their effect is modest when com-
bined with well-tuned pruning limits.
The most effective pruning methods regarding RTF are pragmatic methods which limit the
effort in those locations which are most costly for the decoder. For example, word end prun-
ing is even more effective regarding RTF than regarding search space, because it limits the
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Table 4.4: WER, RTF, and search space, for combined pruning methods, under varied global
beam pruning, on Quaero Polish.
pruning global beam 8 10 12 14 16
global beam
WER 22.86 % 18.36% 16.79% 16.10% 15.85%
RTF 0.20 0.31 0.59 1.38 3.32
|Hp..| 87 297 1.0K 3.5K 10.2K
+ word end pruning
WER 22.22% 18.51% 16.87% 16.16% 15.88%
RTF 0.18 0.24 0.35 0.56 0.99
|Hp..| 64 203 643 2.1K 6.2K
+early pruning
WER 28.81% 19.72% 17.09% 16.20% 15.90%
RTF 0.15 0.19 0.31 0.51 0.93
|Hp..| 59 185 597 2.0K 6.0K
+early word end pru.
WER 28.96% 19.77% 17.20% 16.28% 15.93%
RTF 0.13 0.18 0.28 0.43 0.68
|Hp..| 58 182 587 1.9K 5.9K
+pruning limits
WER 29.01% 20.09% 17.66% 16.44% 15.95%
RTF 0.13 0.18 0.23 0.36 0.61
|Hp..| 55 130 305 1.0K 4.1K
+word end pru. fade-in
WER 29.03% 20.03% 17.57% 16.43% 15.96%
RTF 0.13 0.17 0.23 0.36 0.60
|Hp..| 47 116 281 928 3.6K
+word end interval
WER 32.05% 21.13% 18.0% 16.68% 16.11%
RTF 0.13 0.17 0.22 0.35 0.56
|Hp..| 49 116 276 913 3.6K
runtime effort of across-word transitions, LM handling, and backtrace management. Early
global beam pruning reduces the costs of emission score calculation by integrating the path
scores of the previous timeframe with look-ahead scores of the target state. Early word end
pruning uses look-ahead scores to avoid the unnecessary expansion ofword end hypotheses.
And skip transition pruning limits the costly expansion of state hypotheses to a multitude
of unlikely second order successor hypotheses.
Methodswhich merely reduce the search space, like direct approximations of the anticipated
path recombination criterion, or their simpler approximation, the word end pruning fade-in,
have a much lower impact on efficiency than pragmatic methods. The costs of an additional
complex pruning step may even outweigh the advantage of a reduced search space if the
reduction is not large.
Limiting methods improve the overall decoding efficiency by constraining the effort in situa-
tions of high uncertainty, but the limits have to be adapted carefully for the desired precision
trade-off.
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In this chapter we study how hypotheses H(t) = {(hi, si), ...} and their attached values – i.e.
the path score q = Q(t, h, s), the traceback b = Bt(h, s), etc. – should be managed for optimal
decoding efficiency. HMM expansion, recombination, and pruning should be as efficient as
possible.
In HCS, state hypotheses are grouped by their history h, by creating so-called history con-
ditioned network instances (see Section 1.6); historically HCS was called word conditioned tree
search, and instances were called word conditioned tree copies [Ney & Ortmanns 00, Aubert 02],
because each history corresponds to one word when using a bigram LM, and because the
search network is represented efficiently by a tree when not using across-word phonetic
modelling. Each instance represents all state hypotheses (h, s) that have a certain history h;
within an instance, state hypotheses need to be distinguished regarding their state s only.
Histories h only need to be considered during the handling of word labels – when integrat-
ing the LM and transferring hypotheses from one instance into another – and can be mostly
ignored during the within-word dynamic programming.
In token passing decoders [S. J. Young 89, Demuynck & Duchateau+ 00, Soltau & Saon 09],
hypotheses are grouped by their search network state s, and a set of histories {h1, h2, ...}
with corresponding scores and backtraces is managed for each active state. The name can
be motivated historically because LM tokens (i.e. histories) are passed through the search
network.
a) HCS b) To	
 
 d) TCSc) W
Figure 5.1: Memory layout of state hypotheses in different decoding approaches, with states
si, histories hi, backpointers bi, path scores qi, and word start times ti. The illus-
trated hypothesis sets are not meant to be equivalent.
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For decoders which compose the whole search space statically (e.g. WFST decoders
[Mohri & Pereira+ 08]), the search space management is, from the sole perspective of the
decoder, simpler. The search network used by such decoders represents a composition of
histories and network states, and the decoder does not need to track histories h explicitly;
instead, the management of LM histories is abstracted into a separate composition process,
and the decoder needs to consider only composed states s′, which represent a combination
of a history h and a network state s. The actual search space may be equivalent to or different
from HCS, depending on the structure of the used components and on the used composition
algorithm; usually the search space is different, mainly due to a specific non-deterministic
LM structure [Riccardi & Bocchieri+ 95].
The above mentioned approaches are similar in the way they expand the search space.
Time conditioned search (TCS) [Ortmanns & Ney+ 96, Nolden & Ney+ 10] is a completely
different approach, where path hypotheses are grouped based on the start time t of the
current word. TCS can suffice with a smaller search space under certain conditions
[Ortmanns & Ney+ 96, Nolden & Ney+ 10], and it can produce more exact lattices indepen-
dent of the word pair approximation [Ortmanns & Ney+ 97], but it suffers from expensive
word boundary recombination [Nolden & Ney+ 10].
Figure 5.1 compares the memory layout of the different decoding approaches.
In the remainder of this chapter, we will analyze the relation between the mentioned search
methods, and we will propose extensions to HCS which are meant to combine the advan-
tages of different approaches. In Section 5.1 we will theoretically and practically compare
token passing search and HCS, and we will show how the efficiency of IBM’s fast token
passing decoder was further improved by transforming it into an HCS decoder. In Section
5.2 we will compare HCS with WFST search, and in Section 5.3 we will compare HCS with
TCS. In Section 5.4, we will show how the advantage of TCS, i.e. the independence of the
within-word search space from the LM order, can be integrated into HCS. Finally, in Section
5.5, we will show how one specific advantage of WFST search, i.e. the avoidance of repeti-
tive LM look-ahead and LM score look-up, can be integrated too, by literally creating history
conditioned copies of the search network.
5.1 Token Passing Searh
The search space of token passing decoders [S. J. Young 89, Alleva & Huang+ 96,
Demuynck & Duchateau+ 00, Soltau & Metze+ 02, Huijbregts & Ordelman+ 08] and HCS
decoders is similar, but the different memory layout has a great effect on the efficiency of
the different operations performed by the decoder. An advantage of token passing decoders
used to be the minimization of the search network’s fan-out [Demuynck & Duchateau+ 00,
Soltau & Saon 09], but we have shown in [Nolden & Rybach+ 12, Nolden & Soltau+ 14a]
that a similar structure can be applied to HCS (see Chapter 2). Sparse LM look-
ahead can be integrated straightforwardly into HCS (see Chapter 3) as shown in
[Nolden & Soltau+ 14a], whereas LM look-ahead tends to be tricky in token passing
search [Soltau & Metze+ 02, Soltau & Metze+ 01, Huijbregts & Ordelman+ 08], because
state hypotheses are not isolated regarding their LM history.
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5.1.1 Reombination
The main disadvantage of the token passing approach is the efficiency of within-word re-
combination. For state hypothesis recombination according the the Viterbi approximation,
different state hypotheses (h, s, q) and (h′, s′, q′), which share the same LM context h = h′ and
the same network state s = s′, need to be identified (see Equation 1.19); only the one with the
lower score shall be retained. In a history conditioned decoder, the hypotheses are grouped
by their LM context h, and thus only the state s needs to be matched during recombination,
which can be done in linear time using a simple table of size N (i.e. the number of states
in the network); the costs of table lookups are negligible – thanks to the CPU cache – if the
state indices are sorted topologically. In a token passing decoder hypotheses are grouped by
their state s, and during recombination, equal histories h need to be matched. This matching
can not be performed using a simple table, and more complex matching structures are re-
quired [Demuynck & Duchateau+ 00], because the number of distinct histories can be huge
when using a large LM. The token passing decoder described in [Soltau & Saon 09] performs
a simple linear search to do the matching, which is more efficient than complex data struc-
tures if the number of different LM contexts is sufficiently low [Soltau & Saon 09]; therefore,
it is critical to constrain the number of hypotheses assigned specific states using LM state
pruning and an LM state pruning limit (see Section 4.2.4.4). In HCS, the matching of histo-
ries h is only necessary during the recombination of word end hypotheses, and the number
of recombined word end hypotheses is much lower than the number of recombined state hy-
potheses; therefore, the effort of recombination in HCS is much lower than in token passing
search.
5.1.2 Joining Advantages
Adecoderwhich joins the advantages of token passing decoders and history conditioned de-
coders needs the following attributes: trivial recombination of state hypotheses like in HCS;
a minimized search network like with token passing; LM state pruning should be possible,
efficient and effective but not mandatory; and it should be possible to integrate sparse LM
look-ahead. The decoder described in the previous chapters has all these attributes, because
it integrates advantages which were previously reserved to token passing decoders into the
HCS framework [Nolden & Rybach+ 12]; it uses a search network with minimized fan-out
(see Chapter 2), and it can exploit LM state pruning (see Section 4.2.4.4).
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5.1.3 Transformation of IBM's Token Passing Deoder
In this section we will show how we boosted the efficiency of the token passing de-
coder which is part of IBM’s Attila speech recognition framework [Soltau & Saon 09,
Soltau & Saon+ 10], by transforming the underlying concept from token passing toHCS, and
by adding sparse LM look-ahead (see Section 3.1.3). On several different tasks we achieve
improvements by 30 to 50% in efficiency at equal precision. Additionally, we compare the
efficiency to Attila’s state-of-the-art WFST based static decoder [Saon & Povey+ 05a], and
note that the added methods improve the dynamic decoder under conditions where it was
lacking before in comparison, specifically when using a relatively small LM. Overall, the
new Attila HCS decoder performs similarly to the static WFST decoder, with a lead for the
HCS decoder on tasks with a larger LM, and a lead for the static decoder on tasks with a
smaller LM.
5.1.3.1 Token Passing Deoder
The token passing decoder used as basis for the following transformation was described in
[Soltau & Saon 09]. It is part of IBM’s Attila speech recognition toolkit [Soltau & Saon+ 10],
and uses a search network fully determinized and minimized on HMM state level with
pushed word labels and minimized fan-out, similar to the network described in Chapter 2.
Additionally the network is factorized – i.e. linear HMM state sequences are combined into
a single node. A more efficient specialized dynamic programming algorithm with trivial hy-
pothesis recombination can be applied within these nodes, which is particularly important
for the token passing decoder with its problematic recombination behavior. Only loop and
forward HMM transitions are supported, and the last state of each node is a virtual final
state without an actual model, only used as origin for the outgoing transition into the next
node. Usually this factorization reduces the size of the network and the costs of HMM tran-
sitions by a large factor. Transition across nodes are implemented by an epsilon transition
from the final virtual state of each node into the initial state of all successor nodes, similarly
to the transition fromword labels into root states described in Section 1.6.2. Whole nodes are
conditioned on LM histories, so recombination of LM histories is performed only during the
cross-node transitions; thus, the cross- node expansion is one of the most expensive phases
of decoding. States within a factorized node share important attributes like the LM look-
ahead score; storing this information on node level helps reducing the amount of repetitive
costly look-up of redundant information during decoding.
The decoder manages a list of history conditioned active node instances for each node. Each
node instance is annotated with an LM look-ahead score or with a word end score if it has a
word label attached. The full list of component HMM state hypotheses is allocated for each
node instance, whether the actual HMM State hypothesis is active or not.
5.1.3.1.1 Pruning. The score of the best HMM state hypothesis in each node instance is
recorded during HMM expansion, and many operations which would normally require it-
erating through all HMM state hypotheses – like for example LM state pruning – can be
performed more efficiently on the level of the factorized node instances because there is
much less of them.
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Overall three pruning methods are used: global beam pruning is applied to all HMM state
hypotheses,word end pruning is applied at cross-node transitions corresponding to physical
word-ends, and factorized LM state pruning is applied to the active instances of each node.
Each method has a corresponding limiting method. The LM state pruning limit plays a
special role, because it is required by the token passing decoder to keep the effort of the LM
recombination during cross-node expansion tractable. Usually the beams are not tuned for
each task, but rather there is a set of pre-chosen combinations for different efficiency levels
out of which one is selected based on a master beam.
5.1.3.2 History Conditioned Deoder
To transform the token passing decoder into an HCS decoder, we need to change core algo-
rithm and data structures.
Instead of attaching a set of node instances to each node, we manage a global set of history
conditioned network instances, each representing the hypotheses with a certain history h.
Nodes instances are managed in a single global array, and each network instance points into
the node instance array to selected the range of associated node instances. Additionally, each
network instance has an own array of incoming hypotheses, which is necessary to perform
transitions after word labels where hypotheses cross network instance boundaries. Overall,
the resulting algorithm is similar to our Description from Section 1.6, except that most of
the management focusses on higher-level factorized node instances rather than HMM state
hypotheses, due to the network factorization.
The following dynamic programming procedure is applied at each timeframe:
1. Apply local dynamic programming within active node instances.
2. Prune HMM state hypotheses and instances, set score of unwanted hypotheses to infi-
nite.
3. For each successor node of an active final state, add a new entry hypothesis to the
corresponding successor network instance.
4. For each network instance, recombine active hypotheses with entry hypotheses, and
remove infinite-score instances, writing a new node instance array on-the-fly.
Transitions are more expensive when leaving nodes with a word label, because the LM his-
tory needs to be extended, and the entry needs to be inserted into the corresponding suc-
cessor network instance. To find the target network instance quickly, we maintain a simple
approximate hash within each network instance, which maps from a word label to the cor-
responding successor.
We added sparse LM look-ahead as described in Section 3.1.3. Sparse LM look-ahead is diffi-
cult to integrate efficiently in a token passing decoder, but in an HCS decoder the integration
is straightforward: network instances are conditioned on their n-gram back-off level addi-
tionally to their LM history, and a transition to the backoff instance is performed whenever
there is no entry in the sparse LM look-ahead table on the current n-gram level.
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5.1.3.2.1 Pruning. The transformed HCS decoder uses exactly the same search network,
and exactly the same pruning methods, thus the search space is nearly equal to the token
passing decoder when using the same pruning configuration (slight discrepancies arise from
minor differences in the order of applied pruning during the expansion of cross-node tran-
sitions). The limiting LM state pruning, which limits the number of active LM histories for
each node, is less natural to apply in a HCS decoder than in a token passing decoder, be-
cause it does not match the way hypotheses are organized. Nevertheless, it can be applied
efficiently by exploiting the fact that usually only very few states are affected by this prun-
ing. We simply count the number of surviving instances for each node during pruning, and
only invest additional effort for those nodes which exceed the limit.
Since an HMM transition within a factorized node is cheaper than the transition across a
node boundary, and since the cross-node transition within a network instance is cheaper
than a transition transition across network instances, we add two additional pragmatic prun-
ing methods: final-pruning applies a sharper global beam to any final HMM states of nodes,
and label-pruning applies an even sharper global beam to final HMM states of nodes which
have a word label attached. We define final-pruning as a factor relative to the global beam,
and label-pruning as a factor relative to final-pruning.
5.1.3.3 Experimental Results
The static WFST decoder we use for comparison was described in [Saon & Povey+ 05a] and
[Soltau & Saon 09]. Both decoders are implemented in C++ and integrated in IBM’s Attila
speech recognition toolkit [Soltau & Saon+ 10]. We measure the RTFs on a dedicated Intel
Xeon X5680 processor with 3.33GHz. We use two basic systems for comparison, which were
also used in [Soltau & Saon 09]:
1. English broadcast news (BN) with 90K pronunciations, 150K Gaussians, speaker adap-
tive and discriminatively trained, with 3.3M (small) or 200M (large) 4-gram LM.
2. Vowelized Arabic BN with 2.5M pronunciations for 754K LM words, 400K Gaussians,
speaker adaptive and discriminatively trained, 500M 4-gram LM (2.1M for static graph
building).
Figure 5.2 compares the efficiency on the English task using the small 3.3M n-gram LM. The
token passing and HCS decoders perform similarly, and adding the label- and final-pruning
improves efficiency only slightly. Adding sparse LM look-ahead reduces the RTF by around
50% at equal precision, which is to be expected due to the sparseness of the small 4-gram
LM. The static decoder without lattice generation is faster by another 30%. When adding
lattice generation to the static decoder, then the dynamic with sparse LM look-ahead and
the static decoder end up on a similar efficiency level.
Figure 5.3 compares the efficiency on the English task using the large 200M 4-gram LM.
Token-passing and HCS perform similarly, and adding final- and label pruning slightly im-
proves efficiency. adding sparse LM look-ahead improves efficiency by around 30% at equal
WER. The static decoder can not use the 200M n-gram LM directly in graph building, thus
it first generates lattices based on a graph generated with the smaller 3.3M n-gram LM, and
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Figure 5.2: WER vs. RTF for token passing, HCS, with added final- and label-pruning, with
added sparse LM look-ahead, and static WFST search with lattice generation, on
English BN, with 3.3M 4-gram LM.
then rescores those lattices using the full LM. Overall, the dynamic decoder with sparse LM
look-ahead is slightly more efficient than the static decoder on this task.
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Figure 5.3: WER vs. RTF for token passing, HCS, with added final- and label-pruning, with
added sparse LM look-ahead, static WFST search, and static WFST search with
lattice rescoring, on English BN, with 200M 4-gram LM.
Figure 5.4 compares the results on the Arabic task using the 500M 4-gram LM. This task
requires a much larger search space than the previous tasks, and the factorized HMM state
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sequences in the search network are very short, so the efficiency of recombination becomes a
major concern. The HCS decoder is faster by around 20% at equal WER than the token pass-
ing decoder on this task. Whether the added final- and label pruning improves efficiency is
unclear from the graph. Adding sparse LM look-ahead achieves an additional reduction of
the RTF by 15 to 20% at equal WER, despite the large LM which actually isn’t that sparse
any more in practice (measurements have shown that for the actually requested LM con-
texts, the LM has an n-gram entry for around 40% of all successor words). On this task, the
HCS based dynamic network decoder with sparse LM look-ahead is considerably more effi-
cient than the static decoder with LM rescoring. A disadvantage of the static decoder, which
uses the small LM during decoding, is that its search is less focussed than when using the
full LM, and thus it has to evaluate more Gaussian densities to cover an equally good set of
hypotheses.
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Figure 5.4: WER vs. RTF for token passing, HCS, with added final- and label-pruning, with
added sparse LM look-ahead, and static WFST search with lattice rescoring, on
Gale Arabic, with 500M 4-gram LM.
5.1.3.4 Summary
We have shown that the transformed decoder based on HCS is more efficient than the pre-
vious token passing concept.
In comparison to the static WFST decoder, the dynamic network decoder has the advantage
of very effective pruning methods (see Chapter 4), and it can use the full LM right during
decoding to focus the search, both of which allow the dynamic network decoder to beat the
rescoring-based static WFST decoder in efficiency, especially when using a large LM.
Overall, it seems that the token passing architecture has no advantages over the history
conditioned architecture, and a history conditioned memory layout is generally preferable.
Such a decoder can use the sameminimized search network, and the same pruningmethods;
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however, it does not require tight LM state pruning, recombination is more efficient, and it
allows straightforward integration of sparse LM look-ahead.
As in our previous experiments (see Section 3.1.3), sparse LM look-ahead has shown to be
very effective, and greatly improves the efficiency of the decoder. In this specific decoder,
sparse LM look-ahead is even more efficient than in our previous experiments, because of
the factorized node structure. All HMM states s within a factorized node share the same
look-ahead node n˜(s), so the expensive look-up of entries in the sparse hash tables needs
to be done only once for each active node, and only when the node is activated for the first
time. This caching is only a secondary effect of the factorized structure, and only works well
if the vocabulary is not too large and factorized sequences are sufficiently long. In Section 5.5
we will show how a better explicit caching can be achieved without the factorized structure.
109
Chapter 5 Search Space Management
5.2 WFST Searh
Weighted finite state transducers (WFSTs) are a mathematical framework which can be used
to represent, among many other things, the different components of LVCSR systems in a
uniform way [Mohri 97]. Each component is represented by a WFST, and components are
combined by means of abstract finite-state operations.
Strictly speaking, the WFST framework is not tied to any specific search strategy. The com-
ponents of HCS, especially the LM and the search network, can be interpreted asWFSTs, and
the handling of state hypotheses conditioned on pairs (h, s) of LM histories and search net-
work states, including the handling of word end hypotheses, can be interpreted as a specific
on-the-fly WFST composition algorithm [Rybach & Ney+ 13]. Thus, we could also call our
HCS decoder a WFST based decoder; however, we avoided the commonWFST terminology
in our previous definitions, because such terminology introduces an unneeded level of ab-
straction, which may hide details that can help understanding and improving the decoding
process.
When WFSTs were popularized for LVCSR [Pereira & Riley+ 94, Mohri & Pereira+ 96,
Pereira & Riley 97, Kanthak & Ney+ 02, Allauzen & Mohri+ 09, Mohri & Pereira+ 08,
Allauzen & Riley+ 09, Rybach & Schlüter+ 11, Saon & Povey+ 05b, Dixon & Hori+ 12], they
seemed like a breakthrough regarding efficient speech recognition, mainly due to one
specific attribute, which we will use to draw the line between WFST search and HCS: the
integration of a compact non-deterministic n-gram LM structure [Riccardi & Bocchieri+ 95]
as part of the search space. The search space then has the same compact structure as the
LM itself, and it can be pre-composed statically, with all kinds of optimizations applied,
like minimization and weight pushing. The compact structure reduces the search space
through back-off recombination (see Section 3.1.4), and perfect LM look-ahead can be
achieved through weight pushing at no runtime costs. A further positive effect is the direct
integration of look-ahead and LM scores within the search network, so that they don’t need
to be looked up separately.
Unfortunately, static pre-composition is not feasible when using very large LMs, because
the resulting composed network would be too huge. Therefore, on-the-fly composition ap-
proaches were proposed [Riley & Pereira+ 97], which yield similar LM look-ahead and a
sparse search space structure as the static approach, but add costs for on-the-fly composition.
The on-the-fly composition may become a major bottleneck when using a large vocabulary
[Nolden & Schlüter+ 13a].
An alternative approach for dealing with too large LMs is to generate lattices based on a
static network that was composed using a pruned LM, and rescoring those lattices using the
full LM afterwards [Saon & Povey+ 05b, Soltau & Saon 09]. However, such rescoring ap-
proaches suffer from the less focussed search due to a weaker LM [Nolden & Soltau+ 14a],
and from the problematic lattice generation in the WFST framework (see Section 5.1.3.3,
where we compared the WFST decoder from [Saon & Povey+ 05b] with a different HCS de-
coder).
In the following, we will compare our described HCS decoding approach with a WFST de-
coder that composes the search network on-the-fly, and can thus deal with arbitrarily large
LMs. The composed search network is based on tied triphone arcs, and HMM state se-
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quences are expanded on-demand from the triphone arcs. The WFST decoder was thor-
oughly described in [Rybach 14], and the author performed a detailed comparison of HCS
and WFST search [Rybach & Ney+ 13]. Therefore, we will focus on the high-level compari-
son of some important aspects, and refer to those works for details.
5.2.1 WFST Terminology
In WFST search, the n-gram LM is represented by transducer G (i.e. grammar) which is
labeled with words, and assigns LM scores to word sequences through its weights. The
vocabulary is represented by L (i.e. lexicon), which maps from vocabulary words to their
corresponding phoneme sequences. The phonetic context dependency is represented by C,
which maps from phoneme sequences to sequences of context dependent units. Finally,
the H transducer maps from the context dependent units to HMM state sequences. They
can be combined by composition. The HCS search network described in Chapter 2 corre-
sponds to a min(det(H ◦ C ◦ L)) transducer determinized and minimized in a certain way
– i.e. it is the determinized and minimized combination of vocabulary and acoustic model
[Rybach & Ney+ 13]. In WFST search, the search network is usually combined using generic
WFST composition and manipulation operations, like those supplied by the OpenFST li-
brary [Allauzen & Riley+ 07]; the resulting min(det(H ◦ C ◦ L)) network usually looks very
different from the one which we use in HCS, mainly due to a different placing of epsilon arcs
in the network.
5.2.1.1 Composition
The on-the-fly composition algorithm is responsible for combining the G and C ◦ L trans-
ducers. Since one phoneme arc may correspond to many HMM states, composition with the
H transducer increases the number of resulting states. To reduce the effort of composition,
the trivial H transducer can be expanded separately on-the-fly by the decoder, and not as
part of the WFST composition. Since both G and C ◦ L contain many epsilon arcs which may
lead to expanded dead-end paths, sensible handling of epsilon arcs is critical for efficient
on-the-fly composition. Efficient handling of of redundant epsilon paths can be achieved by
using composition filters [Allauzen & Riley+ 09] in combination with so-called label look-
ahead which prevents the expansion of dead-end paths. Efficient composition with weight
pushing and label look-ahead can be achieved using the so-called epsilon sequencing filter
[Allauzen & Riley+ 09]: it matches the back-off epsilon arcs of the G transducer immediately
after a word label was encountered in C ◦ L, and then ignores epsilon arcs in G until the next
word label was encountered. This approach leads to earliest possible recombination, and
the most compact composed search network. The early application of the LM back-off arc
basically means that a filtered copy of C ◦ L is created for each history h, containing only
those paths of C ◦ L that lead towards succeeding words w ∈ B(h) which are covered by the
n-gram in the given context.
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Figure 5.5: Part of a trigram LM transducer modelling the word w with history uv.
5.2.2 Non-Deterministi LM Transduer
The typical construction of the backing-off LM transducer [Riccardi & Bocchieri+ 95] is illus-
trated in Figure 5.5. The Figure illustrates that part of the LM transducer, which is respon-
sible for modelling the word w with two predecessor words u and v – i.e. the LM history
h = uv. An epsilon back-off arc is inserted on each state, leading towards the lower-order
states, with the back-off score o(h) as arc weight. This non-deterministic construction is an
approximation, because it allows three different paths with different scores for the word se-
quence uvw: the correct path on trigram level q(w|uv), the path through the bigram level
q(w|v) + o(uv), and the path through the unigram level q(w) + o(ov) + o(v). However, the
path through the highest-order level usually has the best score, and therefore, this approx-
imation usually does not negatively affect the single-best decoding result; in a lattice, the
alternative paths may induce additional redundancy though.
This approximation is called back-off approximation, and we also used it to implement effi-
cient sparse LM look-ahead (see Section 3.1.3.1). The back-off approximation can be avoided
by using less compact LM transducers [Allauzen & Mohri+ 03] – which basically resemble
HCS – or by changing the composition algorithm, for example using failure arcs; however,
both of these approaches are not suitable for efficient on-the-fly composition.
5.2.2.1 Non-Deterministi Searh Spae
As mentioned, the back-off arcs are matched as early as possible during composition, right
after encountering a word label. Such early matching transfers the non-deterministic struc-
ture of the LM transducer directly to the search space. The search space visited by the de-
coder may be increased by this nondeterminism; for example, in Figure 5.5, the paths for
word w in context uv are can be followed redundantly on all back-off levels, even though
the back-off hypotheses have no chance to become the most likely path.
State hypothesis paths which would otherwise remain conditioned on a single history h are
copied onto backing-off levels b(h), b(b(h)), and so on. The advantage of the backing-off
transition is, that state hypothesis paths can be recombined on the back-off levels with paths
coming from different high-order histories through back-off recombination (which we can
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also achieve using sparse LM look-ahead though, see Section 3.1.4).
Thus, on one hand, the back-off structure splits up HMM alignment paths earlier than nec-
essary ontomultiple back-off levels, on the other hand it allows earlier recombination within
the back-off structure.
The question is, whether the back-off recombination saves more state hypotheses than are
introduced through the early splitting over backoff levels.
5.2.2.2 Path Splitting vs. Path Reombination
The authors of [Rybach & Ney+ 13] have extensively analyzed and compared the HCS and
WFST search strategies, and found that the backing-off structured LM transducer increases
the average search space visited during decoding in comparison to a classical LM structure
without backing-off like in HCS, under otherwise exactly equal conditions and with LM
lookahead. Without LM look-ahead, the back-off structure considerably reduces the search
space – presumably because the early application of back-off weights o(h) corresponds to a
certain amount of LM look-ahead.
In the following, we will try to narrow down these findings.
5.2.2.2.1 Bak-O Reombination in HCS. With sparse LM look-ahead in HCS, we can
achieve back-off recombination without the duplication of back-off paths (see Section 3.1.4).
There, we achieved a reduction of the search space by 10 to 20% through back-off recom-
bination. The authors of [Rybach & Ney+ 13] have found on a very similar task that the
non-deterministic backing-off LM structurewith back-off recombination increases the search
space, relative to a non-backing-off structure without back-off recombination, by around
10%. When putting both into relation, it appears that the splitting of non-deterministic back-
off paths increases the search space by 20 to 30% – we come to this conclusion by taking the
measured increase of 10% and rectifying it by our reduction of 10 to 20% achieved through
back-off recombination.
5.2.2.2.2 History Dominane. As explained in Chapter 3, the whole search space is usu-
ally dominated by few active LM histories. On Quaero English, ca. 40% of the search space
correspond to a single LM history. The more the search focusses on few specific histories,
the less can be gained through back-off recombination. For example, if 100% of the search
space would be based on a single 3-gram history uv, then back-off recombination could not
recombine any histories at all, because all hypotheses on lower-order back-off levels would
correspond to the same full-order history uv; on the other hand, all those state hypothe-
ses active on higher-order levels would be duplicated on the lower-order levels, so overall,
the search space would be increased in comparison to a non-backoff structure. Thus, the
back-off structure is clearly only beneficial when the search is not dominated by few specific
histories.
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5.2.2.2.3 Bak-O Distribution. OnQuaero EnglishwithWFST search, around 40% of the
active search space corresponds to the unigram level, while 60% is LM context dependent.
Using sparse LM look-ahead with back-off recombination in HCS (see Section 3.1.3), we
can measure how this distribution might look without the duplication of back-off paths:
with sparse LM look-ahead and back-off recombination in HCS, only 5% of the search space
correspond to the unigram level (see Table 3.2), while 95% of all state hypotheses are leading
towards labels that have at least bigram scores for the current LM context. This indicates that
most of those state hypotheses in WFST search which are on the unigram level – i.e. more
than 30% of all state hypotheses – are redundant duplicates of higher-order state hypotheses
which were introduced by the nondeterminism.
It may seem surprising that most of the search space focusses onto the relatively few paths
that are covered context dependently by the LM, given the inherently enormous sparseness
of the LM. It makes sense though when considering how the n-gram LM was trained and
what it means: those word sequences which were seen more frequently during training are
estimated as more likely, and have a higher chance to get an own n-gram LM entry; and if the
LM is valid, then it is correlated with the words actually spoken. Thus there are two forces
which force the search space onto those parts of the LM which are covered by high-order
n-grams: a) the speaker is likely to actually say something covered by high-order n-grams;
and b) the decoder expects the speaker to say something covered by high-order n-grams,
and pushes most of the search space onto those parts of the LM through pruning, even if the
speaker actually says something different.
5.2.2.3 Avoiding Bak-O Path Splitting
The duplication of HMMpaths onto different back-off levels can be avoided by changing the
composition algorithm: for an optimal search space, the backing-off arcs of the LM should
only be composed with such arcs from the search network, that do not lead towards any
word labels covered by the LM for the current history h; no back-off LM arc must bematched
earlier. Essentially, the composition of back-off LM arcs has to be delayed as far as possible,
and only composed when they are absolutely necessary. For each outgoing arc of C ◦ L,
we need to select whether it shall stay on the same level, or whether it shall step down
onto the lower back-off level of G through the back-off arc. Since HMM state sequences
are attached to the arcs, and arcs belong to their origin state, the arcs composed with the
back-off arc stay dependent on the higher-level history, and back-off recombination has to
be delayed by one arc. Such an alternative composition algorithm would avoid the back-
off approximation altogether. We have implemented such a composition algorithm in the
OpenFST framework, and found that it considerably reduced the HMM search space – by
around 30% – in comparison to the standard composition algorithm. However, it increased
the size of the composed transducer and the costs of composition because much more arcs
had to be copied context dependently; thus the alternative composition algorithm did not
pay off regarding RTF when using on-demand WFST composition. We did not test this
approach with static WFST composition; it would clearly improve the RTF, but it would also
increase the size of the static search network, which already is the weak spot of static WFST
decoding.
The search space achieved using WFST search with avoided back-off path duplication is
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very similar to HCS with back-off recombination (see Section 3.1.4). In HCS with back-off
recombination, the transitions from higher-order levels to back-off levels is trivial though,
and can be performed implicitly during decoding; only the LM histories h of hypotheses
(h, s) need to be changed, while the state indices s stay the same; so hypothesesmerely need
to be transferred into another history conditioned instance.
5.2.3 Non-Deterministi HMM Searh Network
As mentioned, the HMM transducer H is usually expanded on-the-fly, to reduce the effort
of composition. Naturally, this means that the search network can not be deterministic on
HMM state level, but only on tied-triphone level, leading to a larger search space.
Additionally, those arcs which have a word output label usually have a non-epsilon tied-
triphone input label; these arcs are not even deterministic on tied-triphone level, which fur-
ther increases the non-determinism on HMM state level, and thus the search space.
5.2.3.1 FSA Searh Network Struture
The second problem mentioned above can be avoided by using a C ◦ L transducer with
additional epsilon transitions.
The search network structure which we described in Chapter 2 roughly corresponds to the
H ◦ C ◦ L transducer used in WFST search. However, unlike typical H ◦ C ◦ L transducers,
word labels do not have an attached HMM state sequence in our search network, thus they
correspond to WFST arcs with epsilon input label. As an experiment, we adapted our con-
struction algorithm from Chapter 2 to build a tied-triphone search network, and imported
that network as C ◦ L transducer into our WFST decoder. The effective search space of the
resulting WFST search was reduced by around 30% at equal precision in comparison to the
standard C ◦ L transducer. However, due to the additional epsilon transitions, more states
were created during composition, and thus the on-the-fly composition became more costly –
so overall the standard approach with non-epsilon triphone labels and word arcs was more
efficient.
The static FSA based decoder described in [Saon & Povey+ 05b], which we used in the com-
parison experiments of Section 5.1.3.3, uses a similar structure, where more HMM state hy-
potheses can be shared because each arc always corresponds to either an HMM state or a
word label, but never both at once; that structure is very similar to our HCS search network
structure described in Chapter 2, and leads to a smaller search space.
5.2.4 Log Semiring for LM Look-Ahead
In WFST search, the weight pushing – i.e. LM look-ahead – is usually performed using the
log semiring – i.e. the sum is taken over probabilities of reachable words – because that
has been found to lead to considerably better efficiency [Mohri & Riley 01] than using the
standard tropical semiring. In HCS, we always use the tropical semiring – i.e. we use the
score of the most likely reachable word as look-ahead score lL(h, s) (see Chapter 3). The
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usage of the log semiring has never been motivated clearly, and seems not consistent with
our motivation of pruning. Anyway, we tried using the log semiring for LM look-ahead in
HCS, and found that it increased the search space, and did not improve the effectiveness of
pruning. The authors of [Alleva & Huang+ 96] did the same experiment and came to the
same conclusion. In [Rybach & Ney+ 13] (Fig. 7) the authors compared the effectiveness of
pruning using the tropical and log semiring in WFST search based on a fully deterministic
LM transducer; similarly to our HCS experiments, they found that the log semiring yielded
only minor gains. In contrast, the authors found that the log semiring achieved a reduction
by up to 50% in search space at equal WER over the tropical semiring when using a non-
deterministic back-off structured LM transducer.
5.2.4.1 Pruning Risk
The log semiring seems to help only when using a back-off structured LM transducer, other-
wise not. Due to the early splitting of back-off paths, the LM look-ahead (i.e. weight pushing)
is performed independently for the different back-off levels, and on each level, the effect of
the log semiring is very different, depending on the sparseness on that level. For example,
on the unigram level, all successor words are covered, and the log semiring basically has the
same effect as it would have in HCS; the look-ahead of states close to the root of the C ◦ L
network is boosted, because many words are reachable from there, over which the sum is
computed. Higher-order levels, for example a level which corresponds to a trigram history,
tend to have few successor n-grams, and the log semiring sums over very few word prob-
abilities, even at the root of C ◦ L – the log semiring becomes more similar to the tropical
semiring when summing over few entries.
Thus, the log semiring boosts lower-order back-off levels which have more entries per level,
and it boosts states close to the root of the C ◦ L network which lead to many different word
labels. Favoring lower-order levels during pruning prevents search errors where low-order
hypotheses are pruned away relative to high-order hypotheses. Such pruning is risky, be-
cause the higher-order hypotheses have a reduced set of reachable word labels. Even if
a high-order hypothesis is likely at one time according to its past HMM alignment path
and LM look-ahead, the acoustic model may always cut off the succeeding path with bad
emission scores at a later time before the word label is reached, leaving the decoder with-
out sane alternative fallback paths if the back-off hypotheses were pruned away. Thus, the
non-determinism introduced by the LM transducer encourages risky pruning decisions, and
the log semiring somewhat reduces that risk (See Section 4.2.1 for further discussion of the
pruning risk).
In [Kuo & Kingsbury+ 07] and [Hori & Watanabe+ 10] the authors train a pruning bias for
each individual WFST arc to reduce the pruning risk. These methods probably affect the
pruning in a similar way as the log semiring, but in a more explicit way.
5.2.5 Aousti Look-Ahead
In [Nolden & Schlüter+ 13a] we have shown thatWFST search can profit from acoustic look-
ahead, which was confirmed in [Guo & Li+ 12]. However, the HCS decoder profits more
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from acoustic look-ahead, because it uses a search network expanded on HMM state level.
Acoustic look-ahead considerably reduces the number of active HMM state hypotheses (see
Section 3.2), but theWFST decoder uses multiple levels of hypotheses. The composedWFST
just contains tied triphone arcs, and HMM state sequences are expanded from the tied tri-
phone arcs on-the-fly. Triphone arc hypotheses need to be managed additionally to state
hypotheses, and the number of active arc hypotheses is reduced much less than the number
of state hypotheses, so the positive effect of acoustic look-ahead on runtime is lower.
5.2.6 Pruning
Usually, only global beam pruning is used in WFST search, complemented by a correspond-
ing pruning limit. Some simple pragmatic pre-applications of global beam pruning are nat-
ural and helpful. Firstly, early global beam pruning can be applied anticipatively to state
hypotheses right during the expansion of HMM transitions, because LM look-ahead scores
are available in the composed search network at no cost. Secondly, the on-demand compo-
sition of the search network can by limited by pruning epsilon (back-off) transitions right
during their expansion, according to the global beam pruning threshold.
The backing-off LM structure complicates the application of advanced pruning meth-
ods, because the recombination of paths is less predictable, and anticipated path recom-
bination is more difficult to exploit (see Section 4.1). Nevertheless, we have shown in
[Nolden & Schlüter+ 13a] that LM state pruning can reduce the search space and the costs of
composition in WFST search. The authors of [Guo & Li+ 12] have consequently shown that
word end pruning can be helpful too.
5.2.7 Lattie Generation
Word pair approximation, which is used in HCS to generate lattices (see Sec-
tion 1.6.3), is usually not used in WFST search, because the recombination of hy-
potheses with different LM histories is not limited to word boundaries. Instead,
recombination is tracked on a finer grained level, adding considerable runtime
[Saon & Povey+ 05a, Soltau & Saon 09, Nolden & Schlüter+ 13a, Rybach 14] and/or
post-processing [Povey & Hannemann+ 12] overhead.
5.2.8 Deoder Implementation
Our WFST decoder [Rybach & Schlüter+ 11, Rybach 14] is based on the OpenFst toolkit
[Allauzen & Riley+ 07] using on-the-fly composition with weight- and label pushing
[Allauzen & Riley+ 09]. The C ◦ L transducer is determinized and minimized. No further
transducer operations are applied after C ◦ L ◦ G was composed; while additional optimiza-
tions on the composed transducer may reduce the size of the composed transducer, they
usually don’t improve the efficiency of decoding [Soltau & Saon 09, Rybach 14]. The final
C ◦ L ◦ G transducer has tied-triphone input labels and word output labels. Each input
label corresponds to a specific HMM state sequence according to H, and the HMM state
sequences are expanded on-demand during decoding.
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The search space is cascaded into active network states, active network arcs, and active
HMM states – each active HMM state belongs to an active network arc, and each active
network arc belongs to an active origin network state.
The decoder uses global beam pruning to focus the search: all HMM state hypotheses with
a score worse than the best one plus a specific threshold are discarded (see Chapter 4). The
global beam pruning is applied anticipatively at multiple points: prospectively while ex-
panding HMM transitions, explicitly after computing acoustic scores, and while expanding
cross-arc transitions and epsilon arcs.
5.2.9 Experimental Results
The following comparisons are performed without acoustic look-ahead; as mentioned, the
HCS decoder would profit more from acoustic look-ahead [Nolden & Rybach+ 12], due to
its HMM state based search network. An alternative Quaero English system and test corpus
are used. The system and corpus is exactly the same as used for the final comparison in
[Rybach 14], and our WFST baseline reproduces the results published there; the difference
to those experiments in RTF arise merely from a slower runtime environment, because we
perform our experiments on slower AMD Opteron 16-core machines under full load. We
use full-order sparse LM look-ahead, without a table filling limit - i.e. Lmax = ∞. The HCS
decoder used for the comparison in [Rybach 14] was an earlier version of the decoder de-
scribed in this work, with a less accurate approximation of sparse LM look-ahead. Note that
we performed similar experiments using our standard Quaero English system used in the
previous experiments, and achieved similar results.
Figure 5.6 compares the relationship between WER and search space achieved using the
WFST and HCS decoders. For both decoding architectures, we use a global beam pruning
limit of 100K states; we keep the pruning limit at this value for all experiments, and don’t
select any trade-off dependent pruning limits. To make the search space of both methods
comparable, the first HCS variant uses only global beam pruning, and no further pruning
methods, not even word end pruning. Since both methods use only global beam pruning
and full-order LM look-ahead, the difference between WFST and HCS arises purely from
the different structure of the search space – i.e. the non-deterministic LM transducer, non-
determinism on HMM state level, etc. – and eventually from the different semiring used for
LM look-ahead. Overall, the HCS decoder achieves the same WER at a search space which
is smaller by more than 50%. Adding word end pruning - i.e. fword = 0.6 · fglobal - leads only
to minor gains on this task. Back-off recombination reduces the search space by 5 to 10% at
equal WER in HCS.
Figure 5.7 compares the relationship between WER and RTF for the different methods. We
added a pseudo static decoder curve for WFST search, where the time needed for on-the-fly
compositionwas subtracted from the runtime. The used LM is too large to statically compose
the search network under reasonable runtime and memory constraints, but the pseudo static
curve showswhich runtimewould result if the static network constructionwas possible. The
HCS decoder without word end pruning runs considerably slower than the WFST decoder;
word end pruning is crucial for the HCS decoder though, and the implementation was not
designed to run without it. With word end pruning, HCS achieves a runtime by 20 to 30%
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Figure 5.6: WER vs. search space for WFST search and HCS, on alternative Quaero English.
faster at equal WER than the WFST decoder. The pseudo static decoder performs similarly
as the HCS decoder with word end pruning. By further adding early word end pruning
and skip transition pruning to the HCS decoder (see Chapter 4), the RTF can be reduced
by another 20% at equal WER. The RTF reduction achieved through back-off recombination
is hardly measurable, although it induces no runtime overhead; it seems that the removed
state hypotheses were not particularly costly.
Figures 5.8 and 5.9 compare the profiling of the different methods at global beam pruning
threshold 12 resp. 10, both of which are relatively close to the optimal WER. HCS without
word end pruning is very slow, but it is important to note that it spends considerably less
time with the calculation of emission scores than the WFST decoder. That is an interesting
result, because both methods use the same pruning and nearly the same look-ahead; the
main difference is the usage of the log semiring for weight pushing in the WFST decoder,
which seems to guide the pruning less effectively than the tropical semiring used in HCS
for LM look-ahead; that outcome is in line with some of our experiments where we tried
using the log semiring in HCS. The log semiring also seems somewhat improve the WER
(i.e. 20.48% instead of 20.57% at fglobal = 10), but the increase in computation time seems to
outweigh this improvement.
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Figure 5.7: WER vs. RTF for WFST search and HCS, on alternative Quaero English.
5.2.10 Summary
The non-deterministic LM transducer commonly used in WFST search enables early recom-
bination of search hypotheses, and its compact structure allows static pre-composition of the
whole search space if the LM is small enough; it also introduces some problems though:
• The multiplication of back-off paths tends to introduce more additional path hypothe-
ses than are saved through the early back-off recombination.
• The application of advanced pruning methods is difficult, due to unpredictable suc-
ceeding paths on high-order LM levels.
• The computationally expensive log semiringmust be used for effective LM look-ahead,
to work around pruning risk problems introduced by the non-determinism.
The reason why the non-deterministic LM transducer is used anyway in WFST search is,
that it considerably simplifies composition, and reduces the size of the composed C ◦ L ◦ G
transducer.
Due to the inherently larger search space, and other complications, it seems that the usage of
a non-deterministic LM transducer should be avoided when possible for optimal decoding
efficiency; according to our previous definition ofWFST search, this means thatWFST search
with on-the-fly composition, in that sense, is not themost efficient decoding approach for the
general LVCSR case with a very large vocabulary and LM.
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If the LM is small enough, then the WFST framework can be a useful tool to pre-compose
the whole search space, which may yield an extremely efficient decoder, especially if the
expanded network is composed and optimized up to HMM state level. If the size of the
resulting transducer is not a major concern, then it may be preferable to avoid the non-
deterministic LM transducer though, and rather compose the search network like HCS with
back-off recombination, similarly to the approach described in [Antoniol & Brugnara+ 95].
The main advantage of the WFST framework is its flexibility, because arbitrary WFSTs can
be used as basis for the search. For example, a word lattice can be used instead of the G
transducer to perform efficient lattice rescoring. Modelling changes which affect the search
network structure, or which constrain the search network context dependently, can be inte-
grated straightforwardly.
In the general case, the HCS approach, with its very efficient within-word hypothesis man-
agement, with its advanced pruning methods, and with its small effective search space, even
outperformed the pseudo static WFST decoder on our LVCSR task. The experiments from
Section 5.1.3.3 which were performed independently on IBM’s Attila decoder had a similar
outcome.
5.2.11 Outlook
Actual on-the-flyWFST composition with weight pushing is very costly in conjunction with
a large vocabulary, and the quality of the LM look-ahead can not be compromised flexibly to
reduce the context dependent effort, as can be done in HCS by means of an LM look-ahead
table filling limit or unigram look-ahead. The context dependent effort of full-order LM look-
ahead can not pay off when using very fast emission-models (see Section 3.1.5.3), or models
which are not evaluated on-demand, like DNN acoustic models. Therefore, if DNN acoustic
models should start dominating LVCSR, thenWFSTwith classic on-the-fly compositionwith
full-order LM look-ahead might stop being competitive, and modifications might be neces-
sary which allow reducing the costs of weight pushing by somehow integrating unigram
LM look-ahead, like proposed in [Willett & Katagiri 02]. To further reduce memory require-
ments, several groups working with WFST based decoders have published work where the
LM and search network transducers are combined virtually on-the-fly in a fashion similar
to token passing search with unigram LM look-ahead [Hori & Hori+ 07, Lei & Senior+ 13];
these approaches inherit the suboptimal non-deterministic LM structure from WFST search
though, with the same search space. The HCS approach appears to be preferable when the
flexibility of the WFST paradigm is not necessary.
WFST search in general, with actual non-virtual composition – in contrast to the virtual com-
position which we do in HCS (see Section 1.6) – has the advantage that an actual composed
copy of the search network is created; the copy is annotated with look-ahead and LM scores,
so they don’t need to be looked up repeatedly at each timeframe from a different source.
The composition caches the LM information, which may improve decoding efficiency, be-
cause the same parts of the network tend to be active over many timeframes. Such caching
is not exclusive to the WFST paradigm though, and in Section 5.5 we will describe a similar
caching approach for HCS.
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5.3 Time Conditioned Searh
In this section, we compare the time conditioned search (TCS) approach
[Ortmanns & Ney+ 96, Nolden & Ney+ 10] to HCS, and analyze its applicability to
state-of-the-art LVCSR tasks. In contrast to the approaches described previously, TCS offers
theoretical advantages in combination with huge vocabularies and huge language models.
It is difficult to combine with across-word modelling though.
In TCS, an instance of the search network is created at each timeframe, and the search for all
words starting at that timeframe is combinedwithin that instance; the size of the search space
becomes independent of the actual number of word end hypotheses, because the search for
succeeding words is combined behind all words ending at the timeframe. When succeeding
word labels are encountered, then all hypothesis which were combined at the word start
need to be expanded, by re-normalizing the word end score. To apply this re-normalization,
a unique point at which the instance was entered is required – i.e. a unique timeframe and
a unique root state. Across-word phonetic modelling introduces additional root states (see
Chapter 2), and thus prohibits common TCS.
TCS andHCSwere compared in [Ortmanns & Ney+ 96] andwere found comparable, but the
comparison was done with a small 20K word vocabulary, without across-word modelling,
and the runtime efficiency was not analyzed.
In the following we will describe how TCS can be applied to larger state-of-the-art tasks,
how it can be combined with across-word modelling, and how its efficiency can be made
competitive [Nolden & Ney+ 10].
5.3.1 Algorithm
In TCS, a state hypothesis (τ, s) is identified by its word start time τ – resp. the ending time
of the preceding word – and the network state s. The path score Q(t, τ, s) holds the score of
the best path ending at timeframe t in state s following the best word end hypothesis that
ended at τ.
The within-word propagation of state hypotheses is equivalent to HCS, with the only dif-
ference that instances are conditioned on timeframes τ instead of histories h (see Section
1.6.2).
The handling of word end hypotheses is different though: word end hypotheses are ex-
panded and re-normalized, recombined, and then combined again for the succeeding
within-word search. Unlike state hypotheses, word end hypotheses (h, s, l) stay conditioned
on histories h, because this is where the the LM is integrated. Since across-wordmodelling is
not supported, there is only one root state s = 0 (i.e. R = {0}), relative to which the normal-
ization is performed. The search network has a tree structure (therefore, network instances
are called tree copies in [Ortmanns & Ney+ 96]).
The main difference to the HCS algorithm described in Section 1.6.2 is the handling of word
end hypotheses, and the startup of successor instances. Therefore, we will focus on that
portion of the algorithm.
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Let Hˆcombine(t) = {h1, ...} be the set of histories which were combined into the root state
s = 0 at timeframe t, Qˆbest(t, h) the score of the best word end hypothesis of timeframe twith
history h, and Qˆbest(t) the overall best score of any word end hypothesis at timeframe t.
One word end hypothesis is expanded for each pair of an active word label l and a prede-
cessor hypothesis combined at the word start at timeframe τ (compare to Equation 1.23):
Hˆ(t) :=
{
(τ, h, s, l)
∣∣∣ (τ, s) ∈ Hpruned(t)∧ l ∈ L[s]∧ h ∈ Hcombine(τ)} (5.1)
The word end hypothesis scores are then expanded and re-normalized (compare to Equation
1.24):
Qˆ(t, τ, h, s, l) := Q(t, τ, s)− Qˆbest(τ) + Qˆbest(τ, h) + q(w[l]|h) (5.2)
Word end pruning and backtrace management is done equivalently to HCS (see Equations
1.25 and 1.26). Word end recombination then combines hypotheses coming from different
start times τ (compare to Equation 1.27):
Qˆbest(t, h) := min
(τ,h′,s′,l)∈Hˆpruned(t):n(h′,w[l])=h
Qˆ(t, τ, h′, s′, l) (5.3)
Hˆcombine(t) :=
{
n(h,w[l])
∣∣ (τ, h, s, l) ∈ Hˆpruned(t)} (5.4)
Qˆbest(t) := min
h
Qˆbest(t, h) (5.5)
A very diverse lattice, which covers all hypothesized word start times τ for each ending
word, can be created by linking the backtraces of all word end hypotheses combined in
Equations 5.3 as described in Section 1.6.2.
The new time conditioned network instance for timeframe t is then started at the root state
s = 0 based on the best word end score:
Hroot(t) := {(t, s = 0)} (5.6)
Q(t, t, 0) := Qˆbest(t) (5.7)
5.3.2 Pruning
In principle, the same pruning methods can be applied as in HCS (see Chapter 4). However,
context dependent LM look-ahead is difficult to apply (see Chapter 3), because time condi-
tioned instances do not have unique LM histories – but rather represent many different LM
histories h at the same time. A possible solution might be maximizing over a limited list of
themost likely LMhistories for each instance; we found that simple unigram LM look-ahead
is the most efficient option for TCS though, because it is context independent and can thus
be applied straightforwardly.
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5.3.3 Extensions
The main problem of TCS regarding efficiency is the number of word end hypotheses Hˆ(t)
that appear during the initial expansion (see Equation 5.1).
5.3.3.1 Antiipative Word End Pruning
To reduce the number of expanded word end hypotheses Hˆ(t), we introduce an additional
pruning during the word end expansion.
Anticipative word end pruning consists of two steps:
1. Global beam pruning: apply the standard global beam pruning to the expanded word
end hypotheses before computing the LM score q(w|h).
2. Anticipated word end pruning: after computing the LM score, apply an anticipative word
end pruning based on the word end hypotheses that were hypothesized until now.
During expansion in Equation 5.1, the combined hypotheses Hˆcombine(τ) are processed in an
order sorted by score Qˆbest(τ, h), and the processing for a pair of start time τ and word end
state s can be aborted as soon as the expanded score in Equation 5.2 falls below the current
global beam pruning threshold. The anticipated word end pruning is applied during the
expansion as well, for those expanded word end hypotheses which survive the global beam
pruning.
Table 5.1 shows a comparison of the number of word end hypotheses during different pro-
cessing steps. The majority of all potential word end hypotheses is discarded during antic-
ipative pruning. Since the word end pruning is applied anticipatively already during the
expansion, the actual word end pruning reduces the amount of hypotheses only slightly in
TCS. As expected, a large portion of the word end hypotheses in TCS are then discarded dur-
ing the recombination step, when hypotheses for equal histories h but with different word
start times τ are recombined. Even though the same pruning thresholds are used, a con-
siderably higher number of word end hypotheses survives pruning in TCS; paths to word
labels which would have left the global beam temporarily in HCS – and thus would have
pruned away – can survive. This leads to a larger effective search space in TCS, and is the
reason why TCS usually reaches a better WER under equal pruning constraints.
On the NAB’94 H1 dev corpus with a 20k words vocabulary, anticipative word end pruning
in TCS typically reduces the fraction of the overall runtime effort taken by the word end
expansion from around 20% to only around 5%; thus, the anticipative word end pruning is
essential to make TCS competitive to history conditioned search regarding the runtime.
Note that the early word end pruning described in Section 4.2.4.2.1 works differently than
the method described here for TCS, and should not be confused.
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Table 5.1: The average number of word end state hypotheses |{(τ, s) ∈ H(t)|L[s] 6= ∅}|,
expanded word end hypotheses without anticipative pruning |Hˆ(t)|, with antic-
ipative pruning, after pruning |Hˆpruned(t)|, and after recombination |Hˆcombine(t)|.
Computed on a small subset of the NAB’94 H1 dev corpus with a 20k word vocab-
ulary, under relaxed pruning constraints.
HCS TCS
active word end states |{(τ, s) ∈ H(t)|L[s] 6= ∅}| 5k 5.5k
word end hypotheses Hˆ(t) without anticipative pruning 5k 1150K
+ anticipative pruning 11.3k
after pruning Hˆpruned(t) 1.6k 8.3k
after recombination Hcombine(t) 0.77k 1.5k
5.3.3.2 Context Reombination
In TCS, each network instance is entered at exactly one point in time, and has no further
entries. Instances that are started at adjacent timeframes are started with similar word end
hypotheses. Adjacent time conditioned instances often contain equal virtual state hypotheses
– i.e. state hypotheses expanded by their contexts Hˆcombine – with different scores, that would
be contained by a single history conditioned instance in HCS, and would most probably
be recombined early on. Under specific circumstances, we can perform a similar kind of
recombination in TCS; the history h can be removed from Hˆcombine(t) for specific timeframe
t if there is another instance t′ in which all state hypotheses scores expanded by h are better
than the same expanded state hypothesis score at t.
This basically means that we temporarily transform the time conditioned representation into
a history conditioned representation. The efficiency of this transformation is problematic:
actions need to be performed for every triple of a start time τ, history h ∈ Hˆcombine(τ) and
a state s with (τ, s) ∈ Hpruned(t). However, since the outcome does not change much over
time, it may be sufficient to perform this recombination only at every ith timeframe; We will
abbreviate such context recombination with CRi.
5.3.3.3 Word End Interval
We described the word end interval in Section 4.2.4.5: with an interval of i, word end hy-
potheses are only handled at every ith timeframe. In TCS, the effect of such an interval
on efficiency is far greater than in HCS: if we handle word end hypotheses only every ith
timeframe, then we start new network instances every ith timeframe, and consequently, the
search space is reduced by the factor i.
5.3.3.4 Time Conditioned Searh with Aross Word Modelling
When using across-word phonetic modelling, then the search network has multiple root
states (see Chapter 2). The effect of the coarticulation is limited to the fan-in structure of the
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search network – i.e. to the first phoneme generation of words. The body of the search net-
work forms multiple subtrees, each with a unique root state. We can combine TCS with
across-word modelling by using HCS for the fan-in, and by using TCS for the subtrees
spanned by the body and fan-out.
5.3.4 Experimental Results
In the following experiments, we evaluate the algorithms regarding RTF and WER on the
NAB’94 H1 development corpus for the simple experiments using within-word modelling,
and on the EPPS English evaluation corpus for the experiments including across-wordmod-
elling (see Section C.3). No minimized search network is used, no sparse LM look-ahead, no
acoustic look-ahead, and a relatively slow emission scorer.
The search network of the EPPS English system consists of 4.9M HMM states, and was par-
titioned into 944 subtrees. 566K states belong to the fan-in. While the fan-in is quite large, on
average only about 16K of those states are reachable within one network instance, because
only those root states can be activated which match the acoustic context constraints of the
predecessor word.
When using TCS with a moderate beam pruning threshold, on average 738 time conditioned
subtrees are active, and each contains only 42 state hypotheses. On average, 76 history con-
ditioned fan-in network instances are active, and each of those contains on average 215 state
hypotheses. That means that 16.3k state hypotheses are contained by the history conditioned
fan-in, which makes up 34% of the search space, while 31.4k state hypotheses are contained
by the time conditioned subtrees – i.e. 66% of the search space is time conditioned.
Figure 5.10 shows the effect of different word end intervals in TCS with across-word mod-
elling. The RTFs were measured on one single Intel Core2 Duo 2.6 GHz machine with 4 GB
of memory. Increasing the interval from 1 to 2 clearly improves the efficiency of TCS; for
example, for a WER of 13.1% a reduction of the RTF by a 23% is achieved. We have also
tested the interval 3, but it seems too large, and induces too many errors.
Figure 5.10 illustrates the effect of context recombination. For a WER of 13.1%, context re-
combination reduces the RTF by 7%. However, in combination with a tree startup interval
of 2, the effect is only 1%.
Figure 5.11 shows the comparison between HCS with unigram LM look-ahead, HCS with
standard bigram look-ahead, TCS, and TCS with context recombination and word end inter-
val 2. TCS reaches a slightly better WER than HCS with unigram look-ahead, but is mostly
slightly slower for the same WER than HCS with unigram look-ahead. HCS with bigram
look-ahead allows reaching the same best WER of 13.1% as TCS on this corpus, and reaches
that WER at a significantly better RTF than TCS, otherwise it mostly performs similar to
HCS with unigram look-ahead. On this task, classical bigram LM look-ahead performs bet-
ter than unigram LM look-ahead, because the vocabulary is relatively small, and thus, the
look-ahead network Nˆ is also small (see Chapter 3). TCS with context recombination and a
word end interval of 2 clearly outperforms the other methods on this corpus. Note though,
that these experiments don’t use most of the advancements of HCS that we have introduced
in the previous chapters.
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Figure 5.10: WER vs. RTF for time conditioned search, with and without context recombi-
nation, and with a word end interval of 1 and 2, at varied global beam pruning
thresholds, on EPPS English with across-word modelling.
13
13#2
$%
#
&
$%
#'
$%
#8
$&
$&
#2
$&
#
&
0
$
2
% &
( ' 7 8 9
W
E
R
 [
%
]
R)*
H+-/ 079:;< =>>?;@A;B
H+-
TCS
TCS interval 2, CR5
Figure 5.11: WER vs. RTF for history- and time conditioned search, under varied beam prun-
ing thresholds, on EPPS English with across-word modelling.
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5.3.5 Lattie Generation
Time conditioned search generates lattices which do not rely on the word pair approxima-
tion; hypotheses with alternative word start times are kept separate in different instances,
and at the following word end, all alternative word start times τ are stored in the lattice.
That can be interpreted both as an advantage and as a disadvantage. The resulting lattice is
much larger than a lattice generated using word pair approximation, and it contains many
redundant paths for equal word sequences, which only differ in the word boundary times.
On the other hand, such a lattice is a more exact representation of the search space.
5.3.6 Summary
Although TCS can be competitive regarding efficiency with certain techniques we intro-
duced, HCS is the more promising option, because it is compatible with the full-order LM
look-ahead from Sections 3.1.3, a minimized search network, and other state-of-the-art tech-
niques. Furthermore, HCS can profit from the word end interval too, as we have seen in
Chapter 4. TCS is difficult to combine with across-word modelling, and the solution we pre-
sented creates a kind of mix between TCS and HCS, because a portion of the search space
stays history conditioned.
The size of the within-word search space in TCS is independent of the LM order, which is
an advantage when dealing with complex LMs that have long-span history dependencies;
however, much of this advantages is cancelled by the more complex handling of word end
hypotheses, where a huge number of redundant word end hypotheses with different word
start times need to be handled. In the next section, we will show how the advantage of TCS –
i.e. the independence of the within-word search space from the LM order – can be integrated
elegantly into HCS by means of context approximation, without the disadvantages of TCS.
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5.4 Context Approximation
The search effort in LVCSR depends on the order of the LM; search hypotheses are only re-
combined once the LMallows for it. In the following, wewill showhow this LMdependency
can be partially eliminated [Nolden & Ney+ 14], by exploiting word pair approximation – or
phoneme pair approximation. Our approach integrates the advantages of TCS into HCS, be-
cause it joins the search for succeeding words wherever possible; unlike TCS though, there
is no problem with redundancy at word boundaries, because the word start times are opti-
mized during the within-word dynamic programming.
Although dynamic network decoders are able to deal with huge n-gram LMs, high-order
LMs still impose certain problems, which might be avoidable; firstly, in worst case, hypoth-
esis recombination is delayed until n− 1 equal words were recognized, which increases the
theoretical search space by orders of magnitude; secondly, full-order LM look-ahead be-
comes more expensive with higher LM order, because one LM look-ahead table needs to be
filled for each encountered LM context of length n− 1 (see Chapter 3). The first problem is
relaxed by the fact that we shorten the histories to less than n− 1 words whenever the LM
allows for it (see Section 1.4), and usually the overall search effort focusses on a small set
of different LM histories; the second problem is avoided in our decoder, by exploiting the
LM sparsity (see Section 3.1.3), and eventually by limiting the number of filled look-ahead
tables. Back-off recombination can further reduce the redundancy, by recombining paths
coming from different LM histories before the next word boundary is reached (see Section
3.1.4).
Nevertheless, equal words – with equal acoustic realizations and time alignments – can be
encountered in many different LM contexts at the same time. Such words then incur re-
dundant search costs, because the best time alignment needs to be determined in each LM
context separately.
The time conditioned search framework [Ortmanns & Ney+ 96, Nolden & Ney+ 10] is one
way to avoid redundant evaluation of equal HMMs in different LM contexts (see Section
5.3). Time conditioned search shifts some of the overall costs from within-word search to the
handling of word labels though, and is not compatible with some state-of-the-art methods
like full-order sparse LM look-ahead [Nolden & Ney+ 11].
In the following, we will show how a common dynamic network decoder can be modified
to severely limit the redundant decoding of equal word realizations in different LM con-
texts. We derive our motivation from the well-known word pair approximation, which is
commonly used for lattice generation (see Section 1.6.3). Something similar was tried in
[Seide 05], but based on a more severe modification of the standard search strategy, which
is not compatible with full-order LM look-ahead and other speedups, and which may intro-
duce many approximation errors. Our approach avoids these approximation errors, by only
focussing on word ends, which yields a certain amount of self-healing (this is discussed in
Section 5.4.3).
In a first step, we will modify the word end recombination to reduce the number of LM
histories considered during decoding; a succeeding lattice rescoring pass expands those LM
histories which were omitted.
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In a second step, we will integrate the context approximation directly into the HCS decoder,
by expanding combined LM histories directly when encountering the next word label, sim-
ilarly to TCS. This approach allows the decoder to correctly consider all expanded LM his-
tories, and allows more precise pruning and LM look-ahead. It yields a more elegant in-
tegrated framework, which does not require lattice generation and -rescoring. However,
this second approach requires more severe modifications to the decoder, and induces some
additional overhead during decoding.
5.4.1 Algorithm
Duringword end recombination, we can straightforwardly generate a lattice, by simply link-
ing the tracebacks of deletedword end hypotheses into the tracebacks of corresponding sur-
viving ones, so that no traceback path is lost (see Section 1.6.3). According to the word pair
approximation [Ney & Aubert 94], this approach generates a correct lattice when the length
of histories h is at least 1.
When using an n-gram LM, we can recombine two hypotheses at latest after n − 1 equal
words were recognized; when using a higher-order LM – for example a 4-gram LM – this
means that search paths are recombined only after 3 equal words were recognized. Word
pair approximation states that wemight generate a good lattice by recombining after a single
equal wordwas recognized. This leads us to the idea to shorten the LMhistories used during
recombination according to word pair approximation, and expand full LM histories later in
a lattice rescoring pass.
As we will see in Section 5.4.3, word pair approximation is just one specific level of context
approximation (CA). We will define and evaluate three CA levels C(h) for histories h:
word C(h) :=last word of history h
n-phone C(h) :=last n phones of last word of history h
full C(h) :=nil
The word CA corresponds to word pair approximation, and the full CA completely ignores
the context.
During word end recombination, word end hypotheses (h, s, l) and (h′, s′, l′) are usually
recombined if they lead towards the same extended n-gram history n(h,w[l]) and the same
root state r[l], i.e.
n(h,w[l]) = n(h′,w[l′])
∧
r[l] = r[l′] (5.8)
With CA, the criterion is changed to:
C(n(h,w[l])) = C(n(h′,w[l′]))
∧
r[l] = r[l′ ] (5.9)
The modified word end recombination formula looks as follows (compare to Equation 1.27):
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I ′t(h, s ∈ R) := argmax
(h′,s′,l)∈Hˆpruned(t)
{
Qˆt(h
′, s′, l)
∣∣∣ C(n(h′,w[l])) = C(h) ∧ r[l] = s } (5.10)
All word end hypotheses which lead to the same root state r[l] and which have the same
context approximation value C(n(h,w[l])) are recombined, and the root state is activated
only for the dominant history which won the recombination (compare to Equation 1.28):
Hroot(t) :=
{
(n(h,w[l]), r[l])
∣∣∣ (h, s, l) ∈ Hˆpruned(t)∧ I ′t(n(h,w[l]), s) = (h, s, l) } (5.11)
The lattice is generated accordingly to capture all hypotheses which were recombined (com-
pare to Equation 1.31):
B(t, h, s ∈ R) :=
{
Bˆt(h
′, s′, l)
∣∣∣ (h′, s′, l) ∈ Hˆpruned(t) ∧ C(n(h′,w[l])) = C(h)∧ r[l] = s }
(5.12)
For within-word dynamic programming, we retain the standard recombination criterion
h = h′ ∧ s = s′ (see Equation 1.19), based on the history h which was dominant during
the preceding word end recombination for the specific context approximation value. Figure
5.12 shows an example 3gram lattice, and the corresponding lattices created using the word
and full CA. Decoding with CA yields an approximate lattice with wrong context depen-
dency and highly increased single-best error rate. However, the lattice is only wrong on LM
level, and by applying LM rescoring, the lattice can be re-expanded to its correct full-order
form. LM rescoring can be considered a lattice based decoding procedure, like the algorithm
described in Section 1.6.2, but without the within-word dynamic programming part.
CA may induce additional search errors, because the LM histories used during decoding are
constrained; dominant LM histories are selected early, disregarding that the LMmay change
its preference later.
Furthermore, CA shorter than 1-word is not covered by the word pair approximation moti-
vation; in Section 5.4.3 we will show that there are good reasons why even 1-phone and full
CA may work anyway.
5.4.2 Integrated Approah
The lattice rescoring approach from the previous section is simple to implement, because it
requires only minimal changes to the word boundary recombination. It suffers from two
problems though; firstly, a lattice rescoring step is required, which forces us to generate
lattices in the first place, even if we don’t need them, and which yields a 2-pass strategy;
secondly, the overall precision of the decoding might be reduced, because the LM histories
used during decoding are constrained, and most histories can not be recovered before the
LM rescoring pass.
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Figure 5.12: Lattices generated with different levels of CA.
To avoid these problems, combined hypotheses can be expanded directly when reaching the
next word label, like in TCS (see Section 5.3); we call this the integrated approach.
We don’t implement integrated context approximation as a modification to the word end
recombination procedure, like in the previous section, but we rather integrate it into the
handling of root state hypotheses (i.e. after Equation 1.28). By applying the approximation
at this later point, we don’t interfere with the preceding lattice generation step, which shall
generate common non-approximated lattices.
We determine the dominant history Dˆ(t, h, s) = h′ for each root state hypothesis (h, s ∈ R):
Dˆ(t, h, s) := argmin
h′:(h′,s)∈Hroot(t)
∧
C(h′)=C(h)
Q(t, h′, s) (5.13)
Then we start search with a reduced set of root hypotheses:
H′root(t) :=
{
(h, s)
∣∣∣ (h, s) ∈ Hroot(t)∧ h = Dˆ(t, h, s)} (5.14)
Where only the dominant history is activated for each pair of a root state s and a context
approximation value C(h).
We record all histories h′ that were combined into root hypothesis (h, s ∈ R) at timeframe t:
Cˆ(t, h, s) :=
{
h′
∣∣∣ (h′, s) ∈ Hroot(t)∧ h = Dˆ(t, h′, s)} (5.15)
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Later, when word label l is encountered on state s, one word end hypothesis is expanded for
each of the histories h′ ∈ Cˆ(τ, h, rˆ) that were combined at word start time τ and root state rˆ
(compare to Equation 1.23):
Hˆ(t) :=
{
(h′, s, l)
∣∣∣ (h, s) ∈ Hpruned(t)∧ h′ ∈ Cˆ(τ, h, rˆ)∧ l ∈ L[s]} ∣∣∣∣ τ := τ(t, h, s)rˆ := rˆ(t, h, s)
(5.16)
Where τ(t, h, s) is the word starting time of the state hypothesis (h, s) ∈ H(t), and rˆ(t, h, s)
the corresponding root state through which the word was started. The expanded word end
score is corrected accordingly (compare to Equation 1.24):
Qˆt(h, s, l) := min
h′ :(h′,s,l)∈Hˆ(t)
Q(t, h′, s)−Q(τ, h′, rˆ) + Q(τ, h, rˆ) + q(w[l]|h)
∣∣∣∣ τ := τ(t, h′, s)rˆ := rˆ(t, h′, s)
(5.17)
Disregarding possible context approximation errors, the resulting word end hypothesis
probabilities are the same which would have been produced if the omitted root hypothesis
(h, rˆ) ∈ Hroot(τ) would have been activated at start time τ, and an own history-dependent
within-word search would have been performed based on history h.
The word start time τ, root state rˆ, combined histories Cˆ, and the necessary scores of time-
frame τ can all be managed efficiently as part of the backtrace B(t, h, s).
The expansion from Equations 5.16 and 5.17 is very frequent, and unlike the lattice based
method, many dead-end paths are expanded, similarly to TCS (see Section 5.3). Thus, like
in TCS, anticipative word end pruning is required to limit the expansion. We sort the com-
bined histories by score during the preemptive recombination, and expand them in the same
order, aborting the expansion as soon as an expanded hypothesis falls beyond the pruning
threshold. We use a slightly relaxed word end pruning threshold for this pruning.
When following this integrated approach, CA reduces the number of histories handled dur-
ing within-word dynamic programming, but full LM histories are expanded during the han-
dling of word labels, and no further LM rescoring is required afterwards.
5.4.2.1 Relation to Time Conditioned Searh
When using full integrated CA and no across word modelling – i.e. C(h) := nil and there is
only one root state rˆ = 0 – then CA becomes very similar to TCS (see Section 5.3): the search
for successor words is combined behind all word end hypotheses appearing the same time-
frame. The only difference is, that the network instance associated to the dominant history
h is entered repeatedly at multiple timeframes with CA; whereas with TCS, an independent
network instance is started at each timeframe, so that paths corresponding to different word
start times can not be recombined before reaching the word end. Thus, the search space of
integrated full CA is inherently more compact than the search space of TCS.
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5.4.3 Motivation
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Figure 5.13: Illustration of word pair approximation, with 3 predecessorwords v1, v2, and v3,
central word w, successor word w′, and optimal boundary time topt. The path
through v2 is most likely.
Why do we need word pair approximation at all for lattice generation? As explained in
Section 1.6, we link backtraces to form a lattice during the word end recombination. When
two state hypotheses are recombined during the within-word dynamic programming, then
only the backtrace of the better hypothesis is preserved, and the backtrace of the worse
hypothesis is lost.
According to word pair approximation, the optimal boundary time topt between w and any
successor words w′ is the same for all words v that came before w. Thus, word end hypothe-
ses corresponding to word w following the optimal alignment path of predecessor words v1
and v2, are guaranteed to get recombined and linked together during the word end recom-
bination at one specific optimal timeframe topt; no optimal path to a predecessor word vi can
get lost when only preserving topt and discarding other boundary times. The within-word
dynamic programming can optimize the boundary time topt independently of the all words
that came before w, because the optimal boundary time is the same for all of them; thus,
we don’t need to link a lattice during within-word dynamic programming, and it is suffi-
cient to do that during word end recombination, when we distinguish hypotheses by their
predecessor words w – i.e. when the LM is at least a bigram.
Figure 5.13 illustrates the optimal alignment paths through word w following 3 different
predecessor words v1, v2, and v3; W(s) is the set of word ends reachable from state s. The
word pair approximation is satisfied here, because the optimal alignment paths following
vi merge within the HMM corresponding to the common successor word w, and thus the
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ideal word boundary topt between w and a hypothetical successor word w′ is the same for
all predecessors vi. Word pair approximation follows from the monotonicity and convergence
assumptions (see Section 4.1.1); the critical condition for paths to converge is that they are
aligned with a sufficiently long HMM.
5.4.3.1 Shorter Context Approximation
The word w illustrated in Figure 5.13 consists of 12 HMM states. But what happens, if we
apply CA from Section 5.4.1, and reduce the number of commonHMM states over which we
expect the optimal alignment paths to converge? Figure 5.14 shows an example of the ideal
alignment paths of 3 different words w1, w2, and w3, which we expect to recombine while
aligning their last phoneme a, according to the 1-phone CA. In this example, the assumption
fails for the predecessor word w1; its ideal alignment path crosses the word boundary at
topt1 = 7, instead of topt = 13 like for the other predecessor words.
CA with very short context lengths is likely not to satisfy the path recombination assump-
tion, as illustrated in Figure 5.14. But what does that mean for us? For example, consider
that the most likely history at topt is the one following w2. In worst case, the ideal alignment
path following w1 is lost, because its followup hypothesis is overwritten by the more likely
path following w2 – during within-word dynamic programming of the next word. Since we
retain the full-order LM histories for the within-word dynamic programming, this can only
happen if the most likely word end LM history at topt1 is the same as at topt (i.e. it is end-
ing with word w2). Otherwise a different dominant LM history is selected during the word
end recombination at topt1 , and the successor paths of w1 and w2 will never meet during
within-word dynamic programming; thus the alignment path following w1 won’t get lost.
It is not very likely that w2 is the best hypothesis at timeframe topt1 , because topt1 is quite
far away from topt. Furthermore, even if the ideal alignment path following w1 gets lost,
there may still be a less optimal path following w1 going through topt, if the beam pruning
threshold is large enough (see the dotted path following w1 in Figure 5.14). These two argu-
ments are not independent: The closer topt and topt1 are, the more likely it is that both have
the same dominant predecessor word wi, and in turn, the more likely it is that a traceback
is incorrectly overwritten; however, the potential loss arising from the overwriting declines
with a reduced distance between topt and topt1 , because the closer they are together, the less
costly it is for the path following w1 to take the detour over topt instead of topt1 . Thus, in
our proposed decoding framework, too short CA is likely to slightly degrade the quality of
cross-word HMM alignment paths, by forcing the paths to take a slight detour.
The full CA, which completely ignores the context, can be motivated by the structure of the
search network when using across-word modelling. We only recombine word end hypothe-
ses which point to the same coarticulated root state s ∈ R. Due to the coarticulation, these
root states are context dependent (see Chapter 2). When using triphonic acoustic models,
then they usually depend on the left and right context phoneme. In our decoder, we com-
pletely determinize and minimize the root states, so a part of this context dependency is lost,
but some context dependency certainly survives the minimization; if we wouldn’t optimize
the roots created through across-wordmodelling, then 1-phone CAwould have no effect over
full CA, because it would already be an implicit part of the conditioning of root states.
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Figure 5.14: Illustration of failed 1-phone CA, with 3 predecessor words w1, w2, and w3, all
ending with the same phone a.
5.4.4 Experimental Results
In the following, we will evaluate lattice-based and integrated CA in combination with dif-
ferent CA levels. As baseline, we use an efficient configuration with a minimized search
network, full-order sparse LM look-ahead, and acoustic look-ahead. The word end pruning
threshold is fixed to fword = 0.5 · fglobal.
5.4.4.1 Quaero Polish
Figure 5.15 compares different levels of integrated CA regarding the relationship between
search space andWER. ThewordCA yields only aminor gain, the 1-phone CAyields a consid-
erable gain, but the full CA – which ignores the context completely – works best; it achieves
a reduction of the search space by 50 to 70% at equal WER in comparison to the baseline.
This shows that the context-dependency which is provided implicitly by the coarticulated
root states is sufficient (see Section 5.4.3.1). When not using across-word phonetic mod-
elling, then at least the 1-phone approximation would be required, to avoid a large amount of
approximation errors. For the following experiments with across-word modelling, we will
always use the full context-independent CA.
Figure 5.16b compares the effect of the different decoding strategies regarding the relation-
ship between WER and search space. Using a bigram LM for lattice generation, and after-
wards rescoring the lattices with a 4-gram, slightly reduces the search space at equal WER,
in comparison to directly using the full 4-gram LM for decoding. By using lattice-based CA
followed by 4-gram LM rescoring (i.e. approx-lat-rescore), we can reduce the search space by
50 to 75% at equal WER. Integrated CA performs similarly, but it yields a slightly higher
WER for WERs close to the optimum; the reason is the anticipative word end pruning which
is applied during the expansion of combined histories in Equation 5.16; the additional errors
can be avoided by using a larger threshold for the anticipative pruning – at the cost of some
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Figure 5.15: WER vs. search space for different levels of CA, on Quaero Polish.
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by 4-gram rescoring, lattice-based full CA, and integrated full CA; on Quaero
Polish.
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efficiency.
Figure 5.16a shows the relationship between WER and RTF for the different strategies. We
achieve a reduction of the RTF by 20 to 50% at equal precision. The lattice-based approach is
considerably faster than the integrated approach on this task. The advantage of the lattice-
based approach is that dead-end paths are cut off before the rescoring, and thus the overall
search space is much smaller than what’s expanded by the integrated approach. Never-
theless, there are situations in which the integrated approach stays preferable, because it
provides most of the potential speedup, without requiring lattice generation and -rescoring.
Figure 5.17b shows a profiling of the different decodingmethods at the beam pruning thresh-
old 16, which is the point where a WER close to the optimum is achieved. Figure 5.17a
compares the profiling at the beam pruning threshold 12, which is an operating point which
might be a good compromise for practical use, with a WER that is about 1% absolute above
the optimum. Due to the large vocabulary, a considerable portion of the overall effort is
spent handling word end hypotheses. CA reduces the time spent with word end handling
and within-word dynamic programming by around 50%.
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Figure 5.17: Profiling comparison of baseline decoding, bigram decoding followed by 4-
gram lattice rescoring, lattice-based CA, and integrated CA, a) at global beam
size 12, b) at global beam size 16 on Quaero Polish.
5.4.4.2 Quaero English
Figure 5.18b shows the effect of different levels of integrated CA on relationship between
WER and search space for the Quaero English task. On this task, the word CA delivers a
much larger portion of the overall possible gain than on the Polish task. As previously, the
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context-independent full approximation works best, and reduces the search space by more
than 50% at equal WER.
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Figure 5.18: a) WER vs. RTF for baseline decoding, dynamic WFST decoding, lattice-based
full CA, and integrated full CA; and b) WER vs. search space for baseline decod-
ing, with word CA (i.e. word pair approximation), with 1-phone CA, and with full
CA, on Quaero English.
Figure 5.18a compares the relationship between WER and RTF for the different decoding
approaches, using beam sizes fglobal from 8 to 18. We include the WFST based decoder
with on-the-fly composition in the comparison, with acoustic look-ahead as described in
[Nolden & Schlüter+ 13a]. Both lattice-based and integrated CA reduce the RTF by around
20% at equal WER. Table 5.2 illustrates these results, and also shows the average number
of word end hypotheses. As expected, the within-word search space for lattice-based and
integrated CA is nearly equal; the main difference is the number of expanded word end hy-
potheses. Integrated CA yields more word end hypotheses after pruning than the baseline
search, which means that we’re visiting a larger and richer effective search space, and which
is the reason why CA achieves a better WER than the baseline search.
Figures 5.19a and 5.19b illustrate how the profiling of the baseline and integrated CA
changes with the beam size.
Figure 5.20b compares the efficiency of the different methods at beam size 16, which is the
point at which most of the methods reach a WER close to the optimum. The portion spent
with acoustic scoring is nearly constant for the different methods, and CA can impossibly
reduce that portion. The remaining costs of the actual decoding are nearly halved by CA.
Figure 5.20a compares the efficiency at beam size 12, which might be a sensible value for
practical use, because theWER is only about 1% above the best possibleWER, at much faster
runtime. CA reduces the RTF by 16%; without counting acoustic scoring, the reduction is
30%.
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Table 5.2: WER, RTF, search space, and word end search space |Hˆpruned(t)|; for baseline de-
coding, lattice-based full CA, integrated full CA, and dynamic WFST search, at
varied global beam pruning, on Quaero English.
method fglobal 8 10 12 14 16
baseline
WER 29.46% 23.75% 21.90% 21.10% 20.87%
RTF 0.13 0.25 0.43 0.80 1.42
|Hp..| 86 346 1.3K 4.3K 10.2K
word ends |Hˆp..| 11 27 64 140 284
approx-lat-rescore
WER 29.67% 23.73% 21.96% 21.16% 20.83%
RTF 0.13 0.23 0.41 0.66 1.07
|Hp..| 67 207 616 1.7K 4.4K
word ends |Hˆp..| 9 17 35 66 119
integrated
WER 29.22% 23.64% 21.84% 21.07% 20.85%
RTF 0.13 0.23 0.38 0.67 1.08
|Hp..| 67 207 613 1.7K 4.4K
word ends |Hˆp..| 13 32 73 158 321
WFST
WER 28.26% 23.13% 21.67% 21.11% 20.84%
RTF 0.18 0.37 0.71 1.29 2.21
|Hp..| 441 1.4K 4.1K 10.6K 23.3K
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Figure 5.19: Profiling of a) baseline, and b) integrated CA, at varied global beam pruning,
on Quaero English.
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Figure 5.20: Profiling comparison of WFST search, baseline decoding, lattice-based CA, and
integrated CA, a) at global beam size 12, b) at global beam size 16 on Quaero
English.
5.4.4.3 Bak-O Reombination and Unigram LM Look-Ahead
Back-off recombination is not compatible with unigram LM look-ahead, because the infor-
mation whether a path can be recombined is derived from the context dependent LM look-
ahead information (see Section 3.1.4). CA is not compatible with back-off recombination,
because it requires paths to survive until the next word label. Thus, CA competes with
back-off recombination regarding effectiveness, but only when using full-order sparse LM
look-ahead. When using full-order sparse LM look-ahead, then the precision of pruning
suffers through CA, because the look-ahead is constrained only to dominant histories; thus,
CA can be expected to be more effective with unigram LM look-ahead than with context
dependent LM look-ahead.
On the Quaero English Hybrid task, unigram LM look-ahead is more efficient than context
dependent LM look-ahead for higher WERs (see Section 3.1.7.3), but context dependent LM
look-ahead ismore efficient for the betterWERs. The question is, how context approximation
affects this relationship.
Figure 5.21a and 5.21b show the relationship between WER and RTF resp. search space
for baseline decoding with full-order sparse LM look-ahead, decoding with added back-off
recombination, decoding with unigram LM look-ahead, and both with added full CA and
evtl. word CA. Back-off recombination reduces the search space by around 10% at equal
WER, and the RTF by 5%. When using full-order LM look-ahead, then full CA reduces the
search space by 20 to 30% and the RTF by 30% for most WERs, but it performs worse when
close to the optimal WER, because it reduces the precision of context dependent LM look-
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ahead. Using word CA solves this problem, because it makes the LM look-ahead exact at
least on bigram level; however, word CA is not as effective in reducing the search space
as full CA. As expected, the positive effect of CA is even higher when using unigram LM
look-ahead: the search space is reduced by 30 to 40% at equal WER, and the RTF by around
30%. Unigram LM look-ahead requires a much larger search space, but since the emission
models are not evaluated on-demand, the costs of the increased search space are lower than
the costs of LM look-ahead; therefore, unigram LM look-ahead with full CA is fastest for all
WERs which are above the absolute optimum by more than 0.2% on this task.
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Figure 5.21: Effect of back-off recombination,different context approximation levels, and un-
igram LM look-ahead on a) WER vs. RTF, and b) WER vs. search space, under
varied global beam pruning, on Quaero English Hybrid.
5.4.4.4 Higher LM Order
In this section, we compare the effect of CAwhen using a 4-gram and 5-gram LM on Quaero
Polish. In contrast to the previous Quaero Polish experiments, we use improved LM look-
ahead and differently tuned acoustic look-ahead, and we use early word end pruning as
described in Section 4.2.4.2.1. Back-off recombination has no positive effect under these con-
ditions, so we don’t include it in the plots. The 4-gram LM has 80M n-grams, and the 5-gram
LM has 180M n-grams, out of which only 4M are actually 5-grams; most of the difference in
size arises from more generous LM pruning. Figure 5.22b shows the relationship between
WER and search space for both LMs, with and without full CA. The 5-gram LM performs
better regarding search space for all WERs, with and without CA. For both LMs, CA reduces
the search space by more than 50% at equal WER, and the RTF by around 30%. The 4-gram is
faster for WERs which are more than 0.5% absolute above the optimum; however, CA tight-
ens the efficiency gap at higher WERs. We expected a clearer difference between the effect
of CA on a 4-gram and a 5-gram LM; however, since the 5-gram contains only few actual
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5-gram entries, and since we shorten LM histories to the minimum required by the LM, the
difference in search space is not that big anyway; for example, without CA and at fglobal=16,
the average search space is |Hpruned(t)| = 6073 using the 4-gram, and only slightly bigger –
i.e. |Hpruned(t)| = 6183 – using the 5-gram LM.
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Figure 5.22: Comparison of decoding with a 4-gram and 5-gram LM with and without full
CA regarding a) WER vs. RTF, and b) WER vs. search space, under varied global
beam pruning, on Quaero Polish.
5.4.5 Summary
Context approximation (CA) combines the search for certain words which share a similar
acoustic context, similarly to TCS; it considerably reduces the search space and the RTF
without degrading the precision. The most efficient level of CA is the one which completely
ignores the LM context during the word end recombination, and combines the search for all
words which are started on the same root state. This can be motivated by the across-word-
modelling, which yields a context-dependency of root states similar to the 1-phone context
approximation described in Section 5.4.3.
CA is orthogonal to back-off recombination, and both methods can not be combined. How-
ever, CA has provenmuch more effective in our experiments; it works evenwhen using very
densely filled LMs, it works particularly well together with unigram LM look-ahead, and it
does not impose any problems regarding the generation of lattices. Therefore, CA seems
clearly preferable over back-off recombination.
CA integrates the advantages of TCS into the HCS framework – it allows combining the
within-word search for as many words as possible, without blowing up the lattice and the
word end handling effort.
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5.5 Network Copying
During dynamic network decoding based on the HCS approach, the LM is integrated dy-
namically into the search process by two means: 1. LM look-ahead during the within-word
dynamic programming – i.e. by reading scores from tables bh used for pruning of state hy-
potheses (h, s) (see Equation 3.1); and 2. by scoring word end hypotheses (h, s, l) with the
LM scores q(w[l]|h) (see Equation 1.24). Usually, the same HMM state hypotheses (h, s), and
the same word end hypotheses (h, s, l), tend to be active over many timeframes t, t + 1, ...,
just with different scores and backtraces; thus, the same LM level information is looked
up repeatedly again and again. When using unigram LM look-ahead, then the retrieval of
look-ahead scores corresponds to simple look-up in two linear tables – i.e. bUNI(n˜(s)) (see
Equation 3.3). When using sparse LM look-ahead, then the retrieval becomes more costly,
due to random accesses to a hash table, which are not friendly to modern CPU caches; also,
the backing-off needs to be integrated as part of the search space when using sparse LM
look-ahead. On word end level, the look-up of word scores q(w|h) can be sped up using
efficient LM structures, or by adding an additional cache which avoid the repeated look-up
of the same score; the cache can be stored within the network instance for history h, so it just
needs to map from the word w to the corresponding word score. However, no matter how
efficiently all these LM look-ups are implemented, they force the CPU to randomly access
memory regions disconnected from the search network at a very high frequency.
WFST based decoders with on-the-fly composition can also be considered dynamic network
decoders (see Section 5.2); however, they do not require these random memory accesses at
such a high frequency, because the WFST composition creates a context dependent copy of
the search network, annotated with correct LM look-ahead and word end scores. The LM
information is looked up only once during the composition. During decoding, the values are
available locally within the composed search network. To the decoder, the composed search
network forms an extremely efficient cache. In principle though, such caching is not reserved
to WFST based decoders.
A similar caching effect is achieved in the token passing decoder and its transformed HCS
version described in Section 5.1; it manages active factorized HMM state sequence nodes
separately from active HMM state hypotheses. LM look-ahead scores are stored in the ac-
tive factorized nodes, which have a longer lifetime than individual HMM state hypotheses;
thereby, a caching effect is achieved. Other decoders often use a similar multi-level hypothe-
sis activation, where the higher hypothesis level comprises tied triphone arcs, like the WFST
decoder described in [Rybach & Ney+ 13]. The management of multiple levels of hypothe-
ses induces some additional overhead though, especially when paths cross the boundaries
of higher-level hypotheses; also, the caching effect is rather random, and the caching loses
its positive effect as the length of the higher-level sequences declines.
In the following, we will present an HMM state level caching method which avoids the
problems mentioned above, because it explicitly caches all LM scores for the whole lifetime
of a history, within a context-dependent copy of the search network.
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5.5.1 Network Copies
We will create context dependent copies of the search network, directly annotated with LM
look-ahead and word end scores.
The batch based search network memory layout described in Section 2.5 can be constructed
very efficiently on-the-fly, because its memory layout merely consists of a few linear arrays,
where items can be appended to extend the network. The copied context dependent search
network has these extensions:
• States: each copied state s is annotatedwith its LM look-ahead score bh(n˜(s)), and with
the index sorig of the state in the original search network; these two values add 64 bits,
so a state in the copied structure takes 128 bits – in contrast to 64 bits in the original
structure.
• Labels: each copied label l consists of the word end score q(w[l]|h) and the index of the
original label lorig – each copied label consumes 64 bits of memory.
In principle, copied states and labels can be annotated with anything that induces notewor-
thy computational overhead and that depends on histories h; for example, labels could be
annotated with the next network instance for history n(h,w[l]), to simplify finding it. How-
ever, we found that annotating the labels with word end scores is sufficient, because only
those are required to perform the word end pruning, and everything that happens with
word end hypotheses after pruning does not affect the overall runtime, because very few
hypotheses remain.
5.5.1.1 On-Demand Copying
Before the decoder tries to expand forward- or skip transitions as per Equation 1.19, it checks
whether the successors of the origin state were already copied, by checking some special bits
in the state index; if not, the successors are copied. The copying process within a network
instance always starts by copying a root state. Most of the network is tree-like, so most of
the times, all successor states can be simply copied, without caring about recombination
with alternative network paths.
Some states in the fan-out and fan-in have multiple predecessor states though, due to the
phonetic across-word context dependency (see Chapter 2); on these states, paths originating
in different root states canmeet. Tomerge such alternative paths, we require amapping from
original states to copied states. The overhead of managing a full mapping from original
states to copied states would be so high, that it would outweigh the whole advantage of
caching. Fortunately, we can constrain the states for which such a mapping is required; first
of all, the mapping is required for all root states, so that incoming word end hypothesis
can transition into the correct copied root state; secondly, the mapping is required for states
which have multiple predecessor states; we call such states recombination states. Typically
there are only few recombination states in the search network. For example, on Quaero
English, around 4K out of 760K states are recombination states. Whenever a recombination
state is copied, the copy is registered in a map, so that it can be re-used when requested in
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a different place. This ensures that each state is copied maximally once for each history, and
paths are recombined like in the original search network.
Whenever encountering one or more word labels on a state during copying, we mark the
state, but we don’t copy and score the labels yet, because the corresponding state hypothesis
may be pruned before word end hypotheses are expanded on it. Instead of copying the
labels, we store a reference to the list of original labels in a special array. When the labels
attached to the state are requested for the first time during word end hypothesis expansion,
then the labels are actually copied and scored. After copying the labels for a certain state
s, and computing their label scores q(w[l]|h), we sort the copied labels by their score. This
sorting can be used to speed up the expansion of word end hypotheses, by aborting the
expansion of word end hypotheses on a specific state s as soon as the expanded hypothesis
based on the current label l falls beyond the word end pruning threshold; since the following
labels are even less likely, they would be beyond the threshold too.
We use bit-masks to efficiently store auxiliary information required for the copying process
in unused upper bits of state and label indices. Such information may be whether the suc-
cessors of the state were already copied, whether second-order successors (i.e. skips) were
already copied, whether the state is already annotated with full-order LM look-ahead, etc.
5.5.1.2 Deoding
When using network copying, network states are directly annotated with LM look-ahead
scores. Since look-ahead is available at no cost, we can apply early global beam pruning
anticipatively already during the expansion of HMM transitions. This reduces the number
of expanded early state hypotheses H(t).
5.5.1.3 LM Look-Ahead
While copying network states, they are annotated with their LM look-ahead score, which is
looked up in the specific look-ahead table. The table look-up can be omitted if a state has
only one successor state and no word labels. Since the same word labels are reachable from
the successor state, the successor state has the same look-ahead score as the predecessor
state, and the look-ahead score can be simply copied over.
The efficiency of sparse LM look-ahead can be further improved by network copying;
the overhead induced when transitioning state hypotheses onto back-off histories can be
avoided, by integrating this process into the copying. We store the back-off level which a
state is currently associated to within the auxiliary bits of copied network states; this back-
off level information is copied to successor states during expansion, to prevent repetitive
fails in higher order tables. Using this approach, sparse LM look-ahead is completely in-
tegrated into the network copying process, and the design of the decoder itself becomes
simpler, because it doesn’t need to handle the back-off level explicitly (see Section 3.1.3.4).
When activating sparse LM look-ahead for a certain history h, we directly need to retrieve
the full list of back-off look-ahead tables, and annotate each table with its back-off score.
Since we fill multiple tables at once, it is difficult to apply the table filling limit Lmax in its
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original sense. We compensate this by adapting the limit on-the-fly; nevertheless, the table
filling limit is applied differently than in the original implementation.
The lazy activation of context dependent LM look-ahead tables – based on a table filling
limit – is implemented by marking copied states which are annotated with full-order LM
look-ahead scores, and using that information to identify states that were filled only with
unigram LM look-ahead, and that need to be updated.
If full order LM look-ahead is available for the context h, and state s has no successor states
but exactly one word label, then the full-order LM look-ahead score is equal to the LM score
q(w[l]|h) of the attached word label l. In such cases the label LM score is copied from the LM
look-ahead score, and actual LM scoring can be omitted.
5.5.1.4 Memory Management / Garbage Colletion
We retain the network copy for history h as long as there are some hypotheses (h, ·) ∈ H(t),
and delete it only when history h becomes inactive; that is much simpler than the garbage
collection usually required to constrain memory requirements in WFST search. Since the
construction of network copies is very fast, and only involves operations which we would
otherwise routinely perform right during decoding, it is questionable whether the lifetime of
network copies should be extended, similarly to the management of LM look-ahead tables;
it might slightly improve efficiency, but it would introduce an additional trade-off between
runtime and memory requirements.
5.5.2 Experimental Results
Table 5.3 shows the effect of network copying on Quaero English. With unigram LM look-
ahead, network copying neither has a positive, nor a negative effect. It seems that the costs
of network copying, and the advantage of more efficient network expansion and word end
handling, outweigh each other. The memory requirements of the network cache are negli-
gible, only 5.96MB are used at the pruning threshold which achieves the best WER. Figure
5.23a shows the relationship between WER and RTF, without and with network copying,
with limited LM look-ahead; the slight difference in WER arises from the different applica-
tion of table filling limits (see Section 5.5.1.3), and is not present with unigram or unlimited
LM look-ahead. Network copying reduces the RTF by 10 to 15% at equal WER when using
sparse LM look-ahead. Figure 5.25a shows the relationship for unigram LM look-ahead; net-
work copying is not helpful in this case. Figure 5.24 compares the profiling at beam pruning
threshold fglobal=13. The copying of the network is done on-demand, and is integrated in
the within word component; therefore, that portion becomes more expensive with network
copying. Pruning becomes more efficient with network copying, because state hypotheses
can be pruned anticipatively, and thus, much less state hypotheses are generated by the
within-word HMM expansion. Even with simple unigram LM look-ahead, the look-up of
LM look-ahead scores induces some overhead, which is eliminated by network copying.
Table 5.4 shows the effect of network copying on Quaero Polish. The Polish system does
not use skip transitions, and uses a very large vocabulary; therefore, relatively much time
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Table 5.3: Effect of network copying on RTF, at different LM look-ahead table limits and
global beam pruning thresholds, on Quaero English.
LM look-ahead global beam 8 10 12 14 16
unlimited
i.e.
Lmax = ∞
WER 28.77 % 23.51% 21.88% 21.01% 20.72%
RTF 0.15 0.24 0.38 0.67 1.42
net. copying RTF 0.13 0.21 0.33 0.59 1.17
avg. cache [MB] 0.09 0.20 0.45 1.48 5.96
limited
i.e.
Lmax = 20
WER 28.77 % 23.51% 21.89% 21.01% 20.72%
RTF 0.16 0.24 0.37 0.65 1.35
net. copying RTF 0.14 0.20 0.32 0.57 1.15
avg. cache [MB] 0.09 0.19 0.44 1.47 5.89
unigram
i.e.
Lmax = 0
WER 34.13 % 25.85% 23.07% 21.53% 20.92%
RTF 0.10 0.16 0.28 0.51 0.96
net. copying RTF 0.10 0.16 0.27 0.50 1.06
avg. cache [MB] 0.10 0.21 0.50 1.68 7.11
. [ ]
. [ ]
. [ ]
is spent with the expansion of word end hypotheses. The efficiency of word end handling
with multiple word labels on one state is improved by network copying, since we sort the
cached word labels by their context dependent score, and can thus effectively apply antici-
pative pruning (see Section 5.5.1.1). Therefore, network copying improves the efficiency of
decoding with unigram LM look-ahead on this setup. Overall, a reduction by 5% in RTF is
achieved with unigram LM look-ahead, and 10% with context dependent LM look-ahead.
Figure 5.23b shows the relationship between WER and RTF with limited context dependent
LM look-ahead (i.e. Lmax = 0.1); like on the English system, the WER is increased slightly by
network copying, because the table limit Lmax is applied differently. Figure 5.25b shows the
same relationship with unigram LM look-ahead. Figure 5.26 compares the profiling at beam
pruning threshold fglobal = 13.
5.5.3 Summary
The efficiency of decoding can be improved by creating context dependent copies of the
search network, annotated with LM scores. By copying the network context dependently,
we take a step into the direction of WFST search: the context dependent network copy can
be considered a composed automaton. However, unlike common WFST decoding, we can
still profit from all the techniques described earlier, like a compact pruned search space,
arbitrarily mixed unigram and context dependent LM look-ahead based on a table filling
limit, context approximation, etc.
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Figure 5.23: WER vs. RTF without and with network copying, under varied global beam
pruning, with sparse full-order LM look-ahead, a) on Quaero English, and b) on
Quaero Polish.
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Figure 5.24: Profiling comparison with and without network copying, for standard decod-
ing with unlimited LM look-ahead (i.e. Lmax = ∞), and unigram LM look-ahead,
with global beam pruning threshold fglobal = 13, on Quaero English.
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Figure 5.25: WER vs. RTF without and with network copying, under varied global beam
pruning, with unigram LM look-ahead, a) on Quaero English, and b) on Quaero
Polish.
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Figure 5.26: Profiling comparison with and without network copying, for standard decod-
ing with limited LM look-ahead (i.e. Lmax = 0.1), and unigram LM look-ahead,
with global beam pruning threshold fglobal = 13, on Quaero Polish.
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Table 5.4: Effect of network copying on RTF, at different LM look-ahead table limits and
global beam pruning thresholds, on Quaero Polish.
LM look-ahead global beam 8 10 12 14 16
unlimited
i.e.
Lmax = ∞
WER 25.93 % 18.91% 17.05% 16.15% 15.85%
RTF 0.173 0.234 0.336 0.56 1.08
net. copying RTF 0.171 0.228 0.319 0.54 0.96
avg. cache [MB] 0.05 0.10 0.23 0.73 2.89
limited
i.e.
Lmax = 0.1
WER 28.89 % 20.08% 17.59% 16.38% 15.92%
RTF 0.132 0.175 0.249 0.41 0.79
net. copying RTF 0.127 0.167 0.226 0.36 0.70
avg. cache [MB] 0.04 0.09 0.23 0.77 3.06
unigram
i.e.
Lmax = 0
WER 32.41 % 21.46% 18.24% 16.43% 16.01%
RTF 0.088 0.136 0.203 0.38 0.75
net. copying RTF 0.087 0.128 0.199 0.34 0.70
avg. cache [MB] 0.04 0.11 0.26 0.86 3.38
. [ ]
. [ ]
. [ ]
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5.6 Summary
We have shown how the advantages of several decoding approaches can be combined in the
HCS framework:
• A minimized search network – as used commonly in token passing decoders – can be
integrated straightforwardly (see Chapter 2).
• Full-order LM look-ahead can be integrated efficiently based on the sparse LM look-
ahead method; back-off recombination can be addedwithout any additional overhead.
The resulting search space is inherently smaller than when using the common WFST
approach (see Section 5.2).
• When using very fast emission models, then the effort of context dependent LM look-
ahead might not pay off, in which case unigram LM look-ahead can be used instead –
or a mix of unigram- and full-order LM look-ahead as described in Chapter 3.
• The within-word search effort can be made independent of the LM order – like in
time conditioned search – by means of context approximation (see Section 5.4); this is
particularly useful in conjunction with high-order language modes.
• LM scores and LM look-ahead scores can be cached effectively within the search net-
work – like in WFST search – by means of network copying (see Section 5.5).
The recombination of state hypotheses can be implemented more efficiently in HCS than in
token passing search. Back-off recombination and context approximation can not be com-
bined, but context approximation tends to be preferable, because it is much more effective,
it is compatible with simple WPA lattice generation, and it works even with unigram LM
look-ahead.
A non-deterministic construction of the LM – like usually used in WFST search – yields
a suboptimal search space, due to the early splitting of back-off paths, and due to more
risky pruning. The HCS search space is more compact, and can be integrated into the WFST
paradigm by using accordingly crafted component transducers and composition algorithms;
that increases the size of the composed transducer though. For effective pruning, it is helpful
to break through the abstraction introduced by the composition, and look at the underlying
histories h and network states s.
5.7 Outlook
The presented decoding approach is a very efficient dynamic approach, with only a minimal
amount of necessary static precomputation. The runtime efficiency could be improved by
adding more static precomputation, and by using more memory:
1. The whole search space could be expanded statically, similarly to the network copying
approach described in Section 5.5, with full-order sparse LM look-ahead and back-
off recombination. This would be equivalent to static WFST composition with ac-
cordingly crafted transducers and composition algorithms, and would suffer from the
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same problems, i.e. the excessive memory requirements and long pre-building times;
it would only be feasible with sufficiently small LMs.
2. Sparse LM look-ahead tables could be precomputed and optimized statically. The
memory requirements and pre-building times would be considerably lower than for
fully static expansion, but would stay in the order of the LM, and would be prohibitive
when using a huge LM.
3. A search network statically pre-expanded with a more compact reduced-order LM
could be used as basis for HCS. The standard network described in Section 2 corre-
sponds to an expansion with a unigram LM. The network could be expanded accord-
ing to a bigram (or higher-order) LM instead, and during decoding, corresponding LM
look-ahead scores could be read directly from the network at no cost. As we have seen
in Section 3.1.7, bigram LM look-ahead scores are more effective than unigram scores,
albeit not as effective as 4-gram scores. The compact look-ahead LM could be selected
arbitrarily according to available memory.
4. Reduced order (e.g. bigram) sparse LM look-ahead tables could be precomputed and
optimized statically. The memory requirements would be lower than for all alterna-
tives mentioned above, but the costs of dynamic integration would be higher.
The approaches are ordered by their assumed memory requirements, amount of static pre-
computation, and runtime, starting with highest memory requirements, most static precom-
putation, and fastest runtime.
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Chapter 6
Searh Without Searh Errors
In the previous chapters, we have introducedmany novelmethods that improve efficiency of
decoding. We always dealt with trade-off curves between RTF and WER, where the desired
trade-off can be selected. The trade-off does not only depend on the LVCSR system though,
but also on the input data. Therefore, in practice, when dealing with unknown input data, it
is difficult to select values for the global beam pruning threshold fglobal which behave reliably
on all kinds of input data; a certain selected threshold may be needlessly large on easy input
data, while it may be too narrow on mismatching data.
In the following, we will introduce a novel method to detect search errors, and we will
derive a high-level search algorithm which performs efficient errorless search, by adapting
beam sizes locally to eliminate detected search errors [Nolden & Schlüter+ 13b].
There usually is a specific beam size at which the precision reaches a limit, and at which the
decoder does virtually no search errors (see Chapter 4); the corresponding beam threshold
varies widely on different speech recognition systems and corpora though. The precision
and efficiency of speech recognition systems is very sensitive regarding the beam size, and
a badly tuned beam size can either waste a considerable amount of computing resources, or
induce a significant loss in precision.
In research, where precision is usually the main factor measured, it is common practice to
choose an exaggerated beam size to be on the safe side when dealing with unknown input
data or with changed models; that results in suboptimal efficiency.
In the following, we will introduce an algorithm which unsupervisedly recognizes each ut-
terance and even each word with the – nearly – exact beam size required to recognize it
correctly, without manual tuning, and without a transcription of the recognized text to tune
with. We achieve this by incrementally detecting search errors through symmetric forward-
and backward decoding passes, and then re-recognizing the erroneous portions of the signal
with incremented beam sizes, until no more errors are detected.
While our primary goal is to deterministically and unsupervisedly achieve the best possible
precision at reasonable runtime efficiency, we will also show that our incremental decoding
can be considerably faster than classical decoding with a static beam size tuned to achieve
the same accuracy – if the input data is so heterogeneous that the beam sizes required to
recognize each utterance correctly vary widely.
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6.1 State of the Art
Previous uses of combined forward / backward search in LVCSR can be split into two
general categories: firstly, as a speedup technique, where the results of the forward de-
coding pass are used to guide the backward decoding pass [Nguyen & Schwartz+ 93,
Hannemann & Povey+ 13], basically creating a very advanced look-ahead – i.e. a combi-
nation of LM look-ahead and acoustic lookahead (see Section 3) – but with much more
complex involved models, and with a much longer look-ahead range; secondly, as a tech-
nique to generally improve the modelling precision, by building independent forward-
and backward models and combining the results using system combination techniques
[Abo-Gannemhy & Lapidot+ 10, Tang & Cristo 08, Li & Bao+ 09].
In this work, we build a backward pass which is exactly equivalent to the forward pass re-
garding the model scores – like the authors of [Hannemann & Povey+ 13] – but we combine
the passes in the opposite way: instead of making one pass depend on the other pass, we
rather make both passes as independent as possible; we then use the independent forward
and backward decoding results to detect the occurred search errors.
6.2 Searh Error Detetion
Viterbi search tries to find the best scoring path through the HMM search network. Beam
pruning restricts how far the decoder considers hypotheses which temporarily have a bad
score relative to the best one. As a simple abstraction, the search space can be considered
a 3-dimensional surface, where the x and y axis represent a combination of an HMM state
and a timeframe index, and the z axis is the local score (emission and LM score combined).
The goal of the decoder then is to find a valid path over the surface which minimizes the ac-
cumulated scores. A search error occurs whenever the globally best path crosses a valley of
bad scores, but there is an alternative path which seems more promising at the given time,
and the global beam is too tight to let the decoder hypotheses cross the valley. Figure 6.1
illustrates such a search error based on a decoder which can only recognize two alternative
single-words. The actual search space in LVCSR is cyclic and contains hundreds of thou-
sands of words, however, the same principles apply. In the illustration, the decoder follows
the path of lowest resistance based on its tight beam, which leads through the wrong upper
word, while the globally best path leads through the correct lower word, thus a search error
occurs.
Figure 6.2 illustrates a backward search based on the same models, which detects the correct
lower path. If forward and backward search yield different paths, then we know that at least
one is wrong.
In this example, if we widen the beam size for the forward search which produced the worse
scoring path, then the forward search finds the correct lower path leading thought the correct
word too (see Figure 6.3).
Since the global optimum of the forward and backward pass are the same, it is clear that a
mismatch in the forward and backward pass proves the occurrence of a search error. How-
ever, does an equality of the forward and backward pass result also prove the absence of a
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Figure 6.1: Forward search with tight beam finds the wrong word.
search error? The answer is clearly no: Consider Figure 6.4. If the correct path is isolated
by a score valley on both sides, and the path of lowest resistance for both the forward and
backward search lead through the same word, then the same search error occurs in both the
forward and the backward pass.
However, in LVCSR, it is very unlikely that forward and backward search yield exactly the
same search error, for the following reasons:
1. When the globally best path leads through a valley of bad scores, then that valley must
be followed by much better scores, otherwise the path would not be the globally best
path. Therefore, if the globally best word starts with bad scores, it is very likely that
it ends with good scores; thus, the more likely it is that the forward search yields a
specific search error, the less likely it is that the backward search yields the same er-
ror, and vice versa. An obvious problem here are long words, because long words can
start and end with bad scores, but have plenty of time in between to outweigh the mis-
matched start and end with good scores (like in Figure 6.4). However, in LVCSR, the
vocabulary consists of thousands up to millions of different words, all based on the
same underlying acoustic models. Most probably, the phoneme sequence which forms
the well-scoring central part of the correct word in Figure 6.4 would also be covered
by combinations of other smaller words, and the forward and backward search would
recognize different sequences of those words, rather than a common long unlikely al-
ternative word.
2. As long as the models are asymmetric – i.e. at least a bigram LM is used – each search
direction does its local pruning decisions purely based on knowledge which is yet
completely hidden to the other direction – i.e. the forward decoder based purely on
past, the backward decoder based purely on future. Decoder errors of both directions
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Figure 6.2: The backward search (coincidentally) finds the correct word even with a tight
beam.
can be considered independent; therefore, the likelihood of both directions doing the
same search error is 1/N – where N is the size of the vocabulary. The caveat here are
some components of the models which are inherently symmetric (see Section 6.4).
The following experiments will show that we can detect the majority of all search errors by
aligning the result of a symmetric forward and backward decoding pass.
6.3 Bakward Deoding
In order to detect search errors as described in Section 6.2, we must be able to perform ex-
actly equivalent decoding for the forward and backward pass – i.e. the globally best path and
its score (and thus also the best word sequence) – must be exactly the same for the forward
and backward search. We perform our experiments based on our HCS decoder with a min-
imized search network and full-order sparse LM look-ahead. Reversing the search network
of such a decoder is relatively straightforward: during construction of the network, we sim-
ply reverse the phoneme sequences of words and their context-dependency. Additionally, an
exactly reversed n-gram LM is required, which we reverse using the mechanism described
in [Hannemann & Povey+ 13]. Furthermore, we need to forbid skip transitions starting in
virtual root states, because our decoder allows no skip transitions from the previous-to-last
HMM state of a word into the first HMM state of the successor word – and those are the
equivalent transitions in the reversed search network.
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Figure 6.3: With a wider beam, the forward search finds the correct word too.
6.4 Degenerated Searh
There are certain situations in which the independence between forward and backward de-
coding – as described in Section 6.2 – is not given.
Firstly, the LM is in parts symmetric: both the forward and the backward LM have a shared
unigram back-off level, on which words are biased the same way from both directions. This
is specifically problematic when the LM training data is limited, because the unigram com-
ponent plays a larger role regarding the overall scores then.
Secondly, the non-word noise models (silence etc.) are usually not modelled by the LM, and
thus have an LM score of zero from both directions. If the beams are much too tight, then the
search hypotheses of both the forward and the backward pass may focus only on the noise
models, and thus produce the same search error in forward and backward search.
To somewhat prevent such degenerated decoding, we enforce a specific minimum search
space size. However, the size of the search space is very system-specific, and also depends
on the confidence of a specific utterance; thus, we keep these limits very low, and rather rely
on automatic beam adaptation to steer the beam into reasonable areas (the search error rate
should stay below 50%, see Section 6.7).
6.5 Repetitive Searh
Based on the forward / backward search error detection introduced in the previous sections,
we can perform virtually errorless decoding by applying Algorithm 2 to each utterance.
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Figure 6.4: Problem: forward and backward search both find the wrong word based on a
tight beam.
Algorithm 2 : Repetitive forward-backward search.
Loop:
Perform forward and backward decoding, align results.
If an error (i.e. mismatch) was detected:
Increment the beam size, go back to Loop.
If no error was detected:
We’re ready, the utterance was (probably) recognized without search errors.
However this algorithm wastes resources if the utterances are large, because the whole ut-
terance is re-recognized with a larger beam, even if only a small portion of the utterance was
recognized wrongly.
6.6 Inremental Searh
The effect of search errors is local. We know from the word pair approximation (WPA, see
Section 5.4.3) that the start time of one word mainly depends on the predecessor word, and
that the effect of earlier words regarding the acoustic alignment fades out very quickly. Thus,
if we want to correct a detected search error, it may be sufficient regarding the acoustic align-
ment to re-recognize the erroneous portion plus one correctly recognized context word on
each side. The boundary time between the correct context words and the wrongly recog-
nized words would probably change, but the boundary time between the correct context
words and their outer context is static according to WPA.
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Based on this idea, we can only updates those portions of the utterance which were recog-
nized erroneously, plus one surrounding correctly recognized context word on each side,
following Algorithm 3.
Algorithm 3 : Incremental forward-backward search.
Start: Refine(0, T, ()).
Refine(S, T, C):
Perform forward and backward decoding on timeframes S ... T, with decoder context C.
Align forward and backward results:
Align overlapping words with equal identity.
Select closed ranges of aligned words.
For each range, discard boundary words until their inner boundary time matches.
Discard ranges which are shorter than n− 1.
For each interval S′ ... T′ not covered by the aligned ranges:
Extend the interval by one aligned context word, and build the new decoder context
C′ based on the surrounding words and the acoustic word boundaries.
Refine(S′, T′, C′).
Combine refined results with results that were already recognized correctly.
Figure 6.5 illustrates the recursive search algorithm based on a simple made-up english ex-
ample. Overall, when accumulating the runtime of all passes, the recursive algorithm is still
faster (with a real time factor of 2 · 2.4 = 4.8) than when recognizing the whole sequence
with the beam size which would be necessary to recognize all words correctly in the first
forward-pass alone (i.e. 5.4).
initial ÂÃÄÅÂÃÆ  I    head       that the cat ate the dog
I      heard      at    a  cat  ate the dog
ÇÈÉÊËÆ
select ÉËÌÃÍÎÇÈÏÆ
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 I    heard     that  the cat
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Figure 6.5: Illustration of incremental forward-backward search.
Special care has to be taken regarding the n-gram LM, because it depends on n− 1 prede-
cessor words. We can only update multiple erroneous sub-ranges if there are at least n− 1
correctly recognized words between them, because otherwise the updated ranges are not
independent. Therefore we merge all update ranges which are not divided by at least n− 1
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correctly recognized words.
Furthermore, our error detection algorithm is not 100% reliable, and WPA is just an approx-
imation which may not hold in all cases; thus, it may happen that words which were earlier
marked as correctly recognized change when they are re-recognized as context words with
a larger beam. If this happens, then we go back one step upwards, mark the correspond-
ing word as mismatch, thereby extending the corresponding update range (or merge it with
other ranges), and thenwe re-recognize the grown update range(s); fortunately, this happens
so rarely that it has a minor effect on the overall efficiency.
In order to correctly update sub-ranges of an utterance with across-word acoustic modelling
and an n-gram LM, we need to correctly re-initialize the decoder to start with the corre-
sponding left LM context and with the corresponding left acoustic context, and we need to
choose the final state with the correct corresponding right acoustic context and considering
the right LM context for the final LM score. We achieve this by encoding the search net-
work state used to cross the word boundaries in the lattice, and while updating, we enforce
those corresponding boundary states from the previous decoding pass to be used. Correctly
initializing and finalizing the LM context is trivial in a dynamic network decoder.
Computing emission scores usually takes a significant portion of the total runtime, so we
share computed emission scores between the forward- and backward pass and between ini-
tial and later passes.
6.7 Initial Beam Adaptation
The beam size used for the initial decoding runs is important, because we may miss search
errors if the initial decoding is degenerated. On the other hand, if the initial beam size is
too large, then we may lose the efficiency advantage which we get from the incremental
decoding. Therefore we start with an exaggerated initial beam size, but then we adapt the
initial beam size on-the-fly to match a specific initial search error.
We compute the initial search error rate for an utterance as follows:
R =
(F+ B− 2 · C)
F+ B
(6.1)
Where F is the number of tokens produced by the forward search, B is the number of tokens
produced by the backward search, and C is the number of tokens that were recognized cor-
rectly. After each processed utterance, we permanently tighten the initial beam size used for
the next utterances, if the initial search error rate was below our target error rate; otherwise
we widen the beam. Our target initial search error rate used for the following experiments
is 20%, which corresponds to a degradation of 20% absolute in precision.
Since we randomize the order in which utterances are processed by the decoder, we can be
sure that we don’t over-adapt the beam size to a specific speaker or condition. Otherwise
special care would need to be taken to prevent the initial beam from becoming problemati-
cally tight (see Section 6.4).
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6.8 Stritness
What exactly do we consider a search error? In the most strict interpretation, a search error
occurs whenever both passes don’t produce exactly the same token sequence (including si-
lence and noise tokens), with equal boundary times and equal scores. However, such a strict
interpretation may be exaggerated, since we usually just care about finding the correct word
sequence, but not the best time alignment. Since we use the outcome of the initial decoding
to adapt the beam size, we use a more strict interpretation during the initial decoding than
during the later incremental decodings, to prevent mis-tuning of the initial beam. During
initial decoding, we enforce equal boundary times and equal scores for all tokens (including
noise tokens). During the incremental decoding runs, we align the identities of word tokens,
but ignore noise tokens, boundary times, and scores.
Additionally, we allow a tolerance: if the difference between the score found in the forward
pass and the backward pass is lower than the tolerance, then we count it as a match. This
tolerance is specifically important in cases where the models can produce different paths
with exactly the same scores.
6.9 Giving up
Limiting pruning methods are an important component of LVCSR decoders (see Section
4.2.2.3); they prevent the decoder from wasting too much effort trying to decode extremely
noisy or mismatching speech, on which even the perfect decoding result would probably
be wrong, because the input does not match the models. Our incremental search algorithm
would try to recognize even such mismatching input, by repeatedly incrementing the beam
until forward and backward search both find the same result. Our experiments have shown
that it is very difficult to find the best path on such mismatching input, and the incremental
recognizer would use extremely large beams, to find a result which is wrong anyway.
Thus, we need to integrate a limit into the incremental recognizer, to stop it fromwasting too
much effort; we allow a search space limit fincrement to be specified, and only incrementing the
beam size on such intervals, on which the average search space size |Hpruned(t)| was below
the limit.
6.10 Experimental Results
The primary advantage of the incremental search framework is the robustness and conve-
nience: no specific tuning is required, andwe hope the system to blindly achieve a very good
precision at reasonable runtime, independent of the data which is being recognized. To val-
idate this robustness, we test the system on a variety of different languages and systems.
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IARPA Babel
Weperform the following experiments on the Babel Cantonese, Vietnamese, Turkish, Pashto,
and Tagalog systems (see Section C.4). The recognized audio consists of noisy very low
quality telephone speech, recorded under widely different conditions, with widely different
speakers. Therefore, it is difficult to select a single beam pruning threshold fglobal, at which
the optimal precision is achieved for all the different conditions.
For all experiments, the word end pruning beam is kept in a linear relationship to the pri-
mary global beam – i.e. fword = 0.5 · fglobal. The global beam pruning limit is configured to
limit the search space to 200K state hypotheses. Aminimized search network and sparse LM
look-ahead are used, but no acoustic look-ahead, and no advanced pruning methods apart
from word end pruning and early global beam pruning.
Figure 6.6a shows the results achieved on the Babel Turkish task. The best achievable WER
with a statically tuned beam is 49.6% at an RTF of 9.5, and 49.7% is achieved at RTF 4.75.
We achieve a WER of 49.7% using incremental search at an overall accumulated RTF of 1.72,
which is nearly three times faster than the statically tuned beam for the same WER. By per-
forming the forward and backward search in separate threads, we can achieve an additional
speedup nearly by factor 2.
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Figure 6.6: a) WER vs. RTF for Babel Turkish, b) character error rate (CER) vs. RTF for Babel
Cantonese.
Figure 6.6b shows the results achieved on Cantonese; the character error rate (CER) is used
as evaluation measure, instead of the word error rate. The achieved CER is again 0.1% above
the best error rate achieved using a statically tuned beam, but at an RTF which is more than
2 times faster than the static beam at equal precision.
Figure 6.7a shows the results achieved on Vietnamese; the evaluated value is the token error
rate (TER) here, because the system is based on morphemes rather than full words. The
incremental search achieves the best possible TER at an RTF which is more than 3 times
faster than the statically tuned beam.
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Figure 6.7: a) token error rate (TER) vs. RTF for Babel Vietnamese, b) WER vs. RTF for Babel
Pashto.
Figure 6.7b shows the results achieved on Pashto. The achieved WER is 0.1% above the
optimum, however at a considerably faster RTF than the static beam at equal precision.
Figure 6.8 shows the results achieved on Tagalog. The achieved WER is 0.1% above the opti-
mum, however at an RTF which is 2 to 3 times faster than the static beam at equal precision.
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Figure 6.8: WER vs. RTF for Babel Tagalog.
We can deterministically achieve a precision very close to the optimum on the Babel lan-
guages, without knowing the reference, and at an RTF which faster than the static beam
tuned for the same precision. This may be surprising, because we decode everything at least
twice, once forward and once backward. However, two fast decodings with a tight beam
can be faster than one slow decoding with a large beam, and since most speech is already
recognized correctly with a relatively tight beam, we can save a lot of effort by only applying
a large beam to those portions of speech which really need it.
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Quaero English
In this section we analyze the performance of incremental search on the Quaero English
system, with a baseline that uses a minimized search network, word end pruning, and 4-
gram sparse LM look-ahead, but no further methods.
Figure 6.9 shows the WER vs. RTF for the baseline decoding, and incremental search under
different conditions. The initial beam size is fglobal = 9, which achieves aWER of 23.51%, and
an incremental search space limit of fincrement = 20K is used. Incremental search achieves a
WER close to the optimum, at an RTF just slightly higher than when using a correspondingly
tuned beam fglobal = 15. Acoustic look-ahead is problematic in combination with incremen-
tal search, and only a weak temporal acoustic look-ahead with a scale of 1 can be used; it
improves the RTF by around 5%. Further methods, like context approximation, advanced
pruning methods, back-off recombination, etc., do not improve the efficiency of incremental
search. When using unigram LM look-ahead during incremental search, then the WER is
greatly increased; the incremental search fails to detect many search errors, because the un-
igram level of the LM is symmetric, and forward and backward search are enticed to make
the same search errors.
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Figure 6.9: Effect of incremental forward-backward search, eventually with added acoustic
look-ahead, word end pruning fade-in, and back-off recombination, and with
unigram LM look-ahead, on Quaero English.
Quaero English Hybrid
The systems tested previously compute the emission scores q(xt|s) on-demand, only for
those emission models which are actually encountered during search. Computed emission
scores are cached during forward and backward search; still, different emission models may
be visited in both search passes, resulting in an overall higher RTF. Furthermore, the emis-
168
6.10 Experimental Results
sion scores are computed in batches to optimize the utilization of the CPU cache, and the
interaction of such batching with the caching between forward and backward search is not
optimal. These problems do not arise when all emission scores are precomputed statically,
which is the case in the Quaero English Hybrid system.
Figure 6.10 shows the effect of incremental search on Quaero English Hybrid. The baseline
uses a minimized search network, the standard pruning methods (i.e. global beam prun-
ing and word end pruning), sparse 4-gram LM look-ahead, and skip transition pruning,
but none of the advanced methods introduced later. The initial beam size is fglobal = 9,
which achieves a WER of 16.25%, and an incremental search space limit of fincrement = 20K is
used. Incremental search with full-order LM look-ahead detects nearly all search errors, and
achieves a WER of 14.16%, which is very close to the optimum. A similar WER is achieved
by using a beam size of fglobal = 14, at an RTF of 1.2, whereas the RTF of incremental search
is only 0.84. When using unigram LM look-ahead, then the incremental search fails to detect
many search errors, because the unigram component of the LM is symmetric, and the risk
of doing the same search error in forward and backward search rises. The WER achieved
with incremental search using unigram LM look-ahead is 14.68% at an RTF of 0.48, which
is similar to the RTF needed by classical search with a beam size tuned to achieve the same
WER. By adding temporal acoustic look-ahead, the RTF can be reduced from 0.84 to 0.58.
By adding word end pruning fade-in, the RTF can further be reduced by around 5%, and by
adding back-off recombination a reduction of another 10% is achieved. The efficiency could
not be further increased by adding further methods like context approximation, or other
advanced pruning methods. When using unigram LM look-ahead, then less search errors
are detected, as expected. However, unlike the other Quaero English setup, where emis-
sion scores are computed on-demand, the reduction in RTF nearly outweighs the increase
in WER, because the number of evaluated emission models was not increased through the
more primitive look-ahead.
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Figure 6.10: Effect of incremental forward-backward search on Quaero English Hybrid.
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Quaero Polish
In this section, we test incremental search on the Quaero Polish system. The baseline uses a
minimized search network, word end pruning, and 4-gram sparse LM look-ahead.
Figure 6.11 shows the relationship betweenWER and RTF for the baseline and for incremen-
tal search. The WER achieved by incremental search with sparse 4-gram LM look-ahead is
close to the optimum, and the RTF is only slightly higher than when using a correspondingly
tuned beam. The efficiency can be improved only slightly by adding acoustic look-ahead and
word end pruning fade-in.
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Figure 6.11: Effect of incremental forward-backward search on Quaero Polish.
6.10.1 Cheating Experiment
Our claim is, that most search errors are detected by our algorithm. The previous exper-
iments have shown that our algorithm achieves a WER very close to the optimum which
is achievable by using large static beams. Those experiments do not prove the absence of
search errors though, because there is no guarantee that common search algorithms with
large beams are able to find the globally best path.
Therefore, we perform a so-called cheating experiment, where we force the search to find the
correct transcription. If the score of the correct transcription is better than what was yielded
by the free search, then it is clear that the free search made a search error; we do this com-
parison for each utterance, and use the reference transcription as search result whenever its
score is better. By doing this, we obtain a cheating WER, which is a lower bound of the opti-
mal WER that can be achieved by a search which makes no search errors. The actual optimal
WER may be even higher, because the outcome depends on the pruning performed by the
search: there may always be an incorrect path which has a better score than the reference
transcription, but which was not found by the search because the beams were too tight.
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Another weakness of the described experimental setup is that, for each utterance, it can only
use the complete word sequence of the reference transcriptions, and not just parts of it. If the
transcription contains a single word that is not covered by the recognition vocabulary, then
the score of the reference transcription can not be computed. A possible solution might be
finding suitable substitute words, but the search for such substitutes is difficult, and opens
up many new problems.
We perform the cheating experiment using the standard Quaero English system. We avoid
the problems mentioned in the previous paragraph, by performing the experiment on the
subset of the corpus which does not contain any out-of-vocabulary words; 583 out of 1280
utterances – or 64 out of 204 minutes – satisfy that constraint, which seems to be enough to
allow drawing reasonable conclusions.
The WER achieved with incremental search on the selected subset is 27.0%. On 565 utter-
ances the cheating score is worse than the score found by incremental search, and only on
9 utterances the cheating score is better so that the reference transcription is selected. Out
of those 9 affected utterances, only 2 utterances actually correspond to different word se-
quences; for the remaining 7 utterances, the same word sequence was found through cheat-
ing, just with a better HMM time alignment, and thus with a better score. By cheating, the
WER can be improved marginally to 26.97%, which is not significant because it corresponds
to only a few words.
Overall, the outcome of the cheating experiment indicates that our incremental search algo-
rithm is able to detect most search errors; secondarily it also indicates that search with nearly
no search errors is possible using a static beam, because a large static beam can achieve the
same WER as incremental search.
6.11 Conlusions
Wehave shown that most search errors can be detected by aligning the results of a symmetric
forward and backward decoding pass. There are many potential applications for unsuper-
vised search error detection, for example the unsupervised tuning of decoder beam sizes
without requiring a reference transcription.
We have introduced a decoding architecture which exploits automatic search error detection
to efficiently achieve a precision very close to the global optimum, but without requiring a
transcribed development corpus for tuning, without any human intervention, and at an RTF
which may be faster than when trying to achieve the same precision using statically tuned
beam sizes. Each utterance, and even each individual word, is recognized with just the right
beam size required for correct recognition.
Such an architecture is especially useful when rapidly developing new ASR systems, when
time constraints do not allow exhaustive tuning of decoder parameters, when no develop-
ment corpus is available, when a significant mismatch between the development and the
evaluation corpus can be expected which would lead to a mis-tuning of the decoder param-
eters, or if the person operating the decoder is simply not able or willing to tune it exhaus-
tively.
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On a higher level we have shown that search with virtually no search errors is possible
under common time and memory constraints, even when following the classical decoding
approach with fixed beams. On most systems, the incremental search could successfully
eliminate all detectable search errors on more than 99.7% of all utterances under the search
space limit constraints.
A practical issue of incremental search is that it is not compatible with some speedup meth-
ods like strong acoustic look-ahead, context approximation, early word end pruning, and
others, because these methods increase the likelihood that forward and backward search
yield the same search errors. Unigram LM look-ahead is problematic for the same reason.
Another issue of incremental search is the reversed LM, which doubles thememory required
to store the LM. The reversed LM also tends to have some specific attributes which make its
representation less memory-efficient in our LVCSR framework.
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Summary
We have studied the most important aspects of an efficient dynamic network decoder.
We have shown how a very effective minimized search network can be constructed. We
have proposed novel LM look-ahead and acoustic look-ahead methods which considerably
improve the efficiency of decoding. We have motivated look-ahead and pruning consis-
tently, and introduced new effective pruning methods based on these motivations. We have
compared the different search space management approaches, including the commonWFST
approach; we came to the conclusion that the non-deterministic structure of the search space
– which WFST search usually inherits from its LM transducer – is suboptimal for multi-
ple reasons – including pruning risk and an increased search space – and should rather be
avoided when possible. We have shown that the history conditioned search space organiza-
tion, where the search space is partitioned by LMhistories h, is very efficient. We have shown
how the advantages of time conditioned search – i.e. a search space independent of the LM
order – can be integrated into history conditioned search bymeans of context approximation,
and we have shown how a WFST-like caching of LM look-ahead and word-end scores can
be integrated using network copying. In a last step, we have proposed a framework which
performs efficient nearly errorless decoding, by performing multiple incremental forward
and backward decoding passes.
Combined, the introduced methods speed up the search by a factor of around 10 at equal
WER when not counting the costs of emission scoring.
In the remainder of this chapter, we will evaluate all of the introduced methods in combina-
tion, on several different tasks. For the English systems, the available tunables – e.g. relative
pruning thresholds, look-ahead scales, etc. – were tuned only once on the primary system.
We have observed that the different tunables are very robust, and can be transferred over
to different corpora, systems, and even languages, when defined in the way we have pro-
posed – i.e. secondary beams should be defined relative to the primary global beam – e.g.
fword = 0.5 · fglobal.
7.1 Quaero English
Figure 7.1 compares the different decoding methods on our standard Quaero English task.
The baseline method uses a classical prefix tree search network structure, and unigram LM
look-ahead. By using a minimized search network structure with pushed word labels, the
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RTF can be reduced by 30 to 40% at equal precision. By adding sparse full-order 4-gram
LM look-ahead (see Section 3.1.3), the RTF can be further reduced by 15 to 20% at equal pre-
cision. Acoustic look-ahead further reduces the RTF by 20 to 30%, and advanced pruning
adds further 20 to 40%. On top of all these methods, network copying only achieves a re-
duction by maximally 5%, and context approximation also shows a limited effect. Context
approximation makes full-order LM look-ahead less precise, because the LM look-ahead is
only correct relative to the dominant LM history; the remaining histories which were com-
bined at word start are pruned implicitly based on the look-ahead of the dominant history.
Incremental search is difficult to combine with acoustic look-ahead, advanced pruning, and
context approximation, so we use it without those techniques. It achieves a WER close to
the optimum, at an RTF which is slightly faster than the corresponding point on the curve
which uses sparse 4-gram LM look-ahead, which the incremental search is based on.
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Figure 7.1: WER vs. RTF for combined methods, on Quaero English.
7.2 Alternative Quaero English
Figure 7.2 compares the results achieved on the alternative Quaero English task, including
WFST search (see Section 5.2). The basic WFST search is slowed down by the on-the-fly com-
position, but the pseudo-static version shows competitive performance; it is nearly as fast as
HCS with pushed word labels, a minimized search network, sparse 4-gram LM look-ahead,
and context approximation. Interestingly, the pushing of word labels only has a marginal
effect on efficiency on this task. Sparse 4-gram LM look-ahead reduces the RTF by around
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10% at equal precision. Context approximation achieves a further reduction by 5 to 10%.
Advanced pruning adds a reduction by 20 to 30%. Network copying adds around 5%. And
finally, acoustic look-ahead reduces the RTF by 20 to 30% at equal precision. Overall, the
best HCS variant is considerably faster than the pseudo-static WFST search, by a factor of 2.
Incremental search achieves the best possible WER, but at a relatively high RTF.
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Figure 7.2: WER vs. RTF for combined methods, on alternative Quaero English.
7.3 Quaero English Hybrid NN
TheQuaero English hybrid NN systemprecomputes all emission scores in a process separate
from the decoding. Therefore, we don’t include the computation time of the NN emission
scorer in the RTF, and we measure only the pure effort of decoding. Since NN emission
scores are not computed on-demand, the trade-off between the effort of LM look-ahead and
the reduction of the search space is different than on GMM systems. LM look-ahead usually
allows achieving the sameWER while visiting less unique emission models per frame; since
the emission models are not evaluated on-demand, the hybrid system does not profit from
this reduction, which makes advanced LM look-ahead less effective. Therefore, we evaluate
the hybrid system twice: once with, and once without full-order LM look-ahead.
Figure 7.3 compares the different decoding methods based on full-order LM look-ahead.
When using a prefix-tree search network structure, then unigram LM look-ahead is a little
faster for the higherWERs, while full-order sparse 4-gram LM look-ahead is better to achieve
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the very best WER. By using a minimized search network with pushed word labels, the RTF
is reduced by 20 to 40% at equal WER. Acoustic look-ahead reduces the RTF by further 5 to
30%. Advanced pruning methods add further 30 to 40%. Network copying adds a reduction
by 10 to 20%, and context approximation adds 10 to 20% for the better WERs. Incremental
search achieves a WER of 14.2% at an RTF of 0.48, which is very close to the corresponding
point on the optimal trade-off curve. On this hybrid NN system, the incremental search
profits from the static precomputation of all emission scores.
The best configuration based on unigram LM look-ahead is not able to achieve the very
best WER, and thus, decoding with full-order LM look-ahead is faster for WERs very close
to the optimum. For working points which compromise WER, starting at 14.5%, the best
configuration of unigram look-ahead based decoding is faster by 20 up to 70% than sparse
LM look-ahead, because it completely omits the effort of LM look-ahead table filling. It
might be possible to achieve an even better trade-off by tuning the table filling limit Lmax.
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Figure 7.3: WER vs. RTF for combined methods, with full-order sparse 4-gram LM look-
ahead, on Quaero English Hybrid.
Figure 7.4 compares the effect of the different speed-up methods based on unigram LM
look-ahead. Using a prefix-tree structure, sparse 4-gram LM look-ahead is faster for the
WERs close to the optimum, while unigram LM look-ahead is faster for higher WERs above
15.3%. By minimizing the fan-out using label pushing, the RTF can be reduced by 20 to 50%
at equal WER. Adding acoustic look-ahead reduces the RTF by 40 to 70% at equal WER,
and advanced pruning further reduces the RTF by 30 to 40%; context approximation adds
a reduction by around 10%, while network copying is not helpful here. Incremental search
fails to detect all search errors when using unigram LM look-ahead, and thus, its WER is
suboptimal. Overall, the introduced methods reduce the RTF by a factor of more than 10 at
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equal WER.
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Figure 7.4: WER vs. RTF for combined methods, with unigram LM look-ahead, on Quaero
English Hybrid.
7.4 Quaero Polish
Figure 7.5 shows the trade-offs between WER and RTF achieved using the different search
variants on the Quaero Polish system. A minimized search network with pushed word
labels reduces the RTF by 20 to 30% at equal WER. Sparse 4-gram LM look-ahead adds a
reduction of 10%. Acoustic look-ahead adds further 20%. Advanced pruning adds another
10%. Network copying does not seem helpful in this constellation. Context approximation
adds a reduction by around 25% at equal WER.
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Appendix A
Publiations and Joint Work
In preparation of this thesis, 11 scientific publications were published where I, David
Nolden, was the main author. For all these publications, I developed the involved novel
theories, implemented them, ran and evaluated experiments, and produced the publica-
tion. The co-authors helped in the creation of these publications by providing theoretical
feedback in discussions, by providing baseline- or alternative comparison systems for the
experiments, and/or by proof-reading.
Time Conditioned Searh in Automati Speeh Reognition Reonsidered
[Nolden & Ney
+
10℄:
In [Nolden & Ney+ 10], published by D. Nolden, H. Ney, and R. Schlüter on the Inter-
speech 2010 conference in Makuhari, Japan, we presented a method to combine classical
time conditioned search with across-word modelling, and several extensions to improve
efficiency. Parts of the work were presented Section 5.3 of this thesis.
Exploiting Sparseness of Baking-O Language Models for Eient Look-Ahead in
LVCSR [Nolden & Ney
+
11℄:
In [Nolden & Ney+ 11], published by D. Nolden, H. Ney, and R. Schlüter on the ICASSP
2011 conference in Prague, we presented a novel method for exploiting the sparseness of
backing-off language models to improve the efficiency of LM look-ahead in dynamic net-
work decoders. Parts of that work were presented in Section 3.1.3 of this thesis. On top
of the methods presented there, we added the back-off recombination method (see Section
3.1.4), and we added the notion of a table filling limit to reduce the effort of LM look-ahead
in a well-controlled fashion (see Section 3.1.5.3).
Aousti Look-Ahead for More Eient Deoding in LVCSR [Nolden & Shlüter
+
11℄:
In [Nolden & Schlüter+ 11], published by D. Nolden, R. Schlüter, and H. Ney on the Inter-
speech 2011 conference in Florence, Italy, we presented methods of acoustic look-ahead that
are more effective than the classically used phoneme look-ahead; this work was presented
in Section 3.2 of this thesis.
Joining Advantages of Word-Conditioned and Token-Passing Deoding
[Nolden & Rybah
+
12℄:
In [Nolden & Rybach+ 12], published by D. Nolden, D. Rybach, R. Schlüter and H.
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Ney on the ICASSP 2012 conference in Kyoto, Japan, we showed how the advantages of
token-passing decoding can be integrated into a history conditioned decoding framework.
The most important aspect here is the minimized structure of the search network with
pushed word labels, which we describe in great detail in Chapter 2 of this thesis, including
the full description of an algorithm which constructs a highly effective search network.
Extended Searh Spae Pruning in LVCSR [Nolden & Shlüter
+
12a℄:
In [Nolden & Schlüter+ 12a], published by D. Nolden, R. Schlüter, and H. Ney on the
ICASSP 2012 conference in Kyoto, Japan, we firstly motivated several common pruning
methods in a consistent way, and presented an extension, the word end pruning fade-in.
Parts of this work were presented in Section 4.2 of this thesis.
Searh Spae Pruning Based on Antiipated Path Reombination in LVCSR
[Nolden & Shlüter
+
12b℄:
In [Nolden & Schlüter+ 12b], published by D. Nolden, R. Schlüter, and H. Ney on the
Interspeech 2012 conference in Portland, Oregon, USA, we presented a mathematical
framework which formally captures the motivation of pruning that was used in the
previous publication, and we presented several pruning methods which directly apply the
fine-grained criterion. Parts of this work were presented in Section 4.1 of this thesis.
Advaned Searh Spae Pruning with Aousti Look-Ahead for WFST Based LVCSR
[Nolden & Shlüter
+
13a℄:
In [Nolden & Schlüter+ 13a], published by D. Nolden, R. Schlüter, and H. Ney on the
ICASSP 2013 conference in Vancouver, Canada, we showed how LM state pruning and
acoustic look-ahead can be applied to WFST based decoders. We did not include these re-
sults in this thesis, because, according to our theoretical framework, it is clear that these
methods can be used in WFST search. We rather focussed our studies of WFST search onto
those few parts which distinguish typical WFST search decoders from history conditioned
decoders (see Section 5.2).
Eient Nearly Error-Less LVCSR Deoding Based on Inremental Forward and Bakward
Passes [Nolden & Shlüter
+
13b℄:
In [Nolden & Schlüter+ 13b], published by D. Nolden, R. Schlüter, and H. Ney on the
ASRU 2013 workshop in Olomouc, Czech Republic, we described an algorithmwhich can be
used to detect search errors unsupervisedly, and to perform nearly errorless search. Parts of
this work were presented in Chapter 6 of this thesis. Additionally, we performed a cheating
experiment to validate that we’re actually eliminating all search errors.
Progress in Dynami Network Deoding [Nolden & Soltau
+
14a℄:
In [Nolden & Soltau+ 14a], published by D. Nolden, H. Soltau, and H. Ney on the ICASSP
2014 conference in Florence, Italy, we transformed a state-of-the-art token-passing decoder
into a history conditioned decoder, and we applied sparse LM look-ahead to it, to finally
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compare the resulting decoder with a state-of-the-art static WFST decoder regarding effi-
ciency. Parts of this work were presented in Section 5.1 of this thesis.
Removing Redundany from Latties [Nolden & Soltau
+
14b℄:
In [Nolden & Soltau+ 14b], published by D. Nolden, H. Soltau, D. Povey, P. Ghahremani,
L. Mangu, and H. Ney on the Interspeech 2014 conference in Singapore, we proposed a novel
algorithm which eliminates redundancy from lattices, and which is similar to decoding al-
gorithms. This work was not presented in this thesis, because the detailed study of lattice
quality and other lattice based algorithms that we developed would blast the length of this
thesis.
Word Pair Approximation for More Eient Deoding with High-Order Language Models
[Nolden & Ney
+
14℄:
In [Nolden & Ney+ 14], published by D. Nolden, R. Schlüter, and H. Ney on the Inter-
speech 2014 conference in Singapore, we proposed novel modifications of the history condi-
tioned search algorithm which make the within-word search effort independent of the LM
order. This work was presented in Section 5.4 of this thesis.
Unpublished Work:
This thesis contains many new algorithms, algorithm modifications, and experimental re-
sults, which were not published yet. For example, in Chapter 2, the search network structure
and an efficient construction algorithm was described in great detail; Section 5.2 contains a
detailed analysis of the WFST search framework with novel findings; and Chapter 5.5 de-
scribes how copies of the search network can be created on-demand to speed up decoding.
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Appendix B
Performane Measures
Searh Spae
The average number of active HMM state hypotheses after pruning |Hpruned(t)| (see Equa-
tion 1.22) is usually denoted as the search space size. The search space depends on the search
network structure, recombination strategies, pruning strategies, and look-ahead strategies.
It is a measure of the search effort, and it is correlated with the RTF, but it is stable, and
neither depends on the efficiency of the implementation nor on the environment the imple-
mentation is running in – which makes it interesting for theoretical analyses.
B.1 Real Time Fator (RTF)
The RTFmeasures the time needed for recognition, relative to the length of the speech signal:
RTF :=
time needed for recognition
duration of audio input
(B.1)
The value does not only depend on the efficiency of the ASR system, but also on themachine
it is measured on. RTFs can only be compared if they were computed on similar machines,
and under similar conditions. Most RTFs presented in this work were computed on the
RWTH computing cluster, which mostly consists of AMD Opteron machines with 2.4 GHz
and a varying amount of memory and CPU cores. The test corpora were split into many
small parts which were recognized separately, to achieve a randomized distribution of the
different working points over the cluster. The resulting RTFs are highly correlated with
RTFs computed on a dedicated machine, and we have verified that this strategy does not
introduce a significant amount of noise or distortion. The RTFs measured on the cluster are
around 2 times as high as the corresponding RTFs measured on a dedicated Intel Core2 Duo
machine.
B.2 Word Error Rate (WER)
The accuracy of a speech recognition system is usually measured using the WER, which
is the Levenshtein Distance [Levenshtein 65] between the recognized text and the actually
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spoken text, based on a manual reference transcription. A perfect LVCSR system, which
recognizes everything correctly, has a WER of 0%. There is no upper bound for the WER.
WER :=
#deletions+ #insertions+ #substitutions
#reference words
(B.2)
Trade-O Curves
Most of the methods analyzed in this work change the WER and the RTF at the same time.
It is not very helpful to compare working points which have both a different WER and a
different RTF, even though that was often done in the literature.
Effective methods usually make the recognition faster (i.e. they reduce the RTF), but also
increase the WER. Amethod is good, if the reduction in RTF outweighs the increase inWER.
To verify that, it is usually necessary to plot trade-off curves, which compare the WERs and
RTFs of analyzedmethods overmultiple different beam pruning thresholds. A goodmethod
allows achieving a specificWER at a better RTF, or a specific RTF at a betterWER – this can be
validated by comparing points on the trade-off curves which intersect a specific horizontal
or vertical line.
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Reognition Systems
The presented experiments were performed on a variety of different systems, each covering
different languages and/or domains.
C.1 Quaero English
The Quaero English experiments were performed on the first speaker-independent
pass of the English system developed by RWTH Aachen for the Quaero program
[Sundermeyer & Nußbaum-Thom+ 11]. The lexicon comprises 158k words with 180k
pronunciations, modelled by 45 phonemes and 6 non-speech phones. The 4-gram LM
comprises 50.4M n-grams. On average, each word consists of 7 phonemes. The emission
model comprises 4501 Gaussian mixture models with a globally tied co-variance matrix
and 1M mixture densities. The MFCC base features are augmented by NN-based features.
The test corpus consists of 1482 utterances with an overall duration of 3.4h and about 36k
spokenwords. Each triphone is modelled by a sequence of 3 HMM states with tied emission
models. The HMM allows loop, forward, and skip transitions, and the skip transitions have
a relatively high penalty (i.e. low probability).
The emission scores are computed efficiently using quantized features, temporal batching,
and Gaussian pre-selection. The Gaussian densities are clustered into 256 clusters, and at
each timeframe, only the closest 32 clusters are considered (batching and pre-selection to-
gether reduce the effort of acoustic scoring to approximately one third at equal WER).
C.1.1 Alternative Quaero English
Some experiments were performed on an alternative Quaero English system and corpus,
chosen to be compatible with the experiments performed in [Rybach 14]. The main differ-
ences to the primary Quaero English system are a higher LM scaling factor, and a different
test corpus consisting of 3.3h and 40.5K spoken words.
C.1.2 Quaero English Hybrid
The Quaero English Hybrid NN system is similar to the primary Quaero English system, but
it uses a discriminatively trained NN [Wiesler & Richard+ 14] with 4498 outputs, instead of
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the GMM emission model. These emission scores are precomputed statically.
We don’t include the NN emission score computation costs in the illustrated RTFs. That
allows measuring the search effort of the core search procedure with this system, while the
RTFs of the other systems are biased by their GMM emission score calculations that impose
a certain minimum RTF.
C.2 Quaero Polish
The Quaero Polish experiments were performed on the first speaker-independent pass of
the Polish system developed by RWTH for the Quaero program [Shaik & Tüske+ 14]. The
vocabulary comprises 600K words, and the 4-gram LM comprises 82M n-grams. Each tri-
phone is modelled by a sequence of 3 HMM states with tied emission models, which are
not repeated. The HMM allows only loop and forward transitions. The emission model
comprises 4501 Gaussian mixture models with a globally tied co-variance matrix and 1M
mixture densities. The MFCC base features are augmented by NN-based features. The test
corpus consists of 6.7h of speech.
C.3 EPPS English
The EPPS English experiments were performed on the first speaker-independent pass of a
system trained for the transcription of English European parliament speeches for the TC-
STAR project [Lööf & Bisani+ 06]. The vocabulary comprises 60K words with an average
length of 7 phonemes per word, and the 4-gram LM comprises 25.8M n-grams. The emission
model comprises 4501 Gaussian mixture models consisting of 880K mixture densities, with
a globally tied co-variance matrix. The used evaluation corpus consists of 3.2h of speech,
recorded from plenary sessions of the European parliament, with many different speakers.
C.4 Babel
The Babel Cantonese, Vietnamese, Turkish, Pashto, and Tagalog systemswere trained for the
IARPA Babel program by RWTH as part of the LORELEI consortium [Kingsbury & Cui+ 13]
under the BabelLR condition - i.e. only resources supplied by the program were used
for training; the following IARPA language pack releases were used: IARPA-babel101b-
v0.4c, IARPA-babel107b-v0.7, IARPA-babel104b-v0.4bY, IARPA-babel101b-v0.4c, IARPA-
babel106-v0.2g. All those systems were constructed with a very similar anatomy: deep hier-
archical bottleneck MLP features [Tüske & Schlüter+ 13] were concatenated with MFCC or
Gammatone features (following the tandemNN approach), a voicedness feature, and a tone
feature. Based on those features, 2-pass acoustic models with a tied co-variance matrix com-
prising around 4500 Gaussianmixtures based on a triphoneCARTwith across-word acoustic
modelling, and overall around 350K Gaussian mixture densities, were trained. Confidence-
weighted constrained maximum likelihood linear regression (CMLLR) adaptation and min-
imum phone error (MPE) training was used for the second pass. A 4-gram Kneser-Ney LM
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was trained on the transcription of the acoustic training data (except for Vietnamese where
only a 2-gram LM was trained). All experiments are performed on the second speaker-
adapted pass only. The vocabulary was supplied by the IARPA Babel program and typically
contained around 20k to 40k pronunciations. The training data typically comprised around
70 hours of real speech (not counting silence), with 1 to 2 million running words. The test
corpus used for our experiments consists of around 7 hours of real speech. The used ut-
terance segmentation was supplied by IBM, and typical utterances have a length between 3
and 7 seconds. Most of the data are challenging low quality recordings of telephone conver-
sations. The performance of the models is competitive both within the LORELEI consortium
and beyond, as confirmed during the 2013 IARPA Babel evaluation campaign, which was
won by the LORELEI consortium on half of the languages based on a combination of differ-
ent systems, where RWTH delivered the best performing results for most languages.
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Appendix D
Notation and Abbreviations
D.1 Abbreviations
LVCSR large vocabulary continuous speech recognition
ASR automatic speech recognition
WER word error rate (see Section B.2)
RTF real time factor – i.e. seconds required to process a second of input (see Section B.1)
HCS history conditioned search – also called word conditioned search (WCS), or history
conditioned lexical tree (HCLT) (see Section 1.6)
TCS time conditioned search (see Section 5.3)
CA context approximation (see Section 5.4)
LM language model (see Section 1.4)
AM acoustic model (see Section 1.3)
WPA word pair approximation (see Section 5.4)
NN neural network (see Section 1.2)
GMM Gaussian mixture model (see Section 1.3.2)
MFCC mel frequency cepstrum coefficient (see Section 1.2)
HMM hidden Markov model (see Section 1.3.2)
WFST weighted finite-state transducer (see Section 5.2)
TDP time distortion penalty (see Section 1.3.2)
CART classification and regression tree (see Section 1.3.4)
MB megabytes – 1MB corresponds to 1024 ∗ 1024 = 1048576 bytes
M million – e.g. 1M = 1000000
K thousand – e.g. 5K = 5000
Appendix D Notation and Abbreviations
D.2 Notation
q(...) = −log(p(...)) score – i.e. the negative logarithm of a probability
D.2.1 Parameters
fglobal global beam pruning threshold
fword word end pruning threshold; usually relative to global beam – e.g. fword = 0.5 · fglobal
Lmax maximum number of context dependent LM look-ahead tables to fill per timeframe
D.2.2 Searh Network
R = {s1, ...} root states in the search network
m[s] ∈ {1, ...,M} emission model assigned to state s
S[s] = {s1, ...} successor states si following state s
L[s] = {l1, ...} labels li attached to state s
r[l] = s target root state s ∈ R for label l
w[l] word identity – or pronunciation identity – of label l
W(s) = {w1, ...} set of word identities wi reachable behind network state s
H ◦ C ◦ L WFST representation of the search network: composition of the HMM
transducer H, the context dependency transducer C, and the lexicon
transducer L
D.2.3 Aousti Model
M number of emissionmodels – typically 4501 as determined by the CART
V size of the vocabulary – i.e. the number of distinct words or word pro-
nunciations
q(x|s) = q(x|m[s]) emission score of acoustic observation x given network state s, based
on tied emission model m[s]
q(s|s′) HMM transition score for transition from state s′ to state s (∞ if s and s′
are not correspondingly linked the search network)
D.2.4 Language Model
wN1 = w1, ...,wN sequence of N words w1, ...,wN
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h ≈ wn−11 history shortened according to the n-gram LM (may consist of less
than n− 1 words) – in other words, a state in the LM automaton
hUNI = () empty history containing no words – i.e. unigram history
n(wN−11 ,wN) ≈ w
N
N−n+2 LM history extended by one word wN and limited to n− 1 or less
words according to the n-gram LM
b(wN1 ) = w
N
2 lower order back-off history, where the oldest word was dis-
carded
o(h) back-off score of history h
B(h) = {w1, ...} words wi which are covered by a non-backoff n-gram score
q(wi|h)
D.2.5 Searh Spae
H(t) = {(h1, s1), ...} state hypotheses with LM history hi and network state si that
are active at timeframe t, before pruning
Hpruned(t) = {(h1, s1), ...} state hypotheses that survived pruning at timeframe t – i.e. the
search space
Q(t, h, s) score of best HMM alignment path ending at timeframe t in
network state swith history h – only defined for state hypothe-
ses (h, s) ∈ H(t)
B(t, h, s) = ...,wb−1,wb word backtrace of HMM alignment path ending at timeframe
t in network state s with history h (consisting of b words, one
for each crossed word label)
I(t, h, s /∈ R) = s′ incoming state s′ which won the within-word recombination
into state s with history h – corresponds to predecessor state
hypothesis (h, s′) ∈ H(t− 1)
Hˆ(t) = {(h1, s1, l1), ...} word end hypotheses active at timeframe t ending in state si
with history hi for word label li andwordw[li] – before pruning
Hˆpruned(t) = {(h1, s1, l1), ...} word end hypotheses active at timeframe t ending in state si
with history hi for word label li and word w[li] – after pruning
I(t, h, s ∈ R) = (h′, s′,w) incoming word end hypothesis which won the word-end re-
combination into root state s with history h – corresponds
to word end hypothesis (h′, s′, l) ∈ Hˆ(t) with r[l] = s ∧
n(h′,w[l]) = h
Hroot(t) = {(h1, s1), ...} root state hypotheses with LM history hi and root state si ∈ R
active at timeframe t
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