













Abstract: 2014 marks  the crystal  (15th) anniversary of  the  launch of  the Chandra X‐ray Observatory.   This 
paper offers  some of  the major  lessons  learned by  some of  the  key members of  the Chandra Telescope 
team.     We offer  some of  the  lessons  gleaned  from our experiences developing, designing, building  and 
testing the telescope and its subsystems, with 15 years of hindsight.  Among the topics to be discussed are 






This  paper  is work  of many  contributors  and  constitutes  a  survey  of  lessons  learned  from many  of  the 
principals involved in the management, design, build and test of the Chandra telescope. The scope of these 
lessons is in the engineering, testing and implementation of the telescope.  Other authors in this conference 
will  offer  views  of  the  science  and  operations  lessons  learned  and  other  examples  can  be  found  in  the 















Figure 1: Top Level AXAF/Chandra Program Timeline 
A key event  in the program, both technologically and  in terms of forging a true team was the VETA‐I. As a 
result of agreements made between NASA and the US Congress, the x‐ray performance of the largest pair of 












Figure 2: Original and Reformulated Flight Concepts 
Despite the triumph of the VETA‐I test, another challenge  lay before the team, restructuring. Shortly after 










Figure 3: Major Subsystems of the 





From  all  of  the  respondents, 
the  single  most  important 
aspect of our ultimate success 
was  the  development  of  a 
truly  integrated  team.  This 
team  is  made  of  every  skill 
areas needed  for  the mission.    This  team was  about  as  "badge‐less"  as humanly possible, with  industry, 
government, and university communities working  together with a common goal  ‐  the ultimate success of 
the  mission.  Words  that  come  to  mind  to  characterize  the  team  effort  include:  respect,  cooperation, 
collaboration, dedication, perseverance, pursuit of excellence with recognition that perfection was neither 













system  (X‐ray sensitive CCDs). The mission requirements were based   on what was needed  to accomplish 
the science, not what could be done. We did not adhere to the "I'll build it, you will use it" philosophy of so 
many NASA and indeed International missions.  There were some practical limitations, the Shuttle envelope 






but requirements drop  thanks  to  the multi‐billion dollars of projected servicing costs  that were saved.    In 




There  are  two  areas  where  requirements  needed  to  be  changed  or  added.  Telescope  alignment  and 
shielding  or  background  suppression.    Shortly  after  reformulation  and  leading  into  PDR,  the  first 
specification  for  the  ISIM  [5]  was  written.  At  this  point  in  the  program,  it  was  clear  that  complete 
                                                 
1 The Chandra payload was the longest item launched from the bay of a space shuttle in the history of the shuttle 
program. 
reassessment  of  the  telescope  alignment  requirements  was  necessary.    A  comprehensive  effort  was 
undertaken to derive the proper alignment requirements for the restructured program.  This revision, which 
took  approximately  18  months  to  complete,  involved  all  stakeholders,  and  resulted  in  an  affordable, 






came  at  the  point  in  the  program when  the HRMA,  ISIM  and OBA were built.      Tantalum baffles  and  a 








Spend  the  resources  to  provide  for  a  strong  system  engineering  organization  throughout  the  program.  
Assign managers for all  interface control documents and  layout a schedule for their development through 
baselining.   We held regular  face to  face  interface meetings.   A key outcome of the technical  interchange 














building  a  total  systems  analytical model  (thermal,  Structural, Dynamic,  Electrical,  etc.)  by  assembling  a 













Chandra  came  on  the  heels  of  the Hubble  Space  Telescope,  so  the  sensitivity  to  having  an  error  in  the 
telescope  was  extremely  high.   Opportunities  presented  themselves  to  implement  some  metrology 




For  the  focus  cross  check,  the  focus  of  the  HRMA  was  established  relative  to  an  Optical/Mechanical 
reference located at the node of the telescope.  A Shack‐Hartmann sensor located at the focal surface was 
used to align the optics to the Optical/Mechanical reference.  During the X‐ray Calibration measurements of 
the  HRMA,  sensors  were  located  at  the  focal  surface  relative  to  a  second  Optical/Mechanical 
reference.   Finally,  the  focal  surface  of  the  integrated  telescope was  established  using  the  same  Shack‐
Hartmann sensor and Optical/Mechanical reference to which the mirrors were originally aligned.  A simple 
cross  check  was  envisioned  to  accurately  measure  the  distance  between  the  X‐ray  Calibration 
Optical/Mechanical  reference  and  the  focal  surface  used  during  that  testing  with  a  laser  distance 
meter.   Then,  during  Telescope  integration,  after  the  focal  surface  had  been  set,  the  X‐ray  Calibration 





necessity, very precise  in order  to preclude deforming  the mirrors.  The most  likely deformation shape of 
the mirrors was an ovalization of them, or a form of ovalization where the cylinder is an oval at one end, and 
an oval at an orthogonal orientation at the other end.  The way this was controlled was by very precise load 










Any mission critical verification that  is verified  in whole or  in part by analysis should be double checked or 






Never  stop  looking  for  undetected  failure modes  or  potential  problems  throughout  the  entire  program 
development and operational phase. As soon as you start feeling comfortable Mr. Murphy will call. 
 
Be especially cautious when dealing with highly complex  scientific hardware where  the developer  is  "the 
only  one  that  understands  how  it  works".    This  system  should  not  be  exempt  from  review  by  as 
knowledgeable a  team of experts as you can assemble, even  if  they have  to be brought  in  from another 





Early analysis of  telescope design architectures, even with a small group of people, saves  time  (not going 
down a path that will not lead to a good design) when you get in Phase B. Even those those paths may not 
have proven  successful,  the  knowledge  gained by  the  engineers becomes  invaluable.  These  early design 





scientist  put  it,  a Gedankenexperiment  .  The  analyst must make  sure  the  simple  calculation  or  thought 













The designer must  consider  the  assembly  schemes  that will be  used  and  properly  account  for  assembly 
stresses. Some  composite parts are Chandra were manufactured  in 120 degree  circumferential  segments 
that needed  to be spliced  together  to  form a  full 360 degree  functionally stiff structural component. The 
parts were assembled with 3 doublers but the initial shape of these “flimsy” doublers caused them to have 

















its  figure might  change, but when  in orbit and dried out,  the  figure would  return  close  to  its assembled 
condition. A method also had  to be  found  to  remove excess water  from  the epoxy’s  resin component, a 
molecular sieve was identified,   that would absorb water and only water from the neat epoxy resin. Optical 
measurements  of  the  HRMA  during  its  X‐ray  testing  at  NASA/MSFC  X‐ray  facility  (hard  vacuum,  room 




later  in  the  program  can  lead  to  “analysis  paralysis”.      This  particular  affliction was  avoided  by  careful 
management. This does not mean  that management was blind  to new analytic problems.   Well  into  the 
design  of  the  spacecraft  and  after  completion  of  the HRMA,  careful  analysis  revealed  that  the  reaction 
wheel  disturbances would  have  excited  resonant modes  in  the HRMA  and  ruined  imaging  performance.   





In  any  development  effort,  especially  when  new  technologies,  materials  or  applications  are  involvoed, 
Development  Units,  Engineering  Units,  and/or  Qualification  Units  are  produced  to  ensure  the  as  built 
hardware behaves  the way  the design  engineer  envisioned  it.   This  is  a  very  valuable process; however, 
when  building  a  new,  complex  system  like  Chandra,  these  models  are  necessary,  but  not    always 
sufficient.   It  is very  important  to demonstrate  integration, assembly, and test processes, procedures, and 




mount design would not work  for  the configuration and design parameters of  this x‐ray  telescope.   Early 
funding (prior to official program start) was provided and a series of analyses and tests were conducted to 
identify a high quality bonding material and mount configuration that would satisfactorily support the optics 
while meeting  their performance  requirements.   The program’s decision  to provide  the  funding based on 












were  required  amongst  the  involved  companies  supporting  this  program,  a well‐defined  and  agreed  on 
interface set was required and needed to be developed.   TRW had the  lead on the  interface development 
and  control.    Their  trust  in  their 
subcontractors  and  the  reciprocal  trust  of 
TRW helped develop a well thought out and a 
well  flushed  out  interface  and  requirement 

















result  in  a  failure.    Kodak was  evaluating many  different  processes  that  involved wire  electric  discharge 
machining.   The  issue was  the subsurface cracks,  relative  to  the  thin  flexure blade,  that  left behind could 
cause a flexure failure under a  launch  load.   Engineers at the SAO researched and found a small company 
that  could  conventionally machine  flexures  thus  eliminating  the  subsurface micro  cracks  on  the  blades.  






fashion  to  be  mechanically  removable  from  the  flexure  blade.    Again,  the  tight  space  and  the  design 
configuration provided  tight parameters  creating a design  challenge. The  inherent  issue with  that was; a 
mechanical  joint provided  the potential of unwanted  instability  that added  risk  in meeting  the extremely 
tight alignment requirements.  Through a series of joint design reviews and technical interchange meetings 
between TRW, Kodak and SAO, as well as a series of analyses and tests, a design pulling together the results 









selection was made  that provided much of  the attributes needed  for  this design.   The next  issue was  to 
make the material stable after machining.  One of the reasons the material was selected was its capability to 











for  the optical alignments.   A  support approach  that  included off‐loading  the weight of  the optics during 
alignment and after securing them to the center aperture plate was needed.  The challenge involved a low 
mass solution on the center aperture plate but it required hardness and repeatability.  Two different design 










needed  to be attached  to  the  center aperture plate with minimal  residual hardware and not  impart any 




close  out  cylinders  that  were  secured  to  the  main  cylinder  were  bonded  in  place  with  a  repeatable 
mechanical  fastener  release mechanism  in  the  event  a  closeout  cylinder needed  to be  removed.    These 





The HRMA mount was  the  interface  between  the HRMA  and  the  rest of  the  telescope.    It  provides  the 
support of the HRMA before and after its optical alignment, during its transportation efforts within facilities 
and  across  facilities,  and  the  HRMA’s  handling  at  a  variety  of  times.    Many  of  the  pieces  of  support 
equipment were  in their  infancy of design as well as the  final technique  for  the HRMA attachment  to the 
remainder  of  the  telescope.    The  mount  design  needed  to  support  a  variety  of  possible  attachment 
techniques while meeting  its own development schedule.    It was decided  that  the mount design  first and 
foremost needed to ensure  loads would be carried out of the HRMA  in the desired “neutral axis” position.  
By making  that  the  fundamental requirement and assigning  it configuration control,  the remainder of  the 
design was  created  to  provide  simple  interfaces  for  all  of  the  other  configurations  and  no matter what 

















VETA‐II  was  a  high  fidelity  simulator  of  the  HRMA,  the  optical 
heart of the Observatory.  The VETA‐II effort took the  largest two 
mirrors  and  aligned  and  mounted  them  to  the  flight  tolerances 
using  the  flight  handling  hardware  and  alignment 
metrology.  Hundreds  of  lessons  learned were  documented  as  a 
result  of  the  VETA‐II  effort,  resulting  in  changes  to  handling 
procedures,  support  equipment,  metrology  hardware,  and 
alignment and metrology processes.  This enabled the  installation 





had  a much  lower  probability  of  success without  it. VETA‐II  gave  us  the    design  insight  that  our mirror 
bonding  process was  flawed  due  to  a  very  subtle  cure  shrinkage  that was  not  apparent  until  observed.  












overlapped  from  the  cover  to  the  HRMA  precollimator 
interface.  The GSE mechanism was able to overcome the 
stiction from the tape, but the flight spring‐loaded design 
most  likely  would  not  have  sufficient  torque  margin  to 
release the cover.  This XRCF cover checkout step was not 
a formal test, but still identified a potential mission failure 






primary  and  redundant  mechanism  and  electronics  features  worked  successfully,  but  while  testing  the 







Figure 6: VETA-II rediscovered in a 
warehouse at MSFC 
Figure 7: Grating and contamination mechanisms 
attached to the HRMA 
Computer‐based control was chosen early  in  the Chandra design  to provide  flexibility  to address multiple 
operating  modes  and  to  provide  customizable  control  to  address  degradation  in  electronics  or  thermal 
finishes over  the course of  the mission.   Desirable  features enabled with computer control  included  load 
management,  setpoint  and  deadband  adjustability,  control  interval  options,  and  software‐based  cross‐
strapping. 
 
The  thermal software  initialization process  takes  longer  than normal operations as all control parameters 
and database values are  loaded  in memory.    In the first ground TVAC test we discovered that the heaters 
were powered on at software startup,   and the relatively  long thermal software startup sequence allowed 
the high powered heater zones with  low thermal mass to overheat.   Although the heater zones were still 
below  their design capability,  in a warmer condition such as could occur on‐orbit,  this could have been a 
more serious issue if a thorough TVAC test had not identified the  risk. 
 
Since  the heater  setpoints  are  adjustable,  the Chandra on‐orbit operations  team developed  scenarios  to 
help with peak  voltage management by  increasing  optical bench heater  setpoints prior  to  eclipse  entry.  
Since  the  software  included  three  addressable  data  bases,  reconfiguration  between  modes  has  been 
straight  forward. A  flexible  programmable  thermal  control  system  is  a worthwhile  investment  for major 





temperature  limits.   Although  temperatures now drift above planned values,  the design conservatism has 












In  this process we were able  to make hardware design  trades  favoring  the most  crucial  regions  for  tight 
thermal  control.    For  example  a HRMA diametrical  gradient drives  the  co‐alignment of  the  entire  set of 
mirror  pairs,  broadening  the  PSF,  and  negatively  impacting  performance  at  all  x‐ray  energy  levels.    This 
resulted  in  the addition of  thermal sensors  in a bridge network  to explicitly measure gradients across  the 





Numerous  lessons  learned have been acquired  from  the on‐orbit operations of  the Chandra Observatory 







Reflector (FOSR), where  it was used as a radiator coating  in a small number of  locations but extensively as 
the outer layer of multilayer insulation (MLI) blankets – particularly over the sun‐side of the Observatory. 
 















telemetry  from  both  normal‐sun  and  tail‐sun  attitudes was  performed  three weeks  after  launch.   These 
correlations  identified  four minor modifications  needed  to  SC  Propulsion  Subsystem  (SC‐PS)  component 
thermal models  to match heater duty‐cycles and determined  that  flight  telemetry was best correlated by 
slight reductions (~10% lower e* than TV‐test data correlations) on both the SC and TS external MLI blankets 
–  this effect was expected because of  the  lower pressure  levels at  the  flight altitudes compared  to  those 
achieved in the ground tests of the flight and development hardware. 
 
In early 2002, approximately 30 months after  launch  the EPHIN  sensor  temperatures were nearing  those 
predicted  for  month‐60  and  an  investigation  was  launched  by  the  factory‐support  team  at  TRW  Space 











directly mounted  to  the  sun‐side panel  (EPHIN, EIO and FSS units), were predicted  to  remain well within 




evaluated  the  three years of  flight  telemetry since  the 2002 study  including a number of anomalous  low‐
temp  exceedances  of  SC‐PS  line  limits  observed  at  ranges  of  Observatory  pitch  attitudes  around  135‐
degrees.  The conclusion of this study was that the sun‐side components on Chandra continued to degrade 
at rates similar to those predicted in the 2002 predictions but that only those units mounted directly to the 
sun‐side panel  (EPHIN, EIO and FSS units and sun‐side SC‐PS propellant  lines and thruster valves), were  in 
jeopardy of violating hot temperature  limits.  The anomalous  low‐temp exceedances of SC‐PS  line  limits at 
pitch  attitudes  around  135‐degrees was  concluded  to  be  the  result  of  the  degradation  of  the  SST MLI‐
coating over the line sections – heat transferred absorbed by the degraded MLI coating transferred through 
the line‐MLI into the line sections where the heater‐control thermostats were located, passively maintaining 










the  area  of  the  ACIS  PSMC  and  the  translation motor,  are  running  hotter  than  expected  as  a  result  of 
specular  solar  heating  reflections  off  of  the  Top Hat  second  surface mirror  radiator  and  other  specular 
surfaces  in that region. The heating  in this area was not adequately addressed  in the design phase of the 
program. (3) Updated thermal analyses indicate that most ISIM components will remain within their design 













The  lessons‐learned  from nearly  fifteen  (15)  years of  support  to  the on‐orbit operations of  the Chandra 
observatory are: 
 
1) On‐orbit  degradation  of  the  SST  coating  has  been  substantially  greater  than  predicted  prior  to 
launch.   
a. Selection  of  the  SST  coating  was  not  required  for  the  SC  Bus  –  alternative  coatings, 
particularly include black Kapton would have met requirements over the entire SC Bus and 







have  been  implemented  to maintain  cold‐biasing  of  units  on  the  sun‐side  of  the  SC‐Bus 
(EPHIN, EIO and FSS units). 
c. Alternative  MLI/SLI  shielding  concepts  could  have  been  implemented  had  the  true 
degradation been known or anticipated. 
d. The correlated degradation of the SST coating is now so extreme that a logical conclusion is 
that  its  emittance  has  actually  begun  to  be  reduced  due  to  material  thickness 
reductions/erosion. 
2) Temperature  telemetry  on  external  PS  propellant  lines  should  have  been  more  extensive  –  the 
quantity  of  flight  sensors  provides  very  valuable  indication  of  the  most  sensitive  component 
























and  updating  during  the  calibration  in  response  to  the  data  being  collected.    To  make  sure  that  the 
calibration team had this  flexibility, each shift  (we were operating 24/7 at this point) had a senior project 
scientist who could red‐line the test procedure     Following each morning's 7 am shift change meeting, the 
calibration  (re)scheduling  meeting  made  needed  changes  to  the  calibration  database  to  accommodate 
hardware issues or additional required measurements that had been identified.   This revised database was 
handed to the TRW test conductor, and the new procedure was  implemented on the “B” shift.    All of this 






Due  to  limited  resources and great efforts  to stay on  the critical  test and delivery schedule,    the   ground 
support equipment for use at XRCF did not get a full check out prior to use. Namely,  it was never put  into 
the  vacuum  chamber  and  tested  as  a  system.  The  HRMA OGSE was  designed well  and  checked  out  in 
Rochester  and  appeared  to  be  working  as  designed  but  vacuum  testing  after  integration  of  the  flight 
hardware  identified many  issues  that were  not  detected  prior  to  vacuum  testing.    Early  vacuum  testing  
would have  identified problems and corrected  them off  the critical path of  the program, which  ran  right 





Before  launch of any  remotely operated  satellite or other equipment, perform end‐  to‐ end  tests of  the 
flight  system  with  the  ground  control  system  using  the  final  flight  and  ground  versions  of  hardware, 
software, database and procedures.  The flight operations team should perform these tests.  To the extent 
possible, each command type should be sent and verified.  Commands that by their nature cannot be tested 
in  this  manor  should  be  tested  in  a  high  fidelity  simulator  with  the  ground  system  and  all  hardware 
commands to the flight system should be verified using the ground system for functionality. 
 











focussed toward the  focal plane. The ACIS design would have benefited  from having a  filter with multiple 
positions with one of  the positions blocking  light and  low energy particles,  such as a  thin Al  sheet.   The 
framestore section of the ACIS CCDs is covered by 1/8 inch of gold‐plated Al.  There has been no measurable 
damage in the framestore regions of the CCDs, so we know that 1/8 inch of Al is sufficient to stop most of 




because we did not want  to exercise  the  translation mechanism on  the Science  Instrument Module  (SIM) 






the SIM  sooner  to get under  the ECS or we could have designed a calibration  source  that could be used 







The ACIS  optical  blocking  filter  (OBF)  is  the  coldest  surface  that  faces  the  interior  of  the Optical  Bench 











The ACIS design would have been better  if  there was a  surface  colder  than  the OBF  that would act as a 












and  specification development  technical  exchange meetings.    These meetings were  conducted prior  and 
during the facility rebuild.   The early on collaboration was paramount  in developing the  interfaces and the 
specifications of the facility, test equipment and special equipment.  The early on development of these key 
requirements  laid  the  foundation  for  the sound design of all of  the equipment necessary  for a successful 
verification and calibration test program. 
 
As  the MSFC  test  facility was  in  its  final  stages  the  assembly  and  test  teams were  actively  involved  and 
engaged in facility training and certifications for supporting team members at MSFC.  This may sound trivial 
but a key success was having qualified test team members with the proper training and authority to perform 
tasks within  the  facility.    These  afforded  opportunities  to  not  only  remain  on  schedule  but  to  improve 
schedule and more importantly provide alternatives when unforeseen events occurred. 
 
The  rehearsal  activities discussed  about were  aslo  key  to  the  successful operation  activation of  the  test 
facility.  As we were constructing the  facility, we took the time to plan and execute as many  incremental, 
subsystem‐level  performance  verification  test  activities  as  possible.   This  prevented  us  from  finding 
problems during the full system‐level activation that would have had the potential to  impact the schedule 
significantly.  The lesson here is that we planned to perform these activation tests and executed that plan – 



























Figure 8: Improved Imagery from Chandra 
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