We address robust path planning for a mobile agent in a general environment by nding minimum cost source-destination paths having prescribed widths. The main result is a new approach which optimally solves the robust path planning problem using an e cient network ow formulation. Our algorithm represents a signi cant departure from conventional shortest-path or graph search based methods; it not only handles environments with solid polygonal obstacles but also generalizes to arbitrary cost maps which may arise in modeling incomplete or uncertain knowledge of the environment. Simple extensions allow us to address higher-dimensional problem instances and minimum-surface computations; the latter is a result of independent interest. We use an e cient implementation to exhibit optimal path-planning solutions for a variety of test problems. The paper concludes with open issues and directions for future work.
Introduction
To e ect its goals, an autonomous mobile agent will execute a sequence of source-destination navigational tasks in the agent's con guration space. For each navigational task, the motion planning problem asks for a minimum-cost feasible path 8] 11] 25] 37]. The cost of a given solution may depend on many factors, including distance traveled, time or energy expended, and hazard probabilities encountered along the path. In practice, additional constraints might arise from a dynamic environment (e.g., moving obstacles), incomplete knowledge of the terrain and a concomitant need to reason under uncertainty, or such physical considerations as gravity, friction, and the dynamics of the robot agent. A large body of work has addressed the motion planning problem; for a survey, the reader is referred to Latombe 25] or Mitchell 31] . We begin our exposition by reviewing several major problem formulations and solution methods.
The basic motion planning problem involves kinematic path planning for a rigid-body mobile agent which moves in an environment populated by static polygonal obstacles. In this simple paradigm, the agent's path is de ned by a sequence of translations and rotations of the rigid body. Motion planning then entails computing a path from a source to a destination which avoids collisions between the agent and the obstacles, i.e., the path must lie entirely in the so-called free space. This basic kinematic formulation has been augmented in several ways. For example, multiple agents may be present: this yields an environment with moving obstacles, and motivates the concept of con guration space-time 30] . The solution space may also be limited based on joint articulation, or the physical characteristics of control structures. Various classes of holonomic and non-holonomic kinematic constraints are discussed by Alexander Nelson 34] . An entirely distinct eld of study incorporates robot dynamics to establish additional constraints on (kinematically planned) path solutions 25] . For example, gravity and friction coe cients will constrain both the path solution and the speed of traversal when the agent must avoid tip-over, sliding, and other undesirable phenomena. Note that our present work does not model the dynamics of the agent: rather, we address a kinematic path planning formulation which captures important practical constraints.
In general, kinematic path planning has been widely studied (see, e.g., 8 ] 25] 37] for surveys); a number of special cases have been well-solved, and several complexity bounds have been established. If the path solution is not constrained to lie on a grid, Canny 8] showed that path planning problems are NP-hard when the dimension of the con guration space exceeds three. In the same work, Canny also developed the exponential-time roadmap (or silhouette) method for general kinematic motion planning. Exact path planning algorithms for polygonal objects navigating among polygonal obstacles were given by Avnaim, Boissonnat and Faverjon 4]. Papadimitriou 36] proposed an algorithm that nds a path with cost within a factor of 1+ of optimal, and runs in time polynomial in both 1 and the total number of vertices. Shortest path planning for a point moving on the boundary of a polyhedron has been studied in the computational geometry literature as the discrete geodesic problem (e.g., 33] and the related work in 32]). One readily observes that kinematic planning approaches fall into two main classes: e cient algorithms that have an underlying \shortest-path" approach, and exponential-time algorithms that rely on implicit enumeration techniques. Before presenting a more detailed taxonomy of kinematic planning solutions, we mention the motivating considerations which have led to our new combinatorial approach to kinematic planning.
Our work focuses on kinematic planning subject to two practical extensions: (i) the need to incorporate uncertainty into a motion planning formulation, and (ii) the requirement of an error-tolerant solution. These respectively yield the notion of a general cost function in a given terrain, along with the notion of a robust path solution (we use the term \robust path" to indicate a path that maintains a prescribed minimum width); Section 2 gives a formal development of these two concepts. While the complexity of kinematic planning generally increases as more constraints are added to the basic formulation, any strategy that addresses the basic formulation will usually generalize to handle the more complicated formulations; this is also true for the new approach given in this paper. Consequently, we nd that approaches in the literature fall naturally into only a few main categories.
The most straightforward path planning algorithms are based on graph search approaches. Such methods use the vertices of a graph to represent feasible points in the agent's con guration space; edges in the graph represent optimum subpaths (also called canonical paths) between these con gurations. Variations include retraction methods based on Voronoi decomposition 35], and approximate cell decomposition 30]. For simple problem formulations, e.g., a point agent and convex polygonal obstacles, computational geometry techniques along with shortest-path algorithms a ord e cient solutions, as surveyed by Schwartz et al. in 37] . Obviously, the complexity of any variant is dependent on the number of paths computed and the ease of computing each optimum subpath. With a number of formulations, exhaustive graph search methods such as depth-rst branch-and-bound or A* constitute the only known optimal algorithms. As noted by Latombe 25] , such enumerative approaches typically have exponential time complexity, and therefore e cient heuristics must be employed.
A common heuristic for reducing search complexity is the hierarchical solution method based on 2 ktrees (esp. quadtrees and octtrees) or dissections into triangular or rectanguloid cells 10] 25]. Unfortunately, the hierarchical solution approach cannot guarantee optimal solutions 41]. Alternatively, physical analog methods might be employed; these commonly involve a potential eld which forces the agent to move toward the goal con guration while avoiding contact with obstacles 7] 15] 24]. Path-nding may then be accomplished by variational methods (e.g., 38]), or by classical gradient or subgradient algorithms. Other work has essentially hybridized analogs of graph search algorithms (notably the best-rst and depth-rst approaches) with either hierarchical or physical analog formulations. The fundamental problem with such methods is that the output can be a locally minimum solution that is not globally optimum; no e cient variants of the physical analog approach that can guarantee a global optimum solution appear possible 25].
The main contribution of this paper is a new algorithmic approach to optimal robust path-planning in environments with arbitrary cost maps. Essentially, we discard the usual mix of shortest-path algorithms and graph search techniques, and instead employ a more general combinatorial approach involving network ows 12] . The crucial observation is that a minimum-cost path which connects two locations s and t corresponds to a minimum-cost cut-set which separates two other locations s 0 and t 0 . We obtain our new motion planning methodology by using e cient network ow algorithms to exploit this duality between connecting paths and separating sets.
Our approach is guaranteed to nd optimum solutions to the minimum-cost path and minimum-cost robust path problem formulations which we de ne below. A primary attraction is that our algorithm runs in polynomialtime; in fact, it can be implemented in O(d 2 N 2 logN) time where N is the number of nodes in a discrete mesh representation of the environment, and d is the prescribed path width. Experimental results con rm that we can e ciently nd optimal robust paths where current combinatorial methods are prohibitively expensive, and where variational or gradient heuristics only return locally optimum solutions. Our new approach also has several other desirable features:
1. the intrinsic planarity and geometry of robot motion planning yields a layered, bounded-degree network representation, resulting in added implementation e ciency; Given these advantages, we believe that our approach may well provide a new, practical basis for certain classes of autonomous agent path planning problems.
The remainder of this paper is organized as follows. In Section 2, we formally de ne the problem of robust motion planning in a terrain with arbitrary cost function. Section 2 also develops our solution of robust motion planning via network ows, and describes an e cient implementation. Section 3 gives experimental results showing optimal width-d paths in environments ranging from random cost maps to the more traditional class of maps with solid polygonal obstacles. We conclude in Section 4 with several directions for future research.
Robust Path Planning by Network Flows
We begin this section by establishing notation and terminology. Our development focuses on the connection-separation duality which motivates the network ow approach.
Problem Formulation
We say that a subset of the plane is simply connected if it is homeomorphic to a disk (i.e., contains no holes); a subset of the plane is compact if it is closed and bounded.
De nition: A region is a simply-connected, compact subset of < 2 .
Given a region R, we know by the Jordan curve theorem 13] that the boundary B of R partitions the plane into three mutually disjoint sets: B itself; the interior of R; and the exterior of R. We consider the problem of computing a path in R from source S to destination T, where S and T are disjoint connected subsets of the boundary B. A path is de ned as follows:
De nition: Given a region R with boundary B, a path between two disjoint connected subsets S B and T B is a non self-intersecting continuous curve P R which connects some point s 2 S to some point t 2 T.
Clearly the path P partitions R into three mutually disjoint sets: (i) the set of points of R lying strictly on the left side of P, which we denote by R l (we assume that P is oriented in the direction from s toward t); (ii) the set of points of R lying on the right side of P, denoted by R r ; and (iii) points of P itself. This is illustrated in Figure 1 . It is possible for at most one of R l and R r to be empty, and this happens exactly when P contains a subset of B between S and T. More precisely, R l (resp. R r ) is empty if P B l (resp. P B r ), where B l and B r respectively denote the subsets of the boundary B lying clockwise and counterclockwise between S and T, i.e., B l = (B\R l )?(S T) and B r = (B\R r )?(S T). As noted above, the goal of our work is to optimally solve motion planning when two practical constraints are incorporated: an arbitrary cost function de ned over the region, and a robust path requirement. An arbitrary cost function corresponds to a general environment, which is in many ways more realistic than an environment consisting only of solid polygonal obstacles, and which moreover follows very naturally from the mobile agent having imperfect (probabilistic, fuzzy, or incomplete) knowledge of its surroundings. The imperfection of knowledge can be due to a variety of factors, including errors in positioning or orientation of the agent, staleness of information, and physical limitations of sensors. As an example, consider the following scenario: given probabilistic information about terrain di culty (e.g., rivers, swamps, elds of landmines) and the locations of hostile entities, an agent wishes to travel with minimum probability of incurring a casualty or other damage. In this scenario, each point in the region will have an associated weight, or cost of traversal, corresponding to the level of danger. (In what follows, we use the terms \weight" and \cost" synonymously.) Multiple objectives may also be captured via this formulation: if the agent must reach his destination quickly, then the weight function will take into account both danger level and the time required to travel through each point. Note that this formulation subsumes the binary cost function of a basic environment with solid polygonal obstacles (cost = 1) and free space (cost = 0).
Formally, given a region R, we de ne a weight function w : R ! < + such that each point s 2 R has a corresponding positive weight w(s). The cost, or weight, of a path P R is de ned to be the integral of w over P. Optimal motion planning entails minimizing this path integral. To nd a minimum-cost path P R between two points on the boundary of R, one might guess that Dijkstra's shortest path algorithm 12] provides a natural solution. However, application of Dijkstra's algorithm relies on an implicit assumption that the solution can be cast as an ideal path, i.e., a path of zero width. The relevance of this caveat becomes clear when we consider our second extension to the basic formulationthe requirement of a robust path solution.
Due to errors in location, orientation and motion, a robot agent is never able to exactly follow a given prescribed path. A path is error-tolerant if the agent will not come to harm when it makes a small deviation from the path: in the above scenario, a path which requires the agent to tiptoe precisely between landmines is not as error-tolerant as a path which avoids mine elds altogether. With this in mind, we de ne a robust path to be one which maintains a prescribed minimum width (and which is thereby error-tolerant). This prescribed-width formulation also addresses the fact that robot agents are physical entities with physical dimensions: because physical agents do not occupy point locations in the environment, the minimum-cost path of zero width that is computed by a shortest-path algorithm may be infeasible (e.g., while an insect might easily exit a room through a barred window, a person cannot easily do so). In general, the optimum path for an agent of width d 1 cannot be obtained by simply widening or narrowing the optimum path for an agent of width d 2 .
We now establish the relationship between a prescribed-width path requirement and the concept of d-separation 19]. In the following, we use ball(x; d) to denote the closed ball of diameter d centered at x, i.e., the set of all points at distance d 2 or less from x. Our prescribed-width formulation, as well as the de nition below of the robust path planning problem, assumes that an agent is of circular shape. If the agent has a di erent shape, e.g., an arbitrary polygon, then our new d-PATH algorithm (Section 2.2) assumes that the agent width is equal to the width of its smallest circumscribing disk.
De nition: Given two disjoint subsets S and T of the boundary of a region R, a set of pointsP R is a width-d path between S and T if there exist s 2 S, t 2 T and a path P connecting s to t such that P x2P fball(x; d) \ Rg, i.e.,P contains the intersection of R with any disk of diameter d centered about a point of P.
Just as the path P between S and T will partition R into R l , R r , and P, the width-d pathP R between S and T also partitions R into three sets: (i) the set of points R l = ((R ?P) \ R l ) B l , that is, the union of the left boundary B l and all points in R that are to the left ofP; (ii) the set of points R r = ((R ?P) \ R r ) B r ; and (iii) the pointsetP itself. We now obtain the de nition of a d-separating path (see Figure 2 ):
De nition: Given two disjoint subsets S and T of the boundary of a region R, a set of points P R is a d-separating path between S and T if P is a width-d path such that any point of R l is distance d or more away from any point of R r . While our formulation speci es an arbitrary weight function that is integrated to yield path cost, in most practical situations the region is discretized relative to a given xed grid or sampling granularity (see, e.g., 7]). Thus, in the present work, we will assume a xed-grid representationR of the environment region R. With this discrete RMPP formulation, the cost of a path is de ned to be the sum of the weights of the nodes covered by the path. Similarly, the notion of d-separation also naturally extends to the discrete grid:
De nition: Given a region R, a discrete d-separating pathP in the gridded regionR is the subset of the gridpoints ofR that is contained in some d-separating path P in R (Figure 3 ). Intuitively, as the granularity quantum approaches zero the solution for the RMPPG instance will converge to the solution for the corresponding continuous RMPP instance. At this point, we observe that although RMPPG is a very natural problem formulation, it cannot be e ciently solved by traditional methods. In particular, e cient graph algorithms such as Dijkstra's shortest-path algorithm fail because the optimal d-separating path may self-intersect: when the shortest-path algorithm attempts to increment a path, it cannot determine how much of the increment should be added to the path cost (see Figure 4 ). 1 Figure 4 : An optimal path with non-zero width can intersect itself (in this example the center gap is too narrow to allow the path to pass through it); e cient shortestpath algorithms fail to solve the robust motion planning problem for such instances.
In the special case where the cost function is binary, Dijkstra's algorithm is applicable via the following well-known technique 25]: augment the environment by growing each obstacle (as well as the region boundary) isotropically by d 2 units, then set the weight of each node in the free area to some constant, while the weight of any node in an area covered by an obstacle is set to in nity. A minimum-cost prescribed-width path in such an augmented environment would correspond to the center P of the dseparating path P that we seek (Figure 2) . Unfortunately, this simple transformation fails for arbitrary weight functions: a general environment has no solid \obstacles" which can be \grown" in such a fashion. 1 Recall that in an n-node edge-weighted graph G = (V;E) with identi ed source v 0 2 V , the k th phase of Dijkstra's algorithm, k = 1;: :: ; n, nds another node v k for which the shortest pathlength d 0k in G is known; we know the optimum s-t pathlength when v k = t. Although the RMPPG formulation above assumes a node-weighted G, we may easily obtain an edge-weighted graph (for all v 2 V , add w(v) 2 to the weight of each edge incident to v) to which we may apply Dijkstra's algorithm. However, this transformation is correct only for computing the optimal zero-width path: Dijkstra's algorithm relies on the fact that d ij can never be strictly less than min k (d ik + d kj ), but this may not hold when paths have non-zero width, as shown in Figure 4 .
In fact, even in the case of a binary cost function, Dijkstra's algorithm may not be entirely suitable. Recall that our path cost model charges only once for each node covered by the path, re ecting the original motivation of minimizing the \path integral" of cost. Arguably, this is not unreasonable; for example, the cost of traversing a mine eld may be very large, but once the mined area is cleared, the hazard associated with a second visit is zero. Similarly, when a path is plowed through snow or when a road is paved, the work is proportional to the actual area plowed or paved. Given this path cost formulation, Dijkstra's algorithm cannot be applied since it requires xed edge costs. Figure 5 illustrates this, where for the path on the left it is appropriate to let the cost of the grid edge (y; z) beŵ(Z ?Z \Y ), where Y and Z are the sets of gridpoints in ball(y; d) and ball(z; d), respectively, and the weight function w is extended to sets of nodes, e.g.,ŵ(Z) = X z2Z w(z). However, this cost de nition can charge more than once for a single visited region depending on where the path previously visited ( Figure 5 , right), and therefore edge costs cannot be xed a priori. otherwise the cost of the small dark region will be charged twice.
To summarize, we see that the traditional Dijkstra-based obstacle-growing method fails to solve the robust motion planning problem for two reasons: (i) the the obstacle-growing transformation does not apply to general cost functions, and (ii) xed edge costs cannot be determined when the cost model charges exactly once for each node covered by the path. With this in mind, we now use a network ow approach to develop an e cient, optimal algorithm for the RMPPG problem.
A Network Flow Based Approach
To solve the robust motion planning problem in a grid, we use ideas from network ows in continua 21]. 2 For completeness of our exposition, we rst review several key concepts from the theory of network A ow in assigns to each arc a ij a value ij with the constraint that 0 ij c ij . An arc a ij is called saturated if ij = c ij . We insist on ow conservation at every node except s and t, and we require that the ow through each node n j does not exceed the capacity of that node: , the value of a maximum s-t ow is equal to the minimum capacity of any s-t cut. Moreover, the nodes and arcs of any minimum s-t cut are a subset of the saturated nodes and saturated arcs in some maximum s-t ow.
Recall our earlier observation that any s-t path will separate, i.e., cut, R l from R r . In particular, an inexpensive s-t path will correspond to an inexpensive cut between two appropriately chosen nodes s 0 2 We note that Mitchell 32] also extends the ideas of ows in continua, but in a very di erent way. The results in 32] develop a theory of ows in polyhedral domains, with a view to such practical applications as motion planning of many agents through a congested region (i.e., \rapid deployment"), the routing of multiple wires in a printed circuit board, etc. cut, it is natural for us to derive the desired s-t path via a maximum-ow computation in a network where capacities correspond to travel costs in R. The remainder of this section describes how we accomplish this.
To transform robust motion planning in a region R into an instance of network ow, we rst superimpose a mesh network topology over R, then assign node weights in this network according to the weighting function w : R ! < + . This yields a representation that corresponds to the underlying RMPPG instance.
We guarantee a robust path solution by ensuring that any separating node set in the mesh topology satis es the prescribed width-d requirement. Toward this end, we de ne the d-neighborhood of a node v in the mesh to be the set of all nodes at distance d or less units away from v, and we then modify the mesh topology by uniformly connecting each node to all other nodes in its d-neighborhood, where d is the prescribed path width. The resulting network is called a d-connected mesh, and has the property that no nodeset of width less than d is a d-separating set. An illustration of this construction for d = 2 is given in Figure 6 . We note that the concept of a d-neighborhood was rst investigated by Gomory and Hu 21]. respectively into a source and a sink, then connecting each to a contiguous set of nodes corresponding to part of the boundary of the original region R. This completes the transformation; Figure 7 gives a high-level illustration of the construction. Observe that up to this point, we have converted a motion planning instance into an undirected, node-capacitated (node-weighted) ow instance. However, network ow algorithms typically assume that the input is an arc-capacitated network (with in nite node capacities). Therefore, in order to use a standard maximum ow algorithm on our network, we must transform an instance having both node and arc capacities into an equivalent arc-capacitated maximum ow instance. To accomplish this, we use the of the resulting directed network will, when saturated, contribute the original node weight w(v) to the minimum cut value. This transformation is illustrated in Figure 8 20] . The overall size of the network increases by only a constant factor via this last transformation, i.e., the nal directed arc-capacitated network will have only 2jNj nodes and jNj + 2jAj arcs. Therefore, a maximum ow computation in the transformed network will be asymptotically as fast as in the original network.
Note that a maximum ow in the arc-capacitated transformed graph corresponds to a minimum arccut in the transformed graph (by the max-ow min-cut theorem), which in turn corresponds to a minimum node-cut in the original graph since the transformation preserves minimal cutset costs. Moreover, the \width" of the cut can be no less than d since, as discussed above, the connection of each node to all nodes in its d-neighborhood guarantees that any separating node set will have the prescribed width. A formal summary of our algorithm, which we call d-PATH, is given in Figure 9 . 
A Test Implementation
There are numerous algorithms for computing maximum ows in networks 1] 16] 21]. To demonstrate the viability of our approach, we have used an existing implementation of Dinic's network ow algorithm 18]. Starting with an empty ow, the Dinic algorithm iteratively augments the ow in stages; the optimal ow solution is achieved when no ow augmentation is possible. Each stage starts with the existing ow, and attempts to \push" as much ow as possible along shortest paths from the source to the sink in a residue network wherein each arc has capacity equal to the di erence between its original capacity and its current ow value. After the current ow has been thus augmented, newly saturated arcs are removed and the process iterates. Since there can be at most jNj ? 1 such stages, each requiring time at most O(jAj jNj), the total time complexity of the Dinic algorithm is O(jAj jNj 2 ).
If we have a total of jNj nodes in our mesh graph, the time complexity of the Dinic algorithm is O(jNj 3 ). In practice, more e cient ow algorithms are available 1]. For example, by using the network ow algorithm of 17], we obtain the following: 
Simulation Results
Our current d-PATH implementation uses ANSI C code to transform an arbitrary robust motion planning instance into a maximum-ow instance; we then use the Fortran-77 Dinic code of 18] to compute the ow, and invoke Mathematica 40] to draw the resulting path. We have tested our implementation on three classes of motion planning instances: uniformly weighted regions, environments with polygonal obstacles, and smooth randomly-costed terrains. For each of these input classes, the boundary of the region is a rectangle, and we look for a width-d path connecting s and t which are respectively in the top left and bottom right corners of the region. With each instance, we tested various values of d.
A uniformly weighted region has all node weights equal to the same constant. In such an instance we expect the solution path to resemble a straight line between s and t, with the straightness of the line improving as the mesh resolution and the width d both increase. Experimental results con rm this behavior.
Our test environments with polygonal obstacles are populated by polygons of random sizes, located throughout the region. Nodes in the clear areas are uniformly assigned a small constant weight, while nodes inside the obstacles have in nite weight. In such an environment, changing the prescribed width d may dramatically a ect the optimum path topology with respect to the obstacles, since long detours may be required in order to avoid narrow passages between objects. This phenomenon was indeed con rmed by our experiments, as illustrated in Figures 10 and 11 .
Finally, we tested our methodology on randomly-costed terrains, using a mesh resolution of 100 by 100 nodes and a range of d values. Each random terrain instance was generated as follows. All nodes in the mesh were initially assigned a weight of zero, except for a small random subset of the nodes which were each given a large random positive weight. Then, a weight redistribution step was iteratively used to increment each node's weight by a small random fraction of the total weight of its immediate neighbors until a smooth randomly-costed terrain was obtained. Figures 12 and 13 depict typical d-PATH output for the RMPPG problem in a random terrain. Regions of greater weight are denoted by darker shades, and regions of smaller weight are depicted by lighter densities. The optimum width-d path is highlighted in black.
We emphasize that even though the Dinic algorithm is not ideal for a mesh topology, typical running times used to generate and solve all of the above classes of instances are on the order of at most a few minutes on a SUN Sparc IPC (15.7 MIPS). We therefore conclude that our approach constitutes a viable new method for optimal robust motion planning in general terrains.
Conclusions and Open Problems
We have developed a polynomial-time algorithm which gives optimal solutions to the robust motion planning problem in a discretized environment. Our method is based on the duality between connecting paths and separating sets, and relies on a maximum-ow computation to nd a minimum-cost path of prescribed width in an arbitrarily weighted region. The accuracy of the solution with respect to the continuous version of the problem depends on the gridsize, which is intrinsic to the input. It should be noted that the underlying network topology does not necessarily have to be a mesh. In particular, our d-PATH approach easily applies to instances where the underlying grid resolution varies across the region, with more crucial areas of the region being represented more nely, and less important areas having coarser resolution in order to increase e ciency. Our method enjoys a number of additional generalizations and applications, including a higher-dimensional extension which solves a class of discrete instances of the Plateau problem on minimal surfaces 22] 23]. Chief among the future research goals is improvement of the time complexity of the network ow computation; substantial improvement is likely since the mesh is a highly regular and symmetric network that admits a concise representation. Additional research might also address more general path planning issues, such as (i) incorporation of kinematic and dynamic considerations, (ii) use of hierarchical approaches as a heuristic speedup, and (iii) addressing the case where the endpoints of the path are not necessarily on the boundary of the region. 
