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A comprehensive study is made of methods for resolving the volume conservation 
enforcement problem in the PLIC reconstruction of an interface in general 3D convex grids. 
Different procedures to bracket the solution when solving the problem using previous 
standard methods are analyzed in detail. A new interpolation bracketing procedure and 
an improved analytical method to ﬁnd the interface plane constant are proposed. These 
techniques are combined in a new method to enforce volume conservation, which does not 
require the sequential polyhedra truncation operations typically used in standard methods. 
The new methods have been implemented into existing geometrical routines described in 
López and Hernández [15], which are further improved by using more eﬃcient formulae 
to compute areas and volumes of general convex 2 and 3D polytopes. Different tests using 
regular and irregular cell geometries are carried out to demonstrate the robustness and 
substantial improvement in computational eﬃciency of the proposed techniques, which 
increase the computation speed of the mentioned routines by up to 3 times for the 3D 
problems considered in this work.
© 2016 The Authors. Published by Elsevier Inc. This is an open access article under the CC 
BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction
In a PLIC (piecewise linear interface calculation) scheme, the interface in each computational cell is represented by a 
plane (line in 2D), which can be expressed as
n · x+ C = 0, (1)
where n is the unit-length vector normal to the plane pointing to the reference material (hereafter, the reference material 
will be denoted as liquid), x is the position vector of a generic point on the plane and C is a constant (minimum distance 
from the interface plane to the origin of the coordinate system). In a PLIC VOF (volume of ﬂuid) method, to reconstruct the 
interface in each grid cell the unit vector n is usually determined ﬁrst from the gradient of the volume fraction distribution 
(an extensive review of the different numerical techniques used for this purpose can be found, for example, in [18,21]). 
Then, the constant C is determined so that the interface splits the polyhedral cell  (which in this work will be assumed 
to be convex), of volume V , into two polyhedral sub-cells of volumes F V and (1 − F )V , where F is the liquid volume 
fraction. This second problem will be referred to below as the volume enforcement problem. In this work, we only focus on 
this problem, assuming that vector n is given.
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correspond to the cell vertices where the curve changes its coeﬃcients. The liquid regions are depicted in gray.
Volume conservation enforcement involves the resolution of the following equation:
V (C) − VT = 0, (2)
where VT is the liquid volume in the cell, F V , and the function V (C) expresses the volume of one of the polyhedra 
(the one to which n points) resulting from truncation of the cell in terms of the constant C that deﬁnes the cutting 
plane. Inverting V (C) is not an easy task because, for a given cell geometry and interface orientation, V (C) can be a 
linear, quadratic or cubic function. As an example, Fig. 1 shows the case of a cubic cell of size 1 × 1 × 1 and a given 
interface orientation, for which V (C) has seven sections with different orders of dependence. The open circles on the curve 
correspond to six interface locations (C values), indicated at the top of the picture, for which the interface contains at least 
one cell vertex and the curve changes its behavior.
Different iterative and analytical methods have been proposed to solve the volume enforcement problem expressed by 
Eq. (2), which is usually divided into the following two steps:
1. The solution bracketing step, which basically consists of ﬁnding two bounds for the solution of Eq. (2), Cmin and Cmax, 
which correspond to the planes passing through the cell vertices on both sides of the interface that are closest to 
the interface plane, n · x + C = 0. The most common procedures determine whether each of the vertices is inside or 
outside the liquid region by successively truncating the polyhedral cell, , using cutting planes parallel to n · x = 0 and 
passing through the different cell vertices, before comparing the corresponding truncated volume with V T . This is done 
following a predeﬁned truncation sequence, or any other strategy such as those described in Section 2. In this work, 
we refer to a truncation as the operation that involves the intersection between the cell and a given plane, and the 
subsequent computation of the resulting liquid volume.
2. The ﬁnal calculation step to obtain the value of C , which can be solved iteratively using, for example, Brent’s method, 
or analytically, in an approach that increases the computational eﬃciency of the interface reconstruction method. In 
this work, an improved version of the analytical method proposed in [15], which can also be applied to general convex 
grids, is presented.
It should be emphasized that little attention has been paid to improve the computational eﬃciency of the solution bracket-
ing step, even though it tends to be the most time-consuming step, especially when the number of vertices of the polyhedral 
cell is large. In the tests presented in this work, the CPU time consumed by the bracketing step is seen to be as much as 
one order of magnitude higher than that of the ﬁnal calculation step, and, therefore, its reduction will signiﬁcantly improve 
the computational eﬃciency of the whole reconstruction method.
Rider and Kothe [18] solved the volume enforcement problem iteratively using Brent’s method [4]. Basically, each itera-
tion consists of estimating C , determining the corresponding truncation volume V (C) and comparing the resulting volume 
with VT . This process is repeated until the difference |V (C) − V T | reaches a prescribed tolerance. To achieve an eﬃcient 
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dure based on performing truncation operations with planes parallel to the interface passing through all vertices of the cell. 
Then, the initial guess for C is obtained as a linear average of Cmin and Cmax, and the ﬁnal solution is found iteratively as 
indicated above. The iterative approach used by Rider and Kothe [18] has been extensively used in industrial and academic 
codes because of its easy implementation, robustness and applicability to any mesh type. However, as will be shown in 
this work, its computational cost may be very high, mainly because of the great number of truncation operations required 
during the bracketing and ﬁnal calculation steps. More recently, Ahn and Shashkov [1] proposed an iterative approach for 
generalized polyhedral meshes based on secant and bisection methods, which does not require the expensive bracketing 
procedure used in [18].
To obtain a more eﬃcient solution, several authors solved the ﬁnal calculation step of the volume enforcement problem 
analytically. Gueyﬃer et al. [12] and Scardovelli and Zaleski [22] extended the approach proposed by Li [14] for square cells 
to orthogonal rectangular and hexahedral cells (a detailed description of the algorithms is given in [22]). They also used 
analytical formulae to bracket the solution. To this end, the cell vertices were ranked in an order based on the truncated 
liquid volumes, which, for orthogonal rectangular cells, is almost predetermined and can be obtained in a relatively straight-
forward way as a function of the interface orientation. Harvie and Fletcher [13] also proposed an analytic approach, valid 
for orthogonal rectangular cells, in which a series of logical steps to bracket the solution and an analytical method in the 
ﬁnal calculation step are used. Yang and James [25] used an analytical approach valid for triangular and tetrahedral cells.
For general grids, Dyadechko and Shashkov [9] proposed a 2D analytic volume enforcement technique, which can be 
applied, in the same way as the general iterative approach used in [18], to arbitrary polygonal cells in planar geometries. To 
this end, these authors used a trapezoidal decomposition of the cell together with a sequential bracketing of the solution. 
This bracketing requires the construction of a list of vertices ranked in an order based on the truncated liquid volumes, as in 
[12,22]. Because of the monotonic variation of V (C), the ordering of vertices can be made in a relatively easy and eﬃcient 
way from the distance of each vertex to the plane parallel to the interface and passing through the origin of the coordinate 
reference. Using this list (in ascending or descending order, depending on the value of the volume fraction in the cell), the 
solution bracket can be obtained without the need to perform truncation operations through all the cell vertices. Then, the 
ﬁnal solution for C is obtained by linear or quadratic interpolation. Anbarlooei and Mazaheri [2] extended the technique 
proposed in Dyadechko and Shashkov [9] to axisymmetric geometries.
The ﬁrst analytical approach valid for general convex grids in both two and three dimensions was proposed by López and 
Hernández [15]. They used an improved bracketing procedure based on a centered sequential search for cells with a total 
number of vertices I p ≤ 8 and a binary searching otherwise, and proposed an analytical method to solve the inverse problem 
C = C(VT ). More recently, Diot et al. [6] proposed an eﬃcient approach for general 2D and axisymmetric geometries, which 
is based on using an analytical formula for both the bracketing and ﬁnal calculation steps of the volume enforcement 
problem, as in [12,22]. The main difference with the 2D version of the method proposed in [15] lies in the way the areas 
of the truncated polygons are calculated in the bracketing step. In [6], the cell is decomposed into trapezoidal elements and 
the areas of the successively truncated polygons are computed in an additive way from the trapezoids areas, for which an 
exact formula is proposed, whereas in [15] the whole area of every truncated polygon is computed, regardless of whether 
or not it contains subpolygons of previously computed areas. The 2D method proposed in [6] was extended to 3D in a paper 
published just before the present work was submitted [7].
In this work, we ﬁrst analyze in detail the eﬃciency of different bracketing procedures and propose an improved version 
of the approach proposed in López and Hernández [15] to solve the volume enforcement problem. The proposed method, 
which can be applied to general convex grids, is based on coupling a new interpolation bracketing procedure with an 
improved ﬁnal calculation step based on a quadrilateral decomposition and a 2D projection of each polyhedron face.
The structure of this work is as follows. Section 2 shows a detailed analysis of the most common bracketing procedures 
used in standard volume conservation enforcement methods. The proposed interpolation bracketing procedure is described 
in Section 2.2.4. Section 3 presents the improved version of the analytical method for the ﬁnal calculation step proposed 
in López and Hernández [15]. Finally, the new coupled procedure for volume conservation enforcement is proposed in 
Section 4. A detailed assessment of the performance of all the proposed methods for a great variety of numerical situations 
is carried out in Section 5.
2. Bracketing procedure
2.1. Standard non-sequential bracketing (SNSB)
This procedure, used by Rider and Kothe [18], involves truncating the polyhedral cell  by cutting planes passing through 
all its I p vertices (n · x = φ0ip = n · xip , ip = 1, . . . , I p) and comparing the corresponding truncated volumes, V ip , with the 
reference volume, VT . The sections of V (C) are numbered consecutively, as in Figs. 1 and 2(a), and the number of the 
section that contains the ﬁnal solution for the constant C is assigned to index k f , which coincides with the number of 
vertices inside the liquid region (for example, k f = 4 in the case of Fig. 2) and which we will call the lower bracketing 
index.
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by n ≡ (−1, 0, 0). The liquid regions are depicted in gray. The ﬁlled and empty circles correspond, respectively, to vertices inside and outside the liquid 
region.
2.2. Sequential bracketing procedures
The SNSB procedure is very ineﬃcient due to the large number of truncation operations required (order of O(I p)), and 
is therefore usually replaced by other bracketing procedures, based on a sequence of truncation operations, such as those 
described in the following subsections. In all of them, a list of the I p cell vertices, ordered from lower to higher volumes, 
Vk , resulting from cell truncation by cutting planes passing through them (k = 1, . . . , I p) is constructed. Then, the upper and 
lower bracketing values of index k, kmax and kmin, respectively, which satisfy Vkmin ≤ VT < Vkmax , are successively adjusted 
using different search strategies until kmax − kmin reaches unity. Then, kmin is assigned to the ﬁnal lower bracketing index, 
k f , which coincides, as mentioned above, with the number of the section of V (C) that contains the ﬁnal solution for the 
constant C . The initial guess values for kmin and kmax are set to 1 and I p , respectively.
Following the idea of Dyadechko and Shashkov [9], one possibility is to order the vertices from higher to lower signed 
distance (φ0 = n · xip ) to the plane n · x = 0 (see, e.g., Fig. 2(b)). The use of the auxiliary variable φ0, which is easier and less ip
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(b) Inverted truncation, where Vk is obtained as V − V ∗k .
time-consuming to compute than the truncated volume, provides an eﬃcient way to ﬁnd the bounds of the solution because 
the truncated volume, Vk , resulting from truncation of the cell by the cutting plane n · x = φ0k , decreases monotonically with 
increasing distance φ0k (φ
0
k = −Ck). If L(k) = ip gives the global vertex index ip corresponding to index k of the ordered list 
of φ0ip values, vertices xL(k=1,...,k f ) and xL(k=k f +1,...,I p) , where k f is the lower bracketing index deﬁned above, are located 
inside and outside the liquid region, respectively, and therefore xL(k f ) and xL(k f +1) determine the solution bracket.
When (k − 1) > (I p − k), it is more eﬃcient to calculate the volume Vk from an inverted truncation,
Vk = V − V ∗k , (3)
where V ∗k is the volume of the polyhedron resulting from truncation that is on the side of the cutting plane away from 
which n points, which has a lower number of vertices than the polyhedron on the other side (in the example of Fig. 3, three 
and six vertices are involved in the computation of volumes V ∗k and Vk , respectively, of the corresponding polyhedra). An 
analysis of the reduction in CPU time achieved with this modiﬁcation, which can be applied to all the bracketing procedures 
described below, will be presented in Section 5.
2.2.1. Standard sequential bracketing (SSB)
In this procedure, the polyhedral cell  is sequentially truncated by planes n · x − φ0L(k) = 0 passing through vertices 
from k = 2 to I p − 1 if F ≤ 0.5 or k = I p − 1 to 2 if F > 0.5, and the resulting truncated volumes, Vk , are determined; note 
that truncation by cutting planes passing through vertices xL(k=1) and xL(k=I p) is not necessary since the corresponding 
truncated volumes are implicitly known to be 0 and V , respectively. After each truncation operation, the index k is assigned 
to kmax if VT < Vk , or to kmin if VT ≥ Vk .
Note that the average number of required truncation operations is a quarter (O(I p/4)) of those required by the SNSB 
procedure (or half when the sequential truncating order, either ascending or descending, is ﬁxed regardless of the volume 
fraction in the cell). However, there are situations in which the above criterion for choosing the truncation order fails to 
reduce the number of operations. This occurs, for example, in the case of the pentagonal cell of Fig. 2 with a volume fraction 
F = 0.3, for which the resulting sequence of vertices would be 5, 2 and 4; in this case, three truncation operations would be 
necessary, whereas only one truncation operation (that corresponding to vertex 4) would suﬃce if the opposite truncation 
order were chosen. These situations are better handled using any of the sequential bracketing procedures described below.
2.2.2. Centered sequential bracketing (CSB)
López and Hernández [15] proposed the following modiﬁcation of the SSB procedure to search for the k f value. The ﬁrst 
cutting plane considered is that passing through the vertex corresponding to the central value of index k,
kc = INT[(I p + 1)/2]. (4)
Depending on the resulting truncated volume, Vkc , the truncating sequence continues in ascending (if V T ≥ Vkc ) or de-
scending (if VT < Vkc ) order. Thus, once the central index kc has been assigned to kmax or kmin, the cutting planes passing 
through vertices with the preceding (kmax − 1) or subsequent (kmin + 1) index values, respectively, are used to obtain the 
next truncated volume. Note that in the example of Fig. 2, only two truncation operations (by cutting planes passing through 
vertices ip = 2 and 4) are needed to bracket the solution.
Care is necessary when I p is even and so the value given by Eq. (4) is off-center. This produces a non-symmetric 
behavior of the number of truncation operations required, NT , as a function of the liquid volume fraction V T /V (see, for 
example, Fig. 4(a)), which obviously tends to be less signiﬁcant as I p increases. To avoid this non-symmetric behavior for 
J. López et al. / Journal of Computational Physics 316 (2016) 338–359 343Fig. 4. Average number of truncation operations when the CSB procedure is applied to the quadrangular cell of Fig. 13(b), using (a) Eq. (4) and (b) Eq. (5)
for the initial value of k, as a function of the liquid volume fraction, VT /V .
an even number of cell vertices and to improve the eﬃciency of the CSB procedure, the following modiﬁcation of Eq. (4) is 
proposed:
kc = INT[(I p + 1+χ)/2], (5)
with
χ = INT (VT /V + 0.5)MOD
[
(I p + 1)/2
]
,
where MOD
[
(I p + 1)/2
]
provides the remainder when I p + 1 is divided by 2. Note that Eq. (5) is equivalent to Eq. (4) when 
I p is odd or the liquid volume fraction is lower than 0.5. It can be observed from Fig. 4(b) that using Eq. (5) to determine 
the value of k corresponding to the ﬁrst cutting plane produces almost symmetrical results.
2.2.3. Binary bracketing (BB)
Another alternative procedure proposed by López and Hernández [15] to search for the k-index value k f is based on 
selecting the plane passing through the vertex with a k-index value
kc = INT[(kmax + kmin)/2] (6)
as the cutting plane used to obtain the next truncated volume Vkc , rather than following a monotonic sequence. Note that 
kmax − kmin is halved after each iteration, and it is easy to demonstrate that the number of truncation operations needed to 
bracket the solution is in the order of O(log2 I p).
In the example of Fig. 2, as in the CSB procedure, two truncation operations (corresponding to ip = 2 and 4) are required 
by the binary bracketing procedure to bracket the solution.
To avoid the non-symmetric behavior described in the previous section, we propose replacing Eq. (6) by the following 
expression:
kc = INT[(kmax + kmin + χ)/2], (7)
where
χ = INT (VT /V + 0.5)MOD [(kmax + kmin)/2] .
2.2.4. Proposed interpolation bracketing (IB)
The proposed procedure is based on selecting the position of the cutting planes by using a linear interpolation from the 
volumes Vmax and Vmin corresponding to the bounds given by the iteratively adjusted indices kmax and kmin, respectively. 
Although the curve V (C) may not be linear but quadratic in 2D and quadratic or cubic in 3D, a relatively good approxi-
mation of the ﬁnal interface plane position can be obtained from linear interpolation (see the example of Fig. 5, where the 
interpolated position is represented by an open square and the exact position by a cross). The procedure begins assuming 
kmin = 1, Vmin = 0, kmax = I p and Vmax = V as initial guesses. Then, the following linear interpolation is made:
φib = φ0L(kmin) −
(
φ0L(kmin) − φ0L(kmax)
) VT − Vmin (8)
Vmax − Vmin
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respectively, to cell vertices inside and outside the liquid region.
and the plane which passes through the vertex with the ordered index k from 2 to I p − 1 whose φ0L(k) value is closest to 
φib , is selected to obtain the next truncated volume Vk .
Peterson [17] also used linear interpolations to search for an index of a record ordered according to known values in 
ascending or descending sequence. The number of iterations needed by this procedure is in the order of O(log2(log2(I p)))
[8]. However, the main difference with the procedure proposed in this work is that the volume values of the ordered record 
are unknown a priori and must be determined during the searching procedure by truncation operations or, as will be seen 
in Section 4, analytically.
Applying the IB procedure to the case of Fig. 2 yields the following initial interpolated value, obtained from Eq. (8):
φib = φ01 − (φ01 − φ03) × 0.3 = −0.3.
Then, the vertex with index k = 4 (ip = 4), whose value φ04 = −0.16 is closest to φib (see Fig. 5), is selected to obtain the 
next truncated volume Vk . This volume satisﬁes the condition V T ≥ Vk , and therefore kmin = 4. Since kmax − kmin = 1, the 
ﬁnal bracket index k f is equal to 4. Therefore, only one truncation operation is required in this case.
3. Analytical method to determine the interface position
An improvement to the analytical method proposed in [15] to relate the volume occupied by the liquid within the 
polyhedral cell  with the position of the interface plane is presented in this section.
The analytical relations obtained by López and Hernández [15] were deduced from the following formula for the volume 
of a polyhedron of J faces [23]:
V = 1
3
J∑
j=1
[(
n j · x j,1
)
n j · A j
]
, (9)
where the vector area A j of face j, with I j vertices, was obtained from Goldman’s classical formula [11]
A j = 12
I j∑
i=1
(
x j,i × x j,i+1
)
(10)
(subscript i + 1 must be replaced by 1 for i = I j), n j is the unit-length vector normal to face  j (pointing outwards 
from the polyhedron) and x j,i is the position vector of the counterclockwise (viewed from outside the polyhedron) ordered 
vertex i of face  j (Fig. 6 shows an example with the arrangement of polyhedron vertices using the global vertex index, ip , 
assigned to every index i of face j (x j,i ≡ xip )).
3.1. Quadrilateral decomposition
A more eﬃcient formula can be obtained for the vector area by using the following quadrilateral decomposition of each 
polyhedron face [10]:
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Fig. 7. Quadrilateral decomposition of a face. (a) Case with even number of vertices (ξ = 0 in Eq. (11)). (b) Case with odd number of vertices (ξ = 1 in 
Eq. (11)). The vectors involved in the cross products of Eq. (11) have been drawn. The quadrilaterals (and the triangle 1̂67 in the case with odd number of 
vertices) resulting from the decomposition of the polygonal face are depicted with different levels of gray.
A j = 12
h j+1∑
i=2
[(
x j,2i−1 − x j,1
)× (x j,2i − x j,2i−2)]
+ ξ j
2
(
x j,I j − x j,1
)× (x j,1 − x j,I j−1) ,
(11)
where h j = INT[(I j −2)/2] and ξ j is 0 if I j is even (Fig. 7(a)) and 1 otherwise (Fig. 7(b)). Note that this formula reduces the 
number of cross products by a factor of around two (3 cross products in the cases of Fig. 7), which substantially improves 
the computational eﬃciency with respect to the standard Eq. (10) (eight and seven cross products in the cases of Figs. 7(a) 
and 7(b), respectively).
3.2. Projection to 2D
Besides introducing the quadrilateral decomposition of Section 3.1, the computational eﬃciency in 3D problems of the 
analytical method presented in Section 3.3 can be further improved by calculating the signed area of the polygonal face  j
of the polyhedral cell as
n j · A j = Pa(A j)
n j,a
, (12)
where Pa is the operator that gives the scalar projection of A j onto the coordinate axis, a, on which n j has the component 
with the largest absolute value, |n j,a| = max(|n j,x|, |n j,y |, |n j,z|) [24].
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Introducing Eq. (12) into Eq. (9), the polyhedron volume can be expressed as
V = 1
3
J∑
j=1
[(
n j · x j,1
) Pa(A j)
n j,a
]
. (13)
Note that a cross product operation in 3D involves six multiplications and three additions, whereas in the projection space, 
where a coordinate axis is ignored, this operation reduces to two multiplications and one addition. As an example of the 
improvement in computational eﬃciency, the CPU time consumed in the computation of the volume of a hexahedral cell 
using Eq. (13) in combination with the quadrilateral decomposition of Eq. (11) was found to be around three times lower 
than that consumed when Eqs. (9) and (10) were used.
3.3. Proposed analytical expression
In this section a new analytic expression that relates the volume of the polyhedron occupied by the liquid (liquid poly-
hedron), VT , with the constant C of the interface plane is deduced from Eq. (13).
Since the unit-length vector normal to each face of the polyhedron in Eq. (13) is chosen to point outwards from the 
polyhedron, the plane containing the new face c of the liquid polyhedron will be given by nc · x+Cc = 0, with nc = −n
and Cc = −C . Let us denote by xc,i the position vector of vertex i of the new face c of the liquid polyhedron (i = 1, . . . , Ic , 
where Ic is the number of vertices of c, marked with cross symbols in Figs. 8 and 9), and by xoutc,i and x
in
c,i the position 
vectors of vertices (marked with open and solid circles, respectively) of the edge Li (i = 1, . . . , Ic) of the original polyhedron, 
, passing through point xc,i (in the case of Fig. 8, vertices ip = 1 and 2, and ip = 5 and 4 deﬁne edges L1 and L2, 
respectively, which intersect c at xc,1 and xc,2, and similarly for the case of Fig. 9). The position vector xc,i can be expressed 
analytically as
xc,i = x0c,i + βc,iCcec,i, (14)
where βc,i = −1/(nc · ec,i), ec,i = (xoutc,i − xinc,i)/|xoutc,i − xinc,i | and x0c,i is the position vector of the intersection point between 
edge Li and the plane deﬁned by nc · x = 0 (parallel to c and passing through the origin of the coordinate system), which 
may be expressed as
x0c,i = xinc,i + βc,i
(
nc · xinc,i
)
ec,i . (15)
The vertices of the liquid polyhedron (those of the original polyhedron with φ > 0, denoted by a solid square and solid 
circles in Figs. 8 and 9, and those of the new face deﬁned by Eq. (14), denoted by cross symbols) are ordered using the 
procedure proposed in [15]. Then, introducing the position vectors of vertices given by Eq. (14) and the rest of the liquid 
polyhedron vertices into Eq. (13), the following analytical expressions can be obtained for 2D and 3D.
In a 2D problem,
α2C
2
c + α1Cc + α0 = 2VT , (16)
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where
α2 = −
(
n⊥2 · n1
)
βc,1βc,2,
α1 = −2
(
C2βc,2 + C1βc,1
)
,
α0 = −
(
nc · xinc,1
)
C1βc,1 −
(
nc · xinc,2
)
C2βc,2
+
h+1∑
i=2
[(ψ2i−1x2i−1 − ψ1x1) × (ψ2ix2i − ψ2i−2x2i−2)]
+ ξ (ψIxI − ψ1x1) × (ψ1x1 − ψI−1xI−1) ,
where h = INT[(I p − 2)/2], ξ is 0 if I p is even and 1 otherwise, and ψi = 1∀i|φi > 0 and 0 otherwise. Subscripts 1 and 2 in 
, xinc and βc refer to the edges of the original polygon intersected by c, deﬁned by n1 · x+ C1 = 0 and n2 · x+ C2 = 0, 
respectively, and are chosen so that all the vertices of the truncated polygon with positive φ values can be followed in 
counterclockwise order from xinc,1 to x
in
c,2, so that n
⊥
1 = −ec,1 and n⊥2 = ec,2.
In a 3D problem,
α3C
3
c + α2C2c + α1Cc + α0 = 6VT , (17)
with
α3 = − Pa(Mc)
nc,a
,
α2 = − Pa(Lc)
nc,a
−
∑
j
Pa(M j)
n j,a
C j,
α1 = − Pa(Kc)
nc,a
−
∑
j
Pa(L j)
n j,a
C j,
α0 = −
∑
j
Pa(K j)
n j,a
C j,
where the summations are extended over all the faces of the truncated polyhedron, except face c. In the above expressions, 
C j = −n j · x j,1,
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√
3, −1/√3, −1/√3). The changes in the coeﬃcients of 
Eq. (17) (indicated on the top of the picture for each curve section), which occur when the interface plane passes through the cell vertices, are marked 
with open circles.
K j =
h j+1∑
i=2
[(
x0j,2i−1 − x0j,1
)
×
(
x0j,2i − x0j,2i−2
)]
+ ξ j
(
x0j,I j − x0j,1
)
×
(
x0j,1 − x0j,I j−1
)
,
(18)
L j =
h j+1∑
i=2
[(
x0j,2i−1 − x0j,1
)
× (E j,2i − E j,2i−2)− (x0j,2i − x0j,2i−2)
× (E j,2i−1 − E j,1)]+ ξ j [(x0j,I j − x0j,1)× (E j,1 − E j,I j−1)
−
(
x0j,1 − x0j,I j−1
)
× (E j,I j − E j,1)] ,
(19)
M j =
h j+1∑
i=2
[(
E j,2i−1 − E j,1
)× (E j,2i − E j,2i−2)]
+ ξ j
(
E j,I j − E j,1
)× (E j,1 − E j,I j−1) ,
(20)
where E j,i = β j,ie j,i . For vertices that do not belong to face c, x0j,i = x j,i and E j,i = (0, 0, 0).
As an example, Fig. 10 shows the liquid volume as a function of the position of an interface plane with orientation given 
by n = (−1/√3, −1/√3, −1/√3), for the tetrahedral cell of Fig. 13(e). The changes in the values of the α coeﬃcients in 
Eq. (17) (indicated for each section of the curve on the top of the ﬁgure) occur for C values corresponding to interface 
planes that pass through the cell vertices (points marked with open circles).
When the number of vertices inside the liquid region is higher than outside, it may be more eﬃcient to ﬁnd the constant 
C by solving the inverse problem C = C(V T ), considering VT = (1.0 − F )V rather than F V , and the interface orientation 
given by −n rather than n.
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The procedure proposed in the present work for volume conservation enforcement combines the following two methods, 
as presented in previous sections:
1) The interpolation procedure proposed in Section 2.2.4 to determine a tentative lower bracketing index value, k f , ob-
tained from an estimate, given by Eq. (8), of the section of the curve V (C) where the ﬁnal solution to the problem is 
located.
2) The analytical method proposed in Section 3.3 to calculate the volume truncated by a plane of constant C , V (C), which 
is used to calculate the volumes corresponding to the bounds of the tentative V (C) curve section in the bracketing step, 
and to solve the inverse problem C(V T ).
Below, this method will be referred to as the Coupled Interpolation-Bracketed Analytical Volume Enforcement (CIBRAVE) 
method.
The proposed method basically consists of the following steps. First, a tentative lower bracketing index value, k f , which 
satisﬁes the condition φ0L(k f ) > φib > φ
0
L(k f +1) is obtained, where φib is determined from the interpolation of Eq. (8). The 
initial values for kmin and kmax in Eq. (8) are, respectively, 1 and I p , and for volumes Vmin and Vmax, 0 and V . Then, it is 
veriﬁed whether the condition
VTmax > VT ≥ VTmin (21)
is satisﬁed or not, where VTmax and VTmin are the volumes occupied by the liquid inside the polyhedral cell  when 
the interface plane passes through the vertices corresponding to bounds k f and k f + 1, respectively. These volumes are 
determined using the analytical expressions given in Section 3.3 as
VTmin =
1
2
(
α2C
2
k f
+ α1Ck f + α0
)
, (22)
and
VTmax =
1
2
(
α2C
2
k f +1 + α1Ck f +1 + α0
)
(23)
in a 2D problem, and
VTmin =
1
6
(
α3C
3
k f
+ α2C2k f + α1Ck f + α0
)
, (24)
and
VTmax =
1
6
(
α3C
3
k f +1 + α2C2k f +1 + α1Ck f +1 + α0
)
(25)
in a 3D problem, where Ck f = φ0L(k f ) and Ck f +1 = φ0L(k f +1) .
If the condition of Eq. (21) is satisﬁed, the ﬁnal solution is correctly bracketed and Eq. (16) in 2D or Eq. (17) in 3D 
can be solved for Cc using the last available α coeﬃcients. If not, Eq. (8) is applied again by making kmin = k f + 1 and 
Vmin = VTmax if VT ≥ VTmax or kmax = k f and Vmax = VTmin if VT < VTmin , and the process is repeated until the condition of 
Eq. (21) is satisﬁed.
Figs. 11(a) and (b) show, respectively, the ﬂow diagrams of (a) existing analytical methods used to solve the volume 
conservation enforcement problem, in which the bracketing step is uncoupled from the ﬁnal step in which the inverse 
C = C(VT ) problem is solved, and (b) the more eﬃcient coupled method (CIBRAVE) proposed in the present work. The main 
advantage of the latter is that the volume bounds V Tmax and VTmin can be obtained without the need to perform any of the 
sequential truncation operations required by the existing methods that use any of the bracketing procedures described in 
Section 2. Another advantage is that, once the condition of Eq. (21) is satisﬁed, the coeﬃcients of the analytical expressions 
of Eqs. (22) to (25) determined in the bracketing loop can be reused in the ﬁnal step to ﬁnd the solution for C . It should be 
pointed out that, on average, the CPU time consumed in the calculation of the α coeﬃcients is around 1.7 times the CPU 
time needed to make a truncation operation (polyhedron intersection by a plane and computation of the resulting truncated 
volume) for the cases considered in this work.
For the case of Fig. 2, the ﬁrst application of Eq. (8) yields φib = −0.3, a value which is between φ0L(4) = −0.16 and 
φ0L(5) = −1.0 (see Fig. 5) and satisﬁes the condition of Eq. (21). Therefore, only one determination of the α coeﬃcients is 
required to solve the volume enforcement problem. Fig. 12 shows a more complex example for an individual cell of the 
Voronoi grid presented in Section 5.2 with 18 faces and 32 vertices. The ﬁgure represents the liquid volume as a function 
of C = −φ0 for an interface orientation given by n ≡ (1/√3, 1/√3, 1/√3). For a case with VT /V = 0.35, the ﬁrst value 
of φib obtained from the interpolation of Eq. (8) belongs to a section of the curve (ﬁrst tentative bracketing) that does not 
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Fig. 12. Example of determination of the solution bracket using the proposed IB procedure, for a polyhedral complex cell, an interface orientation given by 
n ≡ (1/√3, 1/√3, 1/√3) and a liquid volume fraction VT /V = 0.35.
contain the exact solution. A second interpolation produces a value of φib which is located within the curve section (ﬁnal 
bracketing) that contains the exact solution. Therefore, only two calculations of the α coeﬃcients of Eq. (17) are required 
for this case. Obviously, when using the standard uncoupled method of Fig. 11(a) only one calculation of the α coeﬃcients 
is required, but several truncation operations are needed during the bracketing step (32, 14, 3, 5, and 3 for the SNSB, SSB, 
CSB, BB and IB procedures, respectively), which increases the required CPU times. A detailed analysis of the computational 
eﬃciency of the different methods is given in the next section.
5. Assessment of the proposed methods
We consider the reconstruction of an interface in single cells of different geometries and the reconstruction of a spherical 
interface in an irregular Voronoi grid. All the methods were implemented in Fortran and compiled using the Intel (ifor) 
compiler with the -O0 option to avoid automatic vectorization, and the test cases were run on a workstation with a 
2.2 GHz Intel Core i7-4702HQ processor. It should be pointed out that the relative differences in the CPU time consumed by 
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(h) dodecahedron.
Fig. 14. Average number of truncation operations in the bracketing procedure, NT , when the standard method of Fig. 11(a) is used, and average number of 
calculations of the α coeﬃcients, Nα , when the proposed CIBRAVE method of Fig. 11(b) is used, as a function of the number of cell vertices.
the different methods may vary depending on the computer, compiler or intrinsic function library used, and therefore the 
CPU times presented in this section must be taken as a qualitative guideline rather than an exact reference.
5.1. Interface reconstruction in single cells
Different regular and irregular cell geometries are considered. In 2D, the non-regular cells used by Diot et al. [6] in 
their numerical tests – a triangle (Fig. 13(a)), a quadrangle (Fig. 13(b)) and a hexagon (Fig. 13(d)), and the pentagon of 
Fig. 13(c) – are tested. In 3D, a tetrahedron (Fig. 13(e)), a hexahedron (Fig. 13(f)) and the highly complex cell of Fig. 12(a) 
are considered. All these 2D and 3D geometries are representative of the types of cells that may appear in unstructured 
grids. The icosahedral (Fig. 13(g)) and dodecahedral (Fig. 13(h)) cells used by López and Hernández [15] are used to complete 
the analysis. The coordinates of cell vertices and the connectivity between them for all the considered cell geometries can 
be found in the supplied routines [26]. Unless otherwise stated, the CPU times presented in this section are relative to that 
consumed for the triangular cell.
The performance of the different bracketing procedures considered in this work is analyzed ﬁrst. Fig. 14 shows the 
average number of truncation operations, NT , required by the different procedures described in Section 2 in the bracketing 
step of the standard method of Fig. 11(a), as a function of the total number of cell vertices, I p . The ﬁgure also includes the 
average number of times the α coeﬃcients of Eqs. (16) and (17) are calculated, Nα , when the proposed CIBRAVE method of 
Section 4 (Fig. 11(b)) is used (obviously, only one calculation of the α coeﬃcients is required when the standard method of 
Fig. 11(a) is used). These values were obtained for a number of 106 random combinations of the volume V T and interface 
orientation for each cell geometry. Curves that approximately match the results are also included in the ﬁgure. Note that the 
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Average CPU time consumed by the different bracketing procedures for different cell geometries, relative to that consumed 
by the IB procedure for a triangular cell.
Cell type Bracketing procedure
SNSB SSB CSB BB IB
2D
Triangle (I p = 3) 2.17 0.92 0.94 0.94 1.00
Quadrangle (4) 3.57 1.49 1.51 1.54 1.58
Pentagon (5) 5.19 2.05 2.27 2.28 1.95
Hexagon (6) 7.10 2.63 2.51 2.56 2.38
3D
Tetrahedron (4) 12.07 6.55 6.61 6.57 6.52
Hexahedron (8) 47.23 18.97 16.73 20.06 14.62
Icosahedron (12) 183.06 60.49 53.24 57.20 36.28
Dodecahedron (20) 290.29 85.13 65.03 60.99 36.40
Complex cell (32) 714.64 214.53 154.85 104.19 59.59
Table 2
Average CPU time consumed by different bracketing procedures and cell geometries when the 
inverted truncation procedure described in Section 2.2 is not used, relative to the CPU time 
consumed when inverted truncation is used.
Cell type Bracketing procedure
SSB CSB BB IB
Hexahedron (I p = 8) 1.08 1.07 1.05 1.06
Icosahedron (12) 1.13 1.06 1.06 1.06
Dodecahedron (20) 1.08 1.04 1.03 1.06
number of truncation operations is lowest in the proposed IB procedure, while the difference with respect to the number 
required in other procedures increases with I p . As expected, for the triangular cell only one truncation operation is required 
in all the bracketing procedures except for SNSB, for which three truncations are required (note that for the bracketing 
procedures that use the list of ordered vertices L(k) = ip , the truncated volumes for the index values k = 1 and 3 are known 
a priori, and therefore only one truncation operation through the intermediate ordered vertex is needed). Also, note that the 
improvement of the BB procedure with respect to SSB only begins to be noticeable for suﬃciently high values of I p (note 
that log2(I p) <
1
4 I p + 1 for I p > 8). It can also be observed that the average number of times that the α coeﬃcients need 
to be computed in the proposed CIBRAVE method is generally below 2 (and, as expected, always lower than the number of 
truncation operations required in the IB procedure), a fact which, as shown below, produces a substantial reduction in the 
CPU time consumed.
Table 1 shows the average CPU time consumed by the different bracketing procedures for all the cell geometries consid-
ered, relative to that consumed by the interpolation bracketing procedure for a triangular cell. Note that, due to the lower 
number of truncation operations it requires, the proposed IB procedure is clearly the most eﬃcient method for cells with 
I p ≥ 6. Also, note that the differences between the CPU times consumed by the IB and the other procedures increase as I p
increases, a behavior similar to that of NT with respect to I p observed in Fig. 14. For cells with I p < 6, the CPU times shown 
in Table 1 are roughly the same for all the bracketing procedures except SNSB, since, in most cases, they only require one or 
two truncation operations. For the complex cell, the proposed IB procedure is one order of magnitude faster than SNSB, and 
between two and four times faster than the rest of the bracketing procedures, which represents a substantial improvement 
in computational eﬃciency.
To evaluate the increase in computational eﬃciency achieved by using the inverted truncation described in Section 2.2
in the bracketing procedure, the above tests were run for some cell geometries without this option. Table 2 presents the 
CPU time consumed by the different bracketing procedures (SSB, CSB, BB and IB) using the conventional truncation relative 
to that consumed when using the inverted truncation. The effectiveness of the inverted truncation to reduce the CPU time 
required by the bracketing procedure is evident in the table. It can also be observed that the inverted truncation is most 
advantageous for the SSB procedure, in which the sequential search for k f begins, if F > 0.5, at the extreme vertex k = I p −1
of the ordered list, where the inverted truncation is most effective.
The computational eﬃciency of the standard and proposed methods for volume conservation enforcement (outlined in 
Figs. 11(a) and (b), respectively) is compared in Table 3, which shows the relative CPU times consumed for different cell 
geometries. The results for the standard method were obtained using the different procedures described in Section 2 for 
the bracketing step. Note that the comments made above on the results of Table 1 for the bracketing step of the standard 
method are also applicable to the corresponding results of Table 3 for the whole method. It can also be seen from this table 
that the CPU times required by the proposed CIBRAVE method are lowest in all cases. On average, the proposed method is 
around 50% faster than the standard method with the proposed IB procedure, which represents a substantial improvement 
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Average relative CPU time consumed by the standard method of Fig. 11(a) with different bracketing procedures 
and the proposed CIBRAVE method of Fig. 11(b), for different cell geometries.
Cell type Standard method with Proposed 
CIBRAVE methodSNSB SSB CSB BB IB
2D
Triangle (I p = 3) 1.61 1.25 1.25 1.24 1.25 1.00
Quadrangle (4) 2.14 1.55 1.59 1.55 1.58 1.14
Pentagon (5) 2.80 1.80 1.86 1.85 1.76 1.24
Hexagon (6) 3.41 2.06 2.01 2.06 2.00 1.38
3D
Tetrahedron (4) 8.06 6.17 6.21 6.25 6.21 4.61
Hexahedron (8) 26.17 13.46 12.62 13.97 11.82 7.54
Icosahedron (12) 98.49 41.30 37.99 39.75 30.04 18.80
Dodecahedron (20) 136.63 49.92 42.35 40.17 28.10 18.39
Complex cell (32) 305.73 107.07 85.38 63.97 42.24 28.28
in computational eﬃciency. Also note that the proposed method can be up to one order of magnitude faster than the 
standard non-sequential bracketing (SNSB) procedure.
In order to evaluate the relative CPU time consumed by the different steps of the standard and proposed volume con-
servation enforcement methods, Figs. 15 and 16 show, for different cell geometries, the partial CPU times corresponding to 
the construction of the list of ordered vertices, the bracketing procedure, the calculation of the α coeﬃcients of Eq. (16) or 
(17), and the root ﬁnding step. The sums of the partial relative CPU times are also included in the ﬁgures. Note that the 
CPU time consumed by the bracketing step is generally the greatest, a result that justiﬁes the effort made in the present 
work to improve the eﬃciency of this step and, thus, to reduce the CPU time required for reconstruction of the interface. 
Note that for the hexahedral and dodecahedral cells, the bracketing step represents up to 81% and 93%, respectively, of the 
total CPU time when the standard method with the SNSB procedure is used, whereas these percentages are reduced to 56% 
and 62% when the new interpolation bracketing (IB) procedure is used.
The CPU time consumed by the previous version of the routines supplied in [26] to solve the volume conservation 
enforcement problem (version 2.0 of VOFTools uses the standard method of Fig. 11(a) with a combination of the CSB 
(for I p ≤ 8) and BB (for I p > 8) procedures) has been compared to that consumed by the new version of the routines 
implemented in this work, in which the proposed CIBRAVE method and an improved computation of areas and volumes 
have been implemented. On average, the new version of VOFTools is around two times faster than the previous version 
for solving the volume conservation enforcement problem.
Figs. 17 and 18 have been prepared to analyze the inﬂuence of the liquid volume fraction in the cell on the performance 
of the different methods considered in this work. These ﬁgures show, respectively, for several cell geometries, the average 
and maximum number of truncation operations required during the bracketing procedure when the standard method of 
Fig. 11(a) is used, and the average and maximum number of calculations of the α coeﬃcients of Eqs. (16) and (17) when 
the proposed method of Section 4 is used, as a function of VT /V . The results were obtained for 103 random combinations 
of the interface orientation for each liquid volume fraction considered. It can be seen that the proposed IB procedure 
generally requires the lowest number of truncation operations regardless of the liquid volume fraction. As expected, the 
number of calculations of the α coeﬃcients when using the proposed volume conservation enforcement method is even 
lower. The number of truncation operations is greatest when the SSB procedure is used and the liquid volume fraction is 
around 0.5, although, as expected, this procedure shows excellent behavior (comparable to that obtained with the proposed 
IB procedure) for low and high values of the liquid volume fraction. On the other hand, the BB procedure generally shows 
the lowest dependence on the liquid volume fraction for both the average and maximum truncation operations.
For comparison purposes, we have implemented the method proposed by Diot et al. [6] for 2D problems. The CPU times 
consumed by this method for several cell geometries are compared in Fig. 19 with those consumed by the proposed CIBRAVE 
method. All the results were obtained using the same FORTRAN compiler (Intel ifort), compiler optimization options (-O2
and -ipo), and number of volume fractions and interface normal combinations (3.6 million) as those used in [6]. The entry 
data to solve the volume enforcement problem for each case are F , n and the cell vertices obtained as
xi =
(
sin
[
2π
I p
{i − 1}
]
;− cos
[
2π
I p
{i − 1}
])
for i = 1, ..., I p .
As in [6], the CPU times represented are relative to those required by the method of Diot et al. [6] implemented in this 
work for a cell with I p = 3. It should be pointed out that, unlike in Ref. [6], we did not take the orientations of the cell 
edges as known, which resulted in slightly higher CPU times.
Fig. 19 also shows an indirect comparison with the CPU times reported in [6], obtained with different methods. This 
comparison is only approximate since the CPU time depends on the processor used (Intel Core i7-4702HQ in our case). To 
avoid any inﬂuence of the compiler optimization options, we used the same as in [6].
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CIBRAVE method of Fig. 11(b), for three 2D cell geometries: (a) triangle, (b) quadrangle and (c) hexagon.
While the CPU times consumed by CIBRAVE and the method proposed in [6] are similar for 2D problems, the ﬁrst is also 
applicable to 3D problems. Another advantage of CIBRAVE is its relatively ease of implementation. The approach used in [6]
to bracket the solution in 2D, based on a trapezoidal decomposition of the cell and an additive calculation of the truncated 
polygons in the bracketing procedure, could be introduced (perhaps using a tetrahedral decomposition) in CIBRAVE for 3D 
applications. This would permit a further slight reduction in the CPU time, especially for grid cells with a relatively small 
number of vertices, although arguably at the cost of an inevitably more heuristic approach.
5.2. Interface reconstruction on an irregular Voronoi grid
The reconstruction of a spherical interface on an irregular Voronoi grid (Fig. 20(a)) is addressed in this section to assess 
the eﬃciency and robustness of the proposed methods to solve highly complex problems. The grid is constructed on a cube 
of 1 × 1 × 1 dimensions using the voro++ library [19,20] by randomly including 5000 generator points inside the domain 
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CIBRAVE method of Fig. 11(b), for three 3D cell geometries: (a) tetrahedron, (b) hexahedron and (c) dodecahedron.
(the non-periodic condition option of the library is used for the domain boundaries). The sphere of liquid has a 0.45 radius 
and is located at the center of the cubic domain. To initialize the liquid volume fraction in each cell, we use a recursive grid 
reﬁnement method, similar to that used in [5,16] for square and cubic cells, which has been adapted here to general cells 
(an error lower than 0.03% for the total volume of the initialized liquid sphere is obtained). In total, there are 5000 irregular 
Voronoi cells, 1087 of which have liquid volume fractions of between  and 1.0 −  (interfacial cells), with  = 10−6.
For each interfacial cell, the unit-length normal vector of the interface, n, is obtained from the gradient of the liquid 
volume fraction distribution using a weighted least-squares technique [3], amenable to any unstructured grid. Obviously, 
there are other methods that could be used to obtain the interface orientation, although this is beyond the scope of the 
present work. Then, the volume enforcement problem is solved to locate the interface plane in the cell. The reconstructed 
PLIC interface can be seen in Fig. 20(b). Note that the interface polygons reconstructed in adjacent cells do not generally 
match to each other, and so several gaps, which are especially noticeable in this case due to the high irregularity of the 
grid, are observed in Fig. 20(b).
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calculations of the α coeﬃcients when the proposed method of Section 4 is used, as a function of the volume fraction VT /V , for different cell geometries. 
(a) Quadrangle. (b) Pentagon. (c) Hexagon. (d) Tetrahedron. (e) Hexahedron. (f) Complex cell.
Table 4
Average values of the relative CPU time, number of truncation operations 
during the bracketing procedure and number of calculations of the α co-
eﬃcients, in the volume conservation enforcement problem on a Voronoi 
grid. Comparison between the standard method of Fig. 11(a) using different 
bracketing procedures and the proposed method of Section 4.
Relative CPU time NT Nα
Standard method of Fig. 11(a)
SNSB 10.87 27.05 1.00
SSB 2.94 7.53 1.00
CSB 3.27 7.34 1.00
BB 2.14 4.63 1.00
IB 1.50 3.00 1.00
Proposed method of Fig. 11(b)
CIBRAVE 1.0 – 2.20
Table 4 shows the CPU time consumed by the standard volume conservation enforcement method of Fig. 11(a) using 
different bracketing procedures, relative to that consumed by the proposed method of Section 4, along with the average 
number of truncation operations performed and the average number of times that the α coeﬃcients of Eq. (17) have to be 
computed. The results clearly show the high eﬃciency of the proposed method, which is one order of magnitude faster than 
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the standard volume enforcement method with non-sequential bracketing (SNSB), and the relative merits of the different 
bracketing procedures. The value of Nα of about 2 required by CIBRAVE reﬂects the high eﬃciency of the method.
It should be pointed out that the CPU time required to obtain the interface orientation is around ten percent of the time 
consumed by the proposed volume conservation enforcement method (although this percentage may depend on the method 
used to estimate n), which demonstrates the importance of the computation of the constant C in the reconstruction step of 
a PLIC interface.
6. Conclusions
1. A new interpolation procedure has been proposed to bracket the solution of the volume conservation enforcement 
problem, which is substantially more eﬃcient than previous bracketing procedures for cells with a number of vertices 
I p ≥ 6.
2. An improved version of the analytical method for the ﬁnal calculation step proposed in [15], based on a quadrilateral 
decomposition and a 2D projection of each polyhedron face, is proposed.
3. A new method for volume enforcement in 3D (CIBRAVE), which couples the proposed procedures for interpolation 
bracketing and ﬁnal calculation of the interface plane constant, is proposed. In the bracketing procedure, standard 
truncation operations have been replaced by the calculation of the coeﬃcients of the curve C = C(V ). Although this 
calculation is more time-consuming than a truncation operation, the relatively reduced number of times it must be 
performed and the fact that the last calculated coeﬃcients can be used in the solution of the inverse problem C = C(V T )
make the proposed method substantially more eﬃcient than existing methods.
358 J. López et al. / Journal of Computational Physics 316 (2016) 338–359Fig. 19. CPU time consumed for several 2D cell geometries by the proposed CIBRAVE method and our implementation of the method proposed in [6]. An 
indirect comparison is also made with CPU times required by other methods reported in [6] (depicted with symbols).
Fig. 20. Reconstructing test on an irregular grid. (a) Voronoi grid and sphere of liquid with radius equal to 0.45 centered in a domain of 1 × 1 × 1. (b) PLIC 
reconstruction.
4. The improvement in computational eﬃciency achieved with the proposed method has been demonstrated for different 
cell geometries. For the interface reconstruction of a sphere on a Voronoi grid, the method was found to be one order 
of magnitude faster than the standard volume enforcement method of Fig. 11(a) with non-sequential bracketing (SNSB), 
and about two times faster than standard methods with different sequential bracketing procedures. The method was 
also found to be more than 25% faster than a standard method that uses the new interpolation bracketing uncoupled 
from the ﬁnal interface plane constant calculation step.
5. The geometrical tools developed in [15] have been substantially improved.
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