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1. INTRODUCTION 
In general, the stability notions of a given solution d(t) of an impulsive 
differential system cannot be transferred to the stability notions of the 
trivial solution by change of variables. This is because of the fact that 
moments of impulse effects of 4(t) need not be the same as that of a 
different solution x(t) and therefore demanding that the difference 
lx(t) - d(t)1 be small for all future time seems unnatural (see [4, 73). As a 
result, the definitions of stability require suitable changes in the general 
situations and the corresponding theory has not yet been developed. 
However, in the case of impulsive differential systems with fixed moments 
of impulse effects such a problem does not arise and hence the standard 
definitions of stability will suffice. Employing suitable discontinuous 
Lyapunov functions, stability theory has recently been developed for such 
systems [ 1, 2, 3, 51. 
In this paper, we shall discuss stabiliy theory of impulsive differential 
systems with fixed moments of impulse effects in terms of two measures, 
since such a theory enables us to unify a variety of stability results found in 
the literature. We shall employ theory of impulsive differential inequalities 
as well as a direct approach to bring out the advantages of each approach. 
2. PRELIMINARIES 
We shall consider the impulsive differential system with fixed moments of 
impulse effects 
x’ =f(f, XL t+t,, 
Ax = Z/,(x), t=t,, (2.1) 
x(q) = x0, to b 0, k = 1, 2, . . . . 
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under the assumptions: 
(i) O<t,<t,< ... <tk< ... and tk+cc as k+co; 
(ii) f: R, x R” -+ R”, continuous on (tk- 1, tk] x R” and lim 
(l,.~)-(l~,X),I,fkf(f~ ~)=f(tk+,x) exists; 
(iii) I,: R” -+ R”, continuous on R”. 
Let us list definitions and classes of functions for convenience. 
PC=[a;R++R,, continuous on (t, _ , , tk] and lim, _ ,: a(t) = 
a( tk+ ) exists], 
K = [a E C[R + , R + 1, strictly increasing and o(O) = 0] 
PCK = [a: R, x R, + R,, a(., u) E PC for each u E R, and 
a(t, .) E K for each t E R,], 
T=[h:R+xR”~R+,h(.,x)~PCforeachx~R”,h(t,.)~C[R”,R+]for 
each t and inf h( t, x) = 01; 
V 0 = [V: R, x R” -+ R,, continuous on (t,-,, fk] x R” and 
lim (I,y)+(rk.X),f>rk WV A= W:, -4 existsI. 
DEFINITION 2.1. VEV~. Then for (t,x)e(tk-,, tk)xR”, the upper right 
derivative V(t, x) with respect to the impulsive differential system (2.1) is 
defined as 
o+V(t,x)=h~~+sup~CV(r+h,x+hf(l,x))- V(t,x)]. 
DEFINITION 2.2. Let h,, h E ZY Then we say that h, is liner than h if 
there exists a 6 > 0 and a function cp E K such that h,(t, x) < 6 implies 
46 x) G cpvd~, xl). 
DEFINITION 2.3. Let VE v,, and A,,, h E r. Then V( t, x) is said to be 
(i) h-positive definite if there exists a p > 0 and a function b E K 
such that h(t, x) < p implies b(h(t, x)) d V(t, x); 
(ii) A,-descrescent if there exists a 6 > 0 and a function a E K such 
that h,( t, x) < 6 implies V( t, x) < a(h,( t, x)); 
(iii) weakly h,-descrescent if there exists a 6 > 0 and a function 
a E PCK such that h,(t, x) < 6 implies V(t, x) < a(t, h,( t, x)). 
DEFINITION 2.4. Let II: R, + R, be a measurable function. Then A(t) is 
said to be integrally positive if s, A(s) ds = co whenever I = 
U,y=, [C(,ylji]C(i<Bi<ai+l, and fii-ai26>0. 
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DEFINITION 2.5. The impulsive differential system (2.1) is said to be 
(h,, h)-stable if given E > 0 and f, E R + there exists a 6 = a(?,, E) > 0 such 
that ho(t,, x0) < 6 implies h( t, x(t)) < E, t 3 t,, for any solution 
x(t) = x(t, to, x0) of (2.1). 
Based on Definition 2.3 and the usual stability concepts, it is easy to 
formulate other kinds of stability in terms of two measures. The concepts of 
(h,, h)-stability enable us to unify a variety of stability notions found in the 
literature, such as stability of the trivial solution, partial stability, stability 
of an invariant set, etc. (For a discussion of this point see [4, 63.) 
3. MAIN RESULTS 
We need the following comparison result [4] before proving our main 
theorems. 
LEMMA 3.1. Assume that 
(i) m E PC and satisfies the inequalities: 
o+m(f) G s(4 m(t)), t+t,, 
m(tC) d Jk(m(tk)), x = 1, 2, . ..( 
m(t,) duo, 
where g: R, xR, +R, continuous on (tk-,, tk] x R,, k= 1,2, . . . . 
lim (t, k) _ (*,+ “,, , , ,k g( t, u) = g( t;, u) exists and Jk : R + + R + , nondecreasing; 
(ii) y(t) is the maximal solution of the following scalar impulsive 
differential equation 
u’ = s(t, u), 
42: ) = Jk(U(fk))r 
u(t,) = 4) 2 0, 
f#lk, 
k = 1, 2, . . . . 
(3.1) 
existing on [to, co). 
Then we have 
m(t) G r(t), t> to. 
We are now ready to establish some sufficient conditions for (ho, h)- 
stability properties of the impulsive differential system (2.1). Let 
S(h,p)= [(t,x)ER+ xR”;h(t,x)<p]. 
409;137/2-20 
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THEOREM 3.1. Assume that 
(i) ho, h E r and h, is finer than h; 
(ii) VEv,, V(t, x) is locally Lipschitz in x, h-positive definite, 
h,-decrescent, and 
D+ V(t, x) < g(t, v(t, x)), t#t,, (t,X)ES(h,p), 
where g(t, u) is the same as described in Lemma 3.1 and in addition 
g( t, 0) = 0; 
(iii) V(tk+, x+Zk(x))GJk(V(tk,x)), k=l,2,..., where J,: R+--+R+ 
is nondecreasing; 
(iv) there exists a pO, 0 < p0 < p, such that h(tk, x) < p0 implies 
h(t:, x + z,(x)) <P. 
Then the stability properties of the trivial solution of (3.1) imply the 
corresponding (h,, h)-stability properties of (2.1). 
Proof: We shall only prove (h,, h)-asymptotic stability of (2.1). For this 
purpose, let us first prove (h,, h)-stability. 
Since V(t, x) is h-positive definite, there exists a II E (0, p] and b E K such 
that 
b(h(t, x)) < V(t, x), whenever h(t, x) < 1. (3.2) 
Let 0 <E < 1* = min(1, pO) and to E R, be given and suppose that the 
trivial solution of (3.1) is stable. Then, given b(E) > 0 and to E R + , there 
exists a 6, = L5,((t,, E) >O such that 
u,, < 6, implies u(t, I,, uO) < b(E), tat,, (3.3) 
where u(t, to, uo) is any solution of (3.1). We choose u. = V(to, x0). Since 
V(t, x) is ho-decrescent and ho is finer than h, there exists a A0 > 0 and 
function a E K such that, for ho(t2, x0) < Lo, 
h(t,+, xo) < 2 and V(t,+, x0) d 4ho(t,+, x0)). (3.4) 
It then follows from (3.2) that if h,( to’, x0) < io, then 
b(h(t,+, x0)) < V(to+, x0) d a(ho(to’, x0)). (3.5) 
Choose a 6 = 6(r,, E) such that 6 E (0, A,], a(6) < 6, and let h,(t,+, x0) < 6. 
Then (3.5) shows that h(t,+, x0) < E since 6, <b(E). 
We claim that 
h(t, x(t)) <E, t a to, whenever h,( t;, x0)-=& (3.6) 
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where x(t) = x( t, to, x,,) is any solution of (2.1) with h,( to’, x0) < 6. Suppose 
that this is not true. Then there exists a solution x(t) = x( t, t,, x0) of (2.1) 
with h,(t,+, x0) < 6 and a t* > to such that tk < t* < t,, 1 for some k, 
satisfying 
E < h(t*, x(c*)) and h(t, x(t)) < 6 for t,<t<t,. (3.7) 
Since 0 < E < pO, it follows from condition (iv) that 
W:, xk’ ) = h(t:, xk + Ik(Xk)) < p, 
where xk = x( fk) and h(tk, xk) < E by (3.7). Hence we can find a to such that 
t, < to < t* and 
E < h( to, x( to)) < p and h(t, x(t)) <P, for t E [It,, to]. (3.8) 
Setting m(t) = V( t, x(t)) for to < t Q to and using conditions (ii) and (iii), we 
obtain 
D+m(t) < g(t, m(t)), t # ti, to < t d to, 
m(t+ 16 Ji(m(ti)), i = 1, 2, . . . . k. 
Also, m(to’)= V(to’)= V(to’,xo)=uo. 
Thus we get, by Lemma 3.1, the estimate 
m(t) d y(t, to, m(t,+ 11, to < t < to, (3.9) 
where y( t, to, uo) is the maximal solution of (3.1). We then have, using 
(3.2), (3.3), and the choice of 6, 
b(e) d b(h(t’, x(t’))) < J’(t”, x(tO)) < y(t”, to, uo) < HE), 
which is contradiction. Thus (3.6) is true proving (ho, h)-stability of (2.1). 
Let us suppose next that the trivial solution of (3.1) is asymptotically 
stable, which implies that the system (2.1) is (ho, h)-stable. Take E = I* and 
designate 8, = @to, A*). To prove (ho, h)-attractivity, we let 0 < E < 1* and 
to E R, be given. Since the trivial solution of (3.1) is attractive, given 
b(e) > 0 and to E R + , there exists a sTo=6(to)>0 and a T= T(t,,e)>O 
such that 
z.fo < ST, implies u(t, to, uo) < b(E), tat,+ T. (3.10) 
Choosing u. = V(t:, x0) as before, we find S,* = s,*(t,) > 0 such that 
S,* E (0, A,] and a(@) < 8:. Let do = min(@, Jo) and h,(t,+, x0) < 6,. This 
implies that h(t, x(t)) < 1< p, t > to for all solutions x(t) = x(t, to, x0) of 
(2.1). Hence, setting m(t) = V(t, x(t)), the estimate (3.9) holds for all t 2 to. 
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Suppose now that there exists a sequence {t’“‘}, t’“)a t, + T, t(“) -+ 00 as 
n -+ cc such that 
& d h(t’“‘, x(W) <p, (3.11) 
where x(t) = x( t, to, x0) is a solution of (2.1) with h,(t,+, x0) < 6,. This 
leads to a contradiction 
b(E) Q b(h(t’“‘, x(P)))) < V(P), x(P)) 6 y(P), t,, uo) < b(E) 
because of (3.9)-(3.11). Hence it follows that the system (2.1) is (A,, h)- 
asymptotically stable and the proof is complete. 
We have assumed in Theorem 3.1 stronger requirements on V, h, ho only 
to unify all the stability criteria in one theorem. This obviously puts burden 
on the comparison equation (3.1). However, to obtain only nonuniform 
stability criteria, we could weaken certain assumptions of Theorem 3.1 as in 
the next result. The details of proof are omitted. 
THEOREM 3.2. Assume that conditions (i)-(iv) of Theorem 3.1. hold with 
the following change: 
(i*) h,ET’, VEV~, and V(t, x) is ho-weakly decrescent. Then, the 
stability properties of the trivial solution of (3.1) imply the corresponding 
nonuntform (h,, h)-stability properties of (2.1). 
When the comparison function g(t, u) is specified, a direct approach 
from the given inequalities may have certain advantages, which can be seen 
from the following two results. 
THEOREM 3.3. Assume that 
(i) h,, h E f and h, is finer than h; 
(ii) VE vO, V(t, x) is locally Lipschitz in x, h-positive definite, weakly 
h,-decrescent, and 
D+ V(t, x) < -A(t) 4 V(t, x)), t # t,, (6 X) E W, P), 
wherecEK,1: R, +R, is measurable, andfor any 5 E R, lim, _ cc s A(s) ds 
= co; 
(iii) v(C: ), X + zk(x)) < II/( v(tk? X)), where II/ E CCR,, R, I, $(S) > 0 
for s > 0 and $(O) = 0; 
(iv) there exists a number c > 0 such that for z E (0, c) 
- jr’ 
a -, 
*(s)ds+[“=)-&< -ykr 
; 
where yk > 0 and cF=, Yk diverges; 
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(v) there exists a p,,, O<p,<p such that h(tk, x)<p, implies 
h(tk+, I,(x)) < p. Then, the system, (2.1) is (h,, h)-asymptotically stable. 
Proof: Since V(t, x) is h-positive definite and weakly h,-decrescent, 
there exists a 2, E (0, p] and b E K such that 
W(t, xl) < Ut, xl, provided h( t, x) < I.,, 
and a E PCK, 6, > 0 such that 
v(t> x) d 4~ h,(c xl), if h,(t, x) < 6,. 
(3.12) 
(3.13) 
Also, h, is liner than h implies that there exists a 6, > 0 and cp E k such that 
h(c x) d dhdt, xl), whenever h,( t, x) < 6,) (3.14) 
where 6, is such that cp(or) < &. 
Let O<&<p* =min(p,, A,) and t,~ R, be given. Choose q= 
min(b(s), c). Since the function Ii/(s) is continuous at s = 0, then there exists 
a constant G‘, 0 < CJ < 9, such that 
tits) < ?3 s E [O, u). (3.15) 
By the assumption on a, there exists a 6, = &(t,,, E) > 0 such that 
a(4), 6,) <CT. (3.16) 
Let 6=min(6,,6,,6,}, x~ER” such that hJto+,x,)<6 and let x(t)= 
x(t, t,, x0) be a solution of system (2.1). It is clear from (3.12)-(3.14) and 
(3.16) that when h,( to’, x0) < 6 we have 
which implies that h( to+, x0) <E. We now claim that 
Ml, x(f)) <E, t> t,. (3.17) 
If this not true, then there exists a solution x(t) = x(t, t,, x0) of (2.1) with 
h,(t,+, x0) -z 6 and a t* > t, such that t, < t* < tk+ , for some k, satisfying 
E< h(t*, x(t*)) and Ml, x(t)) < 8, for to< t< t,. (3.18) 
Since 0 <E < pO, it follows from condition (v) that 
h(t:, X:) = Ml:, xk + I&k)) <p, 
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where xk = x(t,) and h(tk, xk) -C E by (3.18). Hence we can find a t” such 
that 
E < h( to, x( to)) < p and h(t, x(f)) <p, for TV [to, to]. (3.19) 
Setting m(t) = F’(t, x(t)) for to < t < to and using conditions (ii) and (iii) we 
get 
D+m(t) d --A(t) c(m(t)), t # t,, i= 1, 2, . . . . k, (3.20) 
mtt: 1 d two i = 1, 2, . . . . k. (3.21) 
It then follows from (3.20) that the function m(t) is nonincreasing in each 
interval (tip,, tj] and particularly, 
m(t,)~m(t,+)~a(t,+,6)<a<b(&). 
This, together with (3.15) and (3.31), implies that 
(3.22) 
m(t:) < YI <b(E) and m(t) < r1-c b(E) for t,<t<t2. (3.23) 
Now suppose that 
m(t,) < rn(t,t 1) < ... <m(t~),<rn(t,+)<~<b(~), 
then we derive, from (3.20) and (3.21), 
(3.24) 
s 
m(t,) ds 
” -<-- 
m(rL, )C(S) 5 
A(s) ds, (3.25) 
I,- L 
s 
mu,+) ds IL(~(~o)) ds 
-<- 
m(4) 4s) 5 
-3 
m(b) 4s) 
(3.26) 
which yields, because of condition (iv) and (3.24), 
s m(r,+) ds -<- m(h) 4s) j-” r,- 1 l(S) ds + j-“‘““‘” -$ < -Yk. (3.27) m(t,) 
Since c(s) > 0 for s > 0, we get, from (3.27), m(t,+) d m(t,‘_ 1). Hence by 
mathematical induction we conclude 
m(t:)<m(tc-,I< ... ,<m(t:)<m(t,+)<q<b(~). (3.28) 
Thus it follows that 
b(e) G b(t’, x(rO)) < m( t: ) < b(~), 
which is a contradiction. Hence (3.17) is true and the system (2.1) is 
(h,, h)-stable. 
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Because of the (h,, h)-stability, we set E = 6 = min(p,, &, b-‘(c)) so that 
s^, = 6,( t,, 6) and h,( to’, x0) < s”, implies that 
44 x(t)) < it t> to (3.29) 
for every solution x(t)=x(t, t, x,,) of (2.1) with h,(t,t, x0) < so. Hence, 
setting m(t)= V(t, x(t)), we shall show that lim,,, m(t:) = co. Assume 
the contrary. Then there exists a p > 0 such that m(t: ) >, fl for k 2 j. As a 
result, we have 
C(8) G w4t: )) d C(m(t,+_ 1)). 
Furthermore, using (iv) and (3.5.26), we obtain successively 
(3.30) 
and 
jtn 
m(t,“,n)~m(tj’)-C(B) C Yk. 
k=j+l 
(3.31) 
Thus we arrive at a contradiction 
lim m(t,+,,)= -CO, 
n-m 
which implies that lim, _ m m(t: ) = 0. Thus given E E (0, 6) there exist a 
N > 0 such that 
m(t:) <b(E), for k3N. (3.32) 
Choose T= t, - t,, then it follows from (3.12) and (3.28) that for 
t> t,+ T. 
b(h(t, x(t)) 6 m(t: ) < b(E), 
which implies 
h(t, x(t)) < 6 t> t,+ T. 
Thus the system (2.1) is (h,, h)-asymptotically stable and the proof is 
complete. 
THEOREM 3.4. Assume that 
(i) h,, h E r and h, isfiner than h; 
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(ii) VI E vO, V,( t, x) is locally Lipschitz in x, h-positive definite, 
weakly h,-decrescent, and 
D+ V,tt, x)G<P(t) CtV,tt, xl), t # tk, (t, X) E W, P), 
v,(t: 1, x + zk(x)) 6 $k(V,(tk, xl), 
where CeK,p, ek~C[R+,R+], tj,(s)>Ofors>OandIC/,(O)=O; 
(iii) there exists a number c > 0 such that for z E (0, C) 
(iv) Vz E vo, V2(t, x) is focally Lipschitz in x, V,(t: , X + I,(x)) < 
VZ(fk, xl and 
D+V,(t,x)+D+V2(t,x)< -A(t)C(w(t,x)), 
where c E K, w E vo, and A(t) is integrally positive; 
(v) w(t, x) is locally Lipschitz in x, h-positive definite on s(h, p) and 
for every function y: R + -+ R”, which is continuous on (tk, tk+ ,] and 
lim,,,: y(t) = y(t) = y(t:) exists, the function sh [D’w(s, y(s))] + ds (or 
f; [D’w(s, y(s))]_ ds) is uniformly continuous on R,, where [ .] + [ .I-) 
means that the positive (negative) part is considered for all s E R + ; 
(vi) wtt:, x + Ik(x)) d w(tk, x) (or w(fkf , x + zk,(x)) > w(tk, xl); 
(vii) there exists a pO, 0 <p. < p such that h(tk, x) <p. implies 
h( t: X + z,(x)) < p. 
Then, the system (2.1) is (ho, h)-asymptotically stable. 
Proof: Let us first prove (ho, h)-stability. Since V,(t, x) is h-positive 
definite and weakly ho-decrescent, there exists a II, E (0, p] and b E k such 
that 
bth(t, xl) d v,tt, x), provided h( t, x) < I,, (3.33) 
and a E PCK, 6, > 0 such that 
Vl(t, x) d at& hot& x)), if h,(t, x) < 6,. (3.34) 
Also, ho is finer than h implies that there exists a 6, > 0 and cp E K such that 
htt, xl d cptho(t, xl), whenever h,( t, x) < 6 1, (3.35) 
where 6, is such that cp(Sr)<I,. 
Let O<E <p* =min(p,, Ao) and t,E R, be given. Without loss of 
generality, we assume that t, < to < t2. Choose v = min(b(e), c) and c such 
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that O<a<min(q, $,(q)). By the assumption on a, there exists a 
6, = 6,(t,, E) > 0 such that 
act,, 6,) < 0. (3.36) 
Let 6 = min(6,, 6,) 6,), x0 E R” such that h,,(t:, x0) < 6. It is clear from 
(3.33) to (3.36) that 
w4q, x0)) d v*tr,‘, x0) Q 4t,+, hltq, x0)) < c, 
which implies h( t$, x0) < E. Let x(t) = x(t, t,, x0) be a solution of system 
(2.1) with h,(t,f, x,,) < 6. We claim that 
44 x(t)) < 4 tat,. (3.37) 
If this is false, then there exists a solution x(t) = x(t, t,, x0) of (2.1) with 
h,(t,+, x0) < 6 and a t* > t, such that tk < t* < tk+, for some k, satisfying 
& < h(t*, x(t*)) and h(t, x(t)) c.5, for t, d t < tk. (3.38) 
Since O<E <pO, it follows from condition (vii) that 
h(t;, x: ) = h(t:, xk + zk(xk)) <p, 
where xk = x(tk) and h(tk, xk) < E by (3.38). Hence we can find a to such 
that 
E d h( to, x( to)) < p and 44 x(t)) </A for TV [to, to]. (3.39) 
Setting m(t) = I’( t, x(t)) for to Q t < to and using condition (ii) we get 
D ‘m(t) G P(l) C(m(t)), t # ti, i = 1, 2, . . . . k, (3.40) 
4t: 1 G Il/i(4fi)), i = 2, 3, . . . . k (3.41) 
If we suppose to E (to, t2], then we get 
j-” p(s) ds + j:““’ & > 0. 
11 
This is a contradiction to condition (iii). Now suppose for t E [to, ti], 
m(t)<?. Then from (3.40) we have for t~(t~, ti+i] 
s m(t) & - < j-’ p(s) ds < I”+’ p(s) ds. m(r:) C(s) 1, 1, (3.42) 
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Since m(t+) < $,(m(t,)), we get 
This, together with (3.39), implies that, for rj< t < ti+ i, 
m(r) ds 
s- m(h) C(s) G t, 
j”” p(s) ds + j+“““‘” & < 0. 
df,) 
Since C(s)>0 for s>O, it follows that 
m(t) G m(t,) < ?, for t E (ti, ti+ i]. 
Thus by induction, we conclude m(t) < rl for t, < t < to. This and (3.33) 
yield 
which is a contradiction. Hence (3.37) is true and the system (2.1) is 
(ho, h)-stable. 
From the (ho, h)-stability, we set E= p. so that 80=60(to, po) and 
h,(t,+, x0) < 8, implies that 
44 x(t)) < PO, tat,, (3.43) 
x(t) = x(t, to, x0) being any solution of (2.1) with h,(t,+, x0) < 8,. Setting 
L(t) = w(t, x(t)) and N(t) = V,(t, x(t)) + Vz(t, x(t)), we first claim that 
lim inf L(t) = 0. (3.44) 
,-CC 
If this is not true, then there exists a c1> 0 such that 
L(t) 2 a, t 2 to + A (3.45) 
for some A > 0. We can choose a sequence 
to+A<cc,<fil< ..’ <a;</?,< ... 
such that /Ii- ai> u. Note that (iii) implies $,Jz) <z and therefore it 
follows from condition (iv) and (3.45) that 
lim N(I)<N(~,+)-~~ A(s) C(L(s))ds 
t-m 4 
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which is a contradiction. Suppose that lim, _ co sup L(t) > 0, then there 
exists a y > 0 such that lim, _ ir sup L(t) > 2~. For definiteness, we assume 
that (v) holds with [ .] + and (vi)holds with 
w(t:, x + I,(x)) d W(fk, x). 
Since (3.44) is true, we can find a sequence 
t, < I(,‘) < . . < rj’) < p < . . . 
such that 
L(p) = y and L(tj2))=2y i=l 2 3 3 9 .... 
By the condition (vi) and (3.46) we can find a sequence 
t,<cY,<p,< ... <cri</li< ... 
such that 
and 
L(“i) = Y, L(Bi) = 2Y 
But 
and y G L(t) 6 2y, for t E [cri, pi]. 
O<Y=~(8i)-L(ai)~SP’[D+W(S,x(S))]+ ds, i = 1, 2, . . 
a, 
This, together with condition (v), implies that for some d > 0 
fli-ai>dy i = 1, 2, . . . . 
Thus, it follows from condition (iv) and relation (3.47k(3.48) that 
lim N(r)<N(ld)-Jm A.(s) C(L(s))ds 
,-CC 10 
d Nto’ ) - C(r) j A(s) ds = --co. 
u,“=, CG Bil 
(3.46) 
(3.47) 
(3.48) 
This contradiction, together with (3.44), implies lim, _ o. L(t) = 0. Since 
w(t, x) is h-positive definite, we get in turn that lim, _ m h(t, x(t)) = 0 which 
proves that the system (2.1) is (A,, h)-asymptotically stable, completing the 
proof. 
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