We consider a variable bit-rate connection with a deterministically shaped random traffic process, as specified by communications networking standards. Regarding randomness, we assume no restricted model other than the natural requirement that the process be stationary and ergodic. Given only the shape parameters, we consider the open problem of determining the maximum service bandwidth required to achieve a given bound on the probability that the packet-transfer delay exceed a certain threshold. The shape parameters together with a probabilistic bound on packet-transfer delay define a VBR "channel"; an equivalent problem is to determine the "capacity" of this channel. To this end, we consider a queue with a constant service rate and a shaped arrival process and obtain tight bounds on queue occupancy and queueing delay. In particular, we describe that traffic pattern (among all stationary-ergodic and deterministically constrained arrival processes) which achieves the probabilistic bound.
Preliminaries and problem relevance
The ATM Forum, Internet Engineering Task Force (IETF), and International Telecommunications Union (ITU) have identified traffic shaping as a way to: (a) allocate a suitable amount of resources (buffer memory, bandwidth) to a connection to achieve its required Quality of Service (QoS) and (b) police traffic and assure "fair" access to a shared resource. The problem studied in this paper is motivated by the desire to obtain applicable performance bounds for allocation of resources for a high-speed network application. In a sense, one may view the problem considered in this paper as a "channel capacity" problem associated with deterministic shaping at the network edge and probabilistic bounds on packet-transfer delay. In recent years, a number of techniques have been developed for estimating buffer sizes and other network resources. Predominant among them are (a) those based on effective bandwidths [14, 6, 10, 17, 13, 9] which require (either analytically or by estimation) a given probabilistic model for traffic processes, and (b) those based on deterministic constraints on certain timescales or rates contained in a traffic process. The latter may also be referred to as "shaping constraints" [7, 25, 3] . Other approaches to the problem of resource allocation and control are possible and are under consideration. We mention, for instance, the Bayesian methodology as in [12] .
In what follows we answer a question which, in some form or another, has been asked before and concerns the determination of the bandwidth required to achieve the appropriate QoS for a given connection or set of connections. Stated in its simplest form, suppose that § is a given arrival process that is fed through a buffer whose contents are being depleted by a constant service rate¨in a work-conserving fashion. More complex "end-to-end" situations can be reduced to this simple one via the notion of a guaranteed-rate property; see [16] and the references therein. We focus on the case where there is only one class of service.
A shape-controlled arrival process is one which satisfies a number of constraints, restricting the maximum volume of arrivals over various time intervals. We work with the constraints constrained [3] . This means that the volume of arrivals on any interval of length # is at most constrained, we seek to find the worst case service rateF©
that will achieve QoS B . Furthermore, for fixed service rate¨, we are interested in the arrival process (if any) that will achieve the least QoS. This is what one would call a "worst case scenario". Knowledge of this worst case scenario can be used as a simple story for the conservative design of network control schemes and performance evaluation. The worst case scenario also specifies the maximum throughput given the traffic shaping and QoS constraints; i.e., it could be viewed as characterizing a certain channel capacity.
The problem has been studied extensively during the past few years, see, e.g., [7, 8, 11, 22, 21, 24, 23] . B.T. Doshi [8] poses the problem in much the same way as we do and solves it in the so-called bufferless case. He also gives interesting counterexamples pointing toward the fact that an "on-off" process is not always extremal. Similar questions were being asked by Bonatti and Gaivoronski [5] and H. Saito [26] . Recently, Rajagopal et al. [24] observe again that a simple "on-off" arrival process does not lead to the worst case scenario, without giving an explicit extremal solution, and also study the performance of a multiclass system under some assumptions on the traffic.
The present paper considers the problem for a single class of traffic. The goal is to derive an explicit solution and provide rigorous proofs. The problem is formally posed in Section 
Posing the problem
The system we study is shown in Figure 1 . It consists of a leaky bucket, followed by an unlimited buffer whose contents are being depleted at a deterministic rate is¨. For the notion of a leaky bucket see [7, 1] . For a rigorous treatment of its properties see [18] . Connecting two leaky buckets in parallel is equivalent to connecting them in series, and this is shown in [2, 3] ; it is proved therein that this statement is a consequence of an optimization problem. Any process § which is the output of the leaky buckets block and is fed into the buffer satisfies the conditions
for any
, where
is the volume of traffic on the time interval
When (1) holds, we say, following [3] , that § is
constrained. Conversely, any
constrained traffic process § is the output of a tandem or parallel arrangement of leaky buckets. Such a process § is represented by a right-continuous non-decreasing function
. We may here assume that the time axis is the whole real line. Since (1) holds, any § will be represented by a continuous non-decreasing function.
We now construct the buffer occupancy process
. First, we assume that everything is deterministic. The dynamics are specified by requiring that the server transmit at rate¨when the buffer occupancy is non-zero; and when it is zero, the server transmits at the input rate. Given s u
, it can be seen that the above dynamics can be captured if we define
by reflecting
at zero. The operation of reflection can be seen as a continuous-time analog of the familiar Lindley recursion of Queueing Theory; we refer the reader to, say, [18] for more details. For the sequel of the paper, we will work with the equation
It easily follows that
for any i (not necessarily ), a property which reflects the causality of the reflection operation.
Next, we introduce probabilities. Since we are only interested in steady-state performance measures we may as well introduce such assumptions that will guarantee the stationarity of the process satisfying (2).
Next, we specify the random model. Namely, we assume that § is a stationary nondecreasing stochastic process; stationarity should be understood in the sense of stationary
has the same probability distribution as (2), let us define the stochastic process has finite expectation, thanks to the deterministic shaping constraints (1). Stationarity implies that this expectation depends only on
and is linear. For stability reasons we assume that
Then the of (3) is the unique stationary process that satisfies (2) . All that is a standard application of the Loynes' construction; for a short proof see [19] . For the purposes of this paper we adopt the notation
for the mapping taking a stationary-ergodic § and a positive service rate¨, satisfying (4), into the process given by (3).
Combining the assumptions above, we define to be the collection of all stationaryergodic processes § which are
constrained. For anyD
, as defined above. We also define the "virtual queue" as in (3) but with service rate in place of¨:
see Figure 1 . Just as in (2), this virtual queue clearly satisfies
, at all times # . Notice that represents the content of the cell buffer of the upper leaky bucket of Figure 1 . There is no need to define the content
of the cell buffer of the lower leaky bucket, the reason being that
The first problem is to consider the performance measure
stands for the value of
at time
), and compute
The performance measure © § does not depend on time, because of our assumption that § is stationary, and the fact that the resulting queue is also stationary. Clearly, depends on the 5
The second problem is to see whether this supremum is achieved by some § p l . Such a process is said to be extremal and shape-controlled. Both problems are considered in the sequel.
Upper bounds
As before, let @ C { } © G § P 8
be the "real queue", i.e., the stationary queueing process obtained by passing § through a buffer which is serviced at rate¨, and let C { } © G § P be the "virtual queue", i.e., the stationary queueing process obtained by passing § through a buffer which is serviced at rate
. An interval will be called
. If
are in the same -positive interval then, clearly,
We will give upper bounds on 
and let r C a r C k ä k W , then
are chosen from some -positive interval, they also belong to an -positive interval (Lemma 1); hence we have
Thus,
On the other hand,
, whence
Combining (9) and (10), we obtain the first result. The other two inequalities are also obvious from (9) and (10).
Next, we have a tightening of Lemma 1:
Lemma 3 For all
, as pointed out above (Lemma 1), and there is nothing to prove.
The only interesting case is , so
. Then, from Lemma 3,
, yielding yet another constraint on the problem parameters.
Namely, unless
7 the problem is trivial. In summary, (7), (8), and (11) represent the constraints between the parameters of the problem. We are now ready to state the first main result:
, and with Z7 has no accumulation points, and . We also need to introduce the points
; see Figure 2 . The points are arranged so that°± , the sequence
We now estimate the terms separately using the previous lemmata. From Lemma 2 we have
The same lemma again yields an inequality for
Next we observe that (see (6) Regarding Figure 3 and using Definition 1, we find
Thus the period of § has duration period. Hence the "overflow" probability equals
This is precisely the upper bound of Theorem 1. Hence we have proved:
Note that we do not claim that § is the only extremal solution. It is however, in a sense, an intuitive solution in that it was created in a "greedy" fashion.
Related performance measures and an interpretation

Maximizing delay
In the same setup as before, we ask the question of whether the arrival process § of Definition 1 also maximizes the probability that the cell delay exceeds a given value. Fix § p 8
. Cell is required
to guarantee a quality of service B .
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Summary
We have considered a queue with a constant service rate and a shaped arrival process and have derived upper bounds on the likelihood that queue occupancy (Theorem 1) or queueing delay (Theorem 3) exceeds a threshold. An extremal arrival process was also found demonstrating that these bounds are achieved (Theorems 2 and 3). In the context of a (standard) VBR connection, these results can be used to allocate resources in a conservative way. An alternative interpretation is to consider these results as characterizing the capacity of a standard VBR channel. These results also have end-to-end significance for a network of nodes using "guaranteed-rate" bandwidth scheduling; see [16] and the references therein. 
