Humans recognize previously heard spoken words better when the words are repeated in the same voice and at the same speaking rate than when they differ in these or other dimensions (e.g., Goldinger, 1996) . Such findings have usually been taken as evidence that perceived instances of either words or sublexical units are stored in a detailed form in memory, and that collections of these episodic memory traces comprise or are somehow linked to mental lexical representations. A different possibility is that, while detailed information about the speech signal is remembered, this information is not explicitly segmented or organized into discrete, traditionally assumed units such as words. Instead, episodic memories may involve sequences of connected speech that vary in length depending on the nature of the listening situation, perhaps comprising entire phrases or utterances. Such a possibility is more in line with the temporal and context-dependent nature of speech perception and production than traditionally defined exemplar models, since it predicts that more local information is always stored and (potentially) considered as part of a larger context. Indeed, there is evidence from corpus studies of pronunciation (Binnenpoorte, Cucchiarini, Boves, & Strik, 2005) , phonological analysis (Bybee, 2002 for a review), and word-monitoring experiments (Sosa and MacFarlane, 2002 ) that at least very frequent multi-word expressions are in some sense accessed as "units" in the same way that words are usually assumed to be. However, it is unknown whether variable-length stretches of connected speech in general exhibit properties of exemplar-based storage or perception, since previous studies on memory have considered only isolated word productions.
cues which aided segmentation of sequences did not affect the encoding of these same sequences in memory.
Both overall and within length and phase conditions, repeated sequences were more likely to be recognized as previously heard if at least one word was identified correctly during the first block than if no words were correctly identified. However, better-than-chance memory performance was seen even for sequences where no words were correctly identified. Moreover, if completely misidentified (no words correct) sequences were discarded, the likelihood of correct recognition of sequences of a given length was not related to the number of words that were originally correctly identified. This indicates that both segmentation/identification and memory were limited by auditory/perceptual factors for the most difficult stimuli; these stimuli tended to be the shortest in absolute (time) length, both overall and when considered within word length conditions. However, there was no direct evidence that words were remembered as discrete units, or that memory was directly mediated by segmentation.
Recognition memory was better for sequences repeated with the same voice than for sequences repeated with a different voice. This was true whether sequences that were completely misidentified in the first subtest were discarded or included in the analysis. The size of this same speaker recognition memory benefit tended (n.s.) to increase with sequence length, even at lengths where word identification was at or near ceiling performance. In fact, over the range of sequence lengths considered, the same speaker benefit in memory correlated inversely with the same speaker benefit in identification consistency.
In summary, a same-speaker recognition memory advantage was seen for sequences of connected speech ranging from 0.5 to 3 words in length. Memory was generally better for longer sequences, but neither overall performance nor the size of the same-speaker benefit seemed to be influenced by parsing at a lexical level, as measured by word identification. These results are consistent with a model of perception and memory in which detailed episodic storage occurs for acoustic sequences that are of variable size and composition, potentially corresponding to multiple words or phrases and not necessarily coinciding with words as discrete units. It seems further possible that processes involving various levels of a linguistic hierarchy (both phonetic and lexical, for example) may reference, or result implicitly from the structure of, the same set of multi-word episodes at multiple time scales.
