Abstract. We consider the equation
Introduction and statement of the main result
Consider the equation a k (t)z n−k (z ∈ C, t ≥ 0).
It is assumed that all the roots r k (t) (k = 1, ..., n) of the polynomial P (z, t) for each t ≥ 0 are real and (1.2) r k (t) < γ (t ≥ 0; k = 1, ..., n) with a constant γ.
In this paper we derive sharp estimates for the Green function to the Cauchy problem of equation (1.1) and their derivatives under condition (1.2). In particular, these estimates give us the conditions for exponential stability. The problem of stability analysis of various linear differential equations continues to attract the attention of many specialists despite its long history [4, 8, 12, 16, 19] . It is still one of the most burning problems in the theory of differential equations. The basic method for the stability analysis of differential equations is the direct Liapunov method. By this method many very strong results are obtained, but finding Liapunov's functions is often connected with serious mathematical difficulties. At the same time, Theorem 1.1 gives us the exact explicit stability conditions. Moreover, to the best of our knowledge, estimates for Green's functions of higher order equations were not published in the available literature.
Recall that the Green function G(t, τ ) to equation (1.1) is a function defined on t ≥ τ ≥ 0 having continuous derivatives up to n-th order, satisfying (1.1) for t > τ and the initial conditions
Besides, any solution of the problem
with a continuous f and zero initial conditions
can be represented as
A solution to (1.1) and (1.4) is a function defined on [0, ∞), having continuous derivatives up to n-th order, satisfying these equations for all t > 0 and the corresponding initial conditions. To formulate our main result, put
where C k n are the binomial coefficients. Clearly, 
If, in addition, γ < 0, then
This theorem is proved in the next two sections. It gives us the exponential stability condition γ < 0. As is well known, cf. [10, 18] , this condition is sharp. Namely, if (1.1) is an autonomous equation, then the inequality γ < 0 is a sufficient and necessary condition for exponential stability.
Recall that A. Yu. Levin in the paper [14, Section 5] among other remarkable results had proved the following result: suppose that the roots r 1 (t), ..., r n (t) of P (z, t) for each t ≥ 0 are real and satisfy the inequalities
where ν j (j = 0, ..., n − 1) and γ are constants. Then any solution x(t) of (1.1) satisfies the inequality |x(t)| ≤ const e γt (t ≥ 0). This result is very useful for various applications; see for instance [6, 7] and the references therein. Condition (1.2) is a refinement of (1.10), since (1.10) does not allow the roots to intersect. Theorem 1.1 supplements the very interesting recent investigations of the asymptotic behavior of solutions of differential equations; cf. [1, 2, 11, 13, 16] . For the classical results, see [3] and the references therein.
Let us point out an explicit example which cannot be handled with the result from [14] while Theorem 1.1 can be applied.
Example 1.2. Consider the equation
where a(t), b(t) are positive continuous functions satisfying the condition
The variable characteristic polynomial is
The roots of this polynomial are
So the roots are real. If for some t 0 ≥ 0 the equality
holds, then we could not apply Levin's results, since r 2 and r 3 intersect. At the same time, Theorem 1.1 asserts that the considered equation is stable.
The following example shows that condition (1.2) is fulfilled in concrete situations.
Example 1.3. Consider the equation
Under the condition b < 3/4 all the zeros are real and by Theorem 1.1 the considered equation is stable.
Proof of inequality (1.8)
Put R + = [0, ∞) and introduce the space C(R + ) of real continuous and bounded on R + functions with the sup-norm v = sup t≥0 |v(t)| (v ∈ C(R + )). We need the set
Lemma 2.1. Under the hypothesis of Theorem
So problem (1.4), (1.5) can be written as Lv = f . Since the coefficients of equation (1.4) are bounded, the roots of P (z, t) are bounded on R + . Thus,
Then the inverses to L and L 0 satisfy the relations
Below we check that the inverses really exist. By the Laplace transform for any y ∈ C(R + ) we have
whereỹ is the Laplace transform to y. Set h := LL
Hence,
Thus F (t, t) = h(t). We can write
Then by the convolution property,
where for a u ∈ C(R + ),
since e −αt is the Laplace original to (λ + α)
Thus with β = −γ we have
and y j (t) = (K j+1 (t) * y j+1 )(t) (j = 1, ..., n − 1); y n = y. By (2.4) we have
Thus, Let us prove that T is invertible. Indeed, from (2.2), by the convolution property we obtain that
This means that the operator T := LL
h(t) = F (t, t) = y(t) + t 0
W (t, t − s)y(s)ds,
where 
W (t, t − s)w(s)ds.
Then y − V y = T y = h. By the Neumann series,
Here I is the unit operator. Note that the Neumann series of any Volterra operator with a continuous kernel converges in the sup-norm on each finite segment, since the spectral radius of that operator in a space of continuous functions defined on a finite segment is equal to zero. So (2.5) implies the inequality (2.6)
Furthermore, take into account that
where
By the Cauchy formula for derivatives, we have
Since β = |γ|, this proves the required result.
Note that a result similar to Lemma 2.1 was proved in [9] , but the proof in that paper contains a mistake.
Inequality (1.8) is due to (1.6) and Lemma 2.1.
Proofs of inequalities (1.7) and (1.9)
Again take γ < 0. Clearly,
.).
Recall that C k j are the binomial coefficients. Clearly, Q(t) is a solution of the equation
with the initial conditions
we have by (3.1),
In particular,
Furthermore, subtract (3.2) from (1.1) and put v(t) = x(t) − z(t), where x is a solution of (1.1) and z is a solution of (3.2) with the same initial conditions:
Thus v satisfies problem (1.4), (1.5) with
Hence, by the Schwarz inequality,
Taking into account that
we get
But s = |γ|t and
ds k , and thus, w(s) R n = N γ (t). Now (3.7) implies N γ (t) ≤ l n N γ (0) (t ≥ 0). Hence by (3.6) we get the inequality f ≤ ζ P l n N γ (0). Making use of Lemma 2.1, we arrive at the inequality v ≤ 2 f /|γ| n . Thus x ≤ z + f /|γ| n . But |z(t)| ≤ N γ (t) (t ≥ 0) and according to (3.7) ,
Taking the initial conditions (1.3) with τ = 0, we get N γ (0) = 1/|γ| n−1 and
Now, replacing t by t − τ , we arrive at (1.9). Now let γ be arbitrary. To prove inequality (1.7), put in (1.1)
with a real constant b. Evidently,
So y satisfies the equation 
Hence replacing t by t − τ we arrive at the inequality
Since is arbitrary, we get (1.7). The theorem is proved.
Derivatives of the Green function
Let f (k) ∈ C(R + ) (k = 0, ..., n). Recall the Kolmogorov inequalities Proof. By (1.1) and (4.1),
Then withỹ = ( x (n) / x ) 1/n , we havẽ
This proves the lemma.
The Kolmogorov inequalities (4.1) and the previous lemma imply 
