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Abstract
In this paper the asymptotic distribution of the stopping time in Page’s sequential cumulative
sum (CUSUM) procedure is presented. Page as well as ordinary cumulative sums are considered
as detectors for changes in the mean of observations satisfying a weak invariance principle. The
main results on the stopping times derived from these detectors extend a series of results on the
asymptotic normality of stopping times of CUSUM-type procedures. In particular the results
quantify the superiority of the Page CUSUM procedure to ordinary CUSUM procedures in late
change scenarios. The theoretical results are illustrated by a small simulation study, including a
comparison of the performance of ordinary and Page CUSUM detectors.
Keywords: CUSUM, Delay time, Asymptotic distribution, Location model, Change-point, Se-
quential test, Invariance principle.
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1 Introduction
Monitoring the adequacy of stochastic models is undoubtedly of great importance in many areas of
application. A change in the dynamics of the model results in misspecifications and consequently
influences conclusions drawn from the model output, e.g., forecasts. Since false conclusions generally
imply increasing costs, the speed of detection is crucial for the construction of sequential change-point
procedures.
As one of the founding fathers of sequential change-point analysis Page (1954) introduced the Page
CUSUM detector motivated by certain problems in quality control. In this context the properties of
detectors were explored mainly employing constant thresholds. In the literature, a comparison of the
speed of detection of this type of procedures in many cases is based on their average detection delay.
Even optimality criteria that were introduced for such procedures are referring to the average run
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length (ARL) to false alarm. However, procedures designed with respect to this criterion typically
stop with (asymptotic) probability one. For further reading on optimality criteria for Page’s CUSUM
we refer to the work of Lorden (1971). In addition the monograph of Basseville and Nikiforov (1993)
gives an extensive overview of the contributions made since the CUSUM procedure was introduced
by Page (1954).
Chu et al. (1996) argue that in many contemporary applications, in particular in an economic context,
there are no sampling costs under structural stability. They therefore propose an approach, in which
the probability of false alarm is controlled. This approach initiated a multitude of contributions to
the field of sequential change-point analysis. E.g., Horva´th et al. (2004) propose various sequential
tests for the stability of a linear model with independent errors. These tests are based on a stopping
rule which stops as soon as a CUSUM detector crosses a given boundary function. In a time series
regression model, Fremdt (2012) proposed —in a similar fashion— a stopping rule given by the first-
passage time of Page’s CUSUM over this very boundary function. Based on these procedures we will
consider a location model, i.e., we will investigate changes in the mean of certain times series. The
latter model is, as a special case, included in the time series regression model of Fremdt (2012). To
compare the performance of the CUSUM procedure of Horva´th et al. (2004) (which in the sequel will
be referred to as ordinary CUSUM) and the Page CUSUM, we will investigate the limit distributions
of the corresponding stopping times for early as well as for late change scenarios. Until now, only
few contributions were made regarding the complete asymptotic distribution of the stopping times
which obviously provides more information about the behavior of the stopping times than results on
the average run length.
Ordinary CUSUM detectors are defined as the partial sum of, e.g., model residuals from the beginning
of the monitoring to the present. These procedures have been studied extensively in the literature, cf.,
e.g., Horva´th et al. (2004), Horvath et al. (2007) or Aue et al. (2006b). For the location model results
on the asymptotic distribution of the ordinary CUSUM procedure in an early change scenario were
given by Aue (2003) and Aue and Horva´th (2004). Aue et al. (2009) then also provided an extension
to a linear regression model. To prove these results on the asymptotic normality of the ordinary
CUSUM detector, strong conditions on the time of change as well as on the magnitude of change
were imposed. In this context we also want to mention the work of Husˇkova´ and Koubkova´ (2005),
who introduced monitoring procedures based on quadratic forms of weighted cumulative sums, and
Cˇern´ıkova´ et al. (2011), who showed the asymptotic normality of the corresponding stopping time
under assumptions on the time of change similar to those used in Aue and Horva´th (2004) and Aue
et al. (2009).
Building on the work of Aue and Horva´th (2004), we will derive the asymptotic distribution of the
Page as well as the ordinary CUSUM procedure under weaker conditions on the time and magnitude
of the change. Hereby, we will show that the Page procedure is more robust to the location and the
size of the change than ordinary CUSUM procedures. The corresponding limit distributions for the
Page CUSUM are novel in this context and provide a classification of the behavior of the stopping
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time depending on the interplay of the magnitude and location of the change.
The paper is organized as follows. In Section 2 we will introduce our model setting and required
assumptions and formulate our main results. Section 3 contains the results of a small simulation
study which compares the ordinary and Page CUSUM in various scenarios. Furthermore, it illustrates
particularly how the performance of the procedures depends on the time of change. The proofs of
our main results from Section 2 are postponed to the appendix.
2 Asymptotic distribution of the stopping times
Let Xi, i = 1, 2, . . . follow the location (or “change-in-the-mean”) model
(2.1) Xi =
µ+ εi, i = 1, . . . ,m+ k∗ − 1,µ+ εi + ∆m, i = m+ k∗,m+ k∗ + 1, . . . ,
where µ and ∆m are real numbers, 1 ≤ k∗ < ∞ denotes the unknown time of change and the
{εi}i=1,2,... are zero-mean random variables. In this setting, the number m is the length of a so-called
training period, in which the model is assumed to be stable. This noncontamination assumption
(cf. Chu et al. (1996)) is used to estimate the model parameters and the asymptotics considered
here are (if not stated otherwise) with respect to m→∞. Furthermore we want to allow for certain
dependence structures like autoregressive or GARCH-type dependencies. For this purpose, we assume
that the random variables εi satisfy the following weak invariance principles∣∣∣∣∣
m∑
i=1
εi
∣∣∣∣∣ = OP (√m) ,(A1)
There is a sequence of Wiener processes {Wm(t) : t ≥ 0}m≥1 and a positive constant σ(A2)
such that
sup
1
m
≤t<∞
1
(mt)1/ν
∣∣∣∣∣
m+mt∑
i=m+1
εi − σWm(mt)
∣∣∣∣∣ = OP (1) with some ν > 2.
Examples for sequences of random variables satisfying Assumptions (A1) and (A2) are given in Aue
and Horva´th (2004). Besides i.i.d. sequences these include, e.g., martingale difference sequences
and certain stationary mixing sequences. Aue et al. (2006b) showed that the class of augmented
GARCH processes, which were introduced by Duan (1997), also satisfies Assumptions (A1) and
(A2). This class contains most of the conditionally heteroskedastic time series models applied to
describe financial time series. A selection of GARCH models from this class can be found in Aue
et al. (2006a).
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We are interested in testing the hypothesis
H0 : ∆m = 0
against the alternatives
HA,1 : ∆m > 0 and HA,2 : ∆m 6= 0.
An (asymptotic) α-level sequential test of power one (cf. Chu et al. (1996)) is then given via a
stopping rule τ = τm such that
lim
m→∞P (τm <∞) = α under H0
and
lim
m→∞P (τm <∞) = 1 under the alternative.
For the location model, Aue and Horva´th (2004) defined the CUSUM detector of the (centered) Xi
Q1(m, k) =
m+k∑
i=m+1
Xi − k
m
m∑
i=1
Xi,
and as a corresponding stopping time
τQ1,m = min{k ≥ 1 : Q1(m, k) ≥ σˆmcQ1,αg(m, k)}.
Here, σˆm is a weakly consistent estimator for the constant σ from (A2) (calculated from the data of
the training period 1, . . . ,m),
(2.2) g(m, k) =
√
m (1 + k/m) (k/(k +m))γ for γ ∈ [0, 1/2)
and the critical value cQ1,α = c
Q
1,α(γ) is a constant derived from the asymptotic distribution of the
detector under the null hypothesis. This asymptotic distribution can be obtained by adapting the
proof of Theorem 2.1 in Horva´th et al. (2004) with respect to Assumptions (A1) and (A2). Under
H0, we find
lim
m→∞P
(
1
σˆm
sup
1≤k<∞
Q1(m, k)
g(m, k)
> cQ1,α
)
= P
(
sup
0<t<1
W (t)
tγ
> cQ1,α
)
= α.
The parameter γ in this construction is a so-called tuning parameter, which allows a practitioner to
regulate the sensitivity of the procedure with respect to the time of change. A value of γ close to
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1/2 increases detection speed in early change scenarios, while for later changes smaller values lead to
a faster detection. For a discussion of this we refer to, e.g., Horva´th et al. (2004).
Aue and Horva´th (2004) showed that for the stopping time τQ1,m under the more restrictive local
change assumption ∆m → 0 and for early change alternatives
k∗ = O
(
mβ
)
with some 0 ≤ β <
(
1
2 − γ
1− γ
)2
,(2.3)
one can find (deterministic) sequences am and bm such that (τ
Q
1,m−am)/bm is asymptotically normal.
Our main results, on the one hand, extend the theorem of Aue and Horva´th (2004) for the ordinary
CUSUM to a wider range of change scenarios, on the other hand, they provide the corresponding
limit distribution for the Page CUSUM. Not only do we weaken the assumptions to allow for a larger
class of change-size scenarios, but the range for the value β in (2.3) is extended to the upper limit
1 (see Assumption (A3) below). These results permit a comparison of the two procedures on a
theoretical basis. From this the superiority of the Page versus the ordinary CUSUM in late change
scenarios can be seen, while the similarity of these procedures in early change scenarios is implied.
The Page CUSUM detector for the one-sided alternative HA,1 is given via
S1(m, k) = Q1(m, k)− min
0≤i≤k
Q1(m, i) (with Q1(m, 0) = 0)
and the corresponding stopping time with g from (2.2) as
τPage1,m = min{k ≥ 1 : S1(m, k) ≥ σˆmcPage1,α g(m, k)}.
Here, according to Fremdt (2012), the critical value cPage1,α = c
Page
1,α (γ) for a given confidence level
α ∈ (0, 1) can be chosen such that under H0
lim
m→∞P
(
1
σˆm
sup
1≤k<∞
S1(m, k)
g(m, k)
> cPage1,α
)
=P
(
sup
0<t<1
1
tγ
[
W (t)− inf
0≤s≤t
(
1− t
1− sW (s)
)]
> cPage1,α
)
=α.
A table containing simulated versions of the critical values cPage1,α (γ) for selected values of γ and α
can be found in Fremdt (2012).
It can easily be seen that the stopping times τQ1,m and τ
Page
1,m are suitable for alternative HA,1. The
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(two-sided) detectors and stopping rules for HA,2 are given via
S2(m, k) = max
0≤i≤k
|Q1(m, k)−Q1(m, i)|, τPage2,m = min{k ≥ 1 : S2(m, k) ≥ σˆmcPage2,α g(m, k)}
and
Q2(m, k) = |Q1(m, k)|, τQ2,m = min{k ≥ 1 : Q2(m, k) ≥ σˆmcQ2,αg(m, k)}.
For a proof of consistency and the derivation of the limit distributions under H0 we refer to Fremdt
(2012) and Horva´th et al. (2004).
The asymptotic distribution of the stopping times τPage1,m and τ
Page
2,m will depend strongly on the
interplay of ∆m and k
∗. To specify this, we need the following (technical) assumptions:
there exists a θ > 0 such that k∗ = bθmβc with 0 ≤ β < 1(A3)
√
m|∆m| −→ ∞,(A4)
∆m = O (1) .(A5)
Assumption (A5) only requires ∆m to be bounded and therefore includes local as well as fixed alterna-
tives. From Assumption (A3), we have a given order of the change-point k∗ in terms of m depending
on the exponent β. As we will see later on, the asymptotic distribution of the stopping times depends
crucially on the decay of ∆m, which is implicitly allowed by Assumptions (A4) and (A5). This de-
pendence can be expressed in terms of the asymptotic behavior of the quantities |∆m|mγ−1/2k∗1−γ .
In view of Assumption (A3) we distinguish the following three cases:
mβ(1−γ)−1/2+γ |∆m| −→ 0,(I)
mβ(1−γ)−1/2+γ |∆m| −→ C˜1 ∈ (0,∞),(II)
mβ(1−γ)−1/2+γ |∆m| −→ ∞.(III)
Remark 2.1. a) We note that under Assumptions (A4) and (A5)) we have (I) for
0 ≤ β <
1
2 − γ
1− γ .(Ia)
b) Assumption (A3) implies that under (II) we have
|∆m|mγ−1/2k∗1−γ −→ θ1−γC˜1 = C1 ∈ (0,∞).(2.4)
The limit distribution in our main results will depend on the given case (I), (II) or (III). In order to
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define this limit distribution, we first introduce for all real x
Ψ(x) =

Φ(x), under (I),
P
(
sup
d1<t<1
W (t) ≤ x
)
, under(II),
P
(
sup
0<t<1
W (t) ≤ x
)
=
0, x < 0,2Φ(x)− 1, x ≥ 0, , under (III).
Here Φ(x) denotes the standard normal distribution function and under (II) we denote by d1 = d1(c)
the unique solution of
d1 = 1− cσ
C1
d1−γ1 .(2.5)
Theorem 2.1. Let {Xn}n≥1 be a sequence of random variables according to (2.1) such that (A1) –
(A5) are satisfied, and let γ ∈ [0, 1/2).
(a) Then, for all real x under HA,1 and with Ψ(x) = 1−Ψ(−x),
lim
m→∞P
(
τPage1,m − am(cPage1,α )
bm(c
Page
1,α )
≤ x
)
= Ψ(x),
where am(c) is the unique solution of
am(c) =
(
σcm1/2−γ
|∆m| +
k∗
(am(c))γ
)1/(1−γ)
and
bm(c) = σ
√
am(c)|∆m|−1
(
1− γ
(
1− k
∗
am(c)
))−1
.
(b) Additionally it holds that, for all real x under HA,1,
lim
m→∞P
(
τQ1,m − am(cQ1,α)
bm(c
Q
1,α)
≤ x
)
= Φ(x).
Theorem 2.2. Let {Xn}n≥1 be a sequence of random variables according to (2.1) such that (A1) –
(A5) are satisfied and let γ ∈ [0, 1/2). Then, for all real x under HA,2, the limit results of Theorem
2.1 are retained if τPage1,m , c
Page
1,α , τ
Q
1,m and c
Q
1,α are replaced with the respective objects τ
Page
2,m , c
Page
2,α , τ
Q
2,m
and cQ2,α.
Theorems 2.1 and 2.2 show that in early change scenarios like under case (Ia), the behavior of the
ordinary and Page CUSUM is comparable. This implies that the same limit distribution is obtained
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using normalizing sequences which differ only by the critical values. As, clearly, cPage1,α > c
Q
1,α this
suggests a slightly superior behavior of the ordinary CUSUM.
Under late change scenarios, however, the difference in the limit distribution shows how the detection
delay improves for the Page CUSUM, since the Page limit distribution is stochastically smaller than
a standard normal one (cf. (I) compared to (II) and (III)). This underlines the detection properties
of the Page CUSUM which by construction is intended to show a higher stability in particular under
later changes. Furthermore, the construction of the normalizing sequences am(c) and bm(c) identifies
the driving factors for the detection delay and therefore adds to the understanding of the dynamics
of the different procedures.
In the next section we will find that the large sample results from above can be confirmed empirically.
In addition they can help to explain effects observed in the small sample behavior of the considered
procedures.
3 A small simulation study
In this section, we present the outcome of a small simulation study to illustrate the theoretical
findings from Section 2 and compare ordinary and Page CUSUM in this framework. The simulations
were carried out for various types of sequences {εi}i=1,2,..., mainly leading to similar findings. Since
the statements of Theorems 2.1 and 2.2 yield the behavior of ordinary and Page CUSUM in different
scenarios, we will focus here on these scenarios and the transition between them. We will therefore
only provide one examplary setting. A more extensive empirical analysis of the limit behavior
with respect to the influence of the different parameters and the dependence structure of the series
{εi}i=1,2,... would be desirable. Yet this exceeds by far the scope of this paper. However, it should
be mentioned that, in particular in small samples, the quality of estimation of the parameter σ is
crucial to the behavior of the procedures. Inaccurate estimation may lead to increasing sizes under
the null hypothesis, which bias the estimated densities of the stopping times as well.
We will focus here on results for µ = 0, using a GARCH(1,1) sequence
εi = σizi, σ
2
i = ω + αε
2
i−1 + βσ
2
i−1,
where {zi}i=1,2,... are i.i.d. standard normally distributed and the parameters were specified as
ω = 0.5, α = 0.2 and β = 0.3,
which implies (unconditional) unit variance. Due to the uncorrelated error terms, the ordinary least
squares estimator for the sample variance is a weakly consistent estimator for the parameter σ. All
simulations were carried out using 5000 replications.
Since the limit behavior of the stopping times depends strongly on the interplay of the model pa-
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rameters, a rather simple simulation design was chosen, to increase the traceability and make the
outcome easier to interpret. For all presented results a fixed change alternative with ∆m = 1 was
considered, which implies that the behavior of mβ(1−γ)−1/2+γ∆m, and hereby the determination of
the corresponding case (I) – (III) depends only on the exponent η = η(γ, β) = β(1 − γ) − 1/2 + γ.
Hence, the cases correspond to η S 0. In all presented figures, the respective density of the limit
distribution is plotted as a solid line and denoted by Φ(= Ψ(I)),Ψ
(II)
d1
and Ψ(III). Since the one and
two-sided procedures mainly differ in the critical values, we only present the results for the one-sided
procedures.
Figures 1–5 each show (in black lines) estimated density plots of the normalized stopping time
νPage1,m = (τ
Page
1,m − am(cPage1,α ))/bm(cPage1,α )
in the left column and
νQ1,m = (τ
Q
1,m − am(cQ1,α))/bm(cQ1,α)
in the right column. These illustrate the limit results of Theorem 2.1 (a) and (b), respectively. For
a direct comparison of ordinary and Page CUSUM the normalized stopping time
ν˜m = (τ
Q
1,m − am(cPage1,α ))/bm(cPage1,α )
can be used as a benchmark. In both columns of Figures 1–5 the corresponding density estimates
for ν˜m are provided in gray lines. The rows in Figures 1–5 correspond to the choice of the tuning
parameter γ, where from top to bottom, γ = 0.00, 0.25 and 0.45. We will first interpret the findings
with respect to the limit results themselves and then conclude the analysis with a comparison of
τPage1,m and τ
Q
1,m in the different scenarios.
Since the limit distribution of νQ1,m is standard normal under the assumptions of Theorem 2.1, it is
not surprising that we will find the convergence to be relatively robust with respect to the given
scenario. This, however, does not hold for the convergence of τPage1,m , where the transition from case
(I) to case (III) strongly influences the convergence even for large sample sizes. We will therefore
restrict the following discussion to the behavior of the Page CUSUM.
Figure 1 shows the estimated density plots for a fixed change-point, i.e., β = 0 in (A3), choosing
k∗ = θ = 1. Figure 2 provides the related results for k∗ = 100. These belong to case (I) for all
values of γ and therefore have the standard normal distribution as a limit (for νPage1,m and ν
Q
1,m).
For k∗ = 1 a fast and clear convergence to the standard normal can be found for γ = 0.00 and
γ = 0.25. For γ = 0.45, a deviation is visible due to a slower convergence to the standard normal.
This deviation can be explained in terms of the transition from case (I) to case (II) (and (III)) in
η = 0 and thus for β˜ = 1/11. Consider, e.g., the alternative scenario k∗ = bm0.1c. For m = 100 and
m = 1000 we then find k∗ = 1, for m = 10, 000 we have k∗ = 2. The two scenarios are therefore rather
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indistinguishable for the given sample sizes. Yet they have different limit distributions. Consequently,
a fast convergence to the standard normal can hardly be expected. The influence of the parameter θ
from Assumption (A3), which leads to a bias in the limiting behavior, is shown in Figure 2. While
for γ = 0.00 the convergence to the standard normal distribution can be seen nicely, for the larger
values of γ it is not obvious. The explanation for this is again the influence of γ on η, e.g., we
have for m = 10, 000 that k∗1 = 100m0 and k∗2 = m0.5 are two possible alternatives with different
limit distributions for larger values of γ. The parameter θ was used in earlier works to justify the
assumption of an early change scenario. The results from Figure 2 show, however, that this argument
has to be handled with caution.
Figure 3 shows the density plots for k∗ = bm0.45c, which implies η < 0 for γ = 0.00 and η > 0
for γ = 0.25 and γ = 0.45. For γ = 0.00 the convergence to the standard normal distribution
is again obvious. For γ = 0.25 and γ = 0.45, the convergence away from the standard normal
distribution towards Ψ(III) is also clearly visible for νPage1,m . Figure 4 shows results under case (II),
which corresponds to η = 0 and β taking values β = 1/2, 1/3 and 1/11, for γ = 0.00, 0.25, 0.45. The
limiting densities in the left column show the dependence on d1 and therefore implicitly on γ. The
model setting implies C1 = 1, consequently d1 takes the following values:
γ 0.00 0.25 0.45
d1(γ) 0.3714 0.1887 0.1051
Finally, in Figure 5 case (III) is considered. The change-point is set to k∗ = bm0.75c and we find that
in accordance with the theoretical results only little influence of γ can be seen. The convergence to
the limit distribution Ψ(III) is again obvious in the left column.
Comparison of τPage1,m and τ
Q
1,m. Now we want to compare the stopping rules τ
Page
1,m and τ
Q
1,m
explicitly. Aside from the large sample behavior provided in Theorem 2.1, the simulations yield
further information on the small sample behavior. For this, the discussion of the convergence from
above helps to explain the findings with respect to this comparison.
Since the normalizations in Theorem 2.1 allow for a direct comparison of the relative values, we will
not discuss the absolute values of the delay times and, in particular, the influence of the parameter γ
on these. Table 1 shows the values of the normalizing sequences am(c
Page
1,α ), bm(c
Page
1,α ) and am(c
Q
1,α),
bm(c
Q
1,α) for α = 0.1 in the considered scenarios. These confirm the findings of Fremdt (2012) and
Horva´th et al. (2004), which is why we refer to the latter works for a further discussion of this topic.
To compare the stopping times τPage1,m and τ
Q
1,m directly, we consider the same normalization for both,
i.e., we compare νPage1,m and ν˜m. Thus, the left columns of Figures 1–5 provide the basis for this
comparison.
As to be expected, Figure 1 shows that for a change-point at the beginning of the monitoring, the
ordinary CUSUM detects slightly faster than the Page CUSUM. This is mainly due to the difference
of the critical values. In Figure 2 it can be seen how the parameter θ influences the detection of
10
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Figure 1: Estimated density plots for k∗ = bθm0c with θ = 1 for νPage1,m (left column) and νQ1,m (right column) in black
lines. In both columns the estimated density of ν˜m can be found in gray lines. The rows from top to bottom correspond
to the tuning parameter γ = 0.00, 0.25 and 0.45.
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Figure 2: Estimated density plots for k∗ = bθm0c with θ = 100 for νPage1,m (left column) and νQ1,m (right column) in
black lines. In both columns the estimated density of ν˜m can be found in gray lines. The rows from top to bottom
correspond to the tuning parameter γ = 0.00, 0.25 and 0.45.
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Figure 3: Estimated density plots for k∗ = bm0.45c for νPage1,m (left column) and νQ1,m (right column) in black lines. In
both columns the estimated density of ν˜m can be found in gray lines. The rows from top to bottom correspond to the
tuning parameter γ = 0.00, 0.25 and 0.45.
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Figure 4: Estimated density plots for νPage1,m (left column) and ν
Q
1,m (right column) in black lines. In both columns the
estimated density of ν˜m can be found in gray lines. The rows from top to bottom correspond to the tuning parameter
γ = 0.00, 0.25 and 0.45. In each row the change-point k∗ was set to k∗ = bmβc such that β = (1/2− γ)/(1− γ). The
limit distribution in the left column is therefore determined by case (II).
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Figure 5: Estimated density plots for k∗ = bm0.75c for νPage1,m (left column) and νQ1,m (right column) in black lines. In
both columns the estimated density of ν˜m can be found in gray lines. The rows from top to bottom correspond to the
tuning parameter γ = 0.00, 0.25 and 0.45.
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the two procedures. While both have the same limit distribution, the Page CUSUM shows a faster
detection in small as well as large samples. Additionally, for γ > 0 the shape of the density estimates
of νPage1,m yields the sensitivity of the procedure to the transition between the different cases.
Figure 3 particularly highlights the dependence of the limit distribution on the parameter γ. While
for γ = 0 only a slightly faster detection of the Page CUSUM can be observed, for larger values of γ
the effect is more evident, due to the difference in the limit distribution.
The decreasing difference of the two procedures with increasing γ in Figure 4 is owed to the change-
point specification. For γ = 0 the change-point k∗ (for m = 100, 1000, 10000) takes the values
k∗ = 10, 31, 100, for γ = 0.25 we have k∗ = 4, 9, 21 and for γ = 0.45 finally k∗ = 1, 1, 2. The observed
behavior is therefore not surprising.
Finally, Figure 5 clearly shows how the Page CUSUM improves compared to the ordinary CUSUM,
the later a change occurs. Even for small training samples the density estimates of the Page CUSUM
dominate those of the ordinary CUSUM and the effect is reinforced with increasing sample size.
To summarize, we find that the simulations in general confirm the theoretical results. They even
explain why in certain (biased) early change scenarios, despite the same standard normal limit for
both procedures, the Page CUSUM outperforms the ordinary CUSUM. Furthermore, the similarity
of the Page and ordinary CUSUM in early change scenarios, on the one hand, and the superiority
of the Page CUSUM in late change scenarios, on the other hand, underline why in general (i.e.,
without additional assumptions on the change-point) the usage of the Page CUSUM procedure can
be recommended.
A Proofs of Theorems 2.1 and 2.2
Only the proof of Theorem 2.1 will be carried out explicitly. Theorem 2.2 can be proven by using
the same arguments as in the proof of Theorem 2.1.
To accomplish the proof of part (a) we adopt the method of Aue and Horva´th (2004) or Cˇern´ıkova´
et al. (2011), that is we find a sequence N = N(m,x) such that:
P (τPage1,m > N) = P
(
max
1≤k≤N
S1(m, k)
σˆmc
Page
1,α g(m, k)
≤ 1
)
−→ Ψ(x) for all real x.(1.6)
To ease notation we will write am = am(c
Page
1,α ), bm = bm(c
Page
1,α ) and c = c
Page
1,α . As can be seen in the
proofs the sequence N(m,x) can be chosen as
N = N(m,x) =
(
σ cm1/2−γ
∆m
+
k∗
aγm
− σx a
1/2−γ
m (1− γ)
∆m(1− γ(1− k∗am ))
)1/(1−γ)
.(1.7)
Before we start with the proof of Theorem 2.1 we give some facts that will be useful in the proofs:
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τPage1,m τ
Q
1,m
k∗ γ m 100 1000 10000 m 100 1000 10000
1 0.00 am 17.92 54.52 170.24 am 17.45 53.01 165.49
bm 4.23 7.38 13.05 bm 4.18 7.28 12.86
0.25 am 12.23 24.84 52.00 am 11.55 23.39 48.86
bm 4.54 6.56 9.55 bm 4.41 6.36 9.26
0.45 am 9.54 11.37 13.63 am 8.57 10.18 12.15
bm 5.17 5.72 6.33 bm 4.86 5.37 5.94
100 0.00 am 116.92 153.52 269.24 am 116.45 152.01 264.49
bm 10.81 12.39 16.41 bm 10.79 12.33 16.26
0.25 am 119.87 136.51 168.42 am 118.90 134.68 164.87
bm 11.42 12.52 14.44 bm 11.36 12.40 14.24
0.45 am 127.43 131.18 135.49 am 125.31 128.75 132.70
bm 12.50 12.82 13.20 bm 12.31 12.61 12.96
bm0.45c 0.00 am 23.92 75.52 232.24 am 23.45 74.01 227.49
bm 4.89 8.69 15.24 bm 4.84 8.60 15.08
0.25 am 19.64 50.47 126.72 am 18.94 48.92 123.32
bm 5.28 8.27 12.88 bm 5.17 8.11 12.65
0.45 am 18.51 40.34 92.96 am 17.41 38.75 90.53
bm 5.97 7.98 11.28 bm 5.71 7.73 11.02
bm0.5c 0.00 am 26.92 84.52 269.24 am 26.45 83.01 264.49
bm 5.19 9.19 16.41 bm 5.14 9.11 16.26
bm1/3c 0.25 am 16.01 34.97 77.32 am 15.33 33.49 74.11
bm 4.93 7.26 10.75 bm 4.80 7.08 10.49
bm1/11c 0.45 am 9.54 11.37 15.30 am 8.57 10.18 13.81
bm 5.17 5.72 6.43 bm 4.86 5.37 6.04
bm0.75c 0.00 am 47.92 230.52 1169.24 am 47.45 229.01 1164.49
bm 6.92 15.18 34.19 bm 6.89 15.13 34.12
0.25 am 46.70 218.04 1109.61 am 45.90 216.03 1104.35
bm 7.46 15.50 34.15 bm 7.37 15.39 34.04
0.45 am 48.81 216.02 1090.74 am 47.33 213.06 1084.14
bm 8.36 16.00 34.31 bm 8.14 15.80 34.12
Table 1: Values of the normalizing sequences am(c
Page
1,α ), bm(c
Page
1,α ) (left) and am(c
Q
1,α), bm(c
Q
1,α) (right) for α = 0.1 in
the scenarios considered in Figures 1–5.
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Remark A.1. It is obvious that Q1(m, k) can be rewritten as
Q1(m, k) =
m+k∑
i=m+1
εi − k
m
m∑
i=1
εi + ∆m(k − k∗ + 1)I{k≥k∗} for k = 1, 2, . . . ,(1.8)
and consequently with εm =
1
m
∑m
`=1 ε` we have
S1(m, k) ≤
∣∣∣∣∣
m+k∑
i=m+1
εi
∣∣∣∣∣+ k |εm|+ ∣∣∆m(k − k∗ + 1)I{k≥k∗}∣∣+
∣∣∣∣ min0≤i≤kQ1(m, i)
∣∣∣∣(1.9)
and
∣∣∣∣ min0≤i≤kQ1(m, i)
∣∣∣∣
g(m, k)
≤ max
0≤i≤k
∣∣∣∣∣ m+i∑j=m+1 εj
∣∣∣∣∣
g(m, i)
+ max
0≤i≤k
i |εm|
g(m, i)
+ max
0≤i≤k
∣∣∆m(i− k∗ + 1)I{i≥k∗}∣∣
g(m, i)
.(1.10)
Proposition A.1. Introducing the notation rm ≈ sm for rm = sm(1 + o(1)) we get under the
assumptions of Theorem 2.1 that
am ≈

(
σ cm1/2−γ
∆m
) 1
1−γ
, under (I),
d2 k
∗, under (II) with d2 =
(
σ c
c1
+ dγ1
) 1
1−γ
and
k∗, under (III).
Proof: From the definition of am it follows obviously that this definition is equivalent to
am =
σ cm1/2−γ
∆m
aγm + k
∗(1.11)
which yields am ≥ k∗ and thus k∗am ≤ 1. Now under (I) the assertion follows directly by
am =
σ cm1/2−γ
∆m
aγm
(
1 +
∆mk
∗1−γ
σ cm1/2−γ
(
k∗
am
)γ)
=
(
σ cm1/2−γ
∆m
) 1
1−γ
(1 + o (1)).
Under (II) we have lim
m→∞ k
∗/am = d1 (cf. Lemma A.2 a) (iv)) and with (2.4) consequently
am = k
∗
(
σ c∆−1m m
1/2−γk∗γ−1 +
(
k∗
am
)γ) 11−γ
≈ k∗
(
σ c
c1
+ dγ1
) 1
1−γ
= d2k
∗
Finally under (III) we have from the definition of am
am
k∗
=
((
k∗
am
)γ
+ σ c∆−1m m
1/2−γk∗γ−1
) 1
1−γ
= O (1) ,
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leading to
a1−γm =
k∗
aγm
(
1 +
σ cm1/2−γ
∆mk∗1−γ
(am
k∗
)γ)
=
k∗
aγm
(1 + o (1)) ,
and thus concluding the proof. 
Lemma A.2. Let γ ∈ [0, 1/2) and let (A3) – (A5) be satisfied. Then
a) (i) am/m −→ 0,
(ii)
√
am∆m −→∞,
(iii) k∗/m −→ 0,
(iv) k∗/am −→

0, under (I),
d1 ∈ (0, 1), under (II) and
1, under (III).
b) N/am −→ 1 and consequently the statements of part a) still hold after substitution of am by N .
c) Furthermore
lim
m→∞
1
σ
(
N
m
)γ−1/2(
σ c− ∆m
m1/2−γ
(
N1−γ − k
∗
Nγ
))
= x for all real x.(1.12)
Proof: a) Part (iii) follows directly from Assumption (A1).
(i) Under (I) with Proposition A.1 and Assumption (A4)
am
m
≈
(
σ c√
m∆m
) 1
1−γ
−→ 0,
under (II) and (III) we get the result again with Proposition A.1 and part (iii) of this Lemma from
am
m
≈
d2k∗/m, under (II) andk∗/m under (III).
(ii) Because am ≥
(
σ c∆−1m m1/2−γ
) 1
1−γ we have by Assumption (A4)
√
am∆m ≥
((
σ c∆−1m m
1/2−γ
)
∆2(1−γ)m
) 1
2(1−γ)
= (σ c)
1
2(1−γ)
(√
m∆m
) 1/2−γ
1−γ −→∞
(iv) Under (I) and (III) the result follows directly from Proposition A.1 and its proof, under (II)
consider
am
k∗
=
σ cm1/2−γ
∆mk∗1−γ
(am
k∗
)γ
+ 1 =
σ c
c1
(am
k∗
)γ
+ 1 + o (1) .
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Now it can easily be seen that because of the definition of am the term am/k
∗ solving the equation
above converges towards a real number d−11 ∈ (1,∞) and hence k∗/am −→ d1 ∈ (0,∞). Hence we
find d1 as the solution of
d1 = lim
m→∞ k
∗/am = 1− lim
m→∞σ c∆
−1
m m
1/2−γk∗γ−1 (k∗/am)1−γ = 1− (σ c/c1) d1−γ1 .
b) It is enough to consider
N1−γ
a1−γm
= 1− σx a
1/2−γ
m (1− γ)
a1−γm ∆m (1− γ (1− k∗/am))
= 1− σx 1− γ√
am∆m (1− γ (1− k∗/am)) .
But aside from Lemma A.2 a) (ii) giving us
√
am∆m −→∞ we have
1− γ (1− k∗/am) −→

1− γ > 0, under (I) and (I),
1− γ(1− d1) > 0, under (II),
1, under (III),
which yields the desired result.
c) To ease the notation we first introduce
uγ(s, t) =
1− γ
1− γ (1− s/t) .(1.13)
By inserting the definition of N in N1−γ , from (1.7), we get
(N/m)γ−1/2
(
c−∆mmγ−1/2
(
N1−γ − k∗/Nγ))
=
∆mk
∗
√
N
(
1− (N1−γ/a1−γm ) γ1−γ )+ σx (am/N)1/2−γ uγ(k∗, am)
=
∆mk
∗
√
N
1 γ1−γ −(1 + N1−γ − a1−γm
a1−γm
) γ
1−γ
+ σx (am/N)1/2−γ uγ(k∗, am)
=A1,
so by the mean value theorem we can find ξm between 1 and (N/am)
1−γ (which satisfies ξm → 1
because of part b)) such that
A1 =σx (am/N)
1/2−γ uγ(k∗, am) +
∆mk
∗
√
Na1−γm
(
σx
a
1/2−γ
m
∆m
uγ(k
∗, am)
)
γ
1− γ ξ
2γ−1
1−γ
m
=σx (am/N)
1/2−γ uγ(k∗, am)
(
1 +
γ
1− γ
k∗
am
aγm
Nγ
ξ
2γ−1
1−γ
m
)
=σx
(am
N
)1/2−γ (
1 +
γ
1− γ
k∗
am
aγm
Nγ
ξ
2γ−1
1−γ
m
)(
1− γ
1− γ
k∗
am
)−1
−→ σx,
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which completes the proof of Lemma A.2. 
To prove Theorem 2.1 we formulate a set of lemmas containing stepwise approximations of the
detector that finally give us the desired asymptotics. For these first steps we follow again the outline
of the proofs in Aue and Horva´th (2004). The first step of the proof is to show that the observations
before the change-point do not have an impact on the asymptotics under the alternative.
Lemma A.3. Let γ ∈ [0, 1/2). If (A1) – (A5) hold, then
(
N
m
)γ−1/2(
max
1≤k<k∗
S1(m, k)
g(m, k)
− ∆m(N − k
∗)√
m (N/m)γ
)
P−→ −∞.
Proof: First we note that g(m, k) = m1/2−γ (1 + k/m)1−γ kγ ≥ m1/2−γkγ . Because the indicator
function in (1.8) equals zero for 1 ≤ k < k∗ and because of (1.9) it is enough to consider
(
N
m
)γ−1/2
max
1≤k<k∗
1
g(m, k)
∣∣∣∣∣
m+k∑
i=m+1
εi
∣∣∣∣∣+
(
N
m
)γ−1/2
max
1≤k<k∗
k |εm|
g(m, k)
+
(
N
m
)γ−1/2
max
1≤k<k∗
1
g(m, k)
∣∣∣∣ min0≤i≤kQ1(m, i)
∣∣∣∣+ (Nm
)γ−1/2 ∆m(N − k∗)√
m (N/m)γ
= A2 +A3 +A4 +A5
We will first show that all but the deterministic term A5 are stochastically bounded and therefore
they do not contribute to the asymptotics. Then it is sufficient to show the divergence of A5 to prove
the lemma. We begin with the term A2 and replace the partial sum of the error terms by a Wiener
process and have with Lemma A.2 a)(iv) and b)
(
N
m
)γ−1/2
max
1≤k<k∗
1
g(m, k)
∣∣∣∣∣
m+k∑
i=m+1
εi − σWm(k)
∣∣∣∣∣ = OP (1) max1≤k<k∗ k1/νN1/2−γkγ
= OP
(
(k∗/N)1/2−γ
)
= OP (1).
We note that(
N
m
)γ−1/2
max
1≤k<k∗
Wm(k)
g(m, k)
≤ sup
0<t≤k∗
Wm(t)√
N (t/N)γ
D
= sup
0<t≤k∗/N
W (t)
tγ
= OP (1),
where the equality in distribution comes from the scaling property of the Wiener process.
For A3 Lemma A.2 a) (iii), (iv) and Assumption (A1) yield(
N
m
)γ−1/2
max
1≤k<k∗
k |εm|
g(m, k)
≤ k
∗1−γ
mN1/2−γ
∣∣∣∣∣
m∑
`=1
ε`
∣∣∣∣∣ = OP ((k∗/N)1/2−γ (k∗/m)1/2) = oP (1).
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For A4 it follows by (1.10) that
max
1≤k<k∗
1
g(m, k)
∣∣∣∣ min0≤i≤kQ1(m, i)
∣∣∣∣ ≤ max1≤k<k∗ 1g(m, k)
∣∣∣∣∣∣
m+k∑
j=m+1
εj
∣∣∣∣∣∣+ max1≤k<k∗ k |εm|g(m, k) = OP (1).
Thus we only have to consider the deterministic term
A5 =
(
N
m
)γ−1/2 ∆m(N − k∗)√
m (N/m)γ
=
∆m
N1/2−γ
(
N1−γ − k
∗
Nγ
)
= ∆m
√
N
(
1− k
∗
N
)
.
It is obvious that the right hand side under (I) and (II) tends to infinity. Under (III) we have with
uγ from (1.13) that
∆m
N1/2−γ
(
N − k∗
Nγ
)
=
∆m
N1/2−γ
(
σ cm1/2−γ
∆m
− σxa
1/2−γ
m
∆m
uγ(k
∗, N) +
k∗
Nγ
((
N
am
)γ
− 1
))
= σ c
(m
N
)1/2−γ − σx(am
N
)1/2−γ
uγ(k
∗, N) +
∆mk
∗
√
N
((
N
am
)γ
− 1
)
.
From Lemma A.2 a) (i) it follows directly that the first term diverges, i.e., σ c (m/N)1/2−γ −→ ∞,
for the second term by Lemma A.2 a) (iv) and b) it is clear that this term is bounded.
The third term can be treated analogously to the proof of Lemma A.2 c) applying the mean value
theorem:
∆mk
∗
√
N
(1 + N1−γ − a1−γm
a1−γm
)γ/(1−γ)
− 1

=
∆mk
∗
√
Na1−γm
(
−σxa
1/2−γ
m
∆m
uγ(k
∗, N)
)
γ
1− γ ξ
(2γ−1)/(1−γ)
m
=− σxuγ(k∗, N) k
∗
√
Nam
ξ(2γ−1)/(1−γ)m
=O (1) .
This gives us the desired result. 
The next step is an approximation of our detector by functionals of a sequence of Wiener processes.
To ease the notation we define
WD(m, j) = σWm(j) + (j − k∗ + 1)∆mI{j≥k∗}(1.14)
and
WS(m, k) = WD(m, k)− min
0≤i≤k
WD(m, i).(1.15)
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Lemma A.4. Let γ ∈ [0, 1/2) and Assumptions (A1) – (A5) hold. Then
(
N
m
)γ−1/2
max
k∗≤k≤N
1
g(m, k)
|S1(m, k)−WS(m, k)| = oP (1).
Proof: The deterministic terms cancel out thus using
max
k∗≤k≤N
1
g(m, k)
∣∣∣∣ min0≤i≤kWD(m, i)− min0≤i≤kQ1(m, i)
∣∣∣∣
≤ max
k∗≤k≤N
1
g(m, k)
max
0≤i≤k
∣∣∣∣∣∣σWm(i)−
 m+i∑
j=m+1
εj − i
m
m∑
`=1
ε`
∣∣∣∣∣∣
≤ max
1≤k≤N
1
g(m, k)
∣∣∣∣∣∣
m+k∑
j=m+1
εj − σWm(k)
∣∣∣∣∣∣+ km
∣∣∣∣∣
m∑
`=1
ε`
∣∣∣∣∣

it is sufficient to consider
(
N
m
)γ−1/2
max
1≤k≤N
1
g(m, k)
∣∣∣∣∣∣
m+k∑
j=m+1
εj − σWm(k)
∣∣∣∣∣∣ = A6,
for which with Assumption (A2) and because y1/ν−γ is monotone we have
A6 =OP (1) max
1≤k≤N
k1/ν√
N (k/N)γ
= OP (1)Nγ−1/2 max
{
1, N1/ν−γ
}
=OP (1) max
{
Nγ−1/2, N1/ν−1/2
}
= OP (1)o (1)
=oP (1),
and (
N
m
)γ−1/2
max
1≤k≤N
k
m
∣∣∣∣∣
m∑
`=1
ε`
∣∣∣∣∣
/
g(m, k) ≤
(
N
m
)γ−1/2 1
m
∣∣∣∣∣
m∑
`=1
ε`
∣∣∣∣∣ max1≤k≤N k1−γm1/2−γ
=
√
N
m
OP
(√
m
)
= OP
(√
N/m
)
= oP (1).

The boundary function g(m, k) can be replaced by an asymptotically equivalent function that sim-
plifies the coming calculations.
Lemma A.5. Let γ ∈ [0, 1/2) and Assumptions (A1) – (A5) hold and define
h(m, k) =
∣∣∣∣ 1g(m, k) − 1√m (k/m)γ
∣∣∣∣ .
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Then (
N
m
)γ−1/2
max
k∗≤k≤N
|WS(m, k)|h(m, k) = oP (1).
Proof: Aue and Horva´th (2004) showed that(
N
m
)γ−1/2
max
k∗≤k≤N
σ |Wm(k)|h(m, k) = oP (1).
For the deterministic term (k − k∗ + 1)∆m we get(
N
m
)γ−1/2
max
k∗≤k≤N
∆m(k − k∗ + 1)h(m, k)
=
∆m
N1/2−γ
max
k∗≤k≤N
k − k∗ + 1
kγ
(
11−γ −
(
m
k +m
)1−γ)
=
∆m
N1/2−γ
max
k∗≤k≤N
k1−γ
(
11−γ −
(
m
k +m
)1−γ)
=A7.
By application of the mean value theorem for every k∗ ≤ k ≤ N we can find a real number ξm,k
satisfying m/(m+ k) < ξm,k < 1 such that
A7 =
∆m
N1/2−γ
max
k∗≤k≤N
k − k∗ + 1
kγ
k
k +m
(1− γ)ξ−γm,k.
Because ξ−γm,k ≤ (m/(m+ k))−γ and (k − k∗ + 1) (k/(k +m))1−γ is strictly increasing in k we have
A7 ≤ ∆m
N1/2−γmγ
max
k∗≤k≤N
(k − k∗ + 1)
(
k
k +m
)
=
∆m
N1/2−γ
(N − k∗ + 1)
(
N
N +m
)1−γ
≤∆m
√
N(N − k∗ + 1)
m
=
∆m
√
N(N − k∗)
m
+
∆m
√
N
m
.
Here the last term clearly tends to 0 and for the first term we get by Lemma A.2 b) and from (1.11)
∆m
√
N(N − k∗)
m
≈∆m
√
am(am − k∗)
m
=
∆m
√
am
m
σ cm1/2−γaγm
∆m
= σ c
(am
m
)1/2+γ
= o(1),
where the last equality comes from Lemma A.2 a) (i). For the minimum term the claim follows with
the same arguments and this is completing the proof. 
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Before we can state the next lemma we again have to introduce some notation. For δ ∈ (0, 1) we
define
Nδ = (1− δ)N, N = N − k∗ − 1 and N δ = (1− δ)N.
Lemma A.6. Let γ ∈ [0, 1/2) and (A1) – (A5) hold. Then for every δ ∈ (0, 1)
a) lim
m→∞P
(
max
k∗≤k≤N
WS(m,k)√
m(k/m)γ
= max
Nδ≤k≤N
WS(m,k)√
m(k/m)γ
)
= 1,
b) lim
m→∞P
(
max
k∗≤j≤N
σWm(j)+∆mj√
N
= max
Nδ≤j≤N
σWm(j)+∆mj√
N
)
= 1.
Proof: a) We note (cf. Aue and Horva´th (2004)) that
max
k∗≤k≤N
|W (k)|√
m (k/m)γ
= OP
((
N
m
)1/2−γ)
= oP
(
∆mN
1−γ
m1/2−γ
)
.(1.16)
Now it can be seen easily that this result also holds true for the extended range 0 ≤ k ≤ N .
Then
P
(
max
k∗≤k≤N
WS(m, k)√
m (k/m)γ
> max
Nδ≤k≤N
WS(m, k)√
m (k/m)γ
)
= P
bNδc⋃
k=k∗
N⋂
`=Nδ
{
k−γWS(m, k) > `−γWS(m, `)
}
≤ P
bNδc⋃
k=k∗
{
k−γWS(m, k) > N−γWS(m,N)
} .
We can rewrite
k−γWS(m, k) > N−γWS(m,N)
as
(k/N)−γ
(
WD(m, k)− min
0≤i≤k
WD(m, i)
)
− σWm(N) + min
0≤i≤N
WD(m, i) > ∆m(N − k∗ + 1),(1.17)
where the term on the right can be replaced by ∆mN to get an upper bound for the probability of
(1.17). Because for k ∈ [k∗, Nδ)(
k
N
)−γ
min
0≤i≤k
(
σWm(i) + (i− k∗ + 1)∆mI{i≥k∗}
) ≥ min
0≤i≤k
σWm(i)
(i/N)γ
≥ − max
0≤i≤N
σ(−Wm(i))
(i/N)γ
,
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it follows that
P
bNδc⋃
k=k∗
{
k−γWS(m, k) > N−γWS(m,N)
}
≤ P
(
max
k∗≤k<Nδ
(
σWm(k)
(k/N)γ ∆mN
)
+ max
k∗≤k<Nδ
(
k − k∗ + 1
(k/N)γ N
)
+ max
0≤i≤N
(
σ(−Wm(i))
∆mN (i/N)
γ
)
− σWm(N)
∆mN
> 1
)
.
Now (1.16) yields
max
k∗≤k<Nδ
σWm(k)
(k/N)γ ∆mN
= oP (1),
max
0≤i≤N
σWm(i)
∆mN (i/N)
γ = oP (1),
σ
Wm(N)
∆mN
= oP (1).
Thus with
max
k∗≤k<Nδ
k − k∗ + 1
(k/N)γ N
≤ Nδ − k
∗ + 1
(Nδ/N)
γ N
= (1− δ)1−γ − k
∗
(1− δ)γN +
1
(1− δ)γN < 1,
for large enough m, we have
P
(
max
k∗≤k<Nδ
(
σWm(k)
(k/N)γ ∆mN
)
+ max
k∗≤k<Nδ
(
k − k∗ + 1
(k/N)γ N
)
+ max
0≤i≤N
(
σ(−Wm(i))
∆mN (i/N)
γ
)
− σWm(N)
∆mN
> 1
)
−→ 0.
b) Similarly we get
P
(
max
k∗≤j≤N
σWm(j) + ∆mj√
N
> max
Nδ≤j≤N
σWm(j) + ∆mj√
N
)
≤ P
bNδc⋃
j=k∗
{
σWm(j) + ∆mj > σWm(N) + ∆mN
}
≤ P
(
max
k∗≤j<Nδ
σWm(j)
∆mN
+ max
k∗≤j<Nδ
j
N
− σWm(N)√
N
1
∆m
√
N
> 1
)
.
We first consider the term ∆m
√
N = ∆m
√
N
√
1− (k∗ + 1) /N . Under (I) and (II) it is obvious that
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∆m
√
N −→∞, under (III) with Lemma A.2 b) and (1.11)
∆m
√
N ≈ ∆m
√
am − k∗ − 1 = ∆m
√
σ cm1/2−γ
∆m
aγm − 1 =
√
σ c∆mm1/2
(am
m
)γ −∆2m.
Because of Assumption (A3) it is enough to consider
∆mm
1/2 (am/m)
γ ≈ ∆mm1/2−γ+γβ = ∆mmβ(1−γ)−1/2+γm2(γβ+1/2−γ)−β,
but since 2(γβ + 1/2 − γ) − β ≥ 0 under γ < 1/2 is equivalent to β ≤ 1 we have ∆m
√
N −→ ∞.
This together with N
−1/2
Wm(N) = OP (1) gives us
Wm(N)√
N
1
∆m
√
N
= oP (1).
The rest of the proof follows analogously to part a) of this proof. 
Lemma A.7. Let γ ∈ [0, 1/2). If (A1) – (A5) are satisfied, then
P
(
max
k∗≤k≤N
WS(m, k)√
m (k/m)γ
≤ σ c
)
−→ Ψ(x) for all real x.
Proof: Application of Lemma A.6 a) and then letting δ ↓ 0 yields
lim
m→∞P
(
max
k∗≤k≤N
WS(m, k)√
m (k/m)γ
≤ σ c
)
= lim
m→∞P
(
max
Nδ≤k≤N
WS(m, k)√
m (k/m)γ
≤ σ c
)
= lim
m→∞P
(
1√
N
(
WD(m,N)− min
0≤i≤N
WD(m, i)
)
≤ σ c
(
N
m
)γ−1/2)
.(1.18)
But by replacing N − i with j and denoting N˜ = N − k∗ + 1 we get
1√
N
(
WD(m,N)− min
0≤i≤N
WD(m, i)
)
= max
0≤i≤N
1√
N
(
σ(Wm(N)−Wm(i)) + ∆m
(
N˜ − (i− k∗ + 1)I{i≥k∗}
))
= max
0≤j≤N
1√
N
(
σ(Wm(N)−Wm(N − j)) + ∆m
(
N˜ − (N˜ − j)I{N−k∗≥j}
))
= max
{
max
0≤j≤N−k∗
1√
N
(σ(Wm(N)−Wm(N − j)) + ∆mj) ,
max
N−k∗<j≤N
1√
N
(
σ(Wm(N)−Wm(N − j)) + ∆mN˜
)}
.
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Because of the time reversibility of the Wiener process (cf. Borodin and Salminen (2002)) we can
find a sequence of Wiener processes {W1,m(t), t ≥ 0}m=1,2,... such that
max
{
max
0≤j≤N−k∗
1√
N
(σ(Wm(N)−Wm(N − j)) + ∆mj) ,
max
N−k∗<j≤N
1√
N
(
σ(Wm(N)−Wm(N − j)) + ∆mN˜
)}
D
= max
{
max
0≤j≤N−k∗
1√
N
(σW1,m(j) + ∆mj) ,
max
N−k∗<j≤N
1√
N
(
σW1,m(j) + ∆mN˜
)}
.
Applying Lemma A.6 b) and again letting δ ↓ 0 we see that the first term in the outer maximum is
taking its maximum arbitraryly close to N − k∗ and hence can be omitted and we can proceed with
(1.18) to have
lim
m→∞P
(
1√
N
(
WD(m,N)− min
0≤i≤N
WD(m, i)
)
≤ σ c
(
N
m
)γ−1/2)
= lim
m→∞P
(
max
N−k∗≤j≤N
1√
N
(
σW1,m(j) + ∆mN˜
)
≤ σ c
(
N
m
)γ−1/2)
=A8
Due to the scaling property of the Wiener process again we can find a sequence {W2,m(t), t ≥
0}m=1,2,... of Wiener processes such that
A8 = lim
m→∞P
(
max
1− k∗
N
≤ j
N
≤1
W2,m(j/N) ≤ 1
σ
(
N
m
)γ−1/2(
σ c− ∆m(N − k
∗)
m1/2−γNγ
))
=Ψ(x),
where the last equation follows from Lemma A.2 a) (iv), c) and Slutsky’s Lemma. 
Proof of Theorem 2.1 (a):
The major part of the proof is just a combination of the preceding lemmas. With uγ from (1.13) the
rest follows along the lines of the proof of Theorem 1.1 of Aue and Horva´th (2004):
Ψ(x) = 1−Ψ(−x)
= 1− lim
m→∞P
(
τPage1,m > N(m,−x)
)
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= lim
m→∞P
(
τPage1,m ≤ N(m,−x)
)
= lim
m→∞P
((
τPage1,m
)1−γ ≤ (N(m,−x))1−γ)
= lim
m→∞P
((
τPage1,m
)1−γ − a1−γm ≤ σxa1/2−γm∆m uγ(k∗, am)
)
= lim
m→∞P
((
τPage1,m
)1−γ − a1−γm ≤ σxa1/2−γm∆m uγ(k∗, am)
)
= lim
m→∞P
 aγm
1− γ
(
τPage1,m
)1−γ − a1−γm
bm
≤ σx
√
am
∆m
(
1− γ
(
1− k∗am
))b−1m

= lim
m→∞P
(
τPage1,m − am
bm
≤ x
)
,
where the last equation follows because with the same arguments as in Aue and Horva´th (2004) it
can be shown that
τPage1,m − am
bm
and
aγm
1− γ
(
τPage1,m
)1−γ − a1−γm
bm
have the same limit distribution. 
Proof of Theorem 2.1 (b):
The proof of part (b) of Theorem 2.1 follows analogously to the steps in part (a). In the corresponding
step to (1.18), instead we find
lim
m→∞P
(
1√
N
WD(m,N) ≤ σ cQ1,α
(
N
m
)γ−1/2)
= lim
m→∞P
(
1√
N
Wm(N) ≤ 1
σ
(
N
m
)γ−1/2(
σ cQ1,α −
∆m(N − k∗)
m1/2−γNγ
))
=Φ(x),
which again with the same arguments used in part (a) implies the result. 
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