We propose a framework that leverages deep residual CNNs pretrained on large, non-biomedical image data sets. These pretrained networks learn cross-domain features that improve low-level interpretation of images. We evaluate our model on brain imaging data and show that pretraining and the use of deep residual networks are crucial to seeing large improvements in Alzheimer's Disease diagnosis from brain MRIs.
INTRODUCTION AND METHODS
Alzheimer's Disease (AD) is a neurodegenerative disorder affecting millions of people. Early diagnosis is difficult as early signs of Alzheimer's are difficult to differentiate from other cognitive declines due to aging. Brain imaging remains an underutilized resource for aiding diagnosis and automated approaches remain limited due to the small size of image data sets.
We propose the use of pretrained residual network models for predicting Alzheimer's Disease from brain images to overcome current limitations in the field [1, 3] . Specifically, we utilize the state-of-the-art ResNet [2] network trained on millions of natural images, thus overcoming the limitation of data size. The residual architecture allows for the learning of "very deep" networks, which are empirically more accurate and easier to optimize.
Residual neural networks are a variant of Convolutional Neural Neteworks (CNNs) that employ shortcut connections (Fig. 1) to allow input from lower layers of the network to be available to nodes at higher layers. If a typical layer aims to learn a latent representation F (x), a residual block models H (x) = F (x) + x (see Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s He et al. [2] ). This allows multiple pathways for gradients to flow through the network, enabling the training of deeper networks without the burden of vanishing gradients.
We construct a deep residual network consisting of 18 layers modeled after the ResNet-18 architecture. We use the pretrained weights learned on the ImageNet data set. To account for taskspecific differences, we only take the convolutional layers as filters, add two fully-connected layers (1000 and 100 hidden units respectively), and fine-tune the entire network on MRI images.
RESULTS AND DISCUSSION
We ran experiments on 660 median axial brain slices from the Alzheimer's Disease Neuroimaging Initiative (188 diagnosed as Alzheimer's Disease (AD), 243 as Mild Cognitive Impairment (MCI), and 229 as Cognitively Normal (CN)) using an 80/20 train/test split. Table 1 shows the test-set accuracy on classifying AD vs. CN and the more difficult 3-way classification (AD vs. MCI vs. CN).
First, we trained two networks -the proposed approach above (pretrained ResNet) and a baseline single-layer CNN to approximate existing approaches [1, 3] . Our results show a large improvement in accuracy over the baseline CNN model on both tasks; thus we can conclude the ResNet structure successfully adapts to the MRI domain and improves prediction.
Next, we assess the relative importance of pretraining by comparing a randomly initialized ResNet and a pretrained ResNet (rows 2 and 3). The results show that pretraining on non-medical images improves performance, though the relative importance of the residual architecture and pretraining differs in the two tasks.
Lastly, a key method for regularizing networks and simulating more data is the use of real-time data augmentation (affine transformations of the data through rotations, flips and translations during training). The last two rows in Table 1 examine a pretrained ResNet without and with data augmentation, respectively. Data augmentation improves accuracy on both tasks.
