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こうした背景の中で侵入検知システムの概念は，1972年に James P. Anderson社によっ
て USAF（United States Air Force）の論文 [3]として発表されたのが最初と言われてい
る [4]．当時のUSAFでは，様々なレベルで分類されたデータが記録されているコンピュー
タシステムを，異なる権限をもつユーザが共有するという問題に取り組んでいた．そして，
1980年に James P. Anderson社は，コンピュータシステムを監視・監査することによって
安全性を高める方法を発表した [5]. この論文では，メインフレームのシステムにおける，
ミスユース検知を提案している．
侵入検知システムの最初の実装は，1984年と 1986年に SRIのDenningと Neumannに
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よって提案され，Luntらによって開発された IDES（Intrusion Detection Expert System）
と呼ばれるシステム [6]であると言われている．このシステムは，異常な状態を学習するこ
とによって検知するエキスパートシステムであり，後にNIDES（Next-Generation Intrusion
Expert System）に拡張された [7]．この後，1980年代から 1990年代にかけて，侵入検知
システムに関する様々な研究開発が活発に行われた．






Snort，Broともに 2008年の現在でも開発が継続されており [10, 11]，新しい攻撃に対応す
るためのシグネチャを作成するコミュニティ [12]の活動も活発である．
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ている．一方で，小規模ネットワーク向けには，侵入検知システムがスパムメール検知や
ウィルス検知のようなネットワークセキュリティ機能の 1つとして統合された製品（UTM















検知として，Bro [9]および Snort [8]がオープンソースの実用的な実装である [10, 11]．特
に Snortは，ミスユース検知に用いるシグネチャとよばれるパターンファイルが公開され，
新しい攻撃に対応するためにシグネチャが更新され続けている．
一方，商用ソフトウェアとしては，Proventia [13]，Intrushield [14]および Sourcefire [15]
が有名である．Proventiaは，ISS社によって開発された RealSecureを発展させた製品で
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表 1.1: 侵入検知システムの分類
ミスユース検知 アノマリ検知
ネットワーク型 Snort, Bro, Proventia, In-
trushield
EMERALD
ホスト型 Tripwire, Samhain, OSSEC
ログ解析 BASE, Prelude IDS, Arksight
あり，ISS社が IBM社によって買収されたため現在 IBM社から販売されている．また，




ALD（Event Monitoring Enabling Responses to Anomalous Live Disturbances） [16]が有
名である．しかし，アノマリ検知は，実際のネットワークにおいて誤検知が多く発生する
ため実用的でない．そのため，市場では，ミスユース検知による製品が支配的である．











Security Engine） [20]および Prelude IDS [21]が存在する．Snortの検知結果を解析する
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に分類される．また，教師あり学習によるアノマリ検知 [23, 24, 25, 26]は，教師なし学習
によるもの [27, 28, 29, 30]に比べて検知精度が高い．機械学習によるアノマリ検知は，学
習データに存在しない未知攻撃を検知できるが，ミスユース検知に比べて誤検知が多い．

































図 2.1（a）に示すパケットペイロードは，CODERED IIと呼ばれるワームがMS01-003 [35]
という脆弱性を狙って送ったものである．Microsoft社のWindows 2000にインストールさ
れている IISサーバの Internet Data Administration （.ida）ファイルを狙っており，連続
する文字Nによってバッファオーバーフローを試みる．
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0000 00 e0 98 07 c5 f4 00 a0 24 8a fc 71 08 00 45 00 ........$..q..E.
0010 05 dc 9e 06 40 00 40 06 13 5b c0 a8 01 01 c0 a8 ....@.@..[......
0020 01 69 1c a1 00 50 0d 7b 1b 28 47 67 19 a9 50 10 .i...P.{.(Gg..P.
0030 7d 78 67 9d 00 00 47 45 54 20 2f 64 65 66 61 75 }xg...GET /defau
0040 6c 74 2e 69 64 61 3f 4e 4e 4e 4e 4e 4e 4e 4e 4e lt.ida?NNNNNNNNN
0050 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e NNNNNNNNNNNNNNNN
0060 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e NNNNNNNNNNNNNNNN
0070 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e NNNNNNNNNNNNNNNN
0080 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e NNNNNNNNNNNNNNNN
0090 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e NNNNNNNNNNNNNNNN
0100 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e NNNNNNNNNNNNNNNN
0110 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e 4e NNNNNNNNNNNNNNNN
∗
0120 4e 4e 4e 4e 4e 4e 4e 25 75 39 30 39 30 25 75 36 NNNNNNN%u9090%u6
0130 38 35 38 25 75 63 62 64 33 25 75 37 38 30 31 25 858%ucbd3%u7801%
0140 75 39 30 39 30 25 75 36 38 35 38 25 75 63 62 64 u9090%u6858%ucbd
0150 33 25 75 37 38 30 31 25 75 39 30 39 30 25 75 36 3%u7801%u9090%u6
0160 38 35 38 25 75 63 62 64 33 25 75 37 38 30 31 25 858%ucbd3%u7801%
0170 75 39 30 39 30 25 75 39 30 39 30 25 75 38 31 39 u9090%u9090%u819
0180 30 25 75 30 30 63 33 25 75 30 30 30 33 25 75 38 0%u00c3%u0003%u8
0190 62 30 30 25 75 35 33 31 62 25 75 35 33 66 66 25 b00%u531b%u53ff%
01a0 75 30 30 37 38 25 75 30 30 30 30 25 75 30 30 3d u0078%u0000%u00=
01b0 61 20 20 48 54 54 50 2f 31 2e 30 0d 0a 43 6f 6e a HTTP/1.0..Con
01c0 74 65 6e 74 2d 74 79 70 65 3a 20 74 65 78 74 2f tent-type: text/
01d0 78 6d 6c 0a 48 4f 53 54 3a 77 77 77 2e 77 6f 72 xml.HOST:www.wor
01e0 6d 2e 63 6f 6d 0a 20 41 63 63 65 70 74 3a 20 2a m.com. Accept: *
01f0 2f 2a 0a 43 6f 6e 74 65 6e 74 2d 6c 65 6e 67 74 /*.Content-lengt
0200 68 3a 20 33 35 36 39 20 0d 0a 0d 0a 55 8b ec 81 h: 3569 ....U...
0210 ec 18 02 00 00 53 56 57 8d bd e8 fd ff ff b9 86 .....SVW........
（a） CODERED IIワームの攻撃パケットペイロード
alert tcp $EXTERNAL NET any -> $HTTP SERVERS 80 (msg:"WEB-IIS
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する．分割前の接点およびそのクラスに含まれる事例数を |S|, |Ci|とするとき，Gini index
gini(S)は，式（2.2）によって定義できる．








分割方法 D によって節点を m分割するとき，分割後の接点に含まれる事例の集合を
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表 2.1: 検知率と誤検知率の関係
True False
Positive True Positive False Positive （誤検知）
Negative True Negative False Negative （見逃し）
が見逃し率に比べて低い値に設定される．一般的に，検知率 99%，誤検知率 0.01%が目標
にされることが多い．
見逃しと誤検知は，それぞれ False Negativeと False Positiveと呼ばれる．Positive（陽
性）とNegative（陰性）とは，異常ありとなしに判定することを意味する．また，True（真）
と False（偽）は，正しく判定することと誤って判定することを意味する．つまり，False
Negativeは，異常なしと判定し，それが誤っていることである．表 2.1に True Positive,
True Negative, False Positive, False Negativeの関係を示す．ここで，検知率と誤検知率は，
式（2.5）（2.6）によって表される．






（True Positive）+ （False Negative)
(2.5)
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新たな不具合を発生することもある．攻撃に利用される不具合は脆弱性と呼ばれる．











































































事前処理における特徴ベクトル抽出では，式（2.7）に示す識別子 IDk(k = 0, 1, . . . , p−1)
を全ての特徴ベクトルに割り当てる．識別子には，特徴ベクトルの発生時刻Timek，送信
元と送信先 IPアドレス SrcIPk, DstIPk，送信元と送信先ポート SrcPortk, DstPortkが含
まれる．SrcPort,DstPortは，通信のプロトコルが TCPまたはUDPの場合に記録する．
IPアドレス，ポート番号が複数存在する場合は，全てを記録する．
IDk = {Timek|ScrIPk|DstIPk|SrcPortk|DstPortk} (2.7)
教師情報として利用するミスユース検知では，式（2.8）に示す識別子IDalert,ℓ(ℓ = 0, 1, . . . , q−
1)を全ての検知結果に割り当てる．識別子には，特徴ベクトルと同様に検知結果の出力時
刻 Timeℓ，継続時間Durationℓ，送信元と送信先 IPアドレス SrcIPℓ, DstIPℓ，送信元ポー
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トと送信先ポート SrcPortℓ, DstPortℓが含まれる．





• 検知結果 IDℓの時刻 Timeℓと継続時間Durationℓに，特徴ベクトル IDkの発生時刻
Timeℓが含まれる．
• 検知結果 IDℓの IPアドレス SrcIPℓ, DstIPℓに，特徴ベクトル IDkの IPアドレスが
SrcIPk, DstIPkが含まれる．
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RFC2616 [42]によると，HTTPリクエストは以下のように規定される．1行目にリクエ
ストの内容 Request-Lineがあり，改行コードによって区切られて general-header，request-
header，entity-headerのいずれかが連続し，メッセージの本体である [ message-body ]が
続く．
Request = Request-Line ;
*(( general-header ;
| request-header ;
| entity-header ) CRLF) ;
CRLF






Request-Line = Method SP Request-URI SP HTTP-Version CRLF
message-header = field-name ":" [ field-value ]
field-name = token
field-value = *( field-content | LWS )
field-content = <the OCTETs making up the field-value
and consisting of either *TEXT or combinations
of token, separators, and quoted-string>
HTTPリクエストの特徴ベクトルとして以下の値を用いる．ここで field-nameは，学習
データに存在する全ての field-nameを使用する．また，HTTPリクエストに該当の field-




2. field-nameに対する field-valueのサイズ [bytes]．
3. HTTPリクエストの総サイズ [byte]．
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GET /welcome.htm HTTP/1.0\r\n
Connection: Keep-Alive\r\n
User-Agent: Mozilla/4.08 [en] (WinNT; I)\r\n
Host: www.eyrie.af.mil\r\n







Request-line Connection User-Agent Host Accept Accept-Encoding . . .

























































データであった．攻撃は，2, 4, 5週目に含まれ 1, 3週目に含まれていない．また，4, 5週
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表 2.3: 評価データ
DARPAデータセット LANデータセット Nessusデータセット
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表 2.4: DARPAデータセットのためのシグネチャ
攻撃 シグネチャ
apache2 alert tcp any any -> any 80 (msg:"apache2"; flow:established;
content:"|47 45 54 20 2f 20 48 54 54 50 2f 31 2e 31 0d 0a 55 73 65 72
2d 41 67 65 6e 74 3a 20 73 69 6f 75 78 0d 0a 55 73 65 72 2d 41 67 65 6e
74 3a 20 73 69 6f 75 78 0d 0a|"; )
apache2 alert tcp any any -> any 80 (msg:"apache2"; flow:established;
content:"|55 53 45 52 20 6f 74 74 6f 62 0a 50 41 53 53 20 49 72 53 5a
71 49 73 65 0a 53 54 41 54 0a 52 45 54 52 20 31 0a 44 45 4c 45 20 31 0a
51 55 49 54 0a 0d 0a 55 73 65 72 2d 41 67 65 6e 74 3a 20 73 69 6f 75 78
0d 0a 55 73 65 72 2d 41 67 65 6e 74 3a 20 73 69 6f 75 78 0d 0a|"; )
back alert tcp any any -> any 80 (msg:"back"; flow:established;
content:"GET ////"; )
back alert tcp any any -> any 80 (msg:"back"; flow:established;
content:"GET /cgi-bin////"; )
crashiis alert tcp any any -> any 80 (msg:"crashiis"; flow:established;
content:"../.."; )
mscan alert tcp 207.136.86.223 any -> any 80 (msg:"mscan"; flow:established;
content:"GET /cgi-bin/phf"; )
mscan alert tcp 207.136.86.223 any -> any 80 (msg:"mscan"; flow:established;
content:"GET /cgi-bin/test-cgi"; )
mscan alert tcp 207.136.86.223 any -> any 80 (msg:"mscan"; flow:established;
content:"GET /cgi-bin/handler";)
ntinfoscan alert tcp 206.48.44.18 any -> 172.16.112.100 80 (msg:"ntinfo";
flow:established; content:"HEAD / HTTP/1.0";)
ntinfoscan alert tcp 206.48.44.18 any -> 172.16.112.100 80 (msg:"ntinfo";
flow:established; content:"GET /*.idc HTTP/1.0";)
ntinfoscan alert tcp 206.48.44.18 any -> 172.16.112.100 80 (msg:"ntinfo";
flow:established; content:"GET /cgi-bin/ HTTP/1.0";)
ntinfoscan alert tcp 206.48.44.18 any -> 172.16.112.100 80 (msg:"ntinfo";
flow:established; content:"GET /scripts/ HTTP/1.0";)
ntinfoscan alert tcp 206.48.44.18 any -> 172.16.112.100 80 (msg:"ntinfo";
flow:established; content:"GET /cgi-bin/perl.exe?-v HTTP/1.0";)
ntfinfoscan alert tcp 206.48.44.18 any -> 172.16.112.100 80 (msg:"ntinfo";
flow:established; content:"GET /scripts/perl.exe?-v HTTP/1.0";)
ntfinfoscan alert tcp 206.48.44.18 any -> 172.16.112.100 80 (msg:"ntinfo";
flow:established; content:"GET /scripts/tools/newdsn.exe HTTP/1.0";)
ntfinfoscan alert tcp 206.48.44.18 any -> 172.16.112.100 80 (msg:"ntinfo";
flow:established; content: "GET / vti bin/fpcount.exe?"
"Page=default.htm"; content:"Image=3"; content:"Digits=15 HTTP/1.0";)
ntfinfoscan alert tcp 206.48.44.18 any -> 172.16.112.100 80 (msg:"ntinfo";
flow:established; content:"GET /scripts/*%0a.pl HTTP/1.0";)
ntfinfoscan alert tcp 206.48.44.18 any -> 172.16.112.100 80 (msg:"ntinfo";
flow:established; content:"GET /samples/search/queryhit.htm HTTP/1.0";)
phf alert tcp any any -> any 80 (msg:"phf"; flow:established;
content:"phf?"; )
ps alert tcp 172.16.112.50 any -> 209.154.98.104 80 (msg:"ps";
flow:established; content:"tester.tar"; )
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表 2.5: DARPAデータセットの検知結果
提案方法 MC02 SGFSTYZ02
TP TN FP FN TP TN FP FN TP TN FP FN
apache2 3,061 0 0 0 3 0 0 0 2 0 0 0
back 0 0 0 167 0 0 0 4 3 0 0 0
crashiis 0 0 0 8 5 0 0 2 – – – –
mscan 0 0 0 894 2 0 0 1 – – – –
ntinfoscan 39 0 0 0 1 0 0 0 1 0 0 0
phf 4 0 0 0 2 0 0 1 – – – –
ps 0 0 0 2 – – – – – – – –
(apache2) 1,114 431,773 202 0 – – – – – – – –
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表 2.6: LANデータセットとNessusデータセットの検知結果
TP TN FP FN
LANデータセット 33 42,433 2 18
Nessus データセット
（Snort検知）
793 0 0 701
Nessus データセット
（Snort見逃し）
2,687 0 0 0
TP: True Positive, TN: True Negative, FP: False Positive, FN: False Negative
表 2.7: 提案方法と従来方法の検知率の比較






















FPR 4.7 × 10−5 0 2.12 × 10−4 0.01 0.0145
FNR 0.33 0.18 0 0 0




こで，従来方法として，KV04 [47], EGD05 [48], RVKK06 [49]を示す．提案方法は，LAN,
Nessusデータセットにおいて，誤検知率がそれぞれ 4.7×10−5, 0と低いが，見逃し率が 0.33，
0.18と高い値である．一方，従来方法は，見逃しを発生しないが，提案方法よりも高い誤
検知率を示す．

















の中で apache2と back，ntinfoscanと phfは互いに類似している．そのため，学習データに
存在しない未知攻撃は，類似している攻撃が存在する場合に検知される．しかし，類似す
る攻撃が存在しない 4種類の攻撃 back, crashiis, mscan，psを検知できない．
また，DARPAデータセットに含まれる攻撃には，HTTPヘッダにいくつかの共通する
特徴が存在することが分かった．具体的には，Host, Connect, User-Agent, Referer，Accept
が存在しない，もしくは特定の値であるという特徴である．提案方法の特徴ベクトル抽出
は，これらの特徴を抽出している．





















































































































ps -∞<total<=609.938, -∞<data<=1.804, 23.030<User-
Agent<=47.000, 0.013<Connection<=10.000, -∞ < method
< = 26.030
normal -∞<total<=609.938, -∞<data<=1.804, -∞<User-
Agent<=23.030, 7.013<Host<=34.000
normal -∞<total<=609.938, -∞<data<=1.804, 23.030<User-
Agent<=47.000, -∞<Connection<=0.013
normal -∞<total<=609.938, -∞<data<=1.804, 23.030<User-











第 2章 教師情報を自動生成する機械学習によるアノマリ検知 35



















alert tcp any any -> any 80 (msg:"CodeRed Variants";
flow:established;content:"Content-type ";)
alert tcp any any -> any 80 (msg:"Nimda Variants"; flow :
established; content : "Connnection" ; )
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表 2.10: Nimda とCodeRed IIのシグネチャ
攻撃 シグネチャ
CodeRed II alert tcp any any -> any 80 (msg:"WEB-IIS ISAPI
.ida attempt"; flow:to server,established;
uricontent:".ida?"; nocase; reference:arachnids, 552;
classtype:web-application-attack; reference:bugtraq,
1065; reference:cve,CAN-2000-0071; sid:1243; rev:8;)
Nimda alert tcp any any -> any 80 (msg:"WEB-IIS cmd.exe
access"; flow:to server,established; content:"cmd.exe";
nocase; classtype:web-application-attack; sid:1002;
rev:5;)
Nimda alert tcp $EXTERNAL NET any -> $HTTP SERVERS $HTTP PORTS




Nimda alert tcp $EXTERNAL NET any -> $HTTP SERVERS $HTTP PORTS




Nimda alert tcp $EXTERNAL NET any -> $HTTP SERVERS $HTTP PORTS




Nimda alert tcp $EXTERNAL NET any -> $HTTP SERVERS $HTTP PORTS




Nimda alert tcp $EXTERNAL NET any -> $HTTP SERVERS




































困難となる．例えば，HTTPを暗号化するプロトコル SSL [50, 51]（Secure Socket Layer）
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に登録されている 100,000のWebサイトが識別可能であることを示した [57]． Danezis
は，隠れマルコフモデルを適用することにより精度を上げる方法を示した [63]．そして，








提案されている [28, 48, 49, 64, 65, 66]．これらの方法は，具体的な攻撃としてクロスサイ















< p, t >
< Ci, t >
< Uj, t >
< a, t >



























さらに，頻度解析において，クラスタの時系列 ⟨Ci, t⟩はクラスタ間遷移の時系列 ⟨Uj, t⟩
に変換される．複数のクラスタ間の遷移を考慮すると，保持しなければならない遷移の数
が指数的に増加してしまう．そこで，記憶量を制限しながら遷移の頻度を計算する．クラス
タ間遷移 Ujについては，3.3.4節にて説明する．最後に攻撃検知において，⟨x, t⟩，⟨Ci, t⟩，
⟨Uj, t⟩を使用して攻撃の有無を判定して，検知結果の時系列 ⟨a, t⟩を出力する．
3.3.2 特徴ベクトルの抽出
特徴ベクトル抽出では，パケットの時系列 ⟨p, t⟩をアクティビティごとに分割して，特徴






























































cation Dataのサイズのみを抽出する．ただし，SSLのバージョンが 2.0では，Record Layer
プロトコルのヘッダにデータサイズが記録されていない．そこで，同一方向に送信される
データをひとかたまりのデータとみなしてデータサイズを抽出する．















例えば，460 byteのリクエストと 58,052 byteのレスポンス，391 byteのリクエストと
9,709 byteのレスポンスが観測される場合，式（3.1）のような特徴ベクトルが抽出される．
ここで，特徴ベクトルにおける次元数の閾値は Th fvmax = 5としている．
x = (Request(460, 391, 0, 0, 0), Response(58052, 9709, 0, 0, 0)) (3.1)
3.3.3 通信識別
通信識別では，特徴ベクトルの時系列 ⟨x, t⟩をK-means法を改良したアルゴリズムによ






第 3章 暗号化された通信に対する侵入検知 46
Function ClusterUPDATE(
input : Sx:Stream of ⟨x, t⟩,
Th cls : クラスタ成長のための閾値,
output : Stream of ⟨Ci, t⟩
){
Var x : 特徴ベクトル,
Ci : 特徴ベクトル xに対応するクラスタ,
C : クラスタの集合,
k : integer; // クラスタの数
set 閾値 Th cls;
k ← 0;
C ← ∅ （空集合）;
(x, t) ← pop(Sx);
Repeat




Until (x = end of Stream);
}
図 3.5: 通信識別アルゴリズムメイン関数
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Function ClusterUPDATE-1(
input : x : 特徴ベクトル,
Th cls : クラスタ成長のための閾値,
output : Ci : クラスタ
){









i ← arg mini∈{1,2,...k} dist(x,mi);
if(dist(x,mi) > Th cls){
//新しいクラスタCkを作って xを割り当てる




//既存のクラスタ Ci に xを割り当てる
Ci ← Ci ∪ {x};
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Function TransitionUPDATE(
input : Su : Stream of ⟨u, t⟩,
Th mem : 最大記憶量の閾値,
output : Stream of ⟨Uj, t⟩
){
Var u : クラスタ間の遷移,
Uj : クラスタ間の遷移,
U : クラスタ間の遷移の集合,
ℓ : integer; //クラスタ間の遷移の数





Uj ← TransitionUPDATE-1(u, Th mem);
output ⟨Uj, t⟩ ;
// クラスタ間の遷移の時系列生成
(u, t) ←pop(Su);





列 ⟨Uj, t⟩を出力する．ここで，クラスタ間の遷移を u ∈ C ×Cとして置き直す．図 3.7, 3.8
にクラスタ間の遷移の時系列 ⟨u, t⟩から時系列が空になるまで要素を取り出して，処理す
るメイン関数TransitionUPDATEとそのサブルーチンTransitionUPDATE-1を示す．出力
として遷移の時系列 ⟨Uj, t⟩とその頻度 count{Uj}が得られる．また，クラスタ間遷移の最
大記憶量を Th memとする．
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Function TransitionUPDATE-1(
input : u : クラスタ間の遷移,
Th mem : 最大記憶量の閾値,
output : Uj : クラスタ間の遷移
){



















If(ℓ < Th mem){
//新しい遷移 Uℓ+1を作ってカウンタを初期化する







j = arg min j={1,2,...,ℓ}time{Uj};
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3.3.5 攻撃検知
攻撃検知では，各アクティビティにおける特徴ベクトルの時系列 ⟨x, t⟩，クラスタの時系
列 ⟨Ci, t⟩，クラスタ間遷移の時系列 ⟨Uj, t⟩の全てを使用して，攻撃の有無を判定して検知

















クラスタ頻度の閾値: 最小のクラスタCiの頻度に対する閾値 Th freq
これらの閾値の決定については，3.4.2節にて詳しく述べる．図 3.9に攻撃検知アルゴリ
ズムを示す．
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Function Detection(
input : S : stream of ⟨x,Ci, Uj, t⟩,
Th req : リクエストサイズの閾値,
Th res : リスポンスサイズの閾値,
Th freq : クラスタ頻度の閾値,
output : Stream of ⟨a, t⟩
){
Var a : 検知結果;
Repeat
a ← 0;
⟨x,Ci, Uj, t⟩ ← pop(S);
foreach ⟨x,Ci, Uj, t⟩
if( x.request.max > Th req ||
x.response.max > Th res ||






















































CVE-2005-1921 PHP PEAR XML-RPC実装における脆弱性を利用
したコードインジェクション攻撃



















Th res，クラスタ頻度の閾値Th freqの 3種類の閾値により攻撃を検知している．閾値は，そ
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れぞれの値を変化させることにより最適な値を設定する．ただし，頻度のみによって検知
する場合，頻繁に発生する攻撃を誤検知してしまう可能性が高い．そこで，クラスタ頻度






• 特徴ベクトル抽出におけるパケット間隔の閾値 Th inter : 1 sec.
• 特徴ベクトル抽出における特徴ベクトルの次元数の閾値 Th fvmax : 10
• 通信識別におけるクラスタ成長のための閾値 Th cls : 100 byte
• 頻度解析における記憶量の閾値 Th mem : ∞
3.4.3 検知率
図 3.10，3.11にリクエストサイズの閾値 Th reqとレスポンスサイズの閾値 Th resを変化
させたときの検知率（Detection rate/TPR : True Positive Rate）および誤検知率（FPR :
False Positive Rate）の変化を示す．
LANデータセットでは，実線が Th resを 400に固定し Th reqを変化させたときの結果
であり，点線が Th reqを 3000に固定し Th resを変化させたときの結果である．Th req =
3000, Th res = 400とするとき，検知率 0.97，誤検知率 0.05を達成する．DAPRAデータ
セットの結果では，実線が Th resを 800に固定し，点線が Th reqを 2000に固定したときの
結果である．Th req = 3000, Th res = 400とするとき，検知率 0.78，誤検知率 0.25を達成
する．
















Th req, Th res=400, Th freq=∞
Th req=3000, Th res, Th freq=∞
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Th req=800, Th res=2000
図 3.11: DARPAデータセットにおける検知率


























合，3 byteのデータに対して，5, 13, . . . , 253 byteのいずれかを追加した．評価の結果，パ
ディングによる検知精度の劣化がほとんどみられないことが確認された．
図 3.13, 3.14にクラスタ頻度の閾値 Th freqを変化させたときの見逃し率（FNR : False
Negative Rate）と誤検知率の変化を示す．図 3.13はLANデータセットにより評価した時の
結果である．Th req, Th resをそれぞれ 3000, 400に固定し，Th freqを変化させたときの見逃
し率，誤検知率を示している．図 3.14はDAPRAデータセットの結果であり，Th req, Th res
をそれぞれ 2000, 800に固定し，Th freqを変化させたときの見逃し率，誤検知率を示して
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図 3.14: DARPAデータセットにおける頻度の閾値に対する検知率の変化
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表 3.4: 従来方法の検知率（1）






















FPR 0.25 0.05 2.12 × 10−4 0.01 0.0145
FNR 0.25 0.05 0 0 0
表 3.5: 従来方法の検知率（2）


































































レスのサブネット 192.168.0.0/18と IPアドレス 192.168.1.1という階層を同時にもてない．
また，ネットワーク機器のログに含まれる IPアドレスについては，木構造を利用して適
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表 4.1: FTPサーバのログ
Wed Oct 29 11:27:46 2008 1 192.168.1.1 2 /tmp/a b o r yamada ftp 0 * c
Wed Oct 29 11:28:18 2008 1 192.168.1.1 2 /tmp/b b o r yamada ftp 0 * c







いま，ログの行列 T の行を ri(i = 0 . . . I − 1)とし，列を {T,Aj, C}(j = 0, · · · , J − 1)と
表現する．ここで，列を属性と呼ぶ．T とCが事象の発生時刻と発生回数を表す属性であ
り，A0, A1, . . . , AJ−1が事象に関する情報の属性である．行 riは，(riT , . . . , rij, . . . , riC)と
表され，それぞれの要素が riT ∈ T, . . . rij ∈ Aj . . . riC ∈ Cの条件を満たす．
例えば，FTPサーバのログフォーマット xfarlog [80]の例を表 4.1に示す．各行は時刻
current-time からはじまり，転送時間 transfer-time，IPアドレス remote-host，ファイル
サイズ file-size，ファイル名 filename，転送タイプ transfer-type，特殊操作フラグ special-
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る概念において，狭義の概念を下位に配置して，広義の概念を上位に配置する階層構造で
ある．
例えば，概念階層Hにおいて，Hℓ(ℓ = 0, 1, . . . , L− 1)を階層とし，階層Hℓ−1を階層Hℓ
より狭義の階層とする (式 (4.1))．ここで，階層H0は，最も広義な階層であり，他の全て
の概念を包含する．階層Hℓには，ログの属性における要素が含まれる．






H3 : {IP1, IP2, . . . }
⇒ H2 : {DMZ, NAT, . . . }
⇒ H1 : {Internal, External}
⇒ H0 : {ANY} (4.2)
図 4.1に，IPアドレスの概念階層を図示する．Internalと Externalが ANYに含まれ，
DMZとNATが Internalに含まれ，IP1と IP2がDMZに含まれている．つまり，それぞれ
の階層の要素が，広義の階層の要素に含まれる関係にある．
ネットワーク機器のログにおける行列 T と属性 {T,A0, A1, . . . , C}および，属性に対応
する概念階層Hj が与えられるとき，以下の処理によってログを要約する．ここで，属性
Ajの概念階層Hjの各階層をHℓj (ℓ = 0, 1, . . . , Lj − 1)とする．
1. 全ての行 riの発生回数 riC(i = 0, 1, . . . , I − 1)を初期化する．
riC ← 1












2. 重複行を数え上げて発生回数 riC に記録して，重複行を削除する．
3. ある属性Ajを選択する．






例えば，図 4.2（a）に示す 3行のログを要約する場合を考える．ここで，2番目の属性 IP
アドレスが選択されるとき，図 4.2（b）の IPアドレスの概念階層を利用する．概念階層に







































離散値 tranfer-type, special-action-flag, direction, access-mode,
service-name, authentication-method, authenticated-
user-id, completion-status




































domain name directory path
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数である．また，|ajk|(k = 0, 1, . . . , Kj − 1)は，属性Ajに含まれる要素の数である．

























































|aj,new| = |ajk| + |ajk+1| (4.7)
4.3.4 離散値のクラスタリング
ある離散属性Ajの要素が，数値属性と同様に式（4.3）によって表されるとする．また，




2. 要素数の最小値 minAj |ajk| を見つける．
3. minAj |ajk|となる ajkをOtherjに統合する．そして，Otherjの要素数に加算する．
|Otherj| ← |Otherj| + |ajk|
4. 1, 2, 3を繰り返す．
4.3.5 木構造のクラスタリング
属性 Aj の要素 ajk(k = 0, 1, . . . , Kj)を木の節点に割り当てる．ここで節点を Njm(m =
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1. 節点Njm(m = 0, 1, . . . ,Mj − 1)の中で，要素数 |Njm|が最も小さい節点Nj,minを見
つける．
2. 親節点の要素数 |P (Njm)|が 0ではない場合，節点Njmを親節点P (Njm)と統合する．
3. 2の条件を満たさず，節点Nj,minの親節点における要素数の総和S(P (Nj,min))が目標


















ネットワーク機器のログにおける各列の属性を {T,A0, A1, . . . , AI−1, C}とし，Aiは数値，
離散値，木構造のいずれかが割り当てられている．目標とする行数Loを設定して以下の処
































































5. 属性Ajに対応する列 rij(i = 0, 1, · · · , I − 1)に対して，概念階層Hjにおいて階層Hℓj
から広義の階層Hℓ−1j の要素に置換する．ここで，ℓは，属性Ajごとに記録しておき，
属性Ajが選択されるごとに値を減らす．
6. 重複行を数え上げて発生回数 riC に記録して重複行を削除する．
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以下に単位時間として 10分ごとの要約と再要約として 10分ごとの要約を 6つまとめる
1時間の要約を用いる場合の処理を示す．
1. 10分ごとに属性指向帰納を実行して要約結果を出力する．
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統計解析によって異常を検知するとき，統計量を定期的に計算し，その統計量を過去と
比較することで異常を検知できる．提案方法の統計量として，標準偏差および振幅に対す


























ウェア構成を示す．ハードウェアは，CPUとして Intel Xeon 2.66GHz（Dual），メモリを
4Gbyte搭載する．OSは Linuxのディストリビューション Fedora Core 2を用いる．Java
によってプログラムを実装し，ライブラリとして Jdom, JavaMail, JAFを利用する．また，
解析結果をWebブラウザによって閲覧するために，Webサーバとして Apacheを使用し，
グラフ作成に gnuplotを用いる．
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表 4.3: 試作システムのハードウェアとソフトウェア構成
ハードウェア CPU Intel Xeon 2.66GHz （Dual）
Memory 4G byte
ソフトウェア OS Fedora Core 2





Web Server Apache 2.0.49
表 4.4: 評価データ











ある企業 LANのゲートウェイに設置した侵入検知システム Snort [10]の検知結果および
FTPサーバ [81]のログを用いて評価する．表 4.4に評価データを示す．侵入検知システム
の検知結果は 2004年の 8月 15日からの 2週間の約 6百万行を用いる．また，FTPサーバ
のログは，2003年 9月の約 1ヶ月間の約 4百万行を用いる．
4.4.2 要約結果
表 4.5に侵入検知システムの検知結果の 1週間分を 100行に要約したときの上位 20行を
示す．ここで，匿名化のために IPアドレスをアルファベットに置き換えている．1行目か
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ら 6行目において，IPアドレス yxz.xxy.zx.yyz/32から IPアドレス xzz.z.xx.yzz/32に対し
て，SNMP request udpが大量に発生していることが分かる．また，9行目において，広い
範囲の IPアドレスからMS-SQL Worm propagation attempt OUTBOUNDが発生してい
ること分かる．以上のように，侵入検知システムの IPアドレスと検知結果の関係を把握で
きる．
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表 4.5: 侵入検知システムの検知結果の要約
No. A B C D E lines
1 SNMP request udp yxz.xxy.zx.yyz/32 Any xzz.z.xx.yzz/32 161 32920
2 SNMP request udp yxz.xxy.zx.yyz/32 Any xzz.z.xx.yxz/32 161 32603
3 SNMP request udp yxz.xxy.zx.yyz/32 Any xzz.z.xx.yxx/32 161 32377
4 SNMP request udp yxz.xxy.zx.yyz/32 Any xzz.z.xx.yzy/32 161 32250
5 SNMP request udp yxz.xxy.zx.yyz/32 Any xzz.z.xx.yxy/32 161 31676
6 SNMP request udp yxz.xxy.zx.yyz/32 Any xzz.z.xx.yxz/32 161 9109
7 ICMP PING NMAP 0.0.0.0/0 0.0.0.0/0 7789
8 MS-SQL version
overflow attempt















0.0.0.0/0 Any xzy.yz.zx.xzz/32 21 4182








15 Any xzy.yz.zx.xzz/32 Any 0.0.0.0/0 21 3182
16 SNMP request udp yxz.xxy.zx.yx/32 Any 0.0.0.0/0 161 3113





yxz.xyz.xxz.yzy/32 39917 xzy.yz.zx.xzz/32 21 2537
19 FTP command
overflow attempt
xzy.yz.zx.xzz/32 36980 xzy.xx.xx.xzz/32 21 2508
20 FTP command
overflow attempt








A: Alert, B: Source IP, C: Source Port, D: Destination IP, E: Destination Port
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表 4.6: FTPサーバログの要約
No. A B C D E F G H I J K L M lines
1 1 xxx.xxx.xxy
.x/32
0-851 /10/NetBSD b o a xxxxx@
xxxxx.ac.jp
ftp 0 * c 7773
2 1 xxy.xxx.
xyy.x/32
2- 2218 /10/NetBSD b o a xxxxx@
xxxxx.ac.jp
ftp 0 * c 2066
3 1 0.0.0.0/0 59860-
155286
/ b o a Any ftp 0 * c 1648
4 1 0.0.0.0/0 104463-
390255
/ b o a Any ftp 0 * c 1495
5 1 xxz.xzx.
xxz.yz/32
0- 2218 /00/Linux/ pack-
ages/ Caldera
b o a guest@null ftp 0 * c 1493
6 1 0.0.0.0/0 6881-
9008
/ b o a Any ftp 0 * c 1414
7 1 0.0.0.0/0 0- 2218 / b o a Any ftp 0 * c 1392
8 1 0.0.0.0/0 81286-
185861










Any o a xxxx@
xx.com
ftp 0 * c 1300
10 1 0.0.0.0/0 136112-
777166










Any o a xxxx@
xx.com
ftp 0 * c 1234
12 1 xxz.xzx.
xxz.yz/32
54- 5602 /00/Linux/ pack-
ages/ Caldera








b o a xxxxxx@
xxxxx.xxxxx.
or.jp
ftp 0 * c 1212
14 1 y.0.0.0/1 0-851 /00/Linux/ pack-
ages










b o a xxxx@
xx.com










b o a xxxx@
xx.com
ftp 0 * c 1144







b o a xxxxxx
@xxxxx.co.jp
ftp 0 * c 1131
19 1 xyx.0.0.0/7 104463-
390255
/10 b o a Any ftp 0 * c 1088
20 1 xxz.xzz.
xyx.zx/32
54- 5602 /00/Linux/ pack-
ages
b o a xxxxxx@
xxxxx.co.jp































A:transfer-time, B:remote-host, C:file-size, D:filename, E:transfer-type, F:special-action-flag, G:direction, H:access-mode,
I:username, J:service-name, K:authentication-method, L:authenticated-user-id, M:completion-status



















































































































































































































図 4.11における 2004年 8月 15日の検知結果は，正規分布に近い．しかし，図 4.12にお
























知結果を詳細に解析したところ，1行目の SNMP request udpが大量に発生しているため






















(a) Similar to Normal Distribution








Total No. 1 No. 18
平均 3.321 4.794 127.369
標準偏差 2.962 2.889 11.857




(ii) ログを 6分割して処理し，その結果をまとめる．繰り返し回数は，6+1 = 7回である．
(iii) ログを 144に分割して処理し，その結果を 24分割して処理し，その結果をまとめる．
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(i)   1                      Times
(ii)  6*1+1              Times
(iii) 6*24+24*1+1 Times
図 4.13: ログの行数に対する処理速度
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