We describe the design and implementation of a web-based statistical programthe Interactive Profiler (IP). The prototypical program, developed in Java, was motivated by the need for the general public to query against data collected from the National Assessment of Educational Progress (NAEP), a large-scale US survey of the academic state of American students. The emphasis of the program requirements is on bringing the NAEP data to a broader and not necessarily technically prepared audience. We show that the IP is an intuitive tool for visualizing
databases often requires both substantive knowledge and technical skills. Consequently, many non-technical users who fail in their first attempt to obtain results promptly abandon the exercise. In other words, ease-of-use issues create a bottleneck in the critical path that brings federally collected information to the public via the WWW.
This article reports on a research project that arises in an attempt to facilitate access to, and interaction with, a national US database. The project, supported by the National Center of Educational Statistics (NCES), concerns an intuitive Webbased statistical application for a highly visible, federally maintained educational database from the National Assessment of Educational Progress, also known as "the nation's report card" (NAEP). The goal of this article is to share our experience in trying to alleviate the ease-of-use problems for NAEP users, with special reference to a statistical device we call the multivariate multiway table (MMT). We show how student profiles can be interactively displayed. To further demonstrate that the visualization technique is rather general, we apply the tool to a largescale transaction database from a national Japanese drugstore chain.
Background
The goal of NAEP is to monitor the educational achievements of American students over time. In accordance with a U.S. Congressional mandate, the administration of NAEP is conducted by the National Center of Educational Statistics, under the direction of the National Assessment Governing Board, a quasi-independent body. In each assessment cycle, a national sample of students is tested in designated subject areas. (The assessment cycles used to be every two years for reading and mathematics and every four years for science and writing, but they are now changing to shorter cycles.) A state component of NAEP, in which each state individually surveys a sample of its students, has also evolved, with state participation being voluntary. The total number of students sampled in each assessment year is now over half a million, resulting in approximately 10 million responses to survey items (questions) per assessment. Both the national and state assessments are prohibited from reporting on individual student performance, and thus all proficiency scores are reported in aggregates. The database that NAEP has collected over the years forms an authentic, rich, and interesting source of educational data that serve many sectors of its user community-including educators, researchers, policy analysts, policy makers, and the public at large. Results from NAEP are often cited to support specific educational and political agendas.
Because of NAEP's status as a designed survey, the assessment differs in subtle ways from tests such as state-wide standard reporting assessments or achievement tests such as the SAT. One of the most critical differences is that NAEP does not report individual scores. As a result, NAEP is often perceived as a low-stake test. Some have argued that NAEP's results, unlike those from achievement tests that are often contaminated by artificial effects such as coaching, truly and accurately reflect the current academic status of American students.
The differences affect both the design and implementation of our Web-based visualization program. This section explains three distinguishing features of NAEP that are important to the understanding of the interaction between the program and the data: background information collected on students, the hierarchical latent variable model that generates multiply imputed student proficiency scores, and weights that describe the process of sampling students for inclusion in the assessment. Details for the NAEP design and methodology can be found in Mislevy, Johnson, and Muraki (1992) .
NAEP survey items can be divided into two broad categories: cognitive and background items. In addition to testing students on subject-specific domains, NAEP also collects data on over 100 variables that include student background information, such as gender, ethnicity, and parental education, and other contextual factors, such as school characteristics, number of reading items at home, and time spent watching television. These variables are incorporated into a statistical model that produces student proficiency estimates.
Briefly, NAEP uses a hierarchical latent variable model to generate proficiency estimates for individual students under a multiple imputation framework (Rubin 1987) . The first level of the hierarchical model is adapted from item response theory (IRT), which posits that the probability of a student correctly responding to an item is a function of the student's continuous-valued, unobservable (latent) proficiency, plus a set of item characteristics. IRT assumes that given latent ability, student responses are conditionally independent. At the second level, student latent proficiency is assumed to be normally distributed with a mean value that is determined by background attributes. Specifically, let y ij denote the j response (1 = correct, 0 = incorrect) of student i, θ i denote his (unobserved) proficiency and X i his background variables, and α j denote the item characteristic parameter of item j. Then the hierarchical model can be expressed as:
where f (θ .) is typically a logistic function in θ, and β and σ 2 are unknown parameters. Therefore the background variables X play the role of shrinking individual student ability distributions toward distributions determined by background information such as student and school attributes. A set of five random draws, or plausible values in NAEP's terminology, from the individual posterior distribution θ y, α, x, is used to provide estimates of student ability. For public consumption, the plausible values are transformed and reported on a 500-point scale. For the purpose of reporting subgroup means, only the first plausible value is used. However, all five values are required in order to compute standard errors.
Finally, in the NAEP survey design, a set of weights are used to describe the differential probabilities of selecting students participating in the assessment. Each student receives a student weight and a set of 62 replicate weights that accounts for
differential probabilities of selection. The student weight is used to derive estimates of subpopulation characteristics such as subgroup means. On the other hand, the set of 62 replicate weights is necessary for computing variance estimates for subgroups containing the student. Certain features in NAEP such as multiple proficiency subscale and the block spiral design of test booklets, are ignored in the above description for simplicity. A recent and more thorough discussion of the design and statistical methodology of NAEP can be found in Scott and Ip (2002) and in the references in the article.
Challenges
There are several challenges to the efficient dissemination of results from NAEP over the WWW. Over the years, NAEP has compiled its collected data into wellorganized databases, where most data exist as ASCII text files. For the consumption of the public at large, NAEP disseminates on the WWW highly summarized factual tables about population subgroup mean scores. However, the emphasis on the passive consumption of pre-calculated numbers contrasts with the highly interactive nature of the new breed of Web-based programs. In order to answer a specific query, users may need to review large quantities of numbers and perhaps make inferences on data implied by data tables. Furthermore, some queries cannot even be addressed given the way that results are currently reported. For example, suppose a user asks the question: "What percentage of high-achieving students in science and reading is African American?" Currently, it is difficult to directly answer this question, because NAEP's factual tables only list population subgroup means by individual subject matter. Because of the complexity of the data and the lack of analytical tools, the NAEP database has not reached its full potential for delivering timely and customized information to its users. One challenge, therefore, is to increase the flexibility of the way data are retrieved and presented so that individual specific queries can be accommodated.
Solution
We believe the solution to the above challenge lies in good design of (a) the user interface, (b) the available analytical tools, and (c) the ways in which data are organized, filtered, and presented. It is estimated that only 16% of users read text as it is presented on the Web (Mieszkowski 1998) . Therefore, one important design element is to minimize the amount of text that is displayed. In addition, most Web users regard speed as an overriding criterion for satisfaction (Nielsen 1999 ). This implies the need for a short learning curve for the application program, which is a challenging job, because programs with analytical capacity to handle ad hoc queries often have long learning curves. Application programs with different learning characteristics should be used for different purposes. While US federal agencies attempt to accommodate the needs of their broad data users, most of them take serious steps to maintain data quality and to ensure that reported results are not misinterpreted. In some cases, this will mean that some parts of data access will be complex, and will require a longer learning curve.
Bearing in mind the intended broad audience, we maintain that the user environment must meet the following five requirements: (R1) ease of use, (R2) ease of understanding and interpretation, (R3) ease of access to data, (R4) short response time to queries, and (R5) high quality of estimates displayed. In order to meet these requirements, our design organizes the data into a collection of data structures called the multivariate multiway table (MMT). A user-friendly graphical user interface (GUI) enables users to interact directly with, and manipulate, the MMT. Dynamic scatterplots display specified views of the subset of data generated from queries. Program functionalities are delivered through the use of the Java language on the WWW. Finally, displayed data are programmed to follow the limitation disclosure standards set by NCES to protect confidentiality of individual students.
Data Organization
As described earlier, the following information is available for each student included in the assessment sample: (a) student weights, and replicate weights (over 60 of them); (b) the proficiency score on a certain subject, recorded on a 500-point scale; (c) responses to student background questionnaires; and (d) information from the associated school and teacher questionnaires. The weights and proficiency scores in (a) and (b) are all continuous, while background and school variables in (c) and (d), called attributes, are all categorical in nature.
To explore the relationships among achievements of subpopulations on different academic subjects, an attribute-based approach cross-classifies student scores into cells created by the cross-tabulation of background and contextual variables. For example, when gender (2 categories), race (7 categories), and parental education (5 categories) are selected as attributes, there are 2 × 7 × 5 = 70 cells created from all possible cross-classifications. Accordingly, each cell contains information from the population subgroup identified by the cross-classification. (The terms cell and subgroup are used interchangeably in this article.) The primary response variable a cell stores is the mean score in a specific content area. The collection of cells that contains summarized achievement outcomes on a single subject is called a multiway table (Cleveland 1993, p.303; Hoaglin, Mosteller & Tukey 1985) .
There are some immediate and important advantages to the attribute-based approach. In any two given subject matters, almost no overlap exists between any of the students who are sampled, and virtually no student is assessed on every subject. However, by assuming that students are statistically exchangeable given the attribute values in an assessment cycle, simultaneous exploration of educational outcomes across different subject matters is possible. For example, within the same cross-classification, students who took science and students who took reading are treated as exchangeable, so their science and reading scores are both recorded as responses in the same cell of a multiway table. That is, exchangeability assumes that conditional upon the students being in the same cross-classification, the distribution of science and reading scores would not have been different had the students actually taken both tests. Formally, the exchangeability condition states that, given the background variables, the bivariate distribution of any subset of k student responses is a function of the dimension k but is not a function of which students were selected (Lindley 2000) . The condition of conditional student exchangeability subsumes one of NAEP's conditional independence assumptions, under which, for each subject area, univariate student proficiencies are assumed to be drawn randomly and independently from a normal distribution N(Xβ, σ 2 ) conditional upon background data X (Mislevy, Johnson, & Muraki 1992) . Evidence to support the exchangeability assumption so far has been anecdotal. Further work may be required along the line of diagnostics for the exchangeability assumption of Albert and Chib (1997) .
The summarization of multiple outcomes (e.g., science and reading scores, or results of a subject area across years) provides a collection of multiway tables each containing achievement outcomes of one or more dimensions. These tables are called multivariate multiway tables (MMT). For the sake of computational convenience, we routinely include information such as all five multiply imputed proficiencies, student and replicate weights, and subgroup score variances as auxiliary response variables. Storing data as MMTs facilitates the use of visualization tools for data exploration.
Interactive Graphics for MMT
To meet the requirements outlined in Section 3, we developed some interactive graphics-collectively called the Interactive Profiler (IP)-for data visualization, exploration, and presentation. In the literature of visualizing results for NAEP, some multivariate display methods have been proposed (e.g., Wainer 1996 Wainer , 1997a . Most traditional display methods for educational databases have used static graphics. Thanks to advanced software tools such as Java and VisualBasic, a large number of interactive graphics for statistical analysis have recently been developed for the WWW. An example of a Web-based interactive visualization tool for general purpose was given in Bradley and West (2001) . Symanzik (1998), and Webster, Ogden, and Rossini (1998) provided an overview of interactive statistical applications that included Web-based dynamic graphics. Unwin (1999) discussed some requirements of interactive graphics for exploratory data analysis, and Wegman (2003) provided a discussion of visualization of large databases.
The dynamic scatterplot forms the core program of interactive graphics of the program IP. The scatterplot is one of the oldest and best understood visualization tools. It is designed to display continuous data, and it suits our needs well, because MMT response variables such as cell mean scores and variances are continuous. A limitation of scatterplot analysis is that it can only display two-dimensional information. Although various other methods, such as multi-panel conditioning plots (Cleveland 1993, p.182 ) and 3-D displays, are available for displaying more than two dimensions, we adopted a dynamic, interactive 2-D scatterplot to emphasize ease of use and interpretability. In static graphical display, where and exactly what is to be drawn are specified. The interactive graphics method, on the other hand, is often used to allow the user to search for information and interesting structures without fully specified questions. The interactive approach could add new life to traditional visualization methods. For example, Unwin et al. (1996) pointed out that the Mosaic plots, which were proposed by Hartigan and Kleiner (1981) more than twenty years ago to visualize multivariate categorical data, have only become really usable through added interactive capability (e.g., the software tool Mosaics, see Friendly 2000).
For visualizing MMT, IP enhances scatterplot with such interactive features as linking, zooming, filtering and querying, in order to help users actively explore data and form hypotheses. The purpose of these endeavors is to obtain almostreal-time results for ad hoc queries, and, in the tradition of exploratory data analysis, to find patterns, through visual display, that were not expected (Tukey 1977; Wainer 1997b ).
Using the Interactive Profiler
In this subsection we outline the basic features of the IP. A prototype of the interactive graphics program is available at www-rcf.usc.edu/∼mvmwt.
Software and Hardware Requirements
Except for a standard Web browser, no installation of software is necessary.
Windows on Screen
The IP screen is divided into two windows: (a) a graphics window for displaying the interactive scatterplot, and (b) a table window for displaying profiles of students depicted on the scatterplot.
The two windows are linked in the sense that any change in the graphics window will be simultaneously reflected in the table window. For example, when a user zooms in on a specific region in the graphics window, the statistics reported in the table window will be updated in accordance to the data points displayed in the zoomed-in region. The table window follows a spreadsheet model that is commonly used for PC-based desktop products (e.g., click on the tab to change the view). This design is meant to follow the requirements of ease of use (R1) and ease of understanding and interpretation (R2).
Example Session 1: NAEP Database
The data are from the 1996 NAEP Long-Term Trend Assessment. In this example, we show how a query can be answered in the context of a typical example. The example query we use is "How do the various ethnic groups perform in both the reading and math assessments?" We follow these steps to answer the query.
1. Open a data set for exploration. In this example, we select the file for the bivariate display of reading and math. Figure 1 shows a snapshot of a session of the visual environment displaying the mean scores of a sample of fourth grade students in reading and science.
The variables used in cross-classification are gender (DSEX, 2 levels); ethnicity (DRACE, 6 categories); location of residence (TOL5, 5 categories); education of students' parents (PARED, 5 categories); and the amount of TV viewing time each day (TVWATCH, 3 categories). For each variable, a separate category for missing data is created. The levels of an attribute are indicated in different colors on the scatterplot. Figure 1 displays the mean scores of cells in several colors for the six levels of the variable DRACE, and cells with only one proficiency score (i.e., no student in the cell takes the other test) are displayed on the axes. The various levels of the variable are also shown in different orientations of line segments (e.g., vertical and horizontal line segments, see Bertin 1983, p.93 & p.323) . See also Wilkinson (1994) . A pop-up legend window illustrating the line segments can be opened and closed, or moved to different parts of the display with a click of the mouse.
As expected, Figure 1 indicates a fairly strong correlation between achievement in reading and achievement in science. Note that the plotting character size does not reflect the relative weight of the cell. Our experiment with varying the plotting size according to relative weight showed that it led to poor visual display effects when relative weights were widely diverse in magnitude. With the graph linked to the table window that displays the actual numbers, users should be able to ascertain the relative weights of subgroups.
2. Click through the category variables to display student profiles. Select a specific category variable tab in the table window (e.g., location). Both the graphics and table windows would show the distribution of the cells among the categories of the selected variable. Continue to select other category variables to obtain further information on student profiles.
3. Zoom in on a region of interest. A defining feature of the IP is its zooming capacity, which is yet another hallmark of modern interactive graphics. Zooming in on a region of interest is accomplished by highlighting a contiguous subset of points on the scatterplot with the drag of a mouse. Profiles of the selected students are linked to the scatterplot and can be displayed using different tab buttons in the table window. For example, Figure 2 displays the percentages of students in different ethnic categories who have high reading and science proficiencies (generally, between 200 and 300 in each). Approximately 94% of this group of high-achieving students are white, while in the student population as a whole only 70% are white (Figure 1) .
4. Drill down further to details. By using the mouse to highlight subregions in a zoomed-in region, one can continue to "drill down" to more specific information. Figure 3 shows the drilled-down display of high achievement students in both subjects. It shows that the proportion of White and Asian students are respectively 95% and 4%. In Figures 1-3 , the outcome "NA" refers to empty cells. Furthermore, cells with fewer than three students cells are not displayed because of disclosure concerns. (NCES, in its guideline NCES Standard IV-01-92, requires that the publication cells must contain at least three observations to avoid possible identification of an individual respondent.) 5. Right click the mouse and choose the "zoom back" option. A user may restart a new session of exploration very quickly in order to follow up on questions prompted by observations from the previous sessions. For example, Figure 1 reveals that students with low proficiency in reading and science (less than 165 in each) tend to be African American students. By zooming in the region of interest (not shown), we found in these two categories, over 66% and 52%, respectively, are African American students, compared with 15% in the entire student population ( Figure 1) . As a second example, we observe from Figure 1 that there are subgroups of students who do not do well in reading spread across a wide spectrum of science proficiencies. Specifically, there are a significant number of students who score below 185 in reading but score between 200 and 300 in science. This kind of observation may prompt new queries and investigations.
6. Select subsets of the population for display. The IP features a filter that enables users to click on a specific row in the Table window in order to see the subset plotted in the graphics window. For example, Figure 4 shows only the performance of White students. The filter also works for any zoomed-in graph. Thus by switching between filters, a user can conveniently compare the performances of various subgroups in selected regions of the plot.
7. Use online help inside the applet. A Window-based pull-down help menu is available to help users explore the various features of the program.
To be consistent with the existing practice of NAEP, we use the first plausible value in evaluating subgroup means and all five values in computing variance estimates. The calculation of the variance of estimate of the subgroup mean is mathematically straightforward, but it incurs substantial computational overhead. The estimated variance of each subgroup of students is the sum of the jackknife estimate of the sampling variance, which is a function of the replicate weights and a between-sample variance among multiple imputations of student proficiency (Mislevy, Johnson, & Muraki 1992) . Both the resulting variance estimates and the means are routinely displayed in the spreadsheet window.
Example 2: Marketing Database
We also apply IP to a marketing database in visualizing customer profiles. The data set was extracted form a database maintained by a national Japanese drugstore chain, the Pharma. The store chain has approximately 2.5 million membership customers across Japan. We use 2,851,265 lines of transaction collected from one store during the period 1996 and 1999. In Figure 5 , the axes show two quantities that would be of great interest to managers-sales and profit, which both undergo a log transform. To optimize display effects, the following equations are used respectively for transforming sales and profit on the display: 100 × log(sales) and 100 × log(profit + 1600). Again, each point on the graph represents a data from a subgroup whose profile is formed by a specific cross-classification of selected variables (e.g., a point may represent young, female customers who have purchased 3-7 items on average per month and who have spent on cosmetics, daily necessities, and food, but not baby food, medicine or health food.) Figure 6 zooms in on the region of low-profit shoppers. Any value approximately below 321 [100 × log(1600)] on the vertical axis is negative on the original scale. It shows that low-frequency shoppers generated small profits, while a few high-frequency shoppers, presumably bargain hunters, generated high sales volume but negative profits. Thus, managers can use this tool to locate profitable micro-segments and individuals and better understand the profiles of various profitable micro-segments. For example, a user can zoom into outliers of large negative profit and find out information such as what products had been purchased. Figures 5 and 6 are generated from a customized version of IP, which is slightly different from the NAEP version (e.g., variance estimate is not displayed, and there is no disclosure limitation).
Technical Considerations
Emphasizing the use of linking and zooming are results of consideration of requirements (R1)-(R4). The goal of the program is such that the majority of firsttime users should have no problem using the programs to interactively explore available data. The dynamic nature of navigation does come at a price. Zooming involves users making arbitrary selections of subsets of students, and thus the mean cell response variables must be computed "on-the-fly." This implies that studentlevel granular data need to be stored. The creation of student-level data for MMT display is implemented by a Fortran routine residing on the server.
Because the number of cells increases exponentially as the number of attributes increases (which, in turn, leads to sparse cells), there is a need to limit the number of attributes selected for any particular session of exploration. One option is to allow users to choose only a small subset of attributes from a larger set of candidate attributes. In the current version of the program, the number of attributes used to generate MMT is fixed at five.
We performed some simulation runs to test the performance of the Fortran program when a variable number of attributes was selected. It took approximately 7 seconds to create the MMT of all possible combinations of 4 attributes out of 10, for a data set containing 2,000 students. It took more than 30 seconds to create the MMT for 8 attributes out of 10 with 10,000 students. This suggests that, at most, only 5 to 6 attributes for a moderately sized sample should be allowed for one session of exploratory analysis. On the other hand, the speed with which results are displayed was found to be generally acceptable.
Both the front-end visual environment and the computational engine for manipulating MMT are written in the Java language (e.g., Jaworski 1996) using JBuilder on a PC.
Discussion of Java Implementation
Java is a technology that has the potential to open a new paradigm in statistical computing. In this section, we share our experience and discuss the pros and cons of using Java for data analysis and visualization.
West, Ogden, and Rossini (1998) described and contrasted three modes of deploying dynamic statistical procedures over the WWW:helper applications (routines downloadable from the server), CGI Scripts (routines that perform computations on the server and distribute results back to the client), and applets (locally executable programs within the client's WWW browser) and Interactive Scripting Languages (high level programming language for client side applications).
The interactive graphics program described in this article uses a Java applet model, a reflection of the growing trend toward replacing helper applications with applets. One way to think of the applet model is to imagine the client machine inviting guests (downloadable small programs called applets) to a party (application) but only allowing them to operate in a restricted area of the residence (limited access to local disk space) and placing them under the control of a steward (the browser). The applets leave no trace behind when the client machine declares that the party is over (i.e., closes the application). Because Java is both compiled (into machineindependent codes, and the process is only performed once) and interpreted, the client machine requires an interpreter-the Java virtual machine (JVM)-to interpret the compiled codes for the guests (clients) each time the program is run. JVM runs under the steward (browser) and is isolated from other areas of the residence (client machine).
In the MMT implementation, it is the host machine (server) that generates data files with MMT structure. Once a session is created, applet programs are automatically downloaded to the client machine. Then the selected MMT files are read in by the applet programs, which also perform all subsequent data manipulations, such as zooming and presentation.
From a user point of view, the applet model provides a reasonable degree of convenience, flexibility, and security, although system performance such as response time and latency of the applet model can be a concern. From a developer's perspective, there exist pros and cons in building statistical applications using the applet model. On the positive side, applet programs are often created in an objectoriented language such as Java, and these programs can be distributed and run across a heterogeneous network of machines. For example, Java does not need to be run on a massive centralized system, and it can be structured to support a wide range of client /server configurations. Java is also very flexible in implementing interactive graphics-an advantage, we found, that conventional languages used by statisticians lack. Furthermore, the Dynamic Class Loading feature of Java allows one to update codes and integrate new codes into the applications safely and efficiently. This makes a smooth evolution of the software development cycle possible. For example, piecewise programs for specific statistical applications can be distributed, tested on various remote machines (presumably by different groups of users), and then readily integrated into a large-scale program.
On the negative side, applet programs, designed to be small and efficient, can be slow when they become too large. This implies that the applet approach may not be suitable for computationally intensive tasks, unless some of the computational burdens can be shared by server side applications. For a more technical discussion of the using Java as a development platform for statistical programs, see Theus (1998 
