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ABSTRACT 
In this paper we characterize the subsemigroup of B,, (B,, is the multiplicative 
semigroup of n x n Boolean matrices) generated by all the irreducible matrices, and 
hence give a necessary and sufficient condition for a Boolean matrix A to be a product 
of irreducible Boolean matrices. We also give a necessary and sufficient condition for 
an n X n nonnegative matrix to be a product of nonnegative irreducible matrices. 
1. NONNEGATIVE MATRICES AND BOOLEAN MATRICES 
It is well known that if A is a nonnegative square matrix, then the pattern 
of zeros and nonzeros in A completely determines the pattern of zeros and 
nonzeros in every power of A. More generally, we have the following fact: 
FACT. lf A,, A,, B,, B, are nonnegative matrices (of 
and if Ai has the same zerwwnzero pattern as Bi (i = 1,2), 
the same zmwwnzero pattern as BIB,. 
suitable sizes), 
then A,A, bus 
Proof. By hypothesis, there exist positive numbers sr. .ss, a,, 6, such that 
EBB, < A, < S,B, and QB, f A, < 6,B,. Thus E~.QB,B, < A,A, < S,G,B,B,, 
and hence A,A, has the same zero-nonzero pattern as B, B,. n 
In view of the above fact, if a problem only concerns the zerononzero 
pattern of products or powers of nonnegative matrices, one usually considers 
(0,l) matrices instead of general nonnegative matrices. This is so because 
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there is a natural one-toone correspondence between (0,l) matrices and the 
zerononzero patterns of nonnegative matrices (i.e., zero entries e 0 and 
positive entries ++ 1). It is also natural to define the so-called Roolearr 
addition and multiplication in the two-element set ,f3,, = (0, l} as 0+ 0 = 0, 
O+l=l+O=l, l+l=l; O.O=O, O.l=l.O=O, l.l=l. Their meanings 
will be clear if we interpret 1 as “positive” under the previous correspon 
dence. For instance: 1 + 1 = 1 can be interpreted as “positive+ positive = 
positive,” and so on. It is obvious that the addition and multiplication in ,8,, 
defined above are both commutative and associative, the multiplication is also 
distributive with respect to the addition. These observations lead to the 
following definition: 
DEFINITION 1.1. Let ,& be the set {O,l} with the addition and multipli- 
cation defined as above. Then the set of n X n Boolean matrices, denoted by 
R,,, is the set of all n x n matrices over &. 
It is clear that under the usual matrix multiplication (over &), R,, forms a 
multiplicative semigroup. Also, we can define the notions of irreducibility, 
primitivity, etc., in the same way as we did for ordinary nonnegative matrices. 
For more detailed study of Boolean matrices, we refer the reader to the book, 
“Boolean matrix theory and applications” by Kim [2]. There are ,30 open 
problems at the end of this book, and among them is problem 17: “Find a 
complete description of the subsemigroup of R,, generated by all the primitive 
matrices or some related semigroups.” In [3, Theorem 4.11 we have found a 
complete description of the subsemigroup of B,, generated by all the prima- 
tive matrices and permutation matrices. In this paper, we will give a complete 
description of the subsemigroup of B,, generated by all the irreducible 
matrices, and extend this result to the case of general nonnegative irreducible 
matrices. 
Before we go further, let’s recall some definitions and basic properties of 
nonnegative matrices. 
A n x n nonnegative matrix A is called reducible if there exist a permuta- 
tion matrix P such that 
PAY-‘= ,“I ” 
i 1 21 A,’ 
where A, and A, are square nonvacuous matrices. The matrix A is irreduci- 
ble if it is not reducible. 
The associated digraph of a n X n nonnegative matrix A = (N) j ), denoted 
by G(A), is the digraph with vertex set V( G( A)) = { 1,2,. . . , rt } such that 
there is an arc from i to j in the graph G(A) if and only if (I Ii > 0. 
A digraph G is strongly connected if for each ordered pair of vertices 
i, j E V(G), there exist a directed path from i to j in G. It is well known that 
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A is an irreducible nonnegative matrix iff its associated digraph G(A) is 
strongly connected. 
The following propositions about irreducibility of nonnegative matrices 
will be used later. 
PROPOSITION 1.1. Zf 
where A,, A, are square nonvacuous irreducible matrices and B # 0, C # 0, 
then X is irreducible. 
Proof Let G(X) be the associated digraph of X; let V(G( X)) = V, 6 V,, 
where Vi is the vertex subset of G(X) corresponding to the submatrix Ai 
(i = 1,2); and let Gi be the subdigraph of G(X) induced by Vi (i = 1,2). 
Then G, and G, are strongly connected, since A, and A, are irreducible. 
Also there exists at least one arc from G, to G,, since B # 0, and at least one 
arc from G, to G,, since C + 0. So G( X ) is strongly connected and hence X 
is irreducible. n 
PROPOSITION 1.2. Zf 
is a n x n nonnegative matrix, where A, is a nonvacuous k x k irreducible 
square matrix, and if A contains no zero row or zero column, then A is 
irreducible. 
Proof. Because the 1 X 1 zero matrix is irreducible, so the upper left 
(k + l)x(k + 1) principal submatrix of A is irreducible (by Proposition 1.1). 
By repeatedly using this argument we see that A is irreducible. H 
2. SOME ELEMENTARY RESULTS 
DEFINITION 2.1. Irr(Z3,) is the subsemigroa,: ,J 8, generated by all the 
irreducible matrices. So A E Irr(Z3,) means A is a product of irreducible 
(Boolean) matrices. 
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The usual ordering 0 < 1 of the set & induces a natural ordering in B,; 
thus A < B as Boolean matrices iff A < B as real matrices. Also it is easy to 
see that A < B iff there exists another Boolean matrix C such that A + C = B. 
In the following lemmas, S, and A, will denote the symmetric and 
alternating group of n symbols, respectively. We also find it convenient to 
identify S, with the group of all n X n permutation matrices. So “a permuta- 
tion in S,” and “an n X R permutation matrix” will mean the same thing. 
LEMMA 2.1. lf A E B, is a permutation matrix, then A is irreducible iff 
A is an n-c yck in S,. 
Proof. We have A E S, by our convention above. Then A is a product of 
disjoint cycles in S,. Hence, the associated digraph G(A) of A is a disjoint 
union of elementary circuits. So G(A) is strongly connected iff G(A) is a 
circuit of length n, that is, iff A is an n-cycle. n 
The following lemma is a purely group-theoretical result: 
LEMMA 2.2. Let H be the subgroup of S, generated by all the n-cycles of 
S,,. ThenH=S,ifniseven,andH=A,,ifnisodd. 
Proof The set of n-cycles of S,, forms a full conjugacy class of S,,, so H is 
a normal subgroup of S, (being generated by a full conjugacy class). Also, S,, 
contains (n - l)! many n-cycles. Thus ) H) > (n - l)!, because H also contains 
the identity. So H is a normal subgroup of S,, with index IS,, : H 1 < n. But the 
only normal subgroups of S, with indices < n are S, and A,, (for small n, we 
can check it directly; for n > 5, using the fact that A, is a simple group). So 
H = S,, or H = A,,. If n = even, then n-cycles are odd permutations and 
Hg A,, so in this case H = S,. If n = odd, then all the n-cycles are even 
permutations and hence H c A,,, and so in this case H = A ,,. n 
Now we consider some sufficient conditions for A to be in Irr( B,). We say 
a Boolean matrix A is even permutation equivalent to a Boolean matrix B if 
there exist permutation matrices P and Q with the same parity (i.e., 
P,QES,, but the product PQE A,,) such that PAQ = A. The following 
lemma will be used in later discussions: 
LEMMA 2.3. 
(1) Zf n is even, then S, c Irr(B,,). Zf n is odd, then A,, c Irr( B,). 
(2) Zf n is odd and A is even permutation equivalent to an irreducible 
matrix, then A E Irr( B,). 
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(3) If n is odd and A > P for some even permutation P E A,, then A is 
even permutation equivalent to some irreducible matrix, and hence A E 
In-( B, )- 
Proof. (1): This is a direct consequence of Lemma 2.1 and Lemma 2.2. 
(2): Suppose PAQ = B, where P, Q E S,, PQ E An and B is irreducible. 
Then we have A=(P-‘BP)P-‘Q-l, where P-‘BP is irreducible and 
P-IQ-l E A, c Irr(B,) by (1). So AE Irr(B,). 
(3): Take any ncycle Q E S,. Since n is odd, n-cycles are even permuta- 
tions, and Q E A,,. Now AP-‘Q 2 PP-‘Q = Q, so A( P- ‘Q) is an irreducible 
matrix because Q is. Also P, Q E A,,, so P-‘Q E A,,, and A is even permuta- 
tion equivalent to the irreducible matrix AP-‘Q. This proves (3). W 
For the convenience of later discussions, we make use of the following 
notation: 
DEFINITION 2.2. Let NZ(B,) be the subset of B, consisting of all the 
n X n Boolean matrices that contain no zero row or zero column. 
It is clear that NZ(B,,) is closed under multiplication, so it is a subsemi- 
group of B,. 
In the next two sections, we consider the problem of characterizing 
Irr( B,) in the cases of n even and n odd, respectively. An obvious necessary 
condition for A E Irr( B,) is that A contains no zero row or zero column, since 
no irreducible matrix (and hence no product of such matrices) contains a zero 
row or zero column. In the even case, we use a theorem of Brualdi [l] to 
conclude Irr( B,) = NZ( B,). In the odd case, the description of Irr( B,) will 
involve another subset of NZ(B,), which we will describe in Section 4. 
3. THE CASE OF n EVEN 
THEOREM 3.1 (R. Brualdi [l]). An n X n nonnegative matrix A is pennu- 
tation equivalent to an irreducible matrix iff A contains no zero row or zero 
column. 
REMAFZ An immediate consequence of Brualdi’s theorem is the follow- 
ing: 
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COROLLARY 3.1. The subsemigroup of B,, generated by all the irreducible 
matrices and permutation matrices is the set of matrices containing no zero 
row or zero column. 
THEOREM 3.2. Zf n is euen, then In-( B,) = NZ( B,). 
Proof. Suppose A E NZ( B,, ), then by Brualdi’s theorem, A = PBQ for 
some irreducible matrix B and permutation matrices P, Q E S,,. Now n is 
even, so P, Q E Irr( B,) by Lemma 2.3(l), so A = PBQ E Irr( B,), so NZ( B,,) 
c Irr( B,). The other inclusion is trivial. W 
4. THE CASE OF n ODD 
First we give some definitions and notation: 
DEFINITION 4.1. The term rank of an n X n nonnegative matrix A is the 
largest number k such that A contains k positive entries, no two of them in 
the same row or same column. 
DEFINITION 4.2. The permanent of an n x n matrix A denoted by 
per A, is defined by 
perA= c fi aj,(lj . 
(T t s,, l i j=l 
It is clear that if A is an n X n nonnegative matrix then (term rank of A) 
< n, with equality iff per A > 0. 
DEFINITION 4.3. Let Z, = {A E B,, ( A has at most one nonzero row or 
at most one nonzero column}. 
Let T, = S, + Z,, namely, X E T,, if X = P + Y for some P ES,, and 
Y E z,. 
It is easy to see that A E Z, iff (term rank of A) < 1. Hence if A < B and 
B E Z,, then A E 2,. Also both of the two sets Z,, and T,, are invariant 
under permutation equivalence. The matrices in T, will play an important 
role in the characterization of the subsemigroup Irr(B,) when n is odd. First 
we give some properties of T,,. 
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PROPOSITION 4.1. Zf X E T,,, then there exists a unique permutation 
matrix P < x. 
Proof. Write X = P + Z for some P E S, and Z E Z,. Now Z has at 
most one nonzero row or at most one nonzero column, so X is permutation 
equivalent to a matrix of one of the following two forms: 
1” Or [r]; 
hence per X = 1 (as real matrix) and P is the unique permutation matrix with 
P f x. n 
In view of Proposition 4.1, we have the following definition: 
DEFINITION 4.4. Let X E T,. Then the unique permutation matrix P 
with P < X is called the associated permutation matrix of X, denoted by 
P(X). 
Now from the uniqueness of P( X ) we see that if A < B < C and A, C E T,, 
then B E T,. 
Next we want to further divide the set T,, according to the oddness or 
evenness of the associated permutation matrix P(X). 
DEFINITION 4.5. Let O(T,,)={XET,IP(X)PA.}, thesetof matrices 
in T, with odd associated permutation matrix P(X). Let E(T,,) = {X E 
T,, 1 P( X ) E An }, the set of matrices in T, with even associated permutation 
matrix P( X ). 
The following properties of matrices in T, will be useful in later discus- 
sions. 
PROPOSITION 4.2. Let X E T,. Then the following conditions are equiv- 
alent: 
(i) X is irreducible. 
(ii) P( X ) is irreducible. 
(iii) P(X) is an n-cycle. 
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Proof. (i)*(ii): XET,, so X=P(X)+Y for some YEZn. If P(X) is 
reducible, then there exists a permutation matrix Q such that 
(4.1) 
where A, E S, and A, E S, _k for some k with 1~ k < n. [This is so because 
P(X) is a reducible permutation matrix, which implies P(X) is completely 
reducible.] So QXQ-’ = QP(X)Q-’ + QYQ- ’ is also reducible, because 
QP(X)Q-’ is of the form (4.1) and QYQ..’ E Z, has term rank < 1. So X is 
reducible, contradicting (i). This proves (i) 3 (ii). The other parts (ii) * (iii) =) 
(i) follow easily form Lemma 2.1. n 
PROPOSITION 4.3. The set T,, is closed under taking divisors. Namely, if 
AB E T,,, then A E T, and B E T,,. Moreover, in this case we have P(AB) = 
P(A)P(B). 
Proof. Suppose AB = P + Y where P = P(AB) E S, and Y E Z,,. Now if 
we view A, B as real matrices, and use A. B to denote the usual (real) product 
of the two real matrices A, B, then A. B and AB (a Boolean product of the 
two Boolean matrices A and B) have the same zero-nonzero pattern. But 
AB E T, contains a unique permutation matrix, so A. B also contains a unique 
permutation matrix, which means det( A. B) = det A .det B # 0. So det A # 0 
and det B f 0, hence per A f 0 and per B # 0. So there exist permutation 
matrices Qr and Q2 such that A > Qr and B 2 Q2, and A = Q1 + H, and 
B = Q2 + H, for some H,, H, E B,. Now AB = (91 + H,)(Q, + ff,) = QlQz 
+ H,Q, + Q,H, + H,H, E T, and also QIQz E T,,. From the inequality QrQa 
G QIQz + HIQZ 4 QIQz + HIQ2 + QlH2 + H,HD we get QIQz + HlQ2 E T,> 
so (Q1 + H,)Q, E T, and A = Qi + H, E T,,, because T,, is invariant imder 
permutation equivalence. Similarly B = Qs + H, E T,,. Now AB = P + Y = 
Q1Q2 + HIQz + Q,H, + H,H,, so P = Q1Q2 by the uniqueness of P(AB). 
But Qi = P(A) and Q2 = P(B), so we get P(AB) = P(A)P( B). This com- 
pletes the proof of Proposition 4.3. n 
By using Proposition 4.3, we can get the following necessary condition for 
a matrix A to be a product of irreducible matrices. 
THEOREM 4.1. Zf n is odd and A E 0( T,,), then A 4 Irr( B, ). 
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Proof. AEO(T,,), so A= P+Y where YE 2, and PES” is an odd 
permutation. Suppose A is a product of irreducible matrices, A = X,X, . . . 
X,, where the Xi’s are irreducible matrices. Then Xi E T, (i = 1,2,. . . , k) by 
Proposition 4.3. So Xi irreducible implies P(X,) irreducible, which also 
implies P(X,) is an n-cycle (Proposition 4.2). Now n is odd, so all the n-cycles 
are even permutations. P(X,)EA, for i=l,2,...,k. So P=P(A)= 
P(X,)P(X,) . . . P( X,) E A, is also an even permutation, contradicting the 
hypothesis A E O(T,). Thus A @ Irr(B,). n 
Theorem 4.1 tells us that if n is odd and A E Irr( B,), then A E NZ( B,)\ 
O(T,). It turns out that if A contains no zero row or zero column, then this 
necessary condition for A E Irr(B,) is also sufficient. That is, we have 
Irr( B,) = NZ( B,)\ O(T,) in the case of n odd. 
THEOREM 4.2. Zf n is odd and A E B,, then the following conditions are 
equivalent: 
(9 A E NZ(B,)\ O(T,), 
(ii) A is even permutation equivalent to an irreducible matrix, 
(iii) A E Irr( B,,). 
In particular, Irr( B,) = NZ( B,) \ O(T,) when n is odd. 
Proof. (ii) 3 (iii) follows from Lemma 2.3(2); (iii)- (i) follows from 
Theorem 4.1; so we only need to prove (i) =) (ii). Suppose A E NZ( B,) \ 0( T,), 
and let r be the term rank of A. 
Casel: r<n-2. Then there exist permutation matrices P and Q such 
r 
* 1 
* 1 
. . 
. . X 
where k = n - r >, 2. Now B is irreducible (by Proposition 1.2). Let r = (n - 
1, n) E S, be a transposition in S,. By our convention of identifying permuta- 
tions in S, and permutation matrices, T is a permutation matrix and B7 is the 
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matrix obtained by exchanging the last two columns of B. So BT is also 
irreducible (by Proposition 1.2). Now both PAQ and PAQr are irreducible, 
and either PQ E An or PQr E A,, since r is a transposition. So A is even 
permutation equivalent to an irreducible matrix. 
Case 2: r = n - 1. Then there exist permutation matrices P and Q such 
that 
PAQ= np~ 
/- 
( 
\ 
* 1 
* 1 
. . 
. . 
. 
1 
1 * 
(Y 
where (Y and j3 are nonzero row vectors of dimension n - 1. Suppose 
/3 = (b,, b, ,..., h,,_r) and bi = 1. Let ~=(i+l,n)ES,~ [in case i=n-1, 
take T = (1, n)] be a transposition that is also a permutation matrix as in case 
1. Then we have 
PAQr = 
* 1 
* 1 
. 
. W)’ . 
1 
1 * 
a’ u 
[Since hi = 1, PAQr still contains an (n - l)-cycle in the upper left (n - 1) X 
(n - 1) submatrix.] But r = n - 1, s o a = 0 and (Y’, p’ are also nonzero 
vectors, so both PAQ and PAQr are irreducible (by Proposition 1.2). Now r 
is a transposition (an odd permutation), and so A is even permutation 
equivalent to an irreducible matrix. 
Case3: r=n 
Subcase 3.1: A E T,,. Since (term rank of A) = r = n, we have A > P for 
some permutation matrix P and A = P + C for some C E B,. Then P ‘A = 
I,, + P-‘C, where I, is the n x n identity matrix. Let D = P- ‘C = (d,,), 
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i, j = 1,2 ,..., n. Then P-‘A=Z,+D and Pp’AET,. Now Z,+D@T,, 
means D contains two positive entries dij = 1 and d,, = 1 lying in different 
rows and different columns, and they are not on the main diagonal (otherwise 
they will be absorbed by I,). So i + j, k # 1, i # k, and j # 1, and the two 
index sets {i, 1) and {k, j } are disjoint. If we consider QDQpl with a 
suitably chosen permutation matrix Q (i.e., simultaneously permute the rows 
and columns of D), we can get i < I < k < j. More precisely, Q( P-‘A)Q-’ = 
I, + F where F = QDQ-‘= (Ai), i, j = 1,2 ,..., n, satisfies xi = 1, fkl = 1 
with i < 1 < k < j. Hence 
1 
1 * 
* 1 
1 * 
* 1 
where X, # 0 (since Aj = 1) and X, # 0 (since fkl = 1). Now take the 
permutation matrix 
‘0 1 
0 1 
. . 
R=1< . . 0 
. . 
. 1 
1 0 
0 1 
. . 
. . 
0 . . 
. 1 
1 0 
Then R = sirs, where ri is an Z-cycle and rs is an (n - l)-cycle, and 1 and 
n - 1 have different parity, since n is odd. So ri and ra have different parity, 
142 
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R(QP- 'AQ-') = 
* 1 
* 1 
. 1 
1 * 
y, 
* 1 
. 1 
1 * 
and Y, f 0, Y, f 0 because X, f 0 and X, f 0. So R(QP m’AQpl) is irreduci- 
ble by Proposition 1.1. On the other hand, QP-lAQ_’ >, I,, so QP-‘AQ ’ is 
even permutation equivalent to an irreducible matrix [by Lemma 2.3(3)]. 
Now QP- ‘AQ _ ’ is both odd and even permutation equivalent to an irreduci- 
ble matrix (since R is an odd permutation), so A is even permutation 
equivalent to some irreducible matrix. 
Subcase 3.2: A E Tn. Since A E NZ( B,,) \ 0( T,), we have A E E( T,, ). Then 
P(A) is an even permutation and A > P(A); so A is even permutation 
equivalent to an irreducible matrix by Lemma 2.3(3). This completes the 
proof of (i) * (ii), and hence the proof of Theorem 4.2. n 
5. PRODUCTS OF NONNEGATIVE IRREDUCIBLE MATRICES 
Finally, we point out that a similar conclusion is true for the usual (real) 
products of R x n nonnegative irreducible matrices. Let Irr( R tl ) be the set of 
n x n nonnegative matrices which can be written as a product of nonnegative 
irreducible matrices. We will also give a complete description of the semi- 
group Irr( R,>). Suppose T is an rr X n nonnegative matrix. The incidence 
matrix of T, denoted by F, is the Boolean matrix obtained by replacing every 
positive entry with 1 and leaving the zero entries unchanged. The following 
theorem gives us a necessary and sufficient condition for T E Irr( R ,, ). 
THEOREM 5.1. Let T be an n X n nonnegative mu&ix. Then 2’ E Irr( R,,) 
iff p E Irr( B,). 
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Proof. Necessity: If T = XJX2 . . . Xh where the X,‘s are nonnegative 
irreducible matrices, then F = X,gg . . . X, as product of Boolean matrices, 
and the zi’s are irreducible Boolean matrices, so f E In-( B,). 
Sufficiency: From Theorem 3.2 and Theorem 4.2, we see that when 
7 E Irr( B,), then either i’ is permutation equivalent to an irreducible matrix 
(in the case of n even) or F is even permutation equivalent to an irreducible 
matrix (in the case of n odd). In both cases, p E Irr(B,) implies 
p=Y,Y,-Y,B, 
where Y,, B E B,, YL (1~ i < r) are n-cycles, and B is some irreducible matrix 
[F = PBQ implies T = PQ(Q-‘BQ), w h ere PQ is a product of n-cycles and 
Q- ‘BQ is irreducible]. Notice that _Yi (1 < i < r) can also be viewed as real 
permutation matrices (then clearly Y, = Y,). Take 
C,Y;‘. . .Y,-‘Y;‘T, 
a nonnegative real matrix (we are taking the product as the usual product of 
real matrices). Then ~=~~-‘...~~l~ll~=Y,~‘...Y~lYll~=B is an 
irreducible Boolean matrix; hence C is an irreducible nonnegative matrix. 
Now 
T=Y,Y,...Y,C, 
so T is a (real) product of irreducible nonnegative matrices and T E Irr(R,). 
W 
From Theorem 5.1 we see that whether or not T E Irr(R,) is completely 
determined by the zerenonzero pattern of T and is independent of the 
magnitude of the positive entries of T. In particular, T E Irr(R,,) if and only 
if: 
(1) T contains no zero row or zero column, when n is even; 
(2) ? E NZ( B,)\ O(T,), when n is odd. 
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