The deterministic numerical valuation of American options under Heston's stochastic volatility model is considered. The prices are given by a linear complementarity problem with a two-dimensional parabolic partial differential operator. A new truncation of the domain is described for small asset values while for large asset values and variance a standard truncation is used. The finite difference discretization is constructed by numerically solving quadratic optimization problem aiming to minimize the truncation error at each grid point. A Lagrange approach is used to treat the linear complementarity problems. Numerical examples demonstrate the accuracy and effectiveness of the proposed approach.
Introduction
The seminal papers [2] and [23] by Black & Scholes, and Merton, respectively, laid the foundations of the modern theory of pricing financial options. Since then vast body of scientific work has been devoted to the development of methods for pricing options. Particularly American options are challenging to evaluate due to their early exercise possibility and various approaches to approximate their price has been proposed. The paper [4] by Brennan and Schwartz was one of first ones to formulate a linear complementarity problem (LCP) and then to solve it using a finite difference discretization. Empirical evidence has shown that the assumption on log-normal behavior of the value of the underlying asset is not realistic for many asset categories including shares of companies. To alleviate this, many generalizations have been introduced for the log-normal model. We consider stochastic volatility models which assume that the volatility of the value of the asset follows a stochastic process; see [10] and references therein. Particularly, our model problem for American options is based on Heston's model [12] , but the techniques considered in this paper can be generalized also for other stochastic volatility models like the Hull-White model [15] and the Stein-Stein model [29] .
Based on Heston's stochastic volatility model, a LCP with a parabolic partial differential operator can derived for the price of American options with the value of underlying asset and its variance being the spatial variables. Near the axises, the first-order derivatives dominate the second-order derivatives in the operator. It also includes the second-order cross derivative. Due to these properties, it is not easy to construct an accurate and stable discretization. In financial literature, Most often finite differences are used for the discretization while sometimes also finite elements are used; see [1] , [30] , [33] , for example. It is desirable to use discretizations leading to matrices with the M-matrix property [34] ; see also [36] . This property guarantees the stability of spatial discretization. Many different solution methods have been proposed for the resulting discrete LCPs; see [7] , [8] , [18] , [24] , [35] . While these methods have pronounced impact on the efficiency of the valuation of the option the discretization often has more influence on it. In the following, we describe briefly methods considered in the scientific literature.
Clarke and Parrott apply coordinate transform and then perform the discretization using finite differences on uniform grids in [7] , [8] . Their mainly central finite difference discretization switches the discretization of the first-order derivative to an upwind difference when the central difference could lead to oscillations. They employ constant and adaptive time steps with a θ-scheme using the value of θ making it close to the Crank-Nicolson method. The resulting LCPs are solved by a projected full approximation scheme (PFAS) multigrid method [3] .
In [35] , Zvan, Forsyth, and Vetzal use linear finite elements for discretizing the second-order terms and a finite volume discretization for the first-order terms. Furthermore, they use a nonlinear van Leer flux limiter to avoid oscillations. Their grids are nonuniform and adaptive time steps are employed with the Crank-Nicolson method. They consider two penalty methods for LCPs. The arising nonlinear and linear problems are solved using a semismooth Newton method and the BICGSTAB method with an incomplete LU preconditioner, respectively.
Oosterlee uses second-order finite difference discretizations on uniform grids and time integration is performed using the BDF2 method with constant time steps in [24] . The resulting LCPs are solved using the PFAS multigrid method.
In [18] , seven point finite difference discretizations are used on nonuniform grids. The discretization is constructed in such a way that an M-matrix is obtained. Due to this, in a part of the domain the discretization is only first-order accurate. The time discretizations are based on the Rannacher scheme [27] with constant time steps.
Moreover, in [18] , the projected SOR method, a projected multigrid method [28] , an operator splitting method [16] , [17] with a multigrid, a penalty method [35] with a multigrid, and an componentwise splitting method [19] are compared.
In this paper, we consider techniques to improve the efficiency of the computation of the price of options. Heston's model leads to an operator in an infinite domain which is routinely truncated from sufficiently large values of asset price and variance. Here we propose to truncate also small asset value from the domain when pricing American put options. We establish this by estimating the size of the region where the value of the option equals the payoff function at the expiry. This truncation removes the part of the domain where the first-order derivative term dominates the second-order derivative term in the direction of the asset value. For this part of the domain, it is particularly difficult to construct a discretization leading an M-matrix and it usually requires fairly fine grid. Thus, this truncation helps to avoid difficulties in the discretization and it reduced the size of the discretized problem.
It is not easy to construct accurate discretization leading to an M-matrix due to varying coefficient, vanishing second-order derivative terms, and the presence of a second-order cross derivative term. Reducing the truncation error at grid points improves the accuracy. The M-matrix property can be guaranteed by restricting the offdiagonal weights of the finite element stencil to be non positive. Instead of constructing stencils by hand, we formulate an optimization problem for the stencil aiming to minimize the truncation error under the non positivity constraint for offdiagonal weights. Similar idea was employed for a different problem in [22] . This leads to a small, standard quadratic programming (QP) problem at each grid point. The numerical experiments demonstrate that these QPs can be solved fast and the resulting discretization leads to very good accuracy.
We solve the resulting LCPs using a Lagrange multiplier method [13] , [20] ; see also [1] . With a suitable choice of parameters, this method leads to option prices which always satisfy the early exercise constraint, that is, the prices are arbitrage free in this sense. For the option pricing a penalty method considered in [9] and [35] is also obtained from the Lagrange multiplier method with a trivial choice of the parameters. The penalty method leads to small violations of the early exercise constraint. The numerical experiments show that the Lagrange multiplier method and the penalty method are very similar with respect to the accuracy and computational effort.
The outline of the paper is the following. Section 2 describes a model LCP obtained from Heston's stochastic volatility model for American put options. The truncation of the computational domain is considered in Section 3. The optimization approach to construct finite difference stencils and time discretization are described in Section 4. Section 5 considers a Lagrange multiplier approach for solving the discrete LCPs. Numerical experiments are presented in Section 6 and the paper ends with conclusions.
Model problem
In this section, we describe a linear complementarity problem (LCP) for pricing American put options. Under Heston's stochastic volatility model and with suitable assumptions on the markets a LCP with a two-dimensional parabolic partial differential operator can be derived for the price of American options; see [12] , [33] , [35] . In general, these LCPs need to solved numerically; see, for example, [8] , [14] , [24] , [26] , [35] .
We denote the price of the option by v, the time by t, the price of the underlying asset by x, and its variance by y. Heston's model leads to a spatial operator
where the r is the risk free interest rate, β is the mean level of the variance, α is the rate of reversion on the mean level, and γ is the volatility of the variance. The market price of the risk ϑ is assumed to be zero in the rest of the paper similarly to [8] , [24] , [35] . The correlation between the price of the underlying asset and its variance is ρ.
The price at the exercise moment is given by the payoff function ψ. Furthermore, it also defines a final condition
For a put option with the exercise price K, the payoff function is
Due to the early exercise possibility of the American option the price v has to be at least the same as the payoff function ψ. This leads to the early exercise constraint v(x, y, t) ≥ ψ(x). In the region where the constraint is inactive the price v satisfies a partial differential equation
By combining these relations, a time dependent linear complementarity problem is obtained for the price of the American option. It is not know a priori where the constraint is active and this makes deriving analytical formulas for the price intractable.
The linear complementarity problem (LCP) for the price of the American put option is
in a domain {(x, y, t) | x > 0, y > 0, t ∈ (0, T )} with the final condition (2). The symbol ⊥ indicates that both inequalities are satisfied with at least one of them is holding as equality for a.e. On the boundaries x = 0 and y = 0, Dirichlet boundary conditions
are posed. On far-field the asymptotic behavior of v satisfies the conditions
These conditions are described in [8] and [24] , for example. It is more customary to solve forward problems in time than backward ones. For this reason, we revert the time by defining a price function u to be u(x, y, t) = v(x, y, T − t) and considering the solution of u instead of v. The price u satisfies the
in the domain {(x, y, t) | x > 0, y > 0, t ∈ (0, T )} with an initial condition
The boundary conditions are obtained from (5) and (6) by replacing v by u.
Truncation of domain

Upper truncation boundary for y
We start by truncating the infinite computational domain in the direction of variance y. For this purpose, we choose sufficiently large value Y . Then then the LCP (7) is posed in the domain {(x, y, t) | x > 0, y ∈ (0, Y ), t ∈ (0, T )} with the boundary condition
Based on numerical studies it has been observed that Y should be, say, from four to six times larger than the value of the variance of interest in order to obtain prices with sufficient accuracy for practical purposes [8] , [24] , [35] .
Black-Scholes model for American options
In order to derive a lower truncation boundary for x, we start by considering the one-dimensional Black-Scholes model for American options given by a LCP of the form
The volatility of the asset price is σ > 0. The complementarity system (10) has the following interpretation in mathematical finance. The price process X t is governed by the Ito's stochastic differential equation:
or
where B t denotes the standard Brownian motion and the value functionv is represented bŷ
It can be easily shown from this thatv(x, t) is monotonically nonincreasing in both x > 0 and t < T . To express (10) in variational form we define
forv, φ ∈ V , where V is the completion of the space
under the norm
The solution to (10) 
where C = {w ∈ V | w ≥ 0}. Here, we can choose the interval on which the solution v is defined, as (X min , ∞), X min > 0 and it allows to avoid the singularity at 0. The LCP (10) has the equilibrium solution of the form
where
The equilibrium solution satisfies the Cauchy-Euler equation
Thus, it can be expressed asv
where s 1 = −κ and s 2 = 1 satisfy
which yields (18) . Sincev is monotone in t,v(x, t) ≤v(x) for all t ≤ T andv(x, t) → v(x) monotonically as t → −∞ for all x ≥ 0. This validates our claim.
Lower truncation boundary for x
The corresponding bilinear form a for A defined by (1) is given by
(25) Thus, it can be shown as in [20] 
and u is the steady state solution to (7), i.e. satisfies
Then, we have the following result.
Theorem 1 It holds thatũ ≥ u and x = X min provides a lower-bound estimate of the active region defined by {u = ψ}.
Proof. On {u > ψ} ∩ {ũ > ψ}
and on {u > ψ} ∩ {ũ = ψ}
The weak maximum principle shows thatũ ≥ u on {u > ψ}.
Time-dependent lower truncation boundary for x
Letũ(x, y, t) =v(x, T − t), wherev is the solution of (10). That is,ũ is the solution of the one-dimensional LCP
withũ(x, y, 0) = ψ(x). We have the following result.
Theorem 2 It holds thatũ(·, t) ≥ u(·, t) a.e. and, thus, the free surface S(t) = ∂{ũ(x, t) > ψ(x)} ∈ (0, K) determined by the one-dimensional equation (30) provides a lower bound estimate for the one for (7).
Proof. Sinceũ x ≤ 0 and
Let
where n = ∇u/|∇u| and h is the velocity of the interface Γ t = ∂Ω t . Since φ = 0 at Γ t and from (25) and (31)
It thus follows from (31)- (33) that
and thusũ ≥ u a.e.
Upper truncation boundary for x
For the one-dimensional Black-Scholes model as well as for its multidimensional generalizations the truncation error has been studied in [21] when a Dirichlet boundary condition is posed on the truncation boundary. They conclude that the usual rule of thump to truncate at three or four times the exercise price is usually sufficient. Based on numerical studies [8] , [24] , [35] , for Heston's model with the homogenous Neumann boundary condition posed on the truncation boundary two or three times exercise price seems to be sufficient. We denote the location of the truncation boundary by X max and the Neumann boundary condition posed on it is given by
Discretization
For the computational domain
we define a space-time grid
Spatial finite difference discretization
The Dth degree Taylor polynomial of the two-dimensional function u(x + ∆x i ) at x = (x y) T and the order of the remainder is given by
where M = 
That is, the nine first multi-indices δ k are given by
The coefficients d k,i in (37) are defined as
Let us have N grid points x + ∆x i , i = 1, . . . , N , around x and let the corresponding finite difference weights at these points be denoted by w i . Furthermore, let the weight at x be w 0 and ∆x 0 = 0. The standard compact nine point stencil and the notations are shown in Figure 1 . Then an N + 1 point finite difference sum has an approximate Taylor polynomial presentation
where we have use the notations Figure 1 : The standard nine point finite difference stencil at x with the coordinates of the grid points and the associated weights w i .
With the finite difference sum (41), we approximate the operator
For example, for the operator A in (1), the b i s are given by
and b k = 0, k = 6, . . . , M . By using (41) and (43), we obtain for the truncation error an estimate
We eliminate the first term in the truncation error (45) by choosing the diagonal weight to be
There are many ways to choose the other N weights. One approach is to eliminate more terms from the truncation error. This was done in [22] and after this the distance from some given stencil added with a weighted sum of squares of terms in the truncation error was minimized. Our aim is to obtain an M-matrix which means that the weights w i , i = 1, . . . , N , have to be non positive. Due to the varying coefficients of the operator A and the use of nonuniform grids, we do not know a-priori how many terms we can eliminate and still obtain an M-matrix. Our approach is to minimize the truncation error under the non positivity constraints for the offdiagonal weights. The truncation error depends on partial derivatives of u(x) which we do not generally know a priori. In such a case, a natural approach is to minimize weighted squares of their coefficients in the truncation error. By choosing the weights of the squares to be ones, we obtain a least squares problem
which yields a finite difference stencil leading to an M-matrix. The problem (47) is equivalent with a standard quadratic programming problem (QP)
This quadratic optimization problem is formed and solved for each grid point. We denote the discretized operator A by a matrix A. One optimization yields the weights w i , i = 0, . . . , N , and from them the row of A corresponding to the grid point under consideration is assembled.
After obtaining an approximation for u using possibly fairly course grid it is possible estimate the partial derivatives appearing in the truncation error. This a posteriori information can used to choose the weights in the least squares problem for w which would produce more optimal finite difference stencils. Any a priori information on the relative amplitude of partial derivatives can be used in the same manner.
The spatial discretization of (7) leads to a semi-discrete LCP
where the vectors u and ψ contain the grid point values of u and ψ, respectively. The symbol ⊥ indicates that both inequalities are satisfied componentwise with at least one of them is holding as equality for each component. The initial value of u is given by ψ.
Temporal discretization
The option pricing model has a nonsmooth initial value. Although the CrankNicolson method is popular it does not have good stability properties. In many cases the Crank-Nicolson method can lead to a numerical solution with oscillation because it is not L-stable. In order to obtain numerical solution without undesired oscillations we use the Rannacher time-stepping method [27] in our numerical experiments. This type of method is also applied in the option pricing in [9] , [26] , for example. The Rannacher time-stepping scheme performs a few first time steps with the implicit Euler method and after that it uses the Crank-Nicolson method. This way the scheme has good damping properties and second-order accuracy. For the semidiscrete LCP in (49) the Rannacher time-stepping scheme reads
where the time step is ∆t k = t k+1 − t k and u (0) = ψ. The implicit Euler method is applied with step sizes ∆t 0 /2 and ∆t 1 /2 in the first four time steps and the timestepping is continued with the Crank-Nicolson method using step size ∆t k , k ≥ 2. The purpose of shorter time steps with the Euler method is to improve accuracy.
The LCPs appearing in the Rannacher time-stepping (50) have a general form
where we have omitted indices indicating the dependence on the time step in order to simplify the notations. The matrix B has an M-matrix property due to the same property of A.
Lagrange multiplier approach
We adopt the Lagrange multiplier approach proposed in [13] and further considered in [1] and [20] to treat the complementarity conditions. The LCP (51) is approximated by
where c is a prescribed positive constant andλ is a given vector with non negative components. The purpose of the term c (ψ − u) is to force the solution towards feasible one. One of the main motivations to include the vectorλ is that it leads to a feasible solution u when it is chosen according tō
The following theorem states this property. An alternative choiceλ leads to a penalty method. For pricing American options the penalty method has been considered in [9] and [35] , for example.
Theorem 3
Let B be an M-matrix and letλ be chosen according to (53) . Then the solution u of (52) with any non negative c satisfies the constraint u ≥ ψ.
Proof. By subtracting Bψ from both side of (52), we obtain
By using the definition ofλ in (53) and rearranging terms, we have
If we have c = 0 then this simplifies to
Due to the non negativity of the right-hand side and the M-matrix property of B, we have u − ψ ≥ 0 and, thus, we have proven the result for the case c = 0.
In the following, we assume that c > 0. We define v = min{u − ψ, 0}. Then there exists a permutation matrix P such that
whereũ = P u andψ = P ψ. Then we have
The matrixB is an M-matrix, since it is obtained from an M-matrix by permuting the rows and columns in the same way. Due to this the quadratic term in (58) withB 11 is non negative. Furthermore, ũ 1 −ψ 1 T andB 12 are non positive whileũ 2 −ψ 2 is non negative and, thus, their product which is the term in (58) withB 12 is non negative. Thus, we have
By premultiplying (55) with v T and using this inequality, we obtain
Let I be set of indices defined by I = {i | u i < ψ i }. Then we have
For any i ∈ I by using c > 0, we obtain
From (61) and (62), it follows that the set I must be empty and, thus, u ≥ ψ.
The free boundary between the active set {(x, y) | u(x, y) = ψ(x)} and the inactive set {(x, y) | u(x, y) > ψ(x)} can be approximated by
where u andλ are interpolated functions defined using the grid point values given by u andλ, respectively. The accuracy of this approximation is at most the order of 1/c; see [20] . This suggest that with a second-order discretization of A a natural choice for c would be the order of one over grid step size squared. The problems (52) are nonlinear and nonsmooth. Following [35] , we employ a semismooth Newton method to solve these problems; see [13] for analysis of this case. The (p + 1)th iterant u p+1 is given by
where the vector d p is the solution of the system of linear equations
The matrix J (u p ) in (65) belongs to the generalized Jacobian [6] at x p and it is chosen to be
(66)
Numerical results
The American option pricing problem under stochastic volatility (7) is solved with the parameter values K = 10, T = 0.25, r = 0.1, α = 5, β = 0.16, γ = 0.9, and ρ = 0.1.
The same values of the parameters have been used also in [7] , [18] , [24] , and [35] . Similarly to [18] and [24] , we truncate domain from right at X max = 20 and from up at Y = 1. The left truncation boundary is obtained by approximating the active set of the one-dimensional linear complementarity problem (30) . The lower bound (19) would give us a truncation boundary x = 5/3. By solving numerically (30), we obtain approximately X min = 4.25, which we will use in the following numerical experiments. For accuracy, it is beneficial to have a finer grid near the strike price K and for small values of volatility. Such a grid is obtained by choosing it according to
and
where the constants a and b control the amount of refinement near the strike price K and for small y, respectively. The constant η is solved numerically from the equation
x n = X max . Similar grid generating functions have been considered in [30] , for example. The price of the put option changes more rapidly close to the expiry T and, thus, it is beneficial to take smaller time steps near the expiry. This is accomplished by choosing the approximation times t k according to
where c is a constant greater than one controlling the refinement. Alternatively t k s could be chosen adaptively; see [1] , [8] , [9] . Based on experiments with different parameters aiming to improve the efficiency, we chose the values a = 0.44, b = 40, and d = 64. Figure 2 shows 33 × 17 grid constructed using the above a and b. The following numerical experiments use seven point finite difference stencils which is obtained from the nine point stencils in Figure 1 by setting w 3 = 0 and w 6 = 0. Such stencils were used with good success for the operator A in [18] , for example. Computationally it is beneficial to use seven point stencils instead of nine point ones. The quadratic programming problems (48) are smaller and, thus, the construction of the discretization is faster. Furthermore, the matrix D in (48) is better conditioned which makes it easier to solve the QPs. Based on a few experiments it seems that the use of nine point stencils leads to only a minor improvement in the accuracy. In the construction of the QPs, we included first, second, and third order terms. Thus, using the notations in Section 4.1, we have N = 6 and M = 9. Figure 3 shows the seven point stencils without the diagonal weight for the 257 × 129 grid. From this figure it can be seen that only in a small part of the computational domain some of the weights are zero which corresponds to the white color in the figure. The norm of the vectors Dw − b appearing in (47) is shown for the same grid in Figure 4 . This quantity estimates the truncation error of the finite difference stencil. The prices of options are sought in the middle lower part of the domain and in there the norm is less than 10 −3
. Moving from there to right and up the norm grows due to coarser grid and larger coefficients in the operator A. In the following, we present results on the grids: 17 × 9, 33 × 17, 65 × 33, 129 × 65, 257 × 129, and 513 × 257. The maximum values of Dw − b 2 for these grids are: 24.9, 10.1, 3.00, 0.808, 0.209, and 0.0586. Thus, on finer grids the reduction factor of the norm is close to four. With a solution having bounded partial derivatives up to third-order, the reduction factor being four implies second-order accuracy. . We solve the systems of linear equations in (65) using a multigrid method with an ADI smoother; for details, see [18] , [24] . For general description of multigrid methods see [5] , [11] , [31] , [32] .
We start by computing reference prices using a fine grid defined by m = 2048, n = 1024, and l = 1024. For this computation, we have usedλ given by (53) and fairly strict stopping criteria for the iterative methods. In Table 1 , the reference prices together with three other sets of prices published in [7] , [24] , and [35] are reported for the variances 0.0625, 0.25, and for the asset prices 8, 9, 10, 11, 12. Based on the convergence study in the following, we conclude that for the pricing problem in the truncated domain all reference prices have at least five correct decimals. Furthermore, based on experiments not reported here with larger computational domains the error due the truncation from up and right seems to appear in the sixth decimal or later. Thus, we expect that the reference prices have five correct decimals. Based on this, we have computed the l 2 errors for the price sets and given them in Table 1 . For our next experiments, we chose the stopping criterion for the iterative methods to be
where r is the residual vector and f is the right-hand side vector. The termination of iterations using (70) leads to an additional error in the prices which is less than 5%. Table 2 reports the results for the six different grids and for two choices forλ in (52). The columns of the table gives the average number of Newton and multigrid iterations, the l 2 error of the prices based on the reference prices in Table 1 , the ratios of the consecutive errors, the maximum violation of the constraint u(·, T ) ≥ ψ, and CPU times in seconds on a PC with 3.8 GHz Xeon processor. The column 'init' gives the time required for forming the matrix A using the QP optimization for the finite difference stencils and 'solve' gives the time required for the time stepping. For completeness and in order to make future comparisons possible, we have also give the prices for the nonzeroλ in Table 3 . Based on Table 2 , the discretization seems to be second-order accurate as the ratios of consecutive errors are about four. As could be expected the initialization CPU time required to optimize the finite difference stencil grows by the factor of four when the number of grid steps is doubled. The number of iterations grow slightly mainly due to the stopping criteria which becomes more tight on finer grids. Partly due to this the CPU time required for the solution grows about the factor of ten instead of eight when the number of steps in each direction is doubled. Due to the different scalings of the initialization and solution times, the initialization requires a considerable part of the total time only on the coarsest grids while on the finest grid it requires only a couple percent of the time. Table 2 : The average number of iterations, the errors at the ten reference points, the ratios of consecutive errors, the maximum violations of constraint, and the CPU times in seconds for all methods on six grids. The behavior of the solution procedure is fairly similar for both choices ofλ. The main difference is that the choice (53) satisfies the early exercise constraint as Theorem 3 states whileλ = 0 leads to small violations which tend to zero as grid is refined. The choice (53) leads to a slightly faster convergence of the Newton method while the converse is true for the multigrid method. Thus, the CPU times are essentially the same. Also, the accuracy of both choice is essentially the same under the choice c = (n/Y ) 2 for the parameter c in (52). We can compare the accuracy of the discretization proposed in this paper and the ones employed in [7] , [35] , and [24] using Table 1 and Table 2 . The discretization in [7] is the most inaccurate. The finite difference discretization in [24] uses uniform grids without any coordinate transform. This could explain why it is less accurate than the discretization in here and in [35] . The discretization in [35] is fairly accurate. On the (177, 103) grid, the l 2 error based on the reference prices in Table 1 is 2.6 × 10 on the (129, 65) grid. Thus, the optimized discretization is a couple of times more accurate which is a small difference when compared to the other discretizations. The paper [18] does not report the ten prices, but it does give an l 2 error based on different, fairly accurate reference prices. The error in [18] for the componentwise splitting method on the (161, 65) grid is 6.2 × 10 . Thus, the prices in [18] are more than one order of magnitude less accurate than the ones in here and [35] while their accuracy seems to be comparable with the prices in [24] . An essential differences between the optimized discretization in here and the ones in [7] , [35] , and [24] is that here the M-matrix property is guaranteed while the other discretization usually do not satisfy it. The discretizations in [7] and [24] are fairly easy-to-implement while the ones in here and [35] are more complicated. Thus, there is a clear tradeoff between implementation effort and accuracy. 
Conclusions
For American put options, we proposed a truncation of a region with small asset values away from the computational domain under Heston's stochastic volatility model. This makes accurate discretization easier and reduces the number of unknowns in the resulting linear complementarity problems (LCPs). We described optimization approach for generating finite difference stencils for the fairly complicated operator. The aim of the optimization is to minimize the truncation error when the resulting matrix is required to have the M-matrix property. The numerical results showed that the arising quadratic programming problems can solved much faster than the LCPs with the exception of very coarse grids. We proposed to use a Lagrange multiplier approach to approximate the solutions of LCPs. It can be considered as a generalization of the penalty method described by Zvan, Forsyth, and Vetzal in [35] . With the Lagrange multiplier approach it is possible to guarantee that the prices satisfy the early exercise constraint while the penalty method leads always to small violations.
The numerical results demonstrated that the proposed approach leads to option prices which are more accurate than the prices in the literature. By using a multigrid method proposed by Oosterlee in [24] to solve the resulting systems of linear equations an effective and scalable method to price American options is obtained. The results showed that accurate discretizations are essential for pricing American options under Heston's model accurately and fast. One possibility to further improve the accuracy of discretizations is to use adaptive grids; see [1] , [25] , for example.
