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A new approach  f o r  e ig en v a lu e  assignm ent in  a l i n e a r  
t im e - in v a r ia n t ,  d e te r m in is t ic  feedback  system  i s  p re s e n te d . The 
problem  o f  p o le  assignm ent w ith  com plete o r  in co m p le te  s t a t e  feedback  
i s  I n v e s t ig a te d .  A s u f f i c i e n t  c o n d itio n  fo r  p la c in g  an r  number o f 
p o le s  u s in g  an  r  number o f m easu rab le  s t a t e s  i s  d e r iv e d . A lgorithm s 
fo r  com plete  and f o r  in co m p le te  s t a t e  feedback  a r e  developed  s e p a r a te ly .
The a p p l ic a t io n  o f dom inant e ig en v a lu e  assignm ent f o r  
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DOMINANT EIGENVALUES ASSIGNMENT METHODS 
FOR STATE FEEDBACK SYSTEMS
CHAPTER 1 
INTRODUCTION
T his d i s s e r t a t i o n  p re s e n ts  a  new e ig e n v a lu e  p lacem ent p ro ced u re  
by a p p l ic a t io n  o f s t a t e  feed b ack  and system  d ecom position  p r in c i p l e .
The d e s ig n  o f  feedback  c o n t r o l l e r s  e ig e n v a lu e  p lacem en t, f o r  l i n e a r  
t im e - in v a r ia n t  m u l t iv a r ia b le  system s h as  re c e iv e d  c o n s id e ra b le  a t t e n t i o n  
[1 -1 7 ] .  A nderson and L uenberger [1] have developed  an  e f f e c t iv e  method 
w hich tra n s fo rm s  th e  system  m a tr ix  in to  companion form . The s t a t e  
v a r i a b le  feedback  may th e n  be e a s i l y  computed from th e  d i f f e r e n c e  betw een 
c o e f f i c i e n t s  o f th e  c lo se d  loop  c h a r a c t e r i s t i c  po lynom ial and th e  open 
loop  c h a r a c t e r i s t i c  p o ly n o m ia l. In  p r a c t i c e ,  how ever, n o t a l l  th e  s t a t e  
v a r ia b le s  a re  m easu rab le , hence an o b se rv e r  i s  re q u ire d  to  p ro v id e  
com plete  s t a t e  feedback  [ 2 ] .  Wonham’s method [3] r e q u ir e s  co n v ers io n  of 
a  m u l t i - in p u t  c o n t r o l la b l e  system  in to  a  s in g le - in p u t  c o n t r o l la b le  o ne . 
Heyman [4 ] ,  and Chen [5] have proposed  an  im proved m u l t i - in p u t  c o n t r o l la b le  
to  s in g le - in p u t  c o n t r o l la b l e  c o n v e rs io n  a lg o ri th m  s e p a r a te ly .  Ding and 
P earso n  [6] have shown t h a t  i t  i s  p o s s ib le  to  o b ta in  e ig e n v a lu e  ass ignm en t 
by u s in g  a dynamic com pensator w hich r e q u ir e s  re p e a te d  d i f f e r e n t i a t i o n  
o f th e  in p u t .  T h is m ethod was ex tended  by B rash  and P earso n  [7] to  show 
t h a t  a r b i t r a r y  p o le  a ss ig n m en t may be o b ta in e d  by add ing  a  com pensator
o f th e  o rd e r  P = m ln [(V ^ -1 )(V ^ -1 )] ,  w here and a re  r e s p e c t iv e ly  
th e  c o n t r o l l a b i l i t y  and o b s e r v a b i l i ty  in d ic e s  o f th e  p l a n t .  S im ila r  
r e s u l t s  a r e  o b ta in e d  by Hse and Chen [ 9 ] .  These te c h n iq u e s  le a d  to  th e  
d e s ig n  o f  an augmented system  w ith  g u a rra n te e d  s t a b i l i t y .  R e ta l la c k  and 
M acFarlane [10] have d e r iv e d  a  s t a t e  feedback  p o le - s h i f t i n g  a lg o rith m  
u s in g  HSU-CHEN theorem  [8 ] .  F a l l s id e  and S e r a j i  [1 1 ], and Widodo [12] 
used  th e  co n cep t o f  th e  r e tu r n - d i f f e r e n c e  m a tr ix  to  f in d  th e  s t a t e  
feed b ack  m a tr ix .  P ark  and Seborg [13] have shown th a t  i t  i s  p o s s ib le  to  
a s s ig n  th e  e ig e n v a lu e s  o f th e  augm ented system , w h ile  e l im in a t in g  s te a d y  
s t a t e  e r r o r  a r i s in g  from s u s ta in e d  d is tu rb a n c e  by u s in g  p r o p o r t i o n a l - in t e ­
g r a l  s t a t e  feed b a ck . A new e ig e n v a lu e  ass ignm en t method v ia  s in g u la r  
p e r tu r b a t io n  has been shown by P o r te r  and Shenton [1 4 ] .
However, a l l  th e  p o le s  o f th e  system  do n o t have to  be p re a s s ig n e d  
f o r  s t a b i l i z a t i o n  p u rp o se s . (Jam eson [15]) T h e re fo re , a p o le  ass ignm en t 
method u s in g  in co m p le te  s t a t e  feed b ack  to  a s s ig n  some o f  th e  c lo se d  loop 
p o le s  was in v e s t ig a te d  by D avison [1 6 ], S r id h a r  and L in d o r f f  [1 7 ].
D avison [1 6 ] , S r id h a r  and L in d o rff  [17] have shown t h a t ,  f o r  a 
co m p le te ly  c o n t r o l la b le  and co m p le te ly  o b se rv a b le  sy s te m , th e  maximum 
number o f  p o le s  t h a t  co u ld  be a s s ig n e d  u s in g  o u tp u t feedback  i s  eq u a l 
to  Max (R ank[B ], Rank[C])* For t h i s  c a s e ,  an o b se rv e r  i s  n o t r e q u ir e d .
However, th e  rem ain in g  u n assig n ed  e ig e n v a lu e s  w i l l  assum e any 
v a lu e s .  T h e re fo re , even i f  th e  open lo o p  system  i s  s t a b l e ,  by a p p ly in g  
o u tp u t feedback  to  a c h ie v e  Max <Rank[B], Rank[C]) p o le  p la cem e n t, th e  
c lo se d  lo o p  system  m igh t become u n s ta b le .
Dominant e ig e n v a lu e  p lacem en t has been  in v e s t ig a te d  f o r  th e  
pu rpose  o f  system  r e d u c t io n .  D avison [18] has shown how to  u se  a 
s im p l i f ie d  m odel, c o n s is t in g  o f  th e  dom inant e ig e n v a lu e s  o f  th e  o r ig i n a l
sy stem , to  app rox im ate  th e  o r ig i n a l  system . A more a c c u ra te  r e s u l t  i s  
g iv e n  by Chidambara [1 9 ]. C hen 's [20] s im p l i f i c a t io n  method r e q u ir e s  
co n tin u ed  f r a c t i o n  expansion  and tu r n c a t io n  o f th e  t r a n s f e r  fu n c tio n  
m a tr ix .  The su b o p tim al c o n t ro l  based  on th e  s im p l i f ie d  model has been 
d eveloped  by Sao and Lamba [2 1 ,2 2 ] . Suboptim al c o n t ro l  has been a p p lie d  
to  th e  c o n t ro l  o f power system s u s in g  a  s im p l if ie d  model by Elangovan 
and K uppuajulu [2 3 ].
T his d i s s e r t a t i o n  p re s e n ts  a  new e ig e n v a lu e  p lacem ent method 
w hich can  a p p ly  com plete o r in co m p le te  s t a t e  feed b ack  to  a s s ig n  r e a l  o r  
complex e ig e n v a lu e s .
C hapter 2 develops e ig e n v a lu e  assignm en t in  s in g le  v a r ia b le  
sy s tem s . An a lg o rith m  f o r  p la c in g  n e ig e n v a lu e s  w ith  com plete s t a t e  
feed b ack  i s  deve lo p ed . The a lg o rith m  i s  th en  a t te n d  to  a llo w  placem ent 
o f  r  number o f  p o le s  u s in g  an r  number of m easu rab le  s t a t e s .  S u f f ic i e n t  
c o n d i t io n s  f o r  e ig e n v a lu e  assignm en t o f in co m p le te  s t a t e  feedback  i s  
d e te rm in ed .
C hap ter 3 i s  concerned  w ith  th e  m u l t iv a r ia b le  sy stem s. In  
p a r a l l e l  w ith  th e  s t r u c tu r e  of C hapter 2 , a lg o rith m s  a r e  d e riv e d  to  
a s s ig n  a l l  o r  p a r t  o f th e  n e ig e n v a lu e s  by u s in g  com plete  o r  incom ple te  
s t a t e  fe e d b a c k . The s u f f i c i e n t  c o n d i t io n s  f o r  e ig e n v a lu e  assignm ent o f  
in co m p le te  s t a t e  feedback  i s  a l s o  d e te rm in ed .
In  C hap ter 4 , th e  e ig e n v a lu e  ass ignm en t method i s  a p p lie d  to  
m odel re d u c t io n  w ith  r e s u l t s  compared w ith  th o s e  o f  C hildam bara ' s 
s im p l i f i c a t io n  method [1 9 ].
Some n u m erica l exam ples a re  g iv en  in  Appendix to  dem onstra te  
a p p l ic a t io n  o f  th e  new m ethod.
R ela ted  a re a s  o f f u r th e r  in v e s t ig a t io n  a long  w ith  com para tive  
o b s e rv a tio n  of c u r re n t  e f f o r t  a r e  p re se n te d  In  th e  c o n c lu s io n .
CHAPTER 2 
SINGLE VARIABLE SYSTEMS
2 .0  INTRODUCTION ;
I t  was shown by Anderson and L uenberger [1 ] ,  and by Wonham [2] 
th a t  i f  a  l i n e a r  t im e - in v a r ia n t  system  i s  c o n t r o l la b l e ,  th e n  a l l  th e  
c lo sed  loop  p o le s  can be p la ced  a t  th e  d e s ire d  lo c a t io n s  by u s in g  s t a t e  
feedback . However, t h e i r  methods r e q u ir e  com plete s t a t e  feedback . In  
p r a c t i c e ,  n o t a l l  th e  s t a t e s  a re  a v a i la b le  fo r  feed b ack . In  t h i s  C hap ter, 
a new p o le  assignm ent m ethod, from w hich incom ple te  s t a t e  feedback  can be 
d e r iv e d , i s  d ev e lo p ed . T his i s  ach iev ed  by in tro d u c in g  a  n o n -s in g u la r  
m a tr ix  T to  th e  sy stem  e q u a tio n . A s t a t e  feedback  m a tr ix  K i s  th en  found
such t h a t  TA + TBK = A , where A =c c
^ c i ;  0 A , and A „ a re  compan- c l  cZ
ion  m a tr ic e s  w ith  d e s ir e d  e ig en v a lu e s  X^, X̂  . . . ,  X^, and X ^ ^ ,  . . . ,  X^, 
r e s p e c t iv e ly .  U n like  th e  incom ple te  s t a t e  feedback  method proposed  by 
D avison [1 6 ], S r id h a r  and L in d o rff  [1 7 ] ,  w hich u ses  o u tp u t v e c to r  to  
a s s ig n  M ax(Rank[B], Rank[C]) p o le s  b u t l e t  th e  rem ain in g  p o le s  b l in d ly  
assum ing any v a lu e s .  The new incom ple te  s t a t e  feedback  method w i l l  s e t  
a bound to  th e  rem ain in g  p o le s .  The s u f f i c i e n t  c o n d itio n s  fo r  incom plete  
s t a t e  feedback  i s  found . A s t a b i l i t y  c r i t e r i o n  i s  d e r iv e d  from th a t  
s u f f i c i e n t  c o n d i t io n s .
2 .1  COMPLETE STATE FEEDBACK SYSTEMS
C onsider a  l i n e a r  t im e - in v a r ia n t  c o n t ro l la b le  system  d e sc r ib e d
by
X = AX + bu (2 .1 )
w here X i s  an n x 1 s t a t e  v e c to r .
A i s  an n  x n system  m a tr ix ,  
b i s  an n  X 1 in p u t m a tr ix ,  
u i s  a s c a l a r  in p u t .
The dynamic e q u a tio n  (2 .1 )  i s  c o n t r o l la b l e  by assum ption ; hence 
th e  s e t  o f  n X 1 column v e c to r s  b ,  Ab, . . .  A^ ^b i s  l i n e a r  independen t. 
C o n seq u en tly , th e  fo llo w in g  s e t  o f  n  x 1 v e c to r s :  
q* A b
q“ ”^ = Aq“ + 9^q’̂  = Ab + 9^b 
q“ ~^ = A q""l + 9^q" = A^b + 9̂ ^Ab +  9gb (2 . 2 )
1 A .n -1 . .n -2 .q = Aq + 9 ,q  = A b + 9,A b + . . .  + 9  .b  ^ ^ n -1  1 n-1
i s  l i n e a r l y  indep en d en t and q u a l ify  as  a  b a s i s  o f  th e  s t a t e  space  o f
( 2 .1 ) .  O bserve th a t
Aq^ = (A^ +  9-A^ ^ + . . .  + 9 .A  + 9 I ) b  -  9 b  ^ 1 n —1 n n














(2.3) can be rewritten as










and . A n  F 1 n lb = q = Lq . . .  q J
L et p ^ =[q^ q^ . . .  q ^ , and l e t  x = PX, th en  th e  dynam ical e q u a tio n
(2 .1 )  can be tran sfo rm ed  in to
-  - 1-  X = PAP X + Pbu
= Ax + bu
where A =
0 1 0 . .  0
0 0 0 . .  0
-3 . . . .  -3-n 1
b =
Now in tro d u c in g  s t a t e  feedback
(2 .5 )
(2 . 6)
U = V + Kx = u + K p ^ x  = \ ) + K x  (2 .7 )
where
K = K p"l (2 .8 )
S ince  th e  e ig e n v a lu e s  a re  in v a r i a n t  under e q u iv a le n c e  tra n s fo rm a ­
t i o n ,  th e  s e t  o f  e ig e n v a lu e s  o f (A + bK) i s  eq u a l to  th e  s e t  o f  th e  e ig e n ­
v a lu e s  o f  (Â + bK ). L e t th e  c h a r a c t e r i s t i c  po lynom ial o f  th e  m a tr ix
(Â + bK) w ith  d e s ir e d  e ig e n v a lu e s  be
s "  + a . + . . .  + a  . 1 n
I f  K i s  chosen  a s
th en  th e  s t a t e  feed b ack  dynam ical e q u a tio n  becomes
(2 .9 )
"o 1 . . 0 ■ " 0 “
0 01.. 0 ♦
X = • X + •
- a -a . 1n 1
(2 . 10)
S in ce  th e  c h a r a c t e r i s t i c  po lynom ial o f  th e  A m a tr ix  in  (2 .1 0 ) i s  
s'^ + a^S^ ^ + . . .  + a ^ , i t  fo llo w s  t h a t  th e  s t a t e  feedback  e q u a tio n  
(2 .1 0 ) h as  th e  d e s ir e d  e ig e n v a lu e s .
N ote th a t  i f  any o f  th e  s t a t e s  a re  n o t a v a i la b le  f o r  feed b ack , 
an o b se rv e r  i s  needed . T h e re fo re , a  new p o le  p lacem ent m ethod,
w hich can a p p ly  b o th  com plete  o r  in c o m p le te  s t a t e  feedback  w i l l  be 
d e r iv e d .  T h is  i s  ach iev ed  by in tro d u c in g  a  n o n -s in g u la r  m a tr ix  T to  
th e  c lo se d - lo o p  system  e q u a tio n
y ie ld in g
X =  ( Â  + bK)x + bV
X = t"^(TA  + TbK)x + bV
A com plete  s t a t e  feed b ack  m a tr ix  K can  be found so th a t  
TÂ + TbK = A
w here
A = c




(2 .1 3 )
(2 .1 4 )
and A^g a r e  companion m a tr ic e s  w ith  d e s ire d  e ig e n v a lu e s  ^ 2 ’ '* * ’ 
X^, and . . . ,  X^, r e s p e c t iv e ly .  Note th a t  A^ i s  chosen  a s  (2 .1 4 )
b ecause  th a t  form le n d s  i t s e l f  to  t r e a t in g  an  in co m p le te  s t a t e  feed b ack . 
Most im p o rta n t, th e  form le n d s  i t s e l f  to  t r e a t in g  th e  p lacem en t o f  th e  
s e le c te d  s u b - s e t  o f  e ig e n v a lu e s  as  in  th e  ca se  o f  dom inant e ig e n v a lu e  
s e le c t io n .
2 .2  THEORY DEVELOPMENT
L et T^ be a  l i n e a r  o p e r a to r ,  T^: V ->■ V o v er th e  complex f i e l d
c'^. C onsider V be decomposed in to  2 subspaces V^ and V  ̂ such  th a t
V = V, @ V„. Now l e t  T be th e  d i r e c t  sum o f o p e ra to r  T , and T _ such 1 2  c c l  c2
th a t  V, and V„ a r e  i n v a r i a n t  u nder T . That i s  T ,V, ->■ V. , T -*■ V_. 1 2  c c l  1 1  c2 2 2
From l i n e a r  a lg e b ra  th e o ry  ( [ 3 5 ] ,  p .  159), i t  may be r e a d i ly  shown th a t  
th e  m a tr ix  an a lo g u e  to  T^ i s  th e  b lo c k  d iag o n a l m a tr ix  A^, w here
A = c
\ l î  0
0 ' ^ 2
and where A , and A _ a r e  r  x r  and (n - r )  x (n - r )  m a tr ic e s  r e s p e c t iv e ly .Cl cz
S ince  T i s  th e  d i r e c t  sum o f  T , and T „ . Then th e  c h a r a c t e r i s t i c  c c l  c2
po lynom ial o f T^ i s  th e  p ro d u c t o f  c h a r a c t e r i s t i c  po lynom ial o f  T^j  ̂ and
T^2 [3 5 ], o r  d e t (S I  -  A^^) ' d e t (S I  -  A^^) = d e t(S I  -  A^)
where
d e t (S I  -  A^^) = ^ + . . .  + 9^, (2 .1 5 )
d e t (S I  -  A^2> = + . . .  + (2 .1 6 )
and
d e t (S I  -  A^) = + a^S^ ^ + . . .  + a ^ . (2 .1 7 )
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I f  has e ig e n v a lu e s  Xg X^, then  th e  decom position  y ie ld s  a
su b se t o f  th e  X , 's  to  A . and th e  rem ainder to  A ». Note th a t  each  s e t  1 c l  cZ
m ust r e t a i n  p a ir -w is e  complex c o n ju g a te  e ig e n v a lu e s . For conven ience , Ac l
and Â 2 ™ay be p u t in to  companion form . N ote t h a t  th e  a ss ig n ed  s e t  o f
e ig e n v a lu e s  w hich determ ined  th e  c h a r a c t e r i s t i c  polynom ial o f  A . and A _cl cz
d i r e c t l y  r e l a t e  to  th e  elem ents o f  Â ^̂  and A^g, i f  Â ^̂  and A^^ a re  
re p re s e n te d  in  companion form, o r
Ac l
c2
0 1 0 . . .
0 0 1 . . .
—9^ . .
0 1 0 .







- ^ n - r  • ••  -B l
(2 .1 8 )
Now l e t  th e  m a tr ix  A  ̂ be an n x n m a tr ix  ov er f i e l d  c "  such th a t  A^ i s  










S in ce  b o th  m a tr ic e s  A  ̂ and A  ̂ have th e  same c h a r a c t e r i s t i c  po lynom ial 
th e n  th ey  a r e  s im i l a r .  ( [3 5 ] ,  p . 1 6 5 ).
Theorem 2 .1
I f  A^ i s  a q u a s i-d ia g o n a l m a tr ix  over th e  f i e l d  C^, and A^ i s  a 
companion form m a tr ix  over th e  f i e l d  c'^, and d e t(S I  -  A^) = d e t(S I  -  A ^),
th e n  th e re  e x i s t s  a  n o n -s in g u la r  T o v er C such  th a t  A^ = TA^, w here a l l  
th e  e ig e n v a lu e s  o f A^ (o r  A^) m ust be n o n -z e ro .
11
p ro o f ;
-1
I f  T e x i s t s ,  th e n  T = , which r e q u ir e s  th a t  A^ be
n o n - s in g u la r .  Thus i t  i s  n e c e s s a ry  t h a t  A  ̂ m ust p o sse ss  n o n -ze ro  
e ig e n v a lu e s .
S ince  A^ and A  ̂ a r e  s im i la r ,  then  det(A ^) = d e t(A ^ ) . 
T h e re fo re , d e t(T ) = det(A^A^ = d e t  (A^) d e t  (A^ ^) = 1 .
Hence T e x i s t s .  T i s  n o n - s in g u la r .
2 .3  TRANSFORM ALGORITHM:
-1S ince  T = A A  ̂ , w here A and A- have th e  form a s  shown in  c f  c f
(2 .1 4 ) and (2 .2 0 ) r e s p e c t iv e ly .  By [3 9 ], A^ can be e a s i l y  o b ta in e d  
by in s p e c t io n  a s  shown below :
-1




























































-6 n - r
0
0








The d e te rm in a n t o f  th e  m a tr ix  T i s

















0 0 1 ...................0
. .1
= ( - 1) 2 (n+ r) (^ r)C ^ n -r)
= 1. (2 .2 2 a )
Thus, i t  has  been v e r i f i e d  th a t  th e  d e te rm in a n t o f  T i s  eq u a l to  1 .
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Let 3- = 3. = 1 and a = 1. The T matrix can be expressed as:
T ij =
6 i j ,  
a
(1 = r ,  l i  i i n - 1 ,  1 i  j  i  n)
(1 = r ,  j  = 1 , . . . .  r )
n ^
n -
a  r '  n
(1 = r, j  = r + 1...... n)
( i  = n, j  = 1, . ., r-1)
(i = n, j  = r, ..., n).
(2 .2 3 )
The in v e rs e  o f  th e  m a tr ix  T i s ;
-1 -1  -1 -1 T -  (A^Aj ) .  AjA^
0 1 . . .  0
0 0 1 . .  0
-a n • .  - a .
- ^ r - l -% r-l . . .  ‘ ^1 -1
9r
1 0 0 0
0 1 0 0
0 0 1 0
r t h






~^1 -1  
^ n -r Gn-r
(2 .2 4 )
=  ̂ 1 . 
0 .
0 ... 0 




0 . . . . .  1 -^n-r-1 . . . . ■^1 -1
0 . 0. ... 0, 0 1 ^n-r 1 V r ^n-r 9n-r
: 1 : 0 0 . 0
. 0 . 1 . .... 0 . 0
. 0 . 0 1 ... 0 . 0
nth / ' - I a 1
a a 1 n LÜ:
Û-r n-r-l *n-rGl an-r
row n 9r n-1 9^ -^n-r+1 '1 1 ^n-r - " « — I  " * ^-r " 1 Gn-rj
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Let 6q = 1. The T ^ can be written as:
-1
i j







( i  4  r ,  1 = 1 ,  . . .  n -1 , j  = 1 ,
(1 = r ,  j  = r )  .
( i  = r ,  j  = r  + l  n ) .
( i  = n , j  = 1 ...............r - 1 ) .
(1  = n , j  = r ) .




( i  = n , j  = n)
n) .
(2 .25 )
2 .4  FEEDBACK MATRIX DETERMINATION:
C onsider now th e  system  eq u a tio n  w ith  s t a t e  feedback  
X = (A + bK)x + bV (2 .26 )














(2 .2 7 )
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W ithou t changing th e  sy stem , T may be in tro d u c e d  so t h a t
X = T~^(TA + TbK)x + bV (2 .2 8 )
The problem  now i s  to  f in d  th e  K m a tr ix  so th a t
TA + TbK = Ac
w here A^ has • • •  i t s  e ig e n v a lu e s , l e t
d e t  (S I -  A^^) = (S -  X^) . . .  (S -  X p
= + . . .  + 3^ , (2 .2 9 )
L e t th e  rem ain ing  e ig e n v a lu e s  be denoted  X^^^, . . .  X^.
L e t
d e t(S I  -  A^2> = (S -  \+i>  • • •  (S -
= + . . .  + (2 .3 0 )
L e t
d e t(S I  -  Ag) = d e t (S I  -  A^^) • d e t (S I  -  A^g)
= s ”  + a . S ^ ' l  + . . .  + a . (2 .3 1 )1 n
W ith th e  3^*3, g ^ 's  and a ^ 's  known, th e  m a tr ic e s  A^ and A^ can be found 
a s  i n  (2 .1 8 ) and ( 2 .2 0 ) .  Hence th e  T m a tr ix  can  b e  g e n e ra te d  a s  in  






. 0  .1
. 0
T r . l  T r.2 T r . r
-8 n - r











1 0 . .0
0 1 . . .
*n
' 1 0  1 0
0 1 1 0
1
1 1 d
Tr.l Tr.2 ... iTr.r 
1 
1
1 Tr.n-l —  
1 ^n





1 . .  .0
0 1 . .0





^ n -r  ^ n -r-1
0 . .  0 
1 . .  0
• • “ 3 i
(2 .3 2 )
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A fte r  m u l t ip l ic a t io n . ,  th e  l e f t  hand s id e  of (2 .3 2 ) y ie ld s
Where
0 . 1 . . . .  0




W r.l . . .  W r.r . . . . ,  W r.n-1 - ^ r ^ la n
0 0 . 1 0
0 0 1 . . .
• -G n-r • •• -^1
a
i ^ 2  • • •n
'
W r.j = T r . j - 1  - r ;  ^ - j + ]
(2 .3 3 )
• • • » ^ )
Comparing th e  r t h  row of b o th  s id e s  o f (2 .3 2 ) y ie ld s
Next s o lv e  (2 .3 5 ) f o r  k ^ .
-a r + l - j ( j  = 1 , . .  . r )
( j  = r+ 1 , . .  .n)
(2 . 34)
(2 .3 5 )
""j =
-W r.j ^  , ( j  = r  + 1 , . . .  n) 
* r
(2 .3 6 )
W ith th e  k j chosen  a s  (2 .3 6 ) ,  th e  d e s ir e d  r e l a t i o n  TA + TbK = A^ I s  m et. 
Now (2 .2 7 ) can  b e  tran sfo rm ed  to  I t s  o r i g i n a l  form
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as
X = t"^A^x + bV = A^x + bV (2 .3 7 )
S ince  A  ̂ i s  s im i la r  to  A^, th e n  th e  d e s ire d  c lo se d  loop e ig en v a lu e s  
Xi> Xg, X^ a r e  s t i l l  m a in ta in e d .
The above p ro ced u re  o f f in d in g  th e  feedback  m a tr ix  K can 
be summarized a s  fo llo w s:
(1) Use ( 2 .2 9 ) ,  (2 .3 0 ) and (2 .3 1 )  to  d e f in e  th e  m a tr ic e s
A and A_. c f
(2) Use (2 .2 2 ) to  g e n e ra te  th e  m a tr ix  T.
(3) Use (2 .3 4 ) to  f in d  each W r .j .
(4) F ind every  a s  shown in  (2 .3 6 ) .
(5) k = [k ^ .............k^] i s  th e  d e s i r e d  feedback  m a tr ix .
2 .5  INCOMPLETE STATE FEEDBACK:
In  th e  above s e c t io n ,  a com plete s t a t e  feedback i s  a p p lie d  
to  p la c e  n p o le s  a t  th e  d e s ir e d  lo c a t io n s .  However, in  p r a c t i c e ,  i t  i s  
n o t n e c e s sa ry  to  p re a s s ig n  a l l  th e  p o le s .  In  f a c t ,  on ly  some o f  th e  
n p o le s  need to  be  p la ced  a t  th e  d e s ir e d  lo c a t io n s .  In  doing so , n o t 
a l l  th e  s t a t e s  a r e  needed in  feed b ack . G e n e ra lly  sp eak in g , to  p la c e  an 
r  number o f  p o le s  o n ly  a r  number o f  a v a i la b le  s t a t e s  i s  needed in  
feed b a ck , p ro v id e d  c e r t a in  c o n d it io n s  h o ld . In  t h i s  s e c t io n ,  an 
in co m p le te  s t a t e  feedback  m a tr ix  k and th e  c o n d itio n s  under w hich incom­
p le t e  s t a t e  feedback  can be a p p l ie d  w i l l  be found.
C onsider a  l i n e a r  t im e - in v a r ia n t  c o n t ro l la b le  system
d e s c r ib e d  by
X = Ax + bU (2 .3 8 )
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and an r  number o f p o le s  to  be a s s ig n e d , X^. I t  i s  d e s ire d
to  f in d  an  incom ple te  s t a t e  feedback  m a tr ix  k  such th a t  w ith  feedback  
from an r  number o f m easu rab le  s t a t e s  ( i . e .  U = Kx + V, w here o n ly  f i r s t  
r  e lem en ts  o u t o f  n o f th e  K v e c to r  have non-zero  v a lu e s )  so th a t  th e  
c lo se d  lo o p  system
X = (A + bK)x + bV (2 .3 9 )
has a t  l e a s t  X^, X^, . . . ,  X  ̂ a s  i t s  e ig e n v a lu e s .
The fo llo w in g  assum ptions a re  needed b e fo re  th e  s o lu t io n  
p ro ced u re  can  be found:
A ssum ption 1 : The number o f  m easu rab le  s t a t e s  i s  g r e a te r  th an  o r
equ a l to  th e  number r .
A ssum ption 2 : A ll th e  s t a t e s  a s s o c ia te d  w ith  Â ^̂  o f (2 .1 4 ) a r e
m e a su ra b le .
From th e  known e ig e n v a lu e s  X̂ ,̂ . . . ,  X^, form th e  c h a r a c te r ­
i s t i c  po ly n o m ia l as  in  (2 .1 5 ) :
d e t(S I  -  A^^) = (S -  X^) . . .  (S -  X^)
and l e t
d e t(S I  -  A^^) = + . . .  + (2 .4 1 )
den o te  th e  c h a r a c t e r i s t i c  po lynom ial o f  A^g» where B ^ 's  a re  unknown
c o n s ta n ts .  N ext l e t  + a ,S °  ^ + . . .  + a  deno te th e  c h a r a c t e r i s t i c1 n
po lynom ial o f  A^. Then one o b ta in s  th e  fo llo w in g  r e l a t i o n :
+ a^ = (S^ +  + . . .  + 3^) X (S^"’̂  + + B^_r)
(2 .4 2 )
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Compare th e  c o e f f i c i e n t s  o f  th e  same power o f  S y ie ld s









1 0  0 
3^ 1 0 
32 3 i 1 
^3 ^2 ^1
















(2 .4 4 )
Follow ing  th e  same p ro c e d u re  a s  shown in  s e c t io n  2 .4 ,  th e  K m a tr ix  can 
be found a s  in  ( 2 .3 6 ) .  However, b ecau se  on ly  th e  f i r s t  r  s t a t e s  a r e  
a v a i la b le  in  feed b a ck , i t  fo llo w s  th a t
(2 .4 5 )
By ( 2 .3 6 ) ,  t h a t  i s  th e  same as
W r.j = 0 .  ( j  = r+ 1 , . . . ,  n) (2 .4 6 )
th e  above n - r  c o n d i t io n s  s e rv e  a s  th e  s u f f i c i e n t  c o n d itio n s  t h a t  th e  
p lacem ent o f r  p o le s  u s in g  r  s t a t e s  f o r  feedback  i s  p o s s ib le .  T h e re fo re ,
\ + l  = ^r+2 . = K = 0 n
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one h as  th e  fo llo w in g  theorem :
Theorem 2 .2 :
For a  co m p le te ly  c o n t r o l la b le  system  d e sc r ib e d  by (2 .3 8 ) 
to g e th e r  w ith  r  e ig e n v a lu e s  •••»  bhe s u f f i c i e n t  c o n d it io n s
f o r  p lacem en t o f r  p o le s  u s in g  r  s t a t e s  f o r  feedback  i s
( i  = 1 , n - r )  (2 .4 7 )
p ro o f :
I t  i s  shown above th a t  th e  s u f f i c i e n t  c o n d it io n  f o r  p lacem en t 
o f  r  p o le s  u s in g  r  s t a t e s  f o r  feed b ack  i s
W r.j = 0; ( j  = r  + 1 , . . . ,  n)
But from  (2 .3 4 ) and (2 .25 )
W r.j = T r . j - 1  -
T r . j  = - ^ 3
®n f
Hence W r.j = 0 im p lie s  T r . j - 1  = Y ^ n - j+ 1  ^
i s  th e  same as
= r  + 1 ,
(2 .4 8 ) 
. . ,  n . Which
n - ( j - l ) Q _ . r  ( j  = r  + 1 .............n)
T h e re fo re
a  r  a  ^ n -j+ 1n n ■’
^ n -j+ 1  ^ n -j+ 1
^  = 4 i
E q u a tio n  (2 .4 4 ) can be r e w r i t t e n  a s ;
r- 1a Ç ii  ;  _o_
C21 I C22 
I
( j  = r  + 1 , . . . ,  n)





1 _ /I  \T
& “  (1» ............ ^n—r  ’
a  = (a n - r+ 1 ’
3 -  (1 , ^n-r^  ' (2 .5 0 )
"11
1 0 
32 3 i 1
0
0
. 0 (2 .51 )
i s  an  (n -r+ 1 ) x (n -r+ 1 ) m a tr ix ,
Cg2 i s  an r  X r  i d e n t i t y  m a tr ix ,  and 




. . 0 3
0 0 3^.
0 • • •





E quation  (2 .4 9 )  can be r e w r i t t e n  as
U sing th e  fo llo w in g  r e l a t i o n
[m o'
.Q Nj
d e t = det(M ) • det(N )
(2 .5 3 )
(2 .54 )
(2 .55 )
r e p e a te d ly ,  i t  may be shown th a t
det(C ^^) = 1
-1
T h e re fo re , e x i s t s .
(2.56)
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From eq. (2.53) and eq. (2.56)
6 = (2.57)
(2 .5 7 ) shows how to  f in d  6 's  c o e f f i c ie n t s  from th e  known v a lu e s  o f 3*s 
and a ^ 's  ( i  -  1 , . . . ,  n - r ) .
The rem ain in g  r  c o e f f i c i e n t s  o f  a ' s  can be found as
fo llo w s  :
^  = S l ^ l l ' ^ ^  (2-58)
The above p ro ced u re  o f f in d in g  an incom ple te  s t a t e  feedback  m a tr ix  K i s  
summarized in  th e  fo llo w in g :
(1) Use (2 .2 9 ) ,  (2 .3 0 ) and (2 .3 1 ) to  d e f in e
th e  m a tr ic e s  A and A -.c r
(2) Use (2 .5 7 ) to  so lv e  fo r  3^, ( i  = 1 , . . . ,  n - r )  
w ith  th e  a id  o f (2 .4 7 ) .
(3) Use (2 .2 2 ) to  g e n e ra te  th e  m a tr ix  T.
(4) F ind  each  k ^ , ( j  = l , . . . , r ) ,  w ith  th e  
a id  o f  (2 .3 6 )
(5) K = [k^, . . . ,  k^ , 0 , 0, . . . 0 ]  i s  th e  
s t a t e  feedback  v e c to r .
I t  i s  p o s s ib le  t h a t ,  u s in g  an r  number o f m easu rab le  s t a t e s  to  a s s ig n  an 
r  number of p o le s ,  th e  c lo se d  loop  system  m ight become u n s ta b le  because  
th e  o th e r  n - r  p o le s  have to  m eet th e  n - r  c o n d i t io n s  d e f in e d  by (2 .4 7 ) .  
T h e re fo re , a  c r i t e r i o n  to  de te rm in e  th e  c lo se d  loop  s t a b i l i t y  has to  be 
developed .
The c h a r a c t e r i s t i c  po lynom ial o f th e  m a tr ix  A  ̂ in  (2 .2 0 ) i s  














3.. • • • • 3J n
(2 .5 9 )
Note th 3 t  th e  e lem en ts  o f th e  d ia g o n a l o f H a r e  ^n" ^7
( [3 6 ] ,  V ol. 2 , p .  221; [34] p . 32 7 ), i t  fo llo w s  th a t  th e  po lynom lel 
D(S) i s  3 H urw itz polynom i3l i f  th e  fo llo w in g  len d in g  m inors o f H
= d e t






A = d e t  H n
e re  e l l  p o s i t i v e .
Now, d e f in e
A „ n - r  . _ n - r - lQ(S) = S + q^S + . . .  + n - r (2 .61 )
(2 .62 )
S im i le r ly ,  0^ (8 ) i s  e  H urw itz po lynom iel i f  th e  fo llo w in g  d e te rm in a n ts
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= d e t




. a  0 . . . 0n - r
. a  . 0 . . . 0n - r - 1
a .  . . .  a1 n - r
(2 .6 3 )
a r e  a l l  p o s i t i v e .
T h e re fo re , i f  D ^(S ), o r  w hich i s  i d e n t i c a l  to  Q (S ), i s  a 
H urw itz p o lynom ial, th en  th e  f i r s t  n - r  d e te rm in a n ts  o f  H d e f in e d  as 
(2 .6 3 ) a r e  a l l  p o s i t i v e .  However, th e  rem ain in g  r  c o e f f i c i e n t s  o f  a ^ 's  
( i . e .  a ^ _ ^ ^ , . . . »  a^) a r e  determ ined  by th e  r  e ig e n v a lu e s  to  be a s s ig n e d . 
But th o se  r  p o le s  can be chosen  a t  any v a lu e .  T h e re fo re , a l l  th e  r  p o le s  
can be a p p ro p r ia te ly  chosen to  have n e g a t iv e  r e a l  p a r t s  such th a t  th e  
. . . ,  a to g e th e r  w ith  a ^ , . . . ,  a^_^ form s a H urw itz polynom ial 
as in  (2 .2 0 ) ,  th en  th e  c lo se d  loop  system  i s  s t a b l e .
I f  th e  assum ption  2 does n o t h o ld , one needs th e  fo llo w in g
assum ption :
Assumption 2 a : The number o f p a i r s  o f complex c o n ju g a te  p o le s  to  be
a ss ig n e d  i s  l e s s  th an  o r  eq u a l to  th e  number o f  p a i r s
of a d jo in in g  m easu rab le  s t a t e s .
I f  th e  above assum ption  h o ld s ,  one can s t i l l  h an d le  th e  c a se
where some o f th e  s t a t e s  in  Â , a re  n o t m easu rab le  and some o f th e  s t a t e sc i
in  A _ a r e  m easu rab le . cZ
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C onsider a  l i n e a r  tim e—in v a r ia n t  c o n t r o l la b l e  system  d e sc r ib e d
by
X = Ax + bU (2 .6 4 )
T
• ) xm^ J xm ; • • • > xmg > ^^2+1 * ‘ * * * xm^ ) > m^ m^
+ Mg = n . m ^ <  r  and k r .  Suppose th e  f i r s t  m^ s t a t e s  a re
w here x = (x ^ .
m e a su ra b le , th e  n ex t m  ̂ s t a t e s  a r e  n o t m e asu ra b le , and th e  l a s t  m^ s t a t e s  
a r e  a g a in  m easu ra b le . A s t a t e  feed b ack  m a tr ix  K w i l l  be  found so th a t
w ith  s t a t e  feedback  from th e  f i r s t  m̂  ̂ s t a t e s  and th e  l a s t  m  ̂ s t a t e s .
( i . e .  U = KX + V, w here K = [k^, . . . ,  km^, 0 , . . .  0 , 1:^ni2+l* 
th e  c lo se d  loop  system
X = (A + bK)x + bV
, km^])
(2 .6 5 )
has x ^ , Xg) •••>  as  i t s  e ig e n v a lu e s .
F i r s t  s e l e c t  an  m^ number o f e ig e n v a lu e s  ou t o f  th e  r  d e s ire d
e ig e n v a lu e s ,  deno ted  X^, X2 » X„ . Form th e  m a tr ic e s  A . ,  A .  and 'm^ c l  c2
Ag a s  i n  (2 .1 8 ) and (2 .2 0 ) r e s p e c t iv e ly .  Then th e  T m a tr ix  can be found
a s  in  (2 .2 3 ) such  th a t
TAg = A = f  c
!_o_
' Ac2
w here A , i s  an m, x m, m a tr ix  and a l l  th e  s t a t e s  in  A , a r e  m e asu rab le , c l  1 1 c l
A nother m a tr ix  i s  found so  t h a t
" A 2 =
^ c2 1 _ |_ 0 _  _ 
°  ' *c22
(2 . 66)
w here A^^g i s  an (r-m ^) x (r-m ^) m a tr ix .  A^g^ i s  an (n - r )  x (n - r )  m a tr ix ,  
and a l l  th e  s t a t e s  in  A^22 m e a su ra b le . Now d e f in e  a  n x n m a tr ix  P




w here I  i s  an x id e n t i t y  m a tr ix ,  and i s  an  (n-m^^) x (n-m^^) m a tr ix
d e fin e d  in  ( 2 .6 6 ) ,  then
P"^= I  lO
I 1
In tro d u c e  m a tr ic e s  P and T in to  (2 .6 5 ) y ie ld in g
-1
X = T (TA + TbK)x + bV
= T ~ S ”^(PTA + PTbK)x + bV 
T h e re fo re , th e  problem  becomes to  f in d  a  k m a tr ix  such th a t
(2 .6 7 )
PTA + PTbK =
'A f i : °  °
' w  ® ■ 
> ^ 2 2
(2 . 68 )
where A ĵ  ̂ and ^^22  ^^1’ (Xm^^+l, . . . ,  X^) r e s p e c t iv e ly
as  i t s  e ig e n v a lu e s .
The m a tr ix  K can be found by a p ro ced u re  s im i la r  to  th a t  in
s e c t io n  2 .5 .
CHAPTER 3 
MULTIVARIABLE SYSTEMS
3 .0  INTRODUCTION
In s te a d  o f c o n s id e r in g  s in g le  in p u t sy stem , t h i s  c h a p te r  i s  
devo ted  to  th e  p o le -a ss ig n m e n t problem  o f l i n e a r  m u l t iv a r ia b le  sy stem s. 
Anderson and L uenberger [1] w ere f i r s t  to  t r e a t  t h i s  problem . However, 
t h e i r  method som etim es f a i l s  to  a s s ig n  p a i r s  of complex c o n ju g a te  p o le s .  
Wonham [2] su g g e s ts  a  way w hich in tro d u c e s  s t a t e  feedback  so th a t  th e  
r e s u l t i n g  dynam ical e q u a tio n  i s  c o n t r o l la b le  by a s in g le  component o f  
in p u t v e c to r  V, and th en  a p p l ie s  th e  r e s u l t  e s ta b l is h e d  f o r  th e  s in g le  
v a r ia b le  sy stem s. However, Wonham' s method r e q u ir e s  com plete s t a t e  
feed b ack . When any of th e  s t a t e s  a re  n o t a v a i la b le  fo r  feed b ack , an 
o b se rv e r  needs to  be  c o n s tru c te d .
T h e re fo re , a new p o le -a ss ig n m e n t method which can apply  
com plete o r in co m p le te  s t a t e  feedback  to  a s s ig n  p a i r s  of complex c o n ju g a te  
e ig e n v a lu e s  needs to  be  c o n s id e re d .
In  p a r a l l e l  w ith  th e  s t r u c t u r e  o f C hapter 2 , a lg o rith m s  a r e  
d e r iv e d  to  a s s ig n  a l l  o r  some o f  th e  n p o le s  o f th e  c lo se d  lo o p  system s 
by ap p ly in g  com plete  o r  in co m p le te  s t a t e  feed b ack . The s u f f i c i e n t  
c o n d itio n  f o r  in co m p le te  s t a t e  feedback  i s  found. A s t a b i l i t y  c r i t e r i o n  
i s  e s ta b l i s h e d  from th a t  c o n d it io n .
3 .1  COMPLETE STATE FEEDBACK
C onsider a  l i n e a r  t im e - in v a r ia n t  system  d e sc r ib e d  by
X = Ax + BU (3 .1 )
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where x i s  an n x 1 s t a t e  v e c to r .
U i s  an m X 1 c o n t ro l  in p u t .
A i s  an n x n system  m a tr ix .
B i s  an n X m in p u t m a tr ix
S ince  th e  system  i s  assumed c o n t r o l la b le ,  one could  u se  th e  tra n fo rm a tio n  
method in  s e c t io n  2 .1  so th a t  A and B have th e  form s:
A =
’ 0 1 0 . . 0
0 0 1 . . 0 1 1
•
• 1 1
-e 1 1r 1 1 1
^ 1 0 1 1 0 0 I
^ 2 0 1 0 1 0 1
1
1












1 0 1 01
1 1 0 0 1 0
• 1 1 •
• 1 1 •. 1 1 .












For s im p l ic i ty ,  th e  system  d e sc r ib e d  by (3 .1 )  i s  assumed to  
have 2 in p u ts  o n ly . Under t h i s  a ssu m p tio n , A and B become
A =
0 . .1  . . . . 0 1





r . _ i  u _
-m i 1 0 1 . . . . 0
^ 2 1 0 0 1 . •
.









+ r t h  row
C onsider a  l i n e a r  t im e - in v a r ia n t  c o n t r o l la b l e  system
X = Ax + BU (3 .4 )
w here A and B have th e  forms a s  in  (3 .3 )  and an n number o f e ig e n v a lu e s  
A2̂ , Ag, . . . ,  A^. The problem  in  t h i s  s e c t io n  i s  to  f in d  a  s t a t e  feedback  
m a tr ix  K so t h a t  w ith  U = Kx + V, th e  c lo se d  loop  system
X = (A + BK)x + BV (3 .5 )
has Aj ,̂ . . . ,  A  ̂ a s  i t s  e ig e n v a lu e s .
3 .2  THEORY DEVELOPMENT
o f Cn
L et T^ be a l i n e a r  o p e r a to r ,  T^;V -»■ V over th e  complex f i e l d  
C onsider V be decomposed in to  2 subspace  V^ and V  ̂ such  th a t
V = l e t  T^ = T ^ i© T j,2 such  th a t  T^^V^ -»■ V^, T^gVg -»■ V^.
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From l i n e a r  a lg e b ra  th e o ry  [35] i t  may be r e a d i ly  shown th a t  th e  m a tr ix  





and w here A , and A „ a r e  r  x r  and ( n - r )  x  ( n - r )  m a tr ic e s  r e s p e c t iv e ly ,  
c l  cZ
S ince  T = T , (±)t - ,  th en  th e  c h a r a c t e r i s t i c  po lynom ial o f T i s  th e  
c c l  cZ c
p ro d u c t o f th e  c h a r a c t e r i s t i c  p o lynom ial o f and 1^2 *Ï3 5 ] . o r
d e t (S I  -  A^^) • d e t (S I  -  A ^,) = d e t (S I  -  A ^), wherec2 '
d e t  (S I -  A^^) = S + r^l .3 -1 + . . .  + r




I f  A^ has e ig e n v a lu e s  . . . ,  th e n  th e  decom position  y ie ld s
a  s u b se t o f  th e  X^^s to  Â ^̂  and th e  rem ain d er to  A^g» N ote t h a t  each  s e t
m ust r e t a i n  p a i r -w is e  complex c o n ju g a te  e ig e n v a lu e s . For co n v en ien ce ,
A^^ and Â 2 may be p u t in to  companion form . Note th a t  th e  a s s ig n e d  s e t
o f e ig e n v a lu e s  d e term ined  th e  c h a r a c t e r i s t i c  po lynom ial o f A and A -c l  cZ
d i r e c t l y  r e l a t e  to  th e  e lem en ts  o f A^^ and Â 2 a re  re p re s e n te d  in  
companion form o r
' 0 1 . . . 0











-.nL e t th e  m a tr ix  be a  q u a s i-d ia g o n a l m a tr ix  over th e  f i e l d  C such  th a t
^ f l 0
M ^ f2
when and A^g a r e  ( r  x r )  and (n -  r )  x (n -  r )  m a tr ic e s  w ith  form s
and

















-m 0 . . .  0
I q
i s  an  (n  -  r )  X r  m a tr ix ,  w here d e t (S I  -  A^) = d e t(S I  -  A ^), t h a t  i s  
d e t (S I  -  Ag^) d e t(S I  -  A^^) = d e t (S I  -  A ^^^)-det(SI -  A^g)- S in ce  b o th  
Ag and A  ̂ have th e  same c h a r a c t e r i s t i c  po ly n o m ia l, th e n  th e y  a re  
s im i la r .  [35]
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Theorem 3.1
,nI f  and a r e  q u a s i-d ia g o n a l m a tr ic e s  over th e  f i e l d  C ,
A^ and A  ̂ have th e  form a s  (3 .8 )  and (3 .9 )  r e s p e c t iv e ly ,  and 
d e t(S I  -  A^) = d e t(S I  -  A ^), th e n  th e re  e x i s t s  a n o n -s in g u la r  m a tr ix  T 
o v er C° such th a t  TA  ̂ = A  ̂ w here a l l  th e  e ig e n v a lu e s  o f A^ (o r  A^) must 
be n o n -ze ro . 
p ro o f ;
I f  T e x i s t s ,  th e n  T = A^Ag w hich r e q u ir e s  th a t  A^ be 
n o n -s in g u la r .  Thus i t  i s  n e c e s s a ry  th a t  A^ m ust p o sse ss  n o n -zero  
e ig e n v a lu e s .
S ince  m a tr ic e s  A^ and A^ a re  s im i la r ,  th en  det(A ^) = d e t(A ^ ) . 
T h e re fo re , d e t  T = det(A^A^ ^) = det(A ^) det(A ^ ^) = det(A ^) det(A ^ ^) = 1. 











(3 .1 0 )






























(3 .1 3 )
S u b s t i tu t in g  (3 .1 3 ) (3 .1 2 ) in to  (3 .1 1 ) y ie ld s
—9r-1 q-1 M . M ' -9  - q-1 M M 'Z q - i + -9- r - 2 I g - i + -S. 1 +
i= l ®q










S u b s t i tu t in g  (3 .1 2 )  (3 .1 3 ) and (3 .1 4 ) in t o  (3 .1 1 ) and m u ltip ly in g  o u t 
th e  r ig h t  hand s id e  o f (3 .1 0 ) . L et = 0 ,  ~ S - r  = e .
E quation  (3 .1 0 ) y ie ld s
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ô i . j
T r .r+ d  = —
Sq
( 1 = 1 ,  . . .  r - 1 ,  j  = 1 , . . . ,  n) 
( i  = r ,  d = 1 , . . .  q)
T r . r  = E ( i  = j  = r )
r  d= l \
T r . r  3 ,_ . ( i  = r ,  j  = 1 ............... r - 1 )
-M,
T r+ d .j = —g— (d = 1 , . . . ,  e -1 ,  j  = 1 , . . . ,  r )
r
6 1 .j
T s .n  =
(1 = r+ 1 ............... s -1 ,  j  = r+ 1 , . . . ,  n)
(1 = s ,  j  = n)
T l . j  = T s .r+ d  = - r  , + — r  (1 = s ,  d = 1 ............... e -1 )e -d  gq e
r
T s.s+ d  = g  J * —  ( 1 = 8 ,  d = 0 ,  . . . ,  p -1 )p -d  gq
T s . j  = - r  . + T s . r  . 3 .s - j  r - j
T s+ d .j = • 3^_.
(1 = s ,  j  = 1 , . . . »  r - 1 )
(d = 1 , . . . ,  n - s - 1 ,  3 = 1 ,  
. . . »  r )





(1 = 8+1, . . . ,  n -1 , j  = r+ 1 , . . . »  n) 
(1 = n , d = 1 ...............p)
d= l
(1 = n , j  = r )
T n .r  • 3
r - j
(1 = n , j  = 1 ...............r -1 )
(1 = n, j = r+1, ...» 8-1)
(3 .1 5 )
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3 .3  FEEDBACK MATRIX DETERMINATION;
C o nsider now th e  system  e q u a tio n  w ith  s t a t e  feed b ack  
X = (A +  BK)x + BV
w here A and B have th e  fo llo w in g  form s:
A =
0 1 . .  .0
0 0 1 . .0
- e - e .r 1
^ 1 0 1 . . .  0
0 0 1 . .  0










W ithout changing  th e  system , T may be in tro d u c e d  so th a t  
X = t"^  (TA + TBK)x + BV 
The problem  i s  to  f in d  th e  K m a tr ix  so th a t  
TA + TBK = Ac




S e le c t  an  s number o f  e ig e n v a lu e s  from  n d e s i r e d  e ig e n v a lu e s .
L e t d e t (S I  -  A ^,) = (S -  X ) . . .  (S -  X^)





d e t(S I  -  = (S -  . . .  (S -
= + a . ^  + . . .  + a
1 P
A lso , s e l e c t  an  r  number o f e ig e n v a lu e s  from n d e s ire d  e ig e n v a lu e s .
(3.21)
denoted  X ^ , . . . ,  X^. 
L et
d e t (S I  -  Ag^) = (S -  X^) . . .  (S -  X p
= + 9,S r - 1 (3 .2 2 )
d e t(S I  -  Ag^) = (S -  X^^^) . . .  (S -  X^) 
= S4 + g ^ sS - l + . . .  + gq (3 .2 3 )
W ith r ^ ' s ,  a ^ ' s ,  g ^ 's  and X ^'s known, th e  T m a tr ix  can be found a s  (3 .1 5 ) . 
S u b s t i tu t in g  t h i s  T m a tr ix  in to  (3 .1 8 ) y ie ld s
Ï  0 . . .  0 1
0 1 . . .  0 1
0 . . .  1 0
1
1
Tr7l” .7.~Tr.r Tr.s T Tr.n
Tr+1 ^r+1 ^ "l~0
0 . . .  
1 . . .
"o"
0 11
• 0 •  • • • 1 0 1
Ts.l  . . .  Ts.r •  • • ■ Ts.s • • . . I  Ts.n
1 0*"___  Ô
• 0 l ' ______
Tn.l . . .  Tn.r Tn.s • • • .  iTn.n-1 0
0 1 . . . 0





0 1 . . . 0
0 0 1 . .
"^1
"^11 • ••  ^ In




^11 • • • ’̂ In
^21” '^2n





A fte r  m u l t i p l i c a t i o n ,  (3 .2 6 ) can be  r e w r i t t e n  a s
0 1 . . .  0 1 1




W r.l . . .  W r.r
1
|w r . r + ï  . . . W r.s
1
1 Wr.n
|o 1 0 1
;o 0 1 1





0 1 . . . 0
1 ,0 0 1 . . 0
1











^11 • • • •  \ n
^ 2 1 --------^2n
0 1 0 . . . 0 >
0 0 1 . . . 0
...
- r s • . . .
^ 1 1 0 1 0
1
0
• • • 0 






-  S T r.r+ d  M, -  T r . r  e 
d=l ^ '
T r . j - 1  -  T r . r  er - j+ 1
(i = r, j = 1)
( i  = r ,  j  = 2 ............... r - 1 )
W r.r+d = T r .n  + T r .r+ d -1  (1 = r ,  d = 1 , . . . ,  q)
- T s . r  e: -  Z T s.s+ d  M,
d=l d
T s . j - 1  -  T r . r  e r + l - j
( i  = s ,  j  = 1)
( i  = s ,  j  = 2 , . . . ,  r )
Ws.r+d+1 = -T s .r+ d  -  T s .n  ( i  = s ,  d = 1 , . . . ,  q-1)
-T s .n f q
e—1




( i  = s ,  j  = r+1)
( i  = n , j  = 1)
( i  = n , j  = 2 , . . . ,  s )  
( i  = n , d = s+1, . . . ;  n)
(3 .26 )
By com paring th e  e lem en ts  on b o th  s id e s ,  one o b ta in s :
Wr. j  + T r.n k , . + T r . r k ,  .l . j  2 . ]




j  4 r  + 1 
j  = r  + 1
s + r - j
(3 .27)
— 1 , . . . ,  s
= s + 1 , . . . ,n
(3 .28)
and
Wn.s+d + T n .rk ^ ig + j = - ip + d - i (3 .29)
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S o lv in g  ( 3 .2 7 ) ,  ^3 .28) and (3 .2 9 )  f o r  k y ie ld s
l . j  =
and
2 j
's -j+ 1 T r . r  + T r .rW s .j -  T s .rW r.j , j  = 1 , . . . »  s - 1
T s .r T r .n  -  T r .rT s .n
- T r . r  l-W n.s




-d + i + 
T n .r  T r.n
j  = s
W r.s+d
T r .n (d = 1 ,
s - f f l T r .n  + T r.nW s.j -  Ts.nW r.j




- a  . ,  , -  Wn.s+d p + l - d ________
T n .r  T r .n
. , P )
(3 .3 0 )
(3 .3 1 )
T h e re fo re , w ith  th e  k chosen a s  (3 .3 0 ) and ( 3 .3 1 ) ,  th e  d e s ire d  r e l a t i o n ­
sh ip  TA + TBK = i s  m et, so  th e  c lo sed  loop system  has X^, . . . ,  X^ as  
i t s  e ig e n v a lu e s .
The above p ro ced u re  o f f in d in g  th e  m a tr ix  K can be summarized 
a s  fo llo w s :
1. D efine  m a tr ic e s  A^ and A  ̂ as  in  (3 .8 )  and ( 3 . 9 ) .
2.  Find th e  m a tr ix  T a s  in  (3 .1 5 ) .
3. Find each  Wi . j  as  i n  ( 3 . 2 6 ) .
4.  Use (3 .3 0 ) and (3 .3 1 ) to  f in d  k^ . and k_ . r e s p e c t iv e ly .
k k “IK.- - •••».-
5. k = . , i s  th e  s t a t e  feed b ack  m a tr ix .
^21 •••^n
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3 .4  INCOMPLETE STATE FEEDBACK
In  th e  p re v io u s  s e c t io n ,  a  com plete  s t a t e  feedback  m a tr ix  i s  
a p p lie d  to  p la c e d  n p o le s  a t  th e  d e s ir e d  lo c a t io n s .  However, in  p r a c t i c e ,  
o n ly  some o f  th e  p o le s  need to  be p la c e d  a t  th e  d e s ir e d  lo c a t io n s .  
T h e re fo re , an in co m p le te  s t a t e  feed b ack  m a tr ix  K w i l l  be found so t h a t  
an  s  number o f  p o le s  cou ld  be p re a s s ig n e d  by u s in g  feedback  from  an s 
number o f  s t a t e s .
C onsider a l i n e a r  t im e - in v a r ia n t  c o n t ro l la b le  system  d e s c r ib e d
by
X = Ax + BU (3 .3 2 )
and an s number o f  e ig e n v a lu e s  . . . ,  X^. The problem  in  t h i s  s e c t io n  
i s  to  f in d  a  s t a t e  feed b ack  m a tr ix  K such  th a t  w ith  feed b ack  from  an s 
number o f m easu rab le  s t a t e s  ( i . e .  U = [K ^,0]x + V, where i s  an  2 x S 
m a t r ix ) , th e  c lo se d  loop  system
X = (A + BK)x + BV (3 .3 3 )
has X^ Xg a s  i t s  e ig e n v a lu e s .
The fo llo w in g  assum ptions a r e  needed b e fo re  th e  s o lu t io n  p ro ­
ced u re  can be found .
A ssum ption 3 -1 ; The number o f  m easu rab le  s t a t e s  i s  g r e a t e r  th a n  o r  
e q u a l to  th e  number s .  (s  > r )
A ssum ption 3 -2 ; A ll th e  s t a t e s  in  Â ^̂  o f (3 .7 )  a re  m e a su ra b le .
From th e  known e ig e n v a lu e s  X^, X^, . . . ,  X^, form th e  c h a r a c te r ­
i s t i c  po lynom ial
d e t (S l  -  A^^) = (S -  Xj,) . . .  (S -  Xg)
= S® + r ^ S ^ 'l  + . . .  +  r  (3 .3 4 )1 s
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and let
d e t (S I  -  = gP + + . . .  + a  (3 .35 )
d en o te  th e  c h a r a c t e r i s t i c  po lynom ial o f  A^g, w here a ^ , . . . ,  a^ a r e  
unknown c o n s ta n ts .
Choose an r  number o f th e  s  e ig e n v a lu e s  and l e t  i t  be deno ted  
•••> Form th e  c h a r a c t e r i s t i c  po lynom ial o f  A ĵ  ̂ a s  in  (3 .9 )
d e t (S I  -  Ag^) = (S -  X^) . . .  (S -  X^)
A lso l e t
= + . . .  + 3^ (3 .36 )
d e t (S I  -  Agg) = +  . . .  +  g (3 .37 )
d en o te  th e  c h a r a c t e r i s t i c  po lynom ial o f  A^g, w here g^ ,̂ . . . ,  g^ a r e  
unknown c o n s ta n ts  th a t  m ust s a t i s f y
d e t (S I  -  A^^) • d e t (S I  -  A^g) = d e t (S I  -  A^j^) • d e t (S I  -  A^g)
(3 .38 )
S ince  A  ̂ i s  s im i la r  to  A^, th en  th e  d e s i r e d  c lo se d  loop  e ig e n v a lu e s
Xĵ  Xg a r e  s t i l l  m a in ta in e d . F o llow ing  th e  same p roced u re  a s  in
S e c tio n  3 .1 ,  th e  s t a t e  feedback  m a tr ix  K can be found a s  in  ( 3 .3 0 ) .
However, b ecau se  o n ly  th e  f i r s t  s  s t a t e s  a re  a v a i la b le  fo r  feed b ack , 
i t  i s  n e c e s s a ry  th a t
= 0  ( i  = 1 , 2; d = 1 , . . . ,  n - s )  (3 .39)
T his im p lie s
(3 .3 9 ) and (3 .4 0 ) can be f u r th e r  red u ced  to
W r.s+d = 0 (d = 1 , . . . ,  p) (3 .41 )
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a  + Wn.s+d = 0 (d  = 1 , p) (3 .42 )p—a+x
By (3 .15) and ( 3 . 2 6 ) ,  i t  fo llo w s  th a t
^p-d+1 ^  = 0 (d = 1 , . . . ,  p) (3 .4 3 )
Hence (3 .4 2 ) i s  an  i d e n t i t y  e q u a tio n . T h e re fo re  (3 .4 1 )  and (3 .42 ) 
reduced to  (3 .4 1 ) o n ly .  That i s
W r.s+d = 0  (d = 1 , . . . ,  p) (3 .44 )
The above p = n - s  number of c o n d itio n s  se rv e  as th e  s u f f i c i e n t  c o n d itio n s  
th a t  th e  p lacem en t o f  s p o le s  u s in g  s s t a t e s  f o r  feed b ack  i s  p o s s ib le .  
T h e re fo re , one o b ta in s  th e  fo llo w in g :
Theorem 3 .2
For a  co m p le te ly  c o n t r o l la b le  system  d e s c r ib e d  by (3 .3 2 ) ,  
to g e th e r  w ith  s  e ig e n v a lu e s  . . . ,  X^, th e  s u f f i c i e n t  c o n d itio n  fo r  
th e  p lacem ent o f  s  p o le s  u s in g  s s t a t e s  fo r  feed b ack  i s
f ( i  = 1 , . . . ,  q -e )  (3 .45 )
N ote t h a t  theorem  (3 .2 )  i s  a  g e n e ra l iz a t io n  o f theorem  ( 2 . 2 ) .  Follow­
in g  th e  same p ro ced u re  as  in  s e c tio n  2 . 4 ,  an e q u a tio n  may be o b ta in ed  
so th a t  th e  rem a in in g  e c o e f f i c ie n t s  of g ^ ' s  can  be de te rm in ed  from 
th e  known v a lu e s  o f  f ^ ' s  ( i  = 1,  . . . ,  q - e ) .
The above p ro ced u re  o f  u s in g  an s number o f  s t a t e s  to  a s s ig n  
an s number o f  p o le s  i s  summarized a s  fo llo w s :
1 . D efin e  m a tr ix  and A^ as  in  (3 .8 )  and ( 3 . 9 ) .
2.  S o lv e  (3 .4 5 ) f o r  g^ (1 -  1 , . . . ,  q - e ) .  The 
rem ain ing  e c o e f f i c i e n t s  can be found by u s in g  (2 .5 8 ) .
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3. Find the matrix T as in (3.15)
4 . Use (3 .3 0 ) and (3 .3 1 ) to  f in d  . and k„ , fo r  j  = 1 ,x . j  / . ]
5 . k =
k^^ . . .  k^g) Oj . . . 0
^22* •••» ^2s* . . . 0
i s  th e  s t a t e  feedback  m a tr ix .
I t  i s  p o s s ib le  t h a t ,  u s in g  an s number o f s t a t e s  to  a s s ig n  an  s 
number o f  p o le s ,  th e  c lo se d  loop  system  m igh t become u n s ta b le  because 
th e  rem ain in g  n -s  p o le s  have to  m eet n -s  c o n d itio n s  shown in  (3 .4 8 ) .  
T h e re fo re , a  c r i t e r i o n  to  d e te rm in e  th e  c lo se d  loop  sy stem ’s s t a b i l i t y  
has to  be c o n s id e re d .
D efine  Q(S) = + . . .  + (3 .4 6 )
D(S) A + . . .  + (3 .47 )
F ollow ing th e  same p ro ced u re  as in  s e c t io n  2 . 4 ,  one may show 
th a t  th e  c lo se d  loop system  can be s t a b i l i z e d  i f  Q(S) o r D(S) i s  a 
Hurwi t  z p o ly n o m ia l.
I f  th e  assum ption  3-2  does n o t h o ld , th e  fo llo w in g  assum ption  i s
needed :
A ssum ption 3 -2 - a ; The number of p a i r s  o f complex c o n ju g a te  p o le s  to
be a ss ig n e d  i s  l e s s  than  o r eq u a l to  th e  number o f
p a i r s  o f a d jo in in g  m easu rab le  s t a t e s .
W ith th e  above assum ption  h o ld s , one can s t i l l  h an d le  th e  ca se
w here some o f  th e  s t a t e s  in  A , a r e  n o t m easu rab le  and some o f th e  s t a t e sc l
i n  A - a re  m e asu ra b le , cz
C onsider a l i n e a r  t im e - in v a r ia n t  c o n t r o l la b le  system
X = Ax + BU (3 .4 8 )
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where X -  (x ^ , x ^ , * 2 ’ ' * * ’ '
For s im p l ic i ty ,  suppose th e  f i r s t  m̂  ̂ s t a t e s  a r e  m easu rab le , th e  
n e x t m^ s t a t e s  a r e  unm easurab le , and th e  l a s t  m^ s t a t e s  a r e  ag a in  
m e a su ra b le . One can  u se  th e  p ro ced u re  s im i la r  to  th a t  in  s e c t io n  2 .4  
to  f in d  a  s t a t e  feed b ack  K such  th a t  w ith  s t a t e  feedback  from th e  f i r s t  
m^ s t a t e s  and th e  l a s t  m  ̂ s t a t e s ,
i . e . U = Kx + V,
k =
^ 1 1 ' • ••  ^Im^ ’ °  • ••  ^Im ^+l ’ ^
^ 2 1 ’ ^2m^ ’ ° • ••  ^2m^+l ’ ^
1 m.
2 m
th e  c lo se d  loop  system
X = (A + BK)x + BV (3 .4 9 )




In  t h i s  C h ap te r, th e  e ig e n v a lu e  assignm en t method i s  a p p l ie d  
to  dynamic model r e d u c t io n .  The r e s u l t s  a re  compared w ith  th o s e  o f 
C hidam bara 's  s im p l i f ic a t io n  m ethod [1 9 ] . I t  i s  found th a t  b o th  m ethods 
y ie ld  th e  same system  m a tr ix .  However, the  in p u t  m a tr ic e s  a r e  s l i g h t l y  
d i f f e r e n t .  A review  o f  C h idam bara 's  s im p l i f i c a t io n  method i s  shown in
s e c t io n  4 .1  and in  th e  same s e c t io n ,  R ao 's  [21] n o ta t io n s  a r e  used  fo r
a l l  e q u a t io n s .  A s im p l i f i c a t io n  p ro ced u re  based  on th e  deco m p o sitio n  
approach  i s  d e r iv e d  in  s e c t io n  4 . 2 .  The a p p l ic a t io n  o f th e  deco m p o sitio n  
method to  th e  subop tim al c o n t r o l  i s  p re s e n te d , w ith  exam ples, in
s e c t io n  4 .3  to  p ro v id e  a com parison  to  C hidam bara 's ap p ro ach .
4 .1  REVIEW OF CHIDAMBARA'S SIMPLIFICATION TECHNIQUE
C onsider a l i n e a r  t im e - in v a r ia n t  system  d e sc r ib e d  by
r ^ i i r*n ^12 ^1 4. Bl
_*2 _ > ^22 *2 ®2
U (4 .1 )
w hich may be w r i t t e n  a s
X = Ax +  BU (4 .2 )
w here x i s  an  n v e c to r  and U i s  an  m v e c to r .  The m a tr ic e s  A and B a re  
o f o rd e r  (n x n) and (n  x m ), r e s p e c t iv e ly .  The v e c to r  x̂  ̂ c o n ta in s  r  
e lem en ts  o f  th e  s t a t e  v e c to r  t h a t  a r e  to  be r e ta in e d  in  th e  s im p l i f ie d  
m odel. 47
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Let X = Mz
w here M i s  th e  modal m a tr ix  o f  A. Then 
z = Hz + LU
w here
and
H = M~̂ AM
L = M
I f  A has d i s t i n c t  e ig e n v a lu e s .
H =
n
one may a rra n g e  th e  e ig e n v a lu e s  such  t h a t
1^11 I ̂ 21  ̂ ■ ’ * l n̂J
S in ce  (4 . 4 )  can be r e w r i t t e n  a s
■̂ 1 O" + ■^l'
J2_ ° “ 2 J 2
U
and Zg can be p u t  as








( 4 . 9 )
(4 .1 0 )
(4 .1 1 )
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* 2  =
r+1
n
i s  th e  top  r  x m su b m atrix  o f  m
Lg i s  th e  bottom  (a  -  r )  x m su b m atrix  o f  m B.
By ta k in g  th e  L ap lace  tra n s fo rm  o f b o th  s id e s  o f  (4 .1 1 ) w ith  an i n i t i a l  
c o n d i tio n  o f  z e ro , one o b ta in s :
Hence
Zg (s )  = (S I -  H g)"! L2U(s)
= -  Hg'^LgUXs)
E q .(4 .3 )  can be r e w r i t t e n  as
^1 \ l  ^ 2
_*2_ ^ 2 1  ^22 "2
(4 .1 2 )
(4 .1 3 )
(4 .1 4 )
(4 .1 5 )
th a t  i s
*1 “ “ l l ^ l  ^12^2
*2 "  “ 21^1 ^22=2
(4 .1 6 )
(4 .1 7 )
S o lv in g  (4 .1 6 )  f o r  z^ , one o b ta in s
h  "  ^11 ^1 "  ^11 ^ 1 2 ^ 2
By s u b s t i tu t in g  (4 .1 8 ) and (4 .1 4 )  in to  (4 .1 7 )
^2 ^ 2 1 ^ 1  *1 “ (^^2 “  “ 2A 1 ^ 1 2 ^ ^ 2  ^2^
(4 .18 )
(4 .1 9 )
S u b s t i tu t io n  o f  (4 .1 9 ) in to  (4 .1 )  y ie ld s  a  s im p l i f ie d  model re p re s e n te d  
by:




-1F -  A ll + AigMgiMii 
G = Bi -  [A12M22 -  'S.2®*2Ai ^12^^2 ^2
(4 .2 2 )
(4 .23)
4 .2  SIMPLIFICATION BASED ON DECOMPOSITION METHOD
C onsider a  l i n e a r  t im e - in v a r ia n t  c o n t r o l la b le  system  d e sc r ib e d
by
X = Ax + BU (4 .2 4 )
I t  i s  n o ted  th a t ,  w ith o u t lo s s  o f g e n e r a l i t y ,  one can assume A, B to  
have th e  form as (3 .4 )  and ( 3 .5 ) .
Suppose Xi> Xg, . . . ,  a r e  th e  e ig e n v a lu e s  o f A and they  a re  
s e le c te d  in  such a  way th a t
L et
[Xil < 1x2 1 < . . . <  |X^|
detC SI -  A^i) = (S -  Xi) . . .  (S -  X^)
= S + ^1^^ ^ + . . .  + 3^
d e t(S I  -  A^2> = (S -  . . . ( S  -  X^)
, n - r - l
(4 .2 5 )
= + BiS‘ + . . .  + Sn - r (4 .26)
A lso assume |X i| «  |X j | ,  i  = 1 , . . . »  r ;  j  = r+ 1 , . . . ,  n . By theorem  
( 3 .1 ) ,  th e  T m a tr ix  can be found such th a t
TA = c l  0 0 A
where
^ 1  =
c2
0 1 0  . . . 0  
0 0 1 .. .0
-3 ,
and -
0 1 0 . . .  0
0 0 1 . . .  0
“3n - r -3 ,
(4 .2 7 )
(4.28)
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Using the T matrix, eq. (4.24) can be put





(4 .3 0 )
w here B̂  ̂ and B^ a r e  o f o rd e r  r  x m and (n  - r ) x  m, r e s p e c t iv e ly .  
Then e q . (4 .2 9 ) becomes
„ - l c l
c2 B«
U (4 .3 1 )
By v i r t u e  o f th e  dom inant e ig e n v a lu e  a s s o c ia te  w ith  and w ith  r e s p e c t  
to  th e  system  re sp o n s e , i t  may be r e a d i ly  shown t h a t  th e  dominant dynam ics 
o f  th e  system  may be  approx im ated  by
(4 .3 2 )
w here v e c to r  x^ i s  d e f in e d  on an r  d im en sio n a l sp a c e .
C onsider a  n u m erica l exam ple g iv en  by Eao [2 1 ] , where
■ 0 1 0 ■ 0 ■
X = 0 0 1 X + 0
-0 .5  - 5 .6  -6 .1 -  1 .
U (4 .3 3 )*
The o b je c t iv e  i s  to  f in d  a se c o n d -o rd e r  s im p l i f ie d  m odel.
U sing th e  C hidam bara 's s im p l i f i c a t io n  m ethod, one o b ta in s  th e  
fo llo w in g :
d t
0 1 D ■
= X . +





"o U (4 .35)
- 0 .1  - 1 .1 JO. 2
52
However, th e  p roposed  deco m p o sitio n  method y ie ld s  
d t
I t  can  be seen  t h a t  b o th  m ethods y ie ld  th e  same system  m a tr ix  
b u t d i f f e r e n t  in p u t m a t r ic e s .  T h is  occu rs  b ecau se  C hidam bara 's  method 
makes u se  o f  th e  ap p ro x im atio n  a s  shown in  e q . (4 .1 3 ) ,  w hereas th e  
d ecom position  method does n o t .
4 .3  MODEL REDUCTION APPLIED TO SUBOPTIMAL CONTROL
C onsider th e  s ta n d a rd  l i n e a r  r e g u la to r  problem  f o r  a  system
X = Ax + BU (4 .36)
w ith  a perfo rm ance  in d g j__________________
(4 .37 )
t r i x  and R i s  a p o s i t i v ewhere Q i s  a  pog
d e f in i t e  symmet
The o p t s im p l i f ie d  model
(4 .38 )
where A - and B, a r e  c l  1 ( 4 .3 0 ) ,  r e s p e c t iv e ly .  
S in c e  th e  m a tr ix  A in  (4 .3 6 ) i s  assumed in  companion fo rm .
by th e  theorem  o f Wonham and Jo h n sto n  [3 3 ] , A cou ld  be w r i t t e n  a s  





However, th e  proposed  deco m p o sitio n  method y ie ld s  
dx.1
d t
" o 1 "b
X  +
-0 .1  -1 .1 _0.2
U (4 .3 5 )
I t  can be seen  th a t  b o th  m ethods y ie ld  th e  same system  m a tr ix  
b u t  d i f f e r e n t  In p u t m a t r ic e s .  T h is  o ccu rs  b eca u se  C hidam bara 's m ethod 
makes u se  o f  th e  ap p ro x im atio n  a s  shown In  e q . (4 .1 3 ) ,  w hereas th e  
d ecom position  method does n o t .
4 .3  MODEL REDUCTION APPLIED TO SUBOPTIMAL CONTROL
C onsider th e  s ta n d a rd  l i n e a r  r e g u la to r  problem  f o r  a  system
X = Ax + BU (4 .3 6 )
w ith  a  perform ance In d es
J  = y  (x^Qx + U^RU)dt (4 .3 7 )
w here Q I s  a  p o s i t i v e  s e m ld e f ln l te  sym m etric m a tr ix  and R I s  a  p o s i t i v e  
d e f i n i t e  sym m etric m a tr ix .
The o p tim iz a tio n  I s  c a r r ie d  o u t on th e  s im p l if ie d  model
*1 '  *01*1 +
w here and a r e  d e f in e d  In  (4 .2 8 ) and ( 4 .3 0 ) ,  r e s p e c t iv e ly .
S in ce  th e  m a tr ix  A In  (4 .3 6 ) I s  assumed In  companion form , 
by th e  theorem  o f Wonham and Jo h n sto n  [3 3 ] , A cou ld  be w r i t t e n  as
(4 .3 8 )












, n -1  * n -1  ' n -1
- 2  n
(4 .41)
The m a tr ix  N i s  known a s  a Vandermonde m a tr ix  [36] 
U sing th e  fo llo w in g  tra n s fo rm a tio n
X = NW (4 .42 )
eq . (4 .3 6 ) can  be p u t
W = n"^ANW + N ^BU





■ % = «1 o" + ' h










and a re  a rran g ed  in  a  way such th a t
|X ll < IX2 I, < . . .  < JX^l (4 .4 8 )
S o lv in g  (4 .4 5 ) f o r  W2 ( t )  y ie ld s
U ^ M  = e WjCO) + / „  e B2U<G)dG (4 .4 9 )
I f  every  e ig e n v a lu e  o f Hg i s  n e g a tiv e  and v e ry  la rg e ,  one can 
assume th a t
H zt
lim  e = 0  (4 .5 0 )
t  00
T h e re fo re , one can f u r th e r  assume th a t
W 2(t) ~ 0 (4 .5 1 )
Eq. (4 .42 ) can be w r i t t e n  as
*1  = + " l2 " 2  <4-52»)
*2 '  *21*1 + «22"2 <4-52b)
when #2  = 0 th e  above e q u a tio n  becomes
Xi = (4 .53)
^2 ^21%!
Thus %2 can be found as
*2 -  '• 2 1 * 'l l '^ * l  <4-54)
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Since eq. (4.37) can be written as
% 2 «22
+ U^RU d t
K ^1 ^11*1 ^12^2 *2 ^22*2 ^ d t  (4 .5 5 )
th e  new p erfo rm ance  index  f o r  th e  s im p l i f ie d  system  (4 .3 8 ) can  be 
o b ta in e d  by r e p la c in g  x^ by x^ in  (4 .5 5 ) w ith  th e  r e l a t i o n  d e f in e d  in  
(4 .5 4 ) .  The perfo rm ance index  i s  th en
J l  = Y /% + U?RU)dt (4 .5 6 )
where i s  o b ta in e d  a s
Qi= ( » 2 1 » l l " ') ^
^11 ^12 
^12 ^22 21 **11
-1 (4 .5 7 )
The o p tim a l c o n t ro l  o f  a s im p l i f ie d  sy stem  d e sc r ib e d  by (4 .3 8 ) 
and (4 .5 6 ) i s  g iv en  by A nderson and Moore [31] a s
U = -Kx, (4 .5 8 )
where
K = R”^B^P (4 .5 9 )
and P i s  th e  s o lu t io n  o f  th e  m a tr ix  R i c a t t i  e q u a tio n
(4 .6 0 )
Then th e  e q u a t io n  (4 .5 8 ) can  be used  a s  th e  su b o p tim a l c o n t ro l  p o l ic y  o f 
th e  o r ig i n a l  system  g iv en  by e q u a tio n  ( 4 .3 6 ) ,  i . e .
Usub = [-K 0][S] (4.61)
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C o nsider th e  fo llo w in g  n u m erica l example w hich was p re se n te d  
In  example 4 o f  Appendix
For th e  g iv e n  system  e q u a tio n
U (4 .62 )
0 1 0 0
X = 0 0 1 X + 0
—0 .5  —5 .6  —6 .1 1
and th e  perfo rm ance Index
^ = 7 / :
5 0 o '
x ^ 0 4 0 X +  U ^U d t ( 4 . 6 3 )
0 0 1
2 ■'o
U sing th e  com puter program  developed  by M elson and Jo n es  [4 0 ], 
th e  o p tim a l s o lu t io n  o f  th e  problem  p re s e n te d  by (4 .6 2 ) and (4 .6 1 ) was 
o b ta in e d  w here
r X i .
U = -Kgp^x = -  [1 .7 9  2 .0 8  0 .41] (4 .64 )
and th e  o p tim a l c o n t r o l  of C hidam bara 's s im p l i f ie d  model f o r  th e  same 
system  was found a s  
H -
- - ( 1 .8 2  2.41]Xj^ (4 .65)
The p roposed  d ecom position  method g iv e s  th e  o p tim a l c o n t r o l  o f th e  
s im p l i f ie d  m odel a s  g iv e n  below . T hat I s
u  = - V i
= - [1 .8 1 2  2.39]xj, (4 .66 )
Noted t h a t  th e  v a lu e s  o f  K, a r e  v e ry  c lo s e  to  t h a t  o f  K , w hich was tod c
be ex p ec ted  In  t h a t  th e  s im p l i f ie d  m odels w ere s im i la r .
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F ig u re s  1 and 2 show th e  s im u la tio n  r e s u l t s  o f  C hidam bara 's 
s im p l if ie d  m odel, th e  o r ig i n a l  sy stem , and th e  d ecom position  s im p l if ie d  
m odel, when th e  o p tim a l c o n tro l  I s  a p p l ie d .
F ig u re  1 shows how th e  s t a t e  v a r ia b le  v a r i e s  w ith  tim e . I t  
has shown t h a t  b o th  s im p l if ie d  m odels p ro v id e  good ap p ro x im atio n  to  th e  
o r ig in a l  sy stem . The x̂  ̂ v a lu e  o f C hidam bara 's  s im p l i f ie d  model seems 
more c lo s e  to  t h a t  o f  th e  o r ig in a l  system  w ith  t h i s  p a r t i c u l a r  exam ple.
F ig u re  2 shows how th e  x^ s t a t e  v a r i a b le  v a r i e s  w ith  tim e .
I t  I s  n o te d  t h a t  th e  d if f e r e n c e  betw een th e  v a lu e s  o f  x^ o f  th e  proposed 
s im p l i f ie d  model and th a t  o f  th e  o r i g i n a l  system  become sh a rp ly  In c re a se d  
when tim e I s  lo n g e r  th an  8 se c o n d s .
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X, ( t )
The proposed  s im p l i f ie d  model
C hidam bara 's s im p l i f ie d  model






21 3 4 65 7 8 9 10 Time
F ig u re  1 . X ^(t) v e rsu s  tim e .
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X ,( t) The p roposed  s im p l i f ie d  model
C hidam bara 's s im p l i f ie d  model





9 10 Time86 74 5321
F ig u re  2 . X g(t) v e rsu s  tim e.
CHAPTER 5 
CONCLUSION
In  t h i s  d i s s e r t a t i o n ,  an  a l t e r n a t e  method i s  p re s e n te d  fo r  
a s s ig n in g  e ig e n v a lu e s  to  a  l i n e a r  t im e - in v a r ia n t  system  u s in g  s t a t e  fe e d ­
b ack . T his method r e l i e s  on th e  s im p le  decom position  o f  th e  system  
m a tr ix  ( in  companion form) in  o rd e r  to  d e f in e  su b d iv id e d  s u b se ts  o f  th e  
system  e ig e n v a lu e s . T h is d eco m p o sitio n  i s  accom plished  by an o p e ra to r  
m a tr ix  T whose c o e f f i c i e n t s  may be de term ined  by a  r e l a t i v e l y  sim ple 
a lg o r i th m . I t  has a ls o  been shown how th e  c o e f f i c i e n t s  o f  T in v e rs e  may 
be e a s i l y  computed.
I t  i s  n o ted  th a t  i f  a l l  th e  s t a t e s  a r e  a v a i la b le  f o r  feed b ack , 
one can a r b i t r a r i l y  a s s ig n  a l l  th e  c lo se d  loop  p o le s .  I f  o n ly  an r  
number o f  s t a t e s  a r e  a v a i la b l e  f o r  feed b ack , th en  o n ly  an r  number o f 
p o le s  can be a r b i t r a r i l y  p r e a s s ig n e d ,  p ro v id ed  some s u f f i c i e n t  c o n d itio n s  
h o ld .  T reatm ent o f  th e  in c o m p le te  s t a t e  feedback  in  C h ap te rs  2 and 3 
show how to  r e l a t e  n - r  c o e f f i c i e n t s  o f  th e  c lo se d  loop  companion form 
system  m a tr ix  d i r e c t l y  to  th o se  o f th e  open loop  companion form system  
m a tr ix  in  o rd e r  to  p ro v id e  a new and easy  method f o r  d e te rm in in g  th e  
s t a b i l i t y  o f  a  system  th a t  u se s  in co m p le te  s t a t e  feed b ack  to  a r b i t r a r i l y  
a s s ig n  an r  number o f  i t s  c lo s e d  loop  p o le s .
U n like  p r io r  m ethods, w hich ap p ly  in co m p le te  s t a t e  feedback  by 
u s in g  an  o u tp u t v e c to r  to  a s s ig n  r  p o le s ,  b u t l e t  th e  rem ain in g  n - r  
p o le s  b l in d ly  assume any v a lu e ,  th e  new method p re s e n te d  by t h i s  paper 
s e t s  a  bound on th e s e  n - r  p o le s  as  de term ined  by theorem  2 .2  and 3 .2 .
6 0
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A lthough C hapter 3 was concerned  w ith  c o n t ro l  system s d r iv e n  
by 2 in p u t s ,  th e  r e s u l t  may be g e n e ra l iz e d  to  a  c o n tro l  system  w ith  
more th a n  2 in p u ts  by th e  re p e a te d  u se  o f theorem  2 .1  and 3 .1  under 
th e  assu m p tio n s  p ro v id e d . An exam ple d em o n stra tin g  th e  e ig e n v a lu e  
assignm en t p ro c e d u re  to  a m u l t iv a r ia b le  system  i s  p re se n te d  in  Appendix.
An a p p ro p r ia te  a p p l ic a t io n  o f  th e  decom position  te c h n iq u e  has 
been a p p lie d  to  m odel re d u c t io n .  The method i s  developed  w hich a s s ig n s  
r  dom inant p o le s  on th e  u p p er r  rows o f  th e  companion form system  
m a tr ix .  I t  h as  been  found th a t  once th e  T m a tr ix  d e f in e d  in  (2 .2 2 ) i s  
c o n s tru c te d ,  th e  s im p l i f ie d  m odel can  be e a s i l y  o b ta in e d . R e s u lts  o f 
th e  deco m p o sitio n  method have been shown to  be  s im i la r  to  th a t  composed 
by C hidam bara’s method [2 1 ] . The n o te d  d i f f e r e n c e  i s  t h a t  th e  decom posi­
t io n  approach  g e n e ra te s  a more a c c u ra te  in p u t  m a tr ix  th a n  C h idam bara 's .
An exam ple a p p ly in g  th e  model re d u c t io n  te ch n iq u e  to  a  su b o p tim al 
c o n t ro l  i s  p re s e n te d  in  A ppendix. S u f f ic ie n c y  o f th e  te c h n iq u e  w ith  
r e s p e c t  to  C hidam bara 's  method i s  d em o n stra ted .
W hile th e  p ro ced u res  developed  a r e  com plete by th e m se lv e s , two 
d i r e c t io n s  f o r  f u r th e r  r e s e a r c h  shou ld  b e  m entioned . One d i r e c t io n  i s  
th e  t h e o r e t i c a l  tre a tm e n t o f  p la c in g  bounds o th e r  th an  s t a b i l i t y  on 
th o se  (n -  r )  n o n - s p e c if ie d  e ig e n v a lu e s  r e s u l t in g  from in co m p le te  s t a t e  
feed b a ck . P erhaps th e  m odel re d u c t io n  approach  can be a p p lie d  r e l a t i n g  
s p e c i f ie d  e ig e n v a lu e s  to  d e s ir e d  dom inant e ig e n v a lu e s . A nother r e s e a rc h  
d i r e c t io n  m igh t be  in  th e  a p p l ic a t io n  o f  th e  p ro ced u re  developed  to  
a d a p t iv e  c o n t r o l .  F r u i t f u l  a p p l ic a t io n  i s  a  p o s s i b i l i t y  due to  th e  
c o m p u ta tio n a l s im p l ic i ty  o f  d e te rm in in g  th e  feed b ack  m a tr ix  f o r  e ig e n ­
v a lu e  p lacem en t. T h is  f e a tu r e  i s  im p o rta n t when c o n s id e r in g  th a t  th e
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feedback  m a tr ix  c o e f f i c i e n t s  m ust be c o n t in u a lly  updated  a s  th e  c o n tro l  
system  c o e f f i c i e n t s  v a ry  s lo w ly  w ith  tim e .
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APPENDIX 
NUMERICAL EXAMPLES
EXAMPLE 1 (COMPLETE STATE FEEDBACK)
C onsider a  l i n e a r  t im e - in v a r ia n t  system  d e s c r ib e d  by
■ 0 1 o' o'
X  = 0 0 1 X + 0
—12 —16 —7 1
U (1)
The problem  i s  to  f in d  a  s t a t e  feed b ack  m a tr ix  K w here
1 1 Æ
U = Kx + V; th e  c lo se d  loop  system  has - 2 ,  - y  +  and as
i t s  p o le s .
S o lu tio n
S tep  1 . D efine  m a tr ic e s  A^ and A^
L et d e t ( S I  -  A^^) = (S + -^ + ^  i ) ( S  + y  -  y  i )2 2
= S + S + 1




L et d e t ( S I  -  A^g) (S + 2) ,
th en
d e t (S I  -  A^) d e t(S I  -  A^^) • d e t (S I  -
S^ + 38^ + 3S + 2






Now d e f in e  th e  m a tr ic e s  and A, a s  fo llo w s :c t
0 1 0  





f 0 1 0 1
-1 -1 0
0 0 - 2
(8)
S tep  2 . G en era te  th e  T m a tr ix .
The T m a tr ix  can be found a s
1 0  0
-1A A, c f
i l l  
2 2 2
0 - 2  0
(9)
The in v e r s e  o f T m a tr ix  i s
t“ ^ =




S tep  3. F ind  Wg.j fo r  j  = 1 , 2 , 3 .
* 2 '1  = * 2 .2  = * 2 .3  = (11)
S tep  4 . F ind f o r  j  = 1 , 2 , 3 .
= 1 0  Kg = 13 and = 4 (12)
S tep  5 . K = [10, 13, 4] i s  th e  d e s ir e d  s t a t e  feedback  m a tr ix .
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EXAMPLE 2 (INCOMPLETE STATE FEEDBACK) 
C onsider th e  fo llo w in g  system
X =
0 1 0  
0 0 1 






Assume th a t  th e  x^ s t a t e  i s  th e  o n ly  s t a t e  th a t  i s  a v a i la b l e  
fo r  feedback . The problem  i s  to  f in d  an  in co m p le te  s t a t e  feed b ack  
m a tr ix  K th a t  w i l l  o b se rv e  o n ly  th e  x^  s t a t e ,  and u se  t h i s  s in g le  s t a t e  
to  g iv e  th e  c lo se d  loop  system  a  p o le  a t  -1 .
S o lu tio n
S tep  1. D efine th e  m a tr ic e s  and A^.
L et d e t (S I  -  A^^) = (S + 1 ) ,  th e n  3̂  ̂ = 1.
L e t d e t (S I  -  A^g) = S + g^S + gg




S tep 2 . Solve 8^ , and a ^ .
By theorem  ( 2 .2 ) ,  th e  s u f f i c i e n t  c o n d itio n  fo r  in c o m p le te  s t a t e  
feed b ack  i s
a^ = and a^ =
q^ = 3 and q^ = 3 .where





0 0 0 
0 0 
00 3^ 1





( 1 8 )
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or




Hence, 6 = 6^ and 3 2 can be found a s
" 1  - 1 0 0 -1 r i ' " l "
Gl 1 1 0 3 2 (20)
_ ^ 2 _ 0 1 1 3 1
And a can  b e  found as
s f  -  *3 = C z iC ll '^ S  = [0 0 11 = 1 (21)
S tep  3 . G enerate th e  T m a tr ix
T =
3 3 1
0 1 0  
—1 —2 0
(22)
S tep  4 . Find
« 1 .1  = -2 (23)
S tep  5 . Find
k i =  1 (24)
S tep  6 . K = [k^, 0, 0] = [1 , 0 , 0] i s  th e  d e s ire d  s t a t e  feed b ack  m a tr ix .
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EXAMPLE 3 (INCOMPLETE STATE FEEDBACK)
C onsider a  l i n e a r  t im e - in v a r ia n t  system  re p re s e n te d  by
o r
X =
0 1 o'1 0 0 o'
0 0 l i 0 0 0 0 0
-4 -5 - 4 ‘1 0 0 1
-1 1 0 1 0 1 0 X + Ô "  Ô " Ô
-2 0 11 0 0 1 ' 1 0 0 0
-1 1 -1 -3 - 2  I 0 1 0
-1 1 ' 0
1
1 Ô "  Ô " Ô
- 2 0 1 -1 - 2 1 0 0.











0 ' x l  ' 
2
• • 
0  0  b ^
0 X + 0  b g  0
s
3
X b ^  0  0 U,
(25)
(26)
Assume th a t  th e  s t a t e s  t h a t  a re  a v a i la b le  f o r  feed b ack  a re  x^ and x^ 
s t a t e s .  The problem  i s  to  f in d  an in co m p le te  s t a t e  feedback  m a tr ix  K 
th a t  w i l l  o b se rv e  o n ly  two s t a t e s  x^ and x ^ , and u se  th e se  s t a t e s  to  
g iv e  the  c lo se d  loop  system  2 p o le s  a t  -2  and -3  r e s p e c t iv e ly .
S o lu tio n
T his problem  can  be t r e a te d  a s  to  p la c e  one p o le  a t  -2  of th e  
fo llo w in g  system
= A, - V s (27)
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by u s in g  s t a t e  feed b ack  from  s t a t e  o n ly , and  to  p la c e  an o th e r  p o le  
a t  -3  o f th e  fo llo w in g  system




by u s in g  s t a t e  feed b ack  from  s t a t e .
C onsider th e  ca se  o f p la c in g  one p o le  a t  -2  o f  th e  fo llo w in g
system





+ b l"3 (29)
Follow ing  th e  same p ro ced u re  a s  in  exam ple 2 , one can f in d  th e
-1
m a tr ix  such th a t
-2 0 0
\ i  = 0 0 1
0 -1 -2  .
and 0 1 0 '
"^fl = 0 0 1
.-2 -5 -4  .
T h e re fo re , ’ 5 4 1 '
T i = 0 1 0
-1 -2 0 .
and ’ 0 -2 -1  ■
0 1 0
. 1 6 5
L et ■ 0 0 0 '
0 0 0







The value of can be found by the same procedure as in
example 2.
C onsider th e  c a s e  o f  p la c in g  one p o le  a t  -3  o f  th e  
fo llo w in g  system
V i
The m a tr ix  T_ i s  found su ch  th a t  T_ = A w here
J j  c j  t3
/ •
r. 1 x_ 0 1 x_7 = 7






























S im i la r ly ,  k^y can  be  found as
‘‘17 ' 4 (42)
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EXAMPLE 4 (MODEL SIMPLIFICATION MD SUBOPTIMAL CONTROL)
C onsider a  l i n e a r  r e g u la to r  problem  g iven  by Kao [21] as
” 0 1 0 ■ o “
X  = 0 0 1 X + 0
-0 .5 —5.6 - 6 .1 _ 1  _
(44)
and a p erfo rm ance  index







and R = 1
The o b je c t  i s  to  f in d  a su b o p tim al c o n tro l  v i a  a  se c o n d -o rd e r  
s im p l i f ie d  m odel.
S o lu tio n
Method 1 (C hidam bara’s method)
L et th e  seco n d -o rd e r s im p l i f ie d  model be re p re s e n te d  by 
1
^  = Fx^ + GU a t
(47)
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w here x i s  assumed to  c o n ta in  f i r s t  two s t a t e  v a r ia b le s  o f  th e  system  
governed by eq . (4 4 ) . i . e .
x_
x M (48)
The e ig e n v a lu e s  o f system  m a tr ix  A in  eq . (44) a re  - 0 .1 ,  -1 , 

















T h e re fo re , th e  model m a tr ix  i s  g iv en  by
M =
1 1 1
- 0 .1 -1 -5
0 .01 1 25
“ l l ^12
^21 ^22
From eq. (4.22)
F -  A ll + Ai2**21**ll
-1
(52)
"0 1 o' "1









= -0 .0102U (t) (54)
From eq . (4123)
G = Bi -  [Â 2®*22
0
0.204
“  ^12^21^11 \ . 2 ] H 2 " ^ 2
(55)




- 0.1  - 1.1
+







Using th e  com puter program w r i t t e n  by M elsa and Jones [4 0 ], one
o b ta in s  th e  o p tim a l c o n t ro l  o f th e  above s im p l i f ie d  model a s
1U = -K X c
= -  [1 .82  2 .41]
r x ^ - ,
(58)
^1 =
Method 2 (The proposed  decom position  method)
The e ig e n v a lu e s  o f th e  system  m a tr ix  A in  eq . (44) a r e  known a s  
—0 .1 ,  ^2 ~ "1» 3nd = —5.
L et
d e t(S I  -  A^^) = (S -  \^ ) (S  -  I 2) 
= + I . I S  + 0 .1 (59)
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det(SI - = S + 5 (60)
(2 .1 8 )
- 0 1 0
\  = - 0 .1  - 1 .1  0
_ 0  0 -5
be found a s
” 0 1 0
T = —0 .1  —1 .1  0
_ 0  0 -5
" 1  0 0
= 0 .02  1 .22  0










- 5 .6  - 6 .1




" 1  0 0 
0 .02  1 .22  0 .2
“ 0 ■ 
0








From eq . ( 4 .3 2 ) ,  th e  s im p l if ie d  model e q u a tio n  i s






From eq. (4.41), the Vandermonde matrix is given by





- 0 .1 -1  -5
0 .01 1 25
"» 1 1
_*21
H1 2 " 
^22 _
-  1 





The e q u iv a le n t perform ance index  f o r  th e  s im p l i f ie d  m odel can 
be o b ta in e d  by u s in g  eq . (4 .5 7 ) as
Ql = [I  («21 ^1 1  ^12
I
—I T
^ 2 1  ^22
5 .1  1
1 14 (69)
The o p tim a l c o n t ro l  o f th e  p roposed  s im p l i f ie d  model f o r  th e  
same system  i s  found a s
U = -K^x^ = - [1 .8 1 2  2 .3 9 ]x ^  (70)
w h ile  th e  o p tim a l c o n t ro l  o f th e  o r ig i n a l  system  i s
U = -K^p^ X = - [ 1 .7 9  2 .08  0 .41 ] (71)
