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Abstract. Recent years have seen growing interest in conversational
agents, such as chatbots, which are a very good fit for automated cus-
tomer support because the domain in which they need to operate is
narrow. This interest was in part inspired by recent advances in neural
machine translation, esp. the rise of sequence-to-sequence (seq2seq) and
attention-based models such as the Transformer, which have been ap-
plied to various other tasks and have opened new research directions in
question answering, chatbots, and conversational systems. Still, in many
cases, it might be feasible and even preferable to use simple information
retrieval techniques. Thus, here we compare three different models: (i) a
retrieval model, (ii) a sequence-to-sequence model with attention, and
(iii) Transformer. Our experiments with the Twitter Customer Support
Dataset, which contains over two million posts from customer support
services of twenty major brands, show that the seq2seq model outper-
forms the other two in terms of semantics and word overlap.
Keywords: Customer Support · Conversational Agents · Chatbots ·
seq2seq · Transformer · IR
1 Introduction
The rapid proliferation of mobile and portable devices has enabled a number
of new products and services. Yet, it has also laid stress on customer support
as users now also expect 24x7 availability of information about their orders, or
answers to basic questions such as ‘Why is my Internet connection dead?’ and
‘What time is the next train from Sofia to Varna?’
Customer support has always been important to companies. Traditionally,
it was offered primarily over the phone, but recently a number of alterna-
tive communication channels have emerged such as e-mail, social networks, fo-
rums/message boards, live chat, self-serve knowledge base, etc. As a result, it
has become increasingly expensive for companies to maintain quality customer
support services over a growing number of channels. First, they must find peo-
ple that have both good language and communication skills. Second, each new
employee must go through several training sessions before being able to operate
in the target channel, which is inefficient and time-consuming. And finally, it is
difficult to have employees available for customer support 24x7.
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Chatbots are especially fit for the task as they are automatic: fully or partially.
Moreover, from a technological viewpoint, they are feasible as the domain they
need to operate in is narrow. As a result, chit-chat is reduced to a minimum, and
chatbots serve primarily as question-answering devices. Moreover, it is possible
to train them on real-world chat logs. Here, we experiment with such logs from
customer support on Twitter, and we compare two types of chatbots: (i) based
on information retrieval (IR), and (ii) on neural question answering. We further
explore semantic similarity measures since generic ones such as ROUGE [8],
BLEU [16] and METEOR [2], which come from machine translation or text
summarization, are not well suited for chatbots.
The remainder of this paper is organized as follows: Section 2 presents re-
lated work. Section 3 describes the dataset and the preprocessing, and offers
insights about the dialogs. Section 4 focuses on the models. Section 5 describes
the experiments, the results, and the evaluation measures. Section 6 discusses
the results. Finally, Section 7 concludes, and suggests directions for future work.
2 Related Word
Sequence-to-sequence (seq2seq) models were first introduced in 2014 in the con-
text of machine translation [27]. Since then, they have been successfully applied
in other domains such as text summarization, question-answering, conversational
agents, etc. One of the first examples of a basic seq2seq model for chatbots was
proposed in 2015 by Vinyals et al. [29], who experimented with two datasets:
IT helpdesk tickets and Open Subtitles. They further pointed out to the follow-
ing issues: lack of context modeling for multi-turn dialogs, lack of “personality”
for models trained on different sources, and need for human evaluation of the
generated responses.
Another source of training data have been community Question Answering
forums. In 2015, Lowe at el. [12] introduced the Ubuntu Dialog Corpus, and
experimented with plain RNN vs. LSTM-based neural models, in addition to
retrieval-based approaches. An extension of this study, including several new
encoder-decoder architectures, was published recently [13]. In another related
work, Boyanov et al. [3] explored the utility of neural models on data from
SemEval-2016 task 3 on Community Question Answering [15]. They compared
seq2seq models with retrieval-based ones, performing model selection using ques-
tion answering measures, and studied the ability of the chatbot to answer free-
form questions.
Twitter data is particularly suitable for fitting neural conversational models
because of the length restriction, which encourages people to write short, more
precise tweets. Thus, it was used in a number of studies. Serban et al. [23]
improved seq2seq models using a hierarchical structure. Sordoni et al. [25] worked
on modeling the context. Shang et al. [24] proposed a neural network response
generator for short-text conversation, which was trained with a large number
of one-round conversations from a micro-blogging service, and could generate
grammatically correct and content-wise appropriate responses.
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Some interesting approaches for building customer support chatbots were shown
in [4,18], as a combination of retrieval and neural models. Cui et al. [4] used
information from in-page product descriptions, as well as user-generated con-
tent from e-commerce web sites to improve online shopping experience. Their
approach incorporated four different components (fact database, FAQs, opinion-
oriented answers, and a neural-based chit-chat generator) into a meta-engine
that makes a choice between them. Qiu et al. [18] proposed an open-domain
chatbot engine that integrates results from IR and seq2seq models, and uses an
attentive seq2seq reranker to choose dynamically between their outputs.
3 Dataset
Overall, data and resources that could be used to train a customer support
chatbot are very scarce, as companies keep conversations locked on their own
closet, proprietary support systems. This is due to customer privacy concerns
and to companies not wanting to make public their know-how and the common
issues about their products and services. An extensive 2015 survey on available
dialog corpora by Serban et al. [22] found no good publicly available dataset for
real-world customer support.
Fig. 1. Number of user tweets with replies from customer support per company.
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Earlier this year, this situation has changed as a new open dataset, named Cus-
tomer Support on Twitter, was made available on Kaggle.3 It is a large corpus
of recent tweets and replies, which is designed to support innovation in natural
language understanding and conversational models, and to help study modern
customer support practices and impact. The dataset contains 3M tweets from 20
big companies such as Amazon, Apple, Uber, Delta, and Spotify, among others.
See Figure 1 for detail.
As customer support topics from different organizations are generally unre-
lated to each other, we focus only on tweets related to Apple support, which
represents the largest number of tweets in the corpus. We filtered all utterances
that redirect the user to another communication channel, e.g., direct messages,
which are not informative for the model and only bring noise. Moreover, since
answers evolve over time, we divided our dataset into a training and a testing
part, keeping earlier posts for training and the latest ones for testing. We further
excluded from the training set all conversations that are older then sixty days.
For evaluation, we used dialogs from the last five days in the dataset, to simu-
late a real-world scenario for customer support. We ended up with a dataset of
49,626 dialog tuples divided in 45,582 for training and 4,044 for testing.
Table 1 shows some statistics about our dataset. In the top of the table, we
can see that the average number of turns per dialog is under three, which means
that most of the dialogs finish after one answer from customer support. The
bottom of the table shows the distribution of words in the user questions vs. the
customer support answers. We can see that answers tend to be slightly longer,
which is natural as replies by customer support must be extensive and helpful.
Overall
# dialogs tuples 49,626
# words (in total) 26,140
Min # turns per dialog 2
Max # turns per dialog 106
Avg. # turns per dialog 2.6
Training set: # of dialogs 45,582
Testing set: # of dialogs 4,044
Questions Answers
Avg. # words 21.31 25.88
Min # words 1.00 3.00
1st quantile 13.00 20.00
Mode 20.00 23.00
3rd quantile 27.00 29.00
Max # words 136.00 70.00
Table 1. Statistics about our dataset.
3 https://www.kaggle.com/thoughtvector/customer-support-on-twitter
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4 Method
4.1 Preprocessing
Since Twitter has its own specifics of writing in terms of both length4 and style,
standard text tokenization is generally not suitable for tweets. Therefore, we
used a specialized Twitter tokenizer [14] to preprocess the data. Then, we fur-
ther cleaned the data by replacing the shorthand entries, e.g., ’ll, ’d, ’re, ’ve,
with the most likely literary form, e.g., will, would, are, have. We also replaced
slang words, e.g., ’bout and ’til, with the standard words, e.g., about and until.
Similarly, we replaced URLs with the special word <url>, all user mentions with
<user>, and all hashtags with<hashtag>.
Moreover, we tried to mitigate the effect of missing context in long conversa-
tions by concatenating all previous turns to the current question. Finally, since
seq2seq models cannot be trained efficiently with a large vocabulary, we chose
the top N words when building the model (see Section 5 for detail), and we
replaced the instances of the remaining words with a special symbol <unk>.5
4.2 Information Retrieval
The Information Retrieval (IR) approach can be defined as follows: given a user
question q′ and a list of pairs of previously asked questions and their answers
(Q,A) = {(qj , aj)|j = 1, . . . , n}, find the most similar question qi in the training
dataset that a user has previously asked and return the answer ai that customer
support has given to qi. The similarity between q′ and qi can be calculated in
various ways, but most commonly this is done using the cosine between the
corresponding TF.IDF-weighted vectors.
a′ = argmax
(qj ,aj)
sim(q′, qj) (1)
4.3 Sequence-to-Sequence
Our encoder uses Ðř bidirectional recurrent neural network (RNN) based on long
short-term memory (LSTM) [6]. It encodes the input sequence x = (x1, . . . , xn)
and calculates a forward sequence of hidden states (
−→
h1, . . . ,
−→
hm) and also a back-
ward sequence (
←−
h1, . . . ,
←−
hm). The decoder is a unidirectional LSTM-based RNN,
and it predicts the output sequence y = (y1, . . . , yn). Each yi is predicted using
the recurrent state si, the previous predicted word yi−1, and a context vector ci.
The latter is computed using an attention mechanism as a weighted sum over
the encoder’s output (
−→
hj ,
←−
hj), as proposed by Bahdanau et. al [1].
4 By design, tweets have been strictly limited to 140 characters; this constrain has
been relaxed to 280 characters in 2017.
5 In future work, we plan to try byte-pair encoding instead [21].
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4.4 Transformer
The Transformer model was proposed in 2017 by Vaswani et al. [28], and it has
shown very strong performance for machine translation, e.g., it achieved state-
of-the-art results on WMT2014 data for English-German and English-French
translation. Similarly to the seqseq model, the Transformer has an encoder and
a decoder. The encoder is a stack of identical layers, based on multi-head self-
attention and a simple position-wise fully connected network. The decoder is
similar, but in addition to the two sub-layers in the encoder, it introduces a
third sub-layer, which performs multi-head attention over the encoders’ stack
outputs. The main advantage of the Transformer model is that it can be trained
significantly faster, as compared to recurrent or convolutional networks.
5 Experiments
We performed three experiments using the models described in Section 4. Below,
each model is abbreviated by its architecture name from 5.2.
IR is based on ElasticSearch6 (ES), as it provides out-of-the-box implemen-
tation of all the components we need. We fed the pre-processed training data
into an index with English analyzer enabled, whitespace- and punctuation-based
tokenization, and word 3-grams. For retrieval, we used the default BM25 algo-
rithm [19], which is an improved version of TF.IDF. For all training questions
and for all testing queries, we appended the previous turns in the dialog as
context. Given a user question from the testing set, we returned the customer
support answer for the top-ranked result from ES.
Seq2Seq contains one bi-directional LSTM layer with 512 hidden units per
direction (a total of 1,024). The decoder has two unidirectional layers connected
directly to the bidirectional one in the encoder. The network takes as input
words encoded as 200-dimensional embeddings. It is a combination of pre-trained
GloVe [17] vectors learned from 27B Twitter posts7 for the known words, and
a positional embedding layer, learned as model parameters, for the unknown
words. The embedding layers for the encoder and for the decoder are not shared,
and are learned separately. This separation is due to the fact that the words used
in utterances by customers are very different compared to posts by the support.
In our experiments, we used the top 8,192 words sorted by frequency for both
the embedding and the output. Based on the statistics presented in Section 3,
we chose to use 60 words (time-steps) for both the encoder and the decoder.
We avoid overfitting by applying dropout [26] with keep probability of 0.8 after
each recurrent layer. For the optimizer, we used Adam [7] with a base value of
1× 10−3 and an exponential decay of 0.99 per epoch.
Transformer is based on two identical layers for the encoder and for the
decoder, with four heads for the self-attention. The dimensionality of the input
and of the output is dmodel = 256, and the inner dimensionality is dinner = 512.
6 https://www.elastic.co/products/elasticsearch
7 https://nlp.stanford.edu/projects/glove/
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The input consists of queries with keys of dimension dk = 64 and values of
dimension dv = 64. The input and the output embedding are learned separately
with sinusoidal positional encoding. The dropout is set to 0.9 keep probability.
For the optimization, we use Adam with varying learning rate based on eq. (2).
The hyper-parameter choice was guided by the experiments described by the
authors in the original Transformer paper [28].
lrate = d−0.5model ·min (step_num−0.5, step_num · warmup_steps−1.5) (2)
5.1 Evaluation Measures
How to evaluate a chatbot is an open research question. As the problem is
related to machine translation (MT) and text summarization (TS), which are
nowadays also addressed using seq2seq models, researchers have been using MT
and TS evaluation measures such as BLEU [16], ROUGE [8], and METEOR [2],
which focus primarily on word overlap and measure the similarity between the
chatbot’s response and the gold customer support answer to the user question.
However, it has been argued [10,11] that such word-overlapping measures are not
very suitable for evaluating chatbots. Thus, we adopt three additional measures,
which are more semantic in nature.8
The embedding average constructs a vector for a piece of text by taking the
average of the word embeddings of its constituent words. Then, the vectors for
the chatbot response and for the gold human one are compared using cosine
similarity.
The greedy matching was introduced in the context of intelligent tutoring
systems [20]. It matches each word in the chatbot output to the most similar
word in the gold human response, where the similarity is measured as the cosine
between the corresponding word embeddings, multiplied by a weighting term,
which we set to 1, as shown in equation (3). Since this measure is asymmetric,
we calculate it a second time, with arguments swapped, and then we take the
average as shown in equation 4.
greedy(u1, u2) =
∑
v∈u1 weight(v) ∗maxw∈u2 cos(v, w)∑
v∈u1 weight(v)
(3)
simGreedy(u1, u2) =
greedy(u1, u2) + greedy(u2, u1)
2
(4)
The vector extrema was proposed by Forgues et al. [5] for dialogue systems.
Instead of averaging the word embeddings of the words in a piece of text, it takes
the coordinate-wise maximum (or minimum), as shown in equation(5). Finally,
the resulting vectors for the chatbot output and for the gold human one are
compared using cosine.
extrema(ui) =
{
maxui, if maxui ≥ |minui|
minui, otherwise
(5)
8 Note that we do not use measures trained on the same data as advised by [10].
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5.2 Results
Table 2 shows the results for the three models we compare (IR, seq2seq, and
Transformer) when using word overlap measures such as BLEU@2, which uses
unigrams and bigrams only, and ROUGE-L [9], which uses Longest Common
Subsequence (LCS).
Word Overlap Measures
BLEU@2 ROUGE-L
IR - BM25 13.73 22.35
Seq2Seq 15.10 26.60
Transformer 12.43 25.33
Table 2. Results based on word-overlap measures.
Table 3 shows the results for the same three systems, but using the above-
described semantic evaluation measures, namely Embedding Average (with co-
sine similarity), Greedy Matching, and Vector Extrema (with cosine similarity).
For all three measures, we used Google’s pre-trained word2vec embeddings be-
cause they are not learned during training, which helps avoid bias, as has been
suggested in [10,11].
Semantic Evaluation Measures
Embedding Average Greedy Matching Vector Extrema
IR - BM25 76.53 29.72 37.99
Seq2Seq 77.11 30.81 40.23
Transformer 75.35 30.08 39.40
Table 3. Results based on semantic measures.
6 Discussion
The evaluation results show that Seq2Seq performed best with respect to all
five evaluation measures. For the group of semantic measures, it outperformed
the other systems in terms of Embedding Average by +0.58, in terms of Greedy
Matching by +0.73, and in terms of Vector Extrema by +0.83 (points absolute).
Moreover, SeqSeq was also clearly the best model in terms of word-overlap eval-
uation measures, scoring 15.10 on BLEU@2 (+1.37 ahead of the second), and
26.60 on ROUGE-L (+1.27 compared to the second best system).
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The Transformer model was ranked second by three of the evaluation measures:
Greedy Matching, Vector Extrema, and ROUGE-L. This was unexpected given
the state-of-the-art results it achieved for neural machine translation. Higher
Greedy Matching and Vector Extrema scores show that the Transformer was
able to capture the semantics of the gold answer. Moreover, lower Embedding
Average and BLEU@2 scores suggest that it chose different vocabulary or used
different word order. This is confirmed by lower ROUGE-L, which is based on
longest common subsequence.
Finally, the retrieval (IR) model achieved the second-best results in terms of
BLEU@2 and Embedding Average, but it was the worst according to the other
three evaluation measures. This shows the superiority of the generative neural
models over simple retrieval.
Table 4 shows some example responses generated by the three models. In the
first example (1), the IR model is off and retrieves an answer that addresses a
different customer problem. The Seq2Seq model is on the right track, because
it asks the user about his device. The Transformer suggests a similar utterance,
but it makes an assumption about the phone’s operating system, which was not
stated in the user’s question. In the second example (2), all models propose very
different ways of action to the user, compared to the original answer, and they
all seem plausible in this context; yet, the Transformer is a bit off. The next
example (3) illustrates the ability of the three models to distinguish between
different languages, and point the user in the right direction. The last example
(4) is a typical example when neural models fail. The particular question–answer
tuple is hard to answer as there are very few similar examples in the training data.
Thus, what the neural models generate ends up being off-topic. In contrast, the
retrieval approach was able to overcome this and to propose a very good answer.
7 Conclusion and Future Work
We have presented a study on automating customer support on Twitter using two
types of models: (i) retrieval-based (IR with BM25), and (ii) based on generative
neural networks (seq2seq with attention and Transformer). We evaluated these
models without the need of human judgments, using evaluation measures based
on (i) word-overlap (BLEU@2 and ROUGE-L), and (ii) semantics (Embedding
Average, Greedy Matching, and Vector Extrema). Our experiments have shown
that generative neural models outperform retrieval-based ones, but they struggle
when very few examples for a particular topic are present in the training data.
In future work, we plan to combine the three approaches into an ensemble.
Another interesting direction that we would like to explore is handling questions
whose correct answers evolve over time, e.g., due to service updates or to new
products being released.
Acknowledgments. This work was supported by the EC under grant no.
763566 and by the Bulgarian National Scientific Fund as project no. DN 12/9,
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Question & Answer Response
(1) my phones speaker just broke
down on me thanks <user> do
better
<user> we are here to help. which
iphone and ios version are you us-
ing? are you having a sound quality
issue or is there no sound at all?
IR: <user> we can help with your
device . do you notice the slowness
when performing a particular activ-
ity ?
Seq2Seq: <user> that is not the
experience we want you to have .
which iphone model do you own ?
Transformer: <user> thanks for
reaching out to us . we are always
happy to help . can you tell us which
version of ios 11 you are using ?
(2) i am trying to type it not
fuckin i.t, your product is absolute
garbage. figure it out. <user>
<user>
<user> lets take a closer look at
this to get your device working
right. which model do you have and
that is the exact os version number
installed?
have you tried any steps so far and
when did this start happening?
IR: <user> thank you for reaching
out . we want to help . to start , lets
go to settings > general > about
and see which version of ios your
iphone is on please .
Seq2Seq: <user> we would be
happy to look into that is going on
. can you tell us more?
Transformer: <user> heres what
you can do to work around the issue
until it is fixed in a future software
update : <url>
(3) capaz que si actualizo ios me
teléfono se convierta en ladrillo
:(....ya no confío en sus productos
<user>
<user> we offer support via twitter
in english. get help in spanish here:
<url> or join <url>
All models: <user> we offer sup-
port via twitter in english get help
in spanish here <url> or join <url>
(4) <user> excuse me , i am got
a refund confirmation email but
nothing happened . do i have to do
anythings ? → <user> thanks for
reaching out to us about your re-
fund ! to clarify , was this a refund
for a purchase in the itunes store
? or was this a product purchase
? <user> thanks for reply . i am
purchased music in itunes store .
<user> thanks. our itunes store
support team would have the best
information for you on that. you
can contact them here: <url>
IR:<user> alright . our itunes sup-
port team will be able to look at
this with you . please reach out to
them here : <url>
Seq2Seq: <user> we are investi-
gating and will update our system
status page as more info becomes
available <url>
Transformer: <user> thanks for
reaching out . we would recommend
leaving that request on our feed-
back page : <url>
Table 4. Chatbot responses. The first column shows the original question and the gold
customer support answer, while the second column shows responses by our models.
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