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Abstract
In the mid 80s, Lichtenstein, Pnueli, and Zuck proved a clas-
sical theorem stating that every formula of Past LTL (the
extension of LTL with past operators) is equivalent to a for-
mula of the form
∧n
i=1GFφi∨FGψi , whereφi andψi contain
only past operators. Some years later, Chang, Manna, and
Pnueli built on this result to derive a similar normal form for
LTL. Both normalisation procedures have a non-elementary
worst-case blow-up, and follow an involved path from for-
mulas to counter-free automata to star-free regular expres-
sions and back to formulas. We improve on both points. We
present a direct and purely syntactic normalisation proce-
dure for LTL yielding a normal form, comparable to the one
by Chang, Manna, and Pnueli, that has only a single expo-
nential blow-up. As an application, we derive a simple al-
gorithm to translate LTL into deterministic Rabin automata.
The algorithm normalises the formula, translates it into a
special very weak alternating automaton, and applies a sim-
ple determinisation procedure, valid only for these special
automata.
CCS Concepts: • Theory of computation→Modal and
temporal logics; Automata over infinite objects.
Keywords: Linear Temporal Logic, Normal Form, Weak Al-
ternating Automata, Deterministic Automata
1 Introduction
In seminal work carried out in the middle 80s, Lichtenstein,
Pnueli, and Zuck investigated Past Linear Temporal Logic
(Past LTL), a temporal logic with future and past operators.
They proved the classical result stating that every formula
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is equivalent to another one of the form
n∧
i=1
GFφi ∨ FGψi (1)
where φi andψi only contain past operators [8, 24]. Shortly
after, Manna and Pnueli introduced the safety-progress hi-
erarchy, containing six classes of properties (Figure 1a), and
presented a logical characterisation of each class in terms of
syntactic fragments of Past LTL [11, 12]. The class of reac-
tivity properties, placed at the top of the hierarchy, contains
all Past LTL properties, and its syntactic characterisation,
given by (1), is the class of reactivity formulas.
In the early 90s, LTL (which only has future operators,
but is known to be as expressive as Past LTL), became the
logic of choice for most model-checking applications. At
that time Chang,Manna, and Pnueli showed that the classes
of the safety-progress hierarchy also admit syntactic charac-
terisations in terms of LTL fragments [3]. In particular, they
proved that every LTL formula is equivalent to another one
in which every path of the syntax tree alternates at most
once between the “least-fixed-point” operatorsU andM and
the “greatest-fixed-point” operators W and R. In the nota-
tion introduced in [2], which mimics the definition of the
Σi , Πi , and ∆i classes of the arithmetical and polynomial hi-
erarchies, they proved that every LTL formula is equivalent
to a ∆2-formula.
While these normal forms have had large conceptual im-
pact in model checking, automatic synthesis, and deductive
verification (see e.g. [17] for a recent survey), the normalisa-
tion procedures proving that they are indeed normal forms
have had none. In particular, contrary to the case of proposi-
tional or first-order logic, they have not been implemented
in tools. The reason is that they are not direct, have high
complexity, and their correctness proofs are involved. Let
us elaborate on this. In [24], Zuck gives a detailed descrip-
tion of the normalisation procedure of [8]. First, Zuck trans-
lates the initial Past LTL formula into a counter-free semi-
automaton, then applies the Krohn-Rhodes decomposition
and other results to translate the automaton into a star-free
regular expression, and finally translates this expression into
a reactivity formula with a non-elementary blow-up. In [11,
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12] the procedure is not even presented, the reader is re-
ferred to [24] and/or to previous results1 . The normalisation
procedure of [3] for LTL calls the translation procedure of
[8, 24] for Past LTL as a subroutine, and so it is not any
simpler2. Finally, while Maler and Pnueli present in [10] an
improved translation of star-free regular languages to Past
LTL, their work still leads to a triple exponential normalisa-
tion procedure for Past LTL. Further, it is not clear to us if
this translation can also be used to obtain ∆2-formulas.
In this paper we present a novel normalisation procedure
that translates any LTL formula into an equivalent∆2-formula.
Our procedure is:
• Direct. It does not require any detour through automa-
ta or regular expressions.
• Syntax-guided. It consists of a few syntactic rewrite
rules—not unlike the rules for putting a boolean for-
mula in conjunctive or disjunctive normal form—that
can be described in less than a page.
• Single exponential. The length of the ∆2-formula is at
most exponential in the length of the original formula,
a dramatic improvement on the previous non-elemen-
tary and triple exponential bounds.
The correctness proof of the procedure consists of a few
lemmas, all of them with routine proofs by structural induc-
tion. It is presented in Sections 4 to 6, modulo the omission
of some straightforward induction cases. To make this pa-
per self-contained, the proofs of three lemmas taken from
[5, 21] are reproduced in Appendix A. We have mechanised
the complete correctness proof in Isabelle/HOL [15], build-
ing upon previous work [1, 19, 20]. The formalised proof
consists of roughly 1000 lines, from which one can extract a
formally verified normalisation procedure consisting of ca.
200 lines of Standard ML code, excluding standard defini-
tions added by the code-generation. Both the formalisation
and instructions for extracting code are located in [22].
In the second part of the paper (Sections 7 and 8) we use
the new normalisation procedure to derive a simple transla-
tion of LTL into deterministic Rabin automata (DRW). First,
we show that every formula of ∆2 can be translated into a
very weak alternating Büchi automaton (A1W) in which ev-
ery path has at most one alternation between accepting and
non-accepting states. Further, we provide a simple determin-
isation procedure for these automata, based on a breakpoint
construction. The LTL-to-DRW translation normalises the
formula, transforms it into an A1W with at most one alter-
nation, and determinises this intermediate automaton.
Due to space constraints we do not provide an overview
of LTL-to-DRW translations and refer the reader to [21, Ch.
1Including papers by Burgess, McNaughton and Pappet, Choueka, Thomas,
and Gabby, Pnueli, Shela, and Stavi.
2Further, [3] only contains a short sketch of the translation of reactivity
formulas into ∆2-formulas.
1]. Furthermore, we only provide a preliminary experimen-
tal evaluation of the proposed translations and leave a de-
tailed analysis as future work.
2 Preliminaries
Let Σ be a finite alphabet. A word w over Σ is an infinite se-
quence of letters a0a1a2 . . . with ai ∈ Σ for all i ≥ 0, and a
language is a set of words. A finite word is a finite sequence
of letters. As usual, the set of all words (finite words) is de-
noted Σω (Σ∗). We letw[i] (starting at i = 0) denote the i-th
letter of a wordw . The finite infixw[i]w[i + 1] . . .w[j − 1] is
abbreviated with wi j and the infinite suffix w[i]w[i + 1] . . .
with wi . We denote the infinite repetition of a finite word
σ1 . . . σn by (σ1 . . . σn)ω = σ1 . . . σnσ1 . . . σnσ1 . . . .
Definition 1 (LTL syntax). LTL formulas over a set Ap of
atomic propositions are constructed by the following syntax:
φ F tt | ff | a | ¬a | φ ∧ φ | φ ∨ φ
| Xφ | φUφ | φWφ | φRφ | φMφ
where a ∈ Ap is an atomic proposition and X, U, W, R, and
M are the next, (strong) until, weak until, (weak) release, and
strong release operators, respectively.
The inclusion of both the strong and weak until opera-
tors as well as the negation normal form are essential to our
approach. The operators R and M, however, are added to
ensure that every formula of length n in the standard syn-
tax, with negation but only the until operator, is equivalent
to a formula of length O(n) in our syntax. They could be
removed, if we accept an exponential blow-up incurred by
expressing R withW. The semantics is defined as usual:
Definition 2 (LTL semantics). Let w be a word over the al-
phabet 2Ap and let φ be a formula. The satisfaction relation
w |= φ is inductively defined as follows:
w |= tt
w 6 |= ff
w |= a iff a ∈ w[0]
w |= ¬a iff a < w[0]
w |= φ ∧ψ iff w |= φ and w |= ψ
w |= φ ∨ψ iff w |= φ orw |= ψ
w |= Xφ iff w1 |= φ
w |= φUψ iff ∃k .wk |= ψ and ∀j < k .w j |= φ
w |= φMψ iff ∃k .wk |= φ and ∀j ≤ k .w j |= ψ
w |= φRψ iff ∀k .wk |= ψ or w |= φMψ
w |= φWψ iff ∀k .wk |= φ or w |= φUψ
We let L(φ) ≔ {w ∈ (2Ap)ω : w |= φ} denote the language
of φ. We overload the definition of |= and write φ |= ψ as a
shorthand for L(φ) ⊆ L(ψ ).
We use the standard abbreviations Fφ ≔ tt Uφ (eventu-
ally) and Gφ ≔ ff Rφ (always). Finally, we introduce the
notion of equivalence of formulas, and equivalence within
a language.
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Definition 3. Two formulas φ andψ are equivalent, denoted
φ ≡ ψ , if L(φ) = L(ψ ). Given a language L ⊆ (2Ap)ω , two
formulas φ and ψ are equivalent within L, denoted φ ≡L ψ ,
if L(φ) ∩ L = L(ψ ) ∩ L.
3 The Safety-Progress Hierarchy
We recall the hierarchy of temporal properties studied by
Manna and Pnueli [11] following the formulation of Černá
and Pelánek [2]. In the ensuing sections we describe struc-
tures that have a direct correspondence to this hierarchy
and in this sense the hierarchy provides a map to navigate
the results of this paper.
Definition 4 ([2, 11]). Let P ⊆ Σω be a property over Σ.
• P is a safety property if there exists a language of fi-
nite words L ⊆ Σ∗ such that for every w ∈ P all finite
prefixes ofw belong to L.
• P is a guarantee property if there exists a language of
finite words L ⊆ Σ∗ such that for every w ∈ P there
exists a finite prefix ofw which belongs to L.
• P is an obligation property if it can be expressed as a
positive boolean combination of safety and guarantee
properties.
• P is a recurrence property if there exists a language of
finite words L ⊆ Σ∗ such that for everyw ∈ P infinitely
many prefixes ofw belong to L.
• P is a persistence property if there exists a language of
finite words L ⊆ Σ∗ such that for every w ∈ P all but
finitely many prefixes ofw belong to L.
• P is a reactivity property if P can be expressed as a pos-
itive boolean combination of recurrence and persistence
properties.
The inclusions between these classes are shown in Fig-
ure 1a. Chang, Manna, and Pnueli give in [3] a syntactic
characterisation of the classes of the safety-progress hierar-
chy in terms of fragments of LTL. The following is a corol-
lary of the proof of [3, Thm. 8]:
Definition 5 (Adapted from [2]). We define the following
classes of LTL formulas:
• The class Σ0 = Π0 = ∆0 is the least set containing all
atomic propositions and their negations, and is closed
under the application of conjunction and disjunction.
• The class Σi+1 is the least set containing Πi and is closed
under the application of conjunction, disjunction, and
the X, U, and M operators.
• The class Πi+1 is the least set containing Σi and is closed
under the application of conjunction, disjunction, and
the X, R, andW operators.
• The class ∆i+1 is the least set containing Σi+1 and Πi+1
and is closed under the application of conjunction and
disjunction.
reactivity
recurrencepersistence
obligation
safetyguarantee
⊃⊂
⊂⊃
⊃⊂
(a) Safety-progress hierarchy [11]
∆2
Π2Σ2
∆1
Π1Σ1
(b) Syntactic-future hierarchy
Figure 1. Both hierarchies, side-by-side, indicating the cor-
respondence of Theorem 6
Theorem 6 (Adapted from [2]). A property that is specifi-
able in LTL is a guarantee (safety, obligation, persistence, re-
currence, reactivity, respectively) property if and only if it is
specifiable by a formula from the class Σ1, (Π1, ∆1, Σ2, Π2, ∆2,
respectively).
4 Overview of the Normalisation Result
Fix an LTL formula φ over a set of atomic propositions Ap.
Our new normal form is based on two notions:
• A partition of the universe U ≔ (2Ap)ω of all words
into equivalence classes of words that, loosely speak-
ing, exhibit the same “limit-behaviour” with respect
to φ.
• The notion of stable word with respect to φ.
A partition ofU. Let µ(φ) and ν (φ) be the sets contain-
ing the subformulas ofφ of the formψ1opψ2 for op ∈ {U,M}
and op ∈ {W,R}, respectively. Given a wordw , define:
GF
φ
w ≔ {ψ : ψ ∈ µ(φ) ∧w |= GFψ }
FG
φ
w ≔ {ψ : ψ ∈ ν (φ) ∧w |= FGψ }
(To simplify the notation, when φ is clear from the context
we simply write GFw and FGw .) Two words w,v have the
same limit-behaviour w.r.t. φ if GFw = GFv and FGw =
FGv . Having the same limit-behaviour is an equivalence re-
lation, which induces the partition P = {PM,N ⊆ U : M ⊆
µ(φ),N ⊆ ν (φ)} given by:
PM,N ≔ {w ∈ U : M = GFw ∧ N = FGw } (2)
Example 7. Let φ = Ga ∨ bUc . We have µ(φ) = {bUc} and
ν (φ) = {Ga}. The partition P has four equivalence classes:
• P∅, ∅ contains all words such thatbUc holds only finitely
often and Ga fails infinitely often (which in this case
implies that Ga never holds), e.g. {b}ω or {c}{b}ω .
• P∅, {Ga } contains all words such that bUc holds finitely
often and Ga fails finitely often, e.g. {a}ω or {c}{a}ω .
• P{bUc }, ∅ contains all words such that bUc holds infin-
itely often and Ga fails infinitely often, e.g. ({a}{c})ω
or {a}{c}ω .
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{c}{b}ω {b}ω ({a}{c})ω {a}{c}ω
{c}{a}ω {a}ω ({a,c}{a})ω {b}{a,c}ω
P∅, ∅
P∅, {Ga }
P{bUc }, ∅
P{bUc }, {Ga }
Figure 2. Partition of (2{a,b,c })ω according toφ = Ga∨bUc .
• P{bUc }, {Ga } contains all words such that bUc holds in-
finitely often and Ga fails finitely often, e.g. {b}{a, c}ω
or ({a, c}{a})ω .
The partition is graphically shown in Figure 2. The equiva-
lence classes are shown in blue, red, yellow, and green (ignore
the inner part in darker colour for the moment).
Stable words. A word w is stable with respect to φ if ev-
ery formula of µ(φ) holds either never or infinitely often
along w (i.e., either none or infinitely many of its suffixes
satisfy the formula), and every formula of ν (φ) fails never or
infinitely often along w . In particular, for a stable word no
formula of µ(φ) can hold a finite, nonzero number of times
before it fails forever, and no formula of ν (φ) can fail a finite,
nonzero number of times before it holds forever. It follows
immediately from this definition that not every word is sta-
ble, but every word eventually stabilises, meaning that all
but finitely many of its suffixes are stable. Let Sφ denote
the set of stable words with respect to φ. Defining
F
φ
w ≔ {ψ : ψ ∈ µ(φ) ∧w |= Fψ }
G
φ
w ≔ {ψ : ψ ∈ ν (φ) ∧w |= Gψ }
we easily obtain:
Sφ ≔ {w ∈ U : F
φ
w = GF
φ
w ∧ G
φ
w = FG
φ
w } (3)
Example 8. Letφ = Ga∨bUc . The words {c}n{a}ω forn ≥ 1
are not stable w.r.t. φ, because bUc holds exactly n times along
the word. However, the suffix {a}ω is stable. Figure 2 repre-
sents the stable words of each element PM,N of the partition
in darker colour, and gives examples of stable words for each
class.
The starting point of this paper is the observation that
some results of [5, 21] allow us to easily derive a normal
form for LTL, albeit only when LTL is interpreted on stable
words. More precisely, in Section 5 we show that for every
M ⊆ µ(φ) and N ⊆ ν (φ) there exist formulas φ[M]Π1 ∈ Π1
and φ[N ]Σ1 ∈ Σ1 such that:
φ≡Sφ
∨
M⊆µ (φ)
N ⊆ν (φ)
©­«φ[M]Π1 ∧
∧
ψ ∈M
GF(ψ [N ]Σ1 ) ∧
∧
ψ ∈N
FG(ψ [M]Π1 )
ª®¬ (4)
Further, φ[M]Π1 and φ[N ]
Σ
1 are obtained from φ, M , and N
by means of a simple, linear-time syntactic substitution pro-
cedure. Observe that the right-hand side is a formula of ∆2,
and that we write ≡Sφ , i.e., the equivalence is only valid
within the universe of stable words. In this paper we lift this
restriction. In Section 6 we define a formula φ[M]Σ2 ∈ Σ2 by
means of another linear-time, syntactic substitution proce-
dure, such that:
φ ≡
∨
M⊆µ (φ)
N ⊆ν (φ)
©­«φ[M]Σ2 ∧
∧
ψ ∈M
GF(ψ [N ]Σ1 ) ∧
∧
ψ ∈N
FG(ψ [M]Π1 )
ª®¬ (5)
Example 9. For φ = F(a ∧ G(b ∨ Fc)) ∈ Σ3, the still-to-be-
defined normal form (4) will yield:
φ ≡Sφ (GFa ∧ FGb) ∨ (GFa ∧GFc)
Indeed, since φ ∈ µ(φ), every stable word satisfying φ must
satisfy it infinitely often, and so equivalence for stable words
holds, although the formulas are not equivalent. For Equation
(5) we will obtain:
φ ≡ F(a ∧ ((b ∨ Fc) U Gb)) ∨ (Fa ∧ GFc)
Observe that the right-hand-side belongs to ∆2.
5 The Formulas φ[M]Π1 and φ[N ]
Σ
1
We recall the definitions of the formulas φ[M]Π1 and φ[N ]
Σ
1 ,
introduced in [5, 21] with a slightly different notation.
The formula φ[M]Π1 . Define PM ≔
⋃
N ⊆ν (φ) PM,N . Ob-
serve that PM is the language of the words w such that
M = GFw . The formula φ[M]Π1 is defined with the goal of
satisfying the following identity:
φ ≡Sφ∩PM φ[M]Π1 (6)
Intuitively, the identity states that within the universe of
the stable words of PM , the formula φ can be replaced by
the simpler formula φ[M]Π1 .
All insights required to define φ[M]Π1 are illustrated by
the following examples, where we assume that w ∈ Sφ ∩
PM :
• φ = Fa ∧Gb andM = {Fa}. SinceM = GFw , we have
Fa ∈ GFw , which implies w |= GFa. So w |= Fa ∧ Gb
iff w |= Gb, and so we can set φ[M]Π1 ≔ tt ∧ Gb, i.e.,
we can define φ[M]Π1 as the result of substituting tt
for Fa in φ. The yet-to-be-defined substitution in-fact
replaces the abbreviation Fa = ttUa by ttWa ≡ tt.
• φ = Fa ∧ Gb and M = ∅. Since M = Fw , we have
Fa < Fw , and sow 6 |= Fa. In other words,w |= Fa∧Gb
iff w |= ff , and so we can set φ[M]Π1 ≔ ff ∧ Gb.
• φ = G(bUc) and M = {bUc}. Since M = GFw , we
have bUc ∈ GFw , and so w |= GF(bUc). This does
not imply wi |= bUc for all suffixes of w , but it im-
plies that c will hold infinitely often in the future. So
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w |= G(bUc) iff w |= G(bWc), and so we can define
φ[M]Π1 ≔ G(bWc).
Definition 10 ([5, 21]). Let M ⊆ µ(φ) be a set of formulas.
The formula φ[M]Π1 is inductively defined as follows:
(φUψ )[M]Π1 ≔
{
φ[M]Π1 W ψ [M]
Π
1 if φUψ ∈ M
ff otherwise.
(φMψ )[M]Π1 ≔
{
φ[M]Π1 R ψ [M]
Π
1 if φMψ ∈ M
ff otherwise.
All other cases are defined homomorphically, e.g., a[M]Π1 ≔ a
for every a ∈ Ap, (Xφ)[M]Π1 ≔ X(φ[M]
Π
1 ), and (φWψ )[M]
Π
1
≔ (φ[M]Π1 )W (ψ [M]
Π
1 ).
The following lemma, proved in [5, 21], shows thatφ[M]Π1
indeed satisfies Equation (6). Since the notation of [5, 21] is
slightly different, we include proofs with the new notation
for the cited results in Appendix A for convenience.
Lemma 11 ([5, 21]). Letw be a word, and letM ⊆ µ(φ) be a
set of formulas.
1. If F
φ
w ⊆ M andw |= φ, thenw |= φ[M]
Π
1 .
2. IfM ⊆ GF
φ
w and w |= φ[M]
Π
1 , thenw |= φ.
3. φ ≡Sφ∩PM φ[M]Π1
Observe that the first two statements do not assume that
w is stable. This is an aspect we will later make use of for
the definition of the normalisation procedure.
The formula φ[N ]Σ1 . Let PN ≔
⋃
M⊆µ (φ) PM,N . The for-
mula φ[N ]Σ1 is designed to satisfy
φ ≡Sφ∩PN φ[N ]Σ1 (7)
and its definition is completely dual to that of φ[M]Π1 .
Definition 12 ([5, 21]). Let N ⊆ ν (φ) be a set of formulas.
The formula φ[N ]Σ1 is inductively defined as follows:
(φRψ )[N ]Σ1 =
{
tt if φRψ ∈ N
φ[N ]Σ1 M ψ [N ]
Σ
1 otherwise.
(φWψ )[N ]Σ1 =
{
tt if φWψ ∈ N
φ[N ]Σ1 U ψ [N ]
Σ
1 otherwise.
All other cases are defined homomorphically.
The dual of Lemma 11 also holds:
Lemma 13 ([5, 21]). Letw be a word, and let N ⊆ ν (φ) be a
set of formulas.
1. If FG
φ
w ⊆ N and w |= φ, thenw |= φ[N ]
Σ
1 .
2. If N ⊆ G
φ
w and w |= φ[N ]
Σ
1 , then w |= φ.
3. φ ≡Sφ∩PN φ[N ]Σ1
A normal form for stable words. We use the following
result from [5, 21] to characterise the stable words of a par-
tition PM,N that satisfy φ:
Lemma 14 ([5, 21]). Letw be a word, and letM ⊆ µ(φ) and
N ⊆ ν (φ). Then define:
Φ(M ,N ) ≔
∧
ψ ∈M
GF(ψ [N ]Σ1 ) ∧
∧
ψ ∈N
FG(ψ [M]Π1 )
We have:
1. IfM = GFw and N = FGw , then w |= Φ(M ,N ).
2. Ifw |= Φ(M ,N ), thenM ⊆ GFw and N ⊆ FGw .
Equipped with this lemma, let us show that a stable word
of PM,N satisfies φ iff it satisfies φ[M]Π1 ∧ Φ(M ,N ). Let w
be a stable word of PM,N . If w satisfies φ, then it satisfies
φ[M]Π1 by Lemma 11.3 and Φ(M ,N ) by Lemma 14.1 (recall
that, sincew ∈ PM,N , we haveM = GFw and N = GFw by
Equation (2)). For the other direction, assume thatw satisfies
φ[M]Π1 ∧ Φ(M ,N ). Then we haveM ⊆ GFw by Lemma 14.2
and sow satisfies φ by Lemma 11.2. (This direction does not
even require stability.)
Since every word belongs to some element of the parti-
tion, we obtain a normal form for stable words:
Proposition 15.
φ≡Sφ
∨
M⊆µ (φ)
N ⊆ν (φ)
©­«φ[M]Π1 ∧
∧
ψ ∈M
GF(ψ [N ]Σ1 ) ∧
∧
ψ ∈N
FG(ψ [M]Π1 )
ª®¬
Proof. Define Φ(M ,N ) as in Lemma 14 and let w ∈ Sφ be a
stable word. We show thatw satisfies φ iff it satisfies φ[M]Π1
and Φ(M ,N ) for someM ⊆ µ(φ) and N ⊆ ν (φ).
Assume w |= φ. Let M ≔ GFw and N ≔ FGw . By
Lemma 14.1 w |= Φ(M ,N ) holds. Sincew is stable, we have
Fw = GFw = M (see Equation (3)). By Lemma 11.1 we have
w |= φ[M]Π1 , and we are done.
Assumew |=
(
φ[M]Π1 ∧ Φ(M ,N )
)
for someM ⊆ µ(φ) and
N ⊆ ν (φ). Using the second part of Lemma 14 we get M ⊆
GFw . Applying Lemma 11.2 we getw |= φ. 
Example 16. Let φ = F(a ∧ G(b ∨ Fc)). We have µ(φ) =
{φ, Fc} and ν (φ) = {G(b ∨ Fc)}. So there are four possible
choices for M , and two for N . It follows that the right-hand-
side of Proposition 15 has eight disjuncts. However, all dis-
juncts with φ < M are equivalent to ff because then φ[M]Π1 =
ff, and the same holds for all disjuncts with φ ∈ M and N = ∅
because φ[∅]Σ1 = ff.
The two remaining disjuncts are M1 = {φ}, N1 = {G(b ∨
Fc)}, and M2 = {φ, Fc}, N2 = {G(b ∨ Fc)}. For both we have
φ[M1]
Π
1 ≡ φ[M2]
Π
1 ≡ tt. Further, for the first disjunct we have
GF(φ[N1]
Σ
1 ) ∧ FG((G(b ∨ Fc))[M1]
Π
1 ) ≡ GFa ∧ FGb
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and for the second we get
GF(φ[N2]
Σ
1 ) ∧ GF((Fc)[N2]
Σ
1 ) ∧ FG((G(b ∨ Fc))[M2]
Π
1 )
≡ GFa ∧ GFc ∧ FG(Gtt) ≡ GFa ∧ GFc .
Together we obtain F(a∧G(b∨Fc)) ≡Sφ GFa∧(FGb∨GFc).
6 A Normal Form for LTL
Proposition 15 has little interest in itself because of the re-
striction to stable words. However, it serves as the starting
point for our search for an unrestricted normal form, valid
for all words. Observe that Lemma 14 does not depend on
w being stable. Contrary, Lemma 11.1 refers to Fw and we
crucially depend on stability to replace it by GFw . Conse-
quently, we only need to find a replacement for the first con-
junct and can leave the rest of the structure, i.e. the enumer-
ation of all possible combinations ofM ⊆ µ(φ) and Φ(M ,N ),
unchanged. More precisely, we search for a mapping φ〈·〉
that assigns to every M ⊆ µ(φ) a formula φ〈M〉 ∈ Σ2 such
that:
φ ≡
∨
M⊆µ (φ)
N ⊆ν (φ)
©­«φ〈M〉 ∧
∧
ψ ∈M
GF(ψ [N ]Σ1 ) ∧
∧
ψ ∈N
FG(ψ [M]Π1 )
ª®¬ (8)
The following lemma gives sufficient conditions for φ〈M〉.
Lemma 17. For every M ⊆ µ(φ), let φ〈M〉 be a formula sat-
isfying:
(a) For every M ′ ⊆ µ(φ):M ⊆ M ′ =⇒ φ〈M〉 |= φ〈M ′〉
(b) For every word w :w |= φ ⇐⇒ w |= φ〈GF
φ
w 〉
Then Equation (8) holds.
Proof. Assume that (a,b) hold, and letw be aword.We show
thatw satisfies φ iff it satisfies the right-hand-side of (8).
(⇒) Assumew satisfies φ. By (b) we havew |= φ〈GFw 〉. We
claim that the disjunct of the right-hand-side of Equation (8)
with M ≔ GFw and N ≔ FGw holds. Indeed, w |= φ〈M〉
trivially holds, and the rest follows from Lemma 14.1.
(⇐) Assume w satisfies the right-hand side of Equation (8).
Then there exist M ⊆ µ(φ) and N ⊆ ν (φ) such that w |=
φ〈M〉 holds, w |= GF(ψ [N ]Σ1 ) holds for every ψ ∈ M , and
w |= FG(ψ [M]Π1 ) holds for every ψ ∈ N . Lemma 14.2 yields
M ⊆ GFw , and (a) yields φ〈GFw 〉. Applying (b) we getw |=
φ. 
Note that Lemma 17 can also be dualised and we could
search for a mapping φ〈·〉 that assigns to every N ⊆ ν (φ) a
formula φ〈N 〉 ∈ Π2 such that Equation (8) holds.
Unfortunately we cannot simply take φ〈M〉 ≔ φ[M]Π1 or
φ〈N 〉 ≔ φ[N ]Σ1 : Both choices satisfy condition (a) of Lemma
17, as proven by Lemma 183, but fail to satisfy condition (b)
as shown by Example 19.
3This lemma is needed again for the proof of Theorem 23.
Lemma 18. φ[·]Π1 and φ[·]
Σ
1 have the following properties:
For every M ,M ′ ⊆ µ(φ) and N ,N ′ ⊆ ν (φ):
M ⊆ M ′ =⇒ φ[M]Π1 |= φ[M
′]Π1
N ⊆ N ′ =⇒ φ[N ]Σ1 |= φ[N
′]Σ1
Proof. (a) By induction on φ. We show only two cases, since
all other cases are either trivial or analogous.
Case φ = ψ1Uψ2. Assumew |= φ[M]Π1 holds. Due to the defi-
nition of φ[M]Π1 we have φ ∈ M and thus also φ ∈ M
′. Thus
we have w |= (ψ1[M]Π1 )W(ψ2[M]
Π
1 ) and applying the induc-
tion hypothesis we get w |= (ψ1[M ′]Π1 )W(ψ2[M
′]Π1 ). Hence
w |= φ[M ′]Π1 .
Case φ = ψ1Wψ2. Assume w |= φ[N ]Σ1 holds. If φ ∈ N
′
then w |= φ[N ′]Σ1 trivially holds. If φ < N
′ then also φ < N ,
and we get w |= (ψ1[N ]Σ1 )U(ψ2[N ]
Σ
1 ). Using the induction
hypothesis we get w |= (ψ1[N ′]Σ1 )U(ψ2[N
′]Σ1 ), and we are
done. 
Example 19. Let us first exhibit a formula φ and a word w
such thatw |= φ, butw 6 |= φ[GF
φ
w ]
Π
1 . For this take φ = Fa and
w = {a}{}ω . Thusw |= φ andGFw = ∅. However, (Fa)[∅]
Π
1 =
ff and hencew 6 |= (Fa)[GF
φ
w ]
Π
1 .
We nowmove to the second case. Let us exhibitφ andw such
that w 6 |= φ and w |= φ[FG
φ
w ]
Σ
1 . Dually, let φ = Ga and w =
{}{a}ω . Then w 6 |= φ, but FGw = {Ga} and (Ga)[{Ga}]
Σ
1 =
tt and hence w |= (Ga)[FG
φ
w ]
Π
1 .
The key to finding a mapping φ〈·〉 satisfying both condi-
tions of Lemma 17 is the technical result below, for which
we offer the following intuition. The following equivalence
is a valid law of LTL:
Gφ ≡ φ UGφ (9)
In order to prove that a wordw satisfies the right-hand-side
we can take an arbitrary index i ≥ 0, prove that w j |= φ
holds for every j < i , and then prove that wi |= Gφ. Since
we are free to choose i , we can pick it such thatwi is a stable
word, which allows us to apply the machinery of Section 5
and obtain:
Lemma 20. For every word w :
w |= Gφ ⇐⇒ w |= φ U G(φ[GF
φ
w ]
Π
1 )
Proof. We prove both directions separately.
(⇒) Assume w |= Gφ holds. Let wi be a stable suffix of w .
By the definition of stability we have F
φ
wi = F
φ
w j = GF
φ
w for
every j ≥ i . By Lemma 11.1, we have
w j |= φ =⇒ w j |= φ[GF
φ
w ]
Π
1 for every j ≥ i
and so in particular wi |= G(φ[GF
φ
w ]
Π
1 ). We proceed as fol-
lows:
w |= Gφ
=⇒ wi |= G(φ[GF
φ
w ]
Π
1 ) ∧ ∀k < i . wk |= φ
=⇒ w |= φ U G(φ[GF
φ
w ]
Π
1 )
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(⇐) This is an immediate consequence of Lemma 11.2. 
With the help of the standard LTL-equivalences
φWψ ≡ φU(ψ ∨ Gφ) (10)
φRψ ≡ (φ ∨ Gψ )Mψ (11)
Lemma 20 can be extended to a more powerful proposition.
Proposition 21. For all formulas φ, ψ , and for every word
w :
w |= φWψ ⇐⇒ w |= φ U
(
ψ ∨G(φ[GF
φ
w ]
Π
1 )
)
w |= φRψ ⇐⇒ w |=
(
φ ∨G(ψ [GF
ψ
w ]
Π
1 )
)
M ψ
Proof. We only prove the first statement. The proof of the
second is dual.
(⇒) Assume w |= φWψ . We split this branch of the proof
further, by a case distinction on whether w |= Gφ holds.
If w |= Gφ holds, then by Lemma 20 we have w |= φ U
G(φ[GF
φ
w ]
Π
1 ), and so w |= φ U (ψ ∨ G(φ[GF
φ
w ]
Π
1 )) holds.
Assume now thatw 6 |= Gφ. Then we simply derive:
w |= φWψ
⇐⇒ w |= φUψ (w 6 |= Gφ)
=⇒ w |= φU (ψ ∨ G(φ[GF
φ
w ]
Π
1 ))
(⇐) By Lemma 11.2 we have (w j |= φ[GF
φ
w ]
Π
1 =⇒ w j |= φ)
for all j ≥ 0. Thusw j |= (Gφ)[GF
φ
w ]
Π
1 =⇒ w j |= Gφ for all
j ≥ 0 and we can simply derive:
w |= φU(ψ ∨ G(φ[GF
φ
w ]
Π
1 ))
=⇒ w |= φU(ψ ∨ Gφ) (Lemma 11.2)
⇐⇒ w |= φWψ (Equation (10)) 
Proposition 21 gives us all we need to define a formula
φ[M]Σ2 satisfying Equation (8).
Definition 22. Let φ be a formula and let M ⊆ µ(φ). The
formula φ[M]Σ2 is inductively defined as follows for R andW
(φRψ )[M]Σ2 = (φ[M]
Σ
2 ∨G(ψ [M]
Π
1 )) M ψ [M]
Σ
2
(φWψ )[M]Σ2 = φ[M]
Σ
2 U (ψ [M]
Σ
2 ∨ G(φ[M]
Π
1 ))
and homomorphically for all other cases.
A straightforward induction on φ shows that φ[M]Σ2 ∈ Σ2,
justifying our notation. We prove that φ[M]Σ2 satisfies (8) by
checking that it satisfies the conditions of Lemma 17.
Theorem 23. Let φ be a formula. Then:
φ ≡
∨
M⊆µ (φ)
N ⊆ν (φ)
©­«φ[M]Σ2 ∧
∧
ψ ∈M
GF(ψ [N ]Σ1 ) ∧
∧
ψ ∈N
FG(ψ [M]Π1 )
ª®¬
Proof. We show that conditions (a) and (b) of Lemma 17
hold.
(a) The proof is an easy induction on φ, applying Lemma 18
where necessary.
(b) We prove that
∀w . w |= φ ⇐⇒ w |= φ[GF
φ
w ]
Σ
2 (12)
holds by structural induction on φ. We make use of the iden-
tity
ψ [M]Σ2 = ψ [M ∩ µ(ψ )]
Σ
2 (13)
which follows immediately from the fact that formulas in
M \ µ(ψ ) are not subformulas ofψ .
The base of the induction is φ ∈ {tt,ff,a,¬a}. In all these
cases we have φ = φ[GFw ]Σ2 by definition, and so (12) holds
vacuously. All other cases in which φ[M]Σ2 is defined homo-
morphically are handled in the same way. We consider only
one of them:
Case φ = ψ1Uψ2 . By assumption, the induction hypothesis
(12) holds forψ1 andψ2, giving:
∀u. (u |= ψ1 ⇐⇒ u |= ψ1[GF
ψ1
u ]
Σ
2 ) (14)
∀v . (v |= ψ2 ⇐⇒ v |= ψ2[GF
ψ2
v ]
Σ
2 ) (15)
In order to use these two equivalences for the induction
step, we need to replace GF
ψ1
u and GF
ψ2
v by GF
φ
w in the
context of ·[·]Σ2 . For this we instantiate u ≔ wi and v ≔ w j
for arbitrary i, j ≥ 0 in (14) and (15). With this choice u
and v are suffixes of w , and so thus we get GF
φ
u = GF
φ
v =
GF
φ
w . Notice further that, by intersection with µ(·), we have
GF
ψ1
u = GF
φ
w ∩ µ(ψ1) and GF
ψ2
u = GF
φ
w ∩ µ(ψ2). From (13)
we obtain:
∀i . (wi |= ψ1 ⇐⇒ wi |= ψ1[GF
φ
w ]
Σ
2 ) (16)
∀j . (w j |= ψ2 ⇐⇒ w j |= ψ2[GF
φ
w ]
Σ
2 ) (17)
Applying (16) and (17) we get:
w |= ψ1Uψ2
⇐⇒ ∃k . wk |= ψ2 ∧ (∀ℓ < k . wℓ |= ψ1)
⇐⇒ ∃k . wk |= ψ2[GF
φ
w ]
Σ
2 ∧ (∀ℓ < k . wℓ |= ψ1[GF
φ
w ]
Σ
2 )
⇐⇒ w |= (ψ1Uψ2)[GF
φ
w ]
Σ
2
which concludes the proof.
The remaining cases are φ = ψ1Rψ2 and φ = ψ1Wψ2.
Again, we only consider one of them, the other one being
analogous.
Case φ = ψ1Wψ2. The argumentation is only slightly more
complicated than that of the ψ1Uψ2 case. By induction hy-
pothesis (16) and (17) hold. With the help of Lemma 20 we
derive:
w |= ψ1Wψ2
⇐⇒ w |= ψ1U(ψ2 ∨ G(ψ1[GF
ψ1
w ]
Π
1 )) (Proposition 21)
⇐⇒ w |= ψ1U(ψ2 ∨ G(ψ1[GF
φ
w ]
Π
1 ))
(ψ [M]Π1 = ψ [M ∩ µ(ψ )]
Π
1 )
⇐⇒ w |= ψ1[GF
φ
w ]
Σ
2 U (ψ2[GF
φ
w ]
Σ
2 ∨G(ψ1[GF
φ
w ]
Π
1 ))
((16) and (17))
⇐⇒ w |= (ψ1Wψ2)[GF
φ
w ]
Σ
2
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
Example 24. Let φ = F(a ∧ G(b ∨ Fc)). We have µ(φ) =
{φ, Fc} and ν (φ) = {G(b ∨ Fc)}, and so the right-hand-side
of Theorem 23 has eight disjuncts. However, contrary to Ex-
ample 16, we have φ[M]Σ2 , ff for every M ⊆ {φ, Fc}. Let
Φ(M ,N ) be the disjunct for given sets M , N . We consider two
cases:
Case M ≔ ∅, N ≔ ∅. In this case Φ(∅, ∅) = φ[∅]Σ2 , because
the conjunctions over M and N are vacuous. We have:
Φ(∅, ∅) = φ[∅]Σ2
= F
(
a ∧
(
G(b ∨ Fc)[∅]Σ2
) )
= F
(
a ∧
(
((b ∨ Fc)Wff)[∅]Σ2
) )
= F
(
a ∧
(
(b ∨ Fc)[∅]Σ2 U
(
ff ∨ G((b ∨ Fc)[∅]Π1 )
)))
= F (a ∧ ((b ∨ Fc)UGb))
Case M ≔ {Fc}, N ≔ {G(b ∨ Fc)}. We get:
φ[M]Σ2 = F
(
a ∧
(
(b ∨ Fc)[M]Σ2 U
(
ff ∨ G((b ∨ Fc)[M]Π1 )
)))
= F (a ∧ ((b ∨ Fc)U (ff ∨ tt))) = Fa
Further, we have FG(G(b ∨ Fc)[M]Π1 ) = FG(Gtt) = tt and
GF((Fc)[N ]Σ1 ) = GF(Fc) = GFc . So in this case we obtain
Φ({Fc}, {G(b ∨ Fc)}) = Fa ∧ GFc .
Repeating this process for all possible sets M ,N and bring-
ing the resulting formula in disjunctive normal form we fi-
nally get
φ ≡ F (a ∧ ((b ∨ Fc)UGb)) ∨ (Fa ∧ GFc)
6.1 Complexity of the Normalisation Procedure
We show that the normalisation procedure has at most sin-
gle exponential blowup in the length of the formula, improv-
ing on the previously known non-elementary bound.
Proposition25. Letφ be a formula with length n. Then there
exists an equivalent formula φ∆2 in ∆2 of length 2
2n+O(1).
Proof. Let ψ be an arbitrary formula. We let |ψ | denote the
length of formula and start by giving bounds on ψ [M]Π1 ,
ψ [N ]Σ1 , and ψ [M]
Σ
2 . For this let M ⊆ µ(ψ ) and N ⊆ ν (ψ ) be
sets of formulas. We obtain by induction on the structure of
ψ that |ψ [M]Π1 | ≤ |ψ |, |ψ [N ]
Σ
1 | ≤ |ψ |, and |ψ [M]
Σ
2 | ≤ 2
|ψ |+1.
Consider now the right-hand side of Theorem 23 as the
postulated φ∆2 . Using these bounds we calculate the maxi-
mal size of a disjunct and obtain:
2n+1 + n(n + 3) + n(n + 3) + 1 = 2n+1 + 2n2 + 6n + 1
For sufficiently large n, i.e. n > 5, we can bound this by 2n+2.
There exist at most 2n disjuncts and thus the formula is at
most of size 22n+2 for n > 5. 
6.2 A Dual Normal Form
We obtained Theorem 23 by relying on the LTL equivalence
(10) and (11) forW and R. Using dual LTL-equivalences for
U and M, φUψ ≡ (φ ∧ Fψ )Wψ and φMψ ≡ φR(ψ ∧ Fφ), we
can also obtain a dual normalisation procedure:
Definition 26. Let φ be a formula and let N ⊆ ν (φ) be a
set of formulas. The formula φ[N ]Π2 is inductively defined as
follows for U and M:
(φUψ )[N ]Π2 = (φ[N ]
Π
2 ∧ F(ψ [N ]
Σ
1 ))W ψ [N ]
Π
2
(φMψ )[N ]Π2 = φ[N ]
Π
2 R (ψ [N ]
Π
2 ∧ F(φ[N ]
Σ
1 ))
and homomorphically for all other cases.
Theorem 27. Let φ be a formula. Then:
φ ≡
∨
M⊆µ (φ)
N ⊆ν (φ)
©­«φ[N ]Π2 ∧
∧
ψ ∈M
GF(ψ [N ]Σ1 ) ∧
∧
ψ ∈N
FG(ψ [M]Π1 )
ª®¬
7 A Translation from LTL to Deterministic
Rabin Automata (DRW)
We apply our ∆2-normalisation procedure to derive a new
translation from LTL toDRWviaweak alternating automata
(AWW). While the previously existing normalisation proce-
dures could also be used to translate LTL into DRW, the re-
sulting DRW could have non-elementary size in the length
of the formula,making them impractical.We show that, thanks
to the single exponential blow-up of the new procedure, the
new translation has double exponential blow-up, which is
asymptotically optimal.
It is well-known [14, 23] that an LTL formulaφ of lengthn
can be translated into an AWW with O(n) states. We show
that, if φ is in normal form, i.e., a disjunction as in Theo-
rem 23, then the AWW can be chosen so that every path
through the automaton switches at most once between ac-
cepting and non-accepting states. We then prove that deter-
minising AWWs satisfying this additional property is much
simpler than the general case.
The section is structured as follows: Section 7.1 introduces
basic definitions, Section 7.2 shows how to translate an ∆2-
formula intoAWWswith at most one switch, and Section 7.3
presents the determinisation procedure for this subclass of
AWWs.
7.1 Weak and Very Weak Alternating Automata
Let X be a finite set. The set of positive Boolean formulas
over X , denoted by B+(X ), is the closure of X ∪ {tt,ff} un-
der disjunction and conjunction. A set S ⊆ X is a model of
θ ∈ B+(X ) if the truth assignment that assigns true to the
elements of S and false to the elements of X \ S satisfies θ .
Observe, that if S is a model of θ and S ⊆ S ′ then S ′ is also
a model. A model S is minimal if no proper subset of S is a
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model. The set of minimal models is denotedMθ . Two for-
mulas are equivalent, denoted θ ≡ θ ′, if their set of minimal
models is equal, i.e.,Mθ =Mθ ′ .
Alternating automata. An alternating Büchi word au-
tomaton over an alphabet Σ is a tuple A = 〈Σ,Q, θ0, δ ,α〉,
where Q is a finite set of states, θ0 ∈ B+(Q) is an initial
formula, δ : Q × Σ 7→ B+(Q) is the transition function, and
α ⊆ Q is the acceptance condition. A run ofA on the word
w is a directed acyclic graph G = (V , E) satisfying the fol-
lowing properties:
• V ⊆ Q × N0, and E ⊆
⋃
l ≥0((Q × {l}) × (Q × {l + 1})).
• There exists a minimal model S of θ0 such that (q, 0) ∈
V iff q ∈ S .
• For every (q, l) ∈ V , either δ (q,w[l]) ≡ ff or the set
{q′ : ((q, l), (q′, l + 1)) ∈ E} is a minimal model of
δ (q,w[l]).
• For every (q, l) ∈ V \ (Q × {0}) there exists q′ ∈ Q
such that ((q′, l − 1), (q, l)) ∈ E.
Runs can be finite or infinite. A run G is accepting if
(a) δ (q,w[l]) . ff for every (q, l) ∈ V , and
(b) every infinite path of G visits α-nodes (that is, nodes
(q, l) such that q ∈ α ) infinitely often.
In particular, every finite run satisfying (a) is accepting. A
accepts a wordw iff it has an accepting runG onw . The lan-
guage L(A) recognised by A is the set of words accepted
by A. Two automata are equivalent if they recognise the
same language.
Alternating co-Büchi automata are defined analogously,
changing condition (b) by the co-Büchi condition (every in-
finite path ofG only visits α-nodes finitely often). Finally, in
alternating Rabin automata α is a set of Rabin pairs (F , I ) ⊆
Q ×Q , and (b) is replaced by the Rabin condition (there ex-
ists a Rabin pair (F , I ) ∈ α such that every infinite path visits
states of F only finitely often and states of I infinitely often).
An automaton is deterministic if for every state q ∈ Q and
every letter a ∈ Σ there exists q′ ∈ Q such that δ (q,a) = q′,
and non-deterministic if for every q ∈ Q and every a ∈ Σ
there exists Q ′ ⊆ Q such that δ (q,a) =
∨
q′∈Q ′ q
′.
The following definitions are useful for reasoning about
runs: A set U ⊆ Q is called a level. If U ⊆ α , then U is an
α-level. A levelU ′ is a successor ofU w.r.t. a ∈ Σ, also called
a-successor, if for every q ∈ U there is a minimal model
Sq of δ (q,a) such that U ′ =
⋃
q∈U Sq . The k-th level of a
run G = (V , E) is the set {q : (q,k) ∈ V }. Observe that a
level can be empty, and empty levels are α-levels. Further,
by definition a level has no successors w.r.t. a iff it contains
a state q such that δ (q,a) ≡ ff . In particular, every level of
an accepting run has at least one successor.
Weak andvery weakautomata. LetA = 〈Σ,Q, θ0, δ ,α〉
be an alternating (co-)Büchi automaton. We write q −→ q′
if there is a ∈ Σ such that q′ belongs to some minimal model
q0
q1
q2
δ (q0,σ ) =
{
q0 ∨ q1 if a ∈ σ
q0 otherwise.
δ (q1,σ ) =
{
q1 if b ∈ σ
q1 ∧ q2 otherwise.
δ (q2,σ ) =
{
tt if c ∈ σ
q2 otherwise.
Figure 3.A1W forφ = F(a∧XG(b∨XFc))with Σ = 2{a,b,c },
θ0 = q0, and α = {q1}.
of δ (q,a). A is weak if there is a partition Q1, . . . , Qm of Q
such that
• for every q,q′ ∈ Q , if q −→ q′ then there are i ≤ j
such that q ∈ Qi and q′ ∈ Q j , and
• for every 1 ≤ i ≤ m:Qi ⊆ α or Qi ∩ α = ∅.
A is very weak or linear if it is weak and every class Qi of
the partition is a singleton (|Qi | = 1). We let AWWand A1W
denote the set of weak and very weak alternating automata,
respectively. Observe that for every weak automaton with
a co-Büchi acceptance condition we can define a Büchi ac-
ceptance condition on the same structure recognising the
same language. Thus we will from now on assume that ev-
ery weak automaton is equipped with a Büchi acceptance
condition.
We define the height of a weak alternating automaton.
The definition is very similar, but not identical, to the one
of [6]. A weak automatonA has height n if every path q →
q′ → q′′ · · · of A alternates at most n − 1 times between
α and Q \ α . For example, the automaton in Figure 3 has
height 3. We let AWW[n] (A1W[n]) denote the sets of all
(very-)weak alternating automatawith height at mostn. Fur-
ther, we let AWW[n,A] (resp. AWW[n,R]) denote the set of
automata of AWW[n] whose initial formula satisfies θ0 ∈
B(α)+ (resp. θ0 ∈ B(Q \α)+). For example the automaton of
Figure 3 belongs to A1W[3,R].
7.2 Translation of LTL to A1W[2]
In the standard translation [23] of LTL to A1W, the states
of the A1W for a formula φ are subformulas of φ, or nega-
tions thereof. We show that, at the price of a slightly more
complicated translation, the resulting A1W for a ∆i -formula
belongs to A1W[i]. Thus by using Theorem 23 every LTL
formula can be translated to an A1W[2]. The idea of the con-
struction is to use subformulas as states ensuring that
1. the transition relation can only lead from a formula to
another formula at the same level or a lower level in
the syntactic-future hierarchy (Figure 1b), and
2. accepting states are Πi subformulas.
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This immediately leads to “at most one alternation”. How-
ever, there is a little technical problem: the level of a for-
mula is not always well-defined, because some formulas do
not belong to one single lowest level of the hierarchy. For
example, Xa belongs to both Π1 and Σ1. So we need a mech-
anism to disambiguate these states. Formally we proceed as
follows:
A formula is proper if it is neither a Boolean constant (tt,
ff) nor a conjunction or disjunction. A state in our modified
translation is an expression of the form 〈ψ 〉Γ , where ψ is a
proper formula, and Γ is a smallest class of the syntactic-
future hierarchy without the zeroth-level (Definition 5) that
containsψ . Hence we start with the classes Σ1 and Π1 and Γ
lies strictly above ∆0. Observe that for some formulas there
is more than one smallest class. For example, since Xa ∈
Σ1 ∩ Π1, both Σ1 and Π1 are smallest classes containing Xa,
and so both 〈Xa〉Σ1 and 〈Xa〉Π1 are states. For other formulas
the class is unique. For example, the only state for aWb is
〈aWb〉Π1 .
We assign to every formulaψ of LTL and every class Γ a
Boolean combination of states, denoted [ψ ]≤Γ , as follows:
• [tt]≤Γ = tt and [ff]≤Γ = ff.
• [ψ1 ∨ψ2]≤Γ = [ψ1]≤Γ ∨ [ψ2]≤Γ
• [ψ1 ∧ψ2]≤Γ = [ψ1]≤Γ ∧ [ψ2]≤Γ
• If ψ is a proper formula, then [ψ ]≤Γ =
∨
Γ′≤Γ 〈ψ 〉Γ′ ,
where Γ′ ≤ Γ means that Γ′ = Γ or Γ′ is below Γ.
For example, we obtain [Xa]≤Σ2 = 〈Xa〉Σ1 ∨ 〈Xa〉Π1 and
[Xa]≤Σ1 = 〈Xa〉Σ1 . Moreover, [Fa]≤Π1 = ff, since there is no
Γ
′ ≤ Π1 such that Fa ∈ Γ′.
Letφ ∈ ∆i for some i ≥ 0, and let sf (φ) be the set of proper
subformulas of φ. The automaton Aφ = 〈2Ap ,Q, θ0, δ ,α〉 is
defined as follows:
• Q = {〈ψ 〉Γ : ψ ∈ sf (φ), Γ ≤ ∆i }.
• θ0 = [φ]≤∆i .
• α = {〈ψ 〉Πi ∈ Q : i > 0}.
• δ is the restriction toQ×Σ of the function δ : B+(Q)×
Σ → B+(Q) (notice that we overload δ ) defined induc-
tively as follows:
δ (〈a〉Γ ,σ ) =
{
tt if a ∈ σ
ff otherwise
δ (〈¬a〉Γ,σ ) =
{
tt if a < σ
ff otherwise
δ (〈Xψ 〉Γ,σ ) = [ψ ]≤Γ
δ (〈φUψ 〉Γ,σ ) =δ ([ψ ∨ (φ ∧ X(φUψ ))]≤Γ,σ )
δ (〈φWψ 〉Γ,σ ) =δ ([ψ ∨ (φ ∧ X(φWψ ))]≤Γ,σ )
δ (〈φRψ 〉Γ,σ ) =δ ([ψ ∧ (φ ∨ X(φRψ ))]≤Γ,σ )
δ (〈φMψ 〉Γ,σ ) =δ ([ψ ∧ (φ ∨ X(φMψ ))]≤Γ,σ )
All other cases (tt, ff , ∧, and ∨) are defined homomor-
phically. Observe that the Γ-bound for the U, W, R,
andM cases suffice, since every Γ is closed under con-
junction, disjunction and application of X.
An example of this construction is displayed in Figure 3.
The states are labelled q0 = 〈φ〉Σ3 , q1 = 〈G(b ∨ XFc)〉Π2 , and
q2 = 〈Fc〉Σ1 .
Lemma 28. Let φ be a formula of ∆i . The automaton Aφ
belongs to A1W[i], has 2|sf (φ)| states, and recognises L(φ).
Proof. Let us first show that Aφ belongs to A1W[i]. It fol-
lows immediately from the definition of Aφ that for every
two states 〈ψ 〉Γ , 〈ψ ′〉Γ′ ofAφ , if 〈ψ 〉Γ −→ 〈ψ ′〉Γ′ then Γ′ ≤ Γ.
So in every path there are at most (i − 1) alternations be-
tween Σ and Π classes. Since the states of α are those anno-
tatedwithΠ classes, there are also at most (i−1) alternations
between α and non-α states in a path.
To show thatAφ has at most 2|sf (φ)| states, observe that
for every formula ψ there are at most two smallest classes
of the syntactic-future hierarchy containing ψ . So Aφ has
at most two states for each formula of sf (φ).
To prove that Aφ recognises L(φ) one shows by induc-
tion onψ thatAφ recognisesL(ψ ) from every Boolean com-
bination of states [ψ ]≤Γ such that ψ ∈ Γ. The proof is com-
pletely analogous to the one appearing in [23]. 
7.3 Determinisation of AWW[2]
We present a determinisation procedure for AWW[2,R] and
AWW[2,A] inspired by the break-point construction from
[13]. We only describe the construction for AWW[2,R], as
the one for AWW[2,A] is dual. The following lemma states
the key property of AWW[2,R]:
Lemma 29. LetA be an AWW[2,R].A accepts a wordw if
and only if there exists a runG = (V , E) of A onw such that
• δ (q,w[l]) . ff for every (q, l) ∈ V , and
• there is a threshold k ≥ 0 such that for every l ≥ k and
for every node (q, l) ∈ V the state q is accepting.
Proof. Assume that A accepts w . Let G = (V , E) be an ac-
cepting run of A on w . Since A is an AWW[2,R], every
path has by definition at most one alternation of accepting
and rejecting states and all states occurring in the initial for-
mula are marked as rejecting. Hence if a node (q, l) ∈ V is
accepting, i.e. q ∈ α ), then all its descendants are accepting.
LetVr ⊆ V be the set of rejecting nodes of V , i.e., the nodes
(q, l) ∈ V such that q < α . Since the descendants of accept-
ing nodes are accepting, the subgraphGr = (Vr , E∩(Vr×Vr ))
is acyclic and connected. If Vr is infinite, then by Königs
lemmaGr has an infinite path of non-accepting nodes, con-
tradicting thatG is an accepting run. SoGr is finite, and we
can choose the threshold k as the largest level of a node of
Vr , plus one.
Assume such a run G = (V , E) exists. Condition (a) of an
accepting run holds by hypothesis. For condition (b), just
observe that, since the descendants of accepting nodes are
accepting, and every infinite path of G contains a node of
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the form (q,k), where k is the threshold level, every infinite
path visits accepting nodes infinitely often. 
However, Lemma 29 does not hold for AWW[3,R]:
Example 30. LetA be the automaton shown in Figure 3 and
let w = {a}({b}{c})ω . Observe that A accepts w . We prove
by contradiction that no run of A on w satisfies the proper-
ties described in Lemma 29. Assume such a run exists. By the
definition of δ , the run must be infinite. Further, by assump-
tion there exists a threshold k such that all successor levels of
the run are exactly {q1}. But there exists k
′ > k such that
w[k ′] = {c}. Since δ (q1, {c}) = q1 ∧ q2, the (k
′
+ 1)-th level
of the run contains q2. Contradiction.
Given an automaton A from AWW[2,R], we construct
a deterministic co-Büchi automaton D such that L(A) =
L(D). A state of the DCW D is a pair (Levels, Promising),
where Levels ⊆ 2Q and Promising ⊆ 2α ∩ Levels. It fol-
lows that D has at most 32
n
states. Intuitively, after read-
ing a finite wordw0k = a0 . . . ak the automaton D is in the
state (Levelsk , Promisingk ), where Levelsk contains the k-th
levels of every run of A on all words with w0k as prefix,
and Promisingk ⊆ Levelsk contains the α-levels of Levelsk
that can still “generate” an accepting run. For this, whenD
reads ai+1, it moves from (Levelsi , Promisingi ) to (Levelsi+1,
Promisingi+1), where Levelsi+1 contains the successors w.r.t.
ai+1 of Levelsi , and Promisingi+1 is defined as follows:
• If Promisingi , ∅, then Promisingi+1 contains the suc-
cessors w.r.t ai+1 of Promisingi .
• If Promisingi = ∅, then Promisingi+1 contains the α-
levels of Levelsi+1.
Finally, the co-Büchi condition contains the states (Levels,
Promising) such that Promising = ∅.
Intuitively, during its run on a wordw , the automatonD
tracks the promising levels, removing those without succes-
sors, because they can no longer produce an accepting run.
If the Promising set becomes empty infinitely often, then ev-
ery run of A onw contains a level without successors, and
soA does not acceptw . If after some number of steps, say k ,
the Promising set never becomes empty again, thenA has a
run onw such that every level is an α-level and has at least
one successor, and so this run is accepting.
For the formal definition ofD it is convenient to identify
subsets of 2Q and 2α with formulas of B+(Q), B+(α) (i.e.,
we identify a formula and its set of models). Further, we lift
δ : Q × Σ 7→ B(Q)+ to δ : B+(Q) × Σ 7→ B+(Q) in the canon-
ical way. Finally, given φ ∈ B+(Q) and S ⊆ Q , we let φ[ff/S]
denote the result of substituting ff for every state of Q \ α
in δ (q,a). With these notations, the deterministic Büchi au-
tomaton D equivalent to A can be described in four lines:
D = 〈Σ,Q ′,q′0, δ
′,α ′〉, where Q ′ = B+(Q) × B+(α), q′0 =
(θ0,ff), α ′ = {(θ ,ff) : θ ∈ B+(Q)}, and
δ ′((q,p),a) =
{
(δ (q,a), δ (p,a)) if p . ff
(δ (q,a), δ (q,a)[ff/Q \ α]) otherwise.
Lemma 31. For every A ∈ AWW[2,R] with n states, the
deterministic co-Büchi automaton D defined above satisfies
L(A) = L(D), and has 32
n
states. Dually, for every A′ ∈
AWW[2,A] with n′ states, there exists a deterministic Büchi
automaton D ′ that has 32
n′
states and that satisfies L(A′) =
L(D ′).
Proof. Assume w is accepted by A. Let G = (V , E) be an
accepting run of A on w . By Lemma 29 there exists an in-
dex k such that all levels of G after the k-th one are con-
tained in α and have at least one successor. Therefore, the
run (Levels0, Promising0), (Levels1, Promising1) . . . of D on
w satisfies Promisingi , ∅ for almost all i , and soD accepts.
Assume w is accepted by D. Let (Levels0, Promising0),
(Levels1, Promising1) . . . be the run of D on w . By defini-
tion, there is a k ≥ 0 such that Promisingi , ∅ for every
i ≥ k . Choose levels U0,U1, . . . ,Uk such that
• Uk ∈ Promisingk , and
• for every 1 ≤ i ≤ k , choose Ui−1 as a predecessor of
Ui (this is always possible by the definition of δ ′).
Further, for every i ≥ k choose Ui+1 as a successor of Ui .
Now, let G = (V , E) be the graph given by
• for every l ≥ 0, (q, l) ∈ V iff q ∈ Ul ; and
• ((q, l), (q′, l+1)) ∈ E iff q ∈ Ul and q′ ∈ Sq , where Sq is
the minimal model of δ (q,w[l]) used in the definition
of successor level.
It follows immediately from the definitions that G is an ac-
cepting run ofA. The second part is proven by complement-
ingA′, applying the just described construction, and replac-
ing the co-Büchi condition by a Büchi condition. 
This result leads to a determinisation procedure forAWW[2].
Lemma 32. For every A = 〈Σ,Q, θ0, δ ,α〉 ∈ AWW[2] with
n = |Q | states and m = |Mθ0 | minimal models of θ0 there
exists an equivalent deterministic Rabin automaton D with
22
n+log2m+2 states and withm Rabin pairs.
Proof. Let A = 〈Σ,Q, θ0, δ ,α〉. Given Q ′ ⊆ Q , let AQ ′ be
the AWW[2] obtaining fromA by substituting
∧
q∈Q ′ q for
the initial formula θ0. We claim that for each minimal model
S ∈ Mθ0 we can construct a deterministic Rabin automaton
(DRW)DS with at most 22
n+2
states and a single Rabin pair,
recognising the same language as AS . Let us first see how
to construct D, assuming the claim holds. By the claim we
have L(A) =
⋃
S ∈Mθ0
L(AS ). So we defineD as the union
of all the automata DS . Recall that given two DRWs with
n1,n2 states and p1,p2 Rabin pairs we can construct a DRW
for the union of their languageswithn1×n2 states andn1+n2
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pairs. Since θ0 hasm models, D has at mostm Rabin pairs
and
(
22
n+2
)m
= 22
n+log2m+2 states.
It remains to prove the claim. Partition S into S ∩ α and
S \α . We haveAS∩α ∈ AWW[2,A] andAS\α ∈ AWW[2,R].
By Lemma 31 there exists a deterministic Büchi automaton
DS∩α and a deterministic co-Büchi automaton DS\α equiv-
alent toAS∩α andAS\α , respectively, both with at most 3
2n
states. Intersecting these two automata yields a determinis-
tic Rabin automaton with at most 32
n+1
≤ 22
n+2
states and a
single Rabin pair, and we are done. 
7.4 Translation of LTL to DRW
We combine the normalisation procedure and the transla-
tion of LTL to A1W of the previous section to obtain for
every formula of LTL an equivalent DRW of double expo-
nential size. Given a formula φ we have: φ ≡
∨
M⊆µ (φ)
N ⊆ν (φ)
φM,N
where
φM,N =
©­«φ[M]Π2 ∧
∧
ψ ∈M
GF(ψ [N ]Σ1 ) ∧
∧
ψ ∈N
FG(ψ [M]Π1 )
ª®¬
Using the results of Section 7.2, we translate each formula
φM,N to an A1W[2], and then, applying the determinisation
algorithm of Section 7.3, to a DRW. Finally, using the well-
known union operation for DRWs, we obtain a DRW for φ.
In order to bound the number of states of the final DRW,
we first need to determine the number of states of the A1W
for each φM,N .
Lemma 33. Let φ be a formula. For every M ⊆ µ(φ) and
N ⊆ ν (φ), there exists an A1W[2] with O(|sf (φ)|) states that
recognises L(φM,N ).
Proof. ByLemma28, someA1W[2]withO(|sf (φM,N )|) states
recognisesL(φM,N ). So it suffices to show that |sf (φM,N )| ∈
O(|sf (φ)|), which follows from these claims, proved in Ap-
pendix B:
1. |
⋃
{sf (ψ [M]Π1 ) : ψ ∈ sf (φ)}| ≤ |sf (φ)|;
2. |
⋃
{sf (ψ [N ]Σ1 ) : ψ ∈ sf (φ)}| ≤ |sf (φ)|;
3. |sf (φ[M]Σ2 )| ≤ 3|sf (φ)|. 
Proposition 34. Let φ be a formula with n proper subformu-
las. There exists a deterministic Rabin automaton recognising
L(φ) with 22
O(n)
states and 2n Rabin pairs.
Proof. By Lemma 33 the set sf (φM,N ) has at most O(n) el-
ements for every M ,N . Further, due to Lemma 28 the au-
tomaton AφM ,N belongs to A1W[2] and has at most O(n)
states. Applying the construction of Lemma 32 we obtain a
DRW with 22
O (n)
states and a single Rabin pair. Using the
union operation for DRWs we obtain a DRW for φ with(
22
O (n)
)2n
= 22
O (n)
states. 
Remark 35. The construction of Lemma 31 is close toMiyano
and Hayashi’s translation of alternating automata to non-de-
terministic automata [13], and to Schneider’s translation of
Σ2 formulas to deterministic co-Büchi automata [18, p.219],
all based on the break-point idea.
7.5 Determinisation of Lower Classes
Wenow determinise AWW[1]. A deterministic automaton is
terminal-accepting if all states are rejecting except a single
accepting sink with a self-loop, and terminal-rejecting if all
states are accepting except a single rejecting sink with a self-
loop. It is easy to see that terminal-accepting and terminal-
rejecting deterministic automata are closed under union and
intersection. When applied to AWW[1,A], the construction
of Lemma 31, yields automata whose states have a trivial
Promising set (either the empty set or the complete level).
Further, the successor of an α-level is also an α-level. From
these observations we easily get:
Corollary 36. LetA be an automaton with n states.
• IfA ∈ AWW[1,R] (resp.A ∈ AWW[1,A]), then there
exists a deterministic terminal-accepting (resp. termi-
nal-rejecting) automaton recognising L(A) with 22
n
states.
• If A ∈ AWW[1], then there exists deterministic weak
automaton recognising L(A) with 22
n+log2 |Mθ0
|+1
states.
7.6 Preliminary Experimental Evaluation
We expect the LTL-to-DRW translation of this paper to pro-
duce automata similar in size (number of states, Rabin pairs)
to the translations presented in [5, 21], which have been im-
plemented using Owl [7] and have been extensively tested.
Indeed, the “Master Theorem” of [5, 21] characterises the
words satisfying a formula φ as those for which there exist
sets M , N of subformulas satisfying three conditions, and
so it has the same rough structure as our normal form. Fur-
ther, for each disjunct of our normal form the automata con-
structions used in [5, 21] and the ones used in this paper are
similar. Finally, in preliminary experiments we have com-
pared the LTL-to-DRW translations from [21] and a proto-
type implementation, without optimisations, of the normal-
isation procedure of this paper. As benchmark sets we used
the “Dwyer”-patterns [4], pre-processed as described in [21,
Ch. 8], and the “Parametrised” formula set from [21, Ch. 8].
We observed that on the first set for 60% of the formulas
the number of states of the resulting DRWs was equal, for
17% the number of states obtained using the construction
of this paper was smaller, and for 23% the number of states
was larger. On the second set the ratios were: 76% equal, 21%
smaller, and 3% larger. For both sets combined we observed
that in 85% of all 164 cases the difference in number of states
was less than or equal to three.
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ω-regular = AWWG[3]
DBW ∪ DCW = AWWG[2]
safety ∪ co-safety = AWWG[1]
∆2= A1WPS[3,A] ∩ A1WPS[3,R]
Π2= A1WPS[2,A]Σ2A1WPS[2,R] =
∆1= A1WPS[2,A] ∩ A1WPS[2,R]
Π1= A1WPS[1,A]Σ1A1WPS[1,R] =
Figure 4. Expressive power of AWWs after Gurumurthy et
al. [6], and of A1Ws after Pelánek and Strejcek [16].
We concluded that the main advantage of our translation
is not its performance, but its modularity (it splits the proce-
dure into a normalisation and a simplified translation phase)
and its suitability for symbolic automata constructions. We
leave a detailed experimental comparison and possible inte-
gration in Owl [7] (which in particular requires to examine
different options for formula and automata simplification,
as well as an extensive comparison to existing translations)
for future work.
8 A Hierarchy of Alternating Weak and
Very Weak Automata
The expressive power of weak and very weak alternating
automata has been studied by Gurumurthy et al. in [6] and
by Pelánek and Strejcek in [16], respectively. Both papers
identify the number of alternations between accepting and
non-accepting states as an important parameter, and define
a hierarchy of automata classes based on it. Let AWWG[k]
denote the class of AWW with at most (k − 1) alternations
defined in [6]. Similarly, let A1WPS[k,A] and A1WPS[k,R]
denote the classes of A1W with at most (k − 1) alternations
and accepting or non-accepting initial state, respectively, de-
fined in [16]. Finally, define A1WPS[k] = A1WPS[k,A] ∪
A1WPS[k,R]4. Figure 4 shows the results of [6] and [16]. We
abuse language, and, for example, write Π2 = A1WPS[2,A]
to denote that the class of languages satisfying formulas in
Π2 and the class of languages recognized by automata in
A1WPS[2,A] coincide.
Unfortunately, the results of [6] and [16] do not “match”.
Due to slight differences in the definitions of height, e.g.
the treatment of δ (·) = ff and δ (·) = tt, the restriction to
very weak automata of AWWG[k] does not match any class
A1WPS[k ′] (that is, AWWG[k] ∩ A1W , A1WPS[k ′]) and,
vice versa, extending A1WPS[k] does not yield any AWWG
[k ′]. We show that our new definition of height unifies the
4In [16] the classes have different names.
ω-regular = AWW[2]
DCWAWW[2,R] = DBW = AWW[2,A]
DWW = AWW[1]
co-safetyAWW[1,R] = safety = AWW[1,A]
∆2 = A1W[2]
Π2 = A1W[2,A]Σ2A1W[2,R] =
∆1 = A1W[1]
Π1 = A1W[1,A]Σ1A1W[1,R] =
Figure 5. Expressive power of AWWs and A1Ws
two hierarchies, yielding the pleasant result shown in Fig-
ure 5. The result follows from Lemmas 28, 31 and 32, Corol-
lary 36, and from constructions appearing in [6, 9, 16]. A
proof sketch is located in Appendix B.
Proposition 37. AWW[2] =ω-regular,AWW[2,A] =DBW,
AWW[2,R]=DCW,AWW[1]=DWW,AWW[1,A]= safety,
AWW[1,R] = co-safety, A1W[1,R] = Σ1, A1W[1,A] = Π1,
A1W[1] = ∆1, A1W[2,R] = Σ2, A1W[2,A] = Π2, A1W[2] =
∆2.
Moreover, our single exponential normalisation procedure
for LTL transfers to a single exponential normalisation pro-
cedure for A1W:
Lemma 38. LetA be anA1Wwith n states over an alphabet
withm letters. There exists A′ ∈ A1W[2] with 2O(nm) states
such that L(A) = L(A′).
Proof. The translation from A1W to LTL used in Proposi-
tion 37 (an adaption of [9]) yields a formula χA with at
most O(mn) proper subformulas. Applying our normalisa-
tion procedure to χA yields an equivalent formula in ∆2
with at most 2O(mn) proper subformulas (Lemma 33). Apply-
ing Lemma 28 we obtain the postulated automatonA′. 
9 Conclusion
We have presented a purely syntactic normalisation proce-
dure for LTL that transforms a given formula into an equiv-
alent formula in ∆2, i.e., a formula with at most one alter-
nation between least- and greatest-fixpoint operators. The
procedure has single exponential blow-up, improving on the
prohibitive non-elementary cost of previous constructions.
The much better complexity of the new procedure (recall
that normalisation procedures for CNF and DNF are also
exponential) makes it attractive for its implementation and
use in tools.We have presented a first promising application,
namely a novel translation from LTL to DRW with double
exponential blow-up. Finally, we have shown that the nor-
malisation procedure for LTL can be transferred to a nor-
malisation procedure for very weak alternating automata.
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Currently we do not know if our normalisation procedure
is asymptotically optimal.We conjecture that this is the case.
For the translation of AWWto AWW[2]we also have no fur-
ther insight, besides the straightforward double exponential
upper bound.
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A Proofs for the Lemmas from [5, 21]
Since we had to change the notations of [5, 21], we include
for convenience proofs in the new notation.
Lemma 11 ([5, 21]). Letw be a word, and letM ⊆ µ(φ) be a
set of formulas.
1. If F
φ
w ⊆ M and w |= φ, then w |= φ[M]
Π
1 .
2. IfM ⊆ GF
φ
w andw |= φ[M]
Π
1 , then w |= φ.
3. φ ≡Sφ∩PM φ[M]Π1
Proof. All parts are proved by a straightforward structural
induction on φ. Here we only present two cases of the in-
duction for (1) and (2). (3) then follows from (1) and (2).
(1) Assume F
φ
w ⊆ M . Then F
φ
wi ⊆ M for all i ≥ 0. We
prove the following stronger statement via structural induc-
tion on φ. We consider one representative of the “interest-
ing” cases and one of the “straightforward” cases:
∀i . ( (wi |= φ) =⇒ (wi |= φ[M]
Π
1 ) )
Case φ = ψ1Uψ2. Let i ≥ 0 and assume wi |= ψ1Uψ2. Then
ψ1Uψ2 ∈ F
φ
wi and so φ ∈ M . We prove wi |= (ψ1Uψ2)[M]
Π
1 :
wi |= ψ1Uψ2
=⇒ wi |= ψ1Wψ2
⇐⇒ ∀j .wi+j |= ψ1 ∨ ∃k ≤ j .wi+k |= ψ2
=⇒ ∀j .wi+j |= ψ1[M]
Π
1 ∨ ∃k ≤ j .wi+k |= ψ2[M]
Π
1 (I.H.)
=⇒ wi |= (ψ1[M]
Π
1 )W(ψ2[M]
Π
1 )
⇐⇒ wi |= (ψ1Uψ2)[M]
Π
1
Case φ = ψ1 ∨ψ2 . Let i ≥ 0 and assumewi |= ψ1 ∨ψ2:
wi |= ψ1 ∨ψ2
⇐⇒ wi |= ψ1 ∨wi |= ψ2
=⇒ wi |= ψ1[M]
Π
1 ∨wi |= ψ2[M]
Π
1 (I.H.)
⇐⇒ wi |= (ψ1 ∨ψ2)[M]
Π
1
(2) AssumeM ⊆ GF
φ
w . ThenM ⊆ GF
φ
wi for all i ≥ 0. We
prove the following stronger statement via structural induc-
tion on φ:
∀i . ( (wi |= φ[M]
Π
1 ) =⇒ (wi |= φ) )
Case φ = ψ1Uψ2 . If φ < M , then by definition φ[M]Π1 = ff .
Sowi 6 |= φ[M]Π1 = ff for all i and thus the implication (wi |=
φ[M]Π1 ) =⇒ (wi |= φ) holds for every i ≥ 0. Assume
now φ ∈ M . Since M ⊆ GF
φ
w we have wi |= GFφ and so in
particularwi |= Fψ2. To prove the implication assumewi |=
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(ψ1Uψ2)[M]
Π
1 for an arbitrary fixed i . We showwi |= ψ1Uψ2:
wi |= (ψ1Uψ2)[M]
Π
1
⇐⇒ wi |= (ψ1[M]
Π
1 )W(ψ2[M]
Π
1 )
⇐⇒ ∀j .wi+j |= ψ1[M]
Π
1 ∨ ∃k ≤ j .wi+k |= ψ2[M]
Π
1
=⇒ ∀j .wi+j |= ψ1 ∨ ∃k ≤ j .wi+k |= ψ2 (I.H)
⇐⇒ wi |= ψ1Wψ2
⇐⇒ wi |= ψ1Uψ2
Caseφ = ψ1∨ψ2. Let i ≥ 0 arbitrary and assumewi |= ψ1∨ψ2 .
We have:
wi |= (ψ1 ∨ψ2)[M]
Π
1
⇐⇒ wi |= ψ1[M]
Π
1 ∨ (wi |= ψ2[M]
Π
1
=⇒ wi |= ψ1 ∨wi |= ψ2 (I.H.)
⇐⇒ wi |= ψ1 ∨ψ2

Lemma 13 ([5, 21]). Letw be a word, and let N ⊆ ν (φ) be a
set of formulas.
3. If FG
φ
w ⊆ N and w |= φ, thenw |= φ[N ]
Σ
1 .
4. If N ⊆ G
φ
w and w |= φ[N ]
Σ
1 , then w |= φ.
5. φ ≡Sφ∩PN φ[N ]Σ1
Proof. All parts are proved by a straightforward structural
induction on φ. Here we only present two cases of the in-
duction for (1) and (2). (3) then follows from (1) and (2).
(1) Assume FG
φ
w ⊆ N . Then FG
φ
wi ⊆ N for all i . We
prove the following stronger statement via structural induc-
tion on φ:
∀i . ( (wi |= φ) =⇒ (wi |= φ[N ]
Σ
1 ) )
Case φ = ψ1Wψ2. Let i ≥ 0 arbitrary and assume wi |= φ.
If φ ∈ N then φ[N ]Σ1 = tt and so wi |= φ[N ]
Σ
1 trivially
holds. Assume now φ < N . Since FG
φ
wi ⊆ N we have
wi 6 |= FGφ and so in particular wi 6 |= Gψ1 . We prove wi |=
(ψ1Wψ2)[N ]
Σ
1 :
wi |= ψ1Wψ2
⇐⇒ wi |= ψ1Uψ2
⇐⇒ ∃j .wi+j |= ψ2 ∧ ∀k < j .wi+k |= ψ1
=⇒ ∃j .wi+j |= ψ2[N ]
Σ
1 ∧ ∀k < j .wi+k |= ψ1[N ]
Σ
1 (I.H.)
⇐⇒ wi |= (ψ1[N ]
Σ
1 )U(ψ2[N ]
Σ
1 )
⇐⇒ wi |= (ψ1Wψ2)[N ]
Σ
1
Caseφ = ψ1∨ψ2. Let i ≥ 0 arbitrary and assumewi |= ψ1∨ψ2 .
We have:
wi |= ψ1 ∨ψ2
⇐⇒ wi |= ψ1 ∨wi |= ψ2
=⇒ wi |= ψ1[N ]
Σ
1 ∨wi |= ψ2[N ]
Σ
1 (I.H.)
⇐⇒ wi |= (ψ1 ∨ψ2)[N ]
Σ
1
(2) Assume N ⊆ G
φ
w . Then N ⊆ G
φ
wi for all i . We prove
the following stronger statement via structural induction on
φ:
∀i . ( (wi |= φ[N ]
Σ
1 ) =⇒ (wi |= φ) )
Case φ = ψ1Wψ2. If φ ∈ N , then since N ⊆ G
φ
w we have
wi |= Gφ and so wi |= φ. Assume now that φ < N and
wi |= (ψ1Wψ2)[N ]
Σ
1 for an arbitrary fixed i . We prove wi |=
ψ1Wψ2:
wi |= (ψ1Wψ2)[N ]
Σ
1
⇐⇒ wi |= (ψ1[N ]
Σ
1 )U(ψ2[N ]
Σ
1 )
⇐⇒ ∃j .wi+j |= ψ2[N ]
Σ
1 ∧ ∀k < j .wi+k |= ψ1[N ]
Σ
1
=⇒ ∃j .wi+j |= ψ2 ∧ ∀k < j .wi+k |= ψ1 (I.H.)
⇐⇒ wi |= ψ1Uψ2
=⇒ wi |= ψ1Wψ2
Case φ = ψ1 ∨ ψ2. We derive in a straightforward manner
for an arbitrary and fixed i :
wi |= (ψ1 ∨ψ2)[N ]
Σ
1
⇐⇒ wi |= ψ1[N ]
Σ
1 ∨wi |= ψ2[N ]
Σ
1
=⇒ wi |= ψ1 ∨wi |= ψ2 (I.H.)
⇐⇒ wi |= ψ1 ∨ψ2

Lemma 14 ([5, 21]). Letw be a word, and letM ⊆ µ(φ) and
N ⊆ ν (φ). Then define:
Φ(M ,N ) ≔
∧
ψ ∈M
GF(ψ [N ]Σ1 ) ∧
∧
ψ ∈N
FG(ψ [M]Π1 )
We have:
1. IfM = GFw and N = FGw , then w |= Φ(M ,N ).
2. Ifw |= Φ(M ,N ), thenM ⊆ GFw and N ⊆ FGw .
Proof. Let us first focus on part (1) and then move to part
(2).
(1) Let ψ ∈ GF φw . We have w |= GFψ , and so wi |= ψ
for infinitely many i ≥ 0. Since FG
φ
wi = FG
φ
w for every
i ≥ 0, Lemma 13.1 can be applied to wi , FG
φ
wi , and ψ . This
yields wi |= ψ [FG
φ
w ]
Σ
1 for infinitely many i ≥ 0 and thus
w |= GF(ψ [FG
φ
w ]
Σ
1 ).
Let ψ ∈ FG φw . Since wi |= FGψ , there is an index j such
that w j+k |= ψ for every k ≥ 0. The index j can be chosen
so that it also satisfies GF
φ
w = F
φ
w j+k = GF
φ
w j+k for every
k ≥ 0. So Lemma 11.1 can be applied to F
φ
w j+k , w j+k , and
ψ . This yields w j+k |= ψ [GF
φ
w ]
Π
1 for every k ≥ 0 and thus
w |= FG(ψ [GF
φ
w ]
Π
1 ).
(2) LetM ⊆ µ(φ) and N ⊆ ν (φ). Observe thatM ∩ N = ∅.
Letn ≔ |M∪N |. Letψ1, . . . ,ψn be an enumeration ofM∪N
compatible with the subformula order, i.e., if ψi is a subfor-
mula of ψj , then i ≤ j . Let (M0,N0), (M1,N1), . . . , (Mn,Nn)
be the unique sequence of pairs satisfying:
• (M0,N0) = (∅, ∅) and (Mn,Nn) = (M ,N ).
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• For every 0 < i ≤ n, ifψi ∈ M thenMi \Mi−1 = {ψi }
and Ni = Ni−1, and if ψi ∈ N , then Mi = Mi−1 and
Ni \ Ni−1 = {ψi }.
We proveMi ⊆ GF
φ
w and Ni ⊆ FG
φ
w for every 0 ≤ i ≤ n
by induction on i . For i = 0 the result follows immediately
fromM0 = ∅ = N0. For i > 0 we consider two cases:
• ψi ∈ N , i.e., Mi = Mi−1 and Ni \ Ni−1 = {ψi }.
By induction hypothesis andMi = Mi−1we haveMi ⊆
GF
φ
w and Ni−1 ⊆ FG
φ
w . We prove ψi ∈ FG
φ
w , i.e.,
w |= FGψi , in three steps.
– Claim 1:ψi [M]Π1 = ψi [Mi ]
Π
1 .
By the definition of ·[·]Π1 , ψi [M]
Π
1 is completely de-
termined by the µ-subformulas ofψi that belong to
M . By the definition of the sequence (M0,N0), . . . ,
(Mn,Nn), a µ-subformula of ψi belongs to M if and
only if it belongs to Mi , and we are done.
– Claim 2:Mi ⊆ GF
φ
wk for every k ≥ 0.
Follows immediately fromMi ⊆ GF
φ
w .
– Proof ofw |= FGψi .
By the assumption of (2) we havew |= FG(ψi [M]Π1 ),
and so, by Claim 1, w |= FG(ψi [Mi ]Π1 ). So there ex-
ists an index j such that w j+k |= ψi [Mi ]Π1 for every
k ≥ 0. By Claim 2 we further have Mi ⊆ GF
φ
w j+k
for every j,k ≥ 0. So we can apply Lemma 11.2 to
Mi , w j+k , andψi , which yields w j+k |= ψi for every
k ≥ 0. So w |= FGψi .
• ψi ∈ M , i.e., Mi \Mi−1 = {ψi } and Ni = Ni−1.
By induction hypothesis we have in this case Mi−1 ⊆
GF
φ
w and Ni ⊆ FG
φ
w . We prove ψi ∈ GF
φ
w , i.e., w |=
GFψi in three steps.
– Claim 1:ψi [N ]Σ1 = ψi [Ni ]
Σ
1 .
The claim is proved as in the previous case.
– Claim 2: There is an j ≥ 0 such that Ni ⊆ G
φ
wk for
every k ≥ j .
Follows immediately from Ni ⊆ FG
φ
w .
– Proof ofw |= GFψi .
By the assumption of (2) we havew |= GF(ψi [N ]Σ1 ).
Let j be the index of Claim 2. By Claim 1 we have
w |= GF(ψi [Ni ]
Σ
1 ), and so there exist infinitely many
k ≥ j such that wk |= ψi [Ni ]Σ1 . By Claim 2 we fur-
ther haveNi ⊆ G
φ
wk . So we can apply Lemma 13.2 to
Ni , wk , and ψi , which yields wk |= ψi for infinitely
many k ≥ j . So w |= GFψi .

B Omitted Proofs
Lemma 33. Let φ be a formula. For every M ⊆ µ(φ) and
N ⊆ ν (φ), there exists an A1W[2] with O(|sf (φ)|) states that
recognises L(φM,N ).
Proof. ByLemma28, someA1W[2]withO(|sf (φM,N )|) states
recognisesL(φM,N ). So it suffices to show that |sf (φM,N )| ∈
O(|sf (φ)|). This follows from the following claims:
1. |
⋃
{sf (ψ [M]Π1 ) : ψ ∈ sf (φ)}| ≤ |sf (φ)|
2. |
⋃
{sf (ψ [N ]Σ1 ) : ψ ∈ sf (φ)}| ≤ |sf (φ)|
3. |sf (φ[M]Σ2 )| ≤ 3|sf (φ)|
Let ψ1, . . . ,ψn be an enumeration of sf (φ) compatible with
the subformula order, i.e., if ψi is a subformula of ψj , then
i ≤ j . Let X0 = ∅, and Xi = Xi−1 ∪ {ψi } for every 1 ≤ i ≤ n
To prove (1-3) we show that for every 0 ≤ i ≥ n
(1’)
⋃{sf (ψ [M]Π1 ) : ψ ∈ Xi } ≤ i
(2’)
⋃{sf (ψ [N ]Σ1 ) : ψ ∈ Xi } ≤ i
(3’)
⋃{sf (ψ [M]Σ2 ) ∪ sf (ψ [M]Π1 ) : ψ ∈ Xi } ≤ 3i
Since Xn = sf (φ), (1) and (2) follow immediately from (1’)
and (2’), while (3) follows from (3’) and the inclusion
sf (φ[M]Σ2 ) ⊆
⋃
{sf (ψ [M]Σ2 ) ∪ sf (ψ [M]
Π
1 ) : ψ ∈ sf (φ)}
which follows easily from the definitions.
We only prove (1’) and (3’), since (2’) is analogous to (1’).
For i = 0 (1’) and (3’) hold immediately, and so it suffices to
show⋃{sf (ψ [M]Π1 ) : ψ ∈ Xi }
≤
⋃{sf (ψ [M]Π1 ) : ψ ∈ Xi−1} + 1 (∗)⋃{sf (ψ [M]Σ2 ) ∪ sf (ψ [M]Π1 ) : ψ ∈ Xi }
≤
⋃{sf (ψ [M]Σ2 ) ∪ sf (ψ [M]Π1 ) : ψ ∈ Xi−1} + 3 (∗∗)
We prove (∗) and (∗∗) by a case distinction on ψi . We only
show one case as an example, since all other cases are either
straightforward or analogous.
Case ψi = ψ ′iWψ
′′
i . Observe that the subformula ordering
ensures sf (ψ ′i ) ⊆ Xi−1 and sf (ψ
′′
i ) ⊆ Xi−1. Thus the only new
proper subformulas we derive are the ones that are directly
derived from ψ ′iWψ
′′
i . Inserting the definitions for sf , ·[·]
Π
1 ,
and ·[·]Σ2 we obtain the following two set inclusions from
which the bound on the cardinality follows:
sf (ψi [M]
Π
1 ) ⊆
⋃
{sf (ψ [M]Π1 ) : ψ ∈ Xi−1}
∪ {(ψ ′i [M]
Π
1 )W(ψ
′′
i [M]
Π
1 )}
sf (ψi [M]
Σ
2 ) ⊆
⋃
{sf (ψ [M]Σ2 ) ∪ sf (ψ [M]
Π
1 ) : ψ ∈ Xi−1}
∪ {(ψ ′i [M]
Σ
2 )U(ψ
′′
i [M]
Σ
2 ∨G(ψ
′
i [M]
Π
1 )),G(ψ
′
i [M]
Π
1 )}

Proposition 37. AWW[2] =ω-regular,AWW[2,A] =DBW,
AWW[2,R]=DCW,AWW[1]=DWW,AWW[1,A]= safety,
AWW[1,R] = co-safety, A1W[1,R] = Σ1, A1W[1,A] = Π1,
A1W[1] = ∆1, A1W[2,R] = Σ2, A1W[2,A] = Π2, A1W[2] =
∆2.
Proof. Let us sketch the proof.
(AWW): The ⊆-inclusion follows immediately from Lem-
mas 31 and 32 and Corollary 36. The ⊇-inclusion is a slight
adaptation of similar proofs in [6]. In order to translate a
LICS ’20, July 8–11, 2020, Saarbrücken, Germany Salomon Sickert and Javier Esparza
DCW into a AWW[2,R] we duplicate the set of states into
two sets of marked and unmarked states. We remove from
the marked states all rejecting states, and add transitions
that allow unmarked states to nondeterministically choose
to move to another unmarked state, or to its marked copy.
Finally, we define all unmarked states to be rejecting and all
marked states to be accepting. The proof of AWW[2,A] ⊇
DBW is dual. The inclusion AWW[2] ⊇ ω-regular follows
from the previous two results, because every DRW is equiv-
alent to a Boolean combination of DBWs and DCWs, which
we can express in our initial formula θ0. The proofs for the
remaining inclusions are analogous.
(A1W): The ⊇-inclusion for ∆i is proven in Lemma 28.
For a formula φ that belongs to Σi (Πi ) we also rely on
Lemma 28, but add a new initial state, 〈φ〉Σi (〈φ〉Πi ) that
is marked as rejecting (accepting) such that the automaton
belongs to A1W[i,R] (A1W[i,A]). For the ⊆-inclusion, let
A = 〈Σ,Q, θ0, δ ,α〉 be a very weak alternating automaton
with Σ = 2Ap . We use the translation from A1W to LTL pre-
sented in [9, Thm. 6], with minimal modifications, to define
a formula χA such that L(χA) = L(A). Then, we show
that when A belongs to one of the classes in the hierarchy,
χA belongs to the corresponding class of formulas. For the
proof of correctness of the translation we refer the reader to
[9].
For the definition of χA , we assign to every θ ∈ B+(Q) an
LTL formula χ(θ ) such that L(χ(θ )) = L(Aθ ), where Aθ
denotes A with θ as initial formula, and set χA := χ(θ0).
Similarly, for the definition of χ(θ ), we first assign a formula
χ(q) to every state q, and then define χ(θ ) as the result of
substituting χ(q) for q in θ , for every state q. It remains to
define χ(q). Using that A is very weak, we proceed induc-
tively, i.e., we assume that χ(q′) has already been defined
for all q′ such that q → q′ and q , q′.
For every q ∈ Q andσ ∈ 2Ap , let θq,σ andθ ′q,σ be formulas
such that δ (q,σ ) ≡ (q ∧ θq,σ ) ∨ θ ′q,σ (it is easy to see that
they exist). Define
χ(q) =
{
φqUφ
′
q if q < α
φqWφ
′
q if q ∈ α
with:
φq =
∨
σ ⊆Σ
(
ψσ ∧ Xχ(θq,σ )
)
φ ′q =
∨
σ ⊆Σ
(
ψσ ∧ Xχ(θ
′
q,σ )
)
ψσ =
∧
a∈σ
a ∧
∧
a<σ
¬a
Since this translation assigns to each U-formula a reject-
ing state and to eachW-formula an accepting state, the syn-
tax tree of χA has an alternation between U andW exactly
when there is an alternation between accepting and non-
accepting states. This yields all the desired inclusions in Σ1,
Π1, . . . , ∆2. 
