In Wahba et al (1995) it was shown how the randomized trace method could be used to adaptively tune numerical weather prediction models via generalized cross validation (GCV ) and related methods. In this paper a`toy' four dimensional data assimilation model is developed (actually one space and one time variable), consisting of an equivalent barotropic vorticity equation on a latitude circle, and used to demonstrate how this technique may be used to simultaneously tune weighting, smoothing and physical parameters. Analyses both with the model as a strong constraint (corresponding to the usual 4D-Var approach) and as a weak constraint (corresponding theoretically to a xed-interval Kalman smoother) are carried out. The conclusions are limited to the particular toy problem considered but it can be seen how more elaborate experiments could be carried out, as well as how the method might be applied in practice. We have considered ve adjustable parameters, two related to a distributed coe cient in the equivalent barotropic vorticity equation (`physical' parameters), one governing the relative weight given to observations vs forecast, one governing the relative weight given to observations vs goodness of t to the model (in the weak constraint case) and one governing the damping of high frequency oscillations in the analysis at the nal time point (`smoothing' parameter). The weighting parameters and the smoothing parameter can, if desired, be interpreted as ratios of parameters in prior covariances. Analyses are made with a low resolution model of the dynamics of the equivalent barotropic vorticity equation given noisy forecast (initial conditions) and noisy wind observations, and compared with nature evolved from exact initial conditions using a high resolution forward integration. We found that these ve (carefully chosen) parameters are simultaneously tunable on line, that is, simultaneously with the analysis, and that (1) the analysis is equally and strongly sensitive to both the choice of the observed vs forecast weighting parameter and the choice of the smoothing parameter, (2) that the analysis with the model as a weak constraint, based on the tuned estimate of the parameter governing how close the analysis satis es the model, is somewhat better than the analysis using the model as a strong constraint, although estimation of this tuning parameter varies much more than the other parameters with replications of the experiment, and (3) good estimates of the physical parameters are obtained, however, these estimates are closer to those which make the model integrated forward with perfect initial conditions best t nature, and these are not exactly the`true' parameters.
Introduction
We consider the adaptive tuning of a`toy' four dimensional variational data assimilation problem, which contains terms which are toy versions of terms included in operational numerical weather prediction problems and reanalysis problems. The purpose of this paper is to demonstrate the feasibility and e ectiveness of quasi-on-line simultaneous adaptive tuning of multiple weighting, smoothing and physical parameters in such a variational problem, via the use of randomized trace versions of generalized cross validation (GCV ) and unbiased risk (UBR) methods for the tuning. The`toy' variational problem we study is of the form of the the`standard' variational numerical weather prediction problem (Lorenc 1986 , Parrish and Derber 1992 , Wahba 1982 as extended to time as well as space with the model as a weak constraint, and we also examine the variational problem with the model as a strong constraint as a`toy' version of 4D-Var as discussed in, for example Rabier, Courtier, Pailleux, Talagrand and Vasiljevic (1993) , Zou, Navon and Sela (1993) . Under some assumptions the solution of the 4D-Var problem with the model as a weak/strong constraint can be shown to be equivalent to a Kalman smoother with model error/without model error, see Thepaut, Ho man and Courtier (1993) , Cohn, Sivakumaran and Todling (1994) . We include terms which govern the t of the analysis to the data and to the forecast, and a`smoothness' (read`balance') penalty term. In the weak constraint case we also include a penalty term which governs the closeness of the analysis to the model. The strong constraint case here forces the analysis to t some model trajectory and can be considered as a limiting case of the model as a weak constraint. In practice these terms include numerous weighting and smoothing parameters, as well as coe cients in the model parameterizations, calibration coe cients, scale lengths, spatially varying terms in covariances, and so forth.
In the usual 3D-Var or OI analysis, the weight given to the data is governed by an assumed observation error covariance matrix, which may include errors of representativeness and errors in any forward model involved, as well as instrumental errors. The components of this matrix are frequently obtained from known instrument characteristics and other system knowledge. The weight given to the forecast is governed by a forecast error covariance, which is in practice generally obtained from historical information about the system (see, e. g. Hollingsworth and Lonnberg (1986) , Bartello and Mitchell (1993) , Parrish and Derber (1992) . Kalman Filter (KF) theory tells how in theory the forecast error covariance is propagated along with the forecast, but in practice propagating a complete KF forecast error covariance is not practical. Recently several authors have proposed simpli ed versions of the forecast error covariance prescribed by KF theory, and then have derived or estimated a small number of coe cients in this covariance, see for example Cohn (1993) , Todling and Cohn (1994) and references there. Model error covariances are in theory part of the KF equations but are not easy to specify realistically. Recent work in the development of model error covariances includes Daley (1992) , Mitchell and Daley (1995a,b) . In particular Mitchell and Daley (1995b) note that correlation of the model error and the signal can be important, a problem which is speci cally exists but is ignored in the present work. Other discussions of model errors include Boer (1984) , Dalcher and Kalnay (1987) , Tribbia and Baumhefner (1988) , Dee (1995) . In addition, model errors may well be correlated from time to time, in violation of the usual KF assumptions.
In the present work, and its predecessor Wahba, Johnson, Gao and Gong (1995) (WJGG) it is our thesis that, under certain conditions it may be both feasible and bene cial to attempt adaptive on line (or quasi-on-line) tuning or ne-tuning of a relatively small number of those parameters, to which the analyses are especially sensitive. By quasi-on-line is meant, as part of the variational problem for obtaining the analysis. This work is parallel to the pioneering work of Dee (1995) , who uses maximum likelihood methods for this purpose. In addition, the analysis can be sensitive to inadequate speci cation of physical parameters in the model, and if this is the case, there is also the potential for quasi-on-line tuning of some of them. See Wergen (1992) , O'Sullivan (1991) , Wahba (1990a) , Kravaris and Seinfeld (1985) . This has led us to examine the possibility of simultaneously tuning or ne-tuning physical parameters on line.
In this paper we selected an equivalent barotropic vorticity equation for the streamfunction on a latitude circle, and evolved`nature' on a ne time and space grid via a leapfrog scheme for integrating the vorticity equation, while we de ned the model dynamics on a coarse subgrid via a rst order nite di erence scheme. The barotropic vorticity equation we use has two physical parameters, and we set these to be unknowns to be tuned in the model dynamics. We simulated a forecast for the streamfunction by adding (correlated) random errors to the nature streamfunction at the start, and wind observations by adding (white) random error to the nature wind at selected points in time and space. We attempted to scale the experiment to realistic values of the various error variances. Given the simulated forecast and observations we then tune and solve a variational problem in time and space, using the model dynamics both as a weak and then a strong constraint. We compute the GCV and UBR functions that are minimized to tune the model, via the randomized trace technique described in detail in WJGG. As discussed in WJGG, the randomized trace July 22, 1996 method may be implemented on any size problem which has a working code for solving the variational problem, at the cost of solving the variational problem several times. Thus it is potentially feasible with operational sized variational problems, including mildly nonquadratic ones solved in a limited number of iterations.
The parameters we choose to tune were selected carefully in that we had reason to believe a priori that the estimates of the state vector and then the predicted observations were sensitive to them. This is certainly a minimum requirement for the parameters to be tuned this way. Using the fact that we know nature in this experiment, we can quantify the sensitivity fairly precisely. We nd that for these ve sensitive parameters, the methods can tune the variational problem very well. Let be the vector of parameters to be tuned and R( ) be the predictive mean square error that is, the mean square di erence between nature and the analysis in observation space, when is used, and let^ be the estimate of the optimal via GCV or UBR. We nd that the ine ciency, which is de ned as R 1=2 (^ )=min R 1=2 ( ) is mostly in the range of 1:05 ? 1:2. (Note that R can be computed only in simulation studies where nature is known !) In the case of the model as a weak constraint, we have formulated the weak model constraint in the simplest possible terms, namely as penalty on the ordinary sum of squares di erences, even though the model error is surely correlated in space and time. That correlation would in theory dictate a more sophisticated penalty. In this experiment the sensitivity to the parameter which controls the relative t of the analysis to the model is quite a bit less than the other comparable sensitivities in the region in which tuning would be desirable, nevertheless some tuning appears to be bene cial. The relative lack of sensitivity to this parameter may be related to the fact that the form of the lack of t to model penalty is appropriate to model errors independent in time and space, while model errors surely are not. At the scale of our toy problem, we found that the model as a (tuned) weak constraint is slightly better than as a strong constraint. The parameter controlling the relative weight given to forecast vs observations can be interpreted as a variance ratio, and the tuned value was a reasonable estimate of the ratio of the variances used in the simulation of forecast error and observation error. A smoothness penalty (read`balance') at the last time step was de nitely tunable and bene cial. In fact the sensitivity to this parameter was roughly similar to that of the parameter controlling the relative t to observations vs forecast. We do not know to what extent numerical results in our toy model scale up to more realistic settings, but we think that the experimental design demonstrates an approach that has the potential for answering the scale-up question, and also suggests directions for how the methods might be implemented in practice. Theoretical results concerning sensitivity will appear separately.
In Section 2 we review 4D-Var and KF theory that is behind the variational problem that we use. In Section 3 we describe the experimental design and the calculations. Section 4 describes the experimental results, Section 5 discusses some related issues, and Section 6 gives a summary, conclusions and some directions for future research.
Tuning the 4D-Var problem
We brie y review the (usual) assumptions from Kalman ltering and 4D-Var, organized in a form corresponding to our experiment. Let t = 1; ; T denote discrete time, t ; t = 1; ; T be a sequence of state vectors representing (some part of) nature which evolves according to t+1 = M t t + N t + t ; t = 1; ; T ? 1
where M t is the model evolution operator, N t is a forcing function and the t are assumed to be independent, zero mean Gaussian random vectors with covariances 2 m Q t ; t = 1; ; T. is the forecast for t = 1, assumed to satisfy = 1 + (2.2) with N(0; 2 f Q ). 1 The usual linear Kalman lter theory (in the present notation) would evolve the forecast error covariance as 2 f Q = M 0 P a 0 M 0 0 + 2 m Q 0 where M 0 and 2 m Q 0 are the model evolution operator and model error covariance for the time step preceeding t = 1 and P a 0 is the analysis error covariance at the preceeding time step. However, in this work we will deal with 2 f Q directly, although other options based on an evolved covariance are possible, see Cohn (1993) , Dee (1995) If we specify p( T ) the joint density on the left of (2.4) is completely speci ed. We will allow an improper Gaussian prior for T , which will allow the imposition of a penalty term on T which is not necessarily of full rank. Practically speaking this amounts to treating T as though it had the prior covariance b with ?1 = J where J is not of full rank, and this entails penalizing only part of T . See Wahba (1990b) , Section 1.5 for further discussion of this point.
Letting kyk 2 B = y 0 By, then the conditional expectation of 1 ; ; T given fy t ; t 2 ; g is the minimizer, call it^ = (^ 0 1 ; ;^ T ) 0 Note that t for t = T has been singled out for special treatment in the last term. In theory, we could have used any t = 1; 2; ; T. See also Bennett and Miller (1991) Except (possibly) for the inclusion of the penalty term k T k 2 J , (2.7), (2.8), and (2.9) are the basis for the`standard' three and four dimensional variational data assimilation methods, and also correspond to the xed lag Kalman smoother. See Lorenc (1986) , Zou, Navon and LeDimet (1992) , Bennett (1992) , Rabier, Courtier, Pailleux, Talagrand and Vasiljevic (1993) , Thepaut, Ho man and Courtier (1993) , Parrish and Derber (1992) , Cohn, Sivakumaran and Todling (1994) . Terms which penalize large gravity waves, lack of balance, or other non-meteorological phenomena are in fact frequently included in operational data assimilation models.
In what follows, we will assume that S t is known reasonably well, and, hence, the variational problem can be rescaled so that we can set S t = I. In order to use the generalized cross validation and unbiased risk methods here it is necessary to have a large data set 2 whose error structure is close to white, or, at least well known. In practice this assumption is reasonably well satis ed when the data includes a large subset from, for example, radiosondes; and correlation in the so-called errors of representativeness can be neglected. Highly positively correlated errors that are not accounted for may cause the cross validation to confuse noise with signal.
We will be considering the adaptive estimation of the weighting parameters and (in the weak constraint case) , the smoothing parameter as well as two`physical' parameters U 0 and which are part of a distributed parameter in M t , to be described later. Let stand collectively for = (U 0 ; ; ; ; ) or, if = 1 (the strong constraint case), = (U 0 ; ; ; ). Lettingŷ t = K t^ t , y = (ŷ 1 0 ; ;ŷ T 0 ) 0 , then, either in the weak constraint case (2.7) or the strong constraint case (2.8, 2.9), there exists a matrix A( ), known as the in uence matrix, such that y = A( )y + quantities independent of y:
(2.10)
The GCV (generalized cross validation) estimate of is the minimizer of V ( ) where
This may be a subset of the entire data set, see Wahba, Johnson, Gao and Gong (1994) . Figure 3 .1, U 0 = :0355; = :10. 3.2`Nature' and`The Model'
In reality the atmosphere (`nature') exists in continuous space and time, evolving according to laws of physics at all scales, and on which observations, consisting of (noise-contaminated) values of functionals, which may involve derivatives, point values or weighted integrals over various sized regions, are available. The computer model, discrete in time and space is only an approximation to nature at the cruder scales, and the model observation operator K t , which is a map from state space to observation space, is only an approximation to the real observation operator, which is a map from`nature' space to observation space. In the present work, we will avoid the (important) issues of the best ways to go from continuous time and space to discrete time and space 3 by letting our proxy for`nature' be an atmosphere and an evolution operator de ned on a ne time and space grid (the`nature' grid), while the model evolution operator M t , and state vector t are de ned on a crude time and space grid (the`model' grid) which is a subgrid of the nature grid. Similarly the`nature' observation functionals will be de ned by an observation operator from the nature grid to observation space, while the model observation operator K t will be de ned from the model grid to observation space. Since the model error in atmospheric and oceanic dynamical systems models has to do with the fact that the objects that in reality play the role of the nature grid and nature evolution operator are not the same as those that play the role of the model grid and the model evolution operator, the assumption that the t in the Kalman lter model described above behave as though they are independent from time step to time step (either in the present work or in reality) is probably the least tenable assumption made here (and elsewhere). Nevertheless, the description has been found to be useful in some contexts. The nature grid for our experiment is a ne grid with space points 13 miles apart and time grid points 8:7 seconds apart. The`nature' streamfunction at the start (0 hours or model time t = 1) for our primary experiment is de ned by discretizing start (x) given by start (x) = 0:002 sin x + 0:5 cos 2x + 0:6 sin 3x]; x 2 0; 2 ] This issue is discussed in Wahba (1990b) , Bennett (1992) . GONG, WAHBA, JOHNSON and TRIBBIA July 22, 1996 numerical solution of (3.3), initiated by a rst order di erence scheme, and using the initial state determined by (3.4) or (3.4) 6:28. Nature was evolved for for 48 hours. The nature streamfunction is then known on the nature grid, and the`nature' wind eld is de ned as the central divided di where t is the time between two model time steps. We attempted to choose the nature and model grids and dynamics so that the di erences between the evolution of nature and evolution de ned by the model were relatively small but not negligible compared to observation errors. The dotted line in Figure 3 .2(a) gives the`nature' streamfunction at 48 hours (model time t = T = 13) as was determined by evolving start (x) of (3.4) via the nature dynamics on the nature grid, and the solid line is the streamfunction at the same time as obtained by evolving start via the model dynamics on the model grid. 
The Observations
The wind observations were generated at model times t 2 = f1; 4; 7; 10; 13g (corresponding to 0, 12, 24, 36 and 48 hours) on a regular space grid with a hole in it, speci cally on the 164 model grid points numbered 1 ? 30 and 61 ? 194 . This was done by rst computing the nature wind at these points in space and time then adding observation errors to the nature wind as independent zero mean Gaussian random variables with a common standard deviation. Figure 3 .3 gives the nature streamfunction (evolved from start ) and wind eld at the observation times, with observed winds superimposed on the nature wind plot. These wind observations were generated with a standard deviation of 2 o = 2ms ?1 in the wind observation error.
The Forecast
The forecast used by the model in our experiment was obtained by adding a 194 dimensional forecast error vector f to the vector of true streamfunctions at the initial time obtained by discretizing start (x) on the the model space grid. f was generated as a 0 mean Gaussian random vector with covariance 2 f Q , where Q is a circulant (isotropic) correlation matrix to be described. Since the wind eld is de ned as the central divided di erence 4 j c of the streamfunction, then f and V f , the wind eld forecast error, are related by V f = 4 j c f . Figure 3 .4 gives the wind eld forecast error correlation function (r) which corresponds to the streamfunction correlation that we used. was chosen to be visually indistinguishable from the longitudinal wind eld forecast error correlation implied in Figure 5 of Hollingsworth and Lonnberg (1986) . The wind eld forecast error covariance is then 2 V f C V f where V f is to be speci ed, and the j; kth entry of C V f is (jj ? kj 150km). The 2 f and Q that we used satisfy 4 j c ( 2 f Q )4 j 0 c = 2 V f C V f . Since 4 j c is not of full rank, this equation
does not always have a solution, and when it does, it is not unique. We did a small amount of tinkering (in Fourier transform space, see Wahba (1968) ) with both Q and so that both the equation is satis ed, and Q is of full rank for numerical stability. Figure 3 .5 gives a plot of the start (x) along with a noisy streamfunction forecast obtained by adding a random f . For this gure, V f was taken as :485ms ?1 , which resulted in f = :726km 2 s ?1 . Note the evidence of spatial correlation.
Calculations for the Experiment
We now give details for the calculation of the minimizers of (2.7) and (2.8), subject to (2.9). t is the 194 dimensional model state vector of streamfunction values at time t = 1; ; 13, and y t is the 164 dimensional vector of wind observations at t 2 = 1; 4; 7; 10; 13. M t = M(U 0 ; ) = M independent of t is obtained from (3.5) as M = (I ? B ?1 (C + D)), and N t = ?B ?1 F t = N(U 0 ; ) = N, independent of t, where F t is given in (3.5). In this experiment we set Q t = I. This is partly because methods for modeling the model error are beyond the scope of this paper. But also, we are particularly interested in seeing what might happen when a misspeci ed`model error covariance' is used, something that is likely to occur in practice. Extension of the formulas below to the general Q t case is straightforward, however, and they could be extended to the case where model error is, for example described as a low order autoregressive scheme on the model time grid. We set J =4 j 2 04 j 2 , which corresponds to a penalty on the sum of squares of the second di erences of the • • Figure 3 .3: Nature streamfunction at the observation times t = 1; 4; 7; 10; 13 (left column) and corresponding nature wind and wind observations (right column). 
Figure 3.5: Nature streamfunction (solid line) and noisy streamfunction forecast (dots) at t = 1. The linear system (3.7) is 2522 2522 (2522 = 194 13), and for this experiment we used a packed Cholesky decomposition to solve it, see Chapter 5 of Dongarra, Moler, Bunch and Stewart (1979) . A truncated conjugate gradient algorithm for solving the variational problem could have been used here, see WJGG, then the algorithm stopping time would have been an additional tuning parameter. The minimizer^ 1 then depends on the choice of the parameters = (U o ; ; ; ). LettingM = (I; M; ; M T?1 ), the normal equations for the minimizer^ 1 of (3.10) subject to (3.11) are This is approximate in the nonlinear case, see WJGG.
GONG, WAHBA, JOHNSON and TRIBBIA July 22, 1996 V based on evolving start were at (:040; :093) and (:038; :095) respectively, while the nature value is (:0355; :10). This is likely due to the fact that the model integration has larger discretization errors due to its coarser nite di erence mesh. This leads to errors in the phase and group velocities of Rossby waves which can be compensated for statistically by using parameter values which are not precisely those of the nature simulation. Below we will see that the tted (U 0 ; ) are closer to the minimizer of MSE V than to the nature value, which is not surprising considering the optimality criteria R( ) = 1 n dat P t2 kK t TRUE t ? K t^ t ( )k 2 of (2.13) associated with the estimation procedure.
Results

The weak constraint case
We used this model in several di erent experiments. In the rst experiment, we generated a a nature run with the streamfunction as in (3.4), and a set of observations and a forecast as shown in Figures 3.3 and 3 .5. Using the nature run and this data, we examined in detail the sensitivity of the target criteria R 1=2 ( ) to the parameters = (U 0 ; ; ; ; ). Then we examined the e cacy Figure 4 .1 the sensitivity of the target function R 1=2 to changes in (U 0 ; ) for each set of values of ( ; ; ) may be observed. Letting R be the value of noted above where the global minimum occurs, the sensitivity of R( ) near R to changes in the other parameters may be seen by examining R 1=2 ( )=R 1=2 ( R ) while varying one parameter at a time and setting the other parameters at their minimizing values. Using the data les which were used to generate Figure 4 .1, the results are plotted schematically in Figure 4 .2. The horizontal axis in Figure 4 .2 is log 10 ; log 10 or log 10 . The dotted line gives min ?R 1=2 ( )=R 1=2 ( R ) where min ? means that the minimum is taken over all the parameters except , similarly for (solid line), and (dashed line). R 1=2 is clearly sensitive to changes in and , while it is sensitive to decreases in below the minimizer but is quite at as increases. R 1=2 ( ) increases very slowly as becomes large. Figures 4.3 and 4.4 give the same 36 contour plots, except for V ( ) and U 1=2 ( ) respectively. Within the resolution of the plots, the minimizers of V ( ) and U 1=2 ( ) are the same, and are log 10 = 4; log 10 = 4:78; log 10 = 2:24 (middle plot in the upper right block) and (U 0 ; ) = (:0397; 0:100). It can be seen that they both follow R 1=2 fairly well. (In theory, V R + 2 o in the neighborhood of the minimizer, while U R, see WJGG). Letting R ; V and U be the minimizers of R( ), V ( ) and U( ) respectively, we can measure the ine ciencies I V and I U of the estimates provided by V and U by I V = R 1=2 ( V )=R 1=2 ( R ) and I U = R 1=2 ( U )=R 1=2 ( R ). In this case the ine ciencies, which measure the root mean square error when the estimate is used divided by the minimum root mean square error obtainable if nature were known, are both given by :2991=:2764 = 1:082, to within the resolution of the crude search employed. Theoretical discussions of the properties of these estimates may be found in Li (1986) , Wahba (1990b) . We conclude that GONG, WAHBA, JOHNSON and TRIBBIA July 22, 1996 (for this example) the minimizers V and U of V ( ) and U( ) do very well from the point of view that R( V ) and R( U ) are not much larger than R( R ). We can conclude also, that, since R 1=2 is quite sensitive to all of the parameters except , that we should be able to obtain relatively stable estimates of these parameters for similar signals. Notice that, in each of Figures 4.1, 4 .3 and 4.4 the location of the minimizing value of (U o ; ) is nearly the same in in the four lower right blocks in each 3 3 contour plot in (U o ; ), but not elsewhere. This suggests that good estimates of (U o ; ) may be obtained independently of ; ; for a range of values of these parameters about the minimizer, but if these parameters are xed at poor values, and then a search made to nd the minimum over (U o ; ), may give quite di erent values.
The strong constraint case
Using the same data as in Section 4.1, Figure 4 .5 gives 9 contour plots each for R 1=2 ( ); V ( ) and U 1=2 ( ) , where now = (U 0 ; ; ; ). The grid scheme is similar to the one for the weak constraint: 41 41 for U 0 2 0:0335; 0:0446], and 2 0:075; 0:115], with three values for log 10 ; 3; 4; 5, and three values for log 10 ; 1:54; 2:04; 2:54. These values were chosen after some trial and error. The minimum of R 1=2 over this ne grid in (U 0 ; ) and crude grid in ; occurred at log 10 = 2:04; log 10 = 4 and (U 0 ; ) = (0:041; 0:106). The minimum of the V ( ) occurs for the same and , at (U 0 ; ) = (0:039; :099). R 1=2 ( V ), where V is the minimizer of V given above, was 0:330. Thus I V = 0:330=0:319 = 1:034. As before, U( ) behaves similar to V ( ) and gives the same minimizer as V ( ), to the resolution of the crude grid search, and the minimizer of U( ) or V ( ) provides a good estimate of the minimizer of R( ). In theory the strong constraint case is a special case of the weak constraint case as ! 1. However, we cannot compute the strong constraint case as a limit of the weak constraint case, and the strong constraint case has been computed via an independent algorithm. We did try a set of weak constraint cases with U 0 ; ; and set to their values above which minimized R 1=2 in the strong constraint case, and then let increase. We found that R 1=2 ( ) appeared to approach its strong constraint value of 0:319. This may be compared with the global minimum of R 1=2 ( ) found in Section 4.1 of 0:2764 (although the search grid in log 10 was not exactly the same).
The extremely wiggly curves in some parts of the contour plots in Figure 4 .5 are caused by the instability of the computation 5 . When (U 0 ; ) is in those wiggly regions of the contour plots the condition number of the matrix E strong in the normal equations of (3.12) is very large. Physically, there is an admissible range for the distributed parameters in the barotropic vorticity equation. The discretization scheme we used to form the dynamical model is a conditionally stable scheme. Beyond the admissible range of the distributed parameters, the instability of the discretization scheme will show up. The wiggly curves may correspond to the boundary or near boundary of this range. This instability was not evident in the weak constraint case for the values of that we tried.
Replications
It is known that variability in the random errors in the data that go into adaptive estimation of smoothing parameters in the moderate sample size case can have an observable e ect on smoothing parameter estimation. We have therefore repeated this experiment eleven times with the samè nature' but with new random numbers drawn for the forecast errors and the observation errors.
Instead of a global search, we have used a slightly modi ed Powell's direction set method (Press, Flannery, Teukolsky and Vetterling (1990) , Section 10.5, Avriel (1976) ) to search for the minimizers of R( ); V ( ) and U( ). Since all three functions are expected to have their minima with all parameters positive, Powell's algorithm was modi ed so that when the search approaches or crosses the boundary between positive and negative values, a large function value will be returned so that the next search direction chosen by Powell's algorithm will be changed to move towards the interior of the positive orthant. Letting F( k ) stand for R( k ); V ( k ) or U( k ), where k is the kth value of , the the modi ed Powell's algorithm was set to stop when jF( k+1 )?F ( k )j 10 ?4 jF( k+1 )+F ( k )j.
The results may be seen in Table 4 .1. Replication (11) used the same observations and forecast as went into Figures 4.1, 4.3, 4.4 and 4.5 . The lines marked (11A) and (11B) give, respectively the results previously obtained with the crude grid search behind Figures 4.1, 4.3 and 4.4 (11A) and Figure 4 .5 (11B). It can be seen that R 1=2 ( ) at the minimizers found in (11) and (11A) are quite similar. The column marked`Ine ' gives R 1=2 (^ ))=R 1=2 ( R ) where^ is the minimizer that was found for V or U and R is the minimizer of R. The columns headed by the names of components of give the estimates. Note that the values of U 0 which minimize R are systematically larger than the`true' U 0 = :0355, and that the values of U 0 which minimize V and U appear to be scattered about the minimizer of R, not about :0355. This is suggestive of the perfectly plausible idea that the`best' value of a distributed parameter for tting purposes in a computer model which is an imperfect representation of the truth is not necessarily the`true' value. An examination of the GONG, WAHBA, JOHNSON and TRIBBIA July 22, 1996 Ine ' column indicates that eight out of these eleven cases had ine ciencies less than 1.20, and three of them had ine ciencies between 1.2 and 1.38. In each of these three cases the di culty appears to be the apparent inability of the minimizer of V or U to nd an close to the minimizer of the which minimizes R. This is certainly related to the fact that R appears to be insensitive to over a wide range of , and this insensitivity may be related to the fact that we are using a least squares penalty on model error (i. e. Q t was set to I), whereas the true model error is certainly correlated in space, as well as time. Putting the model in as a strong constraint avoids this problem, provided the model error is su ciently small over the time period considered. In the present example the weak constraint appears to be bene cial, but only experimentation with more realistic systems can answer this question in practice. In Tables 4.2 and 4 .3 we report results of repeating the experiment of 4.1 with smaller noise, and stronger signal, respectively. For Table 4 .2 the observation error standard deviation has been reduced from 2ms ?1 to 1ms ?1 and the forecast error standard deviation in the wind has been reduced from :485ms ?1 to :16ms ?1 . For Table  4 .3 the observation and wind forecast error standard deviations have been set back to the same values as in Table 4 .1, but the the signal has been made stronger by replacing start (x) of (3.4) by 6:28 start (x). Thus, the signal to noise ratio has gone up in both of these cases, and the ine ciencies are all between a low of 1:01 and a high of 1:16. Some of the replicates in Tables 4.2 and 4.3 demonstrate an insensitivity to in that the UBR or GCV estimate of is quite di erent than the PMSE value while the ine ciency is still quite small.
Putative and Estimated Weighting and Smoothing Parameters
As noted in Section 2, if observation error, model error and forecast errors were all random vectors with the covariance matrices implied by the variational problem (2.6) being solved, and if T were a random vector with the covariance bJ ?1 , then ; and would have an interpretation as ratios of variances, = 2 o = 2 m ; = 2 o = 2 f , and = 2 o =b. In our experiment, the observation error and the forecast error were simulated according to the given random assumptions, but nature was generated by evolving an assumed (smooth) streamfunction at the start, and the model error was generated by di erences between the the nature and model dynamics. The implied model error covariance from (2.6) is 2 m Q t with Q t = I. We now relate the tted parameters ; and to quantities that have a physical interpretation. We imputed the ad hoc value put m to m as ; ; , as the ratios of the actual or putative standard deviations, in physical units, and the fourth column gives log 10 of the square of the values in the third column , converted to dimensionless form for comparison with the estimated log 10 ; log 10 and log 10 . The dimensionless form of the ratios in column 3 are obtained by multiplying them by (4496km) 10 ?3 km m ?1 . The fth column gives the mean and standard deviation for the 11 values of log 10 ; log 10 and log 10 which minimize R( ) from the eleven replicates of Cases 1, 2 and 3 from Tables 4.1, 4.2 and 4.3, and the sixth and seventh columns give the same information for U( ) and V ( ). It can be seen in all three cases that the minimizers of R; V and U in log 10 are generally close to the putative value, it appears that these minimizers provide an estimate of the observed vs forecast variance ratio 2 o = 2 f . In Cases 1 and 2 the minimizers in are close to their imputed values while in Case 3 (stronger signal) the minimizer is larger. The minimizers in are larger by a factor of between 10 1=2 and 10 3 than their ad hoc imputed values. It is not exactly clear how one should impute model error here, however it appears that the tting is drawing strongly to the model. The putative values allow common physical units to be attached to this particular set of smoothing parameters, which allows a direct comparison of sensitivity. In the case of variance ratios, it appears that putative values may may well serve as starting points for the tuning.
Further Discussion
Search Algorithms
With regard to the Powell's search algorithm, we set a particularly stringent convergence criteria, and in each of the iterative searches in behind the results of Tables 4.1, 4.2 and 4.3, there were of the order of several hundred iterations. This is clearly not acceptable in practice. We believe that an appropriate and e cient way to nd the minimum of functions like R, V and U, in d variables, (here d = 4 or 5) which tend to be smooth functions of their arguments, for which it is very expensive to compute a single value, and for which derivatives are not available, is to (1) carefully select a set of (2) evaluate the function at the design points, (3) interpolate the function at the design points using a convenient and`legitimate' interpolation scheme, (4) nd the minimum of the interpolant, (5) if desired, lay out another design around this minimum and evaluate the function at the new design points, (6) interpolate to the design points lying within some region surrounding the minimum so far, and nd the minimum of the new interpolant. By a`legitimate' interpolation scheme we mean one based on a positive de nite or conditionally positive de nite function, see see Bates, Reames and Wahba (1993) , Section 5. There is an extensive literature utilizing this approach to minimize computer generated functions which are expensive to evaluate. This approach may also be used to explore sensitivity to various parameters of interest. Bowman, Sacks and Chang (1993) describe the use of this approach to study the sensitivity of a global equivalent-barotropic model to certain parameters in the model, for example, viscosity. They use Latin hypercube designs and positive de nite functions from a convenient family which includes covariances of Gaussian form. Other design possibilities include the I-, D-and A-optimal designs (see Hardin and Sloane (1993) ) blending function designs a.k.a. hyperbolic cross points (see Wahba 1978) , and other interpolants include higher order spline-like interpolants. It may be of bene t to attempt to divide the various tuning parameters into groups which could be studied independently of each other, at least near the minimizing values, recall the remarks at the end of Section 4.1 concerning minimization with respect to (U o ; ). It remains to be seen what the best approach would be for functions of the type GONG, WAHBA, JOHNSON and TRIBBIA July 22, 1996 we have here.
Other Tuning Criteria
Two other tuning criteria are in wide use, namely ordinary crossvalidation, (leaving-out-one, or leaving-out-several), and various forms of maximum likelihood. Let^ ( ) (k) be the estimate of obtained by solving the relevant variational problem with kth data point left out, here k would run over the (5 164) The partial GCV and partial UBR estimates are candidates for future study, however the number of observations at time T in the present experiment (164) is probably not be enough to estimate all ve parameters in a reproducible fashion. The GML (generalized maximum likelihood) estimate for the parametrization employed here, that is, based on factoring out 2 o , may be derived following Wahba (1990b) , see also Gong (1994), Wahba (1985) . Calculations with the GML in the present context appear to be more costly than the randomized trace version of the GCV , although this may change as more advanced numerical methods become available. Other parametrizations for maximum likelihood estimates are also available, see, for example Dee (1995) .
Summary and Conclusions
In this paper we have demonstrated an approach to quasi-on-line tuning of multiple weighting, smoothing and physical parameters in variational data assimilation procedures involving model constraints, via the generalized cross validation and unbiased risk methods. In the examples of our experiment we have found that physical parameters to which the analysis is sensitive can be tuned along with one or two weighting parameters and a smoothing parameter. We found in our example that the smoothing parameter is equally important as a parameter controlling the tradeo between t to the data and t to the forecast (a result which may surprise some) and that a parameter which controls the relative strength of the model as a weak constraint is somewhat tunable, although not as tunable as the other parameters. There are a number of oversimpli cations which could be removed in future experiments, including the fact that the forecast error was generated from a known correlation function which was then used in the analysis, the linearity of nature and the model, the simpli ed penalty when using the model as a weak constraint and the regularity of the observation points. We think the approach is worth pursuing in more sophisticated experiments, and raises a number of issues for further work. The rst requirement for tunability is, that the analysis be sensitive to the parameters being tuned, and in practice, sensitivity analysis in general and for parameter estimation in particular is an important area of ongoing research. See Rabier, Courtier and Talagrand (1992) , LeDimet, Ngodock and Navon (1995) . Since sensitivity analyses for certain kinds of parameters require a evaluations of the model for each setting of the parameters of interest, further work is needed along the lines of the`design' approach to e ciently study sensitivity, possibly in conjunction with the developments in the two papers just mentioned. In particular, it would be helpful to be able to ascertain which groups of parameters, if any, may be tuned independently of other parameters. We noted that the minimizers in (U o ; ) are relatively insensitive to changes of the other parameters within a certain range near the minimum, but not everywhere. Sensitivity to some other parameters, speci cally certain parameters inside covariances, can be partly studied outside of a model and some results along these lines are under development. Of interest are scale lengths and other parameters governing spatial variability inside forecast error or model error covariances. The question of the accuracy of an analysis using the model as a strong constraint relative to an analysis based on the model as a`tuned' weak constraint has been raised here, but answered only within the very limited con nes of part of this particular experiment, and has to be raised anew within the con nes of any particular model, signal or families of signals, and time interval. Other approaches to weakening the strong model constraint in 4D-Var are also available, see Derber (1989) , Zupanski (1993) , and certain of their parameters have the potential of being tuned this way. Another important open question involves indirect data such as satellite radiance data. Radiance data can (and should) be incorporated into the variational problem, even possibly including some unknown parameters in the forward problem which in principle could be included in the set of parameters to be tuned. However, the error structure of such data may have large biases and be hard to model correctly, and so care must be taken if it is to be included in the cross validation. According to Dick Dee (personal communication)`bias estimation is the most underrated problem in data assimilation'. Further research along all of these lines is needed.
