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Introduc¸a˜o
Um filtro pode ser visto intuitivamente como uma barreira que impede a passagem de
“corpos (ou dados)” na˜o deseja´veis. Quando avaliam-se os filtros existentes e dispon´ıveis,
encontram-se diferentes tipos de aplicac¸o˜es para filtros, dentre elas, pode-se citar, os filtros
solares que impedem a ac¸a˜o dos raios nocivos do sol, os filtros usados nos servidores de e-mail
que impedem o recebimento de mensagens com v´ırus ou SPAMs e os filtros que impedem
e/ou diminuem a ac¸a˜o de sinais indesejados(ru´ıdos ou perturbac¸o˜es externas) nos sinais de
interesse. Esta u´ltima aplicac¸a˜o para filtros esta´ presente nas teorias de controle e de proces-
samento de sinais, onde o termo filtragem esta´ diretamente ligado a` ide´ia de estimar um sinal
desejado, normalmente na˜o acess´ıvel ou corrompido por ru´ıdos e/ou pertubac¸o˜es, atrave´s das
informac¸o˜es conhecidas. Neste contexto, torna-se necessa´rio desenvolver alternativas para
o projeto de filtros que estimem estes sinais na˜o acess´ıveis ou corrompidos por ru´ıdos e/ou
pertubac¸o˜es atrave´s dos sinais mensura´veis.
Este problema ja´ vem sendo estudado ha´ mais de treˆs de´cadas, sendo que grande parte das
soluc¸o˜es dispon´ıveis na literatura e´ baseada nos filtros de Kalman-Bulcy[45, 46] e filtros H∞
[44, 51, 66, 68]. Os filtros de Kalman, desenvolvidos nos anos 60, fornecem a soluc¸a˜o o´tima
para o projeto de filtros quando o sistema esta´ sujeito a sinais do tipo ru´ıdo branco, ou seja,
sinais com me´dia nula e matriz de covariaˆncia unita´ria, atrave´s da minimizac¸a˜o da variaˆncia
do erro de estimac¸a˜o. Ja´ os filtros H∞, desenvolvidos no final da de´cada de 80, sa˜o aplicados
a sistemas com sinais desconhecidos atrave´s da utilizac¸a˜o do crite´rio de desempenho H∞. No
entanto, apesar da relevaˆncia destes resultados, no caso de sistemas que possuem paraˆmetros
incertos, estas abordagens na˜o fornecem nenhuma garantia de desempenho, ja´ que o projeto
do filtro e´ baseado num modelo nominal, o que torna, em muitos casos, o desempenho do filtro
insatisfato´rio na presenc¸a de erros de modelagem do sistema. Consequ¨entemente, para o caso
de sistemas incertos, ou seja, sistemas descritos por um modelo nominal sujeito a paraˆmetros
incertos, uma nova formulac¸a˜o se faz necessa´ria para garantir um desempenho prescrito para o
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filtro independentemente das incertezas de modelagem. Os filtros que satisfazem esta condic¸a˜o
sa˜o denominados filtros robustos.
Na u´ltima de´cada, diversos resultados para o projeto de filtros robustos vem sendo publi-
cados (veja por exemplo [31, 32, 34, 38, 37, 40, 49, 58, 59, 60, 61, 67, 69, 71, 81, 83]). Nestes
resultados, o filtro e´ obtido pelo processo de minimizac¸a˜o dos crite´rios de desempenho H2 e
H∞ para o sistema dinaˆmico do erro de estimac¸a˜o. O grande inconveniente destas aborda-
gens e´ que elas sa˜o baseadas na noc¸a˜o de estabilidade quadra´tica, ou seja, utilizam func¸o˜es
de Lyapunov que sa˜o independentes dos paraˆmetros incertos do sistema, levando a resultados
que sa˜o, em muitos casos, restritivos dado que a estabilidade e o desempenho do filtro sa˜o
garantidos mesmo quando os paraˆmetros variam arbitrariamente ra´pido. Para contornar este
problema, ja´ e´ poss´ıvel encontrar alguns resultados da teoria de controle, inclusive para o
caso de filtragem, que utilizam func¸o˜es de Lyapunov afins ou polinomiais nos paraˆmetros dos
sistema [30, 33, 35, 39, 73, 75, 76]. Estas abordagens teˆm se mostrado bem menos restri-
tivas do que as que utilizam a noc¸a˜o de estabilidade quadra´tica, conforme apresentado nos
comenta´rios em [75].
Ale´m do problema de filtragem robusta para sistemas lineares, outro tema de destaque e´
o projeto de filtros para sistemas na˜o lineares. Neste contexto, e´ poss´ıvel encontrar algumas
abordagens que buscam principalmente estender os resultados obtidos do caso linear de Kal-
man e H∞ (veja por exemplo [2, 32, 53, 64, 69, 79, 85]). O problema e´ que muitas destas
abordagens sa˜o restritivas ou de dif´ıcil soluc¸a˜o nume´rica.
O objetivo do presente trabalho de doutorado e´ abordar o problema de filtragem robusta
para sistemas lineares e na˜o lineares, utilizando abordagens por func¸o˜es de Lyapunov depen-
dentes dos paraˆmetros incertos do sistema. Este tipo de func¸a˜o tem a vantagem de permitir
que seja levado em conta, no projeto do filtro, a taxa de variac¸a˜o dos paraˆmetros e uma maior
informac¸a˜o das caracter´ısticas dos sistemas. Consequ¨entemente, tem-se uma melhora signifi-
cativa no raio de abrangeˆncias dos resultados e na minimizac¸a˜o dos ı´ndices de performance.
As condic¸o˜es para a busca de soluc¸a˜o do problema sera˜o descritas atrave´s de Desigualdades
Matriciais Lineares (LMIs).
O uso de te´cnicas LMIs, deve-se ao fato da mesma vir se consolidando nos u´ltimos tempos
como uma ferramenta poderosa para a busca de soluc¸o˜es para diversos problemas na teoria
de controle, principalmente para sistemas lineares (veja [17, 42]). No caso de sistemas na˜o
lineares a aplicac¸a˜o de LMIs e´ mais recente, mas com os resultados apresentados em [73] existe
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a possibilidade de utilizac¸a˜o no projeto de filtros. A grande vantagem no uso de LMIs deve-se
a` flexibilidade que esta te´cnica proporciona no tratamento de sistemas dinaˆmicos sujeitos a
incertezas de modelagem e, tambe´m, pela possibilidade de uma resoluc¸a˜o nume´rica eficiente.
Para o problema de filtragem, e´ poss´ıvel encontrar alguns trabalhos que utilizam LMIs, entre
eles [25, 30, 31, 38, 37, 39, 57, 76].
Na sequ¨eˆncia, tem-se a estrutura geral da tese:
• Cap´ıtulo 1 - Neste cap´ıtulo, tem-se uma breve revisa˜o sobre sistemas incertos, func¸o˜es
de Lyapunov dependente de paraˆmetros e os crite´rios de DesempenhoH2 e H∞. Deseja-
se, assim, caracterizar os ı´ndices que sera˜o utilizados para quantificar o desempenho do
filtro, isto e´, qua˜o ra´pido o estado estimado se aproxima do estado real.
• Cap´ıtulo 2 - Neste cap´ıtulo, formula-se o problema de filtragem robusta para siste-
mas lineares a tempo cont´ınuo. Sa˜o abordados o problema de filtragem para sistemas
incertos invariantes no tempo com entradas estoca´sticas conhecidas (Filtros H2) e des-
conhecidas com sinais de entrada limitada (Filtros H∞). Finaliza-se com o projeto de
filtros H2 para sistemas variantes no tempo.
• Cap´ıtulo 3 - Projetam-se filtros robustos H2 e H∞ para sistemas a tempo discreto,
assumindo que os paraˆmetros do sistema sa˜o variantes no tempo. Faz-se tambe´m o
projeto de filtros mistos H2/H∞.
• Cap´ıtulo 4 - O problema de filtragem robusta para sistemas na˜o lineares e´ o enfoque
deste cap´ıtulo. Inicialmente, formaliza-se o problema tentando apresentar as principais
dificuldades encontradas na busca de filtros para esta classe de sistemas. Em seguida,
tem-se o projeto do filtro robusto para treˆs classes de sistemas na˜o lineares: (i) sistemas
bilineares, (ii) sistemas com na˜o linearidades de Lipschitz e (iii) sistemas racionais nos
paraˆmetros incertos e no estado.
• Cap´ıtulo 5 - Neste cap´ıtulo, desenvolve-se o projeto de filtros robustos para sistemas
com modos insta´veis e sistemas descritores. Apresenta-se, tambe´m, uma extensa˜o dos
resultados para o projeto de filtros de ordem reduzida e dependentes de paraˆmetros,
para algumas das classes de sistemas estudadas.
• Cap´ıtulo 6 - Este cap´ıtulo apresenta um resumo dos resultados obtidos e as perspec-
tivas de trabalhos futuros.
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• Apeˆndice A -Este apeˆndice faz uma breve apresentac¸a˜o de LMIs e de dois lemas
auxiliares u´teis para a transposic¸a˜o de desigualdades matriciais em LMIs.
Cap´ıtulo 1
Definic¸o˜es Preliminares
Antes de apresentar o problema de filtragem robusta e os resultados obtidos nesta tese,
faz-se necessa´rio rever alguns conceitos importantes da teoria de controle. Para isso, neste
cap´ıtulo, tem-se inicialmente uma breve revisa˜o do problema de robustez e a noc¸a˜o de estabi-
lidade via func¸o˜es de Lyapunov dependentes de paraˆmetros. Na sequ¨eˆncia, apresentam-se as
definic¸o˜es dos crite´rios de desempenho H2 e H∞ que sera˜o utilizadas nos pro´ximos cap´ıtulos
para o projeto de filtros robustos para sistemas dinaˆmicos incertos.
1.1 Sistemas Incertos e Noc¸o˜es de Estabilidade
Nesta sec¸a˜o, dois conceitos importantes da teoria de controle para sistemas incertos sa˜o
apresentados: (i) a definic¸a˜o de robustez, caracterizando o tipo de incerteza utilizada nesta
tese, e (ii) a verificac¸a˜o da estabilidade de sistemas dinaˆmicos por func¸o˜es de Lyapunov.
Antes de continuar, apresentam-se as seguintes definic¸o˜es de estabilidades.
Definic¸a˜o 1.1 (Estabilidade Assinto´tica) O sistema linear invariante no tempo x˙ =
Ax(t) e´ assintoticamente esta´vel se a matriz A for Hurwitz. 
Definic¸a˜o 1.2 (Estabilidade Exponencial) O sistema linear variante no tempo x˙ =
A(t)x e´ exponencialmente esta´vel se existem nu´meros reais positivos γ e β tal que ||Φ(t, τ)|| <
γe−β(t−τ), ∀t ≥ τ, onde Φ(t, τ) e´ a matriz de transic¸a˜o do sistema. 
Note que, para sistemas invariantes no tempo, a noc¸a˜o de estabilidade exponencial e´
equivalente a noc¸a˜o de estabilidade assinto´tica.
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1.1.1 Robustez
Um sistema pode ser definido intuitivamente como um conjunto de objetos inter-
relacionados com um objetivo espec´ıfico ou um propo´sito lo´gico. Como exemplo de sistemas,
cita-se, os sistemas econoˆmicos, mecaˆnicos e biolo´gicos. Para poder compreender, estudar
ou projetar um sistema, faz-se necessa´rio buscar modelos, no caso aqui matema´ticos, que
representem ou simulem o comportamento do sistema real. Na pra´tica, um modelo con-
segue ser apenas uma aproximac¸a˜o simplificada de um sistema. Como estas simplificac¸o˜es
podem trazer erros significativos no desempenho do sistema projetado, buscam-se alternati-
vas para modelar matematicamente o sistema, preservando as suas caracter´ısticas essenciais.
Uma forma de amenizar as discrepaˆncias que possam surgir entre o modelo matema´tico e o
real e´ assumir que o sistema e´ incerto, isto e´, que o modelo matema´tico seja constitu´ıdo de
um sistema nominal mais um conjunto de paraˆmetros incertos que representem as poss´ıveis
flutuac¸o˜es em torno do nominal. Surge, assim, a necessidade de verificar se um sistema e´ ro-
busto, ou seja, se ele e´ capaz de continuar satisfazendo todos os requisitos de projeto, frente
a`s incertezas presentes no modelo ou a`s perturbac¸o˜es externas que afetam o modelo.
Um ponto importante no estudo da robustez de um sistema e´ como as incertezas aparecem
no modelo. Tem-se que, dependendo da estrutura dos paraˆmetros incertos e de como estes sa˜o
inseridos no modelo matema´tico, diferentes tipos de restric¸o˜es sa˜o incorporados ao problema.
Dentre as diversas maneiras de se inserir as incertezas no problema, destacam-se:
• Incerteza Limitada em Norma - onde se considera que os paraˆmetros incertos sa˜o limi-
tados em mo´dulo.
• Restric¸o˜es Integrais Quadra´ticas (IQC) - onde os valores admiss´ıveis para os paraˆmetros
satisfazem uma dada condic¸a˜o envolvendo uma integral quadra´tica.
• Polito´pica - Onde se considera que os paraˆmetros incertos admiss´ıveis sa˜o pertencentes
a um dado politopo1.
Neste trabalho assume-se que as incertezas presentes no modelo esta˜o descritas na forma
polito´pica.
1Politopo e´ um conjunto convexo fechado, que pode ser representado pela combinac¸a˜o convexa dos ve´rtices,
ou por inequac¸o˜es lineares (para mais detalhes sobre politopo veja [18]).
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Assim, considera-se o sistema linear
x˙(t) = A(θ)x(t), x(0) = 0 (1.1)
onde x ∈ Rn e´ o vetor de estados e θ ∈ Rp e´ o vetor de paraˆmetros incertos que satisfaz a
seguinte condic¸a˜o
θ ∈ Bθ,
onde θ = [θ1, · · · , θp] ∈ Rp e Bθ representa um politopo com `θ = 2p ve´rtices. Em algumas
situac¸o˜es, assume-se tambe´m que θi e´ um paraˆmetro variante no tempo com taxa de variac¸a˜o
θ˙i, e que (θ, θ˙) ∈ B, um politopo com ` ve´rtices.
Por exemplo, supondo θ ∈ Bθ e A(θ) afim em θ, uma representac¸a˜o poss´ıvel para a matriz
A(θ) e´ dada por
A = {A(θ) =
∑`
i=1
qiAi,
∑`
i=1
qi = 1, qi ≥ 0} (1.2)
onde o conjunto A e´ convexo fechado, as matrizes Ai sa˜o conhecidas como ve´rtices e os
escalares qi sa˜o os elementos de combinac¸a˜o convexa.
Uma das grandes vantagens em descrever os paraˆmetros incertos na forma polito´pica
e´ a convexidade do conjunto resultante. Desta forma, e´ poss´ıvel garantir que, se um dado
conjunto de condic¸o˜es estiver satisfeito nos ve´rtices do politopo, enta˜o, estas mesmas condic¸o˜es
tambe´m esta˜o satisfeitas no interior desta regia˜o. O inconveniente desta abordagem e´ o
problema da explosa˜o exponencial, ja´ que o nu´mero de LMIs e´ dado por uma func¸a˜o do
tipo 2p, onde p e´ o nu´mero de paraˆmetros incertos no sistema. Por exemplo, para testar as
condic¸o˜es de sistema com 3 elementos incertos, deve-se verificar as mesmas condic¸o˜es nos 23
ve´rtices, ou seja, deve-se testar as condic¸o˜es para 8 valores diferentes da matriz A(θ).
O estudo da robustez pode ser divido em:
• Ana´lise de Robustez - Verificar o quanto as incertezas afetam a estabilidade e o
desempenho do sistema.
• S´ıntese Robusta - Projeto de controladores que minimizem a influeˆncia das incertezas
e das perturbac¸o˜es que atuam no sistema.
Grande parte das soluc¸o˜es propostas para estes problemas e´ baseada na teoria desenvolvida
por Lyapunov para a ana´lise da estabilidade de sistemas dinaˆmicos. A seguir, apresenta-se
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uma breve revisa˜o dos conceitos da teoria de Lyapunov, enfatizando o uso de func¸o˜es de
Lyapunov que sa˜o dependentes de paraˆmetros.
1.1.2 Estabilidade via Lyapunov
A teoria de Lyapunov, desenvolvida no final do se´culo XIX, vem se firmando nas u´ltimas
de´cadas como uma ferramenta importante no estudo de sistemas dinaˆmicos no domı´nio do
tempo. Isso se deve tanto ao fato da sua flexibilidade em tratar sistemas mais complexos com
incertezas ou ate´ mesmo na˜o lineares quanto pelo desenvolvimento de me´todos nume´ricos para
a busca deste tipo de func¸o˜es. A ide´ia central da teoria de Lyapunov e´ buscar uma func¸a˜o
positiva definida que dependa dos estados do sistemas de forma que a sua energia decresc¸a, ou
seja, que a derivada temporal da func¸a˜o de Lyapunov seja estritamente negativa para todas
as trajeto´rias do sistema. A escolha de uma func¸a˜o que satisfac¸a estas condic¸o˜es nem sempre
e´ trivial e diversos trabalhos vem sendo desenvolvidos na tentativa de buscar func¸o˜es mais
gene´ricas. Uma das func¸o˜es mais conhecidas e´ a forma quadra´tica dada por V (x) = xTPx,
onde P e´ uma matriz positiva definida constante. Aplicando esta func¸a˜o ao sistema nominal
x˙ = Ax, tem-se a noc¸a˜o de estabilidade quadra´tica, apresentada na sequ¨eˆncia.
Definic¸a˜o 1.3 (Estabilidade Quadra´tica) O sistema x˙ = Ax e´ assintoticamente esta´vel
se e somente se existir uma matriz P > 0 que satisfac¸a
V˙ (x) = xT (ATP + PA)x < 0.
Este resultado fornece condic¸o˜es necessa´rias e suficientes para a ana´lise da estabilidade do
sistema nominal. Nas u´ltimas de´cadas func¸o˜es de Lyapunov quadra´tica vem sendo tambe´m
aplicadas a sistemas incertos. No entanto, neste caso, e´ necessa´rio verificar se o sistema e´
esta´vel para todos os valores poss´ıveis dos paraˆmetros incertos. Para o caso de um sistema
com incertezas na forma polito´pica, como o dado em (1.1), pode-se verificar a estabilidade
para todo A(θ) ∈ A, considerando-se que V (x) = xTPx com P > 0 seja a func¸a˜o de Lyapunov
do sistema, atrave´s do seguinte lema.
Lema 1.1 O sistema (1.1) com incertezas polito´picas e´ quadraticamente esta´vel se existe
uma matriz P > 0 de forma que
ATi P + PAi < 0, ∀ i = 1, ...` (1.3)
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A prova deste resultado e´ consequ¨eˆncia da convexidade do conjunto A [17]. Note que,
se cada LMI em (1.3) estiver satisfeita, multiplicando-a pelo respectivo escalar qi em (1.2) e
somando o resultado, tem-se:
A(θ)TP + PA(θ) < 0,
que e´ a condic¸a˜o para que a derivada da func¸a˜o quadra´tica de Lyapunov V (x) = xTPx seja
negativa definida.
A noc¸a˜o de estabilidade quadra´tica para sistemas incertos pode ser restritiva em algumas
aplicac¸o˜es, principalmente quando os paraˆmetros incertos do sistema tem taxa de variac¸a˜o
pequena (lenta). Isto decorre do fato da noc¸a˜o de estabilidade quadra´tica ser baseada em
uma func¸a˜o de Lyapunov que e´ independente dos paraˆmetros incertos. Ja´ existem alternativas
para a escolha de func¸o˜es de Lyapunov dependentes de paraˆmetros, cujo uso no contexto de
ana´lise e projeto para sistemas com paraˆmetros incertos com taxa de variac¸a˜o limitada tem
se mostrado menos restritivo. Estas func¸o˜es sa˜o estudadas a seguir.
Func¸o˜es de Lyapunov Dependentes de Paraˆmetros
O interesse por func¸o˜es de Lyapunov dependentes de paraˆmetros vem crescendo nos
u´ltimos anos, veja por exemplo, os trabalhos de [12, 33, 35, 75]. O objetivo e´ incluir, na func¸a˜o
de Lyapunov, mais informac¸o˜es sobre o sistema ou os paraˆmetros incertos que afetam este sis-
tema. Neste caso, assume-se que a func¸a˜o de Lyapunov e´ descrita por V (x, θ) = xTP (θ(t))x,
onde a matriz P (θ(t)) e´ uma func¸a˜o dos paraˆmetros incertos θ(t) variante no tempo. Assim,
para o sistema (1.1), tem-se o seguinte lema para verificar a estabilidade.2
Lema 1.2 O sistema incerto (1.1) e´ exponencialmente esta´vel, se existe uma matriz P (θ) > 0
de forma que
P˙ (θ) +A(θ)TP (θ) + P (θ)A(θ) < 0, ∀(θ, θ˙) ∈ B (1.4)

Note que, como a desigualdade (1.4) na˜o e´ convexa no paraˆmetro incerto θ, a sua resoluc¸a˜o
nume´rica na˜o e´ uma tarefa trivial, ja´ que e´ necessa´rio, neste caso, verifica´-la para cada um
dos poss´ıveis valores de θ. No entanto, e´ poss´ıvel encontrar na literatura resultados suficientes
para a soluc¸a˜o de (1.4) quando a func¸a˜o de Lyapunov e´ afim em θ. Dentre estes resultados,
2A dependeˆncia do tempo t no paraˆmetro incerto e na sua taxa de variac¸a˜o na˜o sera´ explicitada.
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cita-se os trabalhos de [33], para o caso de sistemas com incertezas limitadas em norma, e
o resultado de [35], usando o crite´rio de multiconvexidade. Nestes casos, assume-se que a
func¸a˜o de Lyapunov e´ afim nos paraˆmetros incertos, onde a matriz P (θ) e´ descrita por
P (θ) = P0 + ΘP1 + P
T
1 Θ
T (1.5)
onde P0 > 0 e P1 sa˜o matrizes constantes e Θ e´ uma matriz linear nos paraˆmetros, como, por
exemplo, Θ = [θ1I, θ2I, . . . , θnI]
T .
Na tentativa de buscar diminuir o conservadorismo e tornar as abordagens mais eficientes
para o caso de sistemas com incertezas variante no tempo, func¸o˜es de Lyapunov mais com-
plexas vem sendo desenvolvidas. Em [75] encontra-se a proposta de func¸o˜es de Lyapunov
polinomiais de grau 2 em θ. Neste caso assume-se que
V (x, θ) = xTP (θ)x, (1.6)
no qual
P (θ) = P0 + Θ
TP T1 + P1Θ + Θ
TP2Θ
com as matrizes P0 > 0, P1, P2 constantes. Esta func¸a˜o, conhecida como func¸a˜o bi-quadra´tica,
tem se mostrado bem menos restritiva nos problemas de estabilidade e desempenho de siste-
mas incertos (veja, por exemplo, os trabalhos de [55] e [73]). E´ importante ressaltar que esta
func¸a˜o tem como caso particular as func¸o˜es afins e independentes de paraˆmetros, atrave´s de
restric¸o˜es estruturais na matriz P (θ).
Novamente, as condic¸o˜es para estabilidade usando este tipo de func¸a˜o na˜o aparecem
de forma convexa. No entanto, utilizando-se o Lema de Finsler3 e algumas mudanc¸as de
varia´veis, e´ poss´ıvel obter condic¸o˜es convexas para o problema de ana´lise da estabilidade
considerando esta famı´lia de func¸o˜es. Estas func¸o˜es ja´ foram generalizadas para func¸o˜es
polinomiais de grau 2r em (θ, x), sendo de grande utilidade para o desenvolvimento de novas
abordagens para sistemas na˜o lineares e h´ıbridos, como por exemplo [19] e [22].
Em grande parte dos resultados para o projeto de filtros apresentados nesta tese, utilizam-
se func¸o˜es de Lyapunov que sa˜o bi-quadra´ticas em θ, similares a` descrita por (1.6).
3Veja [17, cap 2] ou o Apeˆndice A para mais detalhes sobre este lema.
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1.2 Crite´rios de Desempenho
Ale´m do problema de ana´lise de estabilidade, outro importante problema na teoria de
sistemas e´ como caracterizar o comportamento do sistema sujeito a perturbac¸o˜es externas.
Neste problema, conhecido como problema de desempenho, procura-se verificar e/ou minimi-
zar o quanto um sistema e´ afetado por estas perturbac¸o˜es. Neste caso, e´ necessa´rio ter algum
crite´rio para medir o quanto uma certa perturbac¸a˜o aplicada sobre o sistema pode afetar a
sa´ıda desejada. Um crite´rio usual para medir a influeˆncia de uma relac¸a˜o entrada/sa´ıda pode
ser dada pela norma do operador entrada/sa´ıda.
Considere o sistema nominal
S : x˙ = Ax+Bww, x(0) = 0
z = Czx+Dzww
(1.7)
onde x ∈ Rn e´ o vetor de estados, w ∈ Rnw e´ uma entrada externa e z ∈ Rnz representa a
sa´ıda de desempenho. Deseja-se, enta˜o, analisar a influeˆncia do sinal de perturbac¸a˜o w sobre
a sa´ıda z. Seja G o operador que mapeia w para z, ou seja, z = Gw. No caso linear, tem-se
que este operador, no domı´nio da frequ¨eˆncia, e´ a pro´pria func¸a˜o de transfereˆncia do sistema,
ou seja, G = Gwz = Cz(sI −A)−1Bw +Dzw.
Necessita-se, enta˜o, ter algum crite´rio para medir o ganho entrada/sa´ıda proporcionado
pelo operador Gwz. No caso de sistemas lineares, os crite´rios mais utilizados sa˜o os crite´rios de
norma H2 e de norma H∞. As definic¸o˜es destas duas normas e alguns comenta´rios relativos
a sistemas com perturbac¸o˜es estoca´sticas e sistemas na˜o lineares sa˜o dados a seguir.
1.2.1 Norma H2
A norma H2 de um sistema linear invariante no tempo (LTI) pode ser dada tanto em
termos da sua func¸a˜o de transfereˆncia Gwz(s) ou da sua anti-transformada Gwz(t), como
indicado a seguir:
||Gwz||22 = 12pi
∫ +∞
−∞ Tr[G∗wz(jw)Gwz(jw)]dw
=
∫∞
0 Tr[Gwz(t)
TGwz(t)]dt
(1.8)
Note que, para a norma H2 de um sistema ser finita, o sistema (1.7) deve ser estritamente
pro´prio, ou seja, Dzw = 0.
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Existem diversas interpretac¸o˜es para a norma H2. Por exemplo, considerando o caso
monovaria´vel e assumindo que as perturbac¸o˜es que afetam o sistema sa˜o sinais conhecidos,
pode-se incorporar a dinaˆmica destes sinais no pro´prio sistema Gwz e supor que o mesmo e´
excitado por sinais w(t) impulsionais. Assim, a norma H2 pode ser definida como sendo a
energia do sinal de sa´ıda obtida com um impulso [56].
A norma H2 pode ser calculada atrave´s dos Gramianos de Controlabilidade Lc e de Ob-
servabilidade Lo, como indicado a seguir:
||Gwz||22 = Tr[CzLcCTz ] = Tr[BTwLoBw]
onde Lc e Lo sa˜o soluc¸o˜es de
ALc + LcA
T +BwB
T
w = 0
ATLo + LoA+ C
T
z Cz = 0
(1.9)
A prova deste resultado pode ser obtida pela aplicac¸a˜o do Teorema de Parseval e da teoria
de Lyapunov. A prova completa pode ser encontrada, por exemplo, em [87].
E´ poss´ıvel atrave´s das propriedades da equac¸a˜o de Lyapunov, obter uma formulac¸a˜o LMI
para o ca´lculo da norma H2. Este resultado e´ apresentado no pro´ximo lema, cuja prova pode
ser encontrada, por exemplo, em [17].
Lema 1.3 Considere o sistema (1.7) com Dzw = 0. A norma H2 e´ dada pela soluc¸a˜o de um
dos seguintes problemas de minimizac¸a˜o envolvendo LMIs
• Se existem matrizes P e W tais que
min Tr[W ] : sujeito a` ATP + PA CTz
Cz −I
 < 0 W BTwP
PBw P
 > 0
(1.10)
Enta˜o tem-se que ||Gwz||22 = Tr[W ] + , onde  > 0 e´ um escalar ta˜o pequeno quanto se
queira, que esta´ associado a` precisa˜o com que as desigualdades (1.10) sa˜o resolvidas.
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• Se existem matrizes Q e W tais que
min Tr[W ] : sujeito a` AQ+QAT Bw
BTw −I
 < 0 W CzQ
QCTz Q
 > 0
(1.11)
Enta˜o tem-se que ||Gwz||22 = Tr[W ] + , onde  > 0 e´ um escalar ta˜o pequeno quanto se
queira, que esta´ associado a` precisa˜o com que as desigualdades (1.11) sa˜o resolvidas.

Estes mesmos resultados obtidos para a resposta ao impulso podem ser diretamente uti-
lizados no caso estoca´stico onde w e´ um ru´ıdo branco de me´dia nula e variaˆncia unita´ria, ou
seja, E[wwT ] = Iδ(t), onde δ(t) e´ um impulso na origem. A norma 2 da sa´ıda neste caso e´
definida como sendo
t→∞
lim E[z(t)z(t)T ] = Tr[CzQC
T
z ]
onde Q e´ a soluc¸a˜o de (1.11).
Outra interpretac¸a˜o da Norma H2 pode ser obtida via ide´ia de custo garantido. Neste
caso, deseja-se analisar a energia da resposta do sistema para um estado inicial x0. Esta
interpretac¸a˜o e´ u´til na extensa˜o dos conceitos de norma H2 para sistemas na˜o lineares4.
Sistemas variantes no tempo
O conceito de norma H2 definido em (1.8) so´ e´ va´lido para sistemas invariantes no tempo
e pro´prios. Na sequ¨eˆncia, apresenta-se a definic¸a˜o da norma H2 para o caso de sistemas
variantes no tempo. Neste caso, deseja-se minimizar o efeito de perturbac¸o˜es w do tipo ru´ıdo
branco, no seguinte sistema:
S1 : x˙(t) = A(t)x(t) +Bw(t)w(t), x(0) = x0
z(t) = Cz(t)x(t)
(1.12)
4Para mais detalhes sobre estas interpretac¸o˜es veja [17, 56].
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Definic¸a˜o 1.4 Suponha que o sistema S1 e´ exponencialmente esta´vel. A norma H2 de S1 e´
definida como
||S1||22 = lim
t→∞
1
t
E
[∫ t
0
zT (τ)z(τ)dτ
]
(1.13)
quando x(0) = 0 e w(t) e´ sinal de ru´ıdo branco com me´dia nula e matriz de covariaˆncia
unita´ria.
As seguintes caracterizac¸o˜es podem ser feitas neste caso:
Lema 1.4 ([43]) Dado o sistema S1, as seguintes condic¸o˜es sa˜o verificadas:
(a) Se o sistema S1 e´ exponencialmente esta´vel, enta˜o
‖S1‖22 = lim
T→∞
1
T
∫ T
0
Tr
[
Cz(t)Lc(t)C
T
z (t)
]
= lim
T→∞
1
T
∫ T
0
Tr
[
BTw(t)Lo(t)Bw(t)
]
(1.14)
onde Lc(t) e Lo(t) satisfazem a seguinte equac¸a˜o de Lyapunov
L˙c(t) = A(t)Lc(t) + Lc(t)A
T (t) +Bw(t)B
T
w(t), Lc(0) = 0 (1.15)
−L˙o(t) = AT (t)Lo(t) + Lo(t)A(t) + CTz (t)Cz(t), lim
T→∞
Lo(T ) = 0 (1.16)
(b) Se existem matrizes sime´tricas P (t) e W (t) tais que para todo t ∈ [0,∞)
 −P˙ (t) + P (t)AT (t) +A(t)P (t) Bw(t)
BTw(t) −I
 < 0 (1.17)
 W (t) Cz(t)P (t)
P (t)CTz (t) P (t)
 > 0 (1.18)
enta˜o o sistema S1 e´ exponencialmente esta´vel e
||S1||22 < lim
t→∞
1
t
∫ t
0
Tr [W (τ)] dτ . (1.19)
(c) Se existem matrizes sime´tricas P (t) e W (t) tais que para todo t ∈ [0,∞)
 P˙ (t) + P (t)A(t) +AT (t)P (t) CTz (t)
Cz(t) −I
 < 0 (1.20)
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 W (t) BTw(t)P (t)
P (t)Bw(t) P (t)
 > 0 (1.21)
enta˜o o sistema S1 e´ exponencialmente esta´vel e
||S1||22 < lim
t→∞
1
t
∫ t
0
Tr [W (τ)] dτ . (1.22)
Prova: A prova deste resultado pode ser encontrada em [43, p.93]. 
Note que, Vb(x, t) = x
TP−1(t)x e´ uma func¸a˜o de Lyapunov para o sistema S1, quando
P (t) satisfaz a parte (b) do Lema 1.4 e Vc(x, t) = x
TP (t)x e´ a func¸a˜o de Lyapunov para o
sistema S1 quando P (t) satisfaz a parte (c) do Lema 1.4.
1.2.2 Norma H∞
A influeˆncia de uma perturbac¸a˜o sobre o sinal de sa´ıda tambe´m pode ser medida em
termos da norma H∞ do operador entrada/sa´ıda.
Seja o sistema dinaˆmico S1, onde agora a entrada w ∈ Lnw2 e a sa´ıda z ∈ Lnz2 . Para
cada sinal de entrada w ∈ Lnw2 pode-se calcular o ganho de energia deste sinal ao passar pelo
sistema (1.7) calculando a energia da sa´ıda z = Gw, isto e´, ||Gw||2, e dividindo pela energia
da entrada ||w||2. O pior caso e´ o ganho L2, que representa o maior ganho obtido nesta
relac¸a˜o entrada/sa´ıda.
O ganho L2 do operador entrada/sa´ıda z = Gw, denotado por ||Gwz||L2 , e´ definido for-
malmente como
||Gwz||L2 = sup
w
||z||2
||w||2 , ||w||2 6= 0 x0 = 0.
O ganho L2 expressa a maior amplificac¸a˜o poss´ıvel que um dado sinal de entrada w pode
sofrer ao passar pelo sistema. Aqui a amplificac¸a˜o e´ medida em termos da norma 2 de sinais
na entrada e na sa´ıda do sistema.
Para o caso linear, o ganho L2 e´ equivalente a` norma H∞ da func¸a˜o de transfereˆncia Gwz.
Note que as diferenc¸as entre as normas H2 e H∞ esta˜o essencialmente nas caracter´ısticas do
sinal de entrada. A norma H2 esta´ associada a` resposta ao impulso enquanto a norma H∞
considera a entrada que produz o maior ganho de energia que o sistema e´ capaz de produzir.
Na˜o existe uma forma direta para o ca´lculo da norma H∞, mas um procedimento iterativo
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para o ca´lculo da norma H∞ e´ obtido atrave´s do bounded real lemma (veja, por exemplo, [29]).
No lema a seguir, apresenta-se a versa˜o do bounded real lemma para sistemas variantes no
tempo S1
Lema 1.5 Dado o sistema S1 e um escalar γ > 0, as seguintes condic¸o˜es sa˜o equivalentes:
(a) existe uma matriz sime´trica P (t) > 0 tal que para todo t ∈ [0,∞)

−P˙ (t) + P (t)AT (t) +A(t)P (t) P (t)CTz (t) Bw(t)
Cz(t)P (t) −γI 0
BTw(t) 0 −γI
 < 0 (1.23)
(b) existe uma matriz sime´trica P (t) > 0 tal que para todo t ∈ [0,∞)

P˙ (t) + P (t)A(t) +AT (t)P (t) P (t)Bw(t) C
T
z (t)
BTw(t)P (t) −γI 0
Cz(t) 0 −γI
 < 0 (1.24)
(c) o sistema S1 e´ exponencialmente esta´vel e ||S1||∞ < γ. 
1.2.3 Desempenho Robusto
Os problemas de ana´lise e s´ıntese robusta, tratados na Sec¸a˜o 1.1, incluem o problema de
desempenho robusto, onde se deseja minimizar (ou verificar) a influeˆncia das perturbac¸o˜es
na resposta de um sistema incerto. Neste caso, e´ poss´ıvel aplicar os crite´rios de desempenho
apresentados anteriormente.
Considere o sistema (1.7), onde assume-se que as matrizes do sistema sa˜o incertas, ou
seja,
x˙ = A(θ)x+Bw(θ)w, x(0) = 0
z = Cz(θ)x+Dzw(θ)w,
(1.25)
onde θ e´ o vetor de paraˆmetros incertos e A(θ), Bw(θ), Cz(θ) e Dzw(θ) sa˜o matrizes afins
em θ. Assume-se que θ pertence a um politopo Bθ.
Quando o sistemas possui paraˆmetros incertos na˜o e´ poss´ıvel obter o valor exato da norma
H2. Neste caso, atrave´s dos gramianos de controlabilidade e observabilidade, consegue-se
calcular limitantes superiores para a norma 2. Ressalta-se, pore´m, que estes limitantes na˜o
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sa˜o equivalentes, para uma escolha particular da matriz P .
Na sequ¨eˆncia, apresenta-se o resultado para o ca´lculo da normaH2 atrave´s do gramiano de
observabilidade. Na˜o sera´ apresentado o resultado baseado no gramiano de controlabilidade,
conhecido tambe´m como o caso dual, que pode ser obtido de maneira similar.
Lema 1.6 Seja o sistema incerto (1.25) com Dzw = 0 e Bθ um politopo dos θ admiss´ıveis.
Um limitante superior para a norma H2 e´ dado pela soluc¸a˜o do seguinte problema convexo
em P e W nos ve´rtices do politopo Bθ.
min Tr[W ] : sujeito a` A(θ)TP + PA(θ) Cz(θ)T
Cz(θ) −I
 < 0 W Bw(θ)TP
PBw(θ) P
 > 0
(1.26)
Assim, tem-se que ||Gwz||22 < Tr[W ] para todo θ ∈ Bθ. 
A prova deste lema decorre da linearidade das condic¸o˜es no paraˆmetro θ.
Para o caso da norma H∞, o resultado e´ obtido de forma semelhante e e´ apresentado a
seguir:
Lema 1.7 Seja o sistema incerto (1.25) e Bθ um politopo dos θ admiss´ıveis. Um limitante
para a norma H∞ e´ dado pela soluc¸a˜o do problema convexo em P > 0 e γ nos ve´rtices de Bθ.
min γ : sujeito a`
PA(θ) +AT (θ)P PBw(θ) C
T
z (θ)
BTw(θ)P −γI DTzw(θ)
Cz(θ) Dzw(θ) −γI
 < 0 (1.27)
Assim, tem-se que ||Gwz||∞ < γ para todo θ ∈ Bθ. 
Estes resultados podem ser transpostos para func¸o˜es de Lyapunov dependentes de
paraˆmetros, onde, agora, a matriz P e´ uma func¸a˜o de θ, ou seja, P (θ). No entanto, as
condic¸o˜es na˜o sa˜o convexas no paraˆmetro incerto θ. Ao longo desta tese, desenvolvem-se
algumas soluc¸o˜es alternativas para este problema no contexto de filtragem robusta.
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1.3 Sistemas a Tempo Discreto
As definic¸o˜es e as te´cnicas para o estudo dos crite´rios de desempenho H2 e H∞ vistas,
na sec¸a˜o anterior, para sistemas a tempo cont´ınuo podem ser transpostas para sistemas a
tempo discreto. Nesta sec¸a˜o, apresentam-se esses resultados para o caso de sistemas a tempo
discreto variantes no tempo. Note que os resultados para sistemas invariantes no tempo sa˜o
um caso particular desses resultados. Considere o seguinte sistema linear variante no tempo
SD : x(k + 1) = A(k)x(k) +B(k)w(k)
z(k) = C(k)x(k)
(1.28)
onde x(k) ∈ Rn e´ o estado , w(k) ∈ Rnw e´ a entrada, z(k) ∈ Rnz e´ a sa´ıda e A(k), B(k) e
C(k) sa˜o sequ¨eˆncias de matrizes reais e limitadas com dimenso˜es apropriadas.
Norma H2
A seguir tem-se a definic¸a˜o da norma H2 para sistemas a tempo discreto variantes no
tempo.
Definic¸a˜o 1.5 Suponha que SD e´ exponencialmente esta´vel. A norma H2 de SD e´ definida
como
‖SD‖22 = lim
N→∞
E
[
1
N
N∑
k=1
zT (k)z(k)
]
quando x(0) = 0 e w(k) e´ sinal de ru´ıdo branco com me´dia nula e matriz de covariaˆncia
unita´ria.
O pro´ximo lema apresenta algumas caracterizac¸o˜es da norma H2.
Lema 1.8 ([5]) Considere o sistema SD, as seguinte condic¸o˜es sa˜o verificadas:
(a) Se o sistema SD e´ exponencialmente esta´vel, enta˜o
‖SD‖22 = lim
N→∞
1
N
N∑
k=1
Tr
[
C(k)P (k)CT (k)
]
= lim
N→∞
1
N
N∑
k=1
Tr
[
BT (k − 1)Q(k)B(k − 1)] (1.29)
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onde P (k) e Q(k) satisfazem as seguintes equac¸o˜es a` diferenc¸a de Lyapunov
P (k + 1) = A(k)P (k)AT (k) +B(k)BT (k), P (0) = 0 (1.30)
Q(k) = AT (k)Q(k + 1)A(k) + CT (k)C(k), lim
N→∞
Q(N) = 0 (1.31)
(b) Se existem sequ¨eˆncias limitadas de matrizes X(k) e W (k) tais que
 X(k + 1)−B(k)BT (k) A(k)X(k)
X(k)AT (k) X(k)
 > 0, ∀ k ∈ [0,∞) (1.32)
 W (k) C(k)X(k)
X(k)CT (k) X(k)
 > 0, ∀ k ∈ [1,∞) (1.33)
enta˜o o sistema SD e´ exponencialmente esta´vel e
‖SD‖22 < lim
N→∞
1
N
N∑
k=1
Tr[W (k)] . (1.34)
(c) Se existem sequ¨eˆncias limitadas de matrizes Y (k) e W (k) tais que
 Y (k)− CT (k)C(k) AT (k)Y (k + 1)
Y (k + 1)A(k) Y (k + 1)
 > 0, ∀ k ∈ [0,∞) (1.35)
 W (k) BT (k − 1)Y (k)
Y (k)B(k − 1) Y (k)
 > 0, ∀ k ∈ [1,∞) (1.36)
enta˜o o sistema SD e´ exponencialmente esta´vel e
‖SD‖22 < lim
N→∞
1
N
N∑
k=1
Tr[W (k)] . (1.37)
Prova: (a) Primeiro, note que a sa´ıda z(k) do sistema SD com x(0) = 0 e´ dada por
z(k) =
k∑
j=1
H(k, j − 1)w(j − 1), k ≥ 1 (1.38)
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onde
H(k, j) = C(k)Φ(k, j + 1)B(j), j > k, (1.39)
e Φ(k, j) denota a matriz de transic¸a˜o de A(k).
Assumindo que para um inteiro N > 0 dado, w(k) e´ um ru´ıdo branco de me´dia nula e
matriz de covariaˆncia unita´ria, a func¸a˜o custo seja
J(N) = E
[
N∑
k=1
zT (k)z(k)
]
.
e considerando (1.38) e (1.39), pode-se estabelecer que
J(N) = E
[
N∑
k=1
Tr
[
z(k)zT (k)
]]
=
N∑
k=1
N∑
n=1
Tr
[
H(k, n− 1)HT (k, n− 1)]
=
N∑
k=0
Tr
[
C(k)M(k)CT (k)
]
(1.40)
onde
M(k) =

k∑
n=1
Φ(k, n)B(n− 1)BT (n− 1)ΦT (k, n), k ≥ 1
0, k = 0
Ale´m disso, verifica-se queM(k) satisfaz a equac¸a˜o a` diferenc¸a de Lyapunov (1.30). Assim,
como (1.30) tem uma soluc¸a˜o u´nica, conclui-se que M(k) = P (k) sobre [0, N ].
Agora, ja´ que o sistema SD e´ exponencialmente esta´vel, segue que
‖SD‖22 = lim
N→∞
1
N
J(N) = lim
N→∞
1
N
N∑
k=1
Tr
[
C(k)P (k)CT (k)
]
.
Para provar a segunda expressa˜o para a norma H2 do sistema SD, defina
R(k + 1) = P (k + 1)QN (k + 1)− P (k)QN (k)
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onde P (k) satisfaz (1.30) e QN (k) e´ a soluc¸a˜o para
QN (k) = A
T (k)QN (k + 1)A(k) + C
T (k)C(k), QN (N + 1) = 0. (1.41)
Note que quando N →∞, tem-se que QN (k) coincide com Q(k) que satisfaz (1.31).
Com P (0) = 0 e QN (N + 1) = 0, segue que
R =
N∑
k=0
R(k + 1) = 0.
Levando em conta (1.30) e (1.41), isto implica que
Tr [R] =
N∑
k=0
Tr
[
BT (k)QN (k + 1)B(k)− C(k)P (k)CT (k)
]
= 0.
Resultando em
‖SD‖22 = lim
N→∞
1
N
N∑
k=1
Tr
[
BT (k − 1)Q(k)B(k − 1)] .
(b) Primeiro, note que (1.32) implica que X(k) > 0 sobre [0,∞) e
 X(k + 1) A(k)
AT (k) X−1(k)
 > 0, ∀ k ∈ [0,∞).
Ale´m disto, pelo complemento de Schur, a desigualdade acima e´ equivalente a`
AT (k)X−1(k + 1)A(k)−X−1(k) < 0, ∀ k ∈ [0,∞).
Assim, segue que V (x, k) = xT (k)X−1(k)x(k) e´ uma func¸a˜o de Lyapunov para o sistema SD,
garantindo que este sistema e´ exponencialmente esta´vel.
A seguir, pelo complemento de Schur, (1.32) e (1.33) sa˜o equivalentes, respectivamente, a`
X(k + 1)−A(k)X(k)AT (k)−B(k)BT (k) > 0
W (k)− C(k)X(k)CT (k) > 0.
Isto implica que X(k) > P (k) sobre [0,∞), onde P (k) e´ a soluc¸a˜o de (1.30), e assim o
limitante superior ‖SD‖22 de (1.34) segue imediatamente.
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(c) A prova e´ similar a da parte (b). 
Pode ser observado que VX(x, k) = x
T (k)X−1(k)x(k) e VY (x, k) = xT (k)Y (k)x(k), com
X(k) e Y (k) satisfazendo as partes (b) e (c) do Lema 1.8, sa˜o func¸o˜es de Lyapunov para o
sistema na˜o forc¸ado associado a` SD.
Na sequ¨eˆncia, apresenta-se uma caracterizac¸a˜o alternativa da norma H2 no qual os pro-
dutos A(k)X(k) e C(k)X(k) que aparecem em (1.32) e (1.33) sa˜o substitu´ıdos por A(k)G(k)
e C(k)G(k), respectivamente, e os produtos Y (k + 1)A(k) e Y (k)B(k − 1) que aparecem em
(1.35) e (1.36) sa˜o substitu´ıdos por G(k + 1)A(k) e G(k)B(k − 1), respectivamente, onde
G(k) e´ uma varia´vel de folga. A parametrizac¸a˜o G(k) foi proposta em [28] no contexto de
ana´lise da estabilidade de sistemas discretos invariantes no tempo. A novidade aqui e´ que os
resultados sa˜o postos no contexto mais geral de sistemas variantes no tempo, permitindo que
a func¸a˜o de Lyapunov seja agora dependente dos paraˆmetros variantes no tempo.
Teorema 1.1 Considere o sistema SD, as seguintes condic¸o˜es sa˜o verificadas:
(a) Existem sequ¨eˆncias limitadas de matrizes X(k) e W (k) satisfazendo (1.32) e (1.33)
se e somente se existirem sequ¨eˆncias limitadas de matrizes P (k) > 0 e G(k) de forma que
para a mesma matriz W (k)
 P (k + 1)−B(k)BT (k) A(k)G(k)
GT (k)AT (k) G(k) +GT (k)− P (k)
 > 0, ∀ k ∈ [0,∞) (1.42)
 W (k) C(k)G(k)
GT (k)CT (k) G(k) +GT (k)− P (k)
 > 0, ∀ k ∈ [1,∞). (1.43)
(b) Existem sequ¨eˆncias limitadas de matrizes Y (k) e W (k) satisfazendo (1.35) e (1.36) se
e somente se existirem sequ¨eˆncias limitadas P (k) e G(k) de forma que para a mesma matriz
W (k)
 P (k)− CT (k)C(k) AT (k)GT (k + 1)
G(k + 1)A(k) G(k + 1) +GT (k + 1)− P (k + 1)
 > 0, ∀ k ∈ [0,∞) (1.44)
 W (k) BT (k − 1)GT (k)
G(k)B(k − 1) G(k) +GT (k)− P (k)
 > 0, ∀ k ∈ [1,∞). (1.45)
Prova: (a) A prova e´ inspirada na prova do Teorema 1 em [39].
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Necessidade: Se existem matrizes X(k) e W (k) satisfazendo (1.32) e (1.33), enta˜o segue
imediatamente que (1.42) e (1.43) esta˜o satisfeitas com as matrizes W (k) e P (k) = G(k) =
X(k).
Suficieˆncia: Primeiramente, segue de (1.42) que a matriz G(k) e´ na˜o singular sobre [0,∞).
Ale´m disto, considerando que
[P (k)−G(k)]P−1(k)[P (k)−G(k)]T ≥ 0, ∀k ∈ [0,∞)
resulta em
G(k) +GT (k)− P (k) ≤ G(k)P−1(k)GT (k).
Assim, (1.42) e (1.43) implicam que
 P (k + 1)−B(k)BT (k) A(k)G(k)
GT (k)AT (k) G(k)P−1(k)GT (k)
 > 0, ∀ k ∈ [0,∞)
 W (k) C(k)G(k)
GT (k)CT (k) G(k)P−1(k)GT (k)
 > 0, ∀ k ∈ [1,∞)
e o resultado segue imediatamente pela fato que G(k) e´ na˜o singular sobre [0,∞) e a aplicac¸a˜o
do complemento de Schur.
(b) A prova e´ similar a` prova da parte (a). ∇∇∇
Norma H∞
Nesta parte, apresenta-se a versa˜o do bounded real lemma para o sistema a tempo discreto
variante no tempo SD dado em (1.28).
Definic¸a˜o 1.6 Suponha que o sistema SD e´ exponencialmente esta´vel. A norma H∞ de SD
e´ definida como
||SD||∞ = sup
w
{ ||z||2
||w||2 : w ∈ L2, w 6≡ 0, x(0) = 0
}
Lema 1.9 ([84]) Seja o sistema SD e um escalar γ > 0, as seguintes condic¸o˜es sa˜o verifi-
cadas:
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(a) Se existe uma sequ¨eˆncia de matrizes limitada X(k) de forma que

X(k + 1) A(k)X(k) B(k) 0
X(k)AT (k) X(k) 0 X(k)CT (k)
BT (k) 0 γI 0
0 C(k)X(k) 0 γI

> 0, ∀ k ∈ [0,∞) (1.46)
enta˜o o sistema SD e´ exponencialmente esta´vel e ||SD||∞ < γ
(b) Se existe uma sequ¨eˆncia de matrizes limitada Y (k) de forma que

Y (k) AT (k)Y (k + 1) 0 CT (k)
Y (k + 1)A(k) Y (k + 1) Y (k + 1)B(k) 0
0 BT (k)Y (k + 1) γI 0
C(k) 0 0 γI

> 0, ∀ k ∈ [0,∞) (1.47)
enta˜o o sistema SD e´ exponencialmente esta´vel e ||SD||∞ < γ. 
Pode ser notado que VX(x, k) = x
T (k)X−1(k)x(k) e VY (x, k) = xT (k)Y (k)x(k), com
X(k) e Y (k) satisfazendo as partes (a) e (b) do Lema 1.9, sa˜o func¸o˜es de Lyapunov para o
sistema SD.
Como no caso da norma H2, uma forma alternativa para o Bounded real lemma e´ apre-
sentada na sequ¨eˆncia, na qual os produtos Ae(θ)X(θ) e Ce(θ)X(θ) que aparecem em (1.46)
sa˜o substitu´ıdos por Ae(θ)G(θ) e Ce(θ)G(θ), respectivamente, onde G(θ) e´ uma varia´vel de
folga.
Teorema 1.2 Considere o sistema SD, verificam-se as seguintes condic¸o˜es:
(a) Existe uma sequ¨eˆncia limitada de matrizes X(k) satisfazendo (1.46) se e somente se
existirem duas sequ¨eˆncias limitadas de matrizes P (k) > 0 e G(k) de forma que ∀ k ∈ [0,∞)

P (k + 1) A(k)G(k) B(k) 0
GT (k)AT (k) G(k) +GT (k)− P (k) 0 GT (k)CT (k)
BT (k) 0 γI 0
0 C(k)G(k) 0 γI

> 0, (1.48)
(b) Existe uma sequ¨eˆncia limitada de matrizes Y (k) satisfazendo (1.47) se e somente se
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existirem duas sequ¨eˆncias limitadas de matrizes P (k) e G(k) de forma que ∀ k ∈ [0,∞)

P (k) AT (k)GT (k + 1) 0 CT (k)
G(k + 1)A(k) G(k + 1) +GT (k + 1)− P (k + 1) G(k + 1)B(k) 0
0 BT (k)GT (k + 1) γI 0
C(k) 0 0 γI

> 0,(1.49)
Prova: A prova e´ similar a` prova do Teorema 1.1. ∇∇∇
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Cap´ıtulo 2
Sistemas a Tempo Cont´ınuo
O intuito deste cap´ıtulo e´ o de formalizar o problema de filtragem robusta para sistemas
lineares a tempo cont´ınuo. Soluc¸o˜es alternativas sa˜o apresentadas para o projeto de filtros
robustos baseado em func¸o˜es de Lyapunov dependentes dos paraˆmetros incertos do sistema.
Aborda-se tanto o caso de sistemas invariantes no tempo quanto o de sistemas variantes
no tempo, atrave´s de Desigualdades Matriciais Lineares (LMIs). A caracter´ıstica ba´sica e´
conseguir uma formulac¸a˜o convexa para o problema de filtragem atrave´s da utilizac¸a˜o de
transformac¸o˜es e mudanc¸as de varia´veis.
2.1 Formulac¸a˜o do Problema
O problema principal, a ser tratado nesta tese, e´ o projeto de filtros robustos para sistemas
incertos usando func¸o˜es de Lyapunov dependentes de paraˆmetros. Inicialmente, estuda-se o
problema de filtragem para sistemas lineares a tempo cont´ınuo variantes no tempo descritos
por
x˙(t) = A(θ(t))x(t) +B(θ(t))w(t), x(0) = x0
y(t) = C(θ(t))x(t) +D(θ(t))w(t)
z(t) = Cz(θ(t))x(t),
(2.1)
com θ = [θ1, · · · , θp] ∈ Rp, onde x ∈ Rn e´ o vetor de estados, x0 e´ uma condic¸a˜o inicial, w ∈
Rnw e´ uma entrada externa, (que pode ser um sinal de ru´ıdo branco com me´dia nula e variaˆncia
conhecida ou um sinal limitado pertencente a` L2), z ∈ Rnz representa o sinal a ser estimado
e y ∈ Rny e´ a sa´ıda medida. As matrizes A, B, C, D, Cz sa˜o func¸o˜es afins do paraˆmetro
θi, onde θi, i = 1, . . . , p sa˜o paraˆmetros reais limitados com taxa de variac¸a˜o limitada θ˙i(t).
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Assume-se que (θ(t), θ˙(t)), ∀ t ≥ 0 pertenc¸am a um politopo B com ` conhecidos ve´rtices e
θ(t) pertenc¸a ao politopo Bθ com `θ ve´rtices.
Observe que a classe de sistemas onde os sinais de entrada e ru´ıdo de medida sa˜o distintos,
e´ um caso particular do sistema (2.1). Isso pode ser verificado ao assumir que w(t) = [w′1 w′2]′
e que as matrizes B e D sa˜o iguais a` [B 0] e [0 D], respectivamente.
O objetivo principal, deste trabalho, e´ projetar um filtro F linear e assintoticamente
esta´vel que garanta uma estimativa zˆ do sinal z com um desempenho garantido no sentido
H2 ou H∞ independente das incertezas presentes no modelo. Mais especificamente, busca-se
projetar um filtro linear invariante no tempo de ordem n com a seguinte realizac¸a˜o no espac¸o
dos estados
F : ˙ˆx(t) = Af xˆ(t) +Bfy(t), xˆ(0) = 0
zˆ(t) = Cf xˆ(t),
(2.2)
onde as matrizes Af ∈ Rn×n, Bf ∈ Rn×ny e Cf ∈ Rnz×n devem ser encontradas.
A dinaˆmica do erro de estimac¸a˜o e = z − zˆ, considerando o sistema (2.1) e o filtro (2.2),
pode ser descrita pelo seguinte modelo no espac¸o de estados
Se : ξ˙(t) = Aa(θ)ξ(t) +Ba(θ)w(t)
e(t) = Ca(θ)ξ(t)
(2.3)
onde
ξ =
 x
xˆ
, Aa(θ) =
 A(θ) 0
BfC(θ) Af
 ,
Ba(θ)=
 B(θ)
BfD(θ)
, Ca(θ)=[ Cz(θ) −Cf ] .
(2.4)
O problema de filtragem consiste em encontrar um filtro F que assegure a estabilidade
exponencial do sistema Se, de forma que o ganho entre o sinal de entrada w e o erro de
estimac¸a˜o seja minimizado atrave´s de algum crite´rio de desempenho. A escolha de qual
crite´rio de desempenho sera´ utilizado depende da caracter´ıstica do sinal de perturbac¸a˜o w.
Quando o sinal de entrada w e´ um sinal do tipo ru´ıdo branco, com me´dia nula e matriz
de covariaˆncia unita´ria, utiliza-se o crite´rio de desempenho H2, sendo que o problema de
filtragem e´ dado por:
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Problema H2 : Projetar um filtro F que assegure a estabilidade exponencial para a
dinaˆmica do erro de estimac¸a˜o Se e minimize um limitante superior µ(F) do quadrado
da norma H2 do sistema Se, isto e´,
min
F
µ(F) : ||Se||22 < µ(F) ∀(θ, θ˙) ∈ B (2.5)
quando x0 e´ uma varia´vel aleato´ria na˜o correlacionada com w.
No entanto, se o sistema (2.1) for sujeito a perturbac¸o˜es arbitra´rias com energia ou
poteˆncia me´dia limitada, busca-se uma soluc¸a˜o para o seguinte problema de filtragem H∞:
Problema H∞ : Projetar um filtro F que assegure a estabilidade exponencial para a
dinaˆmica do erro de estimac¸a˜o Se e minimize um limitante superior µ∞(F) da norma
H∞ do sistema Se, isto e´,
min
F
µ∞(F) : ||Se||∞ ≤ µ∞(F) ∀(θ, θ˙) ∈ B (2.6)
Perceba que a soluc¸a˜o dos problemas acima e´ obtida pela aplicac¸a˜o dos crite´rios de de-
sempenho H2 e H∞ vistos na Sec¸a˜o 1.2 para sistemas variantes no tempo, considerando o
sistema do erro de estimac¸a˜o Se e assumindo que a matriz P (t) seja uma func¸a˜o de θ, dada
por P (θ). Note que as desigualdades dos Lemas 1.4 e 1.5 com a matriz P (t) = P (θ) sa˜o
func¸o˜es na˜o convexas em θ, nas matrizes do filtro e na matriz P (θ), mesmo quando P (θ) for
constante. Por isso, o problema de encontrar Af , Bf e Cf juntamente com a matriz P (θ)
dependente de paraˆmetros e´ uma tarefa complicada. Nos casos onde a matriz P (θ) independe
de θ, me´todos LMI para o projeto de filtros foram desenvolvidos em [31, 37, 38]. Por outro
lado, em [76] tem-se a apresentac¸a˜o de um novo me´todo H2 baseado na parte (a) do Lema 1.4
usando uma matriz P (θ) que depende de forma afim do paraˆmetro θ, quando este e´ constante.
O Exemplo 2.2 mostra que esta abordagem pode ser restritiva em algumas aplicac¸o˜es.
Ao longo deste cap´ıtulo, apresentam-se soluc¸o˜es para os Problemas H2 e H∞ utilizando
func¸o˜es de Lyapunov que sa˜o dependentes de paraˆmetros. Primeiro, considera-se o projeto
de filtros para sistemas que sa˜o invariantes no tempo, assumindo que os paraˆmetros θi sa˜o
constantes. Em seguida, apresentam-se os resultados obtidos para o caso de sistemas variantes
no tempo, no qual considera-se a taxa de variac¸a˜o dos paraˆmetros.
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2.2 Sistemas Invariantes no Tempo
Nesta sec¸a˜o, assume-se que o sistema incerto (2.1) e´ invariante no tempo, ou seja, que os
paraˆmetros incertos tem taxa de variac¸a˜o nula. Inicialmente, aborda-se o projeto de filtros
robustos H2 e em seguida, o caso de filtragem H∞. A soluc¸a˜o proposta para o caso H2 foi
publicada em [4].
2.2.1 Filtros H2
O Problema H2 para o caso de sistemas invariantes no tempo sujeito a perturbac¸o˜es
do tipo ru´ıdo branco, como visto no Capitulo 1, pode ser interpretado como um problema
de minimizac¸a˜o do limitante superior µ(F) do pior caso da variaˆncia assinto´tica do erro de
estimac¸a˜o, garantindo que a dinaˆmica do erro de estimac¸a˜o Se seja assintoticamente esta´vel,
isto e´,
min
F
µ(F) : sup
θ∈Bθ
lim
t→∞E[(z(t)− zˆ(t))
T(z(t)− zˆ(t))] ≤ µ(F) (2.7)
Os resultados propostos nesta sec¸a˜o sa˜o baseados nas partes (b) e (c) do Lema 1.4, aplicado
ao sistema do erro de estimac¸a˜o Se, com a matriz P (t) = P (θ) com θ˙ = 0. O primeiro
problema a ser tratado busca projetar um filtro F de forma que existam matrizes sime´tricas
P (θ) e W (θ), convexas em θ, que satisfac¸am as seguintes desigualdades para todo θ ∈ Bθ:
 P (θ)ATa (θ) +Aa(θ)P (θ) Ba(θ)
BTa (θ) −I
 < 0 (2.8)
 W (θ) Ca(θ)P (θ)
P (θ)CTa (θ) P (θ)
 > 0 (2.9)
Pelo Lema 1.4(b), pode-se afirmar que o sistema do erro de estimac¸a˜o (2.3) e´ assintoticamente
esta´vel para todo θ ∈ Bθ e
sup
θ∈Bθ
lim
t→∞E[e
T (t)e(t)] < µ; µ = sup
θ∈Bθ
Tr[W (θ) ]. (2.10)
De forma semelhante, pode-se projetar o filtro atrave´s do gramiano de observabilidade.
Neste caso, busca-se solucionar as desigualdades (1.20)-(1.21), ou seja, deseja-se encontrar as
matrizes sime´tricas P (θ) e W (θ) e as matrizes do filtro de forma que para todo θ ∈ Bθ as
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seguintes desigualdades sejam satisfeitas
 P (θ)Aa(θ) +ATa (θ)P (θ) CTa (θ)
Ca(θ) −I
 < 0 (2.11)
 W (θ) BTa (θ)P (θ)
P (θ)Ba(θ) P (θ)
 > 0 (2.12)
Um ponto importante no projeto do filtro usando func¸o˜es de Lyapunov dependentes de
paraˆmetros e´ a escolha da estrutura da matriz P (θ) a ser utilizada. Nesta sec¸a˜o, os resultados
sa˜o desenvolvidos considerando
P (θ) = MTN−1(θ)M > 0, ∀ θ ∈ Bθ (2.13)
onde N(θ) e´ uma matriz positiva definida afim em θ e M e´ uma matriz invers´ıvel.
O primeiro resultado apresenta o projeto de filtros robustos H2 baseado nas desigualdades
(2.8) e (2.9) juntamente com a parte (b) do Lema 1.4, com a matriz P (θ) definida em (2.13).
Com isso, a func¸a˜o de Lyapunov e´ dada por V (ξ, θ) = ξTP (θ)−1ξ, que e´ afim em θ. A
seguir, apresenta-se um lema auxiliar para o projeto de filtros baseado no Lema de Finsler,
considerando essa func¸a˜o de Lyapunov:
Lema 2.1 Considere o sistema (2.1) e seja  um escalar positivo dado. Enta˜o as desigual-
dades (2.8) e (2.9) sa˜o satisfeitas com matrizes W (θ) e P (θ) da forma (2.13) se existirem
matrizes W (θ) > 0, N(θ) > 0 e M de forma que as seguintes desigualdades sejam satisfeitas
para todo θ ∈ Bθ.

MATa (θ) +Aa(θ)M
T MT −N(θ) + Aa(θ)MT Ba(θ)
M + MATa (θ)−N(θ) −2N(θ) 0
BTa (θ) 0 −I
 < 0 (2.14)
 W (θ) CaMT
MCTa (θ) N(θ)
 > 0. (2.15)
Prova: Assumindo que as condic¸o˜es acima sa˜o satisfeitas, tem-se que N(θ) e´ uma matriz
regular. Defina assim a seguinte matriz
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Nf =

I2n 0
N−1(θ)MATa (θ) 0
0 Inw
 (2.16)
Pre´- e po´s-multiplicando a desigualdade (2.14) por NTf e Nf , respectivamente, tem-se
 MTN−1(θ)MATa(θ)+Aa(θ)MT N−1(θ)M Ba(θ)
BTa (θ) −I
< 0. (2.17)
Pela definic¸a˜o de P (θ) em (2.13), esta desigualdade implica em (2.8).
Considere (2.15), aplicando o complemento de Schur tem-se:
W (θ) + CaM
TN−1(θ)MCTa > 0,
pela definic¸a˜o de P (θ), esta desigualdade implica em (2.9), concluindo a prova. 
Observe que as condic¸o˜es (2.14) e (2.15) na˜o sa˜o convexas na matriz M e nas matrizes
do filtro, mas sa˜o convexas em θ. Por isso, se as matrizes do filtro sa˜o dadas, estas desigual-
dades podem ser testadas via LMI. Como o objetivo e´ o projeto de filtro robusto H2, faz-se
necessa´rio, enta˜o, o uso de transformac¸o˜es de congrueˆncias e mudanc¸as de varia´veis de forma
a linearizar as condic¸o˜es do Lema 2.1. O seguinte teorema apresenta este resultado
Teorema 2.1 Considere o sistema (2.1) e seja Bθ um politopo dos θ admiss´ıveis. Suponha
que para algum escalar  > 0 existam matrizes Z ∈ Rn×n, Y ∈ Rn×n, S ∈ Rn×n, F ∈
Rn×ny , R ∈ Rnz×n, Q ∈ Rn×n, e matrizes sime´tricas Ni ∈ R2n×2n e Wi ∈ Rnz×nz, i = 1, ..., `θ
de forma que as seguintes desigualdades sejam satisfeitas nos ve´rtices de Bθ
ΨA(θ) + Ψ
T
A(θ) ? ?
ΨTM+Ψ
T
A(θ)−N (θ) −2N (θ) ?
ΨTB(θ) 0 −I
 < 0, (2.18)
 W (θ) ΨC(θ)
ΨTC(θ) N (θ)
 > 0, (2.19)
onde W (θ) e N (θ) sa˜o func¸o˜es matriciais afins em θ com valores W1, . . . ,W`θ e N1, . . . ,N`θ ,
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respectivamente, nos ve´rtices de Bθ e
ΨA(θ)=
 ZA(θ) ZA(θ)
Y A(θ)+FC(θ)+Q Y A(θ)+FC(θ)
,
ΨB(θ) =
 ZB(θ)
Y B(θ)+FD(θ)
, (2.20)
ΨC(θ)=
[
Cz(θ)−R Cz(θ)
]
, ΨM =
 Z Z
Y +S Y
 .
Enta˜o o filtro F com a matriz de transfereˆncia
Gzˆy(s) = RS
−1(sI −QS−1)−1F (2.21)
assegura que o sistema do erro de estimac¸a˜o (2.3) e´ assintoticamente esta´vel para todo θ∈Bθ
e a variaˆncia assinto´tica do erro de estimac¸a˜o satisfaz
lim
t→∞E[e
T (t)e(t)] < max
i=1,...,`θ
Tr [Wi], ∀ θ ∈ Bθ. (2.22)
Prova: Primeiro, note que as desigualdades (2.18) e (2.19) sa˜o afins em θ para um dado
 > 0. Assim, pela propriedade de convexidade pode-se afirmar que estas desigualdades sera˜o
satisfeitas para todo θ ∈ Bθ se e somente se (2.18) e (2.19) estiverem satisfeitas para todos os
ve´rtices de Bθ.
O objetivo da prova e´ mostrar a equivaleˆncia entre as desigualdades (2.18) e (2.19) e
as condic¸o˜es (2.14) e (2.15), garantindo assim pelo Lema 2.1 que as condic¸o˜es (2.8) e (2.9)
tambe´m sa˜o satisfeitas.
Primeiro, mostra-se que as matrizes S, Y e Z sa˜o na˜o singulares. Para tal, pre´- e po´s-
multiplique (2.18) por [ I − I 0 ] e sua transposta, respectivamente, resultando em
ΨM+Ψ
T
M =
 Z+ZT Y T+ ST+ Z
Y +S+ZT Y +Y T
>0, (2.23)
o que implica que Z e Y sa˜o matrizes na˜o singulares. Ale´m disso, pre´- e po´s-multiplicando a
desigualdade acima por [ I −I ] e sua transposta, respectivamente, implica que S + ST < 0,
e assim, S e´ uma matriz na˜o singular.
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Inspirado por [37], defina as matrizes na˜o singulares U e V de forma que V UZT = S e
MT =
 Z−T UˆT
U XˆT
, M−T =
 Y T Vˆ T
V T Yˆ T
 . (2.24)
Deve ser notado que dada as matrizes na˜o singulares U , V , Y e Z, as matrizes Uˆ , Vˆ , Xˆ e Yˆ
sa˜o unicamente definidas, atrave´s da relac¸a˜o de igualdade MM−1 = M−1M = I, obtendo
Uˆ = V −1 − V −1Y Z−1, Vˆ = U−T − U−TZ−1Y, Xˆ = −V −1Y UT , Yˆ = −U−TZ−1V.
Ale´m disto, defina a seguinte realizac¸a˜o no espac¸o de estados para o filtro (2.21)
Af =V
−1QS−1V, Bf =V −1F, Cf =RS−1V (2.25)
e sejam as matrizes na˜o singulares
T =
 ZT Y T
0 V T
, N(θ)=T −TN (θ)T −1. (2.26)
Considerando as matrizes em (2.20), (2.24)-(2.26), tem-se que ΨA(θ) =
T TMTAa(θ)MTT , ΨB(θ) = Ba(θ)T e ΨM (θ) = T TMTT . E´ poss´ıvel assim atrave´s
de manipulac¸o˜es matriciais verificar que (2.17) e´ equivalente a`
T Ta Φ Ta < 0 (2.27)
onde Ta=diag{ T , T , Inw} e
Φ=

MATa (θ) +Aa(θ)M
T MT −N(θ) + Aa(θ)MT Ba(θ)
M + MATa (θ)−N(θ) −2N(θ) 0
BTa (θ) 0 −I
 < 0.
Concluindo pelo Lema 2.1, que (2.8) e´ satisfeita com P (θ) = MTN−1(θ)M .
Por outro lado, usando o complemente de Schur, (2.19) e´ equivalente a`
W (θ)−ΨC(θ)N−1(θ)ΨTC(θ) > 0. (2.28)
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Considerando as definic¸o˜es de ΨC(θ), T , M verifica-se que ΨC(θ) = Ca(θ)MTT . Resul-
tando, enta˜o, que (2.28) e´ satisfeita se e somente se
W (θ)− Ca(θ)MTN−1(θ)MCTa (θ) > 0 (2.29)
que e´ equivalente a` desigualdade (2.9) com P (θ) = MTN−1(θ)M .
Finalizando, pelo Lema 1.4 conclui-se que para todo θ∈Bθ, o sistema do erro de estimac¸a˜o
(2.3) e´ assintoticamente esta´vel e
lim
t→∞E[e
T (t)e(t)] < sup
θ∈Bθ
Tr [W (θ)] < max
i=1,...,`θ
Tr [Wi ] (2.30)

O Teorema 2.1 fornece um me´todo LMI para o projeto de filtros robusto H2 para sistemas
incertos (2.1), usando uma func¸a˜o de Lyapunov que e´ racional nos paraˆmetros incertos. Ob-
serve que o limitante superior (2.22) da variaˆncia assinto´tica do erro de estimac¸a˜o e´ tambe´m
dependente dos paraˆmetros incertos do sistema.
Note que, para um dado  > 0, o limitante superior da variaˆncia assinto´tica do erro de
estimac¸a˜o e´ uma func¸a˜o convexa das varia´veis de busca. Desta forma, o projeto do filtro
que minimiza esse limitante, pode ser determinado via o seguinte problema de otimizac¸a˜o
convexa:
min µ
sujeito a` (2.18) e (2.19), para θ nos ve´rtices de Bθ, e
µ− Tr [Wi] ≥ 0, i = 1, . . . , `.
Ale´m disto, limt→∞E[eT (t)e(t)] < µ. Observe que µ depende do paraˆmetro  e assim, uma
questa˜o e´ como encontrar o valor de  > 0 que minimize o limitante superior µ.
E´ importante salientar que (2.18) na˜o e´ convexa conjuntamente nas varia´veis de busca
e , podendo, em alguns casos, na˜o ser satisfeita para valores muito grandes de  ou muito
pequenos. Uma alternativa para a escolha do valor de  > 0 que minimize µ pode ser dada
atrave´s de uma busca unidimensional em . Na u´ltima sec¸a˜o comenta-se mais sobre a escolha
deste paraˆmetro.
Da prova do Teorema 2.1, e´ poss´ıvel estabelecer que este teorema tem como caso particular
o projeto de filtros baseado na noc¸a˜o de estabilidade quadra´tica, quando restringe-se a matriz
N (θ) a ser independente do paraˆmetro incerto θ, ou seja, fazendo Ni = N , i = 1, . . . , `θ.
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Ale´m disto, como sera´ mostrado no pro´ximo Lema, as condic¸o˜es do Teorema 2.1 com estas
restric¸o˜es sa˜o necessa´rias para (2.8) e (2.9) serem satisfeitas com a matriz P (θ) independente
de paraˆmetros.
Lema 2.2 Considere o sistema (2.1) e suponha que exista um filtro assintoticamente esta´vel
com realizac¸a˜o no espac¸o de estados (Af , Bf , Cf ) de forma que o sistema do erro de estimac¸a˜o
(2.3) satisfac¸a (2.8) e (2.9) com P (θ) = Q0 e W (θ) sendo uma func¸a˜o afim em θ com valores
W1, · · · ,W`θ nos ve´rtices de Bθ. Enta˜o as condic¸o˜es do Teorema 2.1 sa˜o satisfeitas com a
mesma matriz W (θ) e um  > 0 suficientemente pequeno.
Prova: Introduza a seguinte partic¸a˜o de Q0 e Q
−1
0 , onde todos os blocos tem dimensa˜o n×n.
Q0 =
 Q1 Q2
QT2 Q3
 , Q−10 =
 Ξ1 Ξ2
ΞT2 Ξ3
. (2.31)
Sem perda de generalidade, assuma que as matrizes Q2 e Ξ2 sa˜o na˜o singulares. Ale´m
disto, defina as matrizes
Z = Q−11 , Y = Ξ1, F = Ξ2Bf ,
S = Ξ2Q
T
2 Q
−1
1 , Q = Ξ2AfQ
T
2 Q
−1
1 , (2.32)
R=CfQ
T
2 Q
−1
1 , T =
 Q−11 Ξ1
0 ΞT2
, N =T TQ0T .
Como θ pertence a um politopo limitado, segue de (2.8) e (2.9) que existe um escalar
α > 0 suficientemente pequeno de maneira que para todo θ ∈ Bθ Aa(θ)Q0+Q0ATa(θ)+ α2Aa(θ)Q0ATa(θ) Ba(θ)
BTa (θ) −I
<0,
(2.33) W (θ) Ca(θ)Q0
Q0C
T
a (θ) Q0
 > 0.
Com as matrizes F , N , Q, R, S, Y e Z definidas em (2.32) e(2.31) e  = α, conclui-se
que o lado esquerdo de (2.18) e (2.19), denotado por Φ1 e Φ2, respectivamente, torna-se
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Φ1 = T¯ T

Q0A
T
a (θ)+Aa(θ)Q0 ? ?
αQ0A
T
a (θ) −2αQ0 ?
BTa(θ) 0 −I
T¯ (2.34)
Φ2 = Tˆ T
 W (θ) Ca(θ)Q0
Q0C
T
a (θ) Q0
 Tˆ (2.35)
onde T¯ = diag{T , T , Inw}, Tˆ = diag{Inz , T }.
Aplicando o complemento Schur e considerando (2.33), tem-se que Φ1 < 0 e Φ2 > 0,
concluindo a prova. 
Pelo resultado apresentado no Lema 2.2, verifica-se que o me´todo de filtragemH2 proposto
no Teorema 2.1 com N (θ) independente de θ e com  > 0 suficientemente pequeno e´ equiva-
lente ao projeto LMI de filtros baseados na noc¸a˜o de estabilidade quadra´tica, semelhante ao
proposto por [37].
O pro´ximo Teorema apresenta a versa˜o “dual” do Teorema 2.1 para o projeto de filtros
robusto H2. Este me´todo e´ baseado nas desigualdades (2.11) e (2.12) e na parte (c) do
Lema 1.4 com a matriz P (θ) dada em (2.13), resultando que a func¸a˜o de Lyapunov utilizada
seja racional nos paraˆmetros θ. Um lema auxiliar semelhante ao Lema 2.1 pode ser descrito
para este caso, mas neste texto apresenta-se na sequ¨eˆncia apenas o resultado principal.
Teorema 2.2 Considere o sistema (2.1) e seja Bθ um politopo dos θ admiss´ıveis. Suponha
que para algum escalar  > 0 existam matrizes Z ∈ Rn×n, Y ∈ Rn×n, S ∈ Rn×n, F ∈
Rn×ny , R ∈ Rnz×n, Q ∈ Rn×n, e matrizes sime´tricas Ni ∈ R2n×2n e Wi ∈ Rnw×nw, i =
1, ..., `θ de forma que as seguintes desigualdades sejam satisfeitas para todos os ve´rtices de Bθ
ΨTA(θ) + ΨA(θ) ? ?
ΨTM+ΨA(θ)−N (θ) −2N (θ) ?
ΨC(θ) 0 −I
 < 0 (2.36)
 W (θ) ΨTB(θ)
ΨB(θ) N (θ)
 > 0 (2.37)
onde W (θ) e N (θ) sa˜o matrizes afins em θ, com valores W1, . . . ,Wlθ e N1, . . . ,Nlθ , respecti-
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vamente, nos ve´rtices de Bθ e ΨA(θ), ΨB(θ), ΨC(θ) e ΨM esta˜o definidas em (2.20). Enta˜o
o filtro F com matriz de transfereˆncia
Gzˆy(s) = RS
−1(sI −QS−1)−1F (2.38)
garante que o sistema do erro de estimac¸a˜o (2.3) e´ assintoticamente esta´vel para todo θ∈Bθ
e a variaˆncia assinto´tica do erro de estimac¸a˜o satisfaz
lim
t→∞E[e
T (t)e(t)] < max
i=1,...,`
Tr [Wi], ∀ θ ∈ B. (2.39)
Prova: A prova e´ similar a` do Teorema 2.1, exceto que agora considera-se que
MT =
 Y T Vˆ T
V T Yˆ T
 , M−T =
 Z−T UˆT
U XˆT
 (2.40)
e a matriz M−TT e´ usada ao inve´s de T . ∇∇∇
Note que, as observac¸o˜es referentes ao Teorema 2.1 sa˜o tambe´m aplica´veis ao Teorema 2.2.
O pro´ximo resultado e´ similar ao o Lema 2.2.
Lema 2.3 Considere o sistema (2.1) e suponha que exista um filtro assintoticamente esta´vel
com realizac¸a˜o no espac¸o de estados dado por (Af , Bf , Cf ) de forma que o sistemas do erro
de estimac¸a˜o (2.3) satisfac¸a (2.11) e (2.12) com P (θ) =Q0 e W (θ), que e´ afim em θ com
valores W1, · · · ,W` nos ve´rtices de Bθ. Enta˜o as condic¸o˜es do Teorema 2.2 esta˜o satisfeitas
com a mesma matriz W (θ) e  > 0 suficientemente pequeno. 
E´ importante ressaltar que os me´todos de filtragem propostos pelos Teoremas 2.1 e 2.2 na˜o
sa˜o equivalentes e, em geral, tem-se diferentes filtros e limitantes superiores para a variaˆncia
assinto´tica do erro de estimac¸a˜o. Em aplicac¸o˜es, ambas as abordagens devem ser testadas
e a que fornecer o melhor resultado, em termos do desempenho garantido H2, devera´ ser
adotada.
2.2.2 Filtros H∞
Nesta subsec¸a˜o , busca-se uma soluc¸a˜o para o Problema H∞ utilizando func¸o˜es de Lya-
punov que sa˜o dependente de paraˆmetros. Este problema e´ solucionado atrave´s da aplicac¸a˜o
do Bounded Real Lemma apresentado na Sec¸a˜o 1.2 no caso de sistemas variantes no tempo ao
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sistema do erro de estimac¸a˜o Se. O problema consiste em: dado um escalar γ > 0, projetar
um filtro F e encontrar matrizes sime´tricas P (θ) e W (θ), convexas em θ, de forma que a
seguinte desigualdade seja satisfeita para todo θ ∈ Bθ:

P (θ)ATa (θ) +Aa(θ)P (θ) P (θ)C
T
a Ba(θ)
CaP (θ) −γI 0
BTa (θ) 0 −γI
 < 0 (2.41)
Pelo Lema 1.5, tem-se que o sistema do erro de estimac¸a˜o (2.3) e´ assintoticamente esta´vel
para todo θ ∈ Bθ e ||Se||∞ < γ.
De maneira similar ao projeto de filtro H2, assume-se que a matriz P (θ) e´ descrita por
(2.13). Considerando (2.41), a parte (a) do Lema 1.5 e esta descric¸a˜o para matriz P (θ)
propo˜e-se o seguinte lema auxiliar para o projeto de filtros robustos H∞.
Lema 2.4 Considere o sistema (2.1) e sejam os seguintes escalares positivos γ,  e 2 dados.
Enta˜o a desigualdade (2.41) e´ satisfeita com uma matriz P (θ) da forma (2.13) e para o mesmo
γ se existirem uma matriz N(θ) > 0 e uma matriz M de forma que a seguinte desigualdade
seja satisfeita para todo θ ∈ Bθ.
MATa (θ) +Aa(θ)M
T ? ? ? ?
M + MATa (θ)−N(θ) −2N(θ) 0 0 0
Ca(θ)M 0 −γI ? 0
M −N(θ) 0 2MCa(θ)T −22N(θ) 0
BTa (θ) 0 0 0 −γI

< 0 (2.42)
Prova: Assumindo que (2.42) seja satisfeita, garante-se que N(θ) e´ uma matriz regular,
sendo poss´ıvel definir a seguinte matriz
Nh =

I2n 0 0
N−1(θ)MATa (θ) 0 0
0 Inz 0
0 N−1(θ)MCTa (θ) 0
0 0 Inw

(2.43)
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Pre´- e po´s-multiplicando a desigualdade (2.45) por NTh e Nh, respectivamente, tem-se

MTN−1(θ)MATa(θ)+Aa(θ)MT N−1(θ)M MTN−1(θ)MCTa(θ) BTa (θ)
Ca(θ)M
TN−1(θ)M −γI 0
BTa (θ) 0 −γI
< 0 (2.44)
Pela definic¸a˜o de P (θ) em (2.13) esta desigualdade implica em (2.41). 
Como a desigualdade (2.42) na˜o e´ convexa em M, N(θ) e nas matrizes do filtro, apesar de
ser convexa em θ, este me´todo serve apenas como um teste LMI quando as matrizes do filtro
sa˜o dadas. O pro´ximo teorema fornece condic¸o˜es suficientes para o projeto de filtros robustos
H∞, e e´ baseado nas mesmas transformac¸o˜es e mudanc¸as de varia´veis usadas no caso H2.
Teorema 2.3 Considere o sistema (2.1) e seja Bθ um politopo dos θ admiss´ıveis e γ um
escalar dado. Suponha que para algum escalar  > 0 e 2 > 0 existam matrizes Z ∈ Rn×n, Y ∈
Rn×n, S ∈ Rn×n, F ∈ Rn×ny , R ∈ Rnz×n, Q ∈ Rn×n, e matrizes sime´tricas Ni ∈ R2n×2n
i = 1, ..., `θ de forma que as seguintes desigualdades sejam satisfeitas nos ve´rtices de Bθ

ΨA(θ) + Ψ
T
A(θ) ? ? ? ?
ΨTM+Ψ
T
A(θ)−N (θ) −2N (θ) 0 0 0
ΨC(θ) 0 −γI 2ΨC 0
ΨTM −N (θ) 0 2ΨTC −22N (θ) 0
ΨTB(θ) 0 0 0 −γI

< 0 (2.45)
onde N (θ) e´ uma func¸a˜o matricial afim em θ com valores N1, . . . ,N`θ nos ve´rtices de Bθ e
ΨA(θ), ΨB(θ), ΨC(θ) e ΨM (θ) sa˜o definidas em (2.20). Enta˜o o filtro F com a matriz de
transfereˆncia
Gzˆy(s) = RS
−1(sI −QS−1)−1F (2.46)
assegura que o sistema do erro de estimac¸a˜o (2.3) e´ assintoticamente esta´vel e ||Se||∞ < γ
para todo θ∈Bθ.
Prova: Segue os mesmos passos do caso H2 e sera´ omitida. ∇∇∇
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Como o Teorema 2.3 para um dado  e um 2 e´ convexo, o projeto do filtro robusto pode
ser assim visto como um problema de otimizac¸a˜o, dado por:
min γ
sujeito a` (2.45), para θ nos ve´rtices de Bθ.
Ale´m disto, ||Se||∞ < γ. Observe que o valor de γ depende da escolha dos paraˆmetros  e
2. Desta forma, escolhas inadequadas dos paraˆmetros  > 0 e 2 > 0 podem dar a impressa˜o
de que o me´todo proposto e´ restritivo. Uma sugesta˜o para a escolha de  e 2 e´ fazer uma
busca bidimensional, de forma a encontrar a combinac¸a˜o dos dois paraˆmetros que fornec¸a
o menor valor para γ. Uma outra alternativa, seria considerar  = 2 facilitando a escolha
do paraˆmetro, que assim, pode ser feita atrave´s de uma busca unidimensional, como no caso
H2. Neste caso, pore´m, pode-se estar inserindo algumas restric¸o˜es ao problema. No pro´ximo
lema, mostra-se, que este me´todo com  e 2 suficientemente pequenos e com N (θ) constante
retorna ao resultado baseado em estabilidade quadra´tica apresentado em [38].
Lema 2.5 Considere o sistema (2.1) e um γ > 0 dado, suponha que exista um filtro assin-
toticamente esta´vel com realizac¸a˜o no espac¸o de estados (Af , Bf , Cf ) de forma que o sistema
do erro de estimac¸a˜o (2.3) satisfac¸a (2.41) com P (θ) = Q0. Enta˜o a LMI do Teorema 2.3
e´ satisfeita com o mesmo γ e com os escalares positivos 1 e 2 suficientemente pequenos.
Prova: A prova e´ similar a` do Lema 2.2. 
Resultados semelhantes para o projeto de filtros robustos H∞ tambe´m podem ser obtidos
considerando a desigualdade (1.24). Note que, para o caso de sistemas incertos a abordagem
do Teorema 2.3 e do teorema apresentado a seguir podem fornecer diferentes valores para o
limitante superior γ. Na sequ¨eˆncia, apresenta-se apenas o resultado principal.
Teorema 2.4 Considere o sistema (2.1) e seja Bθ um politopo dos admiss´ıveis θ e γ uma
escalar dado. Suponha que para algum escalar  > 0 existam matrizes Z ∈ Rn×n, Y ∈
Rn×n, S ∈ Rn×n, F ∈ Rn×ny , R ∈ Rnz×n, Q ∈ Rn×n, e matrizes sime´tricas Ni ∈ R2n×2n
i = 1, ..., `θ de forma que as seguintes desigualdades sejam satisfeitas nos ve´rtices de Bθ e
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
ΨA(θ) + Ψ
T
A(θ) ? ? ? ?
ΨM+ΨA(θ)−N (θ) −2N (θ) 0 0 0
ΨTB(θ) 0 −γI ? 0
ΨM −N (θ) 0 ΨB −2N (θ) 0
ΨC(θ) 0 0 0 −γI

< 0 (2.47)
onde N (θ) e´ uma func¸a˜o matricial afim em θ com valores N1, . . . ,N`θ nos ve´rtices de Bθ e
ΨA(θ), ΨB(θ), ΨC(θ) e ΨM (θ) sa˜o definidas em (2.20). Enta˜o o filtro F com a matriz de
transfereˆncia
Gzˆy(s) = RS
−1(sI −QS−1)−1F (2.48)
assegura que o sistema do erro de estimac¸a˜o (2.3) e´ assintoticamente esta´vel e ||Se||∞ < γ
para todo θ∈Bθ.
2.2.3 Exemplos Nume´ricos
Nesta subsec¸a˜o, consideram-se dois exemplos comparativos para o projeto de filtros ro-
bustos baseado no crite´rio de desempenho H2, usando os Teoremas 2.1 e 2.2, os resultados
de [76] e a abordagem baseada em estabilidade quadra´tica em [37].
Exemplo 2.1
Seja o seguinte sistema, ja´ estudado em [37] e [76]
x˙(t) =
 0 −1 + 0.3α
1 −0.5
x(t)+
 −2 0
1 0
w(t)
y(t) =
[
−100 + 10β 100
]
x(t) +
[
0 1
]
w(t) (2.49)
z(t) =
[
1 0
]
x(t)
onde α e β sa˜o paraˆmetros incertos limitados.
Similar a` [76], abordam-se os seguintes casos
(a) |α| ≤ κ e |β| ≤ 1;
(b) |α| ≤ κ e β = α.
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O objetivo e´ projetar filtros robustos H2 para diferentes valores de κ. Perceba que o
sistema (2.49) e´ assintoticamente esta´vel quando α < 10/3, resultando que o valor ma´ximo
poss´ıvel para κ seja 10/3.
Filtros o´timos foram projetados para o sistema (2.49) usando os Teoremas 2.1 e 2.2. O
o´timo  para cada κ, ou seja, o  que minimiza o limitante superior µ da variaˆncia assinto´tica
do erro, foi obtido via uma busca unidimensional. Fig. 2.1 ilustra o comportamento de µ
obtido atrave´s do Teorema 2.1 em func¸a˜o de  no caso (b) com κ = 2. Nesta situac¸a˜o, o
valor o´timo para  e´ 1, 61 e corresponde ao valor mı´nimo de µ igual a 6, 2846. Como, neste
exemplo, os resultados obtidos pelo Teorema 2.1 sa˜o melhores que os do Teorema 2.2, somente
apresentam-se os filtros projetados pelo Teorema 2.1, os quais sa˜o referidos como abordagem
(N ).
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Figura 2.1: µ versus  para |α| ≤ 2 e β = α.
Para fins de comparac¸a˜o, os seguintes me´todos para o projeto de filtros robusto tambe´m
sa˜o simulados:
(i) a abordagem proposta por [76], a qual e´ baseada em func¸o˜es de Lyapunov que sa˜o
afins nos paraˆmetros do sistema- referida como (T );
(ii) a abordagem de [37], baseada na noc¸a˜o de estabilidade quadra´tica - referida como
(G).
Fig. 2.2 mostra o limitante superior µ o´timo da variaˆncia assinto´tica do erro de estimac¸a˜o
em func¸a˜o de γ, obtido a partir das treˆs abordagens para o caso (a), enquanto que Fig. 2.3
refere-se ao caso (b).
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Figura 2.2: Limitante superior µ para |α| ≤ κ e |β| ≤ 1.
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Figura 2.3: Limitante superior µ para |α| ≤ κ e β = α.
Observando as Figs. 2.2 e 2.3, pode-se facilmente concluir que os resultados obtidos pelo
abordagem (N ) sa˜o superiores aos resultados apresentados pelo me´todo baseado em estabi-
lidade quadra´tica. Por outro lado, a abordagem (N ) quando comparada a abordagem (T ),
fornece o melhor desempenho em grande parte dos valores de κ para o caso (a), enquanto
que para o caso (b) a abordagem (N ) fornece limitantes superiores µ menores do que a
abordagem (T ) para todos os valores de κ. Ale´m disto, pode ser observado que a abordagem
(N ) permite que o paraˆmetro incerto se aproxime do limite de estabilidade. De fato, tem-se
que a abordagem (G) e´ restrita a` κ < 1.613173, que e´ a faixa de incertezas admiss´ıveis para
estabilidade quadra´tica do sistema (2.49), enquanto que a abordagem (T ) fornece soluc¸a˜o
somente para κ < 3.05. Em contraste, a abordagem (N ) resolve o problema para qualquer
κ < 10/3, ou seja, o limite em quem o sistema (2.49) e´ assintoticamente esta´vel. Note que a
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partir de κ ≥ 2 a abordagem (N ) fornece uma melhora significativa no crite´rio de desempenho
quando comparado com a abordagem (T ).
Pode ser observado que a variaˆncia assinto´tica do erro de estimac¸a˜o para o filtro de Kalman
projetado para o sistema nominal (2.49) com α = β = 0 e aplicado ao sistema com α = β = 1
e´ 31,12, enquanto que para α = β = 3 torna-se 10037.
Exemplo 2.2
Neste exemplo, faz-se um ana´lise estat´ıstica dos resultados obtidos nesta sec¸a˜o, afim de ilustrar
a vantagem da nova abordagem para o projeto de filtros robusto H2 quando comparada aos
resultado existentes na literatura. Para este propo´sito, sistemas lineares incertos do tipo (2.1)
sa˜o aleatoriamente gerados, com as seguintes dimenso˜es: nx = 3, nw = 3, nz = 1 e ny = 1.
Assume-se que as matrizes B(θ), Cz(θ) e D(θ) sa˜o conhecidas e tenham a seguinte estrutura:
B = [10B1 0], D = [0 10D1], Cz = [Cz1 0 0] (2.50)
e as matrizes A(θ) e C(θ) sa˜o incertas e descritas por
A(θ) = θ1A1 + (1− θ1)A2, C(θ) = 100(θ2C1 + (1− θ2)C2), (2.51)
onde θ1 e θ2 sa˜o os paraˆmetros incertos pertencentes ao intervalo [0 1]. Observe que, com
esta considerac¸a˜o o politopo Bθ utilizado tera´ 4 ve´rtices. As matrizes A1, A2, B1, C1, C2,
Cz1, e D1, sa˜o geradas randomicamente a partir de uma distribuic¸a˜o normal de me´dia nula e
variaˆncia unita´ria.
Uma condic¸a˜o necessa´ria para o projeto de filtros robustos e´ que o sistema seja robusta-
mente esta´vel. Para verificar a estabilidade robusta de cada um dos sistemas gerados, seria
necessa´rio testar a estabilidade no sentido Hurwtiz para cada matriz A(θ) para todo θ ∈ [0 1],
atrave´s de uma busca unidimensional, ou seja, verificar se cada A(θ) para θ ∈ [0 1] tem au-
tovalores negativos. Caso a matriz na˜o fosse esta´vel modifica-se A(θ) de forma a garantir
a estabilidade. Neste exemplo, para diminuir a complexidade computacional, analisa-se a
estabilidade apenas dos ve´rtices de A(θ), isto e´, de A1 e A2. Neste caso, se as matrizes A1
e/ou A2 na˜o sa˜o esta´veis no sentido Hurwtiz, subtra´ı-se o termo (σ + ρ)In de A1 e/ou A2,
onde σ e´ a parte real do maior autovalor de A1 e/ou A2 e ρ e´ uma escalar positivo que deve
ser escolhido a priori. Embora este procedimento na˜o garanta a estabilidade Hurwtiz para
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todo A(θ), com θ ∈ [0 1], ele reduz o nu´mero de sistemas gerados que na˜o sa˜o robustamente
esta´veis sobre a regia˜o. Neste exemplo, dois valores para ρ sa˜o considerados, ρ = 1 e ρ = 10,
sendo que 1000 sistemas sa˜o gerados para cada um.
Para cada sistema, de forma similar ao exemplo anterior, treˆs filtros robustos H2 sa˜o
projetados atrave´s dos seguintes me´todos:
(i) o Teorema 2.1, referido como (N)
(ii) a abordagem de [76], referido como (T)
(iii) a abordagem de [37] baseada em estabilidade quadra´tica, referida como (G)
O objetivo e´ analisar
P1- o nu´mero de vezes que cada abordagem tem soluc¸a˜o fact´ıveis.
P2- o nu´mero de vezes que cada abordagem, entre as treˆs, fornece o limitante superior
mı´nimo µ da variaˆncia assinto´tica do erro de estimac¸a˜o.
1 10
90
95.7
96.5
97.6
98.5
99.2
99.6
100
ρ
P
1%
N
G
T
Figura 2.4: Percentagem de soluc¸o˜es fact´ıveis para cada uma das treˆs abordagens quando
ρ = 1 e ρ = 10
Fig. 2.4 mostra a porcentagem de soluc¸o˜es fact´ıveis para as abordagens (N), (T) e (G)
quando ρ = 1 e ρ = 10, enquanto que a Fig. 2.5 mostra a relac¸a˜o das soluc¸o˜es na˜o fact´ıveis dos
me´todos considerados, onde I representa o nu´mero de soluc¸o˜es na˜o fact´ıveis em conjunto dos
2.2 Sistemas Invariantes no Tempo 47
me´todos (T) e (G). Observe que a abordagem (N) tem o maior nu´mero de soluc¸o˜es fact´ıveis em
ambos os casos. Ale´m disso, nos 19 sistemas onde a abordagem (N) na˜o e´ fact´ıvel, e´ poss´ıvel
atrave´s de uma busca unidimensional fina, mostrar que apenas um sistema e´ robustamente
esta´vel. No entanto, para este sistema nenhuma das abordagens fornece uma soluc¸a˜o fact´ıvel
(veja a Fig. 2.5). Comparando as abordagens (T) e (G), percebe-se pelos resultados obtidos,
que embora a abordagem (T) seja baseada em uma func¸a˜o de Lyapunov mais complexa que a
abordagem (G), o nu´mero de sistemas no qual a abordagem (T) na˜o tem soluc¸a˜o e´ menor que
o da abordagem (G). Por exemplo, quando ρ = 10 a abordagem (G) tem soluc¸o˜es fact´ıveis em
99, 2%, enquanto que a abordagem (T) tem em 96.5%. Perceba, tambe´m, pela Fig. 2.5, que
dentre os 28 sistemas que a abordagem (T) e´ na˜o fact´ıvel, no caso de ρ = 1, a abordagem (G),
baseada em estabilidade quadra´tica, obteve uma soluc¸a˜o fact´ıvel em 25. Esse fato ocorre, por
exemplo, para o sistema formado pelas seguinte matrizes geradas aleatoriamentes:
A1 =

−2.4237 −0.4667 0.7247
0.3078 −1.9260 0.0995
0.7462 2.0379 −1.8272
, A2 =

−2.3937 0.1519 −0.2442
−0.2477 −1.3659 2.7567
1.0454 −2.4468 −0.1843
,
B =

−9.5410 −1.6456 0
13.7918 −6.7142 0
14.6592 6.2019 0
, C1 =

−83.0815
−224.7866
3.0005

T
, C2 =

−164.4205
−47.3450
−67.3917

T
,
Cz =
[
0.4916 0 0
]
, D =
[
0 0 −7.7818
]
,
onde foi poss´ıvel projetar o filtro H2 usando os me´todos propostos em (N ) e em (G), mas
na˜o foi poss´ıvel projetar o filtro usando o me´todo proposto em (T ).
Esta aparente contradic¸a˜o, pode ser explicada pelo fato da abordagem (T) ser baseada no
Lema da projec¸a˜o(Projection Lemma), o qual na˜o garante que os me´todos baseados neste lema
sejam menos conservadores que as abordagens baseadas em func¸a˜o de Lyapunov quadra´tica
para sistemas com incertezas (para mais detalhes veja [1]).
Observando o nu´mero de sistemas que tem o melhor desempenho, em relac¸a˜o a mini-
mizac¸a˜o do mı´nimo limitante superior µ∗, obte´m-se os seguintes resultados: quando ρ = 1
nos 985 sistemas fact´ıveis a abordagem (N) apresentou o melhor desempenho. No caso de
ρ = 10 tem-se 972 casos para a abordagem (N), 4 para a abordagem (T), 11 para (N) e (T)
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• I representa a a´rea de intersecc¸a˜o entre as abordagens T e G
Figura 2.5: Nu´mero de soluc¸o˜es na˜o fact´ıveis quando ρ = 1 e ρ = 10.
simultaneamente, 6 para (N) e (G) simultaneamente e 3 casos em que todas foram igualmente
satisfeitas, comprovando a eficieˆncia do novo me´todo em relac¸a˜o aos ja´ existentes.
Com este exemplo, comprova-se que esta nova abordagem apresenta uma significativa
melhora quando comparada com as abordagens (T) e (G). E como esperado, em nenhum
caso esta abordagem obteve um resultado pior do que o resultado baseado em estabilidade
quadra´tica (G).
2.3 Sistemas Variantes no Tempo
Nesta sec¸a˜o, apresenta-se o projeto de filtros robustos H2 para sistemas que sa˜o variantes
no tempo1, publicado em [10]. Considera-se o sistema (2.1), assumindo que as matrizes B, D
sa˜o agora constantes e que as matrizes incertas A(θ) e C(θ), sa˜o dadas por
A(θ(t)) = A0 +
∑p
i=1 θi(t)Ai
C(θ(t)) = C0 +
∑p
i=1 θi(t)Ci
(2.52)
onde Ai, e Ci, i = 0, . . . , p, sa˜o matrizes reais conhecidas de dimensa˜o apropriada e θi,
i = 1, . . . , p sa˜o os paraˆmetros incertos variantes no tempo com taxa de variac¸a˜o limitada
θ˙i(t). Assume-se que (θ(t), θ˙(t)), ∀ t ≥ 0 pertenc¸a a um politopo B com ` ve´rtices conhecidos
e Bθ denota o politopo dos admiss´ıveis θ(t) e `θ e´ o nu´mero de ve´rtices de Bθ.
Assume-se, sem perda de generalidade, que θ = 0 pertenc¸a a Bθ e B. Note que, e´ sempre
poss´ıvel satisfazer esta condic¸a˜o atrave´s de uma definic¸a˜o apropriada das matrizes A0 e C0.
De forma similar ao caso de sistemas invariantes no tempo, apresentado na sec¸a˜o ante-
1O projeto de filtros robusto H∞ na˜o sera´ apresentado nesta tese, pois ja´ foi desenvolvido em [30].
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rior, o objetivo e´ buscar uma soluc¸a˜o para o Problema H2 usando func¸o˜es de Lyapunov
dependentes de paraˆmetros. Considera-se aqui o projeto de filtros baseado no gramiano de
observabilidade, parte (c) do Lema 1.4, ou seja, busca-se projetar um filtro F e encontrar
matrizes P(θ) e W (θ), convexas em θ de forma que as seguinte desigualdades sejam satisfeitas:
P˙(θ)+P(θ)Aa(θ)+ATa (θ)P(θ) CTa (θ)
Ca(θ) −I
<0, ∀(θ, θ˙) ∈ B (2.53)
 W (θ) BTa P(θ)
P(θ)Ba P(θ)
> 0, ∀ θ ∈ Bθ (2.54)
Pelo Lema 1.4 (b), pode-se afirmar que o sistema do erro de estimac¸a˜o (2.3) e´ exponencial-
mente esta´vel para todo (θ, θ˙) ∈ B e
||Se||22 < lim
t→∞
1
t
∫ t
0
Tr [W (θ(τ))] dτ . (2.55)
A seguir, apresentam-se soluc¸o˜es baseadas na norma H2 para este problema considerando
que a func¸a˜o de Lyapunov e´ bi-quadra´tica em θ.
Para desenvolver o projeto do filtro robusto H2, a equac¸a˜o de estado do sistema (2.1) e´
reescrita como
x˙(t) = [A0 +AΘ(t)]x(t) +Bw(t) (2.56)
onde A ∈ Rn×q e´ uma matriz conhecida e Θ(t) ∈ Rq×n e´ uma matriz cujas as colunas
dependem linearmente dos paraˆmetros incertos θi, onde o valor q depende da escolha de Θ.
E´ sempre poss´ıvel colocar o sistema (2.1) na representac¸a˜o (2.56), na˜o impondo nenhuma
perda de generalidade. Uma escolha natural e direta de A e Θ e´
A = [A1 . . . Ap], Θ = [θ1In . . . θpIn]T . (2.57)
Observe que q = np, para Θ dado acima, e´ a maior dimensa˜o poss´ıvel para as linhas de Θ de
forma que esta matriz na˜o tenha redundaˆncia.
Na sequ¨eˆncia, desenvolve-se uma nova abordagem para o projeto do filtro robusto H2 para
o sistema (2.1) usando uma func¸a˜o de Lyapunov quadra´tica em θ dada por V (ξ, θ) = ξTP(θ)ξ,
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com
P(θ)=
P0 + P1Θ + ΘTP T1 + ΘTP2Θ P3
P T3 P4
 (2.58)
onde P0, P3, P4 ∈ Rn×n, P1 ∈ Rn×q e P2 ∈ Rq×q e ξ = [xT xˆT ]T .
Note que, como P(θ)>0 para θ = 0, enta˜o as matrizes P0, P3 e P4 devem satisfazer P0 P3
P T3 P4
 > 0 . (2.59)
Ale´m disto, sem perda de generalidade, assume-se que a matriz P3 seja na˜o singular
2.
O primeiro resultado apresenta uma condic¸a˜o necessa´ria e suficiente para a existeˆncia da
matriz P(θ) de forma que (2.58) satisfac¸a as condic¸o˜es (2.53) e (2.54). Este resultado e´ uma
forma alternativa de reescrever as condic¸o˜es (2.53) e (2.54), atrave´s de relac¸o˜es de afins no
paraˆmetro incerto θ. Para este fim, introduza a seguinte notac¸a˜o
Ae(θ, θ˙)=

A0 A 0
ΘA0+Θ˙ ΘA 0
BfC(θ) 0 Af
, Be(θ)=

B
ΘB
BfD
,
Ce=
[
Cz 0 −Cf
]
, H(θ)=
[
Θ −Iq 0
]
, (2.60)
H1(θ)=
[
H(θ) 0
]
, H2(θ)=
[
0 H(θ)
]
.
Lema 2.6 Existe uma matriz P(θ) da forma (2.58) tal que as condic¸o˜es (2.53) e (2.54) sa˜o
satisfeitas se e somente se existe uma matriz sime´trica P ∈ R(2n+q)×(2n+q) da forma
P =

P0 P1 P3
P T1 P2 0
P T3 0 P4
, P0, P3, P4 ∈ R
n×n,
P1 ∈ Rn×q, P2 ∈ Rq×q
(2.61)
2Maiores detalhes podem ser obtidos em [31].
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de modo que para todo η ∈ R2n+q+nz e η˜ ∈ R2n+q+nw as seguintes condic¸o˜es sejam garantidas:
ηTΨA(θ, θ˙)η < 0,∀ (η, θ, θ˙) tal que H1(θ)η=0, com η 6=0 e (θ, θ˙) ∈ B (2.62)
η˜T
W (θ) BTe P
PBe P
η˜ >0,∀ (η˜, θ) tal que H2(θ)η˜=0, com η˜ 6=0 e θ ∈ Bθ (2.63)
onde
ΨA(θ, θ˙) =
ATe (θ, θ˙)P+PAe(θ, θ˙) CTe
Ce −I
 . (2.64)
Prova: Primeiro, factorize a matriz P(θ) como
P(θ) = ΨT (θ)P Ψ(θ), (2.65)
onde P e´ uma matriz sime´trica definida em (2.61) e
Ψ(θ) =

In 0
Θ 0
0 In
 . (2.66)
Considerando (2.60), (2.65) e (2.66), pode-se facilmente mostrar que o lado esquerdo de (2.53)
e (2.54), denotado por Λ1(θ) e Λ2(θ), respectivamente, pode ser escrito como
Λ1(θ) = Ψ
T
1 (θ)ΨA(θ, θ˙)Ψ1(θ)
Λ2(θ) = Ψ
T
2 (θ)
 N (θ) BTe P
PBe P
Ψ2(θ)
onde
Ψ1(θ)= diag{Ψ(θ), Inz}, Ψ2(θ)= diag{Inw , Ψ(θ)} .
Ale´m disso, observe que sendo ξ1 ∈ R2n+nz e ξ2 ∈ R2n+nw e pelas definic¸o˜es de Ψ1(θ), Ψ2(θ),
H1(θ) e H2(θ), as seguintes equivaleˆncias sa˜o garantidas:
η =Ψ1(θ)ξ1, se e somente se H1(θ)η = 0. (2.67)
η˜ =Ψ2(θ)ξ2, se e somente se H2(θ)η˜ = 0. (2.68)
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Assim, segue que Λ1(θ) > 0 para todo (θ, θ˙) ∈ B se e somente se
ηTΨA(θ, θ˙)η < 0, η = Ψ1(θ)ξ1; ∀ ξ1 ∈ R2n+nz, ξ1 6= 0
para todo (θ, θ˙) ∈ B, o qual por (2.67) e´ equivalente a` (2.62).
Por outro lado, Λ2(θ) > 0, ∀ θ ∈ Bθ, se e somente se
η˜T
W (θ) BTe P
PBe P
η˜ > 0, η˜ = Ψ2(θ)ξ2, ∀ ξ2∈ R2n+nw, ξ2 6= 0
para todo θ∈ Bθ, o qual por (2.68) e´ equivalente a` (2.63). ∇∇∇
O pro´ximo resultado, baseado no Lema de Finsler, apresenta condic¸o˜es suficientes para
testar as desigualdades (2.62) e (2.63) do Lema 2.6.
Lema 2.7 Considere o sistema incerto do erro (2.3). Enta˜o as desigualdades (2.53) e (2.54)
sa˜o satisfeitas com uma matriz P(θ) da forma (2.58) se existem uma matriz sime´trica P ∈
R(2n+q)×(2n+q) da forma (2.61) e matrizes M ∈ R(2n+q+nz)×q e G ∈ R(2n+q+nw)×q tais que as
seguintes desigualdades sejam satisfeitas
ΨA(θ, θ˙) +MH1 +H
T
1 M
T < 0, ∀ (θ, θ˙) ∈ B (2.69)
W (θ) BeP
PBTe P
+GH2(θ) +HT2 (θ)GT > 0, ∀ θ ∈ Bθ (2.70)
Prova: O resultado segue ao verificar que (2.69) e (2.70) implicam nas desigualdades (2.62)
e (2.63) do Lema 2.6. 
As desigualdades deste lema, de forma similar ao Lema 2.1, sa˜o convexas apenas em θ e
θ˙. Desta forma, no caso em que as matrizes do filtro Af , Bf e Cf sa˜o dadas, (2.69) e (2.70)
sa˜o LMIs em P , M e G, e assim a factibilidade destas desigualdades pode ser testadas via
algoritmos LMIs padro˜es.
No entanto, a metodologia para o projeto do filtro, proposta nesta sec¸a˜o, envolve encontrar
as matrizes Af , Bf e Cf juntamente com as matrizes P , M e G de forma que as desigualdades
(2.69) e (2.70) sejam satisfeitas. Como estas desigualdades na˜o sa˜o juntamente convexas em P ,
Af e Bf , busca-se atrave´s de transformac¸o˜es apropriadas e mudanc¸as de varia´veis transformar
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as desigualdades (2.69) e (2.70) em LMIs. Este resultado e´ apresentado no pro´ximo teorema.
Teorema 2.5 Considere o sistema (2.1) e seja Bθ e B politopos admiss´ıveis de θ e (θ, θ˙),
respectivamente. Suponha que existam matrizes sime´tricas P0 > 0, P2 e ΩP , e matrizes P1,
G1, G2, G3, M1, M2, M4, ΩA, ΩB, ΩC , ΩG , ΩM e Wi para i = 1, ..., `θ satisfazendo as
seguintes LMIs

Φ11 ? ? ?
Φ21 Φ22 ? ?
Φ31 ΩPA− ΩM ΩA + ΩTA ?
Cz +M4Θ −M4 −ΩC −I

< 0, ∀ (θ, θ˙) ∈ V(B) (2.71)

W (θ) ? ? ?
(P0 + P1Θ)B + ΩBD + Θ
TGT1 P0+G2Θ+Θ
TGT2 ? ?
(P T1 + P2Θ)B−GT1 P T1 +G3Θ−GT2 P2 −G3 −GT3 ?
ΩPB + ΩBD ΩP + ΩGΘ −ΩG ΩP

> 0, ∀ θ ∈ V(Bθ)
(2.72)
onde W (θ) e´ uma matriz afim em θ com valores W1, . . . ,W`θ , nos ve´rtices de Bθ e
Φ11 = A
T
0 P0 + P0A0 + ΩBC(θ) + C
T(θ)ΩTB + P1Υ + Υ
TP T1 +M1Θ + Θ
TMT1 ,
Φ21 = P
T
1 A0+P2Υ+(P0A+ P1ΘA)T−MT1 +M2Θ,
Φ22 = ATP1+P T1 A+P2ΘA+(P2ΘA)T−M2−MT2 ,
Φ31 = ΩPA0 + ΩBC(θ) + Ω
T
A + ΩMΘ, Υ=ΘA0 + Θ˙,
(2.73)
enta˜o o filtro F com matriz de transfereˆncia
Gzˆy(s) = (ΩCΩ
−1
P )[sI − (ΩAΩ−1P )]−1ΩB (2.74)
garante que o sistema do erro de estimac¸a˜o Se satisfaz as desigualdades (2.53) e (2.54) com
uma matriz P(θ) quadra´tica em θ descrita por (2.58). Ale´m disto,
||Se||22 < max
i=1,...,`θ
Tr [Wi], ∀ (θ, θ˙) ∈ B. (2.75)
Prova: Sera´ mostrado que as desigualdades (2.69) e (2.70) sa˜o equivalente as LMIs de (2.71)
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e (2.72), respectivamente. Primeiro, particionam-se as matrizes M e G de acordo com H1(θ)
e H2(θ),
M =
[
MT1 M
T
2 M
T
3 M
T
4
]T
, G =
[
GT1 G
T
2 G
T
3 G
T
4
]T
onde M1, M3, G2, G4 ∈ Rn×q, M2, G3 ∈ Rq×q, M4 ∈ Rnz×q, e G1 ∈ Rnw×q
Pelas definic¸o˜es de Ae(θ, θ˙), Be(θ), Ce(θ), H1(θ) e P em (2.60) e (2.61), as desigualdades
em (2.69) podem ser reescritas como

W11 ? ? ?
W21 W22 ? ?
W31 P
T
3 A−M3 P4Af +ATf P4 ?
Cz +M4Θ −M4 −Cf −I
 < 0 (2.76)
onde
W11 = A
T
0 P0 + P0A0 + P3BfC(θ) + [P3BfC(θ)]
T + P1Υ + Υ
TP T1 +M1Θ + Θ
TMT1 ,
W21 =P
T
1 A0 + P2Υ + (P0A+ P1ΘA)T −MT1 +M2Θ,
W22 =ATP1 + P T1 A+ P2ΘA+ (P2ΘA)T −M2 −MT2 ,
W31 = P
T
3 A0 + P4BfC(θ) +A
T
f P
T
3 +M3Θ,
onde Υ e´ definido em (2.73). A seguir, introduz-se a matriz
J1 = diag{ In, Iq, P−14 P T3 , Inz} . (2.77)
Note que, como as matrizes P3 e P4 na˜o sa˜o singulares, J1 e´ bem definido e regular.
Pre´- e po´s-multiplicando (2.76) por JT1 e J1, respectivamente, e definindo as seguintes
varia´veis
ΩA=P3AfP
−1
4 P
T
3 , ΩB=P3Bf , ΩC = CfP
−1
4 P
T
3 ,
ΩM = P3P
−1
4 M3, ΩP = P3P
−1
4 P
T
3
(2.78)
a desigualdade (2.76), ou equivalentemente (2.69), torna-se a LMI (2.71). Ale´m disto, (2.78)
implica que o mapeamento de (Af , Bf , Cf ,M, P4) para (ΩA,ΩB,ΩC ,ΩM ,ΩP ) e´ invers´ıvel.
Assim, (2.69) e´ equivalente a` (2.71).
Agora, prova-se a equivaleˆncia entre as desigualdades de (2.70) e (2.72). Pela definic¸a˜o
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de H2(θ) em (2.60) e a partic¸a˜o de G, a desigualdade (2.70) torna-se

W (θ) ? ? ?
(P0 + P1Θ)B + P3BfD + Θ
TGT1 P0 +G2Θ + (G2Θ)
T ? ?
(P T1 + P2Θ)B −GT1 P T1 −GT2 +G3Θ −G3−GT3 +P2 ?
P T3 B + P4BfD P
T
3 G4Θ −G4 P4

> 0 (2.79)
Pre´- e po´s-multiplicando (2.79) por JT2 e J2, respectivamente, onde
J2 = diag
{
Inw , In, Iq, P
−1
4 P
T
3
}
(2.80)
e introduzindo a varia´vel ΩG = P3P
−1
4 G4, pode-se verificar que (2.79) e´ equivalente a` LMI
de (2.72). A seguir, considerando (2.78), segue que
Af =P
−1
3 (ΩAΩ
−1
P )P3, Bf =P
−1
3 ΩB, Cf =(ΩCΩ
−1
P )P3
e assim a matriz de transfereˆncia do filtro, Gzˆy(s), de (2.74) e´ facilmente obtida.
Finalmente, pelo Teorema 2.5 conclui-se que o filtro acima garante que para todo (θ, θ˙) ∈
B, o sistema do erro de estimac¸a˜o Se e´ exponencialmente esta´vel e
||Se||22 < lim
T→∞
1
T
∫ T
0
Tr [W (θ)] dt < max
i=1,...,`θ
Tr [Wi] .
Finalizando a prova. ∇∇∇
Note que, qualquer soluc¸a˜o fact´ıvel das LMIs (2.71) e (2.72) produz um filtro robusto
apropriado. Ale´m disto, o filtro que minimiza o limitante superior do quadrado da norma H2
do sistema do erro de estimac¸a˜o pode ser determinado via o seguinte problema de otimizac¸a˜o
min µ
sujeito a` (2.71), (2.72), e µ−Tr [Wi] ≥ 0, i =1, . . . , `θ.
Ale´m do que, resulta que ||Se||22 < µ.
Observac¸a˜o 2.1 Note que, o Teorema 2.5 tem como caso particular o me´todo de filtragem
robusta H2 baseado em estabilidade quadra´tica e em func¸o˜es de Lyapunov que sa˜o afins
nos paraˆmetros, ao se impor certas restric¸o˜es nas partic¸o˜es da matriz P definida em (2.61).
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Assim, ao se fixar P1 = 0 e P2 = 0, P(θ) torna-se independente de paraˆmetros e o Teorema 2.5
fornece uma abordagem baseada em estabilidade quadra´tica. Por outro lado, impondo que
P2 = 0, a matriz P(θ) torna-se afim no paraˆmetro θ. 
Deve ser notado que as condic¸o˜es do Teorema 2.5 com P1 = 0 e P2 = 0 sa˜o necessa´rias e
suficientes para garantir que as condic¸o˜es (2.53) e (2.54) sejam satisfeitas com uma matriz de
Lyapunov independe de paraˆmetros, ou seja, P(θ)=Q0>0. A suficieˆncia segue imediatamente
da Observac¸a˜o 2.1, e a necessidade e´ apresentada no pro´ximo lema.
Lema 2.8 Considere o sistema (2.1) e suponha que exista uma filtro assintoticamente esta´vel
com realizac¸a˜o no espac¸o de estados dada por (Af , Bf , Cf ), tal que o sistema do erro de
estimac¸a˜o (2.3) satisfac¸a (2.53) e (2.54) com P(θ) = Q0 e W (θ), que e´ afim em θ com
valores W1, . . . ,W`θ nos ve´rtices de Bθ. Enta˜o as condic¸o˜es do Teorema 2.5 sa˜o satisfeitas
com a mesma matriz W (θ).
Prova: Como (θ, θ˙) pertencem a um politopo limitado, segue de (2.53) e (2.54) que existe
um escalar  > 0 suficientemente pequeno tal que para todo θ ∈ BθQ0Aa(θ)+ATa(θ)Q0+ Θ˜Θ˜T CTa (θ)
Ca(θ) −I
 < 0 (2.81)
W (θ) BTa Q0
Q0Ba Q0 − Θ˜Θ˜T
 > 0 (2.82)
onde Θ˜T =
[
ΘT 0
]
. Introduza a seguinte partic¸a˜o para Q0, onde todos os blocos sa˜o
matrizes n×n
Q0 =
 Q1 Q2
QT2 Q3
 . (2.83)
Sem perda de generalidade, a matriz Q2 pode ser assumida na˜o singular. Ale´m disto, defina
as matrizes
P =

Q1 0 Q2
0 0 0
QT2 0 Q3
, ΩA = Q2AfQ−13 QT2 ,
ΩB = Q2Bf , ΩC = CfQ
−1
3 Q
T
2, ΩP = Q2Q
−1
3 Q
T
2,
ΩM = ΩPA, ΩG = 0, G1 = 0, G2 = 0,
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G3 = −I, M1 = Q1A , M2 = I, M4 = 0 .
Com as matrizes definida acima, pode ser facilmente estabelecido que o lado esquerdo de
(2.71) e (2.72), denotado por Φ1 e Φ2, respectivamente, torna-se
Φ1 =J
T
1

K1 ? ? ?
Θ −2I ? ?
K3 0 A
T
fQ3 +Q3Af ?
Cz 0 −Cf −I
J1
Φ2 =J
T
2

W (θ) ? ? ?
Q1B +Q2BfD Q1 ? ?
0 −Θ 2I ?
QT2 B +Q3BfD Q
T
2 0 Q3
J2
onde J1 e J2 sa˜o dadas em (2.77) e (2.80) e
K1 = Q1A(θ) +A
T(θ)Q1 +Q2BfC(θ) + [Q2BfC(θ)]
T
K3 = A
T(θ)Q2 + [Q3BfC(θ)]
T +Q2Af .
Finalmente, usando o complemento de Schur’s e considerando (2.81)-(2.83), pode ser verifi-
cado que Φ1 < 0 e Φ2 > 0, o qual conclui-se a prova. 
Exemplo 2.3
Neste exemplo, considera-se o sistema (2.49) com um paraˆmetro incerto θ(t) variante no
tempo, que afeta apenas a matriz de dinaˆmica do sistema, ou seja:
x˙(t) =
0 −1 + 0.3θ(t)
1 −0.5
x(t) +
−2 0
1 0
w(t)
y(t) =
[
−100 100
]
x(t) +
[
0 1
]
w(t) (2.84)
z(t) =
[
1 0
]
x(t)
onde |θ(t)| ≤ 1.4 e |θ˙(t)| ≤ α, com α ≥ 0.
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O objetivo e´ projetar um filtro robusto H2 para o sistema (2.84) para diversos valores
de α. Para resolver este problema, aplica-se o Teorema 2.5 para diferentes tipos de func¸o˜es
de Lyapunov, afim de ilustrar a influeˆncia da func¸a˜o de Lyapunov no limitante superior da
norma H2. Considera-se, os casos onde P(θ), descrita em (2.58), depende quadraticamente
ou afim de θ, o qual sa˜o referidos como abordagens bi-quadra´tica (B) e afim-quadra´tica (A),
respectivamente. Note que a abordagem afim-quadra´tica e´ obtida do Teorema 2.5 ao zerar
a partic¸a˜o P2 da matriz P de (2.61). Os me´todos de filtragem robusta H2 baseados em
estabilidade quadra´tica de [31] e [37] (baseados em (2.53) e (2.54)) tambe´m sa˜o aplicados
para o sistema (2.84) e resultados ideˆnticos, referidos como (Q), foram obtidos. Fig. 2.6
mostra o limitante superior otimizado µ do quadrado da norma H2 do sistema do erro de
estimac¸a˜o em func¸a˜o de α obtido pelo Teorema 2.5 para as abordagens (A) e (B) e para o
me´todo (Q). Segue da Fig. 2.6 que a abordagem (B) fornece o melhor resultado. Deve ser
observado que as abordagens (A) e (B) sa˜o eficientes em uma maior faixa de valores para
os paraˆmetros incertos que os me´todos em (Q). Ale´m disto, os me´todos de [31] e [37] sa˜o
restritos a |θ| < √0, 9375/0, 6 ≈ 1, 61374, o qual e´ a faixa teo´rica admiss´ıvel de |θ| para a
estabilidade quadra´tica do sistema (2.84). Em contraste, as abordagens (A) e (B) resolvem o
problema para |θ| ≤ 2.9 e |θ| ≤ 3, respectivamente, quando |θ˙| ≤ 1, e para |θ| < 10/3 quando
θ˙(t) ≡ 0, o qual e´ a faixa de |θ| para a estabilidade assinto´tica do sistema (2.84). A Fig. 2.7
mostra o limitante superior otimizado µ em func¸a˜o de β, onde |θ| ≤ β, para os me´todos (Q),
(A) e (B) sobre a restric¸a˜o que |θ˙| ≤ 1. Note que a abordagem (B) e´ superior a abordagem
(A).
Observe que o filtro de Kalman projetado para o sistema nominal de (2.84) com θ(t) ≡ 0
e aplicado ao sistema (2.84) com θ(t) ≡ 1, 4, fornece ||Se||22 = 36, 3464.
Note que uma comparac¸a˜o entre esta abordagem e os resultados apresentados na sec¸a˜o
anterior pode ser realizada apenas quando assume-se que θ˙ = 0. Neste caso, aplicando o
Teorema 2.23, para θ ≤ 1, 4, θ˙ = 0 e  = 3, 2, obte´m-se µ = 2, 8667. Comparando com os
valores de µ da Fig. 2.6(quando α = 0), percebe-se que, o Teorema 2.2 fornece um limitante
superior menor que as abordagens bi-quadra´tica e afim. Esta aparente melhora do me´todo
proposto pelo Teorema 2.2 pode ser explicada pela estrutura da func¸a˜o de Lyapunov utilizada
em cada uma das abordagens. Enquanto que no Teorema 2.5 considera-se apenas que parte da
func¸a˜o de Lyapunov diretamente ligada a dinaˆmica do sistema seja dependente de paraˆmetro,
3baseado tambe´m no gramiano de observabilidade
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Figura 2.6: Limitante superior µ para |θ| ≤ 1.4 e |θ˙| ≤ α.
no Teorema 2.2 considera-se que toda a func¸a˜o de Lyapunov seja racional em θ. No entanto,
os me´todos propostos nos Teoremas 2.1 e 2.2 sa˜o apenas aplica´veis a sistemas invariantes
no tempo. As primeiras tentativas em estender estes resultados para sistemas variantes no
tempo ainda sa˜o restritivas.
2.4 Notas Complementares
Para resolver o problema de filtragem atrave´s de uma formulac¸a˜o LMI e´ necessa´rio o uso
de transformac¸o˜es de congrueˆncias. Como pode ser reparado ao longo deste cap´ıtulo (e da
tese), dois tipos de transformac¸o˜es esta˜o sendo utilizadas, a proposta em [31] e a proposta em
[37]. O uso de uma ou outra transformac¸a˜o neste trabalho se deve a facilidade que esta por
ventura possa trazer no projeto de filtros robustos usando func¸o˜es de Lyapunov dependente
de paraˆmetros. Na realidade, quando se considera que os paraˆmetros do sistema sa˜o variantes
no tempo, no contexto de sistemas a tempo cont´ınuo, as transformac¸a˜o propostas em [31]
sa˜o mais facilmente aplica´veis. Este fato fica mais evidente no caso de sistemas na˜o lineares
(Cap´ıtulo 4), onde verificou-se que para o caso de sistemas com na˜o linearidades do tipo
racionais, ao usar as transformac¸o˜es propostas em [37] na˜o foi poss´ıvel, com a metodologia
aqui utilizada, obter condic¸o˜es convexas.
E´ importante ressaltar que a princ´ıpio na˜o se pode ainda afirmar se o uso destas duas
transformac¸o˜es fornecem ou na˜o resultados equivalentes. Parece interessante que um estudo
60 2. Sistemas a Tempo Cont´ınuo
1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.6 2.8 3
101
102
Q 
A 
B 
β 
µ 
Figura 2.7: Limitante superior µ para |θ| ≤ β e |θ˙| ≤ 1.
mais detalhado entre estes dois tipos de transformac¸a˜o seja realizado. No entanto, as pri-
meiras tentativas mostram que tentar fazer uma relac¸a˜o alge´brica de equivaleˆncia entre estes
resultados (se existir) na˜o e´ uma tarefa fa´cil.
Observac¸o˜es sobre 
A seguir faz-se uma breve discussa˜o sobre a escolha do paraˆmetro , necessa´rio para
aplicac¸a˜o do resultados propostos na Sec¸a˜o 2.2, que influencia o valor do limitante superior
µ o´timo da variaˆncia do erro de estimac¸a˜o. E´ importante ressaltar que o objetivo na˜o e´
propor uma prova formal para a escolha deste paraˆmetro, mas sim apresentar alguns fatos
interessantes observados durante a aplicac¸a˜o destes resultados. Talvez, destas considerac¸o˜es,
surjam algumas ide´ias para a busca otimizada deste paraˆmetro.
A alternativa escolhida para a escolha do  o´timo, ou seja, o valor de  que fornec¸a o
valor o´timo de µ, foi fazer uma busca unidimensional em , conforme a Fig. 2.1. Ao efetuar
esta busca verificou-se que tipicamente o comportamento de µ ×  possui um u´nico valor de
mı´nimo, o que facilita o processo de otimizac¸a˜o.
Fig. 2.8 mostra o histograma do nu´mero de sistemas versus o valor o´timo de  obtido para
o Exemplo 2.2. E´ interessante observar que o valor o´timo de  para a maioria dos sistemas e´
menor que 2. Comparando os histogramas para os casos em que ρ = 1 e ρ = 10, percebe-se
tambe´m, que o valor me´dio de  parece crescer quando o sistema se aproxima da regia˜o de
instabilidade (no caso ρ = 1). Este mesmo comportamento pode ser visto na Fig. 2.9 que
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apresenta o comportamento de  versus α para o caso (a) do Exemplo 2.1. Analisando a
curva, percebe-se que o valor o´timo de  cresce quando aumenta-se o valor de α, que, neste
caso, implica que o sistema tem um dos po´los se aproximando da regia˜o de instabilidade.
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Figura 2.8: Histograma do valor o´timo de 
Nos Lemas 2.2 e 2.3 provou-se que se os resultados baseado em estabilidade quadra´tica
fossem satisfeito com uma func¸a˜o de Lyapunov independente de paraˆmetros onde P (θ) = Q0,
enta˜o os Teoremas 2.1 e 2.2 com  suficientemente pequeno, tambe´m seriam satisfeito com a
mesma func¸a˜o de Lyapunov. Sendo essa uma condic¸a˜o suficiente para assumir que a func¸a˜o
de Lyapunov seja constante, ou seja, N(θ) = M = Q0 para todo θ. Ainda na˜o foi poss´ıvel
mostrar a necessidade desse resultado, ou seja, que ao fixar  pequeno os Teoremas 2.1 e 2.2
so´ tera˜o soluc¸a˜o quando N(θ) = M = Q0. No entanto, verificou-se nos exemplos nume´ricos
que nos casos no qual o resultado baseado em estabilidade quadra´tica na˜o tinha soluc¸a˜o, na˜o
era poss´ıvel obter soluc¸o˜es fact´ıveis para os Teoremas 2.1 e 2.2 quando fixava-se  pequeno
(na ordem de 1e−4). Esse fato tambe´m pode ser observado na expressa˜o (2.14), no qual
percebe-se que ao fixar  muito pequeno, a tendeˆncia e´ que este resultado so´ seja satisfeito
quando N(θ) tenda a M .
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Figura 2.9: Valor o´timo de  para cada α, caso (a)
Cap´ıtulo 3
Sistemas a Tempo Discreto
Neste cap´ıtulo aborda-se o projeto de filtros robustos para sistemas a tempo discreto com
paraˆmetros incertos variantes no tempo. Como no caso de sistemas a tempo cont´ınuo, o
objetivo e´ o projeto de filtros robustos H2 e H∞ utilizando func¸o˜es de Lyapunov que sa˜o
dependentes dos paraˆmetros incertos. Os resultados apresentados neste cap´ıtulo sa˜o uma
alternativa aos resultados existentes baseados em estabilidade quadra´ticas ([16, 40, 61, 70,
83]), os quais permitem uma variac¸a˜o arbitra´ria do paraˆmetro incerto, e o me´todo de [39], o
qual usa uma func¸a˜o de Lyapunov que depende de forma afim do paraˆmetro e e´ restrito para
o caso de sistemas com paraˆmetros invariantes no tempo. Apresenta-se, tambe´m, o projeto
de filtros mistos H2/H∞. Os resultados apresentados nas Sec¸o˜es 3.2 e 3.3 foram publicados
em [5] e [11], respectivamente.
3.1 Formulac¸a˜o do Problema
Considera-se o sistema incerto a tempo discreto descrito por
S : x(k + 1) = A(θ(k))x(k) +B(θ(k))w(k)
y(k) = C(θ(k))x(k) +D(θ(k))w(k)
z(k) = Cz(θ(k))x(k)
(3.1)
com θ(k) = (θ1(k), . . . , θp(k)) ∈ Rp, onde x(k) ∈ Rn e´ o estado, w(k) ∈ Rnw e´ a entrada de
ru´ıdo, y(k) ∈ Rny e´ a sa´ıda medida, z(k) ∈ Rnz e´ o sinal a ser estimado, θi(k), i = 1, . . . , p,
sa˜o paraˆmetros incertos limitados variantes no tempo com taxa de variac¸a˜o limitada ∆θi(k) =
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Figura 3.1: Dois politopos D para um escalar θ(k).
θi(k+ 1)− θi(k), e A(θ), B(θ), C(θ), Cz(θ) e D(θ) sa˜o matrizes reais de dimensa˜o apropriada
que dependem de forma afim do vetor de paraˆmetros θ(k), que pertence a um politopo Dθ
com `θ ve´rtices conhecidos.
Assume-se, tambe´m, que (θ(k),∆θ(k) ), ∀ k ≥ 0, pertenc¸a a um dado politopo D com `
ve´rtices conhecidos, onde ∆θ(k) = θ(k+ 1)− θ(k). Note que os valores de θ(k+ 1) dependem
dos valores de θ(k) e ∆θ(k). Ao longo deste cap´ıtulo, assume-se que os valores admiss´ıveis de
θ(k) sa˜o independentes do instante k, e assim sa˜o os mesmos valores admiss´ıveis de θ(k+ 1),
o que implica que os valores admiss´ıveis de ∆θ(k) sa˜o os que satisfazem a seguinte restric¸a˜o:
θ(k + 1) = θ(k) + ∆θ(k). Um politopo D satisfazendo esta condic¸a˜o sera´ chamado de um
politopo consistente. Fig. 3.1 (a) mostra um politopo D que na˜o e´ consistente, pois se θ(k) = a
e ∆θ(k) > 0, θ(k + 1) podera´ estar fora de D. Por outro lado, o politopo da Fig. 3.1 (b) e´
consistente quando 0 ≤ c ≤ a + b. Ale´m disto, note que quando c = a + b, o paraˆmetro
θ(k) pode ir de um extremo a outro da faixa de valores admiss´ıveis em uma iterac¸a˜o, o que
corresponde ao caso de maior variac¸a˜o poss´ıvel para o paraˆmetro.
De forma similar ao Cap´ıtulo 2, o objetivo e´ projetar um filtro linear F estaciona´rio
a tempo discreto que obtenha uma estimativa zˆ do sinal z com um desempenho garantido
atrave´s das normas H2 e H∞ independente dos paraˆmetros incertos θi. Atenc¸a˜o e´ dada ao
projeto de filtros lineares invariantes no tempo, assintoticamente esta´veis e de ordem n com
a seguinte realizac¸a˜o no espac¸o de estados
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F : xˆ(k + 1) = Af xˆ(k) +Bfy(k), xˆ(0) = 0
zˆ(k) = Cf xˆ(k)
(3.2)
onde busca-se determinar as matrizes Af ∈Rn×n, Bf ∈ Rn×ny e Cf ∈ Rnz×n.
A dinaˆmica do erro de estimac¸a˜o e = z − zˆ e´ descrita pelo seguinte modelo no espac¸o de
estados
Se : ξ(k + 1) = Aa(θ(k))ξ(k) +Ba(θ(k))w(k)
e(k) = Ca(θ(k))ξ(k)
(3.3)
onde
ξ =
 x
xf
 , Aa(θ(k)) =
 A(θ(k)) 0
BfC(θ(k)) Af
,
Ba(θ(k)) =
 Bw(θ(k))
BfD(θ(k))
 , Ca(θ(k)) = [ Cz(θ(k)) −Cf ] .
(3.4)
O objetivo, enta˜o, e´ encontrar soluc¸o˜es fact´ıveis para os Problemas H2 e H∞ apresenta-
dos no Cap´ıtulo 2, aplicados agora ao sistema Se acima. Nas pro´ximas sec¸o˜es apresentam-se
soluc¸o˜es para estes problemas, baseadas em func¸o˜es de Lyapunov, no qual a matriz P (θ) e´
quadra´tica nos paraˆmetros incertos, do tipo (1.6). Para simplificar a notac¸a˜o, ao longo deste
cap´ıtulo a dependeˆncia de θ(k) no tempo k sera´ omitida e θ(k + 1) sera´ denotado por θ.
3.2 Projeto do Filtro Robusto H2
Esta sec¸a˜o apresenta o projeto de filtros robustos para o sistema incerto (3.1) via a norma
H2. Dois me´todos baseados em LMIs sa˜o desenvolvidos para o projeto de um filtro F dado por
(3.2) de forma que o sistema do erro de estimac¸a˜o Se satisfac¸a as condic¸o˜es do Teorema 1.1
com uma matriz P (k) que depende quadraticamente de θ(k). O primeiro me´todo busca
projetar um filtro F tal que existam matrizes reais P(θ) > 0 e W (θ) > 0, quadra´tica e
afim em θ, respectivamente, e uma matriz G de forma que as seguintes desigualdades sejam
satisfeitas:  P(θ)−Ba(θ)BTa (θ) Aa(θ)G
GTATa (θ) G+G
T − P(θ)
 > 0, ∀(θ,∆θ) ∈ D (3.5)
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 W (θ) Ca(θ)G
GTCTa (θ) G+G
T − P(θ)
 > 0, ∀θ ∈ Dθ. (3.6)
Pelo Lema 1.8 (b) e Teorema 1.1 (a), as condic¸o˜es (3.5) e (3.6) garantem que o sistema do
erro de estimac¸a˜o (3.3) e´ exponencialmente esta´vel para todos (θ,∆θ) em D e sua norma H2
satisfaz:
‖Se‖22 < κ, ∀ (θ,∆θ) ∈ D; κ = sup
θ∈D
Tr[W (θ) ].
Ale´m disso, V (ξ, θ) = ξT (k)P−1(θ(k))ξ(k) e´ uma func¸a˜o de Lyapunov dependente de
paraˆmetros para o sistema do erro de estimac¸a˜o (3.3). Uma abordagem similar e´ usada
para o segundo me´todo, sendo que neste caso o resultado e´ baseado nas condic¸o˜es (1.44) e
(1.45) do Teorema 1.1 (b), ou seja,
 P(θ)− CTa (θ)Ca(θ) ATa (θ)GT
GAa(θ) G+G
T − P(θ)
 > 0, (3.7)
 W (θ) BTa (θ)GT
GBa(θ) G+G
T − P(θ)
 > 0. (3.8)
E´ importante ressaltar que como tem-se apenas garantia de um limitante superior para
a norma H2, estes dois resultados para o projeto de filtros fornecem diferentes limitantes
superiores e diferentes filtros.
Neste cap´ıtulo, assume-se que P(θ) e´ uma matriz dependente dos paraˆmetros de forma
quadra´tica, representada por
P(θ) = P0 + P1Θ + ΘTP T1 + ΘTP2Θ = Θ˜TP Θ˜ (3.9)
onde
Θ =

θ1I2n
...
θpI2n
 , Θ˜ =
 I2n
Θ
 , P =
 P0 P1
P T1 P2
 ∈ Rq×q, q = 2n+ nθ
nθ = 2np
(3.10)
O pro´ximo teorema fornece um me´todo LMI para o projeto de filtros robustos H2 para
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o sistema incerto (3.1). O me´todo proposto leva em considerac¸a˜o a taxa de variac¸a˜o dos
paraˆmetros incertos e e´ baseado em func¸o˜es de Lyapunov, cuja matriz P(θ) e´ quadra´tica
nos paraˆmetros incertos. O resultado e´ obtido pela introduc¸a˜o de multiplicadores atrave´s do
Lema de Finsler e pela aplicac¸a˜o de transformac¸o˜es de congrueˆncias, utilizando a seguinte
notac¸a˜o
H1(θ,∆θ) =

Θ −Inθ 0
0 0 0
∆Θ 0 −Inθ
 , H2(θ) =

0 0
Θ −Inθ
0 0
 , (3.11)
H3(θ) =
[
Θ −Inθ
]
, ∆Θ(k) = Θ(k + 1)−Θ(k), (3.12)
J =
[
Iq I˜
]
, I˜ =
[
0 Inθ
]T
. (3.13)
Teorema 3.1 Considere o sistema (3.1) e seja D um politopo dos (θ,∆θ) admiss´ıveis.
Suponha que existam matrizes sime´tricas P e Wi, i = 1, . . . , `θ, e matrizes F , L, M , Q, R,
S, Y e Z satisfazendo as seguintes LMIs

J TPJ Ψ˜A(θ) Ψ˜B(θ)
Ψ˜TA(θ) Ψ˜M − P 0
Ψ˜TB(θ) 0 I
+LHa(θ,∆θ) +Ha(θ,∆θ)TLT > 0 ∀(θ,∆θ) ∈ V(D) (3.14)
 W (θ) Ψ˜C(θ)
Ψ˜TC(θ) Ψ˜M − P
+M [ 0 H3(θ) ]+ [ 0 H3(θ) ]T MT > 0 ∀θ ∈ V(Dθ) (3.15)
onde W (θ) e´ uma matriz afim em θ com valores W1, · · · ,W`θ nos ve´rtices de Dθ e
Ψ˜A(θ) =
 ΨA(θ) 0
0 0(2nθ×nθ)
 , Ψ˜B(θ) =
 ΨB(θ)
0
 , (3.16)
Ψ˜C(θ) =
[
ΨC(θ) 0
]
, Ψ˜M =
 ΨM 0
0 0nθ
 , (3.17)
Ha(θ,∆θ) =
[
H1(θ,∆θ) H2(θ) 0
]
, ΨM =
 Z + ZT Z + Y T + ST
ZT + Y + S Y + Y T
 . (3.18)
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onde ΨA(θ), ΨB(θ) e ΨC(θ) esta˜o definidas em (2.20). Enta˜o o filtro F com matriz de
transfereˆncia
Gzˆy(ς) = RS
−1(ςI −QS−1)−1F (3.19)
garante que o sistema do erro de estimac¸a˜o Se satisfaz as desigualdades (3.5) e (3.6), com
uma matriz P(θ) que depende quadraticamente de θ e W (θ) afim em θ. Ale´m disso,
‖Se‖22 < max
i
Tr [Wi], ∀ (θ,∆θ) ∈ D.
Prova: Primeiro, note que, como as desigualdades de (3.14) e (3.15) dependem de forma
afim de θ e ∆θ. Enta˜o, pela propriedade de convexidade pode-se afirmar que estas condic¸o˜es
sa˜o satisfeitas para todo (θ,∆θ) ∈ D e todo θ ∈ Dθ, respectivamente, se e somente se (3.14)
e (3.15) sa˜o satisfeitas.
Observe que as colunas deNH1 = [ I ΘT ∆ΘT ]T e Θ˜ formam uma base para o espac¸o nulo
de H1(θ,∆θ) e H2(θ), respectivamente. Po´s- e pre´-multiplicando (3.14) por diag{NH1 , Θ˜, I}
e sua transposta, respectivamente, e considerando (3.16) e (3.17), segue que

(Θ˜ + ∆Θ˜)TP (Θ˜ + ∆Θ˜) ΨA(θ) ΨB(θ)
ΨTA(θ) ΨM − Θ˜TP Θ˜ 0
ΨTB(θ) 0 I
 > 0, ∀ (θ,∆θ) ∈ D. (3.20)
Por outro lado, como as colunas de N3 = diag{I, Θ˜} formam uma base para o nu´cleo de
[ 0 H3(θ) ], pre´- e po´s-multiplicando (3.15) por N T3 e N3, respectivamente, e considerando
(3.17), tem-se  W (θ) ΨC(θ)
ΨTC(θ) ΨM − Θ˜TP Θ˜
 > 0, ∀ θ ∈ Dθ. (3.21)
Note que (3.20) garante que Θ˜TP Θ˜ > 0, ∀ (θ,∆θ) ∈ D e ΨM > 0, o que implica que Z e Y
sa˜o matrizes na˜o singulares. Ale´m disto, pre´- e po´s-multiplicando ΨM por [ I − I ] e sua
transposta, respectivamente, implica que S + ST < 0, e assim segue que S e´ uma matriz na˜o
singular.
Defina as matrizes na˜o singulares U e V tal que V UTZT = S e, similarmente como em
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[37], introduza as seguintes matrizes na˜o singulares
G =
 Z−T •
UT •
 , G−1 =
 Y T •
V T •
 , T =
 ZT Y T
0 V T
 . (3.22)
onde os elementos • sa˜o determinados unicamente pelas seguintes relac¸o˜es de igualdade
GG−1 = G−1G = I. Ale´m disto, defina a seguinte realizac¸a˜o no espac¸o de estados para
o filtro (3.19)
Af = V
−1QS−1V, Bf = V −1F, Cf = RS−1V. (3.23)
Note que, a partir de (3.22), (3.23), (3.16) e (3.17) obte´m-se: ΨA(θ) = T
TAa(θ)GT , ΨB(θ) =
T TBa(θ), ΨC(θ) = Ca(θ)GT , ΨM = T
T (G+GT )T .
Po´s- e pre´-multiplicando (3.20) por J1 = diag{T−1, T−1, I} e JT1 , respectivamente, tem-
se que (3.20) e´ equivalente a desigualdade (3.5) com G definido em (3.22) e
P(θ) = Θ˜T P˜ Θ˜, P(θ) = (Θ˜ + ∆Θ˜)T P˜ (Θ˜ + ∆Θ˜), P˜ = T˜−TPT˜−1, T˜ = diag{T, T, . . . , T}.
(3.24)
Por outro lado, po´s- e pre´-multiplicando (3.21) por J2 = diag{I, T−1} e JT2 , respectiva-
mente, obte´m-se que (3.21) e´ equivalente a desigualdade (3.6) com as mesmas definic¸o˜es para
as matrizes G e P(θ).
Finalmente, usando o Teorema 1.1 (a) juntamente com o Lema 1.8 (b), as desigualdades
(3.5) e (3.6) implicam que
‖Se‖22 < lim
N→∞
1
N
N∑
k=0
Tr [W (θ(k)) ] < max
i
Tr [Wi ], ∀ (θ,∆θ) ∈ D
concluindo a prova. ∇∇∇
Note que, como o limitante superior do quadrado da norma H2 do sistema do erro de
estimac¸a˜o do Teorema 3.1 e´ uma func¸a˜o afim nas matrizes de busca, o problema de obter
o filtro que minimiza este limitante superior pode ser resolvido via o seguinte problema de
otimizac¸a˜o convexa.
min µ
sujeito a` (3.14) e (3.15), e µ−Tr [Wi] ≥ 0, i = 1, . . . , `.
Ale´m disto, tem-se que ‖Se‖22 < µ.
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Note que a Observac¸a˜o 2.1 tambe´m e´ va´lida para o Teorema 3.1.
Na sequ¨eˆncia, observa-se que dependendo da classe de sistema a ser considerada ou do
tipo de func¸a˜o de Lyapunov utilizada, o Teorema 3.1 pode ser modificado para uma versa˜o
mais simples atrave´s da eliminac¸a˜o de alguns graus de liberdade, reduzindo assim o nu´mero
de varia´veis.
(a) Se o sistema (3.1) tem paraˆmetros incertos θ(k) constantes no tempo, ou seja, ∆θ(k) =
0, e P(θ) e´ quadra´tica em θ as desigualdades (3.14) e (3.15) do Teorema 3.1 podem ser
reescritas como
P Ψ˜A(θ) Ψ˜B(θ)
Ψ˜TA(θ) Ψ˜M − P 0
Ψ˜TB(θ) 0 I
+L
[
H1(θ) H2(θ) 0
]
+
[
H1(θ) H2(θ) 0
]T
LT > 0
(3.25)
onde
Ψ˜A(θ) =
 ΨA(θ) 0
0 0nθ
 H1(θ) =
 Θ −Inθ
0 0
 , H2(θ) =
 0 0
Θ −Inθ

(b) Se o sistema e´ variante no tempo e a func¸a˜o de Lyapunov e´ afim em θ, ou seja, P2 = 0
em P , enta˜o as condic¸o˜es do Teorema 3.1 podem ser reescritas como:

(Θ˜ + ∆Θ˜)TP (Θ˜ + ∆Θ˜) ΨA(θ) ΨB(θ)
ΨTA(θ) ΨM − Θ˜TP Θ˜ 0
ΨTB(θ) 0 I
 > 0 (3.26)
 W (θ) ΨC(θ)
ΨTC(θ) ΨM − Θ˜TP Θ˜
 > 0 (3.27)
(c) Quando assume-se que θ(k) e´ constante e P(θ) afim em θ, pode ser mostrado que o
me´todo do Teorema 3.1 e´ equivalente ao me´todo proposto em [37].
Observe que, as condic¸o˜es do Teorema 3.1 com P1 = 0 e P2 = 0 sa˜o necessa´rias e suficientes
para que (3.5) e (3.6) sejam satisfeitas com uma matriz independente de paraˆmetros P(θ) =
Pq > 0 e uma matriz G = Pq. A suficieˆncia segue imediatamente da Observac¸a˜o 2.1, e a
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necessidade e´ apresentada no pro´ximo lema, garantindo que este me´todo de filtragem e´ no
pior caso ta˜o conservador quanto o me´todo baseado em estabilidade quadra´tica.
Lema 3.1 Considere o sistema (3.1) e suponha que exista um filtro assintoticamente esta´vel
com realizac¸a˜o no espac¸o de estados dada por (Af , Bf , Cf ) tal que o sistema do erro de
estimac¸a˜o (3.3) satisfac¸a as desigualdades (3.5) e (3.6) com P(θ) = Pq > 0, G = Pq, e
W (θ) > 0 uma func¸a˜o afim em θ com valores W1, · · · ,W` nos ve´rtices de D. Enta˜o as
condic¸o˜es do Teorema 3.1 sa˜o garantidas com a mesma matriz W (θ).
Prova: Introduza a seguinte partic¸a˜o das matrizes Pq e P
−1
q , onde todos os blocos sa˜o
matrizes n× n
Pq =
 Pq1 Pq2
P Tq2 Pq3
 , P−1q =
 Ξ1 Ξ2
ΞT2 Ξ3
 .
Ale´m disto, sem perda de generalidade, as matrizes Pq2 e Ξ2 podem ser assumidas na˜o sin-
gulares. Defina, tambe´m, as matrizes
Z = P−1q1 , Y = Ξ1, S = Ξ2P
T
q2P
−1
q1 , Q = Ξ2AfP
T
q2P
−1
q1 , F = Ξ2Bf ,
R = CfP
T
q2P
−1
q1 , T =
 P−1q1 Ξ1
0 ΞT2
, P =
 P0 0
0 0
, P0 = T TPqT, (3.28)
L =

0 −εI 0 0 0 0
0 0 0 0 −εI 0
0 0 −εI 0 0 0

T
, M =
 0
−εI
.
Como θ e ∆θ pertencem a um politopo, segue de (3.5) e (3.6) que existe um escalar ε > 0
suficientemente pequeno de forma que:
 Pq −Ba(θ)BTa (θ) Aa(θ)Pq
PqA
T
a (θ) Pq
− 0.5ε
 T−T (ΘTΘ + ∆ΘT∆Θ)T−1 0
0 T−TΘTΘT−1
 > 0,
∀(θ,∆θ) ∈ D (3.29)
 W (θ) Ca(θ)Pq
PqC
T
a (θ) Pq
− 0.5ε
 0 0
0 T−TΘTΘT−1
∀θ, ) ∈ Dθ
 > 0. (3.30)
Com as matrizes F, L, M, P, Q, R, S, Y e Z definidas em (3.28), pode-se estabelecer que
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o lado esquerdo de (3.14) e (3.15), denotado por Φ1 e Φ2, respectivamente, torna-se:
Φ1 = J
T
1

Pq Ω1 Aa(θ)Pq Ω2
ΩT1 Λ1 0 0
PqA
T
a (θ) 0 Pq Ω3
ΩT2 0 Ω
T
3 Λ2

J1,
Φ2 = J
T
2

W (θ) Ca(θ)Pq 0
PqC
T
a (θ) Pq −εT−TΘT
0 −εΘT−1 2εI
 J2
onde
J1 = diag{T, I, T, I}, J2 = diag{I, T, I}, Ω1 = −εT−T
[
ΘT ∆ΘT
]
,
Ω2 =
[
0 Ba(θ)
]
, Ω3 =
[
−εT−TΘT 0
]
, Λ1 = diag{2εI, 2εI}, Λ2 = diag{2εI, I}.
Finalmente, usando o complemento de Schur e considerando (3.29) e (3.30), estabelece-se que
Φ1 > 0 e Φ2 > 0, concluindo assim a prova. ∇∇∇
Com este resultado, comprova-se que o me´todo do Teorema 3.1 na˜o e´ mais restritivo que
os me´todos baseados em estabilidade quadra´tica.
Na sequ¨eˆncia, apresenta-se outro me´todo para o projeto de filtros baseado nas desigual-
dades (3.7) e (3.8), utilizando as matrizes introduzidas em (3.13) e a seguinte notac¸a˜o
H4(θ) =

Θ −Inθ
0 0
0 0
 , H5(θ,∆θ) =

0 0 0
Θ −Inθ 0
∆Θ 0 −Inθ
 ,
H6(θ,∆θ) =
 Θ −Inθ 0
∆Θ 0 −Inθ
 Hb(θ,∆θ) = [ H4(θ) H5(θ,∆θ) 0 ] .
(3.31)
Teorema 3.2 Considere o sistema (3.1) e seja D um politopo dos (θ,∆θ) admiss´ıveis.
Suponha que existam matrizes sime´trica P e Wi, i = 1, . . . , `, e matrizes F , L, M , Q, R, S,
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Y e Z que satisfazem as seguintes LMIs para todos os ve´rtices de D

P Ψ˜TA(θ) Ψ˜
T
C(θ)
Ψ˜A(θ) Ψ˜M − J TPJ 0
Ψ˜C(θ) 0 I
+ LHb(θ,∆θ) +Hb(θ,∆θ)TLT > 0 (3.32)
 W (θ) Ψ˜TB(θ)
Ψ˜B(θ) Ψ˜M − J TPJ
+M [ 0 H6(θ,∆θ) ]+ [ 0 H6(θ,∆θ) ]T MT > 0 (3.33)
onde W (θ) e´ uma matriz afim em θ com valores W1, · · · ,W` nos ve´rtices de D e Ψ˜A(θ),
Ψ˜B(θ), Ψ˜C(θ) e Ψ˜M (θ) sa˜o definidas em (3.16)-(3.18). Enta˜o o filtro F com matriz de
transfereˆncia
Gzˆy(ς) = RS
−1(ςI −QS−1)−1K (3.34)
garante que o sistema do erro de estimac¸a˜o Se satisfaz as desigualdades (3.7) e (3.8) com
uma matriz P(θ) que depende quadraticamente de θ e W (θ) como acima. Ale´m disto,
‖Se‖22 < max
i
Tr [Wi], ∀ (θ,∆θ) ∈ D.
Prova: A prova e´ similar a` do Teorema 3.1, exceto que agora
GT =
 Y T Vˆ T
V T Yˆ T
 , G−T =
 Z−T UˆT
UT XˆT

e a matriz de transformac¸a˜o G−TT e´ usada em vez de T . ∇∇∇
O pro´ximo resultado e´ paralelo ao Lema 3.1 e pode ser provado usando argumentos
similares.
Lema 3.2 Considere o sistema (3.1), e suponha que exista um filtro assintoticamente esta´vel
com realizac¸a˜o no espac¸o de estados (Af , Bf , Cf ) tal que o sistema do erro de estimac¸a˜o (3.3)
satisfac¸a as desigualdades (3.7)-(3.8) com P(θ) = Pq > 0, G = Pq, e W (θ) > 0, o qual e´
afim em θ com valores W1, · · · ,W` nos ve´rtices de D. Enta˜o as condic¸o˜es do Teorema 3.2
esta˜o satisfeitas com a mesma matriz W (θ). 
Comenta´rios similares aos do Teorema 3.1 se aplicam tambe´m a este resultado. Em
particular, este me´todo de filtragem robusta H2 e´ no pior caso ta˜o conservador quanto a
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abordagem de [40] baseada em estabilidade quadra´tica.
3.3 Projeto do Filtro Robusto H∞
Esta sec¸a˜o discorre sobre o projeto de filtros robustos H∞ para o sistema incerto (3.1), e
segue a mesma estrutura do caso H2.
Na sequ¨eˆncia, apresenta-se o projeto do filtro robusto (3.2) de forma que (1.48) aplicado
ao sistema do erro de estimac¸a˜o (3.3) seja satisfeita com uma matriz P(θ) > 0, quadra´tica
em θ, e uma matriz fixa G juntamente com as matrizes do filtro, ou seja, projeta-se um filtro
F tal que exista uma matriz real P(θ) > 0, dada em (3.9), um escalar γ e uma matriz G de
forma que a seguinte desigualdade seja satisfeita para todos (θ,∆θ) ∈ D

P(θ) Aa(θ)G Ba(θ) 0
GTATa (θ) G+G
T − P(θ) 0 GTCTa (θ)
BTa (θ) 0 γI 0
0 Ca(θ)G 0 γI

> 0, (3.35)
Pelo Lema 1.9 (a) e Teorema 1.2 (a), (3.35) implica que o sistema do erro de estimac¸a˜o (3.3)
e´ exponencialmente esta´vel para todos (θ,∆θ) em D e sua norma H∞ satisfaz:
‖Se‖∞ < γ, ∀ (θ,∆θ) ∈ D;
Ale´m disto, V (ξ, θ) = ξT (k)P−1(θ(k))ξ(k) e´ uma func¸a˜o de Lyapunov dependente de
paraˆmetro para o sistema do erro de estimac¸a˜o (3.3). O me´todo LMI para o projeto de filtros
robustosH∞ e´ apresentado a seguir, onde considera-se a notac¸a˜o introduzida em (3.11)-(3.13).
Teorema 3.3 Considere o sistema (3.1) e seja D um politopo dos (θ,∆θ) admiss´ıveis e um
escalar γ > 0 dado. Suponha que exista uma matriz sime´trica P , e matrizes F , L, Q, R, S,
Y e Z satisfazendo as seguintes LMIs nos ve´rtices de D

J TPJ Ψ˜A(θ) Ψ˜B(θ) 0
Ψ˜TA(θ) Ψ˜M − P 0 Ψ˜TC(θ)
Ψ˜TB(θ) 0 γI 0
0 Ψ˜C(θ) 0 γI

+ LHa(θ,∆θ) +Ha(θ,∆θ)
TLT > 0 (3.36)
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onde Ψ˜A(θ), Ψ˜B(θ), Ψ˜C(θ) Ψ˜M (θ) e Ha(θ,∆θ) sa˜o definidas em (3.16)-(3.18). Enta˜o o filtro
F com matriz de transfereˆncia
Gzˆy(ς) = RS
−1(ςI −QS−1)−1F (3.37)
garante que o sistema do erro Se satisfaz o Teorema 1.2(a) com P(θ) = Θ˜TP Θ˜ e assim, o
sistema Se e´ exponencialmente esta´vel e ‖Se‖∞ < γ para todos (θ,∆θ) ∈ D.
Prova: Primeiro, note que, como a desigualdade (3.36) depende de forma afim de θ e ∆θ,
enta˜o ela e´ satisfeita para todos (θ,∆θ) ∈ D se e somente se (3.36) estiver satisfeita para
todos os ve´rtices de D.
A seguir, observe que as colunas de NH1 = [ I ΘT ∆ΘT ]T formam uma base para o
espac¸o nulo de H1(θ,∆θ). Po´s- e pre´-multiplicando (3.36) por diag{NH1 , Θ˜, I, I} e sua
transposta, respectivamente, e considerando (3.16) e (3.17), segue que

(Θ˜ + ∆Θ˜)TP (Θ˜ + ∆Θ˜) ΨA(θ) ΨB(θ) 0
ΨTA(θ) ΨM − Θ˜TP Θ˜ 0 ΨTC(θ)
ΨTB(θ) 0 γI 0
0 ΨC(θ) 0 γI

> 0, ∀ (θ,∆θ) ∈ D. (3.38)
Note que, de forma similar ao caso H2, (3.38) garante que Θ˜TP Θ˜ > 0, ∀ (θ,∆θ) ∈ D
e ΨM > 0, o que implica que Z, Y e S sa˜o matrizes na˜o singulares. Agora, considere as
matrizes G, G−1 e T definidas em (3.22) e a realizac¸a˜o no espac¸o de estados para o filtro
(3.37) dada em (3.23).
Po´s- e pre´-multiplicando (3.38) por J1 = diag{T−1, T−1, I, I} e JT1 , respectivamente,
pode-se estabelecer que (3.38) e´ equivalente a` desigualdade (3.35) com G em (3.22) e P(θ)
em (3.24). Finalmente, a prova e´ conclu´ıda usando o Teorema 1.2 (a). ∇∇∇
O Teorema 3.3 fornece um me´todo para o projeto de filtros H∞ para o modelo (3.1) em
termos da factibilidade de LMIs. Como no caso H2, leva-se em conta no projeto a taxa de
variac¸a˜o dos paraˆmetros incertos e o resultado e´ baseado em func¸o˜es de Lyapunov que sa˜o
dependentes de paraˆmetros para o sistema do erro de estimac¸a˜o.
Note que, o filtro com o mı´nimo valor de γ obtido pelo Teorema 3.3 pode ser resolvido
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via o seguinte problema de otimizac¸a˜o convexa
min γ
sujeito a` (3.36), para (θ,∆θ) nos ve´rtices de D
A Observac¸a˜o 2.1 e uma versa˜o do Lema 3.1 podem ser aplicadas a este resultado, ga-
rantindo assim que este me´todo, com uma escolha adequada das matrizes de busca, fornec¸a
condic¸o˜es necessa´rias e suficientes para que a desigualdade da norma H∞ de (3.35) seja sa-
tisfeita com uma matriz P(θ) = Pq > 0.
A seguir, apresenta-se o segundo me´todo de filtragem H∞ baseado nas condic¸o˜es (1.49)
do Teorema 1.2 (b), com P(θ) > 0, dada em (3.9), um escalar γ e uma matriz G fixa de forma
que a seguinte desigualdade seja satisfeita para todos (θ,∆θ) ∈ D

P(θ) ATa (θ)GT CTa (θ)
GAa(θ) G+G
T − P(θ) GBa(θ) 0
0 BTa (θ)G
T γI 0
Ca(θ) 0 0 γI

> 0 (3.39)
O pro´ximo teorema propo˜e uma soluc¸a˜o para este problema, utilizando as matrizes intro-
duzidas em (3.13) e (3.31).
Teorema 3.4 Considere o sistema (3.1), e seja D um politopo (θ,∆θ) admiss´ıveis e um
escalar γ > 0 dado. Suponha que exista uma matriz sime´trica P e matrizes F , L, Q, R, S,
Y e Z satisfazendo as seguintes LMIs para todos os ve´rtices de D

P Ψ˜TA(θ) 0 Ψ˜
T
C(θ)
Ψ˜A(θ) Ψ˜M − J TPJ Ψ˜B(θ) 0
0 Ψ˜TB(θ) γI 0
Ψ˜C(θ) 0 0 γI

+ LHb(θ,∆θ) +Hb(θ,∆θ)
TLT > 0 (3.40)
onde Ψ˜A(θ), Ψ˜B(θ), Ψ˜C(θ) e Ψ˜M (θ) esta˜o definidas em (3.16)-(3.18). Enta˜o o filtro F com
matriz de transfereˆncia
Gzˆy(ς) = RS
−1(ςI −QS−1)−1F (3.41)
garante que o sistema de erro Se satisfaz o Teorema 1.2(b) com P(θ) = Θ˜TP Θ˜ e assim, o
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sistema Se e´ exponencialmente esta´vel e ‖Se‖∞ < γ para todos (θ,∆θ) ∈ D.
Prova: A prova e´ similar a` do Teorema 3.3, assumindo que
GT =
 Y T Vˆ T
V T Yˆ T
 , G−T =
 Z−T UˆT
UT XˆT

e que a matriz de transformac¸a˜o G−TT e´ usada no lugar de T . ∇∇∇
Os comenta´rios feitos ao Teorema 3.3 sa˜o tambe´m aplicados a este teorema.
3.4 Filtros Misto H2/H∞
Diferente das sec¸o˜es anteriores, onde buscam-se soluc¸o˜es para os Problemas H2 e H∞
assumindo que o sistema e´ perturbado por apenas uma tipo de ru´ıdo, nesta sec¸a˜o, objetiva-
se projetar filtros para sistemas que sa˜o perturbados ao mesmo tempo por sinais de ru´ıdos
branco e sinais com espectro desconhecido, mais limitados pertencentes a `2. Sistemas com
estas caracter´ıstica podem ser encontrados, por exemplo, em modelos aeroespaciais [65]. Neste
contexto, enta˜o, surge a necessidade de projetar filtros robustos que minimizem ao mesmo
tempo o efeito deste dois sinais de pertubac¸o˜es. Estes filtros, conhecidos como filtros mistos
H2/H∞, vem sendo estudado desde os trabalhos de [14, 48], mas somente nos u´ltimos anos
abordagens convexas surgiram com os trabalhos de [58, 80, 86]. No entanto, o inconveniente
e´ que nestas abordagens faz-se necessa´rio o uso da mesma func¸a˜o de Lyapunov para a medida
dos dois crite´rios, o que pode tornar o me´todo restritivo. Usando, enta˜o, os resultados
apresentados nas sec¸o˜es anteriores, apresentam-se nesta sec¸a˜o condic¸o˜es LMIs para o projeto
de filtros mistos, usando func¸o˜es de Lyapunov distintas que sa˜o dependentes dos paraˆmetros
incertos do sistema.
Para tal, reescreva o sistema (3.1) como
S : x(k + 1) = A(θ(k))x(k) +B1(θ(k))w1(k) +B2(θ(k))w2(k)
y(k) = C(θ(k))x(k) +D1(θ(k))w1(k) +D2(θ(k))w2(k)
z1(k) = Cz1(θ(k))x(k)
z2(k) = Cz2(θ(k))x(k)
(3.42)
onde w1 e´ um sinal de ru´ıdo branco e w2 e´ um sinal de perturbac¸a˜o pertencente a `2. Definindo
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e1 = z1 − zˆ e e2 = z2 − zˆ e dado um escalar positivo γ, o problema a ser considerado e´ o
projeto de filtros robustos do tipo F que minimizem um limitante superior µ da norma H2
do operador de w1 para e1, quando a norma H∞ do operador de w2 para e2 e´ limitada
superiormente por γ. Ou seja, dado um escalar positivo γ, busca-se encontrar um filtro F de
forma que
min µ : ||Gw1e1 || < µ e
||Gw2e2 || < γ
Note que, pode-se construir o sistema aumentado Se modificado, assumindo que:
w =
 w1
w2
 , e =
 e1
e2
 , B = [ B1 B2 ] , e D = [ D1 D2 ]
O pro´ximo teorema apresenta um resultado para o projeto de filtros robusto, no qual
busca-se uma soluc¸a˜o conjunta para os Problemas H2 e H∞ para o sistema Se.
Teorema 3.5 Considere o sistema (3.42) e seja D um politopo dos (θ,∆θ) admiss´ıveis e
um escalar γ > 0 dado. Suponha que existam matrizes sime´tricas P2, P∞ e matrizes F , L2,
L∞, Q, R, S, Y , Z satisfazendo o seguinte problema de otimizac¸a˜o:
min µ : sujeito a`
µ− Tr[W (θ)] > 0, ∀θ ∈ V(Dθ),
(3.14) e (3.15) com P = P2, e L = L2, B = B1 e D = D1
(3.36), ∀(θ,∆θ) ∈ V(D) com P = P∞, L = L∞, B = B2 e D = D2
Enta˜o o filtro F com a matriz de transfereˆncia
Gzˆy(ς) = RS
−1(ςI −QS−1)−1F (3.43)
garante que o sistema do erro Se modificado e´ exponencialmente esta´vel e satisfaz con-
juntamente as desigualdades de (3.5) e (3.6) com uma matriz P(θ) = Θ˜TP2Θ˜ e o Teo-
rema 1.2 (a) com P(θ) = Θ˜TP∞Θ˜ e a mesma matriz G constante. Ale´m disso, ‖Gw1e1‖22 <
µ, e ‖Gw2e2‖∞ < γ para todo (θ,∆θ) ∈ D. ∇∇∇
A grande vantagem desta abordagem e´ que consegue-se resolver o problema de forma
desacoplada. Esta ide´ia ja´ foi utilizada em [26] no problema de estabilizac¸a˜o via realimentac¸a˜o
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de sa´ıda. Os comenta´rios apresentados nas sec¸o˜es anteriores continuam va´lidos e de forma
semelhante este resultado pode ser obtido para o projeto de filtros baseados nas desigualdades
(3.7) e (3.8) juntamente com o Teorema 1.2 (b). De forma similar, pode-se tambe´m estender
este resultado para o caso de sistemas a tempo cont´ınuo, ressalta-se no entanto que para o
caso de sistemas invariantes no tempo, deve-se ter a preocupac¸a˜o a mais com a escolha dos
valores de  de forma que os resultados obtidos sejam o´timos.
3.5 Exemplo
Neste exemplo, projetam-se filtros robustos H2 e H∞ para o seguinte sistema incerto
estudado em [83],
x(k + 1) =
 0 −0.5
1 1 + θ(k)
x(k) +
 −6 0
1 0
w(k)
y(k) =
[
−100 10
]
x(k) +
[
0 1
]
w(k)
z(k) =
[
0 1
]
x(k)
(3.44)
onde θ(k) e´ um paraˆmetro incerto variante no tempo satisfazendo |θ(k)| ≤ 0.3 para todo k.
O primeiro problema a ser tratado neste exemplo e´ o projeto de filtros robusto H2 para
o sistema (3.44) considerando diferentes valores para ∆θ, onde (θ,∆θ) pertencem a um po-
litopo consistente D, similar ao da Fig. 3.1 (b), com a = b = 0.3 (o qual fornece a esta-
bilidade quadra´tica para este sistema) e c ≤ α, onde 0 ≤ α ≤ 0.6. Com o objetivo de
ilustrar a dependeˆncia do limitante superior da norma H2 pelo tipo de func¸a˜o de Lyapu-
nov utilizada, aplica-se neste exemplo os Teoremas 3.1 e 3.2 com a matriz P(θ) quadra´tica
e afim nos paraˆmetros incertos, o qual sa˜o referidos como abordagens bi-quadra´tica (B) e
afim-quadra´tica (A), respectivamente. Note que a abordagem afim-quadra´tica e´ obtida pe-
los Teoremas 3.1 e 3.2 zerando-se a partic¸a˜o P2 da matriz P em (3.10), similar ao resultado
apresentado na equac¸a˜o (3.27). A abordagem baseada em estabilidade quadra´tica (Q) de [40]
tambe´m foi aplicada ao sistema (3.44). Fig. 3.2 (a) mostra o limitante superior µ otimizado
do quadrado da norma H2 do erro de estimac¸a˜o em func¸a˜o de α obtido pelo Teorema 3.1 para
abordagens (A) e (B) e para o me´todo de estabilidade quadra´tica de [40] baseado em (1.42)
e (1.43). Fig. 3.2 (b) apresenta o resultado obtido pelo Teorema 3.2 e o me´todo de estabi-
lidade quadra´tica baseado em (1.44) e (1.45). Para comparac¸a˜o, projeta-se tambe´m o filtro
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Figura 3.2: Limitante superior o´timo µ de ‖Se‖22 para |θ| ≤ 0.3 e c ≤ α.
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Figura 3.3: Limitante superior o´timo γ de ‖Se‖∞ para |θ| ≤ 0.3 e c ≤ α.
de Kalman para o sistema nominal (3.44) com θ(k) ≡ 0 obtendo-se ‖Se‖22 = 36. No entanto,
quando aplica-se este filtro para o sistema (3.44) com θ(k) ≡ 0.3, obte´m-se ‖Se‖22 = 8352.
Observe que os resultados para as abordagens afim e bi-quadra´tica sa˜o melhores que os
resultados para os me´todos baseados em estabilidade quadra´tica, mesmo quando α = 0, 6, que
corresponde ao ma´ximo valor poss´ıvel para a variac¸a˜o do paraˆmetro ∆θ quando ‖θ(k)‖ ≤ 0, 3
e assim pode ser visto como o caso onde o paraˆmetro e´ arbitrariamente ra´pido. Note que,
o me´todo de estabilidade quadra´tica permite que ∆θ(k) > 0, 6, o qual e´ uma situac¸a˜o irreal
para a restric¸a˜o que ‖θ(k)‖ ≤ 0, 3. Ale´m disto, este me´todo considera que os paraˆmetros
incertos (θ,∆θ) pertenc¸am a politopos na˜o-consistentes D da Fig. 3.1 (a) com c→∞, o que
pode ser muito conservador.
Pelas Figs. 3.2 (a) e (b) pode-se observar que a abordagem bi-quadra´tica proveˆ o menor
limitante superior. Observa-se tambe´m que, para este exemplo, os resultados obtidos pelo
Teorema 3.2 sa˜o melhores que os do Teorema 3.1.
Sobre as mesmas condic¸o˜es adotadas para o projeto de filtro H2, os teoremas apresentados
na Sec¸a˜o 3.3 sa˜o usados para o projeto do filtro robusto H∞ para o sistema (3.44). Fig. 3.3
mostra o menor limitante superior γ atingido da ‖Se‖∞ em func¸a˜o de α obtido pelas aplicac¸a˜o
do Teorema 3.3 casos: (A), (B ); e pela abordagem (Q ). Ressalta-se que os resultados obtidos
pelo Teorema 3.4 sa˜o ideˆnticos aos do Teorema 3.3, e por isso na˜o sa˜o apresentados. De
maneira semelhante ao caso H2, percebe-se pela Fig. 3.3 que a abordagem bi-quadra´tica
fornece o menor limitante superior.
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Cap´ıtulo 4
Sistemas Na˜o Lineares
Nos cap´ıtulos anteriores, apresentou-se o projeto de filtros robustos para sistemas lineares
pela minimizac¸a˜o dos crite´rios de desempenho H2 e H∞. Neste cap´ıtulo, parte destes resul-
tados sa˜o estendidos para o projeto de filtros para sistemas na˜o lineares incertos a tempo
cont´ınuo. A metodologia de filtragem usada consiste, como no caso anterior, em descrever o
problema de filtragem como um problema de factibilidade de LMIs usando func¸o˜es de Lya-
punov que sa˜o dependentes dos paraˆmetros incertos do sistema e dos estados. O projeto
de filtros robustos e´ feito para treˆs classes de sistemas na˜o lineares: (i) sistemas com ru´ıdos
dependentes do estado (sistema bilinear), (ii) sistemas com na˜o linearidades do tipo Lipschitz
e (iii) um caso mais geral de sistemas, no qual a dinaˆmica e´ descrita por func¸o˜es racionais
nos paraˆmetros incertos e no estado. O ı´tem (i) foi publicado em [3] e o u´ltimo resultado foi
realizado em conjunto com Daniel Coutinho e foi submetido a publicac¸a˜o [20].
4.1 Formulac¸a˜o do Problema
Nesta sec¸a˜o, apresenta-se a formulac¸a˜o geral do problema de filtragem para sistemas na˜o
lineares. Considerando o sistema na˜o linear descrito por:
x˙ = f(x, θ) + g(x, θ, w1)
y = c(x, θ) + d(x, θ, w2)
z = h(x, θ), w =
 w1
w2
 (4.1)
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onde x ∈ Rn o vetor de estados, θ ∈ Rp o vetor de paraˆmetros incertos, w ∈ Rnw o sinal de
ru´ıdo (incluindo o sinal de perturbac¸a˜o w1 ∈ Rn1 e a ru´ıdo de medida w2 ∈ Rn2), y ∈ Rny o
sinal de sa´ıda medido, e z ∈ Rnz o sinal a ser estimado, x0 e´ o estado inicial e f(.), g(.), c(.)
e h(.) sa˜o func¸o˜es que definem a dinaˆmica do sistema.
As seguintes hipo´teses sa˜o formuladas em relac¸a˜o ao sistema (4.1).
H4.1 Os paraˆmetros incertos θ e sua taxa de variac¸a˜o θ˙ pertencem a um politopo dado B,
i.e. (θ, θ˙) ∈ B.
H4.2 O lado direito da equac¸a˜o diferencial e´ cont´ınuo em seus argumentos e limitado para
todo conjunto x, θ e w1 de interesse.
H4.3 A origem, x = 0, e´ um ponto de equil´ıbrio exponencialmente esta´vel para todo (θ, θ˙) ∈ B
e w1 ≡ 0.
H4.4 Bx ⊂ Rn e´ um politopo conhecido que especifica a vizinhanc¸a desejada do ponto de
equil´ıbrio x = 0 do sistema.
De forma semelhante ao caso linear, assume-se, neste cap´ıtulo, que a estimativa zˆ do vetor
de estados real z seja determinado atrave´s de um sistema dinaˆmico linear
F : ˙ˆx = Af xˆ+Bfy
zˆ = Cf xˆ
(4.2)
onde Af , Bf e Cf sa˜o matrizes constantes que devem ser determinadas de forma que o erro
dado por e = z − zˆ tenda a zero assintoticamente independente dos paraˆmetros incertos θ.
Uma condic¸a˜o necessa´ria para a existeˆncia do filtro (4.2) e´ que o sistema (4.1) seja de-
tecta´vel, por exemplo, veja [36]. Perceba que em um sistema na˜o linear a questa˜o observabi-
lidade esta´ diretamente ligada ao sinal de entrada, ja´ que entradas singulares podem tornar
o sistema na˜o linear na˜o observa´vel, veja mais em [36, 47].
Note que a ide´ia central para a busca de soluc¸a˜o e´ semelhante ao resultado proposto
nos cap´ıtulos anteriores, ou seja, encontrar um filtro dado por (4.2) que garanta que o es-
tado estimado zˆ convirja assintoticamente para o estado original z, o mais ra´pido poss´ıvel
independente dos paraˆmetros incertos.
Nas pro´ximas sec¸o˜es, apresentam-se soluc¸o˜es para este problema considerando treˆs dife-
rentes classes de sistemas (4.1).
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Primeiro, aborda-se o projeto de filtros robustos para a classe de sistemas com incertezas
do tipo determin´ısticas e estoca´sticas. Em particular, assume-se que as incertezas estoca´sticas
sa˜o dependentes dos estados do sistema, dando origem a um sistema do tipo bilinear. O
projeto do filtro, neste caso, e´ feito atrave´s da minimizac¸a˜o da variaˆncia do erro de estimac¸a˜o
pelo crite´rio de desempenho H2.
Em seguida considera-se o problema de filtragem H∞ para sistemas sujeitos a na˜o linea-
ridade do tipo Lipschitz e para sistemas na˜o lineares racionais nos estados e nos paraˆmetros
incertos.
Note que, de forma similar ao Problema H∞ para o caso de sistemas lineares, busca-se
minimizar o ganho L2 entre o sinal de perturbac¸a˜o w e o erro de estimac¸a˜o e. Observa-se,
ainda, que nos u´ltimos anos existe um grande interesse dos pesquisadores por este problema
[29, 34, 59, 51, 52, 54]. No decorrer deste cap´ıtulo apresentam-se soluc¸o˜es para este problema,
usando func¸o˜es de Lyapunov que sa˜o dependentes de paraˆmetros.
4.2 Sistemas com Ru´ıdos Dependentes do Estado
Nesta sec¸a˜o, considera-se o projeto de filtros robustos para sistemas bilineares estoca´sticos,
conhecidos tambe´m como sistemas com ru´ıdos dependentes do estado ou sistemas com incer-
tezas estoca´sticas. Esta classe de sistema aparece naturalmente em diversas a´reas, como por
exemplo, economia, ecologia entre outros (veja [50]). Neste caso, o sistema (4.1) e´ modelado
por uma equac¸a˜o diferencial de Itoˆ:
SI : dx = A(θ)xdt+G(θ)xdβ +B(θ)dw
dy = C(θ)xdt+ J(θ)xdν +D(θ)dw
z= Cz(θ)x
(4.3)
onde w(t) ∈ Rnw e´ o sinal de ru´ıdo (incluindo ru´ıdos de processos e medidas), o qual e´
assumido ser um processo de Wiener com uma matriz de covariaˆncia Idt na˜o correlacionado
com x0 para todo t ≥ 0, e β(t) e ν(t) sa˜o processos escalares de Wiener, independentes de x0
que satisfazem
E[dβ2(t)] = dt, E[dν2(t)] = dt,
E[dβ(t)dν(t)] = αdt, |α| < 1 .
(4.4)
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Assume-se que θi, i = 1, . . . , p, sa˜o os paraˆmetros incertos limitados constantes, θ ∈ Bθ com
`θ ve´rtices conhecidos, e A(θ), B(θ), C(θ), Cz(θ), D(θ), G(θ) e J(θ) sa˜o matrizes reais afins
em θ.
Utilizando o mesmo procedimento da Sec¸a˜o 2.2, busca-se, nesta sec¸a˜o, uma soluc¸a˜o para o
Problema H2, ou seja, projetar um filtro F , dado em (4.2), com uma garantida performance
em termos da minimizac¸a˜o de um limitante da variaˆncia assinto´tica do erro de estimac¸a˜o. Da
equac¸a˜o do filtro (4.2) e do sistema (4.3), a dinaˆmica do erro de estimac¸a˜o e´ descrita por:
Se : dξ=Aa(θ)ξdt+ [D1(θ)dβ +D2(θ)dν]ξ + Ba(θ)dw
e=Ca(θ)ξ
(4.5)
onde Aa(θ), Ba(θ) e Ca(θ) esta˜o descritos em (2.4) e
ξ =
x
xˆ
, D1(θ) =
G(θ) 0
0 0
, D2(θ) =
 0 0
BfJ(θ) 0
. (4.6)
O problema, enta˜o, pode ser resumido em encontrar um filtro F que garanta a estabilidade
interna do sistema Se para todo Bθ, isto e´,
E[‖ξ(t)‖2]→ 0 quando t→∞,∀x0, θ ∈ Bθ; w(t) ≡ 0,
e otimize um limitante superior da variaˆncia do erro de estimac¸a˜o. Na sequ¨eˆncia, apresenta-se
a versa˜o do Lema 1.4, para garantir a estabilidade assinto´tica do sistema do erro de estimac¸a˜o
(4.5).
Lema 4.1 ( [41]) Dado o sistema Se e um filtro da forma (4.2), enta˜o as seguintes condic¸o˜es
sa˜o verificadas:
(a) Se para um dado θ ∈ Bθ o sistema Se e´ internamente esta´vel, enta˜o a variaˆncia as-
sinto´tica do erro de estimac¸a˜o e´ dada por
lim
t→∞E[e
T (t)e(t)] = Tr[Ca(θ)XθC
T
a (θ)]
= Tr[BTa (θ)YθBa(θ)] (4.7)
onde Xθ e Yθ sa˜o matrizes sime´tricas que dependem do paraˆmetro θ e satisfazem as seguintes
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equac¸o˜es alge´bricas
Aa(θ)Xθ +XθA
T
a (θ) +D1(θ)XθD
T
1 (θ) + D2(θ)XθD
T
2 (θ) +Ba(θ)B
T
a (θ)
+α[D1(θ)XθD
T
2 (θ) + D2XθD
T
1 (θ)] = 0 (4.8)
ATa (θ)Yθ + YθAa(θ) +D
T
1 (θ)YθD1(θ) + D
T
2 (θ)YθD2(θ) + C
T
a (θ)Ca(θ)
+α[DT1 (θ)YθD2(θ) + D
T
2 YθD1(θ)] = 0 (4.9)
(b) Se existem matrizes P (θ)>0 e W (θ)>0 de forma que ∀ θ ∈ Bθ:
Aa(θ)P (θ)+P (θ)A
T
a (θ)+D1(θ)P (θ)D
T
1 (θ)+D2(θ)P (θ)D
T
2 (θ) (4.10)
+α[D1(θ)P (θ)D
T
2 (θ)+D2P (θ)D
T
1 (θ)] +Ba(θ)B
T
a (θ)< 0
W (θ)− Ca(θ)P (θ)CTa (θ) > 0 (4.11)
enta˜o o sistema Se e´ internamente esta´vel para todo θ ∈ Bθ e a variaˆncia assinto´tica do erro
de estimac¸a˜o satisfaz
lim
t→∞E[e
T (t)e(t)] < µ, µ = sup
θ∈Bθ
Tr[W (θ)] . (4.12)
(c) Se existem matrizes P (θ)>0 e W (θ)>0 de forma que ∀ θ ∈ Bθ:
ATa (θ)P (θ) + P (θ)Aa(θ) +D
T
1 (θ)P (θ)D1(θ) +D
T
2 (θ)P (θ)D2(θ) (4.13)
+α[DT1 (θ)P (θ)D2(θ) + D
T
2 P (θ)D1(θ)] + C
T
a (θ)Ca(θ) < 0
W (θ)−BTa (θ)P (θ)Ba(θ) > 0 (4.14)
enta˜o o sistema Se e´ internamente esta´vel para todo θ ∈ Bθ e a variaˆncia assinto´tica do erro
de estimac¸a˜o satisfaz
lim
t→∞E[e
T (t)e(t)] < µ, µ = sup
θ∈Bθ
Tr[W (θ)] . (4.15)

O projeto do filtro robusto para o sistema (4.3) segue as mesmas linhas do projeto de
filtros para sistemas cont´ınuos invariantes no tempo apresentado na Sec¸a˜o 2.2. Na sequ¨eˆncia,
88 4. Sistemas Na˜o Lineares
apresenta-se o projeto de filtros baseado nas desigualdades (4.10) e (4.11), assumindo que a
matriz P (θ) e´ descrita por (2.13).
Lema 4.2 Considere o sistema (4.3) e seja  um escalar positivo dado. As desigualdades
(4.10) e (4.11) sa˜o satisfeitas com uma matriz W (θ) e uma matriz P (θ) da forma (2.13) se
existirem matrizes W (θ) > 0, N(θ) > 0 e M de forma que as seguintes desigualdades sejam
satisfeitas para todo θ ∈ Bθ.
MATa (θ) +Aa(θ)M
T MT −N(θ) + Aa(θ)MT (D1 + αD2)M α¯D2M Ba(θ)
M + MATa (θ)−N(θ) −2N(θ) 0 0 0
MT (D1 + αD2)
T 0 −N(θ) 0 0
α¯MTDT2 0 0 −N(θ) 0
BTa (θ) 0 0 0 −I

< 0
(4.16) W (θ) CaMT
MCTa (θ) N(θ)
 > 0 (4.17)
onde α¯ =
√
1− α2.
Prova: Primeiramente, note que como
D1PD
T
1 +D2PD
T
2 + αD1PD
T
2 + αD2PD
T
1 = (D1 + αD2)P (D1 + αD2)
T + α¯2D2PD
T
2
a desigualdade (4.10) e´ equivalente a`
AaP + PA
T
a + (D1 + αD2)P (D1 + αD2)
T + α¯2D2PD
T
2 +BaB
T
a < 0 .
Aplicando o complemento de Schur, obte´m-se

AaP + PA
T
a ? ? ?
P (D1 + αD2)
T −P ? ?
α¯PDT2 0 −P ?
BTa 0 0 −I

< 0 . (4.18)
Assumindo que as desigualdades do Lema 4.1 sa˜o satisfeitas, pode-se afirmar que N(θ) e´ uma
matriz regular. Desta forma, define-se a seguinte matriz
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Nf (θ) =

I2n 0 0
N−1(θ)MATa (θ) 0 0
0 N¯−1(θ)M¯ 0
0 0 Inw

(4.19)
onde N¯(θ) = diag{N(θ), N(θ)} e M¯ = diag{M,M}. Pre´- e po´s-multiplicando a desigualdade
(4.16) por NTf e Nf , respectivamente, tem-se

MTN−1(θ)MATa(θ)+Aa(θ)MT N−1(θ)M ? ? ?
MTN−1(θ)M(D1 + αD2)T −MTN−1(θ)M 0 0
α¯MTN−1(θ)MDT2 0 −MTN−1(θ)M 0
BTa (θ) 0 0 −I
< 0
(4.20)
Pela definic¸a˜o de P (θ) em (2.13), esta desigualdade implica em (4.18).
Considere (4.17), aplicando o complemento de Schur tem-se:
W (θ) + CaM
TN−1(θ)MCTa > 0
pela definic¸a˜o de P (θ), essa desigualdade implica em (4.11), concluindo a prova. ∇∇∇
Como as condic¸o˜es apresentadas no Lema 4.2 na˜o sa˜o convexas na matriz M e nas matrizes
do filtro, torna-se necessa´rio lineariza´-las, atrave´s do uso de transformac¸o˜es e mudanc¸as de
varia´veis para poder descreveˆ-las na forma de LMIs. O pro´ximo teorema apresenta este
resultado, utilizando as transformac¸o˜es introduzidas por [40]. Ressalta-se que e´ poss´ıvel
tambe´m obter um resultado para o projeto de filtros robustos usando as transformac¸o˜es
propostas por [31].
Teorema 4.1 Considere o sistema (4.3) e seja Bθ um politopo dos θ admiss´ıveis. Suponha
que para algum escalar  > 0 existam matrizes Z ∈ Rn×n, Y ∈ Rn×n, S ∈ Rn×n, F ∈
Rn×ny , R ∈ Rnz×n, Q ∈ Rn×n, e matrizes sime´tricas Ni ∈ R2n×2n e Wi ∈ Rnz×nz, i = 1, ..., `θ
de forma que as seguintes desigualdades sejam satisfeitas nos ve´rtices de Bθ W (θ) ΨC(θ)
ΨTC(θ) N (θ)
> 0 (4.21)
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
ΨA(θ)+Ψ
T
A(θ) ? ? ?
ΨTAM (θ) −2N (θ) ? ?
ΨTD(θ) 0 −N¯ (θ) ?
ΨTB(θ) 0 0 −I

< 0 (4.22)
onde W (θ) e N (θ) sa˜o func¸o˜es matriciais afins em θ com valores W1, . . . ,W`θ e N1, . . . ,N`θ ,
respectivamente, nos ve´rtices de Bθ, as matrizes ΨA, ΨB, ΨC e ΨM sa˜o definidas em (2.20)
e
N¯ (θ) = diag{N (θ),N (θ)}, ΨAM(θ) = ΨM+ΨA(θ)−N (θ) ,
ΨD(θ) =
[
ΨD1(θ) ΨD2(θ)
]
,
ΨD1(θ) =
 ZG(θ) ZG(θ)
Y G(θ)+αFJ(θ) Y G(θ)+αFJ(θ)
,
ΨD2(θ) =
 0 0
α¯FJ(θ) α¯FJ(θ)
, α¯ = √1− α2 ,
Enta˜o o filtro F com a matriz de transfereˆncia
Gzˆy(s) = RS
−1(sI −QS−1)−1F
garante que o sistema Se e´ internamente esta´vel para todo θ∈Bθ e a variaˆncia assinto´tica do
erro de estimac¸a˜o satisfaz
lim
t→∞E[e
T(t)e(t)] < max
i=1,...,`θ
Tr[Wi],∀ θ ∈ Bθ
Prova: A prova e´ semelhante a` do Teorema 2.1 e pode ser encontrada em [3], por isso sera´
omitida. ∇∇∇
Os comenta´rios feitos ao Teorema 2.1 sa˜o tambe´m aplica´veis a este teorema. Em particu-
lar, como para um dado , as condic¸o˜es do Teorema 4.1 sa˜o convexas nas varia´veis de busca,
pode-se projetar o filtro o´timo atrave´s do seguinte problema de otimizac¸a˜o:
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min µ
sujeito a` (4.22) e (4.21), para θ nos ve´rtices de Bθ, e
µ− Tr [Wi] ≥ 0, i = 1, . . . , `.
Ale´m disto, limt→∞E[eT (t)e(t)] < µ.
E´ poss´ıvel observar que esse resultado, com uma escolha particular da matriz N(θ), recu-
pera o caso em que a func¸a˜o de Lyapunov e´ independente de paraˆmetros. O pro´ximo lema
mostra que na realidade as condic¸o˜es do Teorema 4.1 sa˜o condic¸o˜es necessa´rias para que as
condic¸o˜es baseadas em estabilidade quadra´tica sejam satisfeitas.
Lema 4.3 Considere o sistema (4.3) e suponha que exista um filtro assintoticamente esta´vel
com realizac¸a˜o no espac¸o de estados (Af , Bf , Cf ) de forma que o sistema do erro de estimac¸a˜o
(4.5) satisfac¸a (4.10) e (4.11) com P (θ) = Q0 e W (θ) uma func¸a˜o afim em θ com valores
W1, · · · ,W`θ nos ve´rtices de Bθ. Enta˜o, as condic¸o˜es do Teorema 4.1 sa˜o satisfeitas com a
mesma matriz W (θ) e um  > 0 suficientemente pequeno. 
Resultados semelhantes podem ser obtidos utilizando a parte (c) do Lema 4.1, o que
conduz a diferentes filtros e limitantes superiores para a variaˆncia do erro de estimac¸a˜o. Para
mais detalhes sobre este resultado veja [3]. Usando o resultado para o projeto de filtros H∞
para sistemas a tempo cont´ınuo, apresentado na Sec¸a˜o 2.2, e a extensa˜o do bounded real
lemma para sistemas com incerteza estoca´sticas em [41] e´ poss´ıvel, tambe´m, obter o projeto
de filtros H∞ para esta classe de sistemas. Este resultado foi submetido a publicac¸a˜o em [6].
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No projeto de filtros e observadores para sistemas na˜o lineares, muitos dos trabalhos
existentes na literatura sa˜o desenvolvidos para sistemas com na˜o linearidades de Lipschitz,
veja [15, 29, 62, 63, 64, 88]. No entanto, no contexto de filtragem robusta usando LMIs poucos
resultados sa˜o encontrados na literatura. Nesta sec¸a˜o, apresenta-se o projeto de filtros H∞
para esta classe de sistemas, assumindo que os paraˆmetros incertos afetam a dinaˆmica do
sistema e a sua sa´ıda, ou seja, considera-se aqui a classe de sistemas (4.1), no qual
f(x, θ) = A(θ)x+Ggˆ(x), g(x, θ, w) = Bw,
c(x, θ) = C(θ)x, d(x, θ, w) = Dw, h(x, θ) = Cz(θ)z
(4.23)
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onde A(θ), C(θ) sa˜o matrizes afins em θ, descritas em (2.52); B,G,D, e Cz sa˜o matrizes
conhecidas e gˆ(x) e´ uma func¸a˜o que satisfaz a seguinte hipo´tese.
H4.5 Existe uma matriz Kg > 0, para todo x ∈ Rnx de forma que
‖gˆ(x)‖ ≤ ‖Kgx‖
Note que a func¸a˜o gˆ(θ) pode representar erros de modelagem, ou linearizac¸o˜es em torno
do ponto de operac¸a˜o de um dado sistema.
O objetivo e´ o projeto de filtros (4.2) de forma que o erro de estimac¸a˜o seja minimizado
pelo crite´rio de desempenho H∞. Note que a partir da dinaˆmica do sistema e da equac¸a˜o do
filtro tem-se o seguinte sistema aumentado para o erro de estimac¸a˜o:
Se : ξ=Aa(θ)ξ +Gag¯(ξ) + Badw
e=Ca(θ)ξ
(4.24)
onde Aa, Ba e Ca esta˜o descritos em (2.4) e
ξ =
x
xˆ
, Ga(θ) =
 G
0
, g¯(ξ) =
g(x)
0
 (4.25)
O problema de filtragem H∞ pode enta˜o ser visto como um Problema H∞ para o
sistema aumentado Se. Este problema tem soluc¸a˜o conhecida atrave´s de uma generalizac¸a˜o
do Bounded real Lemma apresentado a seguir.
Lema 4.4 ([79]) Considere o sistema (4.1) e (4.23) satisfazendo as hipo´teses H4.1 e H4.5,
e o filtro (4.2). Seja γ um escalar positivo dado. Se existe uma matriz sime´trica P (θ) > 0
que satisfac¸a a seguinte desigualdade para todo (θ, θ˙) ∈ B.
P˙ (θ) +ATa (θ)P (θ) + P (θ)Aa(θ) + C
T
a (θ)Ca(θ) +K
T
a Ka + P (θ)(γ
−2BaBTa +GaG
T
a )P (θ) < 0
(4.26)
onde Ka =
 Kg 0
0 0
.
Enta˜o o sistema do erro de estimac¸a˜o (4.24) e´ exponencialmente esta´vel e sob condic¸o˜es
inicias nulas o ganho L2 do sistema satisfaz ||Se||∞ < γ para todo (θ, θ˙) ∈ B. 
4.3 Sistemas com Na˜o Linearidades do Tipo Lipschitz 93
A metodologia proposta para a soluc¸a˜o do Problema de filtragem H∞ e´ similar a` usada
na Sec¸a˜o 2.3 para o projeto de filtros H2 para sistemas lineares variantes no tempo. Assume-
se, assim, que a matriz P (θ) e´ descrita por (2.58) e que no sistema (4.1) e (4.23) a matriz
A(θ) = A0 + AΘ, na qual A e Θ sa˜o definidas em (2.57). O primeiro resultado apresenta
condic¸o˜es suficientes para verificar a factibilidade de (4.26) com P (θ) = P(θ) > 0.
Lema 4.5 Dado um escalar γ > 0 e uma matriz Kg, existe uma matriz P(θ) da forma (2.58)
que satisfac¸a a desigualdade (4.26), se e somente se existir uma matriz P ∈ R(2n+q)×(2n+q) na
forma (2.61) de modo que para todo η ∈ R2n+q e η˜ ∈ R3n+q+nz+nw as seguintes desigualdades
sejam satisfeitas
ηTPη > 0, ∀(η, θ) tal que H(θ)η = 0, η 6= 0, e θ ∈ Bθ (4.27)
η˜TΨA(θ, θ˙)˜η<0, ∀(η˜, θ, θ˙) tal que
[
H(θ) 0 0
]
η˜ = 0 η˜ 6= 0, e (θ, θ˙) ∈ B (4.28)
onde
ΨA(θ, θ˙) =

ATe (θ, θ˙)P+ PAe(θ, θ˙) +K
T
a Ka C
T
e PGe(θ) PBe(θ)
Ce −γI 0 0
GTe (θ)P 0 −I 0
BTe (θ)P 0 0 −γI

e as matrizes Ae(θ, θ˙), Be(θ), Ce, H(θ) sa˜o dadas por (2.60) e Ge(θ) =
[
GT GT θT 0
]T
Prova: A prova segue a mesma linha da prova do Lema 2.6. ∇∇∇
Na sequ¨eˆncia, apresenta-se o resultado para o projeto de filtros considerando o uso de
multiplicadores introduzidos pelo Lema de Finsler.
Lema 4.6 Dado um escalar γ > 0 e uma matriz Kg, a desigualdade (4.26) e´ satisfeita com
uma matriz P (θ) na forma (2.58) se existirem matrizes sime´tricas P ∈ R(2n+q)×(2n+q) na
forma (2.61) e matrizes L ∈ R(2n+q)×q e M ∈ R(3n+q+nz+nw)×q de maneira que as seguintes
desigualdades sejam satisfeitas
P + LH(θ) +HT(θ)LT > 0, ∀ θ ∈ Bθ (4.29)
ΨA(θ, θ˙) +M
[
H(θ) 0 0
]
+
[
H(θ) 0 0
]T
MT < 0, ∀ (θ, θ˙) ∈ B (4.30)
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As expresso˜es (4.29) e (4.30) na˜o sa˜o convexas na matriz P e nas matrizes do filtro, mas
atrave´s de transformac¸o˜es de congrueˆncias e´ poss´ıvel torna´-las convexas. Este resultado e´
apresentado no pro´ximo teorema.
Teorema 4.2 Considere o sistema (4.1) e (4.23) satisfazendo as hipo´teses H4.1 e H4.5
com a matriz Kg dada e seja B um politopo dos (θ, θ˙) admiss´ıveis. Suponha que existam
matrizes sime´tricas P0 > 0, P2 e ΩP , e matrizes P1, L1, L2, M1, M2, M4, M5 ΩA, ΩB,
ΩC , ΩL e ΩM , e um escalar positivo γ de forma que o seguinte problema de otimizac¸a˜o seja
satisfeito nos ve´rtices do politopo B:
min γ sujeito a`
P0 + L1Θ + Θ
TL1 P
T
1 − L1 + (L2Θ)T ΩP + ΘTΩTL
P1 − LT1 + L2Θ P2 − L2 − LT2 −ΩTL
ΩP + ΩLΘ −ΩL ΩP
 > 0 (4.31)

Φ11 Φ
T
21 Φ
T
31 R
T + ΘTMT4 Φ
T
51 Φ
T
61
Φ21 Φ22 Φ
T
32 −M4 ΦT52 ΦT62
Φ31 Φ32 Φ33 −ΩTC ΦT53 ΦT63
R+M4Θ −M4 −ΩC −γI 0
Φ51 Φ52 Φ53 0 −I 0
Φ61 Φ62 Φ63 0 0 −γI

< 0 (4.32)
onde
Φ11 = A
T
0 P0 + P0A0 + ΩBC(θ) + C
T(θ)ΩTB + P1Υ + Υ
TP T1 +M1Θ + Θ
TMT1 +K
T
g Kg
Φ21 = P
T
1 A0 + P2Υ + (P0A+ P1ΘA)T −MT1 +M2Θ,
Φ22 = ATP1 + P T1 A+ P2ΘA+ (P2ΘA)T −M2 −MT2 ,
Φ31 = ΩPA0 + ΩBC(θ) + Ω
T
A + ΩMΘ, Φ32 = ΩPA− ΩM , Φ33 = ΩA + ΩTA,
Φ51 = G
T (P0 + P1Θ)
T +M6Θ, Φ52 = G
T (P1 + Θ
TP2)−M5, Φ53 = GTΩP ,
Φ61 = B
T (P0 + P1Θ)
T +DTΩTB +M6Θ, Φ62 = B
T (P1 + Θ
TP2)−M6,
Φ63 = B
TΩP +D
TΩTB, Υ = ΘA0 + Θ˙.
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Enta˜o o filtro F com matriz de transfereˆncia
Gzˆy(s) = (ΩCΩ
−1
P )(sI − (ΩAΩ−1P ))−1ΩB (4.33)
garante que o sistema de erro Se e´ exponencialmente esta´vel e ‖Se‖∞ < γ para todo
(θ, θ˙) ∈ B.
Prova: A prova segue os mesmos passos usados na prova do Teorema 2.5. ∇∇∇
O Teorema 4.2 fornece condic¸o˜es LMIs para o projeto de filtros robustos H∞ para siste-
mas com na˜o linearidades de Lipschitz, usando func¸o˜es de Lyapunov que sa˜o quadra´ticas nos
paraˆmetros incertos. E´ interessante observar que este resultado e´ uma alternativa aos resulta-
dos existentes na literatura, que sa˜o na sua grande maioria baseados na busca de observadores
atrave´s das soluc¸o˜es de equac¸o˜es de Riccati, ou soluc¸o˜es anal´ıticas que nem sempre sa˜o fa´ceis
de serem satisfeitas, veja [88] e refereˆncias deste.
Note que, de forma similar aos resultados anteriores, o Teorema 4.2 com a escolha par-
ticular das matrizes P1 = 0 e P2 = 0 retorna ao projeto de filtros baseado em estabilidade
quadra´tica, ou quando apenas P2 = 0 ao projeto de filtros com func¸o˜es de Lyapunov afim nos
paraˆmetros incertos.
4.4 Sistemas Racionais
Nesta sec¸a˜o, desenvolve-se o projeto de filtros robusto para sistemas na˜o lineares racionais
nos paraˆmetros incertos e nos estados. Estes resultados foram desenvolvidos em cooperac¸a˜o
com Daniel Coutinho e sa˜o baseados nos novos resultados para a ana´lise de estabilidade de
sistemas na˜o lineares desenvolvidos em [74] e no artigo sobre controle H∞ para sistemas na˜o
lineares em [23].
O objetivo e´ o projeto de filtros robustos para o sistema na˜o linear (4.1) cujas func¸o˜es sa˜o
descritas por:
f(x, θ) = A(x, θ)x g(x, θ, w1) = [ B(x, θ) 0 ]w
c(x, θ) = C(x, θ)x d(x, θ, w2) = [ 0 D(x, θ) ]w h(x, θ) = H(x, θ)x
(4.34)
onde A(x, θ),B(x, θ), C(x, θ), D(x, θ), H(x, θ) sa˜o func¸o˜es racionais dos paraˆmetros incertos
e do estado.
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Observe que, quando a origem do sistema na˜o e´ globalmente assintoticamente esta´vel
(GAS) o sinal de perturbac¸a˜o w1 pode levar o sistema a instabilidade. Por isto, considera-se
a seguinte definic¸a˜o para a estabilidade regional (veja [23] para maiores detalhes):
Definic¸a˜o 4.1 ([23]) Considere o sistema na˜o linear (4.1) e (4.34), satisfazendo H4.1-
H4.4, e um conjunto de perturbac¸o˜es W1 ⊂ L2 dadas. O sistema e´ chamado regionalmente
esta´vel, com respeito a W1 e Bx, se x(t) ∈ Bx para todo t ≥ 0 e todo w1 ∈ W1. O correspon-
dente conjunto W1 e´ chamado o conjunto das perturbac¸o˜es admiss´ıveis na entrada.
Para simplificar a notac¸a˜o, ao longo deste cap´ıtulo formula-se a seguinte hipo´tese em
relac¸a˜o ao vetor de perturbac¸o˜es w:
H4.6 Os componentes do sinal de ru´ıdo w1 e w2 pertencem aos conjuntos W1 e L2, respec-
tivamente, onde W1 e´ um conjunto admiss´ıvel.
O intuito desta sec¸a˜o e´ o projeto de filtros lineares do tipo (4.2), que garantam uma
estimativa zˆ de z com a minimizac¸a˜o do ganho L2 do operador entre o sinal de pertubac¸a˜o
w e o erro de estimac¸a˜o e. Para isso, constro´i-se o sistema do erro de estimac¸a˜o:
 x˙
˙ˆx
 =
 A(x, θ) 0
BfC(x, θ) Af
 x
xˆ
+
 B(x, θ) 0
0 BfD(x, θ)
w
e =
[
H(x, θ) −Cf
] x
xˆ
 , w =
 w1
w2

(4.35)
O problema de filtragem a ser resolvido pode assim ser visto como um Problema H∞
apresentado em (2.6) para o sistema aumentado (4.35). O seguinte lema fornece a base para
a busca de uma soluc¸a˜o para este problema no caso de sistemas na˜o lineares.
Lema 4.7 ([47]) Considere o sistema (4.1) e (4.34) com H4.1-H4.4 e H4.6 e o sistema
aumentado (4.35). Sejam Bx e B dois politopos dados,W1 um conjunto de entrada admiss´ıveis
de perturbac¸o˜es e γ um escalar positivo dado. Suponha que existam dois escalares positivos
1, 2 e uma func¸a˜o continuamente diferencia´vel V : Bx×B×Rn 7→ R satisfazendo a`s seguintes
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desigualdades:
1ξ
T ξ ≤ V (x, θ, xˆ) ≤ 2ξT ξ, ∀ (x, θ, xˆ) ∈ Bx × B × Rn (4.36)
V˙ (x, θ, xˆ) + eT e− γwTw < 0, ∀ (x, (θ, θ˙), xˆ) ∈ Bx × B × Rn (4.37)
onde ξ = [ xT xˆT ]T . Enta˜o, a origem do sistema na˜o forc¸ado (4.1) e (4.34), w1 ≡ 0,
e´ localmente exponencialmente esta´vel. Ale´m disto, o ganho L2 do sistema (4.35) satisfaz
‖Gwe‖2∞ < γ para todo w1 ∈ W1, w2 ∈ L2 e todo (θ, θ˙) ∈ B. 
Para encontrar de uma soluc¸a˜o fact´ıvel via LMI para o Lema 4.7, faz-se necessa´rio inserir
duas subsec¸o˜es auxiliares. Na primeira, apresenta-se o tipo de func¸a˜o de Lyapunov utilizada
no projeto do filtro robusto. Esta func¸a˜o tem uma estrutura similar a` func¸a˜o de Lyapunov
utilizada nas Sec¸o˜es 2.3 e 4.3, na qual apenas parte da matriz P e´ dependente do paraˆmetros.
O diferencial e´ que nesta sec¸a˜o assume-se que esta parte da func¸a˜o de Lyapunov tambe´m e´
dependente dos estados do sistema. Na sequ¨eˆncia, apresenta-se uma nova representac¸a˜o para
o sistema na˜o linear, onde elimina-se as na˜o linearidades atrave´s da inserc¸a˜o de varia´veis au-
xiliares. Definidas a func¸a˜o de Lyapunov e a nova representac¸a˜o para o sistema, apresenta-se
na Subsec¸a˜o 4.4.3 o projeto de filtros robustos para esta classe de sistemas. O projeto do
filtro segue os mesmos procedimentos ja´ utilizados para o caso de sistemas com na˜o lineari-
dades do tipo Lipschitz, ou seja, inclusa˜o de varia´veis de folga atrave´s do Lema de Finsler,
transformac¸o˜es de similaridade e mudanc¸as de varia´veis. Para finalizar, na u´ltima subsec¸a˜o
apresenta-se o projeto de filtros na˜o lineares para esta classe de sistemas.
4.4.1 Func¸a˜o de Lyapunov
Nesta parte do trabalho descreve-se a func¸a˜o de Lyapunov utilizada para o projeto de fil-
tros robustos. Diferentemente das condic¸o˜es anteriores, assume-se que a matriz P da func¸a˜o de
Lyapunov seja tambe´m dependente dos estados do sistemas. Este tipo de func¸a˜o de Lyapunov
vem sendo utilizada no estudo de diversos problemas da teoria de controle para sistemas na˜o
lineares, como ana´lise da estabilidade [74], crite´rios de desempenho [22] e sistemas h´ıbridos
[19].
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Considera-se enta˜o a seguinte classe de func¸o˜es de Lyapunov
V (x, θ, xˆ) =
 x
xˆ
T  P(x, θ) P3
P T3 P4
 x
xˆ
 , P(x, θ) =
 Θ(x, θ)
In
T P
 Θ(x, θ)
In

(4.38)
onde a matriz Θ(x, θ) ∈ Rm×n e´ uma func¸a˜o afim de (x, θ); P3 ∈ Rn×nf , P4 ∈ Rnf×nf e P
sa˜o matrizes constantes que devem ser determinadas. Considera-se tambe´m que a matriz P
e´ particionada como:
P =
 P2 P T1
P1 P0
 (4.39)
com P0 ∈ Rn×n, P1 ∈ Rn×m e P2 ∈ Rm×m.
Para facilitar o calculo da derivada da func¸a˜o de Lyapunov, define-se o seguinte vetor
auxiliar:
ζ =
 ζ1
x
 e ζ1 = Θ(x, θ)x. (4.40)
Com essa considerac¸a˜o, a func¸a˜o de Lyapunov e´ agora representada por
V (x, θ, xˆ) =

ζ1
x
xˆ

T 
P2 P
T
1 0
P1 P0 P3
0 P T3 P4


ζ1
x
xˆ
 ,
e sua derivada no tempo por
V˙ (x, θ, xˆ) =

ζ˙1
x˙
˙ˆx

T 
P2 P
T
1 0
P1 P0 P3
0 P T3 P4


ζ1
x
xˆ
+

ζ1
x
xˆ

T 
P2 P
T
1 0
P1 P0 P3
0 P T3 P4


ζ˙1
x˙
˙ˆx
 . (4.41)
Para obter V˙ (x, θ, xˆ) e´ necessa´rio ter os termos x˙, ˙ˆx e ζ˙1. Como os dois primeiros termos
saem diretamente da dinaˆmica do sistema e do filtro, e´ necessa´rio, enta˜o, encontrar uma
forma de calcular o termo ζ˙1. Para isso, sem perda de generalidade, considera-se que a matriz
afim Θ(x, θ) tenha a seguinte estrutura:
Θ(x, θ) =
n∑
i=1
Rixi +
nθ∑
i=1
Siθi + U (4.42)
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onde xi, θi sa˜o respectivamente as entradas dos vetores x e θ, Ri (para i = 1, . . . , n), Si (para
i = 1, . . . , nθ) e U sa˜o matrizes constantes com a mesma dimensa˜o de Θ(x, θ).
Das equac¸o˜es (4.40) e (4.42), a derivada temporal de ζ1 e´ descrita por:
ζ˙1 =
n∑
i=1
Rix˙i +
nθ∑
i=1
Siθ˙i + Θ(x, θ)x˙ =
(
Θ˜(x) + Θ(x, θ)
)
x˙+ Θˆ(θ˙)x
onde as matrizes Θ˜(x) e Θˆ(θ˙) sa˜o dadas por:
Θ˜(x) =
n∑
i=1
Rixri e Θˆ(θ˙) =
nθ∑
i=1
Siθ˙i, (4.43)
com ri denotando a i-e´sima linha da matriz identidade In.
Note que, como nas sec¸o˜es anteriores, a func¸a˜o de Lyapunov polinomial definida em (4.38)
tem o caso independente de paraˆmetros e afim como casos particulares, ao se impor certas
restric¸o˜es na matriz P definida em (4.39). Quando P1 = 0 e P2 = 0, resulta-se que P(x, θ)
torna-se independente de paraˆmetros. Por outro lado, impondo P2 = 0, P(x, θ) torna-se afim
no paraˆmetro θ e no estado x.
4.4.2 Modelo
Para projetar o filtro robusto usando te´cnicas LMIs, faz-se necessa´rio reescrever o sistema
(4.1) e (4.34) em uma forma linear atrave´s da introduc¸a˜o de varia´veis auxiliares. Nesta sec¸a˜o,
apresenta-se esta nova descric¸a˜o para o sistema na˜o linear. Na realidade, descreve-se o sistema
na˜o linear (4.1) e (4.34) como um sistema alge´brico-diferencial descrito por:
x˙ = A1x+A2pi +B1w +B2φ,
y = C1x+ C2pi +D1w +D2φ,
z = H1x+H2pi,
0 = ∆1(x, θ)x+ ∆2(x, θ)pi,
0 = Φ1(x, θ)w + Φ2(x, θ)φ
(4.44)
onde pi ∈ Rnpi e φ ∈ Rnφ sa˜o func¸o˜es vetoriais na˜o lineares de (x, θ); A1 ∈ Rn×n, A2 ∈
Rn×npi , B1 ∈ Rn×nw , B2 ∈ Rn×nφ , C1 ∈ Rny×n, C2 ∈ Rny×npi , D1 ∈ Rny×nw , D2 ∈ Rny×nφ ,
H1 ∈ Rnz×n e H2 ∈ Rnz×npi sa˜o matrizes constantes; e ∆1(x, θ) ∈ Rp×n, ∆2(x, θ) ∈ Rp×npi ,
Φ1(x, θ) ∈ Rq×nw e Φ2(x, θ) ∈ Rq×nφ sa˜o matrizes afins em (x, θ).
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Para ter o sistema (4.44) equivalente a` (4.1) e (4.34), formula-se a seguinte hipo´tese:
H4.7 A matrizes ∆2(x, θ) e Φ2(x, θ) tem posto completo por coluna para todo x e θ de
interesse, isto e´, x ∈ Bxe (θ, θ˙) ∈ B.
A hipo´tese acima e´ similar a` hipo´tese para garantir a regularidade de sistemas descritores,
por exemplo [13], e implica que pi(x, θ) e φ(x, θ) podem ser eliminados de (4.44) retornando
a representac¸a˜o original do sistema (4.1) e (4.34), ou seja, pi = −(∆T2 ∆2)−1∆T2 ∆1x e φ =
−(ΦT2 Φ2)−1ΦT2 Φ1w.
Para ilustrar esta decomposic¸a˜o, apresenta-se o seguinte exemplo.
Exemplo 4.1 Considere o seguinte sistema incerto baseado na equac¸a˜o de Van der Pol [23]:
x˙ =
 0 −1
1 (0.8 + 0.2θ)(x21 − 1)
x+
 0
1
w1, x =
 x1
x2

y = x1 + w2, w1 ∈ W1, w2 ∈ L2
z = x1, x ∈ Bx, (θ, θ˙) ∈ B.
(4.45)
Este sistema satisfaz H4.1-H4.4 e H4.6 e pode ser representado pelo seguinte sistema
alge´brico-diferencial
x˙ = A1x+A2pi +B1w,
y = C1x+D1w,
z = H1x,
∆1(x, θ)x+ ∆2(x, θ)pi = 0
(4.46)
onde as matrizes e vetores auxiliares sa˜o representados por
A1 =
 0 −1
1 −0.8
 , A2 =
 0 0 0 0
0 −0.2 0.8 0.2
 , B1 =
 0 0
1 0
 ,
C1 = H1 =
[
1 0
]
, D1 =
[
0 1
]
, w =
[
w1 w2
]T
,
∆1(x, θ) =

x2 0
0 θ
0 0
0 0
0 0

, ∆2(x, θ) =

−1 0 0 0
0 −1 0 0
x1 0 −1 0
0 0 θ −1
 e pi =

x1x2
θx2
x21x2
θx21x2
 .
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Note que a matriz ∆2(x, θ) satisfaz a hipo´tese H4.7, com isto tem-se que (4.46) e´ equivalente
a` (4.45).
E´ importante salientar que a decomposic¸a˜o alge´brico-diferencial (4.44) para um sistema
na˜o linear na˜o e´ u´nica. Ressalta-se, tambe´m, que dependendo da escolha utilizada pode-se
estar inserindo mais ou menos restric¸o˜es ao problema. Mais detalhes sobre a discussa˜o de
uma escolha adequada desta representac¸a˜o pode ser encontrada em [23].
4.4.3 Projeto do Filtro
Neste parte, desenvolve-se o projeto de filtros robustos para o sistema (4.1) e (4.34). O
resultado e´ baseado na func¸a˜o de Lyapunov e na nova descric¸a˜o alge´brico diferencial para o
sistema na˜o linear, apresentados nas subsec¸o˜es anteriores, aplicado ao Lema 4.7.
Antes de apresentar o filtro, note que, considerando a definic¸a˜o da func¸a˜o de Lyapunov
apresentada na Subsec¸a˜o 4.4.1 e a nova formulac¸a˜o para o sistema na˜o linear dada em (4.44),
tem-se a seguinte formulac¸a˜o para a derivada temporal de V (x, θ, xˆ), onde as matrizes Θ(x, θ),
Θ˜(x), Θˆ(θ˙), A(x, θ), B(x, θ), C(x, θ) e D(x, θ) sa˜o consideradas sem as suas dependeˆncias em
x, θ e θ˙.
V˙ (ζ, xˆ) =

ζ
pi
xˆ
w
Φ

T 
ATa1P + PAa1 + Ja1 ? ? ? ?
ATa2P + J
T
a2 0 ? 0 0
JTa2 P3A2 + P4BfC2 A
T
f P4 + P4Af ? ?
BTa1P + J
T
a4 0 B
T
1 P3 +D
T
1 B
T
f P4 0 0
BTa2P + J
T
a5 0 B
T
2 P3 +D
T
2 B
T
f P4 0 0


ζ
pi
xˆ
w
Φ

(4.47)
∀( ζ, pi, xˆ, w, Φ ) : Λζ = 0, ∆a1ζ + ∆2pi = 0 e Φ1w + Φ2φ = 0.
no qual as restric¸o˜es de igualdade saem diretamente do sistema (4.44) e
Aa1 =
 0m (Θ + Θ˜)A1 + Θˆ
0 A1
 , Aa2 =
 (Θ + Θ˜)A2
A2
 , Ja1 =
 0 0
0 P3BfC1 + C
T
1 B
T
f P
T
3
 ,
(4.48)
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Ba1 =
 (Θ + Θ˜)B1
B1
 , Ba2 =
 (Θ + Θ˜)B2
B2
 , Ja2 =
 0
AT1 P3 + C
T
1 B
T
f P4 + P3Af
 ,
Ja3 =
 0
P3BfC2
 , Ja4 =
 0
P3BfD1
 , Ja5 =
 0
P3BfD2
 , (4.49)
∆x =

x2 −x1 0 · · · · · · 0
0 x3 −x2 0 · · ·
...
...
...
...
...
...
...
0 · · · · · · 0 xn −xn−1
 ,
∆a1 =
 0p×m ∆1
0 ∆x

Λ =
[
In −Θ
] .
Tendo definido como fica V˙ (ζ, xˆ), o projeto do filtro F e´ feito buscando encontrar a func¸a˜o
de Lyapunov em (4.38), juntamente com as matrizes do filtro, de forma que as condic¸o˜es
(4.36) e (4.37) sejam satisfeitas. O seguinte lema apresenta a primeira parte do resultado,
sendo baseado na aplicac¸a˜o do Lema de Finsler, onde buscam-se soluc¸o˜es quando o filtro F
e´ conhecido. Para tal, utiliza-se a notac¸a˜o introduzida em (4.49) e define-se que:
Ha1 =
[
0nz×m H1
]
(4.50)
Teorema 4.3 Considere o sistema (4.1) e (4.34) com H4.1-H4.4 e H4.6, e (4.2) com Af ,
Bf e Cf . Considere a decomposic¸a˜o na˜o linear (4.44) do sistema (4.1) e (4.34) com H4.7.
Sejam Bx e B politopos dados. Suponha que as matrizes sime´tricas Pi (para i = 0, 2, 4), e
matrizes Pi (para i = 1, 3), Gi (para i = 1, 2, 3) e Lij (para i = 1, . . . , 5 e j = 1, 2, 3) e
o escalar positivo γ sejam uma soluc¸a˜o para o problema de otimizac¸a˜o onde as LMIs sa˜o
constru´ıdas nos ve´rtices do meta-politopo Bx × B:
min γ sujeito a`
P2 +G1 +G
T
1 ? ?
P1 −ΘTGT1 +G2 P0 −G2Θ−ΘTGT2 ?
G3 P
T
3 −G3Θ P4
 > 0 (4.51)
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
J11 J12 J13 J14 J15 H
T
a1
? J22 J23 J24 J25 H
T
2
? ? J33 J34 J35 −CTf
? ? ? J44 J45 0
? ? ? ? J55 0
? ? ? ? ? −Inz

< 0 (4.52)
onde P e´ dada em (4.39) e
J11 = A
T
a1P + PAa1 + L11Λ + Λ
TLT11 + L12∆a1 + ∆
T
a1L
T
12 + Ja1,
J12 = PAa2 + L12∆2 + Λ
TLT21 + ∆
T
a1L
T
22 + Ja2,
J13 = Λ
TLT31 + ∆
T
a1L
T
33 + Ja3,
J14 = PBa1 + L13Φ1 + Λ
TLT41 + ∆
T
a1L
T
42 + Ja4,
J15 = PBa2 + L13Φ2 + Λ
TLT51 + ∆
T
a1L
T
52 + Ja5,
J22 = L22∆2 + ∆
T
2 L
T
22, J23 = A
T
2 P3 + C
T
2 B
T
f P4 + ∆
T
2 L
T
32,
J24 = L23Φ1 + ∆
T
2 L
T
42, J25 = L23Φ2 + ∆
T
2 L
T
52,
J33 = A
T
f P4 + P4Af , J34 = P
T
3 B1 + P4BfD1 + L33Φ1,
J35 = P
T
3 B2 + P4BfD2 + L33Φ2, J44 = L43Φ1 + Φ
T
1 L
T
43 − γInw ,
J45 = L43Φ2 + Φ
T
1 L
T
53, J55 = L53Φ2 + Φ
T
2 L
T
53.
Enta˜o, a origem do sistema na˜o forc¸ado (4.1) e (4.34) e´ localmente exponencialmente esta´vel.
Ale´m disto, o ganho L2 do sistema (4.35) satisfaz ‖Gwe‖2∞ < γ para todo w1 ∈ W1, w2 ∈ L2
e todo (θ, θ˙) ∈ B.
Prova: Suponha que as LMIs (4.51) e (4.52) sejam satisfeitas nos ve´rtices de Bx × B.
Enta˜o, por convexidade, elas sa˜o tambe´m satisfeitas para todo x ∈ Bx e (θ, θ˙) ∈ B. Considere
o sistema (4.35), a decomposic¸a˜o na˜o linear em (4.44), a func¸a˜o de Lyapunov em (4.38), os
vetores auxiliares ζ e ζ1 em (4.40), e defina a matriz Ψ de forma que Ψ[ ζT xˆT ]
T = ξ, por
exemplo:
Ψ =
[
0n×m In In
]
, onde ξ =
 x
xˆ
 .
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Por convenieˆncia, reescreve-se a LMI (4.51) como Γa > 0, onde
Γa =

P2 P
T
1 0
P1 P0 P3
0 P T3 P4
+

G1
G2
G3
[ In −Θ 0 ]+

In
−ΘT
0
[ GT1 GT2 GT3 ]
Seja 1 algum escalar positivo pequeno. Como Γa e´ estrita, e´ poss´ıvel acrescentar o
termo −1ΨTΨ em Γa > 0 sem trocar o seu sinal, ou seja, a condic¸a˜o Γa − 1ΨTΨ ≥ 0 e´
ainda satisfeita. Pre´- e po´s-multiplicando Γa − 1ΨTΨ ≥ 0 por [ ζT xˆT ] e sua transposta
respectivamente tem-se:
V (x, θ, xˆ) =
 x
xˆ
T  P(x, θ) P3
P T3 P4
 x
xˆ
 ≥ 1ξT ξ, ∀ (x, θ, xˆ) ∈ Bx × B × Rn, (4.53)
desde ζ1 −Θx = 0.
Como x, θ sa˜o limitados e P, P4 sa˜o matrizes constantes, e´ poss´ıvel encontrar dois
escalares positivos suficientemente pequenos λa e λb de forma que λaIn ≥ P(x, θ) e λbIn ≥ P4.
Definindo 2 = max {λa, λb}, tem-se
V (x, θ, xˆ) =
 x
xˆ
T  P(x, θ) P3
P T3 P4
 x
xˆ
 ≤ 2ξT ξ, ∀ (x, θ, xˆ) ∈ Bx × B × Rn. (4.54)
Por outro lado, aplicando o complemento de Schur na desigualdade (4.52), obte´m-se:

J11 J12 J13 J14 J15
? J22 J23 J24 J25
? ? J33 J34 J35
? ? ? J44 J45
? ? ? ? J55

+

HTa1
HT2
−CTf
0
0


HTa1
HT2
−CTf
0
0

T
< 0
Pre´- e po´s-multiplicando esta LMI por [ ζT piT xˆT wT φT ] e sua transposta respecti-
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vamente, tem-se

ζ
pi
xˆ
w
φ

T


Y11 ? ? ? ?
Y21 0 ? 0 0
JTa3 Y32 Y33 ? ?
Y41 0 Y43 −γInw 0
Y51 0 Y53 0 0

+

HTa1
HT2
−CTf
0
0


HTa1
HT2
−CTf
0
0

T


ζ
pi
xˆ
w
φ

< 0
onde
Y11 = PAa1 +A
T
a1P + Ja1, Y21 = A
T
a2P + J
T
a2,
Y32 = P
T
3 A2 + P4BfC2, Y33 = P4Af +A
T
f P4, Y41 = B
T
a1P + J
T
a4,
Y43 = B
T
1 P3 +D
T
1 B
T
f P4, Y51 = B
T
a2P + J
T
a5, e Y53 = B
T
2 P3 +D
T
2 B
T
f P4
Note que pela construc¸a˜o do sistema alge´brico-diferencial (4.44), tem-se Λζ = 0, ∆a1ζ +
∆2pi = 0 e Φ1w + Φ2φ = 0.
De (4.44), (4.47) e (4.49), a desigualdade acima e´ equivalente a`:
V˙ (x, θ, xˆ) + eT e− γwTw < 0, ∀ (x, (θ, θ˙), xˆ) ∈ Bx × B × Rn. (4.55)
Pelo Lema 4.7, as condic¸o˜es (4.53), (4.54) e (4.55) implicam que a origem do sistema na˜o
forc¸ado (4.1) e (4.34) e´ localmente exponencialmente esta´vel. Ale´m disso, o ganho L2 do
sistema (4.35) satisfaz ‖Gwe‖2∞ < γ para todo w1 ∈ W1, w2 ∈ L2 e todo (θ, θ˙) ∈ B. ∇∇∇
O pro´ximo resultado apresenta um me´todo LMI para o projeto de filtros robustos para
o sistema (4.1) e (4.34), usando func¸o˜es de Lyapunov que sa˜o quadra´ticas nos paraˆmetros
incertos e no estado.
Teorema 4.4 Considere o sistema (4.1) e (4.34) com H 4.1-H 4.4 e H 4.6, sua decom-
posic¸a˜o na˜o linear (4.44) com H 4.7 e a notac¸a˜o do Teorema 4.3. Sejam Bx e B dois politopos
dados. Suponha que as matrizes sime´tricas P0, P2 e ΩP e matrizes P1, Gi (para i = 1, 2),
Lij (para i = 1, 2, 4, 5 e j = 1, 2, 3), Ωi (para i = A,B,C,G) e Ni (para i = 1, 2, 3) e um
escalar positivo γ sejam uma soluc¸a˜o para o seguinte problema de otimizac¸a˜o, cujas LMIs
sa˜o constru´ıdas em todos os ve´rtices do meta-politopo Bx × B:
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min γ sujeito a`
P2 +G1 +G
T
1 ? ?
P1 −ΘTGT1 +G2 P0 −G2Θ−ΘTGT2 ?
ΩG ΩP − ΩGΘ ΩP
 > 0 (4.56)

Jˆ11 Jˆ12 Jˆ13 Jˆ14 Jˆ15 H
T
a1
? J22 Jˆ23 J24 J25 H
T
2
? ? Jˆ33 Jˆ34 Jˆ35 −ΩC
? ? ? J44 J45 0
? ? ? ? J55 0
? ? ? ? ? −Inz

< 0 (4.57)
onde
Jˆ11 = A
T
a1P + PAa1 + L11Λ + Λ
TLT11 + L12∆a1 + ∆
T
a1L
T
12 +
 0 0
0 CT1 Ω
T
B + ΩBC1
 ,
Jˆ12 = PAa2 + L12∆2 + Λ
TLT21 + ∆
T
a1L
T
22 +
 0
ΩBC2
 ,
Jˆ13 = Λ
TN1 + ∆
T
a1N2 +
 0
AT1 ΩP + C
T
1 Ω
T
B + ΩA
 ,
Jˆ14 = PBa1 + L13Φ1 + Λ
TLT41 + ∆
T
a1L
T
42 +
 0
ΩBD1
 ,
Jˆ15 = PBa2 + L13Φ2 + Λ
TLT51 + ∆
T
a1L
T
52 +
 0
ΩBD2
 ,
Jˆ23 = A
T
2 ΩP + C
T
2 Ω
T
B + ∆
T
2 N2, Jˆ33 = Ω
T
A + ΩA,
Jˆ34 = ΩPB1 + ΩBD1 +N3Φ1, Jˆ35 = ΩPB2 + ΩBD2 +N3Φ2.
Enta˜o o filtro F com matriz de transfereˆncia
Gzˆy(s) = Ω
T
CΩ
−1
P
(
sIn − ΩAΩ−1P
)−1
ΩB (4.58)
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garante que o ganho L2 do sistema (4.35) satisfaz ‖Gwe‖2∞ < γ para todo w1 ∈ W1, w2 ∈ L2
e todo (θ, θ˙) ∈ B.
Prova: Considere a prova do Teorema 4.3 e defina as matrizes
J1 = diag{Im+n, P3P−14 } e J2 = diag{In+m+npi , P3P−14 , Inw+nφ+nz} (4.59)
Note que P3 e P4 sa˜o na˜o singulares, garantido que J1 e J2 sejam matrizes regulares.
Suponha que exista uma soluc¸a˜o fact´ıvel do Teorema 4.4 e defina as matrizes de busca
como:
ΩB = P3Bf , ΩP = P3P
−1
4 P
T
3 , ΩA = P3AfP
−1
4 P
T
3 , ΩC = P3P
−1
4 C
T
f ,
ΩG = P3P
−1
4 G3, N1 = L
T
31P
−1
4 P
T
3 , N2 = L
T
32P
−1
4 P
T
3 e N3 = P3P
−1
4 L33.
(4.60)
Por convenieˆncia, defina as LMIs (4.51) e (4.52) do Teorema 4.3 como Γa > 0 e Γb < 0
respectivamente. Considerando (4.60), perceba que (4.56) e (4.57) podem ser representadas,
respectivamente por:
J1ΓaJ
T
1 > 0 e J2ΓbJ
T
2 < 0.
Como J1 e J2 sa˜o regulares, tem-se que se as condic¸o˜es do Teorema 4.3 sa˜o satisfeitas, enta˜o,
o Teorema 4.3 tambe´m sera´ satisfeito. Consequ¨entemente, tem-se
‖Gwe‖2∞ < γ, ∀ w1 ∈ W1, w2 ∈ L2, (θ, θ˙) ∈ Bθ.
Finalmente, de (4.60) tem-se que Af = P
−T
3 ΩAΩ
−1
P P3, Bf = P
−T
3 ΩB e Cf = Ω
T
CΩ
−1
P P3, ou
seja, a matriz de transfereˆncia Gzˆy = Cf (sIn −Af )−1Bf e´ equivalente a` (4.58). ∇∇∇
O Teorema 4.4 proveˆ um me´todo baseado em LMI para o projeto de filtros robustos H∞
para o sistema na˜o linear (4.1) e (4.34). O me´todo proposto leva em considerac¸a˜o a taxa
de variac¸a˜o de paraˆmetros incertos e e´ baseado em func¸o˜es de Lyapunov polinomiais, onde
a matriz de Lyapunov e´ uma func¸a˜o quadra´tica do estado e dos paraˆmetros incertos para o
sistema do erro de estimac¸a˜o.
Observac¸a˜o 4.1 Note que, se o sistema (4.1) e (4.34) for um sistema linear, pode-se mostrar
que o me´todo de filtragem robusta H∞ do Teorema 4.4 e´ equivalente ao resultado em [30].
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Exemplo 4.2 Aplica-se os resultados obtidos nesta sec¸a˜o ao sistema usado no Exemplo 4.1.
Assume-se aqui que Bx = {x : |xi| ≤ 0.7, i = 1, 2}, Bθ = {θ : |θ| ≤ 1} e θ˙ = 0 e na func¸a˜o de
Lyapunov (4.38) escolhe-se
Θ =

x1I2[
0 x2
]
θI2
 .
Com isso, tem-se que
Θ˜ =

x 0
0 x2
02×1 02×1
 e Θˆ = 0.
Aplicando o Teorema 4.4 ao sistema (4.46), obte´m-se ‖Gwe‖2∞ < 0.8455731 com a seguinte
realizac¸a˜o para filtro F :
Af =
 −64.276912 −178.97932
0.9953897 −0.0307550
 , Bf =
 −0.8455720
0.0000036

e Cf = [ −64.275432 −178.09758 ]
4.4.4 Projeto de Filtros Na˜o Lineares
O enfoque principal, ate´ o momento, foi o projeto de filtros robustos lineares para sistemas
racionais nos estados. Na sequ¨eˆncia, mostra-se que inserindo-se algumas restric¸o˜es a mais nos
resultados apresentados nesta sec¸a˜o e´ poss´ıvel tambe´m projetar filtros na˜o lineares.
Considera-se agora a seguinte classes de filtros bilineares, descritos por
Fb : ˙ˆx(t) = Af xˆ(t) +Bf (xˆ)y(t), xˆ(0) = 0
zˆ(t) = Cf xˆ(t)
(4.61)
onde Bf (xˆ) e´ uma func¸a˜o afim do estado xˆ. O objetivo e´ minimizar o erro de estimac¸a˜o
atrave´s da minimizac¸a˜o de um limitante superior do ganho L2. Para o projeto do filtro e´
necessa´rio supor que o estado xˆ seja limitado, ou seja, assume-se que xˆ pertenc¸a a um politopo
conhecido Bxˆ com `xˆ ve´rtices.
O projeto do filtro bilinear e´ desenvolvido utilizando os mesmos argumentos usados na
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busca do filtro linear na Sec¸a˜o 4.4, ou seja, busca-se uma soluc¸a˜o para o Problema H∞,
assumindo que a func¸a˜o de Lyapunov para o sistema do erro de estimac¸a˜o seja (4.38). O
pro´ximo teorema apresenta o resultado principal para o projeto do filtro bilinear para o
sistema (4.1) e (4.34).
Teorema 4.5 Considere o sistema (4.1) e (4.34) com H4.1-H4.4 e H4.6, sua decomposic¸a˜o
na˜o linear (4.44) com H4.7 e a notac¸a˜o do Teorema 4.3. Seja Bx, Bxˆ e B treˆs politopos
dados. Suponha que as matrizes sime´tricas P0, P2 e ΩP e matrizes P1, Gi (para i = 1, 2),
Lij (para i = 1, 2, 4, 5 e j = 1, 2, 3), Ωi (para i = A,C,G), ΩB(xˆ) e Ni (para i = 1, 2, 3) e
um escalar positivo γ sejam uma soluc¸a˜o para o seguinte problema de otimizac¸a˜o, cujas LMIs
sa˜o constru´ıdas em todos os ve´rtices do meta-politopo Bx × Bxˆ × B:
min γ sujeito a`
(4.56) e (4.57)
onde agora ΩB = ΩB(xˆ) e´ uma func¸a˜o convexa em xˆ com valores ΩBi para i = 1, . . . , `xˆ nos
ve´rtices de Bxˆ.
Enta˜o o filtro bilinear Fb com a seguinte parametrizac¸a˜o
Af = P
−T
3 ΩAΩ
−1
P P3, Bf (xˆ) = P
−T
3 ΩB(xˆ), e Cf = Ω
T
CΩ
−1
P P3
onde P3 e´ uma matriz invers´ıvel arbitra´ria, garante que o ganho L2 do sistema (4.35) satisfac¸a
‖Gwe‖2∞ < γ para todo w1 ∈ W1, w2 ∈ L2 e todo (θ, θ˙) ∈ B.
Prova: A prova deste teorema segue as mesmas linhas da prova do Teorema 4.4. ∇∇∇
Note que, para a aplicac¸a˜o do Teorema 4.5 e´ necessa´rio escolher a priori a regia˜o de
abrangeˆncia do estado do filtro xˆ. Uma alternativa bastante razoa´vel seria considerar que o
politopo Bxˆ fosse similar ao politopo Bx dos estados.
110 4. Sistemas Na˜o Lineares
Cap´ıtulo 5
Resultados Diversos
Este cap´ıtulo apresenta o projeto de filtros robusto para duas classes particulares de
sistemas lineares: o caso de sistemas com modos insta´veis e o de sistemas descritores. Na
sequ¨eˆncia, apresenta-se a extensa˜o de alguns dos resultados obtidos nesta tese para o projeto
de filtros dependentes de paraˆmetros e de filtros de ordem reduzida.
5.1 Sistemas com Modos Insta´veis
Nesta sec¸a˜o, projeta-se um filtro robusto para sistemas com modos insta´veis, ou seja,
sistemas no qual parte da dinaˆmica e´ insta´vel. Considera-se que o sistema tenha a seguinte
realizac¸a˜o no espac¸o dos estados
S : x˙1(t) = A1(θ(t))x1(t) +B1w(t), x1(0) = x0
x˙2(t) = A21x1(t) +A2x2(t) +B2w(t),
y(t) = C1(θ(t))x1(t) + C2x2(t) +Dw(t)
z(t) = Cz1(θ(t))x1(t) + Cz2x2(t)
(5.1)
onde x1 ∈ Rn1 e´ o estado ligado a` parte esta´vel do sistemas e x2 ∈ Rn2 e´ o estado relacio-
nado aos modos insta´veis. Assume-se que as matrizes A21, A2, B1, B2, C2, D e Cz2 sejam
constantes e que as matrizes A1(θ), C1(θ) e Cz1(θ) sejam incertas e descritas por (2.52) e que
(θ(t), θ˙(t)), ∀ t ≥ 0 pertenc¸a a um politopo B com ` ve´rtices conhecidos e θ(t) ∈ Bθ com `θ
ve´rtices. A seguinte hipo´tese e´ formulada em relac¸a˜o ao sistema (5.1)
H5.1 A2 na˜o e´ Hurwitz
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Pode-se reescrever o sistema (5.1) em uma forma mais compacta, dada por:
x˙(t) = A(θ(t))x(t) +B(θ(t))w(t), x(0) = x0
y(t) = C(θ(t))x(t) +D(θ(t))w(t)
z(t) = Cz(θ(t))x(t)
(5.2)
onde
x(t) =
 x1(t)
x2(t)
 , A(θ) =
 A1(θ) 0
A21 A2
 , B =
 B1
B2
 ,
C(θ) =
[
C1(θ) C2
]
, Cz(θ) =
[
Cz1(θ) Cz2
]
O objetivo e´ projetar um filtro linear invariante no tempo e assintoticamente esta´vel de
ordem n com a seguinte realizac¸a˜o no espac¸o dos estados
F : ˙ˆx(t) = Af xˆ(t) +Bfy(t), xˆ(0) = 0
zˆ(t) = Cf xˆ(t)
(5.3)
onde as matrizes Af ∈ Rn×n, Bf ∈ Rn×ny e Cf ∈ Rnz×n devem ser encontradas de forma a
garantir uma estimativa zˆ do sinal z com um desempenho garantido H2.
Para solucionar esse problema, inicialmente particiona-se o estado do filtro conforme o
vetor de estados x(t), como proposto em [82]:
xˆ(t) =
 xˆ1(t)
xˆ2(t)
 , xˆ1(t) ∈ Rn1
xˆ2(t) ∈ Rn2
,
sendo que as matrizes do filtro sa˜o particionadas como:
Af =
 Af11 Af12
Af21 Af22
 , Bf =
 Bf1
Bf2
 , Cf = [ Cf1 Cf2 ]
Para garantir que o erro de estimac¸a˜o seja limitado e que o filtro F seja assintoticamente
esta´vel, assume-se que a parte do filtro ligada aos modos insta´veis satisfac¸a as seguintes
condic¸o˜es:
Af12 = −Bf1C2, Af22 = A2 −Bf2C2, e Cf2 = Cz2 (5.4)
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Note que, estas restric¸o˜es seguem a estrutura do filtro de Kalman, que e´ o filtro o´timo no
caso de sistemas sem paraˆmetros incertos.
A partir da dinaˆmica do sistema S, do filtro F e das restric¸o˜es (5.4), constro´i-se o seguinte
sistema aumentado para o erro de estimac¸a˜o:
Se : ξ˙(t) = Aa(θ)ξ(t) +Ba(θ)w(t)
e(t) = Ca(θ)ξ(t),
(5.5)
onde
ξ =

x1
xˆ1
x2 − xˆ2
, Aa(θ) =

A1(θ) 0 0
Bf1C1(θ) Af11 Bf1C2
A21 −Bf2C1(θ) −Af21 A2 −Bf2C2
 ,
Ba(θ)=

B1
Bf1D
B2 −Bf2D
, Ca(θ)=[ Cz1(θ) −Cf1 Cz2 ] .
(5.6)
Para o projeto do filtro busca-se solucionar o Problema H2 considerando o sistema Se.
O problema enta˜o e´ encontrar matrizes P(θ) e W de forma que as equac¸o˜es (2.53) e (2.54)
com a notac¸a˜o inserida em (5.6) sejam satisfeitas para todo (θ, θ˙) ∈ B. Desta forma, pelo
Lema 1.4 (b), garante-se que o sistema do erro de estimac¸a˜o (5.5) e´ exponencialmente esta´vel
para todo (θ, θ˙) ∈ B e
||Se||22 < lim
t→∞
1
t
∫ t
0
Tr [W (θ(τ))] dτ . (5.7)
Os passos para o projeto do filtro robusto sa˜o similares aos utilizados na Sec¸a˜o 2.3. Ini-
cialmente, particiona-se a matriz P(θ) como:
P(θ) =

P (θ) P3 P5
P T3 P4 P7
P T5 P
T
7 P6
 (5.8)
onde P (θ) = P0 + P1Θ + Θ
TP T1 + Θ
TP2Θ ∈ Rn1×n1 ; P0, P3, P4 ∈ Rn1×n1 , P1 ∈ Rn1×q,
P2 ∈ Rq×q, P6 ∈ Rn2×n2 , P5 ∈ Rn1×n2 e P7 ∈ Rn1×n2 .
Com o objetivo de obter condic¸o˜es convexas, assume-se que na func¸a˜o de Lyapunov as
matrizes P5 e P7 sa˜o nulas e que a matriz A1(θ) = [A0 + AΘ(t)] onde A ∈ Rn×q e´ uma
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matriz conhecida e Θ(t) ∈ Rq×n e´ uma matriz cujas as colunas dependem linearmente dos
paraˆmetros incertos θi, onde o valor q depende da escolha de Θ como descrita em (2.57).
Na sequ¨eˆncia, desenvolve-se o projeto do filtro robustos para este sistema, buscando uma
soluc¸a˜o para o Problema H2 atrave´s da factibilidade das desigualdades (2.53) e (2.54) apli-
cada ao sistema (5.6) com as considerac¸o˜es feitas no para´grafo anterior. Para solucionar este
problema utiliza-se a seguinte notac¸a˜o
Ae(θ, θ˙)=

A0 A 0 0
ΘA0+Θ˙ ΘA 0 0
Bf1C1(θ) 0 Af11 Bf1C2
A21 −Bf2C1 0 −Af21 A2 −Bf2C2
, Be(θ)=

B1
ΘB1
Bf1D
B2 −Bf2D
,
Ce=
[
Cz 0 −Cf1 Cz2
]
, H(θ)=
[
Θ −Iq 0
]
, (5.9)
H1(θ)=
[
H(θ) 0
]
, H2(θ)=
[
0 H(θ)
]
.
Lema 5.1 Existe uma matriz P(θ) da forma (5.8) com P5 = 0 e P7 = 0 tal que as
condic¸o˜es (2.53) e (2.54) sejam satisfeitas se e somente se existir uma matriz sime´trica
P ∈ R(2n1+q+n2)×(2n1+q+n2) com a seguinte estrutura
P =

P0 P1 P3 0
P T1 P2 0 0
P T3 0 P4 0
0 0 0 P6

,
P0, P3, P4 ∈ Rn1×n1 ,
P1 ∈ Rn1×q, P2 ∈ Rq×q;P6 ∈ Rn2×n2
(5.10)
de forma que para todo η ∈ R2n1+q+nz+n2 e η˜ ∈ R2n1+q+nw+n2 as seguintes condic¸o˜es sejam
garantidas:
ηTΨA(θ, θ˙)η < 0,∀ (η, θ, θ˙) tal queH1(θ)η=0, com η 6=0 e (θ, θ˙) ∈ B (5.11)
η˜T
 W (θ) BTe (θ)P
PBe(θ) P
η˜ >0,∀ (η˜, θ) tal queH2(θ)η˜=0, com η˜ 6=0 e θ ∈ Bθ (5.12)
onde
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ΨA(θ, θ˙) =
ATe (θ, θ˙)P+PAe(θ, θ˙) CTe
Ce −I
 . (5.13)
Prova: A prova deste lema e´ similar a` prova do Lema 2.6.
Outro lema auxiliar nos moldes do Lema 2.7 pode tambe´m ser enunciado para este pro-
blema. No entanto, aqui apresenta-se apenas o resultado principal, para o projeto do filtro
robusto.
Teorema 5.1 Considere o sistema (5.1) e sejam Bθ e B politopos admiss´ıveis de θ e (θ, θ˙),
respectivamente. Suponha que existam matrizes sime´tricas P0 > 0, P2, P6 e ΩP , e matrizes
P1, G1, G2, G3, M1, M2, M4, M5, ΩA, ΩB, ΩC , ΩG e ΩM de modo que o seguinte problema
de otimizac¸a˜o seja satisfeito:
min µ sujeito a`
Φ11 ? ? ? ?
Φ21 Φ22 ? ? ?
Φ31 ΩPA− ΩM ΩA + ΩTA ?
Φ41 −M4 C2ΩTB1 − ΩA2 Φ44 ?
Cz +M5Θ −M5 −ΩC 0 −I

< 0, ∀ (θ, θ˙) ∈ V(B)(5.14)

W (θ) ? ? ? ?
(P0 + P1Θ)B1 + ΩB1D + Θ
TGT1 P0+G2Θ+Θ
TGT2 ? ? ?
(P T1 + P2Θ)B1−GT1 P T1 +G3Θ−GT2 P2 −G3 −GT3 ? ?
ΩPB1 + ΩB1D ΩP + ΩGΘ −ΩG ΩP ?
P6B2 − ΩB2D 0 0 ? P6

> 0, ∀ θ ∈ V(Bθ)
(5.15)
onde W (θ) e´ uma matriz afim em θ com valores W1, . . . ,W`θ , nos ve´rtices de Bθ e
Φ11 = A
T
0 P0 + P0A0 + ΩB1C1(θ) + C
T
1 (θ)Ω
T
B1 + P1Υ + Υ
TP T1 +M1Θ + Θ
TMT1 ,
Φ21 =P
T
1 A0+P2Υ+(P0A+ P1ΘA)T−MT1 +M2Θ,
Φ22 =ATP1+P T1 A+P2ΘA+(P2ΘA)T−M2−MT2 ,
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Φ31 = ΩPA0 + ΩB1C1(θ) + Ω
T
A + ΩMΘ,
Φ41 = P6A21 − ΩB2C1 + CT2 ΩTB1 +M4Θ,
Φ44 = P6A2 − ΩB2C2 +AT2 P T6 − CT2 ΩTB2, Υ=ΘA0 + Θ˙,
(5.16)
enta˜o o filtro F com a seguinte parametrizac¸a˜o
Af1 = P
−T
3 ΩA1Ω
−1
P P3, Bf1 =P
−T
3 ΩB1, Cf1 = ΩC1Ω
−1
P P3,
Bf2 = P
−1
6 ΩB2, Af21 =P
−1
6 ΩA2Ω
−1
P P3
(5.17)
juntamente com (5.4), onde P3 e´ uma matriz invers´ıvel arbitra´ria, garante que o sistema
do erro de estimac¸a˜o Se satisfaz as desigualdades (2.53) e (2.54) com uma matriz P(θ)
quadra´tica em θ descrita por (5.8), com P5 = 0 e P7 = 0. Ale´m disso,
||Se||22 < max
i=1,...,`θ
Tr [Wi], ∀ (θ, θ˙) ∈ B. (5.18)
Prova: A prova deste teorema e´ similar a` do Teorema 2.5, considerando
J1 = diag{ In1 , P−14 P T3 , In2 , Inz}, J2 = diag{Inw , In1 , P−14 P T3 , In2} (5.19)
∇∇∇
O Teorema 5.1 apresenta condic¸o˜es LMIs para o projeto de filtros robustos H2 para siste-
mas incertos onde parte da dinaˆmica e´ insta´vel, usando func¸o˜es de Lyapunov dependente de
paraˆmetros. Considera-se que os modos insta´veis na˜o sa˜o afetados pelos paraˆmetros incertos.
Perceba que, o projeto do filtro pode ser visto como o projeto do filtro robusto para a parte
esta´vel e incerta do sistema, e o projeto do filtro de Kalman para a parte insta´vel, que na˜o
possui paraˆmetros incertos, em conjunto para o sistema. Atrave´s de argumentos similares e´
poss´ıvel desenvolver metodologias para o projeto de filtros H∞.
Os comenta´rios feitos ao Teorema 2.5 continuam va´lidos para este resultado. E´ importante
salientar que a matriz P3, na˜o influencia na parametrizac¸a˜o final do filtro, resultando que a
sua escolha pode ser arbitra´ria, como, por exemplo, P3 = I.
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5.2 Sistemas Descritores
Sistemas com restric¸o˜es alge´bricas, conhecidos tambe´m como sistemas descritores ou sis-
temas singulares, sa˜o representados por
Eς˙ = Aς (5.20)
onde ς ∈ Rnς , representa o vetor de estados do sistema e A ∈ Rnς×nς e E ∈ Rnς×nς sa˜o as
matrizes de dinaˆmica do sistema, com o posto(E) < nς , caracterizando a singularidade do
sistema.
O objetivo nesta sec¸a˜o e´ o projeto de filtros robustos para o sistema (5.20), ja´ na forma
alge´brico-diferencial desacoplada, ou seja, uma equac¸a˜o diferencial do tipo x˙ = A1x + A2ζ
com uma restric¸a˜o alge´brica do tipo 0 = A3x + A4ζ. Frequ¨entemente, sistemas descritores
na˜o aparecem na forma de um conjunto desacoplado de equac¸o˜es alge´brico-diferenciais. No
entanto, este desacoplamento pode ser obtido atrave´s de trocas de coordenadas como feito
em [24]; ou, parcialmente, por transformac¸o˜es ortogonais, como proposto em [77].
Considera-se assim o sistema (5.20) na forma alge´brico-diferencial desacoplada com a
seguinte representac¸a˜o:
S : x˙ = J1(θ)x+ J2(θ)ζ +B1w
0 = J3(θ)x+ J4(θ)ζ
y = C1(θ)x+ C2ζ +Dw
z = Czx
, J =
 J1 J2
J3 J4
 (5.21)
onde x ∈ Rn representa os estados e ζ ∈ Rnζ representa as varia´veis alge´bricas do sistema,
isto e´, algebricamente dependente do estado e J e´ a matriz jacobiana do sistema. No estudo
de sistemas descritores, tem-se a necessidade de introduzir a seguinte definic¸a˜o:
Definic¸a˜o 5.1
• O sistema descritor (5.20) e´ regular, ou seja, tem uma soluc¸a˜o u´nica para qualquer
condic¸a˜o inicial, se det(sE −A) 6= 0.
• O sistema (5.20), regular, na˜o tem modos impulsivos se: rankE = deg det(sE −A).
• O sistema (5.20) e´ dito ser admiss´ıvel, se ele e´ regular e livre de modos impulsivos.
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Pelo resultado apresentado em [78], tem-se que um sistema na forma (5.21) sera´ admiss´ıvel
se e somente se a matriz J4 for invers´ıvel.
Os resultados propostos nesta sec¸a˜o sa˜o inspirados nas te´cnicas de estabilidade e desem-
penho via norma H2 e H∞ para sistemas alge´bricos diferenciais propostas em [7] e [9]. O
objetivo e´ o projeto do filtro linear F de forma que o erro de estimac¸a˜o e = z− zˆ seja minimi-
zado atrave´s do crite´rio de desempenho H2. Da dinaˆmica do erro de estimac¸a˜o e da equac¸a˜o
do filtro constro´i-se o seguinte sistema aumentado:
Se : ξ˙ = Aa(θ)ξ +A2ζ +Baw
e = Ca(θ)ξ
0 = J3x+ J4ζ = [J3 0]ξ + J4ζ.
(5.22)
onde
Aa(θ) =
 J1(θ) 0
BfC1 Af
, A2 =
 J2
BfC2
,
Ba =
 B1
BfD
 ; Ca = [ Cz −Cf ]
(5.23)
Busca-se, assim, uma soluc¸a˜o fact´ıvel para o Problema H2 para o sistema alge´brico-
diferencial Se. Ressalta-se que o problema de desempenho/controle H2 para sistemas com
restric¸o˜es alge´bricos ja´ foi estudado em [7] no contexto de func¸o˜es de Lyapunov constantes.
O pro´ximo lema apresenta uma extensa˜o deste resultado, considerando func¸o˜es de Lyapunov
dependentes de paraˆmetros.
Lema 5.2 Considere o sistema (5.21) e o filtro (2.2). Se existirem matrizes sime´tricas P(θ),
W e uma matriz L que satisfac¸am as seguintes desigualdades para todo (θ, θ˙) ∈ B.

0 AT2 P(θ) 0
P(θ)A2 P˙(θ)+P(θ)Aa(θ)+ATa (θ)P(θ) Ca(θ)T
0 Ca(θ) −I
+ LJa + JTa LT <0, ∀(θ, θ˙) ∈ B (5.24)
 W (θ) BTa P(θ)
P(θ)Ba P(θ)
> 0, ∀ θ ∈ Bθ (5.25)
onde Ja = [J4 J3 0]. Enta˜o o sistema do erro de estimac¸a˜o (5.22) e´ admiss´ıvel e exponen-
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cialmente esta´vel para todo (θ, θ˙) ∈ B e
||Se||22 < lim
t→∞
1
t
∫ t
0
Tr [W (θ(τ))] dτ . (5.26)
Prova: A prova deste resultado e´ uma extensa˜o do resultado apresentado em [7]. Note que
a matriz V (ξ, θ) = ξTP (θ)ξ e´ func¸a˜o de Lyapunov para o sistema Se. 
O pro´ximo passo e´ buscar uma soluc¸a˜o para o Lema 5.2, ao considerar que a matriz P(θ)
seja quadra´tica nos paraˆmetros incertos da forma (2.58). Para isso, uma abordagem similar a
proposta na Sec¸a˜o 2.3 e´ utilizada, assumindo que a matriz J1(θ) = J0 +AΘ, onde A e Θ sa˜o
definidas em (2.57). Para simplificar, assume-se que a matriz L tenha a seguinte estrutura:
L =
[
LT1 L
T
2 0
]T
, (5.27)
com L1 ∈ Rnζ×nζ , L2 ∈ Rn×nζ .
O primeiro resultado desenvolve condic¸o˜es suficientes para checar a factibilidade das desi-
gualdades do Lema 5.2, com P(θ) > 0 descrita em (2.58). Para este fim, introduza a seguinte
notac¸a˜o
Ae(θ, θ˙)=

J0 A 0
ΘJ0+Θ˙ ΘA 0
BfC(θ) 0 Af
, Je(θ)=

J2
ΘJ2
BfC2
, Je2 =

L2J4 + J
T
3 L
T
1
0
0

Be(θ)=

B
ΘB
BfD
, Je3 =

JT3 L
T
2 + L2J3 0 0
0 0 0
0 0 0

Ce=
[
Cz 0 −Cf
]
, H(θ)=
[
Θ −Iq 0
]
, (5.28)
H1(θ)=
[
0 H(θ) 0
]
, H2(θ)=
[
0 H(θ)
]
.
Lema 5.3 Existe uma matriz P(θ) da forma (2.58) e uma matriz L da forma (5.27) que sa-
tisfac¸a as desigualdades (5.24)-(5.25), se e somente se existir uma matriz P ∈ R(2n+q)×(2n+q)
da forma (2.61) tal que para todo η ∈ R2n+q+nz+nζ e η˜ ∈ R2n+q+nw as seguintes desigualdades
sejam satisfeitas
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ηTΨA(θ, θ˙)η < 0,∀ (η, θ, θ˙) tal queH1(θ)η=0, com η 6=0 e (θ, θ˙) ∈ B (5.29)
η˜T
 W (θ) BTe (θ)P
PBe(θ) P
η˜ >0,∀ (η˜, θ) tal queH2(θ)η˜=0, com η˜ 6=0 e θ ∈ Bθ (5.30)
onde
ΨA(θ, θ˙) =

L1J4 + J
T
4 L1 J
T
e (θ)P + J
T
e2 0
PJe(θ) + Je2 A
T
e (θ, θ˙)P+PAe(θ, θ˙) + Je3 C
T
e
0 Ce −I
 . (5.31)

Note que uma condic¸a˜o necessa´ria para que as desigualdades acima sejam satisfeita e´ que
a matriz J4 seja invers´ıvel, o que garante enta˜o que o sistema (5.20) seja admiss´ıvel.
Um lema similar ao Lema 2.7 pode tambe´m ser enunciado para este problema, e da mesma
forma que o anterior consiste em eliminar as restric¸o˜es de igualdade atrave´s da aplicac¸a˜o do
Lema de Finsler, inserindo-se multiplicadores. Na sequ¨eˆncia, apresenta-se o resultado princi-
pal para o projeto de filtros para sistemas alge´bricos-diferencias, baseado em transformac¸o˜es
de congrueˆncias.
Teorema 5.2 Considere o sistema (5.21) e seja B um politopo dos (θ, θ˙) admiss´ıveis. Supo-
nha que existam matrizes sime´tricas P0 > 0, P2 e ΩP , e matrizes P1, L1, L2,M0, M1, M2,
M4, M5, G1, G3, ΩA, ΩB, ΩC , ΩG e ΩM , Wi para i = 1, . . . , `θ e um escalar positivo µ de
forma que o seguinte problema de otimizac¸a˜o seja satisfeito:
min µ
sujeito a` µ−Tr[W (θ)] > 0 ∀θ ∈ V(Bθ)

L1J4 + J
T
4 L1 ? ? ? ?
(P0 + P1Θ)J2 + ΩBC2 + Θ
TM0 Φ11 ? ? ?
(P T1 + P2Θ)J2 −M0 Φ21 Φ22 ? ?
ΩPJ2 + ΩbC2 Φ31 ΩPA− ΩM ΩA + ΩTA ?
Cz +M4Θ −M4 −ΩC −I

< 0, ∀ (θ, θ˙) ∈ V(B)
(5.32)
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
W (θ) ? ? ?
(P0 + P1Θ)B + ΩBD + Θ
TGT1 P0+G2Θ+Θ
TGT2 ? ?
(P T1 + P2Θ)B−GT1 P T1 +G3Θ−GT2 P2 −G3 −GT3 ?
ΩPB + ΩBD ΩP + ΩGΘ −ΩG ΩP

> 0, ∀ θ ∈ V(Bθ)
(5.33)
onde W (θ) e´ uma matriz afim em θ com valores W1, . . . ,W`θ , nos ve´rtices de Bθ e
Φ11 = J
T
0 P0 + P0J0 + ΩBC(θ) + C
T(θ)ΩTB + P1Υ + Υ
TP T1 +M1Θ + Θ
TMT1 + J
T
3 L
T
2 + L2J3,
Φ21 =P
T
1 J0+P2Υ+(P0A+ P1ΘA)T−MT1 +M2Θ,
Φ22 =ATP1+P T1 A+P2ΘA+(P2ΘA)T−M2−MT2 ,
Φ31 = ΩPJ0 + ΩBC(θ) + Ω
T
A + ΩMΘ, Υ=ΘJ0 + Θ˙,
(5.34)
enta˜o o filtro F com matriz de transfereˆncia
Gzˆy(s) = (ΩCΩ
−1
P )[sI − (ΩAΩ−1P )]−1ΩB (5.35)
garante que o sistema do erro de estimac¸a˜o Se satisfac¸a as desigualdades (2.53) e (2.54)
com uma matriz P(θ) quadra´tica em θ descrita por (2.58). Ale´m disto, o sistema (5.21) e´
admiss´ıvel e
||Se||22 < max
i=1,...,`θ
Tr [Wi] < µ, ∀ (θ, θ˙) ∈ B. (5.36)
∇∇∇
Este teorema fornece um alternativa para o projeto de filtros robustos para sistemas
descritores na forma alge´brico diferencial via crite´rios de desempenho H2, usando uma func¸a˜o
de Lyapunov que e´ quadra´tica nos paraˆmetros incertos. Utilizando os resultados de [8] e as
mesmas transformac¸o˜es de varia´veis utilizadas nesta sec¸a˜o e´ poss´ıvel tambe´m fazer o projeto
de filtros robustos H∞ para essa classe de sistemas. Observa-se, tambe´m, que o projeto
de filtros H∞, neste caso, pode ser obtido a partir de simplificac¸o˜es estruturais no resultado
apresentado na Sec¸a˜o 4.4 para o caso de sistemas racionais. Estas simplificac¸o˜es sa˜o realizadas
na func¸a˜o de Lyapunov e na descric¸a˜o alge´brico diferencial do sistema.
Note que os comenta´rios relativos ao Teorema 2.5, continuam va´lidos para este resultado.
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5.3 Projeto de Filtros Dependente de Paraˆmetros
O enfoque desta tese foi o projeto de filtros invariantes no tempo e independente dos
paraˆmetros incertos que afetam o sistema. No entanto, como as matrizes da dinaˆmica do
filtro aparecem sem a influeˆncia direta do paraˆmetro θ e´ poss´ıvel estender estas abordagens
para o projeto de filtros dependente de paraˆmetros, ou seja, um filtro F cujas matrizes Af (θ),
Cf (θ) sa˜o afins em θ, que e´ admitido ser conhecido em tempo real como no caso de sistemas
LPV1, e Bf e´ constante.
Deste modo, o projeto do filtro dependente de paraˆmetros para os sistemas estudados
nas Sec¸o˜es 2.2 e 4.2 e no Cap´ıtulo 3, e´ obtido ao supor que as matrizes Q e R usadas na
parametrizac¸a˜o do filtro sa˜o agora func¸o˜es afins em θ. Define-se assim que Q(θ) e R(θ) sa˜o
func¸o˜es do tipo Q0 + Θ
TQT1 +Q1Θ e R0 + Θ
TRT1 +R1Θ, respectivamente, no qual Θ e´ uma
func¸a˜o afim dos paraˆmetros θi, similar a` descrita em (2.57). Isso implica que no filtro F as
matrizes Af e Cf sejam tambe´m func¸o˜es do paraˆmetro incerto θ.
Para os sistemas estudados nas Sec¸o˜es 2.3, 4.3, 4.4, 5.1 e 5.2 o filtro dependente de
paraˆmetros pode ser obtido de forma semelhante ao considerar que as matrizes ΩA e ΩC sa˜o
func¸o˜es afins de θ do tipo ΩA0 + Θ
TΩTA1 + ΩA1Θ e ΩC0 + Θ
TΩTC1 + ΩC1Θ respectivamente.
Resultando que Af e Cf sejam func¸o˜es de θ.
O filtro robusto e´ projetado pela inserc¸a˜o destas restric¸o˜es nos respectivos teoremas, bus-
cando encontrar juntamente com as demais varia´veis de decisa˜o as matrizes Q0, Q1, R0 e R1
ou ΩA0 , ΩA1 ΩC0 e ΩC1 nos ve´rtices de Bθ.
Ressalta-se que este filtro e´ subo´timo, sendo que o filtro o´timo e´ dado pelo filtro de Kalman
resolvido de forma iterativa para cada paraˆmetro θi. Isto e´ poss´ıvel, pois assume-se que os
paraˆmetros do sistema sa˜o conhecidos. Uma das vantagens da abordagem proposta neste
sec¸a˜o e´ que pode-se projetar o filtro off line, simplificando o processo de projeto e diminuindo
o custo em algumas aplicac¸o˜es.
5.4 Projeto de Filtros de Ordem Reduzida
Nos resultados anteriores projetou-se filtros robustos da mesma ordem do sistema original,
ou seja, um filtro de ordem n para diferentes classes de sistemas dinaˆmicos. Nesta sec¸a˜o,
mostra-se que e´ poss´ıvel desenvolver filtros F de ordem reduzida nf , isto e´, filtros onde
1Do ingleˆs Linear Parameter Varying, veja por exemplo [33] para mais detalhes sobre sistemas LPV
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xˆ ∈ Rnf , com nf < n, para as classes de sistemas abordadas nas Sec¸o˜es 2.3, 4.3, 4.4, 5.1
e 5.2. O projeto do filtro robusto de ordem reduzida para estes sistemas e´ obtido de forma
similar aos resultados ja´ apresentados, bastando introduzir algumas restric¸o˜es estruturais nas
matrizes do filtro e na func¸a˜o de Lyapunov, similar a` proposta em [31]. Assume-se assim, que
na matriz P(θ) da func¸a˜o de Lyapunov (descrita em (4.38) na Sec¸a˜o 4.4 e (2.58) nos demais
casos), a matriz P4 ∈ Rnf×nf e
P3 =
 P5
0
 ∈ Rn×nf ; (5.37)
onde P5 ∈ Rnf×nf .
Na sequ¨eˆncia, apresenta-se o resultado principal para o projeto de filtros robusto de ordem
reduzida para sistemas variantes no tempo do tipo (2.1). A abordagem proposta segue o
mesmo racioc´ınio usado para o projeto de filtros de ordem completa apresentado na Sec¸a˜o
2.3, isto e´, busca-se uma soluc¸a˜o fact´ıvel para o Problema H2 com uma matriz P(θ)
biquadra´tica em θ com a restric¸a˜o dada em (5.37).
Teorema 5.3 Considere o sistema (2.1) e sejam Bθ e B politopos dados indicando os valores
admiss´ıveis de θ e (θ, θ˙), respectivamente. Suponha que existam matrizes sime´tricas P0 > 0,
P2 e ΩP , e matrizes P1, G1, G2, G3, M1, M2, M4, ΩA, ΩB, ΩC , ΩG, ΩM e Wi, i = 1, ..., `θ
satisfazendo as seguintes LMIs

Φ11 ? ? ?
Φ21 Φ22 ? ?
Φ31 Ω¯
T
PA− ΩM ΩA + ΩTA ?
Cz +M4Θ −M4 −ΩC −I

< 0, ∀ (θ, θ˙) ∈ V(B) (5.38)

W (θ) ? ? ?
(P0 + P1Θ)B + Ω¯BD + Θ
TGT1 P0+G2Θ+Θ
TGT2 ? ?
(P T1 + P2Θ)B−GT1 P T1 +G3Θ−GT2 P2 −G3 −GT3 ?
Ω¯TPB + ΩBD Ω¯
T
P + ΩGΘ −ΩG ΩP

> 0, ∀ θ ∈ V(Bθ)
(5.39)
onde W (θ) e´ uma matriz afim em θ com valores W1, . . . ,W`θ , nos ve´rtices de Bθ e
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Ω¯P =
 ΩP
0
 ∈ Rn×nf , Ω¯A =
 ΩA
0
 ∈ Rn×nf , Ω¯B =
 ΩB
0
 ∈ Rn×ny
Φ11 = A
T
0 P0 + P0A0 + Ω¯BC(θ) + C
T(θ)Ω¯TB + P1Υ + Υ
TP T1 +M1Θ + Θ
TMT1 ,
Φ21 =P
T
1 A0+P2Υ+(P0A+ P1ΘA)T−MT1 +M2Θ,
Φ22 =ATP1+P T1 A+P2ΘA+(P2ΘA)T−M2−MT2 ,
Φ31 = Ω¯
T
PA0 + ΩBC(θ) + Ω¯
T
A + ΩMΘ, Υ=ΘA0 + Θ˙,
(5.40)
enta˜o o filtro F de ordem nf < n com a matriz de transfereˆncia
Gzˆy(s) = (ΩCΩ
−1
P )[sI − (ΩAΩ−1P )]−1ΩB (5.41)
garante que o sistema do erro de estimac¸a˜o Se satisfac¸a as desigualdades (2.53) e (2.54) com
uma matriz P(θ) quadra´tica em θ descrita por (2.58) e (5.37). Ale´m disso,
||Se||22 < max
i=1,...,`θ
Tr [Wi], ∀ (θ, θ˙) ∈ B. (5.42)
Prova: Note que a prova e´ similar a` do Teorema 2.5 assumindo que as matrizes de trans-
formac¸a˜o J1 e J2 sa˜o agora descritas por:
J1 = diag{ In, Iq, P−14 P T5 , Inz} J2 = diag
{
Inw , In, Iq, P
−1
4 P
T
5
}
(5.43)
E a parametrizac¸a˜o do filtro e´ dada por:
ΩA=P5AfP
−1
4 P
T
5 , ΩB=P5Bf , ΩC = CfP
−1
4 P
T
5 ,
ΩM = P5P
−1
4 M3, ΩP = P5P
−1
4 P
T
5
(5.44)
∇∇∇
De forma similar pode-se obter o projeto de filtros de ordem reduzida para os sistemas
na˜o lineares (4.1)/(4.23) e (4.1)/(4.34) e para os sistema lineares (5.1) e (5.2). No caso do
sistema (4.1)/(4.34) este resultado pode ser visto em [20]. Como na˜o foram feitas simulac¸o˜es
com estes resultados, na˜o se sabe ao certo, se a restric¸a˜o na estrutura da matriz P(θ) torna ou
na˜o a abordagem restritiva. Uma opc¸a˜o, ale´m de testar esta formulac¸a˜o, e´ tentar desenvolver
novas abordagens para resolver este problema.
Cap´ıtulo 6
Comenta´rios Finais
O enfoque principal desta tese foi o projeto de filtros robustos para diversas classes de sis-
temas lineares e na˜o lineares usando func¸o˜es de Lyapunov que sa˜o dependentes dos paraˆmetros
incertos do sistema. Neste contexto, metodologias LMIs foram propostas para o projeto de
filtros robustos atrave´s da minimizac¸a˜o dos crite´rios de desempenho H2 e H∞ quando as
incertezas presentes no modelo esta˜o descritas na forma polito´pica. Estes resultados foram
obtidos atrave´s da utilizac¸a˜o do Lema de Finsler, transformac¸o˜es de congrueˆncias e mudanc¸as
de varia´veis. No decorrer da tese, dois tipos de transformac¸o˜es foram utilizadas, a proposta
em [31] e a proposta em [37]. Conforme visto na Sec¸a˜o 2.4, a escolha de uma ou outra
transformac¸a˜o depende do tipo de func¸a˜o de Lyapunov e do sistema a serem considerados.
Ressalta-se, tambe´m, que na˜o se pode afirmar se os resultados obtidos, pela aplicac¸a˜o destas
transformac¸o˜es sa˜o ou na˜o equivalentes.
Uma das vantagens dos me´todos propostos pode ser vista nos exemplos apresentados,
onde observa-se uma melhora significativa na minimizac¸a˜o dos limitantes superiores do erro de
estimac¸a˜o, quando comparado com os resultados ja´ existentes na literatura para o projeto de
filtros robustos. Outra vantagem, e´ que prova-se que estes resultados na˜o sa˜o mais restritivos
que os resultados baseados nas noc¸o˜es de estabilidade quadra´tica, ou seja, sempre que for
poss´ıvel resolver um problema de filtragem, tratado nesta tese, pelos resultados baseados em
estabilidade quadra´tica, os me´todos propostos nesta tese tambe´m sera˜o fact´ıveis e pelo menos
com o mesmo valor do limitante superior para os ı´ndices de desempenho utilizados. No caso
de sistemas na˜o lineares do tipo racionais, este resultado na˜o foi apresentado, mas e´ poss´ıvel
obteˆ-los atrave´s de escolhas adequadas para as varia´veis de Finsler.
Na sequ¨eˆncia, tem-se um suma´rio dos resultados apresentados neste trabalho:
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# Projeto de filtros para sistemas lineares:
X Sistemas a tempo cont´ınuo - (i) projeto de filtrosH2 eH∞ para sistemas invariantes
no tempo com uma classe de func¸o˜es de Lyapunov dependentes dos paraˆmetros
incertos, racionais no caso “primal”e afim no caso “dual”; (ii) projeto de filtros H2
para sistemas variantes no tempo usando func¸o˜es de Lyapunov cujas matrizes sa˜o
quadra´ticas nos paraˆmetros incertos.
X Sistemas a tempo discreto - projeto de filtrosH2,H∞ e mistoH2/H∞ para sistemas
variantes no tempo usando func¸o˜es de Lyapunov cujas matrizes sa˜o quadra´ticas
nos paraˆmetros incertos.
X Sistemas com modos insta´veis - projeto de filtrosH2 para sistemas incertos a tempo
continuo variantes no tempo, no qual parte da dinaˆmica e´ insta´vel. Assume-se que
a parte insta´vel na˜o possui incertezas e que a parte esta´vel pode ser incerta. Os re-
sultados sa˜o obtidos utilizando func¸o˜es de Lyapunov cujas matrizes sa˜o quadra´ticas
nos paraˆmetros incertos.
X Sistemas descritores - projeto de filtros H2 para sistemas descritores incertos a
tempo continuo na forma alge´brico-diferencial, usando func¸o˜es de Lyapunov cujas
matrizes sa˜o quadra´ticas nos paraˆmetros incertos.
# Projeto de filtros para sistemas na˜o lineares:
X Sistemas com ru´ıdos dependentes do estado- projeto de filtros H2 para sistemas
invariantes no tempo, com func¸o˜es de Lyapunov afins (dual) e racionais (primal)
nos paraˆmetros incertos.
X Sistemas com na˜o linearidades do tipo Lipschitz - projeto de filtros H∞ para siste-
mas variantes no tempo, usando uma func¸a˜o de Lyapunov cuja matriz e´ quadra´tica
nos paraˆmetros incertos.
X Sistemas racionais - projeto de filtros H∞ para sistemas racionais nos estados e
nos paraˆmetros incertos variantes no tempo. Usa-se aqui uma func¸a˜o de Lyapunov
polinomial nos estados e nos paraˆmetros incertos. Apresenta-se tambe´m o projeto
de filtros na˜o lineares para esta classe de sistemas.
# Outros Resultados:
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X Filtros dependentes de paraˆmetros - Apresenta-se uma extensa˜o dos resultados
obtidos para o projeto de filtros dependentes dos paraˆmetros incertos do sistema,
onde as matrizes Af (θ) e Cf (θ) sa˜o func¸o˜es afins do paraˆmetro θ.
X Filtros de ordem reduzida - projeto de filtros de ordem reduzida para os sistemas
a tempo continuo variantes no tempo, sistemas com na˜o linearidades de Lipschitz,
sistemas racionais, sistemas com modos insta´veis e sistemas descritores, atrave´s de
restric¸o˜es estruturais na matriz da func¸a˜o de Lyapunov.
Ressalta-se que no contexto de sistemas na˜o lineares, os resultados apresentados sa˜o ape-
nas iniciais apesar dos avanc¸os em se conseguir tratar este problema de forma nume´rica.
Observa-se, tambe´m, que devido ao fato de ser considerado sistemas com incertezas do tipo
polito´picas o numero de LMIs do problema cresce de forma exponencial com o nu´mero de
paraˆmetros incertos. Sendo que esta explosa˜o computacional pode ser agravada pelo fato de
termos a inclusa˜o de novas varia´veis de folga introduzidas pelo Lema de Finsler. Assim, se
a ordem do sistema for muito elevada, podem ocorrer problemas nume´ricos na soluc¸a˜o das
LMIs. A experieˆncia nas simulac¸o˜es mostra, que estes problemas sa˜o mais frequ¨entes no caso
de sistemas a tempo discreto, decorrentes tambe´m do mal condicionamento nume´rico destes
sistemas.
Ale´m dos projetos de filtros formalmente apresentados neste trabalho pode-se, atrave´s de
extenso˜es dos resultados obtidos, obter os seguintes resultados:
X No caso de sistemas estoca´sticos, projetam-se filtros H∞ de maneira similar ao caso H2
juntamente com o resultado do projeto do filtroH∞ para sistemas invariantes no tempo.
Este resultado foi submetido a publicac¸a˜o em [6]. Resultados semelhantes podem ser
tambe´m obtidos para o caso de sistemas bilineares a tempo discreto, utilizando a versa˜o
discreta do Lema 2.2, em [41].
X O projeto de filtros mistos H2/H∞ pode ser estendido para o caso de sistemas a tempo
cont´ınuo invariantes no tempo de forma similar ao caso discreto. Tem-se neste caso,
apenas que se preocupar com a escolha dos valores o´timos para os paraˆmetros i. Este
resultado pode tambe´m ser diretamente aplicado para o casos de sistemas bilineares.
X O projeto de filtros H∞ para sistemas com modos insta´veis e sistemas descritores pode
ser obtido de forma similar ao projeto de filtros H∞ para sistemas de Lipschitz.
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Ale´m destes ı´tens, apresenta-se na sequ¨eˆncia algumas sugesto˜es de trabalhos que podem
ser realizados com base nos resultados propostos:
# Transpor os resultados apresentados para o projeto de filtros para sistemas com incer-
tezas limitadas em norma.
# Uso de novas formulac¸o˜es de parametrizac¸a˜o da func¸a˜o de Lyapunov e/ou condic¸o˜es de
estabilidade para a busca de condic¸o˜es convexas no caso de sistemas a tempo cont´ınuo,
principalmente quando o paraˆmetro incerto e´ variante no tempo.
# Projeto de filtros H∞ para sistemas na˜o lineares a tempo discreto, tendo como base os
resultados apresentados em [21].
# No caso de sistemas na˜o lineares, a busca de soluc¸o˜es baseadas no custo garantido,
talvez com uma interpretac¸a˜o determin´ıstica como a proposta em [59, cap.4].
# Projeto de filtros para sistemas descritores a tempo discreto.
# Aplicac¸a˜o destes resultados em processos reais.
Durante a realizac¸a˜o desta tese os seguinte artigos foram publicados [3], [4], [5], [10], e
[11]; e [6] e [20] foram submetidos ao CDC03. Espera-se que este trabalho possa ajudar a
solidificar e incentivar o uso de func¸o˜es de Lyapunov dependentes de paraˆmetros e LMIs,
na soluc¸a˜o de problemas da Teoria de Controle e da Teoria de Processamento de Sinais, em
especial no contexto de filtragem robusta.
Apeˆndice A
Desigualdades Matriciais Lineares
Neste apeˆndice, apresenta-se uma breve definic¸a˜o de Desigualdades matriciais Lineares
(LMIs) e das ferramentas utilizadas nesta tese para transpor o problema de filtragem em
LMIs. Maiores informac¸o˜es sobre LMIs e sua aplicac¸a˜o na Teoria de Controle e Sistemas
pode ser obtido, por exemplo, em [17] e [42].
A.1 Breve Definic¸a˜o
Desigualdades matriciais Lineares(LMIs) surgiram na teoria de controle no final do se´culo
XIX, quando Lyapunov formulou a condic¸a˜o ATP + PA < 0 com P > 0 para verificar a
estabilidade de sistemas dinaˆmicos, do tipo x˙ = Ax. No entanto, ate´ o in´ıcio dos anos 80 a
aplicac¸a˜o de LMIs era limitada a sistemas de pequenos portes, pois a sua resoluc¸a˜o era feita
de forma manual ou anal´ıtica.
Foi a partir do final da de´cada de 80 com a criac¸a˜o e aperfeic¸oamento de algoritmos de
otimizac¸a˜o convexa, como pontos interiores, que os pesquisadores voltaram a se interessar
pelo uso de LMIs na Teoria de Controle. Desde enta˜o muitos dos resultados usuais da teoria
de controle e sistemas, esta˜o sendo reescritos como LMIs. A vantagem e´ que com o uso de
LMIs e´ poss´ıvel tratar com mais facilidades sistemas mais complexos, como sistemas incertos
e ate´ mesmo sistemas na˜o lineares1.
Matematicamente, uma LMI e´ definida como:
1Veja, por exemplo, [17] e [42] e refereˆncias destes.
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F (x)
∆
= F0 +
m∑
i=1
xiFi > 0, (A.1)
onde x = (x1, x2, ..., xm) e´ o vetor de varia´veis de decisa˜o; Fi ∈ Rn×n para i = 0, ...,m sa˜o
matrizes sime´tricas dadas.
No entanto, dificilmente usa-se esta definic¸a˜o para declarar um problema LMI, pois nor-
malmente uma LMI e´ posta na forma matricial como, por exemplo, a desigualdade de Lyapu-
nov: ATP + PA < 0, com P > 0. Para reescrever esta desigualdade na forma (A.1), deve-se
encontrar os valores de Fi de forma que:
F (P ) = A′P + PA = F0 +
∑
xiFi (A.2)
onde x e´ um vetor contendo os elementos da matriz P que devem ser determinados. Mais
detalhes sobre LMI e aplicac¸a˜o desta em controle podem ser encontrados, por exemplo em
[17] e [42].
Apesar da grande utilizac¸a˜o de LMIs na teoria de controle, e´ raro encontrar problemas
que aparec¸am naturalmente na forma de uma desigualdade matricial linear, por isso, em
muitas situac¸o˜es se faz necessa´rio o uso de ferramentas que possibilitem transpor muitos
dos resultados da teoria de controle e sistemas em LMIs. Na sequ¨eˆncia, apresentam-se dois
resultados que sa˜o utilizados nesta tese para obter condic¸o˜es convexas para o projeto de filtros
robustos.
A.1.1 Complemento de Schur
O Complemento de Schur e´ um resultado da Teoria de Matrizes, amplamente utilizado
na teoria de controle para a transformac¸a˜o de desigualdades na˜o lineares em LMIs.
Lema A.1 (Complemento de Schur) Sejam Q, R, S matrizes de dimenso˜es compat´ıveis,
com Q, R sime´tricas. Enta˜o
Q− SR−1S′ > 0, com R > 0, (A.3)
se e somente se  Q S
S′ R
 > 0 (A.4)
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Prova: A prova deste resultado pode ser encontrada em [17, cap 2]. 
A.1.2 Lema de Finsler
O resultado a seguir e´ uma particularidade do Lema de Finsler [17, cap 2]. Este resultado
era comumente utilizado para a eliminac¸a˜o de varia´veis, como o visto em [17, cap 2]. Nesta
tese, no entanto, utiliza-se este lema para a inclusa˜o de restric¸o˜es de igualdades ao problema,
atrave´s da inserc¸a˜o de novos graus de liberdade. Estes graus de liberdades sa˜o inseridos a
partir da inclusa˜o de novas varia´veis de deciso˜es oriundas da aplicac¸a˜o deste lema. Neste
contexto, o Lema de Finsler vem sendo aplicado a diversas classes de sistemas lineares com
paraˆmetros incertos e tambe´m no caso de sistemas na˜o lineares (veja, por exemplo, [9, 27,
72, 73, 75]).
Lema A.2 (Lema de Finsler - Particularidade) Dada a matriz sime´trica Ψ e a matriz
Ca de dimenso˜es compat´ıveis e seja X uma matriz tal que CaX = 0. Enta˜o tem-se que
X ′ΨX < 0 (A.5)
se e somente se ∃ L tal que
Ψ + LCa + C
′
aL
′ < 0 (A.6)

Um versa˜o mais completa do Lema de Finsler e a sua prova pode ser vista em [27], onde
encontra-se alguns resultados da teoria de controle que podem ser obtidos pela aplicac¸a˜o deste
lema.
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