The local interstellar spectrum (LIS) of cosmic-ray (CR) electrons for the energy range 1 MeV to 1 TeV is derived using the most recent experimental results combined with the state-of-the-art models for CR propagation in the Galaxy and in the heliosphere. Two propagation packages, GALPROP and HELMOD, are combined to provide a single framework that is run to reproduce direct measurements of CR species at different modulation levels, and at both polarities of the solar magnetic field. An iterative maximum-likelihood method is developed that uses GALPROP-predicted LIS as input to HELMOD, which provides the modulated spectra for specific time periods of the selected experiments for model-data comparison. The optimized HelMod parameters are then used to adjust GALPROP parameters to predict a refined LIS with the procedure repeated subject to a convergence criterion. The parameter optimization uses an extensive data set of proton spectra from 1997-2015. The proposed CR electron LIS accommodates both the low-energy interstellar spectra measured by Voyager 1 as well as the high-energy observations by PAMELA and AMS-02 that are made deep in the heliosphere; it also accounts for Ulysses counting rate features measured out of the ecliptic plane. The interstellar and heliospheric propagation parameters derived in this study agree well with our earlier results for CR protons, helium nuclei, and anti-protons propagation and LIS obtained in the same framework.
1. INTRODUCTION Electrons in the cosmic radiation were identified for the first time about fifty years after the discovery of CRs (Meyer & Vogt 1961; Earl 1961) . Subsequently, the origin of the observed spectrum of CR electrons has been one of the most important questions in CR physics. Early CR electron measurements of increasing precision and expanding energy range were made over a series of balloon flights by different experiments (e.g., Fanselow et al. 1969; Buffington et al. 1975; Hartman & Pellerin 1976; Golden et al. 1984 Golden et al. , 1994 Basini et al. 1995; Barwick et al. 1998; Boezio et al. 2000; Torii et al. 2001; Grimani et al. 2002) . However, the experimental scatter was large because the CR electron spectrum is steeply falling with increasing energy, and the background of heavier CR species is high.
The first high-statistics measurements of the all-electron CR spectrum over a wide energy range were made by the Fermi Large Area Telescope (Fermi-LAT) launched in 2008 (Atwood et al. 2009 ). These measurements showed that the all-electron spectrum is flatter than expected with an index about -3 over the energy range 7-1000 GeV (Abdo et al. 2009; Ackermann et al. 2010) . PAMELA data (1-625 GeV, Adriani et al. 2011 ) generally confirmed the Fermi-LAT re-sults albeit with larger error bars, as did the higher precision data from AMS-02 (0.5-1000 GeV, Aguilar et al. 2014a ).
Even though the precise AMS-02 data showed deviations from the earlier Fermi-LAT measurements that are significant due to high statistics and consequently very small error bars, the absolute difference is only ∼10% above 20 GeV vs. a factor of ∼3-4 in the pre-Fermi era. Note that the latest Fermi-LAT all-electron spectrum (7-2000 GeV) obtained using a revised event reconstruction and background rejection analysis (Abdollahi et al. 2017 ) agrees well with AMS-02 results. Above ∼1 TeV, the all-electron spectrum falls rapidly (H.E.S.S., Aharonian et al. 2008 Aharonian et al. , 2009 ). The first ever measurement of the all-electron spectrum for energies 100 MeV outside of the heliosphere has been made by Voyager 1 that reached the heliopause in 2012 (Stone et al. 2013; Cummings et al. 2016) .
The strong interest in the CR electron spectrum during the last decade is also fueled by the PAMELA discovery of a continuous rise of the positron fraction up to ∼ 100 GeV (Adriani et al. 2009 ), and expectations of spectral features at very-high energies associated with local CR accelerators (e.g., Kobayashi et al. 2004) . The latter are yet to be found, although the dedicated experiment CALET has been operating on the International Space Station (ISS) since August 19, 2015 (Asaoka et al. 2017) , and the ISS-CREAM, which was launched to the ISS on August 14, 2017, is also deployed there to make CR measurements in the multi-TeV range (Seo et al. 2014) .
The discovery of the rise of the positron fraction by PAMELA, contrary to the expectations based on the pure secondary production of positrons in energetic CR interactions with the interstellar gas (Protheroe 1982; , was the first clear evidence of new phenomena detected in CRs, even though the first hints of it appeared in data collected by earlier experiments. The TS93 apparatus launched on a balloon from Fort Sumner, NM, in 1993 measured a flat positron fraction 0.078±0.016 in the range ∼5-60 GeV (Golden et al. 1996) . Subsequent balloon-borne flights by CAPRICE94 in 1994 (Boezio et al. 2000) , the HEATe ± instrument in 1994 (Barwick et al. 1997 , and HEAT-pbar instrument in 2000 (Beatty et al. 2004) , indicated that the positron flux did not fall-off as quickly as expected. However, the experimental error bars in these early experiments were too large to provide convincing evidence for a new phenomenon.
Following the PAMELA discovery the rise of the positron fraction up to 200 GeV was confirmed by the Fermi-LAT (Ackermann et al. 2012a) , where the geomagnetic field (the "East-West effect") was used to provide the charge sign separation, and then up to ∼ 500 GeV with higher precision by AMS-02 (Accardo et al. 2014; Aguilar et al. 2014a) . These measurements stimulated an extensive discussion of the origin of the rising positron fraction with dozens of different hypotheses proposed in the literature. They range from conventional astrophysics to non-standard model physics involving various types of dark matter particles. A component with similar origin could be also present in the electron spectrum (e.g., Della Torre et al. 2015) .
High-precision measurements of both electrons and positrons over a wide energy range are thus of critical importance toward unveiling the origin of the excess positrons. Meanwhile, the e ± spectra and the positron fraction below ∼10 GeV was found to depend on the solar activity (PAMELA, Adriani et al. 2016) . The determination of the true electron LIS is, therefore, of considerable interest for the astrophysics and particle physics communities. In the present paper, the same method -including the treatment of errorsis employed as for the recently published studies devoted to the LIS of CR protons, helium nuclei, and anti-protons (Boschini et al. 2017a ).
GALPROP AND HELMOD CODES
In this paper, we use a recently developed version of the HELMOD 10 2D Monte Carlo code for heliospheric CR propagation (Bobik et al. 2012 (Bobik et al. , 2013 Boschini et al. 2017b ) combined with the GALPROP 11 code for interstellar CR propagation (Jóhannesson et al. 2016; Porter et al. 2017) to take advantage of the progress made in the recent CR electron measurements and to derive a self-consistent electron LIS. The HELMOD code includes all relevant effects and, thus, a full description of the diffusion tensor. HELMOD enables accurate calculations for the heliospheric modulation effect over arbitrary epochs and is easily interfaced with GALPROP.
2.1. Galactic CR propagation with the GALPROP code The GALPROP code has been under development since the mid-90s and is the de facto standard code for calculating the propagation of CRs and their associated interstellar emissions. It solves the CR transport equation for a 10 In this work we use HELMOD version 3.5, available from http://www.helmod.org/. The origin of the HELMOD code goes back to the work by Gervasi, Rancoita, Usoskin, & Kovaltsov (1998) (see, for instance, Bobik et al. 2003 Bobik et al. , 2009 Bobik et al. 2012; Della Torre et al. 2012; Bobik et al. 2013 Bobik et al. , 2016 Boschini et al. 2017b) . It has been under continuous development since that time.
given source distribution and boundary conditions for all CR species. GALPROP includes all relevant transport and energy loss/gain processes, such as a galactic wind (advection), diffusive reacceleration in the ISM, energy losses, nuclear fragmentation, radioactive decay, and the production of secondary particles and isotopes. The numerical solution of the transport equation can be obtained using different solvers, including a Crank-Nicholson implicit second-order scheme as well as an explicit method. The spatial boundary conditions assume free particle escape. For a given halo size the diffusion coefficient as a function of momentum is determined by fitting model parameters to CR nuclei secondary-to-primary ratios.
The GALPROP code computes a full network of CR primary, secondary and tertiary species from input source abundances. Starting with the heaviest primary nucleus typically considered ( 64 Ni, A = 64) the propagation solution is used to compute the source term for its spallation products A − 1, A − 2, and so forth. These are propagated in turn, and so on down in mass to protons, secondary e ± , andp. The inelastically scattered p andp are treated as separate components (secondary p, tertiaryp). GALPROP includes a description for the processes of K-capture, electron capture by bare CR nuclei and stripping, as well as knock-on electrons. More details are given in Ptuskin et al. (2006) , Strong et al. (2007) , Vladimirov et al. (2011), and Jóhannesson et al. (2016) , as well as the description of the most recent version of GAL-PROP (v. 56) -see Moskalenko et al. (2017) and Porter et al. (2017) , and references therein.
2.2. HELMOD code for heliospheric CR transport GALPROP provides the predictions for the LIS of all CR species. However, they cannot be compared to the direct CR measurements made at Earth's orbit, or generally in the inner heliosphere, because of the effect of the so-called heliospheric or solar modulation. This modulation is the combined effect of the expanding magnetic fields and the solar wind (SW) whose properties depend on the level of solar activity (e.g., see Boschini et al. 2017a,b) .
The propagation of CRs in the heliosphere was first studied by Parker (1965) , who formulated the transport equation (also called the Parker equation -see, e.g., the discussion in Bobik et al. 2012 , and reference therein):
where U is the number density of Galactic CR particles per unit of kinetic energy T (GeV/nucleon), t is time, V sw,i is the SW velocity along the axis x i , K S ij is the symmetric part of the diffusion tensor, v d,i is the particle magnetic drift velocity (related to the anti-symmetric part of the diffusion tensor), and α rel = T +2mrc 2 T +mrc 2 , with m r -the particle rest mass per nucleon in units of GeV/nucleon. The terms in the Parker equation describe: (i) the diffusion of Galactic CRs scattered by magnetic turbulences, (ii) the adiabatic energy losses/gains due to the propagation in the expanding magnetic fields carried in the SW, (iii) an effective convection resulting from the SW convection with velocity V sw , and (iv) the drift effects related to the drift velocity ( v drift ). Overall, the heliospheric modula-tion results in energy losses and supression of the fluxes of CR species compared to the LIS that are energy-and chargesign-dependent. These effects are controlled by the polarity of the solar magnetic field and by the level of solar activity.
The particle transport within the heliosphere, from the Termination Shock (TS) to Earth's orbit, is treated in this paper using the HELMOD code. HELMOD integrates the Parker (1965) transport equation using a Monte Carlo approach involving stochastic differential equations; for further details of the method and code see Bobik et al. (2012 Bobik et al. ( , 2016 .
In previous models of CR propagation in the heliosphere, the parallel diffusion coefficient (K || ) was assumed to have a sharp break at ∼1 GV, in the transitional region between the two regimes at high and low rigidities (e.g., see Perko 1987; Alanko-Huotari et al. 2007; Strauss et al. 2011; Bobik et al. 2012) . However, as the accuracy of the collected data increased, it becomes clear that a smooth transition between the two regimes is necessary. The functional form of such a transition that is currently employed in HELMOD (see Equation 5 in Boschini et al. 2017b ) is consistent with those presented in Burger & Hattingh (1998) for the same rigidity interval.
The normalization of the parallel component K || of the symmetric part of the diffusion tensor K S ij is determined by the so-called diffusion parameter K 0 , as defined by Eq. (2) of Boschini et al. (2017b, and references therein) . In turn, the diffusion parameter K 0 includes a correction factor that rescales the absolute value proportionally to the drift contribution. This correction factor is evaluated in Boschini et al. (2017a) using the proton spectrum during the period of positive polarity of the heliospheric magnetic field (HMF), and accounts for the presence of the latitudinal structure in the spatial distribution of Galactic CRs. The same correction factor is now applied to electron propagation (q < 0) during the negative HMF polarity period 12 (A < 0), so that an equivalent scaling 13 is applied to periods with qA > 0. The drift treatment in HELMOD follows the formalism originally developed by Potgieter & Moraal (1985) and refined using Parker's magnetic field with polar correction described in Bobik et al. (2013) . During high activity periods the heliospheric magnetic field is far from being considered regular, therefore, we introduced a correction factor suppressing any drift velocity at solar maximum.
As discussed by Boschini et al. (2017b) , the validity of the HELMOD code is verified down to about 1 GV rigidities (equivalent to ∼1 GeV in kinetic energy for electrons). Lower rigidities/energies are not considered in the present work because to do so requires additional refinement for the description of the solar modulation in the outer heliosphere -between TS and interstellar space (see, e.g., Scherer et al. 2011; Dialynas et al. 2017 ) -as well as inclusion of the turbulence in the calculation of the drift coefficient (see, e.g., Engelbrecht et al. 2017 ). However, Voyager 1 electron data is used as a guideline. 
INTERSTELLAR PROPAGATION
The tuning procedure employed in this paper is the same that was used by Boschini et al. (2017a) . A short description of the method is provided below.
The Markov Chain Monte Carlo (MCMC) interface to v.56 of GALPROP was adapted from CosRayMC (Liu et al. 2012) and, in general, from the COSMOMC package (Lewis & Bridle 2002 ). An iterative procedure was developed that calculates LIS with GALPROP, passing the results to HELMOD to produce the modulated spectra for specific time periods for comparison with AMS-02 data, which are the observational constraints. The goodness estimator of the parameter scan is the natural logarithm of the likelihood. For computational convenience this is built using χ 2 from all observables: hundreds of thousands of samples were generated and the Log-Likelihood used to accept or reject each sample. The scan is terminated when the Log-Likelihood is maximized.
The basic features of CR propagation in the Galaxy are well-known, but the exact values of propagation parameters depend on the assumed propagation model and accuracy of selected CR data. Therefore, the MCMC procedure is used to determine the propagation parameters employing the best available CR measurements. The five propagation parameters that have the largest effect on the overall shape of CR spectra were left free in the scan that used a 2D GALPROP model: the Galactic halo half-width z h , the normalization of the diffusion coefficient D 0 and the index of its rigidity dependence δ, the Alfvén velocity V Alf , and the gradient of the convection velocity dV conv /dz (V conv = 0 in the plane, z = 0). The spatial distribution of CRs near the Sun depends only weakly on the chosen radial size of the Galaxy if its distance is farther than the halo size (e.g., Ackermann et al. 2012b) . The radial boundary is therefore set to 20 kpc.
The best values for the main propagation parameters tuned to the AMS-02 data are listed in Table 1 . The values are similar to those obtained by Boschini et al. (2017a) , within the quoted error bands, while the convection velocity V conv is set to 0 in the plane. For example, to get a more consistent electron LIS, the Alfvén velocity V Alf was increased by ∼ 2 km s −1 . As already discussed by Boschini et al. (2017a) , simultaneous inclusion of both reacceleration and convection is needed to describe the high precision AMS-02 data, particularly in the range below 20 GV where the modulation effects on CR spectra are significant. For more details the reader is referred to the above-mentioned paper.
The MCMC procedure is used only for first step to define a consistent set for the Galactic CR propagation parameters. The HELMOD module was then used for a methodical calibration of the LIS spectral parameters. Parameters of the injection spectra, such as spectral indices γ i and the break rigidities R i , were left free, but their exact values depend on the solar modulation, so the low-energy parts of the spectra are tuned together with the solar modulation parameters as described below.
To refine the LIS description smoothing features to the breaks in the injection spectrum were added. Reproducing the electron spectrum from MeV to TeV energies requires an injection spectrum with three spectral breaks. MCMC scans in γ i and R i were performed using CR electron measurements by AMS-02 (Aguilar et al. 2014b ) and by Voyager 1 (Cummings et al. 2016) as constraints. At the next step, these parameters were slightly modified together with the solar modulation parameters in order to find the best-fit solution for the electron LIS, as explained by Boschini et al. (2017a) . Reproduction of the low-energy electron LIS measurements by Voyager 1 requires a break around R 0 ∼ 190 MV. The resulting best-fit spectral parameters are shown in Table 2 .
Note that the only data available to tune the electron LIS below AMS-02 energies are coming from Voyager 1. Unfortunately, the Electron Telescope (TET) aboard the Voyager 1 spacecraft cannot discriminate between electrons and positrons, so it provides only the all-electron spectrum. On the other hand, GALPROP calculations indicate that the secondary positron fraction decreases as energy decreases being 35% at its maximum contribution for ∼ 200 MeV energies, and becomes as small as a few per cent or less below ∼20 MeV (e.g., Porter et al. 2008) . Therefore, assuming that only electrons are present in CRs at low energies the maximum error in the results at these energies would be ∼ 30%.
Electron LIS at low and Intermediate energies
Since the end of August, 2012, the Voyager 1 mission is exploring interstellar space providing invaluable data on the composition of Galactic CRs at low energies (Stone et al. 2013; Cummings et al. 2016 ). In the current analysis Voyager 1 data (Cummings et al. 2016 ) taken between December 2012 and June 2015 is used as a constraint for evaluating the electron LIS, as described above. A comparison of the Voyager 1 all-electron spectrum in the kinetic energy range 3-74 MeV and the proposed model for the LIS is shown in Figure 1. The combined model provides a good description of the electron LIS at low energies.
At high energies, where the CR fluxes are not affected by the heliospheric modulation, the most recent measurements by AMS-02 and PAMELA up to 90 GeV are included and shown in Figure 2 . The electron LIS at even higher energies is discussed in Sect. 4. It can be seen that even though the AMS-02 (Aguilar et al. 2014b ) and PAMELA data (Adriani et al. 2011) in Figure 2 are consistent within the error bars, the systematic difference between the datasets can be as large as ∼20% in the energy range 30-90 GeV. Speculation on the possible origin(s) of this difference is not made here. However, it is clear that it is not the effect of solar modulation because it should be insignificant at these energies. For the MCMC procedure (Sect. 2.1) the AMS-02 data is used because it has the smallest error bars.
Data at Earth and outside of the ecliptic plane
This section illustrates an application of the HELMOD code to derivation of the modulated electron spectra at Earth. The spectra have to be compared to those measured by AMS-02 and PAMELA during periods of low (i.e., PAMELA from 2006 to 2010, Adriani et al. 2011 Adriani et al. , 2015 and high solar activity (i.e., AMS-02 from 2011 to 2013, Aguilar et al. 2014b ). The available data are integrated over a period of a few months to years. To reproduce the conditions of both low and high solar activity, the HELMOD modulated spectra are evaluated for each Carrington Rotation within the period appropriate to the corresponding dataset. The obtained results are then used to evaluate a unique normalized probability function for the modulation tool described in Section 3.1 of Boschini et al. (2017a) .
Improvements in the data analysis procedure and in the simulation of the time dependence of the tracking system performance of PAMELA (Adriani et al. 2015) lead to a ∼10% increase in the overall normalization of the CR electron fluxes measured in the period from July, 2006 -December, 2009 compared to earlier results (Adriani et al. 2011 ). However, it is not enough to account for a systematic discrepancy of ∼20% between AMS-02 and earlier results from PAMELA (Adriani et al. 2011 ). Due to the smaller quoted systematic uncertainties, the AMS-02 data are used as the reference. In this work a normalization factor for the electron LIS that is listed in Table 3 is calculated for each presented dataset.
The computed modulated spectra, for both low and high solar activity periods, are shown in Figures 3 and 4 . The details of the modulation model are described in Sect. 2.2 and applied to the LIS described in Sect. 3.1. The high energy part of the spectrum is not affected by the solar modulation, and, therefore, is not discussed here. Simulated spectra are in a good agreement with experimental data in the energy range from 1 GeV to 90 GeV. The ∼ 2σ deviations seen in the energy range 3 GeV are present in all spectra, and this most likely implies that the injection spectrum needs some additional adjustments. Further comparison with the data is made in Appendix A that also includes data taken by PAMELA around solar minimum (Adriani et al. 2015) .
A reliable model for heliospheric modulation requires a proper modeling of CR distribution in the whole heliospheric volume, including space outside the ecliptic plane and at large distances from the Sun. Since 1990s and until 2009, the Ulysses spacecraft (see e.g. Sanderson et al. 1995; Marsden 2001; Balogh et al. 2001 ) explored the heliosphere outside the ecliptic plane up to ±80
• in solar latitude and at distances ∼1-5 AU from the Sun. In particular, observations of particle flux were performed using the Cosmic Ray and Solar Particle Investigation Kiel Electron Telescope (COSPIN/KET) and High Energy Telescope (COSPIN/HET). Figure 6 shows the Ulysses counting rate normalized to the average value. Data for Ulysses were taken from Ulysses Final Archive 14 . The analyzed data come from the KET electron channel E300-B (Rastoin et al. 1996 , electron energies of 0.9-4.6 GeV) using the Carrington Rotation average. HELMOD calculations are made for electrons of 0.6-10 GeV for each Carrington Rotation at the same distance and solar latitude as the Ulysses spacecraft. In order to correctly weight the spectral energy distribution, the calculated differential flux is then convolved with the subchannel response function available in Rastoin et al. (1996) . The error band was evaluated using the procedure described in Boschini et al. (2017a) . Figure 6 shows a comparison of the Ulysses data with the HELMOD calculations. Both experimental data and simulations are normalized to their corresponding mean values to allow a relative comparison along the solar cycle. The model reproduces the general features of the latitudinal gradients observed during the fast scans of 1994-1995 and 2007 . Moreover, the agreement is still acceptable along the whole orbit, which extends as far as ∼3 AU. We note that the purpose of Figure 6 would require a calculation that combines several energy bins weighted with the Ulysses response function and detector efficiency.
ELECTRON LIS
In addition to the plots and tabulated data presented in Sect. 3.2 and the Appendix, we provide a parameterization F (T ) of the GALPROP LIS (Figure 1) HelMod Ulysses E300-B Figure 6 . Ulysses counting rate normalized to the average value for the KET electron channel E300-B (electron energies of 0.9-4.6 GeV) as a function of time, where each point is an average over one Carrington rotation. The red solid line is the HELMOD calculation for electrons of 0.6-10 GeV convolved with the subchannel response function for each Carrington rotation at same distance and solar latitude of the Ulysses spacecraft. Blue area shows systematic errors associated with model calculations.
GeV as a function of kinetic energy in GeV:
1 + 4.307×10 8 T −9.269 + 3.125×10 8 T −10.697 , T < 6.88 GeV 995.598 T −3.505 + 4.423 T −2.620 , T ≥ 6.88 GeV where the units are (m 2 s sr GeV) −1 . This fit reproduces the GALPROP electron LIS with an accuracy better than 5% for the whole quoted energy range.
The electron LIS that results from the model calculations is in a good agreement with data ( Figure 5 ). Meanwhile, it may harbor an additional electron component from an unknown source of the same nature as that of the excess positrons (Adriani et al. 2009; Accardo et al. 2014) . If charge-sign symmetry is assumed, i.e. that the electron and positron components coming from an unknown source have identical spectra, then the spectral shape of such an additional electron component can be derived from AMS-02 positron measurements (Aguilar et al. 2014b) . The spectrum of an additional component, "the signal," S(T ) can be parametrized as a function of kinetic energy as:
This involves a re-tuning of the electron injection spectrum above the break at 95 GV (γ 3 in Table 2 ). This parameterization also takes into account the standard astrophysical background of secondary positrons evaluated to be 6% at 30 GeV Accardo et al. 2014) .
With an addition of the extra components, the electron and all-electron spectra (Aguilar et al. 2014a ) match the AMS-02 data well ( Figure 5 ). The calculated all-electron spectrum includes the astrophysical background of positrons ( 6% relative to the all-electron LIS) that is also used as an estimate of the systematic uncertainty. The all-electron spectrum includes twice the positron excess that accounts for both extra electron and positron components. The inclusion of the extra electron and positron components in equal amounts improves the agreement with the AMS-02 data (Della Torre et al. 2015) . A possible origin of this excess will be discussed in a forthcoming paper devoted to the positron LIS.
CONCLUSIONS
The electron LIS derived in the current work provides a good description of the Voyager 1, PAMELA, and AMS-02 data over the energy range from 1 MeV to 1 TeV. The data for solar cycles 23 and 24 to be successfully reproduced within a single framework. This includes a fully realistic and exhaustive description of the relevant CR physics. Given their high precision, recent AMS-02 electron and positron data can be used to put useful constraints on the origin of the positron excess -to be discussed in the forthcoming paper. This work complements earlier results on the proton, He, and antiproton LIS illustrating a significant potential of the combined GALPROP-HELMOD framework. 
