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Abstract—It has been shown that approximate message passing
algorithm is effective in reconstruction problems for compressed
sensing. To evaluate dynamics of such an algorithm, the state
evolution (SE) has been proposed. If an algorithm can cancel the
correlation between the present messages and their past values,
SE can accurately tract its dynamics via a simple one-dimensional
map. In this paper, we focus on dynamics of algorithms which
cannot cancel the correlation and evaluate it by the generating
functional analysis (GFA), which allows us to study the dynamics
by an exact way in the large system limit.
I. INTRODUCTION
Dynamics of iterative algorithms for compressed sensing is
discussed in this paper. We consider a problem that an N–
dimensional vector x ∈ RN is reconstructed from an M–
demensional (M < N ) vector y ∈ RM :
y = Ax0 + ω, (1)
through an given M ×N matrix A ∈ RM×N . Here, ω ∈ RM
denotes a noise vector ω ∼ N (0, σ2ωI). Since the ratio δ =
M/N , which is called the compression rate, is less than one,
the system of equations undetermined. The original vector x0
may be however reconstructed if we have some knowledge of
it, namely the sparsity. This problem [5], [24], [11] is termed
the reconstruction problem of compressed sensing [12], [2],
[3], [4].
To solve such undetermined systems, linear programming
(LP) methods is widely applied and is investigated its per-
formance [12], [2], [3], [4]. However, the LP might be still
expensive to solve the large scale reconstruction problems.
Recently, Donoho et al. have suggested an iterative algorithm
which is called the approximate message passing algorithm
(AMP) [13]. They have also proposed SE to evaluate its per-
formance and have shown that the reconstruction performance
of AMP is identical to that of the LP-based reconstruction [13].
Bayati and Montanari have provided the rigorous foundation
to SE and have shown that SE can be applied to a general
class of algorithms on dense graph, namely algorithms which
can cancel the correlation between the present messages and
its past values [1]. This correlation is often called a retarded
self-interaction, which is caused by iterations, or the Onsager
reaction.
Contrary to success of analysis for AMP, analysis for algo-
rithms which cannot cancel the correlation between the present
messages and their past values, e.g., the iterative shrinkage-
thresholding algorithm (IST) [13], [27], is not discussed
enough. In this case, we have to treat complex correlation.
We focus on dynamics of algorithms which cannot cancel such
correlation and evaluate the dynamics of IST by applying GFA
[10], [15], [6], [7]. Dynamics, that appears in the information,
has drawn attention so far [23], [16], [25], [18], [19], [20],
[21]. In GFA, we assume that the generating functional is
concentrated around its average over the randomness in the
large system limit, and we use the saddle-point methods to
calculate the generating functional asymptotically. An advan-
tage of GFA is to be able to evaluate dynamics of nonlinear
systems exactly for the first few stages. To evaluate long time
dynamics, approximation schemes may, on the other hand,
have to be employed due to the computational cost.
This paper is organized as follows. The next section intro-
duces reconstruction algorithms. Section III and IV explains
about analysis and experiments, respectively. The final section
is devoted to a summary.
II. SETTINGS AND ALGORITHMS
We assume the following to simplify the problem. Each
element of the original vector x0 = (x0,n) ∈ RN , is an i.i.d.
random variable which obeys the distribution p(x) = (1 −
ρ)δ(x) + ρ(2pi)−1/2 exp(−x2/2) with a given signal density
ρ (0 ≤ ρ ≤ 1), where δ(x) denotes Dirac’s delta function.
Each element of the compression matrix A = (amn) ∈ RM×N
is an i.i.d. Gaussian random variable of mean zero and variance
M−1, i.e., amn ∼ N (0,M−1).
Donoho et. al. have developped the following iterative algo-
rithm achieving the performance of LP-based reconstruction.
Definition 1: Starting from an initial guess x(0) = 0 and
z(0) = y, the approximate message passing (AMP) algorithm
iteratively proceeds by
x(t+1) = ηt(A
⊤z(t) + x(t)), (2)
z(t) = y −Ax(t)
+
1
δ
z(t−1)〈η′t−1(A⊤z(t−1) + x(t−1))〉. (3)
Here, {ηt} is an appropriate sequence of threshold functions
(applied componentwise), x(t) ∈ RN is the current estimate
of the original vector x0, A⊤ denotes the transpose of A and
η′t(u) = ∂ηt(u)/∂u. For a vector v = (v1, · · · , vN ), 〈v〉 ,
N−1
∑N
n=1 vn. 
One of other popular iterative algorithms [26] has the follow-
ing form.
Definition 2: Starting from an initial guess x(0) = 0,
the iterative shrinkage-thresholding algorithm (IST) iteratively
proceeds by
x(t+1) = ηt(
1
cA
⊤z(t) + x(t)), (4)
z(t) = y −Ax(t). (5)

Here, the parameter c ≥ 1, which also appears in the
separable surrogate functionals (SSF) method [9], is intro-
duced to make IST be easy to converge. When c = 1, the
difference between AMP and IST is only whether the term
1
δz
(t−1)〈η′t−1(A⊤z(t−1) + x(t−1))〉 exists or not. The IST
lacks this term which can cancel the correlation between
the present messages and their past values. Due to this, the
summation of massages cannot be regarded as a Gaussian
random variable. It cannot therefore hope that the shrinkage-
thresholding works properly. While the property of AMP
is investigated theoretically and thoroughly [13], [1], The
dynamics of such algorithms for the reconstruction problem
is not discussed enough so far.
III. ANALYSIS
The goal of our analysis is to evaluate the mean squared
error (MSE) per component.
We analyze the dynamics in the large system limit where
N,M → ∞, while the compression rate δ is kept finite.
The dynamics (4) is a Markov chain, so the path probability
p[x(0), · · · ,x(t)], which is often called path probability, are
simply given by products of the individual transition proba-
bilities of the chain:
p[x(0), · · · ,x(t)] =δ[x(0)]
t−1∏
s=0
δ[x(s+1)
− ηt(1cA⊤(y −Ax(t)) + x(t) + θ(t))],(6)
which is called the path probability. Here, θ(t) is an exter-
nal message which is introduced to evaluate the response
function and these parameters {θ0, · · · , θ(t)} are set to be
zero in the end of analysis. The initial state probability
becomes p[x(0)] =
∏N
n=1 δ[x
(0)
n ]. Therefore, we can cal-
culate an expectation with respect to an arbitrary function
G = G(x(0), · · · ,x(t)) of tentative decisions as Ex(G) ,∫
R(t+1)N
(
∏t
s=0 dx
(s)) p[x(0), · · · ,x(t)]G, where x denotes a
set {x(0), · · · ,x(t)} and EX denotes the expectation with
respect to a random variable X . To analyze the dynamics of
the system we define the following functional that is called
the generating functional.
Definition 3: The generating functional Z[ψ] is defined by
Z[ψ] , Ex
(
exp
[
−i
t∑
s=0
x(s) · ψ(s)
])
, (7)
where ψ(s) = (ψ(s)1 , · · · , ψ(s)N )⊤. 
In familiar way [10], [6], [18], one can obtain all averages of
interest by differentiation, e.g.,
i lim
ψ→0
∂Z[ψ]
∂ψ
(s)
n
= Ex(x
(s)
n ), (8)
− lim
ψ→0
∂Z[ψ]
∂ψ
(s)
n ∂ψ
(s′)
n′
= Ex(x
(s)
n x
(s′)
n′ ), (9)
i lim
ψ→0
∂Z[ψ]
∂ψ
(s)
n ∂θ
(s′)
n′
=
∂Ex(x
(s)
n )
∂θ
(s′)
n′
. (10)
from Z[ψ]. We assume that the generating functional
is concentrated to its average over the random variables
{A,x0,ω} in the large system limit, namely the
typical behavior of the system depends only on the
statistical properties of the random variables. We
therefore evaluate the averaged generating functional
Z¯[ψ] = Ex,A,x0,ω(exp[−i
∑t
s=0 x
(s) · ψ(s)]), where [· · · ]
denotes an expectation over {A,x0,ω}. Evaluating the
averaged generating functional, one can obtain important
parameters which describe the algorithm performance.
Namely, we can evaluate the overlap, which is also called
the direction cosine, between he original vector x0 and the
current estimate x(s) and the second moment of the current
estimate. Since ||x0−x(t)||22 = ||x0||22− 2x(t) ·x0+ ||x(t)||22,
we can evaluate MSE from the overlap and the second
moment. Here, x(t) · x0 denotes the inner product between
x(t) and x0. One finds the following proposition.
Proposition 1: For IST with an arbitrary sequence of
threshold functions {ηs}ts=0, MSE per component σ2t of the
current estimate x(t) can be assessed as
σ2t , N
−1
Ex,A,x0,ω(||x0 − x(t)||22)
= ρ− 2m(t) + C(t,t), (11)
in the large system limit, i.e., N →∞, where the parameters
are given as follows.
m(s) = 〈〈x0x(s)〉〉, (12)
C(s,s
′) = 〈〈x(s)x(s′)〉〉, (13)
G(s,s
′) = 〈〈x(s)(R−1v)(s′)〉〉I(s > s′), (14)
where I(P) denotes an indicator function which takes 1 if the
proposition P is true, 0 otherwise. Here, the average over the
effective path measure 〈〈· · ·〉〉 is given by
〈〈g(x,v)〉〉 ,Ex0
(∫
Dv
∫
Rt+1
(t−1∏
s=0
dx(s)
)
g(x,v) δ[x(0)]
×
t−1∏
s=0
δ[x(s+1) − ηs(x0kˆ(s) + v(s) + (Γx)(s))]
)
,
(15)
where Dv = |2piR|−1/2 dv exp[− 12v · R−1v], R =
c−2(1+(cδ)−1G⊤)−1 D (1+(cδ)−1G)−1, Γ = c−1(c−1)1
+c−1(1 + (cδ)−1G)−1(cδ)−1G and kˆ(s) = c−1|Λ[s]|. Each
entry of D is D(s,s′) , σ2ω + δ−1[ρ−m(s) −m(s
′) +C(s,s
′)]
and each entry of Λ[s] is Λ
(s′,s′′)
s = δs,s′ +(1− δs,s′)(δs′,s′′ +
(cδ)−1G(s
′′,s′)). The terms (R−1v)(s) and (Γσ)(s) denote the
sth element of the vector R−1v and Γσ, respectively. 
Outline of derivation is available in Appendix A. The pa-
rameters m(s) and C(s,s′) are referred to as the overlap and the
correlation function, respectively. Especially, C(s,s) gives the
second moment of the sth estimate. In GFA, we extract a one-
dimensional iterative process which is statistically equivalent
to the original N -dimensional iterative process. The effective
path measure 〈〈· · ·〉〉 is an expectation operator with respect
to such a one-dimensional process. Proposition 1 entirely
describe the dynamics of the system. The term (Γσ)(s) in (15)
is called the retarded self-interaction or the Onsager reaction
term.
IV. EXPERIMENTS
To validate the results obtained above, we performed nu-
merical experiments in N = 2, 000 systems. For sparse signed
original vectors, the sequence of the threshold functions [13]
is chosen as ηt(x; λˆt) = (x−λˆt)I(x > λˆt)+(x+λˆt)I(x < λˆt)
with λˆt = λσt/c, where λ is a threshold control parameter and
σt is MSE per component of the current estimate. In practice,
we cannot use a true MSE, since we do not know the original
vector. We therefore have to use an alternate value instead
of the true MSE. The MSE on zeros σˆ2t = Ex0 [I(x0,n =
0)(xtn)
2|x0,n = 0], which is referred to as MSEZ, is one
of useful alternate values which are easy to estimate. We set
σˆ20 = ρ for an initial value.
Figure 1 shows the first few stages of the dynam-
ics of IST which is predicted by GFA. The parameters
are set to be (ρ, δ, λ, c) ∈ {(0.1, 0.5, 3, 3), (0.1, 0.8, 3, 1),
(0.1, 0.8, 0.5, 1)}. The parameter λ is not optimized for IST.
Figure 1(a) is a case where the reconstruction is successful.
The parameter c is set to be c > 1 like the SSF method in
this case. Since the residue is added little by little, it is easy
to avoid a vibration behaviour. Figure 1(b) is a case where the
reconstruction fails. When the parameters are near the region
where the reconstruction succeeds, a vibration behaviour often
turns up. Figure 1(c) is also a case where the reconstruction
fails. When the parameters are far from the region where the
reconstruction succeeds, MSE generally diverges. The GFA
prediction is in good agreement with computer simulation
result. The parameter c is set to one in Fig. 1(b) and Fig.
1(c), which corresponds to the simple iterative thresholding
algorithm (ITA) [13].
The self-consistent equations appeared in Proposition
proposition:IST involve three kinds of parameters {m(s),
C(s,s
′), G(s,s
′)}ts,s′=0. The number of these parameters is
t + 2t2 and gradually grows as time passes. The other
parameters can be easily calculated from these. When one
solve self-consistent equations according to its definition, the
computational cost for stage t becomes O(t2et) since each
parameter, e.g., m(t), involves a t-multiple integral, Approxi-
mation schemes to evaluate the GFA result might be therefore
important to capture long time dynamics [14], [15].
V. SUMMARY
We analyzed dynamics of the iterative shrinkage-
thresholding algorithm for compressed sensing as a typical
algorithm which cannot cancel the correlation between the
present messages and their past values. While the state evolu-
tion plays an important role to understand nature of iterative
algorithms which can cancel such a correlation exactly, the
generating functional formalism gives us a analytical method
to treat iterative algorithms which cannot cancel the corre-
lation. The result of the generating functional formalism for
algorithms which can cancel the correlation must give that of
SE. It is under way to check this property.
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Fig. 1. The first few stages of the dynamics of IST predicted by
GFA (squares: MSE, trianlges: MSEZ). Computer simulations (circles: MSE,
Inverted triangles: MSEZ) are evaluated in N = 2, 000 systems. (a) Case
where the reconstruction succeeds. (ρ, δ, λ, c) = (0.1, 0.5, 3, 3). (b) Failure
case. (ρ, δ, λ, c) = (0.1, 0.8, 3, 1). (c) Another failure case. (ρ, δ, λ, c) =
(0.1, 0.8, 0.5, 1).
APPENDIX
A. Outline of analysis
Let u(t) = (u(t)n ) be a summation of messages, i.e.,
u(t) , 1cA
⊤z(t) + x(t) + θ(t), where θ(t) is an exter-
nal message which is introduced to evaluate the response
function G(s,s′). The Dirac’s delta function is replaced as
δ(x) = γ(2pi)−1/2e−γ
2x2/2 and the parameter γ is taken
the limit γ → ∞ later. We first separate the summation
of messages at any iteration step by inserting the following
delta-distributions: 1 =
∫
δuδuˆ
∏t−1
s=0
∏N
n=1 exp[iuˆ
(s)
n {u(s)n −
(1cA
⊤z(t))n−x(t)n −θ(t)n }], where δu ,
∏t−1
s=0
∏N
n=1
du(s)n√
2pi
and
δuˆ ,
∏t−1
s=0
∏N
n=1
duˆ(s)n√
2pi
. Here, (a)n denotes the nth element
of the vector a. We then have
Z¯[ψ] =Ex0,A,ω
{ ∑
x(0),··· ,x(t)
p[x(0)]
∫
R2tN
δuδuˆe−i
∑t
s=0 x
(s)·ψ(s)
× exp
[
i
t−1∑
s=0
N∑
n=1
uˆ(s)n {u(s)n − x(s)n − θ(s)n }
+
t∑
s=0
N∑
n=1
{ln γ√
2pi
− γ
2
2
[x(t+1)n − ηs(u(s)n )]2}
]
× exp
[
−i 1
c
M∑
m=1
t−1∑
s=0
( N∑
n=1
amnuˆ
(s)
n
)
ωm
− i 1
c
M∑
m=1
t−1∑
s=0
( N∑
n=1
amnuˆ
(s)
n
)
×
( N∑
n=1
amn{x0,n − x(s)n }
)]}
, (16)
In order to average the generating functional with respect to
the disorder A and ω, we isolate the spreading codes by
introducing the variables v(s)m , w(s)m : 1 =
∫
δvδvˆ
∏t−1
s=0
∏M
m=1
exp[ivˆ
(s)
m {v(s)m −
√
δ
∑N
n=1 amnuˆ
(s)
n }] and 1 =
∫
δwδwˆ
∏t−1
s=0∏M
m=1 exp[iwˆ
(s)
m {w(s)m −
√
δ
∑N
n=1 amn[x0,n−x(s)n ]}], where
δv ,
∏M
m=1
∏t−1
s=0
dv(s)m√
2pi
, δvˆ ,
∏M
m=1
∏t−1
s=0
dvˆ(s)m√
2pi
, δw ,∏M
m=1
∏t−1
s=0
dw(s)m√
2pi
, and δwˆ ,
∏M
m=1
∏t−1
s=0
dwˆ(s)m√
2pi
. One then
obtains
EA,ω
{
exp
[
−i 1
c
M∑
m=1
t−1∑
s=0
( N∑
n=1
amnuˆ
(s)
n
)
ωm
− i 1
c
M∑
m=1
t−1∑
s=0
( N∑
n=1
amnuˆ
(s)
n
)( N∑
n=1
amn{x0,n − x(s)n }
)]}
=
∫
R4tN
δvδvˆδwδwˆ
× exp
[
i
M∑
m=1
t−1∑
s=0
{vˆ(s)m v(s)m + wˆ(s)m w(s)m −
1
cδ
v(s)m w
(s)
m }
]
× Eω
{
exp
[
−i 1
c
√
1
δ
M∑
m=1
t−1∑
s=0
v(s)m ωm
]}
× EA
{
exp
[
−i
√
δ
M∑
m=1
t−1∑
s=0
{vˆ(s)m
N∑
n=1
amnuˆ
(s)
n
+ wˆ(s)m
N∑
n=1
amn(x0,n − x(s)n )}
]}
. (17)
We now can calculate the average of the term in the disorder-
averaged generating functional. The term Eω{· · · } in (17)
becomes
Eω
(
exp
[
−i 1
c
√
1
δ
M∑
m=1
t−1∑
s=0
v(s)m ωm
])
= exp
[
− σ
2
ω
2c2δ
M∑
m=1
t−1∑
s=0
t−1∑
s′=0
v(s)µ v
(s′)
µ
]
. (18)
Calculating the average of the term containing the disor-
der in Z¯[ψ] , we separate the relevant one-stage and two-
stage order parameters by inserting: 1 = ( N2pi )
t
∫
dmdmˆ
exp[iN
∑t−1
s=0 mˆ
(s){m(s) − 1N
∑N
n=1 x0,nx
(s)
n }], 1 = ( N2pi )t∫
dkdkˆ exp[iN
∑t−1
s=0 kˆ
(s){k(s) − 1N
∑N
n=1 x0,nuˆ
(s)
n }],
1 = ( N2pi )
t2
∫
dqdqˆ exp[iN
∑t−1
s=0
∑t−1
s′=0 qˆ
(s,s′){q(s,s′) − 1N∑N
n=1 x
(s)
n x
(s′)
n }], 1 = ( N2pi )t
2 ∫
dQdQˆ exp[iN
∑t−1
s=0
∑t−1
s′=0
Qˆ(s,s
′){Q(s,s′) − 1N
∑N
n=1 uˆ
(s)
n uˆ
(s′)
n }] and 1 = ( N2pi )t
2∫
dLdLˆ exp[iN
∑t−1
s=0
∑t−1
s′=0 Lˆ
(s,s′){L(s,s′) − 1N
∑N
n=1
x
(s)
n uˆ
(s′)
n }]. Since the initial state probability is factorizable,
the disorder-averaged generating functional factorizes into
single-site contributions.
The disorder-averaged generating functional is for N →∞
dominated by a saddle-point [8], [17]. We can thus simplify
the saddle-point problem to (19). The disorder-averaged gener-
ating functional is then simplified to the saddle-point problem
as
Z¯[ψ] =Ex0
(∫
dmdmˆdkdkˆdqdqˆdQdQˆdLdLˆ
× exp
[
N(Ψ + Φ+ Ω) +O(lnN)
])
, (19)
in which the functions Ψ, Φ, Ω are given by
Ψ ,i
t−1∑
s=0
{mˆ(s)m(s) + kˆ(s)k(s)}+ i
t−1∑
s=0
t−1∑
s′=0
{qˆ(s,s′)q(s,s′)
+ Qˆ(s,s
′)Q(s,s
′) + Lˆ(s,s
′)L(s,s
′)} (20)
Φ ,
1
N
N∑
n=1
ln
{∫
Rt+1
(t−1∏
s=0
x(s)
)
p[x(0)]
∫
δuδuˆ
× exp
[t−1∑
s=0
{ln γ√
2pi
− γ
2
2
[x(s+1) − ηs(u(s))]2}
− i
t−1∑
s=0
t−1∑
s′=0
{qˆ(s,s′)x(s)x(s′)
+ Qˆ(s,s
′)uˆ(s)uˆ(s
′) + Lˆ(s,s
′)x(s)uˆ(s
′)}
+ i
t−1∑
s=0
uˆ(s){u(s) − x(s) − θ(s)n − x0,nkˆ(s)}
− i
t−1∑
s=0
x0,nx
(s)
mˆ
(s) − i
t∑
s=0
x(s)ψ(s)n
]
(21)
Ω ,
1
N
ln
∫
δvδvˆδwδwˆ
× exp
[
i
M∑
m=1
t−1∑
s=0
{vˆ(s)m v(s)m + wˆ(s)m w(s)m −
1
cδ
v(s)m w
(s)
m }
− 1
2
M∑
m=1
t−1∑
s=0
t−1∑
s′=0
{ 1
c2δ
σ2ωv
(s)
m v
(s′)
m + vˆ
(s)
m Q
(s,s′)vˆ(s
′)
m }
− 1
2
M∑
m=1
t−1∑
s=0
t−1∑
s′=0
{vˆ(s)m [k(s) − L(s′, s)]wˆ(s
′)
m
+ wˆ(s)m [k
(s′) − L(s,s′)]vˆ(s′)m }
− 1
2
M∑
m=1
t−1∑
s=0
t−1∑
s′=0
{wˆ(s)m [ρ−m(s)−m(s
′)+q(s,s
′)]wˆ(s
′)
m }
]
(22)
where δu ,
∏t−1
s=0
du(s)√
2pi
and δuˆ ,
∏t−1
s=0
duˆ(s)√
2pi
. In the limit
N → ∞, the integral (19) will be dominated by the saddle
point of the extensive exponent Ψ+Φ+Ω.
One can deduce the meaning of order parameter by deriva-
tion of the averaged generating functional Z¯[ψ] with respect to
the external messages {θ(s)n } and the dummy functions {ψ(s)n }.
The averaged generating functional Z¯[ψ] is dominated by a
saddle-point for N → ∞. We can thus simplify (19) in the
large system limit. Using Z¯[0] = 1, From derivatives of the
averaged generating functional, we find
Ex,A,ω(x
(s)
n ) =〈x(s)〉n, (23)
Ex,A,ω(x
(s)
n x
(s′)
n′ ) =δn,n′Ex0〈x(s)x(s
′)〉n,
+ (1− δn,n′)〈x(s)〉nEx0〈x(s
′)〉n′ (24)
∂Ex,A,ω(x
(s)
n )
∂θ
(s′)
n′
= − iδn,n′〈x(s)uˆ(s′)〉n, (25)
where 〈· · · 〉n denotes the average as 〈f(x,u, uˆ)〉n ,
[
∑
x(0),··· ,x(t)
∫
δuδuˆ µn(x,u, uˆ) f(x,u, uˆ)]/ [
∑
x(0),··· ,x(t)∫
δuδuˆ µn(x,u, uˆ)] with µn(x,u, uˆ) , δ[x(0)] exp[
∑t−1
s=0
{ln γ√
2pi
− γ22 [x(s+1) − ηs(u(s))]2} −i
∑t−1
s=0
∑t−1
s′=0 {qˆ(s,s
′)
x(s) x(s
′) +Qˆ(s,s
′) uˆ(s) uˆ(s
′) +Lˆ(s,s
′) x(s) uˆ(s
′)} +i∑t−1s=0
uˆ(s) {u(s) −x(s) −θ(s)n −x0,nkˆ(s)} −i
∑t−1
s=0 x0,nx
(s)
mˆ
(s)]
|saddle. Here, f |saddle denotes an evaluation of a function f
at the dominating saddle-point. The saddle-point equations are
derived by differentiation of N(Ψ + Φ + Ω) with respect to
integration variables {m, mˆ, k, kˆ, q, qˆ, Q, Qˆ, L and Lˆ}.
These equations will involve the average overlap m(s), the
average single-user correlation C(s,s′) and the average single-
user response function G(s,s′):
m(s) , lim
N→∞
1
N
N∑
n=1
Ex,A,ω(x0,nx
(s)
n ), (26)
C(s,s
′) , lim
N→∞
1
N
N∑
n=1
Ex,A,ω(x
(s)
n x
(s′)
n′ ), (27)
G(s,s
′) , lim
N→∞
1
N
N∑
n=1
∂Ex,A,ω(x
(s)
n )
∂θ
(s′)
n′
. (28)
Using the derivatives (23) – (25), straightforward differen-
tiation of Ψ + Φ + Ω with respect to m(s), mˆ(s), k(s), kˆ(s),
q(s,s
′)
, qˆ(s,s
′)
, Q(s,s
′)
, Qˆ(s,s
′)
, L(s,s
′) and Lˆ(s,s′) leads us to
the following saddle-point equations: mˆ(s) = i ∂Ω
∂m(s)
|saddle,
kˆ(s) = i ∂Ω
∂k(s)
|saddle, m(s) = limN→∞ 1N
∑N
n=1 〈x0,nx(s)〉n,
k(s) = 0, qˆ(s,s
′) = i ∂Ω
∂q(s,s′)
|saddle, q(s,s′) = limN→∞ 1N
∑N
n=1
〈x(s)x(s′)〉n, Qˆ(s,s′) = i ∂Ω∂Q(s,s′) |saddle, Q(s,s
′) = 0, Lˆ(s,s
′) =
i ∂Ω
∂L(s,s′)
|saddle and L(s,s′) = limN→∞ 1N
∑N
n=1 〈x(s)uˆ(s
′)〉n
for all s and s′. We then find m(s) = m(s), q(s,s′) = C(s,s′)
and L(s,s′) = iG(s,s′). It should be noted that the causality
∂〈x(s)〉/∂θ(s′) = 0, should be hold for s ≤ s′, therefore
L(s,s
′) = G(s,s
′) = 0 for s ≤ s′.
Straightforward differentiation and taking the limit γ →∞,
we then arrive at Proposition 1.
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