With the popularity of the Internet and the rapid development of information technology, the data show explosive growth, how to quickly found valuable information and take advantage of it in numerous and complicated data, the emergence of machine learning algorithms and technology make it possible. This paper briefly describes the basic concepts and development of machine learning, and then elaborates the classic algorithm of machine learning in details and finally forecasts the prospects of the machine learning.
INTRODUCTION
With the rapid development of information technology, data is an unprecedented rate of growth. June 21, 2017, the world's largest community network Facebook founder Zuckerberg announced that the number of Facebook users has exceeded 2 billion. The number of users is more than the population of any one country, more than the population of six continents in seven continents, or more than 25 percent of the world's population. Data released in September 2015 shows that the Facebook Arctic Circle data center handles 350 million photos, 4.5 billion "praise" and 10 billion messages from around the world every day.
How to dig the hidden value behind these massive and complicated data, it is not enough to rely on traditional data mining, and the emergence of machine learning algorithms and technology makes it possible.
MACHINE LEARNING CONCEPT AND DEVELOPMENT PROCESS
Machine Learning (ML) is a multidisciplinary interdisciplinary subject involving multiple theories such as probability theory, statistics, approximation theory, convex analysis and algorithm complexity theory. Specializes in how the computer simulates or realizes human learning behavior to acquire new knowledge or skills and reorganize the existing knowledge structure to continually improve its performance [1] .
Machine Learning is one of the core contents of artificial intelligence, and its development process is as follows:
Machine Learning based on the neural science, in 1943, McCulloch and Pitts proposed a neural network hierarchy model [2] , which is the basic model of modern machine learning. The core of the model is about neurons work was "excited" and the discovery of "suppression", addition the Hebb learning law [3] , this laid a solid foundation for the machine learning theory.
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Jia Wang, Netw ork Information Center, Shaanxi Normal University, Xi'an 710119, China Based on the McCulloch and Pitts models, in 1957, Rosenblatt first proposed a perceptual machine algorithm, which was the first machine learning algorithm with important academic significance. Based on the neural network hierarchy model and the Hebb cluster, a number of such neural cell models are clustered according to specific rules to form a neural network.
In 1969, Minsky and Paper published Perceptron which had a profound impact on machine learning research. On the one hand, although the XOR problem is put forward, the perceptual machine is deposited for two decades, and on the other hand, it has been used in the algorithmic ability (algorithm to solve the nonlinear problem) and computational complexity (to solve the real world problem).
In 1986, Rumelhart's BP (Backward Propagation Algorithm) algorithm solved the XOR problem, which led to the re-recognition of the perception's research direction, and the machine learning returned to the people's field of view and was gradually taken seriously.
In the 1990s, the American Bell Labs scholar LeCun published papers, established the CNN (volume set neural network model) [4] of the modern structure, they designed a multi-layer artificial neural network, named LeNet-5 [5] , and this algorithm can classify handwritten numbers. Like other neural networks, LeNet-5 can also be trained using the BP algorithm. Due to the lack of large-scale training data at that time, the computer's computing power is limited, LeNet-5 for complex problems processing results is not ideal.
2006 is undoubtedly a milestone in machine learning year, University of Toronto, Canada Professor Geoffrey Hinton on the introduction of deep learning and the improvement of model training methods break the bottleneck in the development of BP neural networks. Hinton in the world's top academic journal "Science" on a paper put forward two points [6] . Firstly the multi-layer artificial neural network model has strong characteristics of learning ability. The feature data acquired by the deep learning model is more representative of the original data, which will greatly facilitate the classification and visualization problems. Secondly it is difficult to train to achieve the best problem for the deep neural network, you can use layer by layer training method to solve. At this point the machine learning has entered a new era of deep learning. At present, deep learning is effective in computer vision and natural language processing (NLP).
MACHINE LEARNING CLASSIFICATION
There are many classification systems in the methods or paradigms of machine learning. Currently, the main classification of machine learning is mainly divided into supervised learning and unsupervised learning.
Supervised learning is that people often say that the classification, through the existing training samples (the known data and its corresponding output) to get an optimal training model (the optimal means that under a certain evaluation criterion the result is the best), using the model to map all the input for the corresponding output, the output for a simple judgment so as to realize the purpose of the classification, also has the ability to classify unknown data. Supervised learning is commonly used to solve classification and regression problems, and supervised learning typical algorithms such as KNN and SVM.
Unsupervised learning is another kind of study method, it is different from the supervised learning, we didn't have any training samples at first, but we needed to model the data directly. Unsupervised learning is often used to solve problems of clustering, such as clustering k-means algorithm.
For supervised learning, it learns from a training set that has a conceptual tag to accurately predict the conceptual markup of an example outside the training set. The concept markers of all the training sets here are known, so the training sample has the lowest ambiguity. Without supervision, the ambiguity of training samples is much higher. Because the concept of the training set is unknown.
MACHINE LEARNING ALGORITHM

Linear regression and logistic regression
Linear regression is usually used to estimate actual values based on continuous variables. We construct the relationship between the independent variable and the dependent variable by fitting the optimal line. This optimal line is called the regression line, and it's represented by the linear equation Y = a * X + b. In regression analysis, regression analysis can be divided into unitary linear regression analysis and multivariate linear regression analysis based on the difference of the number of independent variables and dependent variables. In the concrete implementation, the gradient descent method can be used to optimize the error function of the least square method, and the solution of the parameters can be obtained directly by normal equation. The advantages of linear regression are simple and relatively easy to calculate. However, the disadvantage of linear regression is that it can only deal with linear data, and cannot fit nonlinear data.
Logistic regression is a classification algorithm. The algorithm can estimate discrete values based on a series of dependent variables. It predicts the probability of an event by fitting it into a logical function. The probability output value is between 0 and 1. The logistic regression method is usually studied with maximum likelihood estimation. The advantages of logistic regression are mainly reflected in the simple calculation of simple and classification, the speed is fast, and the requirement of storage is low. Its shortcomings are mainly manifested in the accuracy not particularly high, and can only deal with linearly separable two classification problems. Application scope is limited.
Decision tree and random forest
Decision tree is a simple but widely used classifier. Through the training data to construct the decision tree, it can classify unknown data efficiently, it is the typical representative in supervised learning, the more commonly used decision tree algorithms are ID3, C4.5 and C5.0 [7] . In the decision tree, the core of the decision tree is to choose a property to branch, so the calculation of information entropy is the key to select the branch. The decision tree has the advantages of good readability and is suitable for dealing with samples with missing attribute values, which can handle irrelevant features and are efficient. The decision tree needs only one builds and can be used repeatedly. The maximum number of calculations per prediction is not more than the depth of the decision tree. The shortcomings of the decision tree are prone to the phenomenon of fitting.
In order to reduce the occurrence of the fitting phenomenon, the random forest is introduced, and the random forest is a classifier that contains multiple decision trees, which has a series of decision trees in the random forest. To categorize them according to the properties of a new object, each decision tree has a category called the decision tree "vote" for that category [8] . Random forest selection gets the largest number of votes in all trees. Random forest can be used for classification and regression problems, it can be used to handle a large number of features, and can help estimate the importance of modeling data variables. It is inevitable that the shortcomings of some noisy classification or regression problems.
Support vector machine
Support Vector Machine was first proposed by Cortes and Vapnik in 1995. It has shown many unique advantages in solving small sample, nonlinear and high dimensional pattern recognition, and can be applied to other functions such as function fitting in the machine learning problem; support vector machine is a kind of two classification model [9] . The basic model is defined as the linear classifier with the largest interval in the feature space. The learning strategy of the support vector machine is to maximize the interval through the optimal classification surface and finally convert it into a convex quadratic programming problem to solve. The advantages of the algorithm can achieve linear classification, but also can achieve nonlinear classification, computational complexity is low, low generalization error, its shortcomings include the choice of parameters and function is more sensitive, the typical SVM than used to deal with two categories problem.
Naive Bayesian
Naive bayesian is the most widely used classification model, the naive bayesian method is based on bayesian theorem and characteristic conditional independent hypothesis classification method. In the concrete implementation by a prior probability of an object, using the bayesian formula to calculate the posteriori probability, choose classes with maximum a posteriori probability as the object's class. Naive bayesian is good for small scale data, suitable for multiple classification tasks, suitable for incremental training. The downside is that it is sensitive to the expression of input data.
K-means and KNN algorithm
K-means it is a typical representative of clustering, and is the typical representatives of the objective function clustering method based on the prototype, it at a distance as the objective function of optimization, think that the closer the distance of the two objects, the greater the similarity, the use of the function to find the extreme value of the iterative operation of the adjustment rules. The K-means algorithm takes the European distance as the similarity measure, which is the optimal classification of the initial clustering center vector, which makes the evaluation index minimum. The algorithm uses the error square sum criterion function as the clustering criterion function. Compared with other algorithms, the algorithm is simpler and easier to understand, has high efficiency and scalability for large data sets. The shortcomings of K value in k-means and the selection of initial clustering centers will have a significant impact on the results. KNN is also known as K neighbor, that is if a sample in the feature space of the K most of the adjacent sample belongs to a category, then the sample also belong to this category and has the characteristics of the sample on this category [10] . The method determines the category of the sample to be assigned based on the category of the nearest neighbor or a few samples. Its advantages are simple, easy to implement, and do not need to estimate parameters, the application effect is obvious especially for multiple classification problems. The shortcomings of KNN algorithm are computationally intensive.
CONCLUSION
With the popularity of the Internet and the arrival of the era of big data, machine learning algorithms and their technology will be a powerful promoter and important main force for grab the value of the data. It is convinced that machine learning will play an increasingly important role in future.
