Abstract. We introduce a dynamic and secondary-memory-based variant of the List of Clusters, which is shown to be competitive with the literature, especially on higher-dimensional spaces, where it outperforms the M-tree in searches and I/Os used for insertions. The basic principles of our design are applicable to other secondary-memory structures.
Introduction
The metric space approach has become popular in recent years [2, 14, 16, 6] and a large number of indexing methods have flourished. Most of the research, however, is still in the stage of static solutions that work in main memory. Static indexes have to be rebuilt from scracth when the set of indexed objects undergoes insertions or deletions. In-memory indexes can handle only small datasets, suffering serious performance degradations when the objects reside on disk. Most reallife database applications require indexes able to work on disk and to support insertions and deletions of objects interleaved with the queries.
To date, there exist only a few indexing structures supporting dynamism and designed for secondary memory. Some are based on so-called pivots [5, 8, 13] , some on hierarchical clustering [3, 11, 12] , and some on combinations [4, 15] .
A further challenge is that the metric spaces arising in many applications are intrinsically high-dimensional, that is, the histogram of distances is concentrated. Pivot-based indexes are known to perform well on low-dimensional spaces, whereas hierarchical clustering indexes handle medium dimensions better. A simple structure that has shown to perform well on higher-dimensional spaces is the List of Clusters (LC) [1] , but it is a static in-memory structure. There is a dynamic version of LC, named Recursive List of Clusters (RLC) [9] , but it is also designed to work in main memory.
In this paper we introduce a dynamic and secondary-memory variant of the List of Clusters, aiming at higher-dimensional spaces. Our secondary memory version, DLC, retains the good features of the LC, and in addition performs well on secondary memory. In this paper we focus on handling searches and insertions (thus enabling incremental construction), leaving deletions for future work (these are usually handled with lazy deletion mechanisms). Our experimental comparisons show that our structures need little extra space, achieve very good disk page utilization, and are competitive with state-of-the-art alternatives. For example, compared to the M-tree [3], the best known alternative structure, the DLC is more efficient at searches. For insertions, the DLC performs fewer I/Os, but more distance computations. Overall, the DLC turns out to be a practical and easy-to-implement index that fits several practical scenarios.
Basic Concepts
Let U be a universe of objects, with a nonnegative distance function d : U×U −→ R + defined among them. This distance function satisfies the three axioms that make (U, d) a metric space: strict positiveness, symmetry, and triangle inequality. We handle a finite dataset S ⊆ U, which is a subset of the universe of objects and can be preprocessed (to build an index). Later, given a new object from the universe (a query q ∈ U), we must retrieve all similar elements found in the dataset. There are two basic kinds of queries: range query and k-nearest neighbor queries. We focus this work on range queries, where given q ∈ U and r > 0, we need to retrieve all elements of S within distance r to q.
In a dynamic scenario, the set S may undergo insertions and deletions, and the index must be updated accordingly for the subsequent queries. It is also possible to start with an empty index and build it by successive insertions.
The distance is assumed to be expensive to compute. However, when we work in secondary memory, the complexity of the search must also consider the I/O time; other components such as CPU time for side computations can usually be disregarded. The I/O time is composed of the number of disk pages read and written; we call B the size of the disk page.
In terms of memory usage, one considers the extra memory required by the index on top of the data, and in the case of secondary memory, the disk page utilization, that is, the average fraction of the disk pages that is used.
List of Clusters
We briefly recall the list of clusters (LC ) [1] . The LC splits the space into zones (or "clusters"). Each zone has a center c and a radius r c , and it stores the internal objects I = {x ∈ S, d(x, c) ≤ r c }, which are at distance at most r c from c.
The construction proceeds by choosing c and r c , computing I, and then building the rest of the list with the remaining elements, E = S −I. Many alternatives to select centers and radii are considered [1], finding experimentally that the best performance is achieved when the zones have a fixed number of elements m (and r c is defined accordingly for each c), and when the next center c is selected as the element that maximizes the distance sum to the centers previously chosen 
