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ABSTRACT
Gupta, Rohinish M.S., Purdue University, August 2016. Modelling and Control of
a Parallel Through-the-Road Plug-in Hybrid Vehicle. Major Professor: Peter H.
Meckl, School of Mechanical Engineering.
With an increasing number of passenger vehicles, automotive emissions has be-
come a major challenge. Among other pollutants, green house gas (GHG) emissions
form a majority of the exhaust coming out of the tail-pipe and are blamed for the
rising temperature of the earth. The net carbon emissions due to running a light-
duty passenger vehicle are studied in the present thesis. Hybrid electric vehicles have
been proven to have lower green house gas emissions than conventional vehicles as
electricity is cleaner than fossil fuels.
Using a parallel-through-the-road hybrid architecture vehicle, different power man-
agement strategies are studied. To begin with, a detailed model of the vehicle is devel-
oped based on dynamometer testing. The power management algorithms developed
are implemented on these models instead of the real vehicle. Dynamic programming
has been used to find optimal GHG emissions for the test vehicle. The dynamic
programming solution is found to result in a 19% improvement in GHG emissions
(fuel consumption in charge-sustaining mode) and is also used as a benchmark for
other power management approaches such as equivalent consumption management
strategy and proportional state-of-charge algorithm. As dynamic programming can-
not be implemented by itself, an approach is proposed to determine trends from the
optimal solution, and implement it on the software models developed initially. The
other techniques, although not as good as dynamic programming, are found to give




The transportation sector forms an essential part of economic and social devel-
opment in modern society. As of today, most transportation systems are fossil-fuel-
based. There are around 183 million light-duty vehicles in the United States [1] and
the numbers have only increased tremendously over the past two decades. It is almost
a certainty that this trend of rapid increase will continue with further urbanization,
industrialization and globalization. This, however, presents a major problem as the
oil resources that most of these vehicles rely on are non-renewable. Apart from de-
pleting a limited resource, such burning of petroleum products releases emissions that
cause serious air quality issues and climate change.
Global environment changes are evident from the graph of the mean annual surface
temperature changes over the years (Figure 1.1). These changes are due to green house
gas (GHG) emissions that result primarily from the carbon emissions that are released
while burning fossil fuels. Given these facts, it is no surprise that, in the year 2014,
the transportation sector accounted for 26% of total US GHG emissions (see Figure
1.2) making it the largest contributor, second only to electricity. Passenger cars and
light-duty trucks, including sport utility vehicles, pickup trucks and minivans, are the
largest sources of GHG emissions in the transportation sector, accounting for more
than half the emissions from the sector.
GHG emissions mostly contain carbon dioxide (CO2) but are also composed
of relatively small quantities of methane (CH4) and nitrous oxide (N2O). Hydro-
fluorocarbon (HFC) emissions resulting from mobile air conditioners and refrigerated
transport vehicles also constitute GHG emissions.
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Figure 1.2. GHG emissions data for 2014 [3].
The vehicle to be used for study here was developed as a part of the EcoCAR2
competition, which ended in June 2014. The vehicle is a 2013 Chevrolet Malibu
retrofitted with an Opel Astra 1.7L turbo diesel engine capable of running on both
bio-diesel and regular diesel fuel. A 100kW Magna electric motor is installed as the
rear drivetrain. A 16.2 kW-h Li-ion battery pack provides power.
The primary aim of this research was to develop models for Software-in-Loop (SIL)
and Hardware-in-Loop (HIL) testing and to develop a power management strategy
for torque split between the drives. By testing the vehicle on a dynamometer, the
models developed have been proven to have high accuracy. Various power manage-
ment strategies such as dynamic programming and equivalent energy minimization
strategy (ECMS) have been compared. Strategies based on feedback control and




A Hybrid Electric Vehicle (HEV) is a combination of an IC engine and an electric
vehicle. It uses both for propulsion. In an HEV, gasoline or diesel fuel is still used with
an IC engine being the main power source. The electric motor is used as a cushion to
absorb or provide extra energy while minimizing the fuel consumption. The vehicle
also increases efficiency by absorbing the energy available during regenerative braking.
Thus, the IC engine provides an extended range while the electric motor and battery
act to increase the fuel efficiency.
Due to this flexibility, a hybrid vehicle can have different modes:
• Engine Only: The engine can power the vehicle independently. The battery is
neither charged nor discharged using the engine. However, some of the battery
can be charged by regenerative braking.
• Electric Motor only: When the battery has sufficient charge, the engine can be
turned off and the battery can provide all the power for the motor.
• Combined power: At higher power demands, the engine is run at optimal op-
erating points and the battery is used to provide the extra power.
• Power Split: The engine can run at a higher power than required by the vehicle
and the extra energy can be used to charge the battery.
• Regenerative braking: The electric motor, acting as a generator, applies nega-
tive torque to the wheels. Therefore, the vehicle’s kinetic energy is converted
to electric energy and used to charge the battery.
In a Plug-in Hybrid electric vehicle (PHEV), in addition to the liquid fuel available,
electricity is also used to charge the battery from the electric grid. Therefore, the
fuel usage is further reduced. The main difference between an HEV and a PHEV is





In case of an HEV, the power flows through both mechanical and electrical paths and
necessitates the utilization of a suitable control strategy.
PHEVs further add another dimension to this control problem. A PHEV has a
higher battery capacity and has the ability to charge the battery from external sources
such as the power grid. In case of an HEV, the battery is charged only through
regenerative braking or through the IC engine and the battery state-of-charge has to
be maintained throughout the drive cycle. In the case of a PHEV, it is necessary to
determine how much battery energy is utilized during the driving trip. For example,
we can either decide to gradually discharge the battery throughout the drive cycle, or
decide to deplete the battery to a certain extent and then maintain charge-sustaining
mode for the remaining drive cycle.
1.4 Model Development
Solving the above-mentioned problem of finding a suitable power management
strategy for a PHEV may require extensive parametric studies and multi-objective
optimizations. Running these strategies directly on the test vehicle is not possible
and requires a model-based software platform. Different strategies can be tested on
these models and a select few can be implemented on the real vehicle for verification.
This will have a major impact on reducing the cost of the complete exercise in terms
of time as well as resources (by reducing the possibilities of vehicle damage). These
models need to be developed in such a way that they can be used for validation in
offline (SIL) as well as online (HIL) testing.
These models may vary in degree of fidelity from one-dimensional maps to physics-
based mathematical models that capture system dynamics based on the need of the
problem at hand. Based on the degree of details and accuracy required, different
subsystems of the same model can also be developed with varying degrees of detail.
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1.5 Objective of Current Research
The objectives of the research are divided into two phases:
1. Phase 1: Development of models: This involved physical testing of the vehicle
on a dynamometer and collecting data to develop models for various components
of the vehicle. Engine, motor, battery and vehicle powertrain were calibrated
and modeled as individual components and integrated together to form the full
model.
2. Phase 2: Power management strategy: This involved development of a further
simplified model for the vehicle that can be used for running parametric studies
with different control strategies and selecting a few for further implementation.
These select few strategies were then tested on the models developed in the
previous phase for verification.
1.6 Distribution of Thesis Content
This thesis consists of six chapters. Chapter 2 reviews previous work done on
model development and power management for hybrid vehicles. Chapter 3 presents
the different components of the system and the test equipment used. This is fol-
lowed by Chapter 4, which details the work done for model development and results
for individual models. Chapter 5 presents a simplified model developed for power
management strategies and the results from different strategies, followed by Chapter
6, which presents results when the power management strategies are implemented
on the models presented in Chapter 4. The thesis concludes with Chapter 7, which
provides conclusions and recommendations for future work.
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2. LITERATURE REVIEW
This chapter reviews present literature related to the work presented in this thesis.
The first section discusses the existing simulation environment for vehicle power-
train simulations. The second chapter discusses the literature on power management
strategies for hybrid vehicles. The third section discusses the dynamic programming
technique in detail.
2.1 Model Development
Computer-based modeling and simulation techniques have become indispensable
for modern control development. This model-based development can be applied to
tune specific characteristics in automotive vehicles including criteria emissions for
internal combustion engines [5], CFD analysis [6], motor driver controller development
[7], as well as to develop and test an overall supervisory controller for a vehicle [8].
There are a few simulation tools that an be used for control development. Au-
tonomie is a widely-used powerful tool developed by Argonne National Laboratories
(ANL) [9,10]. It provides a plug and play environment with commonly-used configu-
rations predefined in the model. It uses MATLAB as the simulation environment and
uses primarily map-based models for simulations. Engine and motor maps can be fed
into Autonomie, which uses generic maps for calculating most of the other quanti-
ties (for example, losses). dSPACE Automotive Simulation Models (ASM) [11] are
another great resource for simulating an automotive vehicle. These models are very
detailed as they have physics-based models for most of the components. For example,
the ASM engine model calculates the drop in fuel pressure between fuel pump and
the injector. It also takes into consideration the injector efficiency while injecting the
fuel into the cylinder. The ASM models can be used for software-in-the-loop as well
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as hardware-in-the-loop simulations for one or more components. PSAT [12] is a pow-
erful modeling tool that is widely used. PSAT also includes detailed physics-based
models and can be used to generate a very detailed analysis of the vehicle behavior.
These models, although otherwise useful, could not be used to predict vehicle
behavior. The results of these models had a large deviation from the test results,
primarily because these models were very generic and were not specific to the test
vehicle. Due to lack of detailed parameters about the engine, these models could not
be configured to the specific engine being used. The data available from dynamometer
testing of the vehicle is very high level (e.g., the total torque, engine speed, etc.), and
doesn’t include low-level details like fuel pressure, turbo speed, etc., which would
be needed to configure these models accurately. The second reason for developing
simplified models was that the objective of the present study did not require modeling
of all the subsystems of the vehicle and a simplified model will be computationally
more efficient.
2.2 Power Management Strategies
The HEV power management strategy can be cast into an appropriate optimal
control problem as its objective is to minimize the target function (e.g., fuel consump-
tion or GHG emissions) over a time interval (the length of a drive cycle) by using a
sequence of control actions (the instantaneous torque split). This problem has been
investigated extensively and several solution strategies have been proposed. Refer-
ences [13–15] provide a good overview of the common strategies used. The strategies
can be classified based on the technique used to solve the problem.
Numerical methods for global optimization: The knowledge of the entire drive
cycle is required for these methods. The global minimum is found numerically. Dy-
namic programming (DP) [16–18] and numerically searching through a grid (e.g.,
genetic algorithms [19]) come in this category. These methods are typically very
computationally intensive and need to have the entire drive cycle known to predict
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the optimal solution. Therefore, these methods are generally not implementable in
real-time applications.
Numerical methods for local optimization: These techniques also use optimiza-
tion similar to the previous case, but they consider a shorter optimization horizon
which extends into the future, during which the drive cycle is predicted. These tech-
niques do not require explicit knowledge of the drive cycle before and can therefore
be implemented in real-time, but they also require very high computational power.
Stochastic dynamic programming [20–22] and model predictive control [23–25] come
in this category.
Analytical optimization methods : These methods also require the complete drive
cycle, but unlike numerical methods, they use an analytical formulation of the problem
to find the solution. The model is written in terms of dynamic equations and a
solution is obtained by minimizing the Halmiltonian. Sometimes, at the cost of
oversimplification, these methods provide analytical formulations that are very fast
as compared to purely numerical methods. Pontryagrin’s minimum principle (PMP)
[26, 27] and the Hamilton-Jacobi-Bellmann equation are typical examples of these
methods.
Instantaneous minimization methods : An appropriately-defined instantaneous cost
function is minimized at each time step in this type of problem formulation. The
instantaneously-defined cost function needs to be defined properly in order for the
result to be closer to the global minimum. Equivalent energy consumption minimiza-
tion strategy (ECMS) is the most common strategy among these. ECMS, originally
introduced in [28], has been developed by several authors [29,30]. ECMS also suffers
due to lack of generality in the cost function. The cost function is defined for a specific
drive cycle and needs to be tuned for every drive cycle. Therefore, ECMS is also not
very implementable on a real vehicle. In [31], the authors present a way to update
the cost function in real-time based on previous time data.
Heuristic methods : These methods do not involve explicit optimization techniques,
and instead are based purely on rules and algorithms based on engineering intuition.
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The main advantage of these techniques is that they are computationally very efficient
and robust. Rule-based control [32] and fuzzy-logic-based controls [33,34] are common
examples of this. But these techniques cannot fully exploit the potential of a hybrid
powertrain as they do not have any formal optimization formulation.
Blended methods : Other than the methods already discussed, blending two or
more methods has also been proposed in the literature, such as blending heuristic-
based and instantaneous minimization strategies [35] or blending fuzzy logic and
dynamic programming [36]. Other techniques such as vector regression [37] and linear
programming [38] have been used in literature to approximate DP results from a
purely mathematical stand-point. Similarly, [17] uses DP results to form a rule-based
strategy to predict gear shifting in a parallel hybrid truck.
The present work presents DP (numerical), ECMS (instantaneous) and propor-
tional algorithm (heuristic) techniques to solve the minimization problem. To make
the DP results implementable in real time, a blend of heuristic and DP algorithms is
also developed and presented. This algorithm tries to generate a mathematical equa-
tion using regression modeling based on the DP outcomes. The next section provides
a brief discussion about DP.
2.3 Dynamic Programming
Dynamic programming is a numerical method to solve optimal control problems
involving multistage decision making. But, this technique is non-causal and therefore
can be implemented only in a simulation environment. It is based on Bellman’s
principle of optimality, which can be put in words as, “if the optimal solution for a
problem passes through an intermediate state (x1, t1), then the optimal solution to
the same problem starting at (x1, t1) must be the continuation of the same path.” [39]
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This implies that the optimal path from any of the intermediate steps in a problem
to its end present the terminal part of the optimal solution. To explain further,
consider a discrete time system
xk+1 = fk(xk, uk) (2.1)
with k = 0,1,...,N –1 and ukεU(xk) (constraints on control input at step k). The
control input is given by
π = {u0, u1, ..., uN−1}, (2.2)
where the control inputs uk are such that ukεU(xk) for all xk. Then, the cost of π
starting at x0 is given by




where Lk is the instantaneous cost function. Let the optimal cost function be the one




and the optimal policy be
π∗ = {u∗0, u∗1, ...u∗N−1} (2.5)
The optimal policy is such that
Jπ∗(x0) = J
∗(x0) (2.6)
Now, consider the “tail subproblem” of minimizing the cost-to-go from time i to
time N :




and the “tail policy” {u∗i , u∗i+1, ...u∗N−1}, i.e., the last tail (last) part of the optimum
policy π∗. The Bellman’s optimality principle states that the tail policy is optimal
for the tail subproblem. This has been analytically proven in [40]. Therefore, the
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dynamic algorithm based on this principle starts from the final step N, and proceeds
backwards using the sequence of policies
u∗k = arg min
ukεU(xk)
(Lk(xk, uk) + Jk+1(xk+1)) (2.8)
where k = N –1,N –2,...,1,0. In this manner, J0(x0) is generated at the last time step.
This is equal to the optimal cost.
A classic example of this problem is shown in Figure 2.1. The problem is to go
from point A to point B in the shortest time, assuming that the travel time for each
portion of the journey is given by the number next to it. Now given the small size of
problem, it is possible (although very tedious) to consider all the possibilities and then
pick up one which minimizes the time of traveling. But, instead of doing that, using
the optimality principle, we can reduce the number of calculations required. We start
by working backwards from B. If the optimal path passes through x, then the fastest
way to arrive at B is to follow the (6+10=16) path instead of the path which goes
down and then comes up (7+11=18). Therefore, the cost-to-go from point x is 16,
and the optimal path is determined. A similar exercise is repeated at all other nodes
until node A is reached. This will give the minimum cost-to-go and the corresponding
optimal path (see Figure 2.1(c)).
The algorithm for the same has not been developed by the author. Instead, the
open source code developed by [41] is used. The authors have released a function
“dpm.m” which can be used with appropriate inputs. To implement this code, the
torque split between the IC engine and the electric motor is taken as the sequence
of choices. The net GHG emissions due to fuel are taken as the cost-to-go. This
can be changed to any other objective based on the need. The set of choices is
determined by the state of the vehicle and the driver-requested torque. To meet
the driver request, there are an infinite number of ways in which the torque can be
split between the engine and the motor, but the algorithm discretizes this number.
This number is chosen as a compromise between computational capabilities and the





Figure 3.1 illustrates the architecture. It is a parallel-through-the-road architec-
ture (details presented in chapter 1). The front drivetrain is fueled by a 10-gallon
diesel tank located under the car. The battery can be charged with a level-2 wall
charger.
Details of the two drivetrains are as follows:
Front Drivetrain:
• IC engine: Turbocharged 1.7 L diesel engine with EGR. 4 cylinder in-line. Rated
96kW at 2500 RPM. Originally used in Opel Astra
• Fuel system: Denso common rail fuel system
• Transmission: GM 6T40 6-speed automatic transmission
• Fuel storage: 10-gallon-capacity tank
• After-treatment: Under-floor Diesel Oxidation Catalyst (DOC), Diesel Partic-
ulate Filter (DPF), Urea Selective Catalytic Reduction (SCR) configuration.
Onboard Diesel Exhaust Fluid (DEF) storage and delivery
Rear Drivetrain:
• Electric motor: 100kW Magna motor
• Transmission: Fixed gear transmission integral to motor
• Energy storage system: 16.2 kWh A123 Li-ion battery with 6S15P3 configura-
tion
3.2 Supervisory Controller
The vehicle controller is a MicroAutobox II controller donated by dSPACE. The
controller was developed during the competition and very minimal work was done on
the controller for the present work. This work is detailed later in chapters 4 and 5.
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The controller has an IBM PPC 750GL processor. Table 3.1 lists some specifica-
tions for the controller.
Table 3.1. Some hardware specifications for dSPACE MicroAutobox II Controller.
Memory 16MB
CAN Channels 4
Analog Inputs/Outputs 32/8 16-bit
Digital Inputs/Outputs 24/24
The MicroAutobox II (MABX) is operated by the vehicle 12V battery system
with appropriate voltage protection as required by the controller. It has EMI (Electro
Magnetic Interference) protection according to SAE-J113-41 standards and is rated
at 25W under normal operating conditions. The inputs-outputs and power supply are
provided by ZIF connectors, whereas it uses Ethernet connection for signal monitoring
and flashing the memory.
Controller Area Network (CAN) communication
The primary mode of communication between the vehicle subsystems is the CAN
network. In the stock vehicle, there was one CAN channel for the whole vehicle,
whereas, in the present car, there are 4 CAN communication channels. A brief de-
scription of the subsystems on each CAN bus are:
1. Engine CAN: In the stock vehicle, the engine and the vehicle auxiliary systems
are all on the same CAN bus. But in the present vehicle, the engine is operated
on a separate CAN bus and the required signals from the vehicle CAN are added
to the engine CAN by MABX.
2. Vehicle CAN: All the other systems of the vehicle (including the transmission
controller) are put on this CAN. While the engine is running, the engine and
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vehicle CAN buses are merged together. But when the motor is running, the
required signals from the engine are faked by the MABX so as to coax the vehicle
into believing the vehicle is on and put on neutral (the engine is faked ON and
the shift lever is faked to be on Neutral). This CAN channel is connected to the
after-treatment controller (SECM 112) and it relays all the information without
collecting any data from the SECM 112 controller.
3. Motor CAN: The motor controller is on a separate CAN bus to accommodate
the CAN message protocols from two different manufacturers to avoid CAN
conflicts. This mainly handles the electric motor functioning.
4. Battery CAN: The battery is also operated on a separate CAN bus. The BRUSA
battery charger is connected to the same CAN channel as the battery control
module.
A number of signals from one CAN bus are relayed on the others for data logging
and debugging.
The wiring is done using three-wire J1939 CAN bus cables with a shielding wire
apart from CAN High and CAN Low wires. The length is maintained to be less than
40m as per the specifications and meets J1939 specifications for wiring. The CAN
bus also requires two termination resistors of 121 Ohm at each end to prevent bus




The vehicle testing is conducted on a Mustang AWD 500 series dynamometer,
which is a four-wheel chassis dynamometer as shown in Figure 3.2.
The dynamometer has two sets of rollers, front and back, which are synchronized.







7. Exhaust vacuum suction: This system creates a small negative pressure near
the exhaust of the vehicle in order to collect and discharge the exhaust in the
outer atmosphere. It consists of a vacuum pump and hose.
8. Rollers: The double-contact-type rollers used in the dyno are supported by
pedestal bearings. It is a multi-roller system to accommodate vehicles of differ-
ent wheelbases.
9. AWD-2WD clutch: The pneumatically-actuated AWD-2WD drive clutch en-
gages/disengages the front rollers to change the mode of the vehicle.
3.4 Drive Cycles
For testing the vehicle, EPA-regulated drive traces were used to simulate Urban
and Highway driving conditions. Two main drive cycles were used for the majority
of the model development work:
1. Urban Dynamometer Driving Schedule (UDDS)
Table 3.2. Information about UDDS drive cycle [42].
Duration 1369 seconds
Distance 7.45 miles
Average Speed 19.59 mph
Maximum Speed 56.7 mph
This EPA drive cycle is meant to simulate city driving conditions. It simulates
the frequent start-stops in typical urban driving (see Figure 3.7 and Table 3.2).




All the tests were conducted at standard room temperature at various starting
conditions. Some drive cycles were run at cold start conditions and some were with
fully warmed-up vehicle. The fuel used for the testing was summer-grade diesel. The
fuel properties are given in Table 3.4.
Table 3.4. Test fuel properties.
Fuel Type Summer-grade diesel
Fuel density 845-870 kg/m3
Fuel energy density 38.6 MJ/L
3.6 Data Acquisition System
The data from the running vehicle is collected through CAN communication. Two
CAN channels can be recorded at a time using a CANcaseXL donated by Vector (see
Figure 3.10). The CANcaseXL logger can be added as a node in the CAN bus through
a DB9 connector and can tap into all the communication. The data is then relayed to
a PC using a USB port. The Vector CANoe software provides an interface to record
the data. The software uses database files donated by GM, Magna and A123 for
the different buses. The database files are proprietary and contain the CAN message
identifiers. The data recorded by CANoe can be exported into different formats (.xls,
.mat, etc.) for further analysis.
3.7 Hardware-in-Loop (HIL) Simulation Setup
The HIL setup, although not used in the present work, consists of dSPACE HIL
test-bench. The supervisory controller is implemented in hardware on the MABX
whereas the vehicle is implemented in software (via Automotive Simulation Module





The models used prior to the current work were Autonomie-based and stock Au-
tomotive Simulation Models (ASM) by dSPACE. Autonomie presents a plug and
play interactive platform for implementing the vehicle architectures. The model ar-
chitecture for parallel-through-the-road architecture was provided by ANL as a part
of EcoCAR2 competition. Autonomie acts as an interface over MATLAB/Simulink
models. Using Autonomie has certain advantages as it has pre-built functions for ba-
sic fuel efficiency calculations. Autonomie also provides a very user-friendly interface
for swapping individual components of different sizes and doing comparative studies.
ASM also implements models in the MATLAB/Simulink environment and can be
used for real-time hardware-in-the-loop (HIL) testing (explained earlier in Chapter 3).
Simulink provides a math-based environment and can be used for software-in-the-loop
(SIL) simulations prior to HIL testing. This can provide an easy and time-efficient
way of running heavy parametric studies.
ASMs provide detailed physics-based models for internal combustion engines, driv-
etrain, battery, electric motor and vehicle dynamics. These models also included sub-
system models of other components such as fuel rail, cooling system, thermal model
of the cylinders, etc. Although very useful for a complete simulation, these were
made from generic data and were not tuned to the specific vehicle, which resulted in
a high deviation from the test results. Proper calibration of these models would have
required a number of parameters that were not available directly. Therefore, some
models were used only in part and new models were created for the remaining parts.
Some of the newly-created models were based on first-principle mathematics whereas
some were map-based models derived from dynamometer testing data.
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Moreover, the controller used for the SIL simulations in dSPACE or in Autonomie
was very different from the controller used in the vehicle. The controller therefore had
three different versions: for Autonomie, for dSPACE and for MABX. The dSPACE
and Autonomie controllers were simplified versions of the MABX controller and could
not be used for verification and testing.
4.2 Model Architecture
The Automotive Simulation Models (ASM) suite provided by dSPACE was used
as a template for model development. The individual models were simplified based
on the data generated from dynamometer testing and made specific for the present
vehicle. The whole model development process is kept modular allowing the user to
swap a sub-model with another sub-model specific to a different component.
Figure 4.1. Simulation Architecture.
For development of individual models, driver commands are taken from the recorded
dynamometer testing data. But for a holistic model, the ASM driver model can be
33
used. The SoftECU acts as the engine and transmission controller in the vehicle. To
mimic the vehicle, where there is no control over the engine CAN, torque demand
is controlled by tapping into the pedal position as seen by the ECM. The individ-
ual torques provided by the engine and electric motor are independently fed to the
wheels. For simplicity, there is only one set of driven wheels in the model. The elec-
tric motor torque is added to the conventional front wheel drivetrain (i.e., IC Engine
+ transmission) torque directly at the differential where torque from the gearbox is
fed. The vehicle dynamics are coupled with the drivetrain by tire torque and speed.
The battery model provides the resultant state-of-charge and the voltage output. A
brief schematic of the architecture is shown in Figure 4.1. The vehicle is modeled in
such a way that it can be used in real-time dSPACE HIL simulators as well as for
offline SIL testing with minimal changes.
4.3 Individual Model Development Process
4.3.1 Engine Model
From a first law energy balance model [43] to a complete physics-based model with
cylinder CFD analysis and injector dynamics [44], a number of modeling techniques
have been applied to model diesel engines. Each technique has its merits based on
the application of the model. The engine model in the current work was developed as
a map-based model generated from engine ECM estimates on the vehicle CAN. The
thermal behavior is not captured by the model. The inputs for the model are engine
RPM and pedal position and the outputs are fuel and estimated induced torque. It
comprises of two maps. One map gives the fueling based on the RPM and pedal
position and the second map gives the torque based on RPM and fueling of the first
map. A brief schematic is shown in Figure 4.2.
From the engine CAN data, engine estimated torque, RPM, fuel input and pedal
position are logged. To build the map, two main tests were done on the dynamometer.
First, the Highway FET and UDDS drive cycles were simulated on the dynamometer
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Figure 4.4. Torque prediction from fueling and engine speed.
The second map to predict the torque from fueling and RPM is similar to a Willans
line model [45]. The data points for this map (Figure 4.4) lie consistently in a plane
and therefore have been extrapolated to the entire grid. This map is able to predict
the torque from fueling within an error of less than 0.5%.
Of the two maps, the fueling calculation is done in the SoftECU model whereas
the second map to calculate torque is a part of the engine model.
4.3.2 Electric Motor and Accessories
For the electric motor, the desired torque is calculated by scaling the maximum
available torque by the accelerator pedal position sensor. The data for the maximum
torque available at any instant is provided by the motor CAN data. For calculating
the maximum torque, the vehicle was taken to a speed higher than the maximum
speed of the HWFET drive cycle and the dependence of voltage was ignored as the
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voltage does not deviate much from 300 V. As the maximum speed rating of the
motor is given to be 10,000 RPM, the motor was driven up to 9000 RPM. Figure 4.5
shows the maximum torque as a function of motor speed.
For battery regeneration, the negative torque is calculated by scaling the available
regeneration torque by the percentage of brake pedal position sensor. The motor
system has fast dynamics as compared to the engine. Therefore, the motor is able to
provide the desired torque immediately (as observed in the data). To calculate the
current required by the motor to produce the torque, a simple power balance is used:
τm ∗ ωm = Vm ∗ Im (4.1)
Here, τm is the motor torque, ωm is the motor speed, Vm is the voltage at motor
terminals and Im is the current coming into the motor.
Figure 4.5. Maximum motor torque available.
There is a difference between the power output of the battery and the power
input into the motor from the CAN data. The vehicle allows access to the current
measurement in the battery-invertor and auxiliary power module cables. There is no
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direct way of measuring the current flow between the invertor and the motor. With
a clamp-on DC current sensor, it was confirmed that there is an inherent error in the
reading given by the battery and that the accessories are not completely responsible
for the observed losses. Therefore, a model of 10% loss of power in either direction
between motor and battery has been fitted based on test data.
4.3.3 Battery Modeling
The battery model presented in the original ASM library accounts for individual
losses present in a battery and was in the form of a look-up table with temperature
and state-of-charge as its inputs. But proper maps were not available for the look-
up tables and therefore, a simplified RC circuit model (see Figure 4.6) presented in
reference [46] is used.
The open circuit voltage (Voc) of the cell varies with a change in state-of-charge of
the cell and is calculated in the model based on the data provided by A123 systems (a
map between SOC and Voc). Vcell, which is the effective output voltage after losses, is
calculated by a simple RC circuit analysis. The model does not take into account the
state-of-charge or temperature to calculate the losses (variations in the resistances
and capacitance in the model can be done for a more accurate model). This model,
due to capacitance in parallel with the resistive loss, is able to capture the dynamics
of a voltage cell better than that captured only by resistive loss models.
Instead of characterizing a cell by physical laboratory testing, a particle swarm
optimization technique was used to determine the values of R0, R1 and C1.
The particle swarm optimization algorithm is discussed in detail in [47]. The
algorithm works like a swarm of bees with particles initially spread out across the
sample space randomly. Then, based on the minimum value found, all the particles
try to converge towards the one with minimum value. The global minimum and
particle velocity are recalculated after every such iteration. The algorithm thus tries
to converge on the global minimum. In case the function is not a well-behaved
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vehicle speed, engine RPM and the gear. The gear is calculated in the SoftECU
model, whereas the other two quantities are calculated in the drivetrain subsystem.
The vehicle dynamics model calculates the road load and the braking force for
the vehicle. To calculate the road load, that is, the load due to rolling resistance,
aerodynamic drag and grade, a simple model is used:
Fload = A+B ∗ v + C ∗ v2 (4.2)
Here, v is the vehicle velocity and A, B and C are the loss coefficients. The values
of these parameters are taken from EPA dynamometer testing data [45].
This equation basically lumps together the losses due to all the parameters, and
the values of loss coefficients are fitted based on the test data (during EPA testing).
Therefore, these coefficients do not relate individually to a particular type of loss,
but together, this equation can provide the total road losses due to all factors. The
dynamometer is set to a zero grade, therefore, grade is not included in the model.
The braking force will play an important role in overall power management strat-
egy for the vehicle due to its PTTR architecture and the potential use of regeneration
(charging the battery by applying negative torque to the motor). Therefore, to model
the braking force of the vehicle, it is assumed that while decelerating, all the force is
coming from brakes,
Fbrake = Mveh ∗ dv
dt
+ Fload (4.3)
where Fbrake is the brake force, and Fload and inertia terms are of opposite signs. The
resultant brake force is plotted against brake pedal position (see Figure 4.7).
The data points where the vehicle speed is less than 10 m/s with brake pedal
pressed and brake pedal less than 5% are not included in the data set for brake
modeling. When the vehicle speed is less than 10 m/s, the locking pin in the automatic
transmission will not be engaged and there will be some frictional losses due to the
torque converter, which can not be modeled. The brake pedal in the test vehicle
has a zero error of 3% and sometimes the brake pedal does not come back to 0%
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pedal position after pressing the brake. Therefore, pedal positions less than 5% are
not considered. Due to these constraints, the braking force for pedal position greater
than 90% is not captured based on the dynamometer testing data. The brake pedal
is never pressed beyond 75% without assistive braking from the motor based on the
testing data. Therefore extrapolation is used to generate the map beyond 90% brake
pedal position.
Figure 4.7. Map for braking force versus brake pedal position.
The model to calculate the vehicle speed takes brake torque and tire load from
the vehicle dynamics model and calculates the output shaft velocity. This model is
taken directly from the ASM drivetrain model without many changes.
Because the electric motor torque is added directly at the differential in the model,
it affects only the differential and vehicle dynamics models. When only the electric
motor is running, the transmission module gives out a neutral position of the gear
shifter.
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The engine RPM is calculated by integrating (with proper considerations for the
inertia) the brake torque minus the effective load torque on the crankshaft. The
values of engine and drivetrain component inertias are taken from the ASM models
as typical estimates of the system.
In the SoftECU model, the transmission shift map of the 6T40 GM transmission
is taken from [48]. It is a function of transmission output speed and the accelerator
pedal position. The exact algorithm for determining the shift is taken from the default
model provided by ASM blocks. Only the shift map is changed. This shift map can
predict the gears with a fair amount of accuracy. The shift map used is shown in
Figure 4.8.
Figure 4.8. Shift map for automatic transmission [48].
4.4 Modeling Results
The plots in this section present the comparison between vehicle data from dy-
namometer and the predictions from the model. The results are in two sections. As
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the vehicle has two modes, engine-only and electric-motor-only, the results are pro-
vided for both. The engine-only part takes as input the accelerator pedal position
and the brake pedal position. And the electric-motor-only part takes as input the
requested torque and gives out the battery current and vehicle speed. The tests are
UDDS and HWFET drive cycles.
Vehicle velocity (Engine-only mode)
The model is able to predict the vehicle velocity with a mean error of 2.8 km/h
in HWFET (Figure 4.9) and 2.4 km/h in UDDS (Figure 4.10). The maximum error
at any time is 16 km/h. As shown by the graphs, overall, the velocity matches very
well. The model works well to predict low velocities, but tends to under-predict high
velocities.
Figure 4.9. Velocity profile versus time for Highway FET for engine-only mode.
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Figure 4.10. Velocity profile versus time for UDDS cycle for engine-only mode.
Engine speed (Engine-only mode)
The engine speed prediction does not match exactly with the vehicle data (Figure
4.11 and Figure 4.12). But that discrepancy in the prediction is due to an error
in the transmission map. The transmission map, even though specific to a 2013
Chevrolet Malibu, is not 100% accurate. When gear number is the same in the
simulation, the engine speed matches. The large discrepancy in the engine speed is at
the points where the gear number is different. Figure 4.13 presents the corresponding
gear number graph for the simulation. As can be seen at around 20% time there is
discrepancy in the gear number prediction and a corresponding discrepancy in the
engine speed at the same time. The error in 0 gear prediction and gear number being
1 in test data is because, in case of an automatic transmission, when the engine is
disengaged from the transmission at very low velocities, in the model, this has to be
shown by gear number being 0. But in test data collected from the CAN bus, the
gear number does not go to zero. To verify this, another CAN signal which calculates
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the effective gear ratio of the transmission is used. At these points, that ratio changes
even when the gear number on the CAN remains 1.
Therefore, based on the level of accuracy required, the user can either input the
gear from data running the model like a manual transmission or keep the automatic
transmission controller in place, but with some error in the engine speed.
Figure 4.11. Engine speed versus time for Highway FET for engine-only mode.
Fuel consumption (Engine-only mode)
The model is able to predict the net fuel consumption in the UDDS cycle within
an error of 2% and in the FET cycle within an error of 2.78% (Figure 4.14). The
fuel consumption follows a very similar profile and the error builds up only during
certain sections of the drive cycle. These are the sections where there is an error in
gear prediction. Due to incorrect gear prediction, the required engine torque changes
and, therefore, the fuel requirement changes.
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Figure 4.12. Engine speed versus time for UDDS cycle for engine-only mode.
Figure 4.13. Gear Number versus time for UDDS cycle for engine-only mode.
Vehicle speed (Electric-motor-only mode)
The model is able to predict the vehicle velocity with a mean error of 2.1 km/h in
HWFET (Figure 4.15) and 0.93 km/h in UDDS (Figure 4.16). As the electric motor
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Figure 4.14. Net fuel consumption versus time for engine-only mode.
is coupled to the wheels by a fixed gear ratio, the electric motor graph is similar, but
scaled compared to the vehicle speed graph.
Figure 4.15. Velocity profile versus time for Highway FET for electric-
motor-only mode.
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Figure 4.16. Velocity profile versus time for UDDS cycle for electric-
motor-only mode.
Battery depletion (Electric-motor-only mode)
The battery model is able to predict the change in battery state-of-charge in the
UDDS cycle within 3% and in the FET cycle within 0.1% as shown in Figure 4.17.
4.5 Integrating the Models with ASM Architecture
Even after development of these individual sub-models, the ASM blocks form the
basic architecture of the overall model.
• MABX controller
The MABX controller model block acts as the controlling unit for the whole
model. The changes made to the MABX controller model to integrate it with
the SIL model are:
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Figure 4.17. Battery state-of-charge versus time for electric-motor-only mode.
1. Remove CAN message blocks and integrate it with the ASMSignalBus
which carries all the model signals.
2. Remove Display block from the MABX model. ASM has a dedicated block
for user interface.
3. Digital/Analog inputs/outputs are mapped with relevant SIL/HIL model
inputs/outputs.
• SoftECU block
The SoftECU acts as the individual component ECU (for engine, transmission
and motor) present in the vehicle.
1. The transmission ECU and the Motor Control Module (MCM) are not
changed and are the same as base ASM models.
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2. Other than the starter and crank angle calculations, all the other sub-
models are removed. The map to calculate fueling based on pedal position
and engine speed is added instead.
• Engine block
The engine block is completely changed. The sub-models for cooling system,
fuel rail, etc. in the model are replaced by just the map for converting fueling
and engine speed into torque.
• Battery block
The Battery Management System (BMS) is left untouched. But the battery
multi-cell block is replaced by the simplified RC circuit model presented earlier.
Additionally, the motor accessory loss model is incorporated in this block as a
10% loss.
• Motor block
The motor map remains unchanged from the base model as the data collected
matches the stock motor map provided by the manufacturer.
• Drivetrain block
Most of the drivetrain model also remains unchanged. Only gear efficiency
values of the automatic transmission and differentials are added to the model
to make it more accurate.
• Vehicle Dynamics block
The vehicle dynamics model to calculate the road load is completely changed
from the base ASM model. Instead of individual contributions due to rolling
and drag etc., ABC coefficients are used for the calculations.
The brake force model is also changed. The pedal position vs. brake-force map
is updated based on the dynamometer data.
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• Environment block
The Environment block contains the driver module for the ASM models. This
block is used directly from the base models without any changes. This block
processes the ignition key and gear input (in case of a manual transmission)
and also has the driver-PID controller for following the velocity profile.
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equations and thus requires more computational time. However, at the end of the de-
velopment process, the backward-facing model needs to be verified against a forward-
facing model to test its feasibility in real time.
As shown in Figure 5.1, the vehicle speed defined by the drive cycle is be used to
calculate the tractive force,
Ftract = Finertia + Fload (5.1)
where Finertia is the inertial force, Fload is the force due to road loads and Ftrac is
the force required at the wheels. Fload is as explained in equation 4.2 in Chapter 4.
Finertia is given by:
Finertia = Mveh ∗ dv
dt
(5.2)
where Mveh is the vehicle weight. The wheel and gear box inertia are not taken into
account in the simplified model.
From the vehicle speed and gear number, the angular velocities of wheel, engine
differential, motor differential, engine and motor can be easily calculated:
ωw = v/rw (5.3)
ωed = ωw ∗ χed (5.4)
ωe = ωed ∗ χg (5.5)
ωmd = ωw ∗ χmd (5.6)
ωm = ωmd (5.7)
where ωw, ωed, ωe, ωmd, ωm represent angular velocities of wheel, engine differential,
engine, motor differential and motor, respectively. rw, χed, χg, χmd represent the wheel
radius, engine differential ratio, transmission gear ratio (as a function of gear number)
and motor differential ratio. The motor speed is the same as the motor differential
speed as there is a direct coupling between the two.
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The total torque required is calculated and split between the engine and motor
based on the desired power management strategy:
τv = Ftrac/rw (5.8)
τmv = Split ∗ τv (5.9)
τev = τv − τmv (5.10)
where τv, τmv, τev are the wheel torque, motor torque at wheels, and engine torque at
wheels, respectively. Split is the torque split between the two powertrains. The power
management strategies described in the next few sections define Split in different ways.
A benefit of doing this is that the same model can be used to run engine-only and
electric-only modes. Table 5.1 presents the values of Split for different modes.




Blended all other values
For the blended mode, the values can be positive or negative. A negative value
implies that the engine is providing more torque than required by the vehicle and the
motor is regenerating. For the present work, blended values between -1 and 1 are
used, but they can be different from these, especially on the negative side; when the
engine is providing more than double the desired torque, the motor is using the extra
torque for regenerative braking. The values of motor and engine torque (τm, τe) are
then calculated from τmv, τev as:
τm = τmv/χmd (5.11)
τe = τev/(χed ∗ χg) (5.12)
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subject to the following constraints:
min(τm) ≤ τm ≤ max(τm) (5.13)
0 ≤ τe ≤ max(τe) (5.14)
where,
max(τm),min(τm) = f(ωm) (5.15)
max(τe) = f(ωe, Ng). (5.16)
An important parameter in the above calculations is the gear number (Ng). The
gear number has to be calculated directly from an automatic transmission model. The
automatic transmission for the simplified model uses the shift map presented earlier
in Figure 4.8. To model the transmission, using the gear number and the accelerator
pedal position at that time step, the engine speeds for up-shift and down-shift are
calculated. The present engine speed is then compared against the two speeds. If
the engine speed is greater than the up-shift engine speed, the gear is incremented,
whereas if the engine speed is lower than the downshift speed, the gear is reduced.
The gears can go only from 0-6.
It is assumed that the gear shift is instantaneous and occurs immediately at the
end of the time step. When the gear output is 0, the engine is assumed to be idling
and the engine torque and speed are taken as ωe = 810 and τe = 0.
The above algorithm requires the accelerator pedal position, which is not readily
available in the model. Therefore, the pedal position is calculated from the engine
power,
Pe = τe ∗ ωe (5.17)
The relationship between the pedal position and the engine power is presented in
Figure 5.2. This is calculated by extrapolation of dynamometer testing data. Due to
the data set being very large, the map is divided into grids and only the grid-boxes
where more than 50 data points lie are taken into consideration. This filter on the
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data results in less than 10% data loss but gives a cleaner relationship between the
two quantities.
Figure 5.2. Relationship between accelerator pedal position and engine power.
An important difference between the simplified model developed and the detailed
model is that there is no provision for friction braking in the simplified model. This
has been done to enable the power management strategies to extract maximum pos-
sible regenerative braking energy from the vehicle during deceleration. It is assumed
that the motor will provide as much negative torque as possible (based on the motor
speed) and the rest can be obtained by friction braking. Therefore, during decel-
eration, if the vehicle needs to decelerate at a rate more than that the motor can
decelerate, it is assumed that friction braking will take care of the extra deceleration.
The fuel consumption is calculated from engine torque and speed by using the map
developed in Chapter 4 (Figure 4.4). The following equation presents an approximate
equation of the plane in the map:
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fconsumption = 32.47− 0.014 ∗ ωe rpm + 0.86 ∗ τe + 3.6e−6 ∗ ω2e rpm
−4e−5 ∗ ωe rpm ∗ τe + 9.8e−5 ∗ τ 2e
(5.18)
This consumption is in mm3/stroke. This is multiplied by appropriate factors to
convert to ml/sec. This fuel consumption is then converted into the corresponding
resultant GHG emissions by multiplying it with corresponding WTW GHG factors
taken from Argonne National Laboratory’s Greenhouse Gas, Regulated Emissions
and Energy Use in Transportation (GREET) model. The method for calculating
GHG emissions is explained in the next section.
The SOC and GHG emissions for the battery are calculated by calculating the
battery current. The motor current is calculated as:
Vm ∗ Im = τm ∗ ωm (5.19)
where Vm and Im are motor voltage and current, respectively. For simplicity, nominal
Vm is taken as 300V at all times. A 10% loss is modeled for the accessory losses as
explained in Chapter 4. The resultant battery current (Ibatt), is used to calculate the





Here Np and Qcell are the number of cells in parallel in the battery module and the
capacity of a single cell. The time step (Δt) taken is 1 second. The GHG emissions
resulting from the use of battery current are calculated by multiplying the battery
power output with the appropriate WTW GHG emissions factor taken from the
GREET model.
As a verification technique, the final output torques from the engine and motor
are used and the above calculations are done in reverse order to find the resultant
vehicle speed.
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5.2 Calculating GHG Emissions
For an HEV vehicle with liquid fuel being the only source of energy, calculating
emissions is easier, but for a plug-in hybrid, the battery can also be charged and the
electricity usage needs to be taken into account. The green house gases are generated
not only due to burning of liquid fuel in the engine, but also during creation of the fuel
(filtration of crude oil) and production of electricity. Therefore, for a complete analysis
of the carbon impact, the GHG emissions should be calculated from Well-to-Wheel
(WTW). The WTW analysis is done using Argonne National Laboratory’s (ANL)
GREET models. The models produce upstream (well-to-pump) and downstream
(pump-to-wheel) values in GHGs in grams/kWh of fuel use. This method of analysis
is taken from the EcoCAR2 competition rules [50].
The vehicle energy consumption and derivative measurement are based on SAE
J2841 definition of utility factor (UF) and the SAE J1711 test method. On the
basis of National Household Travel Survey (NHTS) data from 2005, SAE defines
the J2841 standard for weighing fuel and electric energy consumption for PHEV
vehicles. The charge-depletion (CD) emissions for energy consumption is weighed
against the percentage of vehicles that will use the CD range in a given day. The
Utility Factor (UF) represents that. The remaining percentage is used to weigh the
charge-sustaining (CS) emissions( or energy consumption) to represent the remaining
drivers on that day.
The J1711 standard establishes the method for testing a vehicle to determine the
point at which a CD PHEV transitions into the CS mode and defines the vehicle’s UF
based on that. Once the vehicle’s CD range and CS fuel consumption are measured,
UF can be calculated.
The SAE J2841 (2005 NHTS data) describes the UF (Figure 5.3) to be:
UF = 1− exp(−(C1 ∗ ( x
Dnorm
) + C2 ∗ ( x
Dnorm





FCfuel,UF−corrected = (FCfuel,CD) ∗ UF
+(FCfuel,CS) ∗ (1− UF )
(5.24)
where FCfuel,CD is the fuel consumed during charge-depleting mode and FCfuel,CS is
the fuel consumed during the charge-sustaining mode.
5.2.1 Benchmarking GHG Emission Values
Before we explore the different power management strategies, it is important to
know the present performance of the car in terms of GHG emissions. By using the
engine-only and motor-only modes (Split equals 0 and 1, respectively) we can also
validate our simplified model. Table 5.2 and Figure 5.4 and Table 5.3 and Figure
5.5 present the fuel consumption and state-of-charge results, respectively, for the
simplified model vs test data.
Figure 5.4. Fuel consumption comparison between test data and
simplified model predictions for engine-only mode.
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Figure 5.5. Battery state-of-charge comparison between test data
and simplified model predictions for electric-motor-only mode.
Table 5.2. Fuel consumption results for engine-only mode of simplified model.
Drive cycle Test results Simulated results Error%
UDDS 1.06 L 0.92 L 13%
HWFET 1.04 L 0.96 L 7.7%
Table 5.3. Change in SOC results for electric-motor-only mode of simplified model.
Drive cycle Test results Simulated results
UDDS 15.5% 13%
HWFET 23.5% 20%
As can be seen from the results, although the simplified model is not accurate, it
still gives a good estimate of the vehicle behavior and is simple enough to be utilized
for calculation-intensive models.
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An important difference in electric-motor-only mode is that there is more regener-
ative braking in the simulation as compared to test data. The test vehicle has friction
brakes, which results in loss of energy, whereas simulations do not account for this.
Therefore, the error in SOC prediction will actually be less if the vehicle was run
without friction brakes.
Table 5.4 presents the GHG emissions data for UDDS (urban dynamometer drive
schedule) and HWFET (highway fuel economy test) drive cycles in both charge-
depleting (electric motor-only) and charge-sustaining (engine-only) modes. By ex-
trapolating the amount of charge depleted in one drive cycle and assuming that the
CD region is until 20% SOC, we can say that the range of the vehicle for city driving
is 74 km (46 mi) whereas for highway driving it is 65 km (40.4 mi). Therefore, the
UF-corrected GHGWTW emissions for urban and highway driving are 155 g/km and
164 g/km, respectively (Table 5.5).
Table 5.4. GHGWTW emissions for the vehicle.
Mode Drive cycle GHGWTW
Engine-only UDDS 245 g/km
Engine-only HWFET 190 g/km
Electric-motor-only UDDS 109 g/km
Electric-motor-only HWFET 148 g/km






Dynamic programming (DP), as explained in Chapter 2, is a very powerful tool
to find the most optimal solution to a number of problems. The method applies
a proper discretization of the problem both in controls and states. Starting from
the final state, the algorithm determines the most optimum control that minimizes
the cost function given a set of constraints. The DP algorithm does an exhaustive
search in the available search space and generates the most optimal solution to the
problem. The open-source DP code developed in [41] is used in this work. The code
also generates a matrix of possible cases and finds the most suitable case as explained
in Chapter 2.
As it requires the vehicle velocity profile to be known a priori, and due to the
high computational power needed for an exhaustive search over the complete space,
it is not possible to use DP for on-line control purposes. Nevertheless, these results
can be used for benchmarking performance of other strategies.
5.3.1 Implementation
For the DP algorithm to work, we need to provide the state of charge at the
beginning and ending of the drive cycle. This is done because, if we run the simulation
without a constraint on the final SOC and with the cost function being to minimize
the net GHGWTW emissions, the simulation predicts the vehicle to run in electric-
motor-only mode. This is per expectations as electric-motor-only is the more efficient
and cleaner mode.
Due to this, we fix the GHGWTW,electricity part of the total GHGWTW emissions.
Therefore, if we minimize the GHG emissions due to fuel, the net GHG emissions will
be minimized. Therefore, the cost function is given by
Jv = GHGWTW,fuel. (5.25)
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The control (Split) is discretized between -1 and 1 and the states are SOC (SOChigh
is 0.3 and SOClow is 0.1) and gear number (Ng) (as it is an automatic transmission).
But in case of blended-charge-depletion mode, the SOC range is set differently (10%
above the initial SOC and 10% below the desired final SOC).
The constraints for the DP algorithm are the same as the simplified model (equa-
tions 5.13 to 5.16). Other than that, the gear number and SOC are defined for the
initial and final time steps.
5.3.2 Results and Conclusions
Highway Driving
For Highway driving, the HWFET drive cycle is considered. The vehicle can
run in four different modes: engine-only, electric-only, blended-charge-depletion and
blended-charge-sustaining. The results for the first two modes have already been
described earlier and do not require a power management strategy. The results for
the last two are given below:
Blended-CD mode
In blended-CD mode, the motor and engine are both running, and at the end of
the drive cycle, the battery is depleted by a certain amount. The amount of battery
depletion can be decided based on the desired range of the vehicle. For instance,
Figure 5.6 presents the SOC profile results for a 100-mile CD range of the vehicle with
an 8% depletion in battery charge. The net GHG emission results are summarized in
Table 5.6.
Blended-CS mode
In blended-CS mode, the battery state-of-charge is maintained and the vehicle
acts like a normal hybrid electric vehicle. The final SOC is constrained to be the
same as the initial SOC. The SOC profile curve for this mode is shown in Figure 5.7
and results are summarized in Table 5.6.
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Figure 5.6. Dynamic programming results for battery state-of-charge
in blended-charge-depletion mode (100-mile range) for HWFET drive
cycle.
Table 5.6. GHGWTW emissions for HWFET drive cycle for different
driving modes.
Mode Fuel consumption GHGfuel Change in SOC GHGelectricity
Engine-only 0.96 L 190 g/km - -
Electric-motor-only - - 20% 148 g/km
Blended-CD 0.61 L 120 g/km 8% 51 g/km
Blended-CS 0.94 L 184 g/km - -
Table 5.7 summarizes the selection of different CD and CS modes. The results
are summarized assuming the CD-CS mode change occurs at 20% state-of-charge. As
can be clearly seen, there is no potential benefit from using Blended-CD mode and
a very small benefit by using Blended-CS mode for the charge-sustaining portion.
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Figure 5.7. Dynamic programming results for battery state-of-charge
in blended-charge sustaining mode for HWFET drive cycle.
Table 5.7. GHGWTW,UF−corrected emissions for HWFET drive cycle
for combination of different CD and CS modes.
CD-Mode CS-Mode GHGCD GHGCS Range GHGUF−corr
Electric-motor-only Engine only 148 g/km 190 g/km 40 mi 164 g/km
Electric-motor-only Blended-CS 148 g/km 184 g/km 40 mi 161 g/km
Blended-CD Engine-only 171 g/km 190 g/km 100 mi 173 g/km
Blended-CD Blended-CS 171 g/km 184 g/km 100 mi 172 g/km
Therefore, for highway driving, using the engine-only mode and just capturing all
possible energy by regenerative braking will be the most suitable strategy.
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City Driving
Similar to the highway drive cycle, the UDDS drive cycle is used for modeling the
city driving. The following results are obtained from it:
Blended-CD mode
In blended-CD mode, the motor and engine both are running, and at the end
of the drive cycle, the battery is depleted by a certain amount. Similar to highway
driving, city driving (with a range of 50 miles) results in a 12% decrease in SOC. The
resulting SOC profile is given in Figure 5.8. Table 5.8 presents the GHG emission
results.
Figure 5.8. Dynamic programming results for battery state-of-charge
in blended-charge depleting mode for UDDS drive cycle.
Blended-CS mode
In blended-CS mode, the battery state-of-charge is maintained and the vehicle
acts like a normal hybrid electric vehicle. The final SOC is constrained to be the
same as the initial SOC. The SOC profile for this mode is given in Figure 5.9 and
emission results are summarized in Table 5.8.
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Figure 5.9. Dynamic programming results for battery state-of-charge
in blended-charge sustaining mode (50 mile range) for UDDS drive
cycle.
Table 5.8. GHGWTW emissions for UDDS drive cycle for different driving modes.
Mode Fuel consumption GHGfuel Change in SOCGHGelectricity
Engine-only 0.94 L 245 g/km - -
Electric-motor-only - - 13% 109 g/km
Blended-CD 0.34 L 92 g/km 12% 98 g/km
Blended-CS 0.76 L 205 g/km - -
Table 5.9 summarizes the selection of different CD and CS modes. The results are
summarized assuming the CD-CS mode change occurs at 20% state-of-charge. The
overall GHGWTW emissions for the different modes show that the blended-CD mode
is not beneficial and does not provide any additional benefits. But, with electric-
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Table 5.9. GHGWTW,UF−corrected emissions for UDDS drive cycle for
combination of different CD and CS modes.
CD-Mode CS-Mode GHGCD GHGCS Range GHGUF−corr
Electric-motor-only Engine only 109 g/km 245 g/km 46 mi 154 g/km
Electric-motor-only Blended-CS 109 g/km 205 g/km 46 mi 141 g/km
Blended-CD Engine-only 190 g/km 245 g/km 50 mi 207 g/km
Blended-CD Blended-CS 190 g/km 205 g/km 50 mi 194 g/km
motor-only as the CD mode, and blended-CS mode, there is a sizable benefit in fuel
economy as compared to using just the engine-only mode.
Conclusion
Based on the above results, the following conclusions can be drawn:
• For highway driving, there is not much gain from using the blended mode. This
is expected as there are very few start-stops and the vehicle mostly operates
in an almost constant-velocity region. Therefore, it would be better to use
Charge Depletion as electric-motor-only and Charge Sustaining as engine-only
modes. The battery can be charged during any braking events even during the
charge-sustaining region.
• For City driving, there is potential benefit to be gained from using the blended
mode. Therefore, the city driving can have charge depletion as electric-only and
charge sustaining as blended-CS mode.
Finding the range of the vehicle
Now that we have established that it will be beneficial to have a charge-depletion
mode as electric-motor-only and charge-sustaining mode as blended-CS, we also need
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to define the optimal boundary between the two, i.e., when to shift from charge-
depleting to charge-sustaining modes. Table 5.10 presents this analysis by using the
J2841 standard to define the UF-corrected WTW GHG emissions for the vehicle. The
GHGWTW,CD is taken as 109 g/km and GHGWTW,CS is taken as 205 g/km for this
analysis.
Table 5.10. Finding the optimum CD-CS boundary for urban driving
using utility factor.
Boundary SOC CD Range UF GHGWTW,UF−corrected
80 11.5 mi 0.256 180 g/km
60 23 mi 0.439 162 g/km
40 34.6 mi 0.569 150 g/km
30 40.4 mi 0.620 145 g/km
25 43.3 mi 0.642 143 g/km
20 46 mi 0.663 141 g/km
15 49 mi 0.682 140 g/km
As a trend, the lower SOC we can get, the better the GHG emission number will
be. Therefore, we can choose 20% as the boundary between CD-CS as after 20%,
even reducing the boundary by 5% doesn’t give a lot of benefit, and a minimum 10%
SOC needs to be maintained at all times for the battery pack to function.
Limitations of DP
An observation to be made here is that when these results are compared to existing
literature, there is a mismatch in the fuel-consumption benefits for blended-CS mode.
For example, in [30], the reported fuel consumption benefit from a conventional vehicle
to DP-based power hybrid vehicle is 30% whereas, in the present work, it is coming
out to be 19%.
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On exploring this issue, it was found that the low difference can be due to two
factors:
• Engine Map: There is not a lot of change in the engine operating points on
moving from engine-only to blended-CS mode. Figure 5.10 shows the operat-
ing points with the present engine. The red data points represent the engine
operating region in case of engine-only operation, whereas the blue data points
represent the engine operating region with the optimized controller from DP
results on a BSFC contour plot. As shown in the figure, there is not much
difference between the operating points between the two modes.
Figure 5.10. Engine operating points for engine-only and blended-CS
modes of operation with present diesel engine.
In contrast, on changing the engine to similar-sized Audi 2.5L, 88kW diesel
engine and keeping all other constraints to be the same, there is a significant
change in engine operating points (see Figure 5.11) and the engine runs in the
more optimal region. In case of the Audi engine, there is a significant shift in
operating region of the engine, whereas in case of the original engine, a bulk
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of the operating region stays the same. On comparing the fuel consumption
benefits, there is a 24% fuel benefit compared to the 19% benefit from the
original engine. Therefore, the engine being used for the analysis can make a
difference in the fuel consumption benefit.
Figure 5.11. Engine operating points for engine-only and blended-CS
modes of operation with Audi diesel engine.
• Vehicle Architecture: A majority of the work in the literature is on series or
parallel hybrid vehicles. Having a series architecture allows the engine to be de-
coupled from the wheels, and the engine can operate independently at the most
optimal point. Similarly, a parallel architecture also provides more flexibility in
terms of engine operating points. But for a PTTR architecture, the engine has
to be operated at a certain speed which can not be independent of the vehicle
speed. Therefore, the added constraint may result in a less optimum solution.
Besides the difference in fuel consumption numbers, the DP algorithm developed
does not have a start-stop mode. That is, the engine can not be turned off and on
during operation. This presents a big limitation on the DP results. For example, we
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observed that during Blended CD mode, the overall GHG emissions were higher than
the GHG emissions during Blended CS mode (Tables 5.6 and 5.8). It is possible that
allowing the engine to turn off would result in a better emission number as compared
to the present results.
Another major drawback of the DP algorithm is that it can not be implemented
on-line. Therefore, the next three sections talk about developing strategies for on-
line implementation. DP results have established that there is no need to develop
blended-CD mode of the vehicle. Therefore, the next sections talk about blended-CS
mode only.
5.4 Regression Modeling
A control strategy based on a set of rules is computationally more efficient than
an optimal solution such as that generated by DP. But the results thus generated
are far from optimal. By analyzing the control actions in a dynamic programming
solution, some rules can be extracted from it which can try to reproduce the optimal
behavior of DP, but unlike DP will be implementable in real-time.
The starting point for such an exercise will be to generate an extensive set of DP
simulations and find the optimal control outputs for a large number of drive cycles.
Given that this analysis is done only for urban driving and on a charge-sustaining
mode of the vehicle, the DP simulations are run on urban drive cycles with a CS
constraint imposed. For the present study, 36 urban/suburban drive cycles are used.
Appendix A provides a list of all these drive cycles.
To generate a rule-based strategy from the DP data, a regression technique is
used in the present work. Regression presents a powerful tool to generate trend-lines
from the bulk of data. Using the available inputs, it will try to find the best curve to
generate the control law similar to DP.
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5.4.1 Implementation
The predictors for regression are selected from the pool of observable variables in
the controller. The observable physical variables available in the controller can be
listed as:
1. Torque required by the vehicle (τv)
2. Engine torque (τe)
3. Engine speed (ωe)
4. Motor torque (τm)
5. Motor speed (ωm)
6. Vehicle speed (v)
7. Vehicle acceleration (a)
8. Battery State-of-Charge (SOC )
9. Gear Number (Ng)
Out of these available variables, if two variables have a very high correlation
between them, only one of them is used to remove multi-collinearity. In regression,
multi-collinearity refers to predictors that are correlated with other predictors. Having
multi-collinearity has an adverse effect on the outcome as it may render some of the
otherwise significant variables insignificant by having a very low coefficient. It also
increases the standard error of the coefficients, making some independent variables
significant. Therefore, using a correlation matrix (see Figure 5.12) we can see that
out of these 9 variables, only 6 are needed for the regression. The six variables chosen
are τv, τe, ωe, τm, v and SOC.
It was observed that using just the linear terms of these variables cannot pre-
dict the control law very well (as evident from the R-squared value of 0.43). This
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Figure 5.12. Correlation matrix plot for available predictor variables
(normalized) for regression equation.
resulted in two possible strategies: using non-linear regression, or introducing non-
linear terms in the present multi-linear regression to make it pseudo non-linear. The
second approach is used because of its simplicity. The non-linear terms used are:
• Linear (Xi)
• Quadratic (X2i )
• Cross-quadratic (Xi ∗Xj)
• Exponential terms (eXi and 1
1+e−Xi )
• Square root terms ( 2√|Xi|)
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By applying regression on these terms and discarding the terms which have p-
value ≥ 0.05, the R-squared value comes out to be 0.73 with 39 terms in the equation.
The complete regression equation is not present in the main text, but the values of
coefficients for the different terms are presented in Appendix B.
5.4.2 Results
The results of using the regression model are shown as follows:
Figures 5.13, 5.14 and 5.15 show the SOC profiles for Urban Dynamometer Driving
Schedule (UDDS), New York City Cycle (NYCC) and INRETS urban1 drive cycle,
respectively. These drive cycles were part of the 35 drive cycles used in regression
model generation. Table 5.11 summarizes the fuel consumption for the three drive
cycles.
Figure 5.13. Battery state-of-charge comparison between DP and
regression model predictions for UDDS drive cycle.
By looking at the fuel consumption results for the three drive cycles, we can say
that the regression model does a very good job in predicting the torque split based
on DP outcomes. The SOC plots for the three cases show that, in DP, there is higher
degree of deviation from the base value of 20% SOC, whereas the deviation is not
that high for the regression model predictions. To investigate this, the velocity profile
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Figure 5.14. Battery state-of-charge comparison between DP and
regression model predictions for NYCC drive cycle.
Figure 5.15. Battery state-of-charge comparison between DP and
regression model predictions for INRETS urban1 drive cycle.
in the UDDS drive cycle where there is a sharp decrease in the SOC (marked in red
in Figure 5.16) is shifted to a different position (Figure 5.17). This new drive cycle is
run through both DP and the regression model and the resulting SOC curve is shown
in Figure 5.18.
As we can see in the DP SOC profile in Figure 5.18, the SOC drops sharply at the
beginning of the drive cycle regardless of what the velocity profile is. This is because
the DP algorithm knows the complete drive cycle beforehand and knows about the
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Figure 5.18. Battery state-of-charge comparison between DP and
regression model predictions for edited-UDDS drive cycle.
the drive cycle, whereas that is not possible in the regression model. Therefore, when
we shift the velocity profile to a later section of the drive cycle, in DP, that section
has an increasing SOC (it had a decreasing SOC in the original drive cycle), but as
the regression model doesn’t take into account the position in the drive cycle, the
results for it do not change. The fuel consumption numbers still match and the SOC
is still maintained for both.
An important question here is about the stability of the algorithm. There is a
small difference between the initial and final SOC for some of the drive cycles and
if the vehicle continues to run, this difference may increase. If the algorithm cannot
maintain a state-of-charge, then this complete exercise will not be fruitful. Therefore,
two different simulations are run:
1. Multiple UDDS drive cycles: The simulation is run for UDDS drive cycle con-
catenated 10 times. The results for the simulation are shown in Figure 5.19.
The net fuel consumption for 10 drive cycles is 7.7 L, The fuel consumption for
one UDDS drive cycle is 0.76 L.
2. Multiple-different drive cycles: A typical urban driving day will not replicate
the same drive cycle over and over again. Therefore, ten drive cycles are chosen
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Figure 5.19. SOC profile for regression model run on UDDS drive
cycle concatenated 10 times.
and concatenated to generate the velocity profile shown in Figure 5.20. This
provides another test of the regression model stability.
Figure 5.20. Velocity profile after concatenating 10 different drive cycles.
Figure 5.21. SOC profile for regression model run after concatenating
10 different drive cycles.
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As shown in Figure 5.21, the regression model is not able to maintain the state-
of-charge, and thus, is not stable in its present form. The negative state-of-charge
here is possible because there is no lower bound on the SOC in the simplified model.
5.4.3 SOC Limits
As can be seen from the simulation run for 10 different concatenated drive cycles,
the regression algorithm by itself is not able to maintain state-of-charge. Another
important factor to be considered here is that regression is suitable only for inter-
polation and extrapolating regression results might lead to high deviations from the
desired output. Therefore, once the state-of-charge is more than a certain distance
from the target value, it is not practical to expect good results from the regression
algorithm.
Figure 5.22. Frequency histogram for state-of-charge values in DP results.
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Therefore, we need to make sure that the state-of-charge of the vehicle is main-
tained within a certain zone. To find that zone, the SOC values generated by DP from
the 35 simulation runs are plotted as a histogram (Figure 5.22) and the boundaries
set at the points where there are no SOC values in the data used for regression.
Therefore, an additional control logic is imposed on top of the present regression
algorithm. If the SOC drops below 17.5%, the vehicle goes into engine-only mode
with the motor being used only for regenerative braking, whereas, if the SOC goes
above 21.5%, there is no torque demand from the engine and the clutch is disengaged.
By using this control logic, Figure 5.23 shows the results of SOC profile for the same
velocity profile with 10 different concatenated drive cycles that went unstable earlier
without the SOC algorithm. With the SOC algorithm, the SOC does not go beyond
limits, whereas without the algorithm, the SOC could not be maintained for the 10-
drive-cycle case. The fuel consumption also comes out to be the same as for DP (5.6
L).
Figure 5.23. SOC profile for regression model run after concatenating
10 different drive cycles with SOC algorithm implemented.
Therefore, we can say that the regression model with an SOC algorithm can be
used to generate results compatible with the DP results.
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5.4.4 Limitations
One major limitation of this model is that, although the fuel consumption num-
bers match to second significant digit, the fuel consumption with regression model is
slightly lower (third significant digit) than the DP results (see Table 5.11). This can
be explained by looking closely at the SOC profiles for all three drive cycles (Figures
5.13, 5.14 and 5.15). The final SOC for DP is higher than the final SOC for the
regression model. Therefore, slightly more fuel is used up in the DP compared to the
regression model.
5.5 Equivalent Consumption Minimization Strategy (ECMS)
Another strategy that is often used for real-time implementation on vehicles is the
equivalent energy minimization strategy (ECMS). ECMS also solves an optimization
problem, but unlike DP, which tries to solve the global minimization problem, ECMS
tries for instantaneous optimization. The cost function to be optimized is dependent
only on the system variables at the current time. The ECMS equations are formulated
as:
τ opte , τ
opt
m = argmin Jt (5.26)
The constraints for this are also the same as the ones in the basic model (equations
5.13 to 5.16). The cost function Jt takes into account not only the fuel consumption,
but also the electric energy usage.
5.5.1 Implementation
In the present work, the cost function is defined so as to minimize the net GHG
emissions at all times. Therefore, the cost function is given by:
Jt = GHGWTW,fuel + ζ ∗ pen ∗GHGWTW,electricity (5.27)
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GHGWTW,fuel = f(τe, ωe) (5.28)
GHGWTW,elctricity = f(τm, ωm) (5.29)
Here, ζ, the equivalence factor is taken to be the same for both charging and discharg-
ing modes and does not include inefficiencies of the powertrain. pen is the penalty
function (also known as SOC correction term) associated with the deviation from
SOC. The penalty function has been studied in [51]. The value of penalty function
for the present work is taken from the same reference [51] and a graph of the func-
tion is shown in Figure 5.24. The assumption behind using this cost function is that
whatever the gain/loss in GHG emissions due to deviation in the state-of-charge of
the battery is, it will be later compensated by the engine.
Figure 5.24. Plot for penalty function with deviations in SOC from
the target SOC.
The ECMS strategy strongly depends on the equivalence factor and these values
vary with driving conditions. Therefore, an approach that is commonly used is to
find an appropriate equivalence factor for a given set of driving conditions (or drive
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cycle) which minimizes the net fuel consumption for that particular drive cycle. The
constraint here is that the final SOC needs to match the initial SOC. Therefore, a de-
sign of experiment (DOE) is run with varying equivalence factors and the equivalence
factor that satisfies the constraint of maintaining the SOC is used.
To solve the local minimization problem in a discrete model, the following algo-
rithm is used:
• Step 1 : Find the maximum and minimum motor torques available at the present
speed.
• Step 2 : Find all possible τm and corresponding τe (to satisfy equation 5.10).
• Step 3 : Calculate the cost function for all the combinations of τm and τe.
• Step 4 : Find the combination with minimum cost that can satisfy the con-
straints.
5.5.2 Results
The DOE is run for ζ values between 2 and 3 with an increment of 0.01. Figures
5.25, 5.26 and 5.27 present the final SOC as function of equivalence factor if we start
from 20% SOC in the DOE for UDDS, NYCC and INRETS urban1 drive cycles, re-
spectively. The second figure shows the corresponding fuel consumption as a function
of equivalence factor.
The fuel consumption during the drive cycle almost matches with the fuel con-
sumption from the DP solution. As can be seen from the results, the system is very
sensitive to the equivalence factor near 2.24 (which is the desired value in the given
cases to maintain near constant SOC). And even a slight change in the velocity profile
can result in a different fuel consumption. The SOC profile for the UDDS drive cycle
is presented in Figure 5.28. For verification, the velocity profile with 10 different
concatenated drive cycles is also simulated on the model with an equivalence factor
of 2.24 and the results are presented in Table 5.12.
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Figure 5.25. Final SOC and fuel consumption for different equiva-
lence factors for UDDS drive cycle.
Figure 5.26. Final SOC and fuel consumption for different equiva-
lence factors for NYCC drive cycle.
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Figure 5.27. Final SOC and fuel consumption for different equiva-
lence factors for NYCC drive cycle.
Figure 5.28. Battery SOC results for UDDS drive cycle with 2.24
equivalence factor for ECMS strategy.
Similar to the observation made for the regression model, for ECMS also, the final
SOC is lower than the target 20% SOC. Therefore, the fuel consumption is slightly
lower than that of DP.
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Figure 5.29. Battery SOC results for 10 different concatenated drive
cycles with 2.24 equivalence factor for ECMS strategy.
Table 5.12. Fuel consumption results comparison between DP, re-
gression model predictions and ECMS strategy.
Drive cycle DP fuel cons. Reg. model fuel cons. ECMS
UDDS 0.76 L 0.76 L 0.75 L
10 drive cycles 5.6 L 5.6 L 5.7 L
Another observation to be made here is that, according to literature, the equiva-
lence factor is very sensitive to different drive cycles and varies significantly with the
change in drive cycle [31]. But for the present work it is coming out to be similar for
the three drive cycles. The exact reason for this is not explained, but it is possible
that, similar to when the DP algorithm didn’t result in a shift in engine operating
points, the ECMS strategy is also not very sensitive to a change in operating points
for the given engine map.
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5.6 Proportional State-of-Charge Algorithm
The proportional State-of-Charge (pSOC) algorithm calculates the torque divide
between the engine and the motor based on how far the present SOC is from the target
SOC. It works similar to a feedback control strategy by increasing the percentage of
motor use if the SOC is more than the target value and uses the engine to charge the
motor if the SOC is lower than the desired value. The algorithm is given by




100 ∗ (SOCUB − SOCLB)/2 . (5.31)
The Split has upper and lower bounds (SOCUB and SOCLB) as 1 and -1, respectively.
This, along with the value of K, ensure that the vehicle goes into electric-motor-only
mode if the SOC is higher than the higher bound of SOC and the engine doesn’t
operate in a very low-efficiency region in case the SOC drops too low. Equations 5.9
and 5.10 are used to calculate the torque.
The pSOC algorithm tries to maximize the regenerative braking to charge the
motor. Therefore, whenever there is a negative torque request (brake pedal being
pressed) the algorithm bypasses the dependence on SOC and uses only the motor to
provide the negative torque.
The boundary conditions here are the same as the ones defined in the basic model
(equations 5.13 to 5.16).
5.6.1 Results
Figure 5.30 presents the SOC profile for the pSOC Algorithm.
The final SOC is higher than the initial SOC in this case. The fuel consumption is
also higher (0.8 L) as compared to DP or regression model results (0.76). Therefore,
89
Figure 5.30. Battery SOC results for UDDS drive cycle using pSOC algorithm.
for a better understanding, the UDDS drive cycle is concatenated 10 times to check
the stability of the system. Figure 5.31 presents the SOC profile for this simulation.
Figure 5.31. Battery SOC results for UDDS drive cycle concatenated
10 times with pSOC algorithm.
As there was an increase in the battery SOC in case of a single drive cycle, it
will not give an accurate comparison between the earlier models. But as the SOC
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stabilizes on running the drive cycle multiple times, the average fuel consumption
over the entire range is 7.7 L. Therefore, for one drive cycle, the fuel consumption
will be 0.77 L, which is slightly higher than DP or regression results.
Similar to previous algorithms, this algorithm is also simulated on a drive-trace
with 10 different city drive cycles concatenated. The results for the same are shown
in Figure 5.32.
Figure 5.32. Battery SOC results for UDDS drive cycle concatenated
10 times for pSOC algorithm.
The total fuel consumption for this simulation is 5.6 L, which is the same as the
DP and regression results.
5.7 Summary
In summary, we can see that all the strategies presented can result in similar
fuel consumption benefit numbers. Even though pSOC strategy is sub-optimal, and
doesn’t have any optimization, it is still able to generate a big improvement in fuel
economy. The other strategies used model-based control and a lot of optimization,
still, there is not a big fuel benefit to be gained from that work. A big part of the
fuel benefit even without using optimization is the presence of a motor and battery
pack. The battery can regenerate energy during braking, and that energy can be
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used during acceleration. Therefore, the engine which was forced to operate in a
lower-efficiency region due to the acceleration demand, now due to load sharing by
the motor, does not have to operate in a very low-efficiency region and there is a
significant fuel benefit to be gained from there.
Another reason for this behavior could be that, as we discussed in the limitation
for DP, there isn’t a significant change in the engine operating region, which means
that a very high fuel benefit due to operating the engine in a higher efficiency region
all the time is not possible for the given engine and the majority of the benefit comes
from the regenerative energy captured during braking.
Figures 5.33, 5.34 and 5.35 show the plots of Split as a function of time for UDDS
drive cycle for regression, ECMS and pSOC algorithms when compared to DP results.
As regression is based on DP, the graphs are almost similar and there is a very small
variation between the two results. But the graphs for ECMS and pSOC strategies do
not match, even though the results are similar.
Figure 5.33. Split comparison between DP and regression algorithm.
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Figure 5.34. Split comparison between DP and ECMS algorithm.
Figure 5.35. Split comparison between DP and pSOC algorithm.
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6. IMPLEMENTATION OF POWER MANAGEMENT STRATEGIES ON ASM
MODELS
The power management strategies discussed in Chapter 5 have been developed on
a simplified backward-looking model of the vehicle. To test its implementability in
real-time systems, it needs to be verified on a forward-looking model. Therefore, the
strategies are implemented on the models discussed in Chapter 4.
6.1 Changes in Existing Models/Strategies
Before implementation, there are a few changes that need to be made in the model
as well as the way the control strategies are implemented. These changes are discussed
below:
• Removing friction braking : The simplified model used in development of control
strategies does not have friction brakes modeled in it. The electric motor takes
care of all the braking by regenerative braking. Therefore, friction brakes are
removed from the ASM model to accurately test the implementability of the
power management strategies developed.
• Addition of blended mode: The MicroAutobox controller model did not have a
blended mode of operation to run both the engine and the motor simultaneously.
This has been added along with the electric-motor-primary mode and combined
with regen-mode in the controller.
• Implementing ECMS strategy : ECMS strategy involves instantaneous minimiza-
tion of the objective function. In the simplified model in MATLAB script, this
was done with the help of a ’while-loop’. But this cannot be implemented in
real time. Therefore, a 4-D map is created with inputs being τv, Ng, v and pen.
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These values are needed by the ECMS algorithm at all times to find the min-
imum cost. Therefore, the 4-D map spans the operating range of the vehicle
and the minimum cost is pre-calculated. This reduces the simulation time of
the model for UDDS drivecycle from approximately 45 hours to 4 hours.
The 4-D map is verified against the old model (with the while-loop). The results
for the SOC profile for the UDDS drive cycle are shown in Figure 6.1. As can
be seen here, the SOC profile matches very well with the results from the old
model (with the while-loop).
Figure 6.1. Comparison of SOC vs time plot for ECMS strategy
between while-loop implementation and 4-D look-up table implemen-
tation.
6.2 Results for Proportional SOC Algorithm
Figure 6.2 presents the SOC profile for the pSOC controller for both the simplified
model and the ASM model when applied on a single UDDS drivecycle.
Table 6.1 presents the fuel consumption numbers when the algorithm is applied
on a single UDDS drive cycle.
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Figure 6.2. Comparison of SOC vs time plot for pSOC algorithm
between simplified model vs ASM models.
Table 6.1. Fuel consumption results comparison between simplified
model and ASM models for pSOC algorithm.
Drive cycle Simplified model fuel cons. ASM fuel cons.
UDDS 0.80 L 0.83 L
To test the stability of the pSOC algorithm in ASM models, the simulation was
run at an initial SOC of 22.88% (which is the same as the final SOC at the end of
one drive cycle run). The results for the same are shown in Figure 6.3 and Table 6.2.
Table 6.2. Fuel consumption results comparison between simplified
model and ASM model for pSOC algorithm with charge sustenance.
Drive cycle Simplified model fuel cons. ASM fuel cons.
UDDS 0.77 L 0.80 L
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Figure 6.3. Comparison of SOC vs time plot for pSOC algorithm
between simplified model vs ASM models with charge sustenance.
The simplified model predicts the behavior of the detailed ASM model very well
as can be seen from the plots. The SOC profile for the UDDS cycle run matches very
well with that predicted by the simplified model. The fuel consumption is slightly
higher but that is expected as there are a few inefficiencies which are not included in
the simplified model (e.g., drivetrain gear losses). The state-of-charge is also slightly
higher in the ASM models as compared to simplified model which will add to the fuel
consumption.
6.3 Results for Energy Consumption Minimization Strategy
Figure 6.4 presents the SOC profile for the ECMS strategy implemented on a
UDDS drive cycle in ASM models and Table 6.3 presents the fuel consumption num-
bers.
97
Figure 6.4. Comparison of SOC vs time plot for ECMS algorithm
between simplified model vs ASM models.
Table 6.3. Fuel consumption results comparison between simplified
model and ASM model for ECMS algorithm.
Drive cycle Simplified model fuel cons. ASM fuel cons.
UDDS 0.75 L 0.735 L
For the ECMS algorithm, similar to the pSOC algorithm, the SOC profile follows
a similar trend as that of the simplified model. The SOC profile is not exactly the
same as it is instantaneous minimization, and if there is a small difference between
the simplified model and ASM model at some point, the instantaneous split for the
next time step will be different and the difference will accumulate with time. But
overall, the trend is similar. The fuel consumption number is slightly lower than the
simplified model even though it was higher in pSOC (due to additional inefficiencies
modeled in the detailed ASM model). This can be attributed to a lower SOC at the
end of the drive cycle in case of the ASM model as compared to the simplified model.
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6.4 Results for Regression Model based on Dynamic Programming
Figure 6.5 shows the resultant state-of-charge profile for applying the regression
model equation in the controller without adding the additional SOC algorithm. Table
6.4 presents the fuel consumption data.
Figure 6.5. Comparison of SOC vs time plot for regression model
without additional SOC algorithm between simplified model vs ASM
models.
Table 6.4. Fuel consumption results comparison between simplified
model and ASM model for regression model without additional SOC
algorithm.
Drive cycle Simplified model fuel cons. ASM fuel cons.
UDDS 0.76 L 1.31 L
As seen in the figure, without the SOC algorithm, the ASM model is not able
to maintain the SOC whereas, with the simplified model, the UDDS cycle could
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be simulated even without the SOC algorithm. The fuel consumption is also very
high. Higher fuel consumption can be justified by the increase in state-of-charge, but
overall, the model results do not match.
Figure 6.6. Comparison of SOC vs time plot for regression model
with the SOC algorithm between simplified model vs ASM models.
Table 6.5. Fuel consumption results comparison between simplified
model and ASM model for regression model with the SOC algorithm.
Drive cycle Simplified model fuel cons. ASM fuel cons.
UDDS 0.76 L 0.87 L
On adding the SOC algorithm, the SOC profile (see Figure 6.6) is still very dif-
ferent from the SOC profile predicted by the simplified model. The torque split in
these cases is biased towards charging the battery as much as possible. At the SOC
limit (21%), the vehicle operation changes to electric-motor-only and it stops using
the engine. This results in the SOC dropping, and the engine being called in to regen-
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erate the battery charge. Other than that, during braking events, all the regenerative
energy is being used to charge the battery. Therefore, the battery is being used as a
start-stop buffer and not in any optimal way. The fuel consumption number (Table
6.5) reflects that. The fuel consumption in this case is not as high as the previous
case because the battery is not being charged at the expense of fuel consumption and
the vehicle is using the motor to start-stop, which will give fuel benefits.
But this is still far from ideal. Therefore, on exploring further, it was found
that the torque required by the controller is not matching the torque output of the
engine. Figure 6.7 shows the torque requested and engine torque output contours (as
a function of engine speed).
Figure 6.7. Comparison of Input vs Output torques in ASM model
and simplified model.
Figure 6.8 shows a schematic of the way the torque request from the controller is
translated to the engine output torque in the ASM model. This is done to preserve
the way the torque request is generated in the test vehicle. The controller gets the
vehicle torque (τv) request from the driver in the form of pedal position and converts
it to a torque number. Then the power split algorithm divides the torque into engine
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Figure 6.9. Comparison of SOC vs Time plot for regression model
with the SOC algorithm, after removing the torque errors between
simplified model vs ASM models.
Table 6.6. Fuel consumption results comparison between simplified
model and ASM model for regression model with the SOC algorithm,
after removing the torque errors.
Drive cycle Simplified model fuel cons. ASM fuel cons.
UDDS 0.76 L 0.85 L
SOC reaches the upper threshold of the SOC almost halfway through the drive cycle.
But, the SOC profile still follows the general trend and is similar to the one obtained
by the simplified model.
There are a few possible reasons for this discrepancy:
• Backwards-vs-forwards model : The simplified model follows a backward-facing
approach. The vehicle is assumed to always follow the desired drive cycle and
the torque requirements are calculated by powertrain measurements using in-
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• Differences due to model simplification: The simplified model does not account
for any of the powertrain losses or differences in the battery due to changes in
state-of-charge. Similarly, there are a number of other small items that are not
accounted for in the simplified model. These will cause differences in the fuel
consumption numbers, as already shown in the case of the pSOC controller.
• Brake Model : There is no friction brake model in the simplified model. There-
fore, when the vehicle needs to decelerate, it is assumed that if the negative
torque required is more than maximum negative torque available by the motor,
the rest will be provided by the friction braking. But with the driver model
and friction brakes missing, if the motor is unable to provide negative torque
at one time step, the vehicle will not slow down, and more negative torque will
be required by the vehicle in the next time step. Therefore, there will be more
regenerative braking in the ASM model as compared to the simplified model.
This could explain how the SOC increases more in ASM results as compared to
the simplified model.
Therefore, the exact reason is unknown and the reasons presented here could
possibly be acting in combination with one another to cause the discrepancies.
6.5 Summary of Results
The following tables present the summary of results for the two types of models
and two different drive cycles. Due to differences in ending SOC, the fuel consumption
numbers do not exactly give the true picture. Total GHG emissions, on the other
hand, should present a comparable analysis between two strategies that result in two
different ending state-of-charge of battery. Thus, these values are included in the
tables.
For the UDDS drive cycle, Tables 6.7 and 6.8 present the summarized results.
For the simplified model, DP provides the most optimal solution and minimizes the
emissions. The other techniques, as can be seen, are sub-optimal. Especially for
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ECMS and pSOC, although the net GHG emissions are close, the ending state of
charge is further away from the target value.
Due to all the differences between the simplified and ASM models, comparing
between the two will not make for a very fair comparison, but overall, regression due
to reaching the limit of SOC is presenting sub-optimal results and gives more GHG
emissions per km than the other two. ECMS on ASM on the other hand, predicts
lower emissions than the simplified model. But on comparing the effectiveness of the
different strategies on the ASM model, we can see that ECMS appears to be the
overall winner. But, an important point to be noticed here is that the regression
algorithm does not operate using the regression equation for almost half of the drive
cycle (due to reaching the SOC limit of 21.5 %), but even with that, the results are
similar to the non-optimized pSOC algorithm.
Table 6.7. Summary of results for different strategies applied on
simplified model on UDDS drive cycle.
Strategy ΔSOC ΔFuel GHGWTW
DP 0.09% 0.76 L 202 g/km
Regression -0.05% 0.76 L 205 g/km
ECMS -0.83% 0.75 L 209 g/km
pSOC 0.87% 0.80 L 207 g/km
Table 6.8. Summary of results for different strategies applied on ASM
model on UDDS drive cycle.
Strategy ΔSOC ΔFuel GHGWTW
Regression 1.5% 0.85 L 214 g/km
ECMS -0.98% 0.735 L 204 g/km
pSOC 0.89% 0.83 L 214 g/km
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Now, given that these strategies were tuned mainly for the UDDS drive cycle,
whereas real driving will hardly ever simulate the UDDS drive cycle, the strategies
are run for a similar city driving cycle (NYCC). For the NYCC drive cycle, according
to Table 6.9, DP presents the most optimum solution to the problem based on the
simplified model. However, in this case, the regression model doesn’t work as well
as the ECMS strategy, and ECMS becomes the second-best strategy for simplified
models. The results for ASM models for the NYCC drive cycle (Table 6.10) also are
very different when compared to these for simplified models. The GHG emissions
number for the ECMS strategy comes out to be lower than the DP results on the
simplified model. The other two techniques, however, give higher GHG emission val-
ues. Here, the regression algorithm gives a worse GHG emissions result as compared
to the other two strategies. Similar to the UDDS drive cycle, the ECMS strategy
comes out to be the winner here. For the NYCC drive cycle, these results are similar
to what we found in the simplified model. therefore, the regression model equation
needs to be generated with a more accurate model to get similar benefits as we get
from the simplified model.
Table 6.9. Summary of results for different strategies applied on
simplified model on NYCC drive cycle.
Strategy ΔSOC ΔFuel GHGWTW
DP 0.04% 0.18 L 303 g/km
Regression 0.08% 0.19 L 321 g/km
ECMS 0.34% 0.19 L 307 g/km
pSOC 0.66% 0.21 L 322 g/km
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Table 6.10. Summary of results for different strategies applied on
ASM model on NYCC drive cycle.
Strategy ΔSOC ΔFuel GHGWTW
Regression 0.89% 0.22 L 327 g/km
ECMS -0.86% 0.13 L 268 g/km
pSOC 0.76% 0.21 L 322 g/km
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7. CONCLUSIONS AND FUTURE WORK
7.1 Conclusions
7.1.1 Model Development
• The overall vehicle model is able to predict the vehicle velocity for the HWFET
and UDDS drive cycles with reasonable accuracy and thus present a way to
study vehicle characteristics without physical testing.
• The fuel consumption and the final state-of-charge of the battery are predicted
within 3% of the practical data.
• Within these error bounds, the model can be used to work on the supervisory
control of the vehicle and is expected to predict the behavior of the real vehicle.
7.1.2 Power Management Strategies
• The strategies developed in the work have been developed on simplified models
which have their own limitations, but this presents a huge benefit in terms of
computational cost needed to develop these strategies.
• Dynamic programming (DP) is able to generate the optimal results for a given
drive cycle, but needs the model to be backward-facing. The time step can be
varied in the approach, but incurs higher computational costs as we reduce the
time-step.
• DP, although not implementable in real-time, can still serve as a benchmark for
studying different control strategies.
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• For the present vehicle architecture, to reduce the net GHG emissions, it will
be best to use the battery as much as possible before going into the charge-
sustaining mode. There is no benefit to be gained in terms of GHG emissions
by blending torques while in charge-depletion mode.
• For charge-sustaining mode, for a highway drive cycle, there is very little benefit
to be gained from having a blended mode due to low variations in velocity profile,
but for a city drive cycle, there is high potential for fuel savings.
• Equivalent consumption minimization strategy (ECMS) and proportional state-
of-charge (pSOC) algorithm present sub-optimal, but real-time implementable
strategies for power management. ECMS can provide similar fuel consump-
tion as the optimum DP results, though it needs to be carefully tuned for the
particular drive cycle. On changing the drive cycle, the results may not be
optimal.
• pSOC algorithm does have benefits in terms of fuel consumption and ease of
implementation, but there is a potential for more fuel savings than pSOC can
provide.
• Regression modeling the DP results does provide a somewhat implementable
strategy. Regression is able to predict general trends in DP outputs and can
give similar results on the simplified model.
• Regression is also sub-optimal as it can not guarantee returning to the same
SOC charge at the end of every trip. But overall, on average for a large number
of trips, the regression model can provide good results.
• Regression suffers due to extrapolation and extra care is needed to ensure that
the operating points can be interpolated. It is possible for the SOC to drop too
low or too high, and therefore, this strategy needs an additional SOC algorithm
to switch modes in case the SOC deviates too much.
110
• In terms of applicability of these strategies on detailed models (such ASM), the
ECMS and pSOC can be easily implemented as they try to minimize the fuel
consumption instantaneously and do not require the torques from the previous
time-step.
• Regression, on the other hand, needs inputs from the previous time step, and
is sensitive to deviations in these input variables.
7.2 Contributions
• Better models to predict the vehicle behavior were developed than what were
previously available.
• Simplified models for development of control strategies were developed.
• Dynamic Programming technique was used to minimize GHG emissions by find-
ing optimum driving modes and vehicle range for the given vehicle.
• Dynamic programming trends were modeled by regression and a resultant equa-
tion was used for real-time implementation.
• ECMS and pSOC techniques were tested on a simplified model and bench-
marked against dynamic programming results.
• The strategies discussed above were implemented on detailed models for more
accurate results.
7.3 Future Work
• The automatic transmission model was not developed in-house and its predic-
tions still have some differences from the test data. A more sophisticated test
procedure could be used to generate a better map.
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• The powertrain is modeled using only one differential in the ASM model. Two
sets of wheels can be modeled for more accuracy.
• The friction brakes have not been modeled in the simplified model. Therefore,
in the final implementation as well, they have been removed. More work is
needed to have a better balance between friction braking and using the electric
motor for regenerative braking.
• As is shown in the results, regression, although decent, can not be used to
replicate the simplified model results on the ASM model. This is at least in
part because the regression model uses data from DP, which generates it using
a simplified backward-facing model. But the ASM models are forward-facing.
However, by having more computational power, the time step can be reduced,
which could lead to better predictions.
• Inefficiencies can be modeled in the simplified model to make it more accurate.
• The map in the supervisory controller that converts torque request to pedal
position should be changed to make sure the controller-requested torque is gen-
erated by the vehicle.
• An important next step will be to implement these strategies in the Hardware-
in-loop (HIL) setup and on the real vehicle to test their applicability in real-time.
• With two different strategies for highway and city driving, the driver needs
to decide which one to pick. But it could be determined based on running
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A. DETAILS OF DRIVE CYCLES USED FOR REGRESSION MODEL
GENERATION
List of drive cycles used for generating data from DP for regression model equation
calculation
• Air Resource Board Drive Cycle No. 2
• Assessment and Reliability of Transport Emission Models and Inventory Systems
(ARTEMIS) Drive Cycle
• ARTEMIS Extra Urban
• ARTEMIS Urban
• The Central Business District Cycle (included 14 Repetitions)
• Combined International Local and Commuter Cycle
• Extra Urban Drive Cycle HYRROUT
• Urban Drive Cycle HYZROUT
• City Suburban Heavy Vehicle Route
• Composite Urban Emissions Drive Cycle
• Composite Urban Emissions Drive Cycle-Arterial
• Composite Urban Emissions Drive Cycle-Congested
• Composite Urban Emissions Drive Cycle-Residential
• Economic Commission of Europe Drive Cycle
• EPA LA92
• Urban Dynamometer Driving Schedule (Cold-Start, 505secs)
• Heavy-Heavy-Duty Diesel Truck Transient
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• Hybrid Truck Users Forum Class 4Parcel Delivery Cycle
• Hybrid Truck Users Forum Refuse Truck cycle






• Japan 10 Mode Drive Cycle
• Japan 10/15 Mode Drive Cycle
• Japanese JC08 Cycle
• Nuremberg R36 City Bus Drive Cycle
• New York City Cycle
• New York Garbage Truck Cycle
• US EPA Air Conditioning Drive Cycle (SC03)
• West Virginia University City Drive Cycle
• West Virginia University Suburban Driving Cycle
• Urban Dynamometer Driving Schedule
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B. REGRESSION MODEL EQUATION COEFFICIENTS









ωe ∗ SOC -2.80
ωe ∗ τv -0.489
ωe ∗ τm 5.63
SOC ∗ τv 3.60
SOC ∗ v 0.3273
SOC ∗ τm 0.8816
τv ∗ v 2.10
τv ∗ τe 1.36
τv ∗ τm -1.93
v ∗ τe 1.25
v ∗ τm 1.84
τe ∗ τm -1.77
ωe ∗ ωm 100.59
continued on next page
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Table B.1. : continued
Variable Coefficient
SOC ∗ SOC 31.68
τe ∗ τe 32.67
v ∗ v -37.66
τe ∗ τe -0.7911
τm ∗ τm -68.38
eωe 428.42
eSOC -68.62
eτv -92.33
ev 163.71
eτm 132.59
2
√|ωe| 226.83
2
√|τv| -1.69
2
√|v| 9.6
2
√|τe| -0.7679
2
√|τm| 0.5784
1
1+e−ωe 12936.26
1
1+e−τe -1532.453
1
1+e−v 3376.72
1
1+e−τm 1241.87
