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Abstract. Modern cardiac x-ray imaging systems regulate their radiation output based on the thickness of the
patient to maintain an acceptable signal at the input of the x-ray detector. This approach does not account for the
context of the examination or the content of the image displayed. We have developed a machine vision algorithm
that detects iodine-filled blood vessels and fits an idealized vessel model with the key parameters of contrast,
diameter, and linear attenuation coefficient. The spatio-temporal distribution of the linear attenuation coefficient
samples, when appropriately arranged, can be described by a simple linear relationship, despite the complexity
of scene information. The algorithm was tested on static anthropomorphic chest phantom images under different
radiographic factors and 60 dynamic clinical image sequences. It was found to be robust and sensitive to
changes in vessel contrast resulting from variations in system parameters. The machine vision algorithm
has the potential of extracting real-time context sensitive information that may be used for augmenting existing
dose control strategies. © 2015 SPIE and IS&T [DOI: 10.1117/1.JEI.24.5.051002]
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1 Introduction
In 2012, ischemic heart disease was the main cause of
death worldwide, claiming an estimated 7.4 million lives.1
Percutaneous coronary intervention (PCI) is an effective
and minimally invasive treatment for cardiovascular disease
resulting from a narrowing of coronary arteries. It works by
mechanically improving the flow of blood to the heart.2–4
The narrowing of the coronary arteries is caused by athero-
sclerosis, a build-up of fatty deposits, referred to as plaques,
on the inner surface of the vessel wall. This may result in the
heart muscle becoming starved of oxygen and nutrients,
leading to chest pain or a heart attack, possibly causing per-
manent damage to the heart which may be fatal.
PCI procedures may involve several stages. These stages
critically depend on the capability of x-ray and electronic
imaging systems to adequately represent anatomical fea-
tures, such that the clinical task can be achieved. Clinicians
examine moving real-time images of the coronary arteries
using an angiogram, where the blood vessels supplying the
heart are made opaque to x-rays by injecting an iodine-based
contrast agent into the vessel lumen. These are subsequently
visualized using an x-ray detector and display. Ordinarily,
images are acquired at 15 fps, resulting in sequences of
anywhere between approximately 30 to 100 frames, though
there is considerable variation.
The critical dependence on x-ray imaging during PCI pro-
cedures requires the use of ionizing radiation and it presents
a concomitant hazard to both patients and staff.5,6 Lowering
radiation dose is advantageous, but any reduction may result
in the deterioration of the diagnostic visual information
that may compromise patient care.7 The principle regulating
x-ray dose to patients is to reduce it to a level that is as
low as reasonably achievable. This so-called as low as
reasonably achievable (ALARA) principle ensures that the
radiation dose is sufficient to achieve the clinical task. In
practice, this level is difficult to establish on an individual
basis, as requirements differ by patient and task, and depend
on the system geometry and settings employed.
The purpose of this paper is to propose a method to pro-
vide some contextual information that may be used to aug-
ment existing dose control strategies.
The contrast of iodine-filled blood vessels defines how
well the vessel structures stand out from the surrounding
anatomy. This is a key component for producing high-qual-
ity, diagnostically acceptable cardiac images. Notionally, the
higher the level of contrast the better the vessels are visual-
ized, leading to greater diagnostic utility that might be
referred to as image quality in this context. The relationship
of contrast in clinical images to the system parameters pre-
viously described is complex and is not discussed here.
However, it is sufficient to note that currently cardiac imag-
ing systems do not monitor or attempt to predict the level of
image contrast in PCI procedures, despite being a key facet
in producing clinically acceptable images.
A machine vision approach is investigated to detect
iodine-filled blood vessels, to extract sample profiles
orthogonal to their center lines, and to fit an idealized vessel
model. Populations of contrast, vessel diameter, and linear
attenuation coefficients are extracted. We show that the spa-
tio-temporal distribution of the linear attenuation coefficient
population, when appropriately arranged, can be described
by a simple linear relationship despite the complexity of
scene information. This relationship has the potential to
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provide real-time context-based image information that may
be used to augment the existing automatic dose rate control
(ADRC) strategy to deliver adequate image quality at the
lowest radiation dose. Thus, the ALARA principle can be
implemented on an individual basis.
2 Methodology
2.1 Modification of Automatic Dose Rate Control
Currently, most modern cardiac x-ray imaging systems regu-
late their radiation output by adjusting several system param-
eters to maintain a constant average output signal from the
x-ray detector. The control system for the cardiac x-ray im-
aging unit, specific to this study, is illustrated in Fig. 1. The
patient is positioned on a table, face-up, between the x-ray
source and the detector. The source and detector are mounted
on a gantry to keep the detector orthogonal to the central axis
of the x-ray beam, and may be rotated around the patient
from left to right, and from head to toes, to produce different
projections. The table height and source-to-detector distance
may also be adjusted independently of the gantry projection
angles. These degrees of freedom allow the positioning of
the equipment to optimize the view of the clinical feature
of interest, or to sequentially obtain multiple views of the
same feature from different angles. Referring to Fig. 1, if
the average output of the x-ray detector decreases with
respect to that requested by the system mode selection, a dif-
ference signal is generated and used to calculate a new set of
system parameters that will increase the output of the x-ray
source to reduce the difference signal to zero. The system
parameters calculated are the x-ray tube voltage (kVp), cur-
rent (mA), and pulse width (ms). The average output of
the detector is calculated per image frame using the digital
values contained within a predefined circular measuring
field. Overall, the system is designed to maintain a constant
average detector signal, irrespective of variations in patient
anatomy and system geometry, up to the point where
statutory stipulations limit any further increase in the x-ray
radiation output.
While this form of ADRC scheme is effective, it does not
provide any information derived from the available image
data. We propose to modify the feedback control scheme
shown in Fig. 1 by using real-time image information to aug-
ment the existing feedback control loop.
2.2 Image Information Extraction
The contrast of iodine-filled vessels is defined here according
to Eq. (1), where s is the peak digital value of the profile of
the vessel cross section and b is the average digital value of
the profile outside the extent of the vessel. Referring to
Fig. 2, x-ray photons penetrating the patient form a digital
image of the vessel and the background anatomy. Contrast
is measured according to our definition from a profile PðxÞ
extracted from the image that is orthogonal to the center-line
of the vessel, where x is the displacement in pixel units. The
profile is defined to overlap either edge of the vessel by one-
half of the vessel diameter. The definition assumes a linear
relationship between the recorded digital value and incident
x-ray photon fluence.
EQ-TARGET;temp:intralink-;e001;326;488C ¼ s − b
b
: (1)
There are a number of challenges in obtaining useful
measurements of iodine-filled coronary arteries from
angiograms to augment current ADRC strategies. During
image sequence acquisition, the scene is continuously chang-
ing due to the inflow and outflow of contrast agent, cardiac
motion, respiratory, and minor patient movement. In some
instances, there is movement of the entire patient, as the
clinician repositions them to optimize the view. Due to this
dynamic nature and with the presence of multiple, often
Fig. 1 Cardiac x-ray imaging system: feedback control diagram. Fig. 2 Detected profile of blood vessel filled with contrast agent.
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overlaying, vessel structures, it is not currently possible to
detect and reliably segment complete coronary artery net-
works. In addition, coronary artery trees are composed of
vessels with a range of different diameters, thus single mea-
surements would be of limited value, since larger vessels will
produce higher contrast just by virtue of containing more
x-ray attenuating material. For such measurements to be use-
ful, it would also be necessary to relate them to the vessel
width and track the exact point where the measurement
was made from frame to frame. It is possible to detect,
segment, and measure the diameters of sections of vessel
in individual image frames, but it is difficult to define a par-
ticular location on a vessel that might be reidentified on a
subsequent image frame. This is due to the dynamic nature
of the scene described above.
Our approach avoids these problems by not attempting to
fully segment the coronary artery tree or identify individual
features from frame to frame. Instead, partial segmentation
and morphological operations are used to identify multiple
points representing the center-lines of vessel segments for
a range of vessel diameters. These are remote from bifur-
cations and are not overlaying any complex anatomical
structures. Using these points, cross-sectional profiles are
extracted that are orthogonal to the length of the vessel. A
simple model of a tubular blood vessel filled with a contrast
agent is fitted to each profile. The key parameters of the
model are the vessel diameter, contrast, and linear attenua-
tion coefficient.
These parameters may be viewed as referred values, in
that it is assumed they would result from measuring an ideal-
ized circular vessel. This idealized vessel has its long axis
imaged in a geometric plane parallel and immediately
adjacent to the detector face, and orthogonal to a monoener-
getic x-ray source, regardless of its displacement in the
image field. In practice, this assumption is not true for
a number of reasons. For example, a blood vessel may be
orientated such that it is foreshortened with respect to the
detector, resulting in a higher contrast value. However, the
foreshortened vessel would appear darker to an observer
compared to the same vessel that was not foreshortened.
Hence, despite not having an accurate contrast value for the
vessel, if it were ideally imaged, the referred contrast offers
practical values that are related to contrast presented to the
user.
The parameters for all cross-sectional profiles form a pop-
ulation of values both spatially, across the extent of a single
frame, and temporally from frame to frame. The referred
contrast and diameter parameters are useful metrics relating
to observer perception. The linear attenuation coefficients are
more useful in reflecting changes in the concentration of the
contrast agent or variations in the system settings, such as the
x-ray beam energy or the number of scattered x-ray photons
incident on the detector.
In addition, the population of linear attenuation estimates,
when appropriately arranged, was found to have a linear rela-
tionship over the majority of values contained in an image
frame. This relationship provides a simple categorization of
the linear attenuation coefficients for a single image frame
as a whole. It is also found to be relatively stable from
frame to frame, and as such has the potential to provide con-
text sensitive feedback to augment the ADRC, despite the
complexity of the scene.
2.3 Data Acquisition
Digital image sequences were obtained from a modern
cardiac x-ray imaging system, used routinely for PCI proce-
dures in the Leeds General Infirmary, United Kingdom
(Allura FD10, Philips Healthcare).
The sequences were acquired prior to the application of
any nonlinear image processing algorithms via a propriety
data capture device installed by the manufacturer. The
only processing applied prior to capture was linear scaling
and a dynamic range compression look-up table. Both test
phantom and clinical images were acquired. Each image
sequence contained approximately 30 to 50 image frames
of 1024 × 1024 pixels.
Test images were acquired using an anthropomorphic
chest phantom (Radiology Support Devices, Alderson
Phantoms, Long Beach) containing a left coronary artery
(LCA) filled with contrast agent. The phantom was arranged
on the examination table in a posteroanterior projection, and
the heart positioned at the isocenter, the center of rotation of
the x-ray tube and detector. This was prior to angulation
of the gantry to optimize the view of the coronary arteries.
An air gap of 10 cm was set between the exit surface of the
phantom and the entrance to the detector, reflecting clinical
practice. The 15-cm field size was selected and a series of
images of the LCAwere acquired at peak x-ray tube voltages
of 50, 70, 90, and 110 kVp, using the digital-acquisition
mode. Approximately 50 image frames per sequence were
acquired. Adjustment of the kVp, mA, and ms was manually
performed by over-riding the ADRC. This series provided
static images with the same geometrical arrangement of the
LCA, but with decreasing contrast values due to the increase
in kVp.
Clinical images came from different patient examinations,
and comprised 30 LCA and 30 right coronary (RCA)
sequences, acquired at 15 fps, using the digital-acquisition
mode and a 15-cm field size. The image sequences chosen
did not contain any additional catheters, guide wires, or other
surgical devices other than the main catheter used to intro-
duce the iodine contrast agent.
2.4 Measurement Algorithm Description
A machine vision algorithm was developed in MATLAB®8
and can be divided into two broad operations: (1) candidate
vessel location and (2) vessel parameter estimation.
2.4.1 Candidate vessel location
This section of the algorithm returned coordinates of candi-
date points within a single image frame which are on the
center-lines of iodine-filed coronary arteries, and within a
specified range of diameters and lengths in the image
plane. The algorithm is applied to all image frames in a
sequence.
The major steps of this section of the algorithm are shown
in Table 1.
Step 1.1: Extract active image region: the raw data sequen-
ces contained dark regions at their periphery produced
by the x-ray shuttering that is used to restrict the irradi-
ation of the patient to only those areas of clinical inter-
est. For the image sequences in this study, the edges of
the shutters produce penumbral effects in the image
plane at the interface of the clinical image information.
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This is due to their position close to the finite sized x-ray
source. The resulting penumbra can be misidentified as
vessel structures; so prior to further analysis, the clinical
image data are extracted from inside the region defined
by the shutters.
The vertical shutters were identified by averaging the
pixel values in the vertical direction to form a profile that
has a length equal to the width of the image. The profile
is smoothed, differentiated, and a threshold applied to
identify the edges of the shutters which generally pro-
duce the two largest gradients in the image. Occasion-
ally, other structures contained in the active image area
can produce high gradients, such as surgical instruments
or devices. However, the shutters can be identified
as they work as a pair, closing from the periphery of an
image to the center, so spurious edges may be easily
identified. Identification of the horizontal shutters was
performed in the same way but in the orthogonal direc-
tion. Having identified vertical and horizontal shutter
positions, the active image area was extracted from the
image frame.
Step 1.2: Reverse system compression: the digital values
were transformed using a look-up table to invert the
dynamic range compression applied by the imaging sys-
tem prior to data capture. This restored a linear relation-
ship between increments of the input x-ray exposure and
digital values.
Step 1.3: Apply Frangi filter: a Frangi filter9 was applied to
the image sequence at five different scales to cover the
vessel sizes of interest. The filter identifies tube-like
structures within an image at specified scales. The
algorithm returns a number of responses, including a
direction image that contains the orientation of the
eigenvectors for all scales.
Step 1.4: Generate mask image: a binary mask image of the
detected vessel locations was generated by applying a
threshold to a standard deviation map of the direction
image for local regions of interest of 3 × 3 pixels.
Generally, the eigenvectors in the local vicinity of a
vessel will all have similar values. Therefore, they will
have a low standard deviation in comparison with other
structures not resembling vessels. The use of the direc-
tion image, as opposed to the scale response image, was
chosen to generate the mask. This is because it is also
required later for calculating the direction of profiles
orthogonal to the vessel center-lines, and is more com-
putationally efficient.
Step 1.5: Clean mask image: noise was removed using
standard morphological operations. An example of a
binary mask derived using steps 1.1 to 1.5 for a single
frame of an LCA sequence, Fig. 3(a), is shown in
Fig. 3(b).
Step 1.6: Create skeleton image from mask: a skeleton was
produced by thinning the mask image as shown in
Fig. 3(c).
Step 1.7: Remove branches: bifurcations in the mask and
regions around them are removed, as only measure-
ments across single unobstructed sections of vessel were
of interest, see Fig. 3(d).
Step 1.8: Remove small skeleton sections: the length of
each section of skeleton was calculated and lengths
below 30 pixel units were not included in the analysis.
Step 1.9: Generate list of coordinates: any nonzero points in
the resulting skeleton image represent candidates for
the center-lines of vessel segments. An ordered set of
coordinates of nonzero points were generated per vessel,
such that the first and last points for each vessel corre-
sponded to the start and finish of the vessel. Intermediate
points were sequentially sorted according to their posi-
tion along its length between the start and the finish
points.
Table 1 Candidate vessel location: list of algorithm steps.
Step Brief description
1.1 Extract active image region
1.2 Reverse system compression
1.3 Apply Frangi filter
1.4 Generate mask image
1.5 Clean mask image
1.6 Create skeleton image from mask
1.7 Remove branches
1.8 Remove small skeleton sections
1.9 Generate list of coordinates
1.10 Subsample list of points
1.11 Return list of candidate points
Fig. 3 Candidate vessel location: (a) left coronary artery (LCA) single
frame, (b) binary mask, (c) skeleton, and (d) skeleton with bifurcations
removed.
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Step 1.10: Subsample list of points: the user may subsample
the list of candidates by retaining every nth point, as not
all points are required to obtain a good representation of
the contrast distribution along a vessel.
Step 1.11: Return list of candidate points: return the coor-
dinates of candidate points for each vessel within each
frame.
2.4.2 Vessel parameter estimation
This part of the algorithm returned estimates of the vessel
parameters such as contrast, vessel diameter, and linear
attenuation coefficient. The estimates were associated with
each valid candidate point returned using the algorithm in
Sec. 2.4.1, by fitting an idealized vessel profile model
orthogonal to the center-line.
The major steps of this section of the algorithm are shown
in Table 2.
Step 2.1: Determine the vessel direction: the orientation of
the long axis of the vessel at the location of the candidate
point is determined from the Frangi direction image.
The overall aim of steps 2.2 to 2.7 is to extract a pro-
file P between two points ½P1; P2. The line between
the points is orthogonal to the center-line of the vessel
and overlaps it by one-half of the vessel diameter D.
The points are also equally spaced on either side of
a candidate center-point Pc, as illustrated in Fig. (4).
The overlap provides a consistent approach to consider-
ing the contrast of different sized vessels to that of the
surrounding image content.
Step 2.2: Estimate the location of two points orthogonal to
vessel direction on either side: initially, the diameter of
the vessel is not known, so a guess is made for two
points. These points are equally spaced on either side
of the candidate point at a distance of 20 pixel units,
and orthogonal to the direction determined in step
2.1. The placement of these points allows for the largest
vessel size accommodated by the scales initially set for
the Frangi filter.
Step 2.3: Skip pairs of points if either is outside the image:
inevitably, some candidate points close to the edge of an
image will generate points from step 2.2 that are outside
the image, and therefore, are excluded from the analysis.
Step 2.4: Use points to estimate vessel diameter D from
mask image: a binary image is created that represents
the two points generated from step 2.2 and all the points
in a straight line between them. This image is logically
multiplied with the mask generated in steps 1.1 to 1.5.
The distance between the endpoints of the resulting
profile represents an estimate of the vessel diameter D,
orthogonal to the candidate center-line point.
Step 2.5: Re-estimate locations of the two points orthogonal
to the vessel using the vessel direction image from
step 2.1, and the estimate of the vessel diameter from
step 2.4.
Step 2.6: Extract profile, P between the pair of points,
assigned to be ½P1; P2, generated in step 2.5.
The purpose of steps 2.7 to 2.10 is to remove trends
from P associated with background anatomy, as illus-
trated in Fig. 5, to provide an average single background
level for the contrast estimation. A linear curve fit is
applied to the regions of the vessel profile on either
side of the vessel and then subtracted from the profile.
Table 2 Vessel parameter estimation: list of algorithm steps.
Step Brief description
2.1 Determine the vessel direction
2.2 Estimate location of two points orthogonal to vessel
direction on either side
2.3 Skip pairs of points if either is outside image
2.4 Use points to estimate vessel diameter D from mask image
2.5 Re-estimate location of points orthogonal to vessel using
(1) and (4)
2.6 Extract profile, P between pairs of points from (5)
2.7 Calculate V1 and V2‐the location of the upper/lower limits of
the vessel in P
2.8 Fit linear curve to P using points outside the region of the
vessel
2.9 Skip profiles exceeding defined gradient limit
2.10 Subtract the curve fit from P
2.11 Normalize the result to unity yielding PN
2.12 Fit the vessel model to PN using start values Pc and D
2.13 Skip profiles that produce a goodness-of-fit outside defined
limit
2.14 Return contrast, vessel diameter, and linear attenuation
coefficient estimates
Fig. 4 Cross-sectional profile location.
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The result is then inverted and normalized to a form suit-
able for the ideal vessel model fitting, as shown in Fig. 6.
Step 2.7: Calculate V1 and V2: the location of the limits of
the vessel in P: these values are calculated from the ves-
sel width estimate and the candidate center-line point
position: V1 ¼ Pc −D∕2 and V2 ¼ Pc þD∕2.
Step 2.8: Fit linear curve to P using points outside the
region of the vessel: the regions of support for the linear
curve fit are in the ranges P1 to V1 and V2 to P2.
Step 2.9: Skip profiles exceeding defined gradient limit:
extreme gradients (>30) indicate the presence of either
another vessel, or possibly part of a medical device in
the vicinity, and are excluded from the analysis.
Step 2.10: Subtract the curve fit from P.
Step 2.11: Normalize the result to unity yielding PN : nor-
malize the result according to Eq. (2), where x is the
displacement in pixel units, and Pmax is the maximum
value of the profile P.
EQ-TARGET;temp:intralink-;e002;326;690PNðxÞ ¼ 1 −
PðxÞ
Pmax
: (2)
The purpose of steps 2.12 to 2.14 is to fit an idealized
vessel profile model to PN and return the parameters
such as contrast, vessel diameter, and linear attenuation
coefficient. The vessel model is derived by calculating
the cross-sectional profile of the attenuation of an ideal
circular blood vessel. This ideal vessel is filled with
a contrast agent with a linear attenuation coefficient μ,
and imaged using a monoenergetic, parallel beam x-ray
source, together with an ideal detector, as illustrated in
Fig. 6.
The vessel model is given by Eq. (3), where
μn ¼ μ∕D is the linear attenuation coefficient normal-
ized to the vessel diameter.
EQ-TARGET;temp:intralink-;e003;326;503
PMðxÞ ¼
(
1 − e−μnD
 cosπD ðx − PcÞ x ∈ ½V1; V2
0 elsewhere:
;
(3)
μn is used in the vessel model so that the amplitude and
width of the response can be independently set for
the fitting algorithm to more easily converge, then μ is
returned once fitting is complete. Contrast is the maxi-
mum value of PMðxÞ. Note that μ is expressed per pixel
unit. Conventionally, the linear attenuation coefficient
is a material-specific constant that describes the fraction
of a narrow beam of monoenergetic x-rays that are
absorbed or scattered, per unit thickness. Image contrast
arises due to differences in the thickness and linear
attenuation coefficients of a material, and the structures
surrounding it. Here, we model the measured contrast
profile arising from an ideal circular vessel, filled with
some material of linear attenuation coefficient μ, that
accounts for the measured diameter and contrast of
the vessel with respect to its local background.
Step 2.12: Fit the vessel model to PN using start values Pc
and D: a nonlinear least-squares Levenberg–Marquardt
algorithm is used to fit PN in the region of support
between the points V1 and V2. An example of the model
fit of the profile of an iodine-filled blood vessel is shown
in Fig. 7. The start values, together with the use of μn,
greatly reduce the number of iterations required for the
algorithm to converge.
Step 2.13: Skip profiles that produce a goodness-of-fit out-
side the defined limit: profiles resulting in a mean-
squared-error of greater than 1 × 10−3, calculated within
the region of support when fitted to the model, are
excluded from further analysis. The mean-squared-error
is a scalar estimate of the variance of the error term of
the model.
Step 2.14: Return the contrast, vessel diameter, and linear
attenuation estimates.
Fig. 5 Example of background trend removal from the vessel profile.
Fig. 6 Normalized cross-sectional profile.
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2.5 Data Normalization
The population of samples for the linear attenuation coef-
ficients for each image frame are sorted from lowest to
highest values. They are then arranged against an axis of
sample rank normalized to the number of samples, as illus-
trated in Fig. 8, for a single frame from an LCA sequence.
This normalization of the abscissa allows the intercompar-
ison of the values on a common scale from frame to frame
and sequence to sequence. Note that over the region
[0.1,0.75], the relationship is approximately linear for this
sequence. This was found to be true for all LCA and RCA
images contained in the 60 clinical test sequences for a
region [0.25,0.75].
2.6 Algorithm Testing
The purpose of developing the automatic measurement algo-
rithm was to estimate the parameters (contrast, diameter, and
linear attenuation) of iodine-filled vessels, over a signifi-
cantly representative extent of the coronary artery tree. As
such, the algorithm need not identify all the vessels present.
It should, however, measure the contrast values with a pre-
cision comparable with a manual measurement technique.
Hence, two test criteria were defined. First, if present, the
algorithm must automatically locate a minimum of 75%
of the length of one section of iodine-filled coronary artery
in every image frame of a sequence. Second, the measure-
ment of contrast must be within 5% compared to an appro-
priate manual measurement technique.
The first criteria were tested by running the algorithm on
the 60 clinical test image sequences. Each sequence was then
displayed to a user a single frame at a time. The positions of
iodine-filled coronary arteries identified by the algorithm
were overlaid as colored contour lines on the display, along
with a numeric graticule. The user recorded the approximate
total length of the longest vessel, either fully or partially
identified by the algorithm, and the length of the identified
portion of that vessel.
For the second criteria, the algorithm was used to measure
the contrast level of single sectionsof iodinevessel.The regions
of interest were 100 × 100 pixels, from a single image frame,
extracted from each of 60 test sequences. For each image,
the algorithm automatically located the vessel, estimated the
center-line, performed the model curve fit, and calculated
the contrast at all the sample points along its length. The con-
trast results (around 30 to 50 in each region)were then averaged
for all the sample locations within the bounded area.
For each of the regions of interest, the vessel contrast was
measured using a manual technique. Ten sample locations
along the vessel center-line were used and the results aver-
aged. The manual technique used a software-based measure-
ment tool that allows a user to position lines and markers on
the image frames displayed on-screen. Profiles could also be
generated and measured against numeric scales. For each
image, the user marked the edge of the vessel boundary by
inspection, and then defined a center-line equidistant from
each boundary. Ten equally spaced sample points were
marked along the center-line within the bounded region of
interest, and orthogonal profiles were generated at these
locations. The profile values were transformed according
to Eq. (2) and displayed as a graph of contrast against dis-
placement. The user estimated the peak contrast level from
an overlaid numerically labeled graticule.
The sensitivity of the algorithm to variations in the attenu-
ation coefficient of the contrast agent was tested. Testing
consisted of applying it to the series of chest phantom images
acquired at a range of kVp values, as described in Sec. 2.3.
The temporal behavior of the algorithm to variations in
the cardiac image scene from frame to frame was also tested.
The referred linear attenuation coefficient at the normalized
abscissa value of 0.5, known as the midvalue, see Fig. 8, was
assessed as a function of frame number for three clinical
image sequences.
3 Results
For the first test criteria, the algorithm successfully located a
minimum of 75% of the length of one section of iodine-filledFig. 8 Linear attenuation coefficients: data normalization.
Fig. 7 Example of ideal vessel model fit to measured cross-sectional
profile.
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coronary artery if present. This was true for every image
frame of a sequence, for the 60 test image sequences
examined.
In the second test criteria, the standard deviation for all
contrast measurements was less than 0.05. This indicated
good reproducibility for both measurement methods, and
also supported the assumption that the profile of the vessel
did not significantly change over the small predefined
regions of interest.
Recall that the population of samples for the linear attenu-
ation coefficients, as illustrated in Fig. 8, is approximately
linear in the region [0.1,0.75] of the x-axis for all 60 image
sequences. This relationship provides a simple categoriza-
tion of the linear attenuation coefficients for a single image
frame as a whole, despite the complexity of the scene. The
departure from a linear relationship below this range is
thought to be due to the partial filling of some of the blood
vessels with contrast agent. Above this range, it is thought to
be due to foreshortening of some of the vessels as they wrap
around the heart.
Figure 9 shows a Bland–Altman plot comparing the auto-
matic and manual measurement methods, indicating a mean
bias of 0.001. The 95% confidence limits −0.046 to 0.048
are approximately what would be expected from the standard
deviation of the individual measurements.
Figure 10 shows the linear attenuation coefficients for
anthropomorphic chest phantom images. It demonstrates
that the measurement algorithm is sensitive to variations in
linear attenuation coefficient, resulting from changes in the
x-ray system settings.
Figure 11 shows the referred mid-value linear attenuation
coefficients as a function of frame number for three LCA
clinical image sequences. The sequences were chosen as
they shared similar system geometry and displayed anatomy,
and only differed significantly in the kVp value. These
results show that the mid-value linear attenuation coefficient
is stable over time. This is despite the variation of scene
information resulting from the transit of contrast agent
and complex movement of the heart. The larger deviation
observed for 72 kVp values is due to some of the vessels
moving over background anatomical features, from one
image frame to the next, which have different attenuation
characteristics.
4 Discussion and Conclusions
We have developed an automatic machine vision algorithm
to parametrize the contrast in iodine-filled coronary arteries.
The overall aim was to provide context sensitive imaging
information for use in the dose control feedback system of
a modern cardiac imaging system.
Contrast is not the only important aspect of image quality
for cardiac imaging. Image noise, spatio-temporal resolution
properties, and the application of specialist image processing
are also critically important. We selected contrast for our ini-
tial investigation, as the x-ray imaging system has several
convenient degrees of freedom by which to influence it.
Fig. 9 Bland–Altman plot comparing the machine vision algorithm
with a manual measurement technique.
s
Fig. 10 Attenuation coefficients for an anthropomorphic chest
phantom.
Fig. 11 Attenuation coefficients for clinical image sequences as a
function of frame number.
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These include the x-ray tube voltage (kVp), x-ray beam
filtration, the source-to-detector distance (which influence
scatter and, therefore, contrast), and the antiscatter grid.
The algorithm was required to identify a representative
sample of vessels across the coronary artery tree in each
image frame. It was also need to make estimates of contrast,
diameter, and linear attenuation coefficients for an idealized
vessel model along the length of identified vessels. The
results presented have demonstrated that both requirements
have been met for the 60 clinical image sequences tested.
The algorithm is computationally inexpensive and has the
potential of working in real time. In addition, it has been
demonstrated that the algorithm is sensitive to changes in
system settings that directly affect the linear attenuation coef-
ficient of the contrast agent. It also provides a robust meas-
urement over time even in the presence of variable scene
information.
Future work will incorporate the referred linear attenua-
tion information into the dose control feedback loop for a
modern cardiac x-ray imaging system. In addition, the con-
trast results will be compared to an observer experienced
with interpreting images, concerning the perceived contrast
and acceptability of images, to achieve a clinical objective.
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