We introduce a kernel method for manifold alignment (KEMA) and domain adaptation that can align an arbitrary number of domains of different dimensionality without needing corresponding pairs, just few labeled examples in all domains. KEMA has interesting properties: 1) it reduces to SSMA when using a linear kernel, 2) it goes beyond data rotations so it can align manifolds of very different structures and complexities, performing a sort of manifold unfolding plus alignment, 3) it can extract as many features as available points and 4) is robust to strong nonlinear deformations. KEMA exhibits at least comparable performance over other domain adaptation methods in highdimensional problems. We illustrate method's capabilities in illustrative toy examples.
INTRODUCTION
Domain adaptation constitutes a field of high interest in pattern analysis and machine learning. Classification algorithms developed with data from one domain cannot be directly used in another related domain, and hence adaptation of either the data representation or the classifier become strictly imperative [1] - [3] . There is actually strong evidence that a significant degradation in the performance of state-of-the-art image classifiers is due to test domain shifts such as changing image sensors and noise conditions [4] , pose changes [5] , consumer vs. commercial video [6] , and, more generally, datasets biased due to changing acquisition procedures [7] . In this paper, we focus on adapting data representations to facilitate the use of standard classifiers under domain change. This problem has been referred to as feature representation transfer [8] , feature transformation-based approach [3] or, as in this paper, manifold alignment [9] . Roughly speaking, aligning data manifolds reduces to finding projections to a common latent space where all datasets show similar statistical characteristics. Manifold alignment (MA) is a new form of multivariate analysis that dates back to the work of Hotelling in 1936 on canonical correlation analysis (CCA) [10] , where projections try to correlate the data sources onto a common target domain. MA goes beyond finding linear transformations that align multi-source datasets and tackles the problems of non-linearity, non-Gaussianity and the lack of corresponding pairs between domains.
Literature review
In the following, we present the recent literature for feature representation transfer and manifold alignment. We organize the review in three parts: first unsupervised methods, then semi-supervised methods using labels in the source domain only and finally semi-supervised methods exploiting labels in all domains.
Unsupervised adaptation: first attempts of unsupervised domain adaptation are found in multiview analysis [11] , and more precisely in the CCA and its kernel version [12] . These methods have the advantage of aligning data spaces of arbitrary dimensionality, but require points in different sources to be corresponding pairs, which is often hard to meet in real applications. Alternative methods seek for a set of projectors that minimize a measure of discrepancy between the source and target data distributions, such as the Mean Maximum Discrepancy (MMD) [13] or the recent geodesic distance between distributions [14] . However, to compare distributions, the data are supposed to be represented by the same features in all domains. The idea of exploiting geodesic distances along manifolds was also considered in [15] , where a finite set of intermediate transformed data distributions are sampled along the geodesic flow (SGF) between the source and target linear subspaces. The 'intermediate' features are then used to train the classifier. The idea was extended in [16] , where a Geodesic Flow Kernel (GFK) was constructed by considering the infinity of transformed subspace along the geodesic path. As for the methods in [13] , [14] , both SGF and GFK assume input data space of the same dimensionality.
Semi-supervised adaptation with labels in the source domain only: some of the abovementioned methods can incorporate the information of labeled samples in the source domain: the Transfer Component Analysis [13] becomes semisupervised by maximizing the Hilbert-Schmidt Independence Criterion (HSIC) [17] between a kernel on features and a kernel on labels in the source domain, while SGF [15] and GFK [16] become semi-supervised if the eigenvectors of the source domain are found with a discriminative feature extractor such as partial least squares (PLS). Finally, a recent methodology based on Optimal Transport (OT) uses labeled samples in the source domain to maximize coherence in the transportation plan of masses between source and target domains [18] .
Semi-supervised adaptation with labels in all domains: Saenko et al. [4] learned transformations between the domains as a dot product between the (linearly) transformed source samples and the target samples. The method was extended in [19] to domains of different dimensionality, and in [20] to problems with multiple domains. Another semisupervised adaptation strategy considers transformation of the target features to both align them to the source features and to move target labeled examples to the correct side of the decision hyperplane (MMDT) [21] . Donahue et al. extended this reasoning by including Laplacian regularization [22] .
Intimately related to the previous family, in semi-supervised manifold alignment algorithms, the objective is to concurrently match the corresponding instances while preserving the topology of each input domain, generally using a graph Laplacian [9] , [23] . Nevertheless, while appealing, these methods still require specifying a small amount of cross-domain correspondence relationships. This problem was addressed in [24] essentially replacing the constraint of paired correspondence between feature vectors with the constraint of having the same class labels in all domains 1 . This paper will focus on the semi-supervised manifold alignment (SSMA) method proposed in [24] . The method tries to project data from different domains to a latent space where samples belonging to the same class become closer, those of different classes are pushed far apart, and the geometry of each domain is preserved. The method performs well in general and can deal with multiple domains of different dimensionality. However, SSMA cannot cope with strong nonlinear deformations of the manifolds and high-dimensional data problems.
Contributions
This paper addresses relevant problems in the current manifold alignment literature. The proposed manifold alignment can cope with unpaired examples and data sources of different dimensionality. We introduce a generalization of SSMA through kernelization. The proposed Kernel Manifold Alignment (KEMA) defines different kernel mappings per domain, and exploits the property of direct sum of Hilbert spaces [27] and the correponding Riesz representation theorems [28] . KEMA has appealing properties: 1) it reduces to SSMA when using a linear kernel, which allows us to deal with high-dimensional data efficiently in the dual form (Q-mode analysis), 2) it goes beyond data rotations so it can align manifolds of very different structures, performing a sort of manifold unfolding simultaneous to the alignment, 3) it can extract as many features as available points, but actually needs much less than SSMA to perform better, and 4) it is robust to strong (nonlinear) deformations of the manifolds to be aligned. The properties of the proposed method are summarized and compared to other manifold alignment algorithms in Table 1 .
Outline
The remainder of the communication is organized as follows. Section 2 briefly reviews the main properties of the SSMA algorithms. Then, in Section 3 we introduce the KEMA formulation and analyze the theoretical and practical properties. Section 4 presents the experimental evaluation of the algorithm. We compare KEMA to SSMA and related (linear and kernel) methods in toy examples. 
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SSMA [24]
× KEMA * We consider a method 'semi-supervised' when some labeled information is used to define the projections, e.g. a discriminative view. [24] maps all the data to a latent space F such that samples belonging to the same class become closer, those of different classes are pushed far apart, and the geometry of the data manifolds is preserved. Therefore, three entities have to be considered, leading to three n × n matrices: 1) a similarity matrix W s that has components W ij s = 1 if x i and x j belong to the same class, and 0 otherwise (including unlabeled); 2) a dissimilarity matrix W d , which has entries W ij d = 1 if x i and x j belong to different classes, and 0 otherwise (including unlabeled); and 3) a similarity matrix that represents the topology of a given domain, W, e.g. a radial basis function (RBF) kernel or a k nearest neighbors graph computed for each domain separatedly and joined in a block-diagonal matrix. Summarizing, the matrix W has nonzero entries only within each domain, while W s and W d are defined between the domains as well. The three different entities lead to three different graph Laplacians: L s , L d , and L, respectively. Then, the SSMA embedding must minimize a joint cost function essentially given by the eigenvectors corresponding to the smallest non-zero eigenvalues of the generalized eigenvalue problem:
where Z is a block diagonal matrix containing the data matrices X i and V contains in the columns the eigenvectors organized in rows for the particular domain, V = [v 1 , v 2 , . . . , v D ] . The method allows to extract a maximum of N f = D i=1 d i features, that serve for projecting the data to the common latent domain (hereafter called f ) as follows:
KERNEL MANIFOLD ALIGNMENT
In order to kernelize the previous method, let us first map the D different datasets to in principle D different Hilbert spaces
Now, by replacing all the samples with their mapped feature vectors, the problem becomes:
where Φ is a block diagonal matrix containing the data matrices Φ i = [φ i (x 1 ), . . . , φ i (x ni )] and U contains the eigenvectors organized in rows for the particular domain defined in Hilbert space
This operation is possible thanks to the use of the direct sum of Hilbert spaces, a well-known property of Functional Analysis Theory [27] . Note that the eigenvectors u i are of possibly infinite dimension and cannot be explicitly computed. Instead, we resort to the definition of D corresponding Riesz representation theorems [28] so the eigenvectors can be expressed as a linear combination of mapped samples, u i = Φ i α i , and in matrix notation U = ΦΛ. This leads to the problem:
Now, by premultiplying both sides by Φ and replacing the dot products with the corresponding kernel matrices, K i = Φ i Φ i , we obtain the final solution:
where K is a block diagonal matrix containing the kernel matrices K i . Now the eigenproblem becomes of size n × n instead of d×d, and the number of extracted features becomes n.
Projections to kernel latent space
Projection to the latent space requires first mapping the data X i to its corresponding Hilbert space H i , thus leading to the mapped data Φ i , and then to apply the projection vector u i defined therein:
Therefore, projection to the kernel latent space is possible through the use of dedicated reproducing kernel functions.
Kernel generalization
Note that when a linear kernel is used for all the domains, K i = X i X i , the projections are exactly the same as in the original SSMA:
Therefore, KEMA reduces to SSMA when using linear kernels. Apparently, this would not convey any advantage. However, note that working in this dual formulation is advantageous when dealing with very high dimensional datasets, d i n i for which the SSMA problem is not well-conditioned. Operating in Q-mode endorses the method with numerical stability and computational efficiency in high-dimensional problems. This type of problems with much more dimensions than points are recurrent nowadays for example in the fields of bioinformatics, chemometrics, and image and video processing.
Low-rank approximation
An important problem in kernel-based feature extraction is related to the computational cost. In the case of KEMA this issue is worsened because of the linear scaling with the number of available samples per domain: the involved kernel matrix K is of size n × n, and thus methods' complexity scales quadratically with n in terms of memory, and cubically with respect to the computation time. Furthermore, the solution of the maximization problem (matrix Λ) is not sparse, so that feature extraction for new data requires the evaluation of n kernel functions per pattern, becoming computationally expensive for large n.
We here propose an alternative sparse version of KEMA based on a reduced-rank approximation of the span. The socalled Reduced-rank Kernel Manifold Alignment (REKEMA) formulation imposes sparsity in the projection vectors representation a priori, W = Φ r Λ, where Φ r is a subset of the training data containing r samples (r n) and Λ is the new argument for the maximization problem. Plugging W into Eq. (1), and replacing the dot products with the corresponding kernels, K rn = Φ r Φ, we obtain the final solution:
where K rn is a block diagonal matrix containing the kernel matrices K i that are computed by comparing a reduced set of r representative vectors and all training data points, n.
Unlike KEMA, the solution provided by REKEMA is forced to be sparse, so that new data is projected with only r kernel evaluations per pattern (in contrast to n evaluations for KEMA). This is a very desirable property, especially when dealing with large data sets. Also, and very interestingly, the eigenproblem becomes of size r × r instead of n × n, and the number of extracted features becomes r = D i=1 r i n. This has enormous advantages in storage requirements, which now become just quadratic with r. Furthermore, the sparsity constraint acts as a regularizer that can significantly improve the generalization ability of the method.
EXPERIMENTAL RESULTS
In this Section, we analyze the behavior of KEMA in a series of artificial datasets. In particular, we show performance in a series of five toy examples composed of two domains with data matrices X 1 and X 2 , which are both 2D spirals with three classes (see Fig. 1 ). Then, a series of deformations are applied to the second domain: scaling, rotation, inversion of the order of the classes, the shape of the domain (spiral or line) or the data dimensionality. For this last deformation, we simply added a linear trend as a third dummy dimension so the spiral becomes linearly separable in the 3-D space. The details of the deformations applied in each toy experiment are summarized in Table 2 , while the two domains considered are illustrated in the first two columns of Fig. 1 . For each experiment, 20 labeled pixels per class were sampled in each domain, as well as 1000 unlabeled samples, randomly selected. Classification performance was assessed on different 1000 held-out samples. Fig. 1 Scaling Rotation Classes Line Third dim. Data dim.
(X1) (X1) X1 X2 X1 X2  1  2  2  2  2  2  3  3  2  4  3  3  5 3 3
Examining the projections
First we assess whether the projections found by the proposed KEMA are both discriminative and flexible enough to cope with a wide range of deformations. Figure 1 illustrates the projections obtained by KEMA when using a linear and an RBF kernel (σ was set as the average distance between labeled samples). The first observation is that, if compared with the linear version, the RBF kernel allows much more flexible solution, and returns a deformed discriminative latent space: using the RBF kernel permits to bend the data space nonlinearly and then solve the alignment problem. As a consequence, even if the linear version can align effectively the domains in experiments #1, #2 and #5 (which are basically scalings and rotations of the data), it fails on experiments #3 and #4, where the manifolds have undergone critical deformations. On the contrary, KEMA RBF adapts the manifolds to each other in all experiments and returns a latent space, where samples from different domains are mapped close together, regardless of the deformation applied.
Numerical results
In all the experiments considered, KEMA with RBF kernel finds a more linear discriminative solution. This suggests that domains are not only aligned but also unfolded. In experiments #1 and #2, even if the alignment is correct, the linear classifier trained on the projections of KEMA lin and SSMA cannot resolve the classification of the two domains, while the discriminative (since deformed) solution of KEMA RBF provides a latent space, where both domains can be classified correctly. Experiment #3 shows a different picture: the baseline error (green line) is much smaller, since the dataset in 3D is linearly separable. Even if the classification of this first domain (•) is correct for all methods, classification in the projections on the latent space of SSMA/KEMA lin of the second domain (•) is poor, since its projection in the latent space does not unfold the blue spiral. Again, KEMA RBF provides the best result. Experiments #4 and #5 show a very accurate baseline (both domains are linearly separable in the input space) and all methods provide accurate classification accuracies.
Reduced rank KEMA
We now consider the low-rank approximation of KEMA proposed in Section 3.3. We used the data in the experiment #1 above. Figure 2 illustrates the solutions of the standard SSMA (or KEMA with linear kernel), and for REKEMA using a varying rate of samples. We also give the classification accuracies of a SVM (with both a linear and an RBF kernel) in the projected latent space. Samples were randomly chosen 2 , and the sigma parameter for the RBF kernel in KEMA was fixed to the average distance between all used labeled samples. We can observe that SSMA successfully aligns the two domains, but we still need to resort to nonlinear classification to achieve good results. REKEMA, on the contrary, essentially does two operations simultaneously: alignment and data unfolding. Excessive sparsification leads to poor results. Virtually no difference between the full and the reduced-rank solutions are obtained for small values of r: just a 10% of examples are actually needed to saturate accuracies.
CONCLUSIONS
We introduced a kernel method for semi-supervised manifold alignment. The method addresses many problems in the literature: the so-called KEMA can align an arbitrary number of domains of different dimensionality without needing corresponding pairs, just few labeled examples in all domains. We also showed that KEMA generalizes SSMA when using a linear kernel, which allows us to deal with high-dimensional data efficiently in the dual form. Being nonlinear, KEMA can align manifolds of very different structures, performing a sort of manifold unfolding along with the alignment. On the downside, KEMA can be computationally costly when dealing with many samples because of two reasons the construction of the graph Laplacians and the kernel matrices. Note that the Laplacians can be computed just once and off-line, while for the second shortcoming, we introduced a reduced-ranked version that allows to work with a fraction of the samples while maintaining the accuracy of the representation. All these features were illustrated through toy examples and real problems in computer vision and machine learning. Exp. #5 Fig. 2 . Illustration of linear and kernel manifold alignment on the scaled interwined spirals toy experiment (Exp #1 in Fig. 1 ). REKEMA is compared to SSMA for different rates of training samples (we used l i = 100 and u i = 50 per class for both domains). Classification accuracy of SVMs using either linear and RBF kernels are reported.
