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は複数の一次研究（primary study）を偏りなく統合するために活用された（たとえば Egger et al.,
2001; Cooper et al., 2009）．生態学・進化生物学の分野では，1990年代の始めごろからメタ解
析の手法が使われるようになった．この分野におけるメタ解析の有望性を予見していた，影響
力ある総説 Arnqvist and Wooster（1995）によれば，最初のメタ解析がなされたのは 1991年と
いうことになる．近年では，生態学・進化生物学におけるメタ解析の書籍が出版されている（た
とえばKoricheva et al., 2013; Nakagawa and Poulin, 2012）．とくに “Handbook of Meta-analysis
in Ecology and Evolution”（Koricheva et al., 2013）は，この分野におけるメタ解析の定着と成熟
を示すものといえるだろう．
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そもそも医学・社会科学の分野で発展してきたメタ解析の方法が，生態学・進化生物学のデー
タ解析には必ずしも適したものではないとしても不思議ではない．この分野に独特な問題の

































学では，次にあげる 4種類の効果量がよく使われている（Nakagawa and Santos, 2012; Koricheva
and Gurevitch, 2014）：
（1）応答の比率：対数をとって lnRRと書かれる
（2）標準化された平均の差：Cohen の dや Hedges の d
（3）相関係数：これは Fisher の z変換をほどこした Zr
（4）オッズ比：対数をとって lnORと書かれる
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これらのよく使われる効果量では，一次研究 j ごとに異なる標本分散 σ2j も得られる．たとえ
ば，n を標本数とすると，Zr の標本分散は 1/(n − 3) である（Nakagawa and Cuthill, 2007;
Borenstein, 2009）．メタ解析では固定効果モデルとランダム効果モデルがよく使われているが




zj = μ+mj ,
mj ∼ N(0, σ2j ),
(2.1)
ここで zj は 第 j研究における効果量の値（j = 1, . . . , Nstudy; Nstudyは研究の個数），μはメタ解
析の全平均である．mj は一次研究 jにおけるサンプリング誤差で，平均ゼロであり，一次研究







つある（Nakagawa and Poulin, 2012; Mengersen et al., 2013）．医学・社会科学でも同じように減
少傾向になっているようだ（Higgins et al., 2009）．しかしながら，メタ解析でとりあげる一次研
究の個数が少ないときには，固定効果モデルを使うほうがよいだろう．一次研究の個数 Nstudy
が小さいときには，次に説明するランダム効果モデルを使った分散の推定がうまくいかず，そ
の悪影響は他のパラメーターの推定にもおよんでしまうからである（Mengersen et al., 2013）．
2.2 ランダム効果モデル
ランダム効果モデルは次のように書ける：
zj = μ+ uj +mj ,
uj ∼ N(0, σ2u),
mj ∼ N(0, σ2j ),
(2.2)
式中の zj は 第 j 研究における効果量の値，μはメタ解析の全平均，uj は一次研究 j に固有な
効果であり，これは平均ゼロで一次研究間の分散 σ2u 固定モデルの場合と同じく，mj は一次
研究 j におけるサンプリング誤差であり，一次研究 j ごとに異なる分散 σ2j（これも固定モデル
と同じで既知）の正規分布にしたがう．他の記号は固定効果モデルと同じである．この σ2uを推
定する方法があり，例えば Hunter-Schmidt 推定量，Hedges 推定量，DerSimonian-Laird 推定







































I2はサンプリング誤差によらない変異だと言える．Higgins et al.（2003）では I2推定値の 0.25,
0.50, 0.75の区切りが，それぞれ小さい・普通・大きい不均質性に対応すると考えればよいとし
ている．このような I2 の基準値は Cohenが提案した相関係数と標準化平均の基準値を参考に







あつかえるような，マルチレベル（あるいは階層）混合効果モデル（Raudenbush and Bryk, 2002;
Gelman and Hill, 2006）が使われるようになってきた．
3. マルチレベルメタ解析
生態学・進化生物学の研究者たちが，マルチレベルメタ解析をするようになったのはごく最

















zi = μ+ uj[i] +mi,
uj ∼ N(0, σ2u),
mi ∼ N(0, σ2i ),
(3.1)
ここで zi は第 j 番目の一次研究における第 i 効果，μ はメタ解析の全平均，uj は第 j 番目の
一次研究（j = 1, . . . , Nstudy）における第 i 効果（i = 1, . . . , Neﬀect），すでに説明した固定またはラ
ンダム効果モデルの場合と同様に，mi は一次研究 i におけるサンプリング誤差であり，平均
ゼロかつ既知の標準偏差 σi の正規分布にしたがう．Neﬀect は効果量の個数であり Nstudy より
大きくなくてはいけない．他の記号はランダム効果モデルと同じである．式（3.1）の記法につい
て補足説明をすると，zi の式の右辺に uj[i] のような添字 j[i] がついた確率変数がある場合，zi
が第 j 番目の一次研究における第 i 効果であるとする．また uj が平均ゼロ・標準偏差 σu に
したがうとする場合には，左辺 uj の添字では [i] が省略される．このような統計モデルの記法
は Gelman and Hill（2006）によって提案され，近年では社会科学だけでなく，多くの学術分野
におけるメタ解析モデルの記述に広く用いられているので，本稿でもそれにしたがっている．
上で紹介したモデルは，それぞれの一次研究内で独立ではない効果量をうまくあつかえるも




zi = μ+ uj[i] + ei +mj ,
uj ∼ N(0, σ2u),
ei ∼ N(0, σ2e),











無視されることが多い（Curtis and Queenborough, 2012）．その問題とは，2つのグループを比
較する ln(RR)や Hedge の dといった統計量を使うときに発生する．Lajeunesse（2011）が指摘







(3.3) m ∼ N(0,M),
これを式（3.2）のモデルで使うとすると，mは {ei} (i = 1, . . . , Neﬀect) のベクトルで，これは平
均がゼロ行列 0で与えられ，Neﬀect ×Neﬀect の分散共分散行列M をもつ多変量正規分布にし
たがうことになる．
















3 はそれぞれの標本分散，そして ρσ1σ2 (= ρσ2σ1) は第一と第二の効果量の共
分散で，これらは無処理区の効果量に依存している（ρは相関係数）．先にあげたよく使われて
いる効果量の統計量についての ρσ1σ2 の推定量は簡単なかたちで得られる（ln(RR)については
Lajeunesse, 2011，Hedgeの dについては Gleser and Olkin, 2009）．たとえば ln(RR)の場合，
σ21 , σ
2
























ここで sC , sT1 , sT2 は，それぞれ無処理区・第 1処理区・第 2処理区の標本標準偏差であり，n








zi = μ+ vk[i] + uj[i] + ei +mi,
vk ∼ N(0, σ2v),
uj ∼ N(0, σ2u),
ei ∼ N(0, σ2e),
mi ∼ N(0, σ2i ),
(3.6)
ここで zj は 第 j 研究における効果量の値，μ はメタ解析の全平均，vk[i] は第 i 番目の効果量
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の推定値に与える種 k 固有の効果（k = 1, . . . , Nspecies; Neﬀect > Nstudy > Nspecies であることに















zk = μ+ ak +mk,
zk = μ+ ak + uk +mk,
(3.7)
上の μはメタ解析の全平均，ak は第 k 種の系統学的な効果（上の 2つのモデルでは Neﬀect =
Nstudy = Nspecies となっていることに注意）．また，mk と uk はそれぞれ，一次研究 kにおける
サンプリング誤差と kに固有な効果である．
mk ∼ N(0, σ2k),
uk ∼ N(0, σ2u),
a ∼ N(0, σ2aA),
(3.8)
aは長さ Nspecies の ak のベクトルで，これは平均ゼロで分散共分散行列 σ2aA の多変量正規分
布にしたがい，ここで σ2a は系統分散（phylogenetic variance)，Aは系統樹から得られた種間距
離をあらわす Nspecies × Nspecies の相関行列であり，これについてはあとで説明する．複数の
生物種の系統樹は，分子データにもとづいて作られることが多い．たとえば，鳥類と哺乳類に
ついてはほとんどの種を網羅する系統樹が利用可能である（Bininda-Emonds et al., 2007; Jetz










関数 f はこのあとで説明する「距離」の関数であり，gi,j は種 iと jを選んだときに，系統樹の根
からこの二種の最も新しい共通祖先までの距離である．この gi,j が 1に近いほど種 iと j の系
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進化のブラウン運動モデルを仮定すると，gi,jの関数 fは恒等関数（identity）であり f(gi,j) = gi,j
となる．ブラウン運動モデルでは表現型が自由に変化するのに対して，形質の値が特定の値から離
れないような淘汰もありえる．このような安定化淘汰を仮定している例のひとつとしてOrnstein-










zi = μ+ ak[i] + wk[i] + uj[i] + ei +mi,
wk ∼ N(0, σ2w),
uj ∼ N(0, σ2u),
ei ∼ N(0, σ2e),
mi ∼ N(0, σ2i ),
(3.10)
ak[i] は第 k種の系統学的な効果，wk は系統学的な効果（ak）とは無関係な第 k 種の i 番目の効
果，uj は第 j 番目の一次研究における第 i 効果である．平均ゼロで分散 σ2w の正規分布にした
がう．この wk の式（3.6）で使われている vk[i] を区別することは重要である．どちらも種固有
な効果であるのだが，vk[i] では第 k 種における系統学的・非系統学的な効果の両方をあらわし
ている．多くの生態学・進化生物学のメタ解析では，複雑かつより妥当な系統学的マルチレベ
ルモデルを使っている（たとえば Cornwallis et al., 2010; Lagisz et al., 2013）．また，ei は第 i 効
果量に固有な（それぞれの一次研究内の）ばらつき，mi は一次研究 i におけるサンプリング誤差
であり，それぞれ式（3.2）と（3.1）の説明を参照してほしい．
理論的には，式（3.10）のモデルがおそらく種間メタ解析にもっとも適したモデルだろう．し










zi = μ+ al[i] + ql[i] + wk[i] + uj[i] + ei +mi,
ql ∼ N(0, σ2q ),
(3.11)
ここで qlは平均ゼロで分散 σ2q の正規分布にしたがい，ql[i]は l番目の科に固有な効果であり，第
i番目の効果量に影響をおよぼしていて，系統学的な効果 al とは別のものである．科の番号は
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l = 1, . . . , Nfamily（Nfamily は分類学上の科の個数）であり，Neﬀect > Nstudy > Nspecies > Nfamily
となっていることに注意してほしい．以前と同様に，wk は種 kに固有な効果，uj は一次研究











ル内相関（intra-class correlation, ICC）の一種なので，I2 の概念をさらに拡張できる（Nakagawa
and Schielzeth, 2010）．Nakagawa and Santos（2012）では I2はそれぞれのレベルで，サンプリン
グエラーmと分離して推定する方法を提案している（同様に Cheung, 2014）たとえば，式（3.10）
のモデルでは全分散 σ2t は以下のように分割できる：
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zj = ηj + uj +mj ,
ηj = β0 + β1x1j + β2x2j + β3x3j + . . . ,
(4.1)
すでに何度も登場した変数であるが，uj は一次研究 j に固有な効果，mj は一次研究 j におけ
るサンプリング誤差である（j = 1, . . . , Nstudy であることに注意）．新しく追加されたものとし





ものとして，以下のように R2 を定義してみよう（Aloe et al., 2010; Cheung, 2014）：













は他の規準を使って，モデル選択をするのがよいだろう（Nakagawa and Santos, 2012）．モデル
選択については，ここで説明するには大きすぎる話題なので，興味のある読者は Burnham and






zi = ηi + ak[i] + wk[i] + uj[i] + ei +mi,
ηi = β0 + β1x1k[i] + β2x2j[i] + β3x3i,
(4.3)
ここで zj は第 j 研究における効果量，ak[i] は生物種 k の系統学的な効果，wk[i] は系統学的
な効果とは無関係な生物種 k 固有な効果，uj [i] は一次研究 j に固有な効果，ei は第 i 効果量
に固有な（それぞれの一次研究内の）ばらつき，mi は一次研究 i におけるサンプリング誤差，
x1 は種レベルの調整変数，x2 は一次研究レベルの調整変数，x3 は効果量レベルでの調整変数




















グエラーに相当する（Nakagawa and Schielzeth, 2013）．Cheung（2014）は各レベルにおける R2
を定量すべきだと勧めていて，これはもともと Raudenbush（2009）がマルチレベルモデルで一
般について述べていた．たとえば，式（3.10）のモデルにおいて，生物種固有なレベルの R2 は
R2w = 1 − σˆ2w1/σˆ2w0 と表現することができる．しかしながら，このようなアプローチは有効か
もしれないが，R2を上のように定義してしまうと負の値になることもあり，解釈ができなくな









及したのは，MetaWin（Rosenberg et al., 2000）のようなメタ解析の実装が使えるようになった
ことが原因だろう．ただし，このソフトウェアではマルチレベルメタ解析はできない（メタ解析
の計算機プログラムの解説は Schmid et al., 2013 参照）．しかしながら，最近では，この総説
で説明したすべての統計モデルを簡単に実装可能なフリーのソフトウェアが利用できるように








れているほどである（Rothstein et al., 2005）．すべてのメタ解析モデルの基本的な仮定は，論文

























ウェア実装が利用できる（Mavridis and Salanti, 2013で紹介されている）．このような対照的な
状況ではあるが，生態学・進化生物学の分野でも多変量メタ解析が有用かもしれない．その理由
は，2つあるいはそれ以上の個数の効果量の関係に興味がある場合もかなりあるからである．た
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Meta-analysis is now the gold standard for quantitatively summarizing primary stud-
ies not only in medical and social sciences, but also in the ﬁeld of ecology and evolution.
Meta-analytic techniques have primarily been developed in medical and social sciences
where data sets (i.e. a collection of eﬀect sizes) for meta-analysis are likely more homo-
geneous, and the data probably have less inter-dependence than those in ecology and
evolution. Perhaps, because of this history, two original models of meta-analysis are not
actually suitable for modeling data sets from the ﬁeld of ecology and evolution; the two
models are known as the ﬁxed-eﬀect and random eﬀects meta-analysis, both of which as-
sume independence among eﬀect sizes. Meta-analyses in ecology and evolution often need
to deal with two types of dependence (or correlated structures) in data: 1) dependent eﬀect
sizes within studies, and 2) dependence due to phylogenetic relatedness among species.
We review statistical models of meta-analysis, which have been proposed to resolve these
two types of dependence. We show that multilevel modeling incorporating phylogenetic
comparative methods (termed ‘phylogenetic multilevel meta-analysis’) can appropriately
handle typical meta-analytic data in ecology and evolution. We also discuss the concepts
of heterogeneity (as I2) in meta-analysis and of R2 in meta-regression analysis. Although
statistical models suitable for ecological and evolutionary meta-analyses are now available,
the use of such models are still limited. Eﬀective educational programs are now required
to introduce these suitable meta-analytic models to ecologists and evolutionary biologists.
Key words: Systematic review, quantitative review, data synthesis, hierarchical model, mixed-eﬀects
model, phylogeny.
