To use pressure transient test data in computerised methods for integrated reservoir charcterisation numerical simulations of the well tests are typically required. Numerical artifacts occurring in the simulation must be avoided as much as possible so that they do not adversely affect the reservoir characterisation.
Introduction
The boundary element method (BEM) was applied by Numbere and Tiab 1 to generate steady-state streamlines in sectionally homogenous two-dimensional reservoirs. Masukawa and Horne 2 considered immiscible displacement problems using BEM. Kikani 
and Horne
3,4 applied BEM to generate pressure transients in arbitrarily shaped homogeneous reservoirs. The problem of flow in heterogeneous reservoirs was addressed by Sato and Horne 5, 6 who developed a perturbation based approach. This approach became increasingly computationally intensive as the reservoir hetereogeneity became more pronounced.
The standard form of BEM is not applicable to flow in heterogeneous media so hybrid boundary element based schemes were considered. This study focused on the application of the Green Element method (GEM). Taigbenu 7, 8 first presented GEM in 1990 and described it as an element-by-element implementation of the boundary element method. Taigbenu considered the Laplace, diffusion, nonlinear Boussinesq and convection-diffusion equations. Taigbenu and Onyejekwe applied GEM to groundwater flow in the unsaturated zone 9 . Archer and Horne 10 discussed the application of the GEM and the Dual Reciprocity Boundary Element Method to one-dimensional pressure diffusion and tracer flow in heterogeneous media. Archer and Horne 11 and Archer 12 extended the analysis to two dimensions. Singularity programming was introduced to study well tests. This work compares the performance of the proposed GEM/singularity programming approach to finite difference simulation of well tests.
Theory

Treatment of Heterogeneity
To use the classical boundary element method the differential equation being considered must include a ∇ 2 operator. The single-phase flow equation:
is therefore not in a form suitable for solution by a boundary element method. SPE 62916
Taigbenu and Onyejekwe 9 demonstrated how the singlephase flow equation could be solved by rewriting it as:
Incorporation of Singularity Programming Masukawa and Horne 2 and Sato 13 applied singularity programming in conjunction with boundary element methods to compute pressure transients. Unlike the current study Sato's solution was performed in Laplace space. Singularity programming decomposes the solution into singular and nonsingular components:
The singular solution used in this work is based on the pressure response of a well flowing at a given rate in an infinite homogeneous reservoir with uniform permeability, k 0 (Dake 14 ):
where Ei(x) is the exponential integral:
Out of regard for numerical stability dimensionless variables were used in the implementation of the singularity programming. The choice of dimensionless variables in this work follows that of Sato 13 :
Using this choice of variables the singular solution is:
To apply singularity programming in a heterogeneous reservoir careful consideration must be made of the nonsingular solution. The GEM solution scheme will be used to solve for the nonsingular solution. To ascertain what differential equation must be solved for the nonsingular solution consider the equations that govern the pressure and the singular part of the pressure. The pressure satisfies:
The singular part of the pressure solution given in Equation (4) satisfies:
Subtracting Equation (13) from (12) gives:
Noting that (14) can be simplifed to:
The right hand side of Equation (15) includes both the singular and nonsingular solutions. This does not present a problem however since the singular solution is known and can be incorporated easily into the boundary element solution. 
Green Element Method
where
Equation (16) can be cast as an integral equation in the usual manner by multiplying it by the Green's function G and integrating over the domain:
The integrals in Equation (18) are then written as summations over the elements:
Equation (21) can be written in a more compact form in terms of the element matrices R, L, U , V and T :
(22) Note that in Equation (22) 
Equation (22) was solved using a fully implicit treatment i.e:
Results
Example 1: Comparison to an Analytical Solution
Example 1: Well Test in a Closed Reservoir
To test the combination of singularity programming and GEM a pressure transient was computed and compared to a transient generated analytically. The reservoir properties are given in Table 1 . The reservoir dimensions are 2500ft by 3000ft.
The grid used for the GEM solution of the nonsingular component of the problem was a 10 by 10 mesh. The well was located in the center of the reservoir. Constant pressure boundaries were imposed on all sides. The resulting drawdowns are compared to the analytical solution in Figure 1 . The agreement between the GEM and analytical solutions is excellent.
Examples 2 and 3: Comparison to Finite Difference Solutions
Example 2: Reservoir with Closed Boundaries
The value of using singularity programming in combination with the Green Element Method can be demonstrated by comparing well tests simulated using this technique to well tests simulated using a commercial finite difference simulator. The first example is a well test in a closed square reservoir. The well is located at the center of the reservoir. The simulator uses a standard Peaceman 15 well index. The reservoir properties are given in Table 1 . The reservoir dimensions are 3000ft by 3000ft.
The GEM solution used a mesh of 21 by 21 nodes and the simulation used a grid of 21 by 21 cells. No local grid refinement was used in the finite difference simulation. The reservoir is homogeneous, so an analytical solution could be generated for this problem. The finite difference simulation is compared to this analytical solution in Figure 2 . The GEM simulation is shown in Figure 3 .
The well test response calculated using finite difference simulation appears to show some wellbore storage effects, however these are artifacts of the finite difference computation approach. In the late part of the well test the data simulated using finite difference simulation did not sense the closed boundary until much later than it should have.
Example 3: Gridding Study
The performance of the finite difference method in reproducing the pressure derivative curve was investigated further by running more finite difference simulations. To assess the role of gridding the simulation was repeated with both uniform and nonuniform grids. The grid parameters used are shown in Table 2 . For the nonuniform cases the geometric factor is the ratio between adjacent grid cell sizes i.e. in the last case the cell containing the well is 5ft by 5ft and the adjacent cells are 6.5ft by 6.5ft. The grid used for the first nonuniform case is shown in Figure 4 .
The time stepping scheme was the same for all the models, both GEM and finite difference. The finite difference solution was calculated and reported in the following manner: -10 steps of 0.0001 days -10 steps of 0.001 days -10 steps of 0.01 days -20 steps of 0.1 days -all subsequent time steps one day The finite difference simulator was able to compute the solution at intermediate times also if its time step control algorithm required it.
The pressure and pressure derivative curves computed using the uniform and nonuniform grids are shown in Figures 5 to 10. The derivative curves for all the uniformly gridded cases show that the effect of the boundary on the derivative curve is resolved better as the grid is refined. However even when the grid is refined to 101 by 101 cells the boundary location is still sensed incorrectly. All the uniformly gridded cases exhibit a period of infinite-acting radial flow before sensing the closed reservoir boundary. The nonuniformly gridded cases performed worse than the uniformly gridded cases in their reproduction of the pressure derivative. The infinite-acting radial flow period did not appear. Instead of remaining level during the time corresponding to infinite-acting radial flow the derivative maintains a steady downward slope.
The effects of the errors in the pressure derivative curve in this suite of finite difference simulations were quantified by treating each one as data in a well test analysis. The interpretation was performed using a standard regression procedure. The estimates for skin and permeability from the regression are highly correlated so the skin was set to zero in each case to ensure the treatment of the permeability was consistent. The initial pressure was also fixed at its true value of 2000psi. The wellbore storage coefficient was set to zero. Regression was used to determine the reservoir permeability and the location of the boundaries. The results are shown in Table 3 .
Recall that the true permeability is 150md and the true boundary location is 1500ft. The uniformly gridded cases all predict permeability values of 154-161md, which is due to the regression trying to fit the early time derivative data which appear to show wellbore storage. If the fit is performed manually ignoring this data the true permeability of 150md is predicted.
Example 4: Reservoir with Constant Pressure
Boundaries A well test was simulated in a reservoir with the properties given in Table 1 . The well was located in the center of the reservoir and constant pressure boundary conditions were applied on all sides. Finite difference simulation was used to simulate the well test. The constant presure boundary was simulated by putting injection wells in every cell along the boundary. The resulting well test response is shown in Figure 11 . The effect of the constant pressure boundary was not well matched on the derivative curve. The same well test was simulated using GEM combined with singularity programming. The transient is shown in Figure 12 . This simulation captures the effect of the constant pressure boundary accurately also.
Examples 5 and 6: Well Test Simulation without Singularity Programming
Two wells tests were modeled to study the performance of the GEM simulation scheme without singularity programming. The set of reservoir properties given in Table 4 were common to both models. The boundary conditions applied were constant pressure boundary conditions.
To assess how the strength of the singularity affects the computed results two cases were considered. In the first case (Example 5), k = 100md and q w = 100ST B/d and in the second case (Example 6) k = 150md and q w = 50ST B/d. The singularity in Example 5 is three times stronger than in Example 6. The pressure and pressure derivative curves computed when Example 5 and Example 6 were simulated using GEM without singularity programming are shown in Figures 13 and 14 . The analytical versions of these curves are presented for comparison.
Figures 13 and 14 show that when singularity programming is not used the match to the pressure is not as precise as when singularity is applied (compare to Example 4, Figure 12) . The early time behavior of the derivative curve is matched poorly. Figure 15 illustrates how this poorly matched derivative curve could be interpreted if it were treated as true data in a classical well test analysis. The match was performed on the derivative, and gave rise to the estimates shown in Table 5 .
The values in Table 5 are clearly erroneous, they demonstrate the artificial wellbore storage effect that occurs in this method as the well drains the grid block it is located in. Singularity programming is successful in avoiding this artifical effect.
Conclusions
The simulated well test examples show that the combination of GEM and singularity programming can reproduce pressure transients accurately in comparison to analytical models. The proposed method was able to reproduce the pressure derivative curve much more accurately than conventional finite difference simulation. The use of singularity programming was shown to be a key component of the proposed method. When singularity programming was replaced by the use of a Peaceman 15 well index the accuracy of the method suffered significantly. The Peaceman well index is not strictly appropriate for modeling pressure transient tests because it was derived for single-phase, steadystate, radial flow in a homogeneous reservoir. Sato 13 showed that singularity programming was a useful tool when applied in conjunction with the perturbation boundary element method. The well test modeled in Example 5 when singularity programming was not used was also simulated using finite difference simulation. Neither the GEM scheme nor the finite difference scheme produced an accurate derivative match, however the GEM simulation accurately reproduced the effect of the reservoir boundaries on the derivative curve.
Example 3 shows that the effect of a closed boundary on the pressure derivative could not be reproduced accurately by finite difference simulation. Using nonuniform gridding exacerbated this problem and caused the infinite-acting radial flow period to be misrepresented in the pressure derivative curve. GEM in conjunction with singularity programming produced accurate matches to every pressure transient considered without being hampered by numerical artifacts. time, hours GEM, p GEM, dp Exact, p Exact, dp Time, hours
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Figure 15: Example 6 -Artificial skin/storage effect
