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PRIMAL SUPERLINEAR CONVERGENCE OF SQP METHODS IN
PIECEWISE LINEAR-QUADRATIC COMPOSITE OPTIMIZATION
M. EBRAHIM SARABI1
Abstract. This paper mainly concerns with the primal superlinear convergence of the quasi-Newton
sequential quadratic programming (SQP) method for piecewise linear-quadratic composite optimization
problems. We show that the latter primal superlinear convergence can be justified under the noncriti-
cality of Lagrange multipliers and a version of the Dennis-More´ condition. Furthermore, we show that
if we replace the noncriticality condition with the second-order sufficient condition, this primal super-
linear convergence is equivalent with an appropriate version of the Dennis-More´ condition. We also
recover Bonnans’ result in [1] for the primal-dual superlinear of the basic SQP method for this class of
composite problems under the second-order sufficient condition and the uniqueness of Lagrange multi-
pliers. To achieve these goals, we first obtain an extension of the reduction lemma for convex Piecewise
linear-quadratic functions and then provide a comprehensive analysis of the noncriticality of Lagrange
multipliers for composite problems. We also establish certain primal estimates for KKT systems of com-
posite problems, which play a significant role in our local convergence analysis of the quasi-Newton SQP
method.
Key words. SQP methods, primal superlinear convergence, noncriticality, second-order sufficient con-
ditions, piecewise linear-quadratic composite problems
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1 Introduction
This paper aims to present the local convergence analysis of the sequential quadratic program-
ming (SQP) methods for the composite optimization problem
minimize ϕ(x) + g(Φ(x)) subject to x ∈ Θ, (1.1)
where ϕ : IRn → IR and Φ : IRn → IRm are twice continuously differentiable, and where Θ is a
polyhedral convex set in IRn and g : IRm → IR is a convex piecewise linear-quadratic (CPLQ)
function. While the CPLQ function g in (1.1) gives significant flexibility to this problem to cover
important classes of optimization problems including classical nonlinear programming problems
(NLPs), constrained and unconstrained min-max optimization problems, and extended nonlinear
programming problems, introduced by Rockafellar in [34], the polyhedral convexity of Θ therein
makes it possible to cover nonnegativity constraints, upper and lower bounds on variables, and
also situations where we want to minimize a function over a linear subspace or an affine subset
of IRn.
While different first- and second-order variational properties of composite optimization prob-
lems have been extensively studied over the last three decades [6, 17,22,25,32,33], considerable
efforts have been made recently toward developing numerical algorithms, mostly first-order meth-
ods, for this class of problems [4,5,10,18]. In this work, we present a systematic local convergence
analysis of the SQP methods for (1.1). Recall that the principal idea of the SQP methods is
to solve a sequence of quadratic approximations, called subproblems, whose optimal solutions
converge under appropriate assumptions to an optimal solution to the original problem. For
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the composite problem (1.1), the aforementioned subproblem at the current primal-dual iterate
(xk, λk) is formulated as{
minimize ϕ(xk) + 〈∇ϕ(xk), x− xk〉+ 12〈Hk(x− xk), x− xk〉+ g
(
Φ(xk) +∇Φ(xk)(x− xk)
)
subject to x ∈ Θ,
(1.2)
where Hk is an n × n symmetric matrix for all k ∈ {0} ∪ IN. In this paper, we study the SQP
method for the composite problem (1.1) in which the matrix Hk satisfies in one of the following
conditions: 1) The matrix Hk is of the form
Hk = ∇2xxL(xk, λk), k ∈ {0} ∪ IN, (1.3)
where L is the Lagrangian associated with (1.1), defined by (2.13). When this choice of Hk
is utilized in the subproblem (1.2), the method corresponds to the basic SQP method. 2) The
matrix Hk is an approximation of the Hessian matrix ∇2xxL(xk, λk) that satisfies the Dennis-
More´ condition
PD
((∇2xxL(xk, λk)−Hk)(xk+1 − xk)) = o(‖xk+1 − xk‖), (1.4)
where the convex cone D is defined by (2.17) and where PD stands for the projection mapping
onto D . When the latter choice of Hk is used in the subproblem (1.2), the method corresponds
to the quasi-Newton SQP method. It is worth mentioning that the basic SQP method can
be viewed as a natural extension of the Newton method that is implemented for the KKT
system of the composite problem (1.1). Indeed, the latter KKT system can be formulated as
a generalized equation for which the Newton method was generalized and studied by Robinson
in [27]; see [15, Section 3.1] for more details.
Remember that given a primal-dual iterate (xk, λk), the basic SQP method for the composite
problem (1.1) is updated to (xk+1, λk+1), where xk+1 is a stationary point of the subproblem (1.2)
and λk+1 is a Lagrange multiplier associated with xk+1. For NLPs, the sharpest results, estab-
lished by Bonnans in [1], ensures the superlinear/quadratic primal-dual convergence for the basic
SQP method under the second-order sufficient condition and the strict Mangasarian–Fromovitz
constraint qualification – the latter condition is known to be equivalent to the uniqueness of La-
grange multiplier for this class of problems. The pervious results for this framework, obtained
by Robinson in [26,27], require a stronger version of the second-order sufficient condition as well
as the linear independence constraint qualification both of which are strictly stronger than the
corresponding assumptions, used by Bonnans in [1]. Quite recently, Burke and Engle [5, The-
orem 7.3] studied the local convergence analysis of the basic SQP method for the composite
optimization problem (1.1) with Θ = IRn and showed that under the strong second-order suf-
ficient condition, the nondegeneracy condition, and the strict complementary condition this
method is superlinear convergent. The approach utilized in [5] is based on the local convergence
analysis of the Newton method for generalized equations established under the strong metric
regularity assumption (see [8, page 194]) in [8, Theorem 6D.2]. In this paper, we take a different
path and show that such a primal-dual superlinear convergence for (1.1) can be accomplished
under some less restrictive assumptions. Indeed, similar to Bonnans’ result for NLPs, we show
that the second-order sufficient condition and the uniqueness of Lagrange multipliers suffice to
ensure the primal-dual superlinear convergence of the basic SQP method for (1.1).
Our next goal is to pursue conditions that ensure the primal superlinear convergence of
the quasi-Newton SQP method for (1.1). It is important to notice that the primal superlin-
ear convergence is important when the primal-dual superlinear convergence is not available,
which is the case for the quasi-Newton SQP method. In the local convergence analysis of the
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quasi-Newton SQP method, the primal-dual convergence is often assumed. Then, the main
question is to find conditions under which the primal superlinear convergence of the method
can be achieved. For NLPs, it was observed in [11] that a certain error bound, satisfied under
the second-order sufficient condition, alone suffices to accomplish this goal. In particular, it
was shown in [11, Theorem 4.1] that if the second-order sufficient condition holds, the primal
superlinear convergent of the quasi-Newton SQP method for NLPs amounts to the Dennis-More´
condition (1.4) for this class of problems. The interesting fact about this result is that neither
the uniqueness of Lagrange multiplier nor any constraint qualification was assumed. This was a
remarkable improvement from the previous results that in addition demanded the linear inde-
pendent constraint qualification; see [2, Theorem 15.7]. Furthermore, it is shown in [11] that the
second-order sufficient condition can be replaced by the noncriticality of Lagrange multipliers
(see Definition 3.1), which is less restrictive, in the latter characterization. In this paper we
explore the possibility of a similar characterization for the primal superlinear convergence of the
quasi-Newton SQP method for the composite problem (1.1) under the second-order sufficient
condition and the noncriticality assumption. Doing so requires understanding more about the
noncriticality of Lagrange multipliers of the KKT system of the composite problem (1.1) and
obtaining certain primal error bound estimates for the KKT system of (1.1). Not only do we
achieve these requirements but also we reveal that the proofs of these results mainly rely upon
two fundamental properties of the subgradient mappings of CPLQ functions: 1) the reduction
lemma and 2) the outer Lipschitzian property. It is worth mentioning that both properties
come from the pioneering works of Robinson in [28, 29]. In particular, the reduction lemma,
established in [29, Proposition 4.4], tells us that the graph of the normal cone to a polyhedral
convex set, coincides locally with that of the normal cone to its critical cone; see Theorem 2.3
for more details. We will show in Section 2 that a similar observation holds for the subgradient
mappings of CPLQ functions.
The rest of the paper is organized as follows. Section 2 begins with recalling tools of varia-
tional analysis utilized throughout the paper and ends with a version of the reduction lemma for
CPLQ functions. Section 3 presents a characterization of noncriticality of Lagrange multipliers
for (1.1) and explores its relationship with the second-order sufficient condition. Section 4 is
devoted to the study of certain primal estimates for the KKT system of (1.1) under the second-
order sufficient condition and the noncriticality of Lagrange multipliers. Section 5 provides the
primal-dual superlinear convergence of the basic SQP method for (1.1) under the second-order
sufficient condition and the uniqueness of Lagrange multipliers. In particular, we show that un-
der the latter conditions the subproblem (1.2) admits a local optimal solution. Finally, Section 6
establishes a characterization of the primal superlinear convergence of the quasi-Newton SQP
method for (1.1) via the Dennis-More´ condition (1.4).
2 Preliminary Definitions and Results
In this section we first briefly review basic constructions of variational analysis and generalized
differentiation employed in the paper; see [19,35] for more detail. In what follows, by B we denote
the closed unit ball in the space in question and by Br(x) := x+ rB the closed ball centered at x
with radius r > 0. In the product space IRn × IRm, we use the norm ‖(w, u)‖ =√‖w‖2 + ‖u‖2
for any (w, u) ∈ IRn × IRm. For any set C in IRn, its indicator function is defined by δC(x) = 0
for x ∈ C and δC(x) =∞ otherwise. We denote by dist(x,C) the distance between x ∈ IRn and
a set C. When C is a cone, its polar cone is denoted by C∗. For a vector w ∈ IRn, the subspace
{tw| t ∈ IR} is denoted by [w]. We write x(t) = o(t) with x(t) ∈ IRn and t > 0 to mean that
‖x(t)‖/t goes to 0 as t ↓ 0. Finally, we denote by IR+ (respectively, IR−) the set of non-negative
(respectively, non-positive) real numbers.
3
Given a nonempty set C ⊂ IRn with x¯ ∈ C, the tangent cone TC(x¯) to C at x¯ is defined by
TC(x¯) =
{
w ∈ IRn| ∃ tk↓0, wk → w as k →∞ with x¯+ tkwk ∈ C
}
.
We say a tangent vector w ∈ TC(x¯) is derivable if there exist a constant ε > 0 and an arc
ξ : [0, ε] → C such that ξ(0) = x¯ and ξ′+(0) = w, where ξ′+ signifies the right derivative of ξ at
0, defined by
ξ′+(0) := lim
t↓0
ξ(t)− ξ(0)
t
.
The set C is called geometrically derivable at x¯ if every tangent vector w to C at x¯ is derivable.
Convex sets are important examples of geometrically derivable sets. The (Mordukhovich/limiting)
normal cone to C at x¯ ∈ C is given by
NC(x¯) =
{
v ∈ IRn ∣∣ ∃xk→x¯, vk → v with xk ∈ C, vk ∈ N̂C(xk)},
where N̂C(x) =
{
w ∈ IRn ∣∣ 〈w, u − x〉 ≤ o(‖u − x‖) for u ∈ C} is the regular normal cone to C
at x. When C is convex, both normal cones reduce to the normal cone in the sense of convex
analysis. Given the function f : IRn → IR := (−∞,∞], its domain and epigraph are defined,
respectively, by
dom f =
{
x ∈ IRn| f(x) <∞} and epi f = {(x, α) ∈ IRn × IR| f(x) ≤ α}.
When f : IRn → IR is finite at x¯, the (limiting) subdifferential of f at x¯ is defined by
∂f(x¯) :=
{
v ∈ IRn ∣∣ (v,−1) ∈ Nepi f(x¯, f(x¯))},
which reduces to the classical subgradient set of f is the sense of convex analysis when f is
convex.
Consider a set-valued mapping F : IRn ⇒ IRm with its domain and graph defined, respec-
tively, by
domF =
{
x ∈ IRn| F (x) 6= ∅} and gphF = {(x, y) ∈ IRn × IRm| y ∈ F (x)}.
The graphical derivative of F at (x¯, y¯) ∈ gphF is defined by
DF (x¯, y¯)(w) =
{
u ∈ IRm| (w, u) ∈ TgphF (x¯, y¯)
}
, w ∈ IRn.
The set-valued mapping F is called proto-differentiable at x¯ for y¯ if the set gphF is geometrically
derivable at (x¯, y¯). When this condition holds for F , we refer to DF (x¯, y¯) as the proto-derivative
of F at x¯ for y¯.
Recall that a set-valued mapping F : IRn ⇒ IRm is calm at (x¯, y¯) ∈ gphF if there are a
constant ℓ ∈ IR+ and neighborhoods U of x¯ and V of y¯ so that
F (x) ∩ V ⊂ F (x¯) + ℓ‖x− x¯‖B for all x ∈ U.
The set-valued mapping F is called isolated calm at (x¯, y¯) if there are a constant κ ∈ IR+ and
a neighborhood U of x¯ and neighborhood U of x¯ such that the inclusion
F (x) ∩ V ⊂ {x¯}+ ℓ‖x− x¯‖B for all x ∈ U
holds. It is known that these calmness properties amount to the following metric subregularity
properties for inverse mappings, respectively. A set-valued F is called metrically subregular at
(x¯, y¯) if there are a constant ℓ ∈ IR+ and neighborhood U of x¯ such that
dist
(
x, F−1(y)
) ≤ ℓ dist(y, F (x¯)) for all x ∈ U.
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It is called strongly metrically subregular at this point if there are a constant ℓ ∈ IR+ and and
neighborhood U of x¯ such that
‖x− x¯‖ ≤ ℓ dist(y, F (x¯)) for all x ∈ U.
Given a function f : IRn → IR and a point x¯ with f(x¯) finite, the subderivative function
df(x¯) : IRn → [−∞,∞] is defined by
df(x¯)(w) = lim inf
t↓0
u→w
f(x¯+ tu)− f(x¯)
t
, w ∈ IRn.
The critical cone of f at x¯ for v¯ with (x¯, v¯) ∈ gph ∂f is defined by
Kf (x¯, v¯) :=
{
w ∈ IRn∣∣ 〈v¯, w〉 = df(x¯)(w)}.
When f = δC , where C is a nonempty subset of IR
n, the critical cone of δC at x¯ for v¯ is denoted
by KC(x¯, v¯). In this case, the above definition of the critical cone of a function boils down to the
well known concept of a critical cone of a set (see [8, page 109]), namely KC(x¯, v¯) = TC(x¯)∩ [v¯]⊥
because of dδC(x¯) = δTC(x¯). Define the parametric family of second-order difference quotients
for f at x¯ for v¯ ∈ IRn by
∆2t f(x¯, v¯)(w) =
f(x¯+ tw)− f(x¯)− t〈v¯, w〉
1
2t
2
with w ∈ IRn, t > 0.
If f(x¯) is finite, then the second subderivative of f at x¯ for v¯ is given by
d2f(x¯, v¯)(w) = lim inf
t↓0
w′→w
∆2t f(x¯, v¯)(w
′), w ∈ IRn.
Following [35, Definition 13.6], a function f : IRn → IR is said to be twice epi-differentiable
at x¯ for v¯ ∈ IRn, with f(x¯) finite, if for every sequence tk ↓ 0 and every w ∈ IRn, there exists a
sequence wk → w such that
d2f(x¯, v¯)(w) = lim
k→∞
∆2tkf(x¯, v¯)(wk).
Recall that a function g : IRm → IR is called piecewise linear-quadratic if dom g = ∪si=1Ci,
where s ∈ IN and Ci are polyhedral convex sets for all i = 1, . . . , s, and if g has a representation
of the form
g(z) = 12〈Aiz, z〉+ 〈ai, z〉+ αi for all z ∈ Ci, (2.1)
where Ai is an m×m symmetric matrix, ai ∈ IRm, and αi ∈ IR for i = 1, . . . , s. Take z¯ ∈ dom g
and define the active indices of the domain of g at z¯ by
I(z¯) =
{
i ∈ {1, . . . ,m}| z¯ ∈ Ci
}
. (2.2)
When such a function is convex, it acquires remarkable first- and second-order variational prop-
erties as reported below. The first part of the following result comes from [35, page 487] and
the second part is taken from [35, Proposition 10.21].
Proposition 2.1 (first-order variational properties of CPLQ). Assume that g : IRm → IR is a
CPLQ function with the representation (2.1) and that z¯ ∈ dom g. Then the following conditions
hold:
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(a) the subdifferential of g at z¯ can be calculated by
∂g(z¯) =
⋂
i∈I(z¯)
{
v ∈ IRm| v −Aiz¯ − ai ∈ NCi(z¯)
}
; (2.3)
(b) the domain of the subderivative of g at z¯ can be calculated by domdg(z¯) = Tdom g(z¯) =⋃
i∈I(z¯) TCi(z¯). Moreover , if w ∈ TCi(z¯) for some i ∈ I(z¯), then we have dg(x¯)(w) =
〈Aiz¯ + ai, w〉.
Next, we recall second-order variational properties of CPLQ functions.
Proposition 2.2 (second-order variational properties of CPLQ). Assume that g : IRm → IR
is a CPLQ function with the representation (2.1) and that z¯ ∈ dom g and v¯ ∈ ∂g(z¯). Set
v¯i := v¯ −Aiz¯ − ai for all i ∈ I(z¯). Then the following conditions hold:
(a) the critical cone of g at z¯ for v¯ has a representation of the form
Kg(z¯, v¯) =
⋃
i∈I(z¯)
KCi(x¯, v¯i) with KCi(z¯, v¯i) = TCi(z¯) ∩ [v¯i]⊥; (2.4)
(b) the function g is twice epi-differentiable at z¯ for v¯ and its second subderivative at this point
can be calculated by
d2g(z¯, v¯)(w) =
{
〈Aiw,w〉 if w ∈ KCi(z¯, v¯i),
∞ otherwise; (2.5)
(c) the subgradient mapping ∂g is proto-differenitable at z¯ for v¯ and domD(∂g)(z¯, v¯) =
Kg(z¯, v¯). Moreover, for any w ∈ Kg(z¯, v¯), the proto-derivative of ∂g at z¯ for v¯ can be
calculated by
D(∂g)(z¯, v¯)(w) =
⋂
i∈J(w)
{
u ∈ IRm∣∣ u−Aiw ∈ NKCi(z¯,v¯i)(w)}, (2.6)
where J(w) :=
{
i ∈ I(z¯)∣∣ w ∈ KCi(z¯, v¯i)}. In particular, we have D(∂g)(z¯, v¯)(0) =
Kg(z¯, v¯)
∗.
Proof. Part (a) follows immediately from the definition of the critical cone of g at z¯ for v¯
together with Proposition 2.1(b). Part (b) is taken from [35, Proposition 13.9]. The claimed
proto-differentiability of g in (c) results from (b) and [35, Theorem 3.40]. The proto-derivative
(2.6) comes from [22, Proposition 7.3]. The given formula for D(∂g)(z¯, v¯)(0) was justified in [22,
Theorem 8.1].
We proceed by providing an extension of the reduction lemma for CPLQ functions. Recall
from [8, Lemma 2E.4] that for polyhedral convex sets this result can be stated as follows: If Θ
is a polyhedral convex set in IRn and (x¯, y¯) ∈ gphNΘ, then there exists a neighborhood O of
(0, 0) ∈ IRm × IRm for which we have(
(gphNΘ)− (x¯, y¯)
) ∩O = (gphNKΘ(x¯,y¯)) ∩O. (2.7)
The reduction lemma was appeared first in [29, Proposition 4.4] and has played an important
role in sensitivity analysis of optimization problems with polyhedral structures. It is important
to notice that NKΘ(x¯,y¯) appearing on the right-hand side of this equality is, indeed, the proto-
derivative of NΘ, namely
DNΘ(x¯, y¯) = NKΘ(x¯,y¯); (2.8)
see [23, equation (9.6)] or [8, Example 4A.4] for a proof of this result. Using this observation,
we show below that a similar result can be justified for CPLQ functions.
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Theorem 2.3 (reduction lemma for CPLQ functions). Let g : IRm → IR be a CPLQ function
and (z¯, v¯) ∈ gph ∂g. Then there exists a neighborhood O of (0, 0) ∈ IRm× IRm for which we have(
(gph ∂g) − (z¯, v¯)) ∩ O = (gphD(∂g)(z¯, v¯)) ∩ O. (2.9)
Proof. Since (z¯, v¯) ∈ gph ∂g, we deduce from (2.3) that
v¯i = v¯ −Aiz¯ − ai ∈ NCi(z¯) for all i ∈ I(z¯).
We know from (2.1) that for any i = 1, . . . , s, the set Ci is a polyhedral convex set. By (2.7),
we find a neighborhood Oi of (0, 0) ∈ IRm × IRm such that(
(gphNCi)− (z¯, v¯i)
) ∩Oi = (gphNKCi (z¯,v¯i)) ∩ Oi for all i = 1, . . . , s. (2.10)
Pick ε > 0 such that I(z) ⊂ I(z¯) for all z ∈ Bε(z¯) and that
TCi(z¯) ∩ Bε(0) = (Ci − z¯) ∩ Bε(0) for all i ∈ I(z¯). (2.11)
Indeed, the latter follows directly from [35, Exercise 6.47] since Ci are polyhedral convex sets.
Shrinking ε if necessary, assume without loss of generality that O := Bε/2α(0, 0) ⊂ ∩si=1Oi, where
α = maxi∈I(z¯){1, ‖Ai‖}. To justify (2.9), let (z, v) ∈
(
gph ∂g
) ∩ ((z¯, v¯) + O). We are going to
show that (z − z¯, v − v¯) ∈ gphD(∂g)(z¯, v¯). According to (2.6), this can be justified by showing
that for any i ∈ J(x− x¯) we have v− v¯−Ai(z− z¯) ∈ NKCi(z¯,v¯i)(z− z¯). So pick i ∈ J(z− z¯). By
definition, this tells us that z − z¯ ∈ KCi(z¯, v¯i) ⊂ TCi(z¯), which by (2.11) yields z ∈ Ci, meaning
that i ∈ I(z). Using this, (z, v) ∈ gph ∂g, and (2.3) confirms that (z, v − Aiz − ai) ∈ gphNCi .
Observe that
‖(z, v −Aiz − ai)− (z¯, v¯i)‖ =
√
‖z − z¯‖2 + ‖v − v¯ −Ai(z − z¯)‖2
≤
√
3α
√
‖z − z¯‖2 + ‖v − v¯‖2 < ε.
This, combined with (2.10), indicates that v− v¯−Ai(z− z¯) ∈ NKCi(z¯,v¯i)(z− z¯) and so we arrive
at the inclusion ‘⊂’ in (2.9).
Turning now to verify the opposite inclusion ‘⊃’ in (2.9), pick (w, u) ∈ (gphD(∂g)(z¯, v¯))∩O.
We are going to show that (z¯ + w, v¯ + u) ∈ gph ∂g. The latter inclusion via (2.3) amounts to
showing that for any i ∈ I(z¯ + w), we have
u+ v¯ −Ai(z¯ + w)− ai ∈ NCi(z¯ + w).
To prove this, pick i ∈ I(z¯ + w), meaning that z¯ + w ∈ Ci. By the definition of O and (2.11),
we obtain w ∈ TCi(z¯). Moreover, (w, u) ∈ gphD(∂g)(z¯, v¯) and Proposition 2.2(c) result in
w ∈ domD(∂g)(z¯, v¯) = Kg(z¯, v¯). This, w ∈ TCi(z¯), and Proposition 2.1(b) bring us to
〈w, v¯〉 = dg(z¯)(w) = 〈Aiz¯ + ai, w〉,
which in turn yields 〈w, v¯i〉 = 0. So we get w ∈ TCi(z¯) ∩ [v¯i]⊥ = KCi(z¯, v¯). Since I(x¯ + w) ⊂
I(z¯) by the definition of O, we arrive at i ∈ J(w), where the index set J(w) is defined in
Proposition 2.2(c). Thus, by the latter proposition, we obtain (w, u − Aiw) ∈ gphNKCi(z¯,v¯i).
Since
‖(w, u −Aiw)‖ =
√
‖u‖2 + ‖u−Aiw‖2 ≤
√
3α
√
‖u‖2 + ‖w‖2 < ε,
we get (w, u−Aiw) ∈ Bε(0, 0) ⊂ Oi. Appealing now to (2.10) implies that (w, u−Aiw)+(z¯, v¯i) ∈
gphNCi . This confirms that u+ v¯−Ai(z¯+w)− ai ∈ NCi(z¯+w) and thus justifies the inclusion
‘⊃’ in (2.9).
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We continue by showing that the proto-derivative of the subgradient mapping of a CPLQ
function enjoys the outer/upper Lipschitzian property.
Proposition 2.4 (outer Lipschitzian of proto-derivative). Assume that g : IRm → IR is a CPLQ
function and that z¯ ∈ dom g and v¯ ∈ ∂g(z¯). Then the following conditions hold:
(a) there are a neighborhood U of z¯ and a constant ℓ ≥ 0 such that
∂g(z) ⊂ ∂g(z¯) + ℓ‖x− x¯‖B for all z ∈ U ;
(b) for any w ∈ Kg(z¯, v¯), there are a neighborhood W of w and a constant ℓ ≥ 0 such that
D(∂g)(z¯, v¯)(u) ⊂ D(∂g)(z¯, v¯)(w) + ℓ‖u− w‖B for all u ∈W.
Proof. Since g is CPLQ, it follows from the proof of [35, Theorem 11.14(b)] that gph ∂g is
a union of finitely many polyhedral convex sets. By assumptions, we have z¯ ∈ dom ∂g. These
together with [28, Proposition 1] (see also [8, Theorem 3D.1]) proves (a).
To verify (b), observe first by Proposition 2.2(b) that g is twice epi-differentiable at z¯ for v¯.
Appealing to [35, Theorem 13.40] tells us that
D(∂g)(z¯, v¯)(w) = ∂
(
1
2d
2g(z¯, v¯)
)
(w). (2.12)
According to Proposition 2.2(b), the function 12d
2g(z¯, v¯) is CPLQ. Employing again [35, Theo-
rem 11.14(b)] shows that gph ∂
(
1
2d
2g(z¯, v¯)
)
is a union of finitely many polyhedral convex sets.
Since w ∈ Kg(z¯, v¯) = domD(∂g)(z¯, v¯), Robinson’s observation in [28, Proposition 1], combined
with (2.12), justifies (b).
Recall that the Lagrangian of (1.1) is given by
L(x, λ) = ϕ(x) + 〈Φ(x), λ〉, with (x, λ) ∈ IRn × IRm. (2.13)
Note that a slightly different Lagrangian has been utilized–see for instance [5]–for the composite
problem (1.1) by subtracting the Fenchel conjugate function g∗(λ) from the Lagrangian above.
We, however, do not consider such a term in the Lagrangian for (1.1) since it does not have any
impacts on second-order analysis conducted in this paper. The Karush-Kuhn-Tucker (KKT)
system associated with the composite (1.1) is given by
0 ∈ ∇xL(x, λ) +NΘ(x), λ ∈ ∂g(Φ(x)), (2.14)
where ∇xL(x, λ) = ∇ϕ(x) +∇Φ(x)∗λ with ∇Φ(x¯)∗ standing for the transpose of the Jacobian
matrix ∇Φ(x¯). Given a point x¯ ∈ IRn, we define the set of Lagrange multipliers of the KKT
system (2.14) associated with x¯ by
Λ(x¯) :=
{
λ ∈ IRm ∣∣ 0 ∈ ∇xL(x¯, λ) +NΘ(x¯), λ ∈ ∂g(Φ(x¯))}. (2.15)
If (x¯, λ¯) is a solution to the KKT system (2.14), then we get λ¯ ∈ Λ(x¯). It is not hard to see that
if λ¯ ∈ Λ(x¯), we have the condition
0 ∈ ∂(ϕ+ g ◦ Φ+ δΘ)(x¯),
which means that x¯ is a stationery point of the composite problem (1.1).
We end this section by recalling second-order optimality conditions for the composite problem
(1.1), which are taken from [35, Exercise 13.26]. We should add here that the latter result
was written in [35] for a subclass of (1.1) for which the CPLQ function g in (1.1) has the
representation (3.8). It is rather easy to see that this result holds for any CPLQ functions.
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Proposition 2.5 (second-order optimality conditions). Assume that x¯ ∈ Θ and Φ(x¯) ∈ dom g,
where Θ, Φ, and g are taken from (1.1), and that the basic constraint qualification
−∇Φ(x¯)∗u ∈ NΘ(x¯), u ∈ Ndom g(Φ(x¯)) =⇒ u = 0 (2.16)
holds. Then the following second-order optimality conditions hold:
(a) if x¯ is a local minimizer of (1.1), then the second-order necessary condition
max
λ∈Λ(x¯)
{〈∇2xxL(x¯, λ)w,w〉 + d2g(Φ(x¯), λ)(∇Φ(x¯)w)} ≥ 0
is satisfied for all vectors w ∈ D , where the convex cone D is defined by
D := KΘ
(
x¯,−∇xL(x¯, λ¯)
) ∩ {w ∈ IRn∣∣ ∇Φ(x¯)w ∈ Kg(Φ(x¯), λ¯)}. (2.17)
(b) the second-order condition
max
λ∈Λ(x¯)
{〈∇2xxL(x¯, λ)w,w〉 + d2g(Φ(x¯), λ)(∇Φ(x¯)w)} > 0 for all w ∈ D \ {0}
amounts to the existence of positive constants ℓ and ε such that the quadratic growth
condition
ϕ(x) + g(Φ(x)) ≥ ϕ(x¯) + g(Φ(x¯)) + ℓ
2
‖x− x¯‖2 for all x ∈ Bε(x¯) ∩Θ
holds.
Remark 2.6 (equivalent form of the composite problem). Note that the composite optimization
problem (1.1) can be equivalently expressed as
minimize ϕ(x) + ψ
(
x,Φ(x)
)
subject to x ∈ IRn, (2.18)
where ψ : IRn × IRm → IR is defined by ψ(x, y) = δΘ(x) + g(y) and where ϕ, g, Φ, and Θ
are taken from (1.1). According to [35, Exercise 10.22(a)], ψ is a CPLQ function. So one can
assume without loss of generality that Θ = IRn in (1.1). The downside of this reduction is that
one should write the final results in terms of the initial data and this requires a sum rule for
different second-order tools, utilize in this paper. While this is not hard to achieve, it requires
some effert. Since such a set Θ appears in important applications of (1.1) such as extended
linear-quadratic programming problems (see Example 3.5), we will proceed with (1.1) in this
paper.
3 Characterizations of Noncriticality of Lagrange Multipliers
In this section, we aim to present characterizations of noncritical multipliers of the KKT system
associated with the composite optimization problem (1.1). To this end, we begin by introducing
the concepts of critical and noncritical multipliers for the KKT system (2.14).
Definition 3.1 (critical and noncritical multipliers). Let (x¯, λ¯) be a solution to the KKT system
(2.14). Then the multiplier λ¯ ∈ Λ(x¯) is said to be critical for (2.14) if there is a nonzero vector
w ∈ IRn satisfying the inclusion
0 ∈ ∇2xxL(x¯, λ¯)w +∇Φ(x¯)∗D(∂g)(Φ(x¯), λ¯)(∇Φ(x¯)w) +DNΘ(x¯,−∇xL(x¯, λ¯))(w). (3.1)
The multiplier λ¯ ∈ Λ(x¯) is noncritical for (2.14) if (3.1) admits only the trivial solution w = 0.
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If the polyhedral convex set Θ = IRn, then Definition 3.1 clearly boils down to [20, Defini-
tion 3.1]. The concepts of critical and noncritical multipliers were introduced by Izmailov in [13]
for the KKT system (2.14) with g = δ{0}m and Θ = IR
n, which encompasses KKT systems of
classical nonlinear programming problems with equality constraints. In this case, one can see
via (2.8) that (3.1) simplifies as
∇2xxL(x¯, λ¯)w ∈ rge∇Φ(x¯)∗, ∇Φ(x¯)w = 0,
where ‘reg ’ stands for the range of a linear mapping. Critical and noncritical Lagrange multi-
pliers play a major role in the local convergence analysis of Newtonian methods including the
SQP methods. We refer our readers to [15, Chapter 7] for detailed discussions on this subject.
We begin our analysis of noncritical multipliers of the KKT system (2.14) by revealing
an interesting connection between the latter concept and stationary points of a second-order
approximation of the composite problem (1.1).
Proposition 3.2 (noncriticality via second-order approximation). Assume that (x¯, λ¯) is a so-
lution to the variational system (2.14). Then λ¯ is a noncritical multiplier for (2.14) if and only
if w = 0 is the unique stationary point of the problem
minimize 〈∇2xxL(x¯, λ¯)w,w〉 + d2g(Φ(x¯), λ¯)(∇Φ(x¯)w) subject to w ∈ KΘ(x¯,−∇xL(x¯, λ¯)).
(3.2)
Proof. To prove the claimed equivalence, observe that
∇Φ(x¯)∗D(∂g)(Φ(x¯), λ¯)(∇Φ(x¯)w) = ∇Φ(x¯)∗∂(12d2g(Φ(x¯), λ¯))(∇Φ(x¯)w)
= 12∂w
(
d2g(Φ(x¯), λ¯)(∇Φ(x¯)·))(w),
where the first equality comes from (2.12) and the second one results from [22, Corollary 3.8].
Moreover, by [23, equation (3.10)], we have
d2δΘ(x¯,−∇xL(x¯, λ¯)) = δKΘ(x¯,−∇xL(x¯,λ¯)). (3.3)
Since Θ is a polyhedral convex set, the indicator function δΘ is CPLQ. Employing again (2.12)
tells us that
DNΘ(x¯,−∇xL(x¯, λ¯))(w) = ∂
(
1
2d
2δΘ(x¯,−∇xL(x¯, λ¯))
)
(w) = 12∂
(
δKΘ(x¯,−∇xL(x¯,λ¯))
)
(w).
Observe that the domains of the mappings w 7→ δKΘ(x¯,−∇xL(x¯,λ¯))(w) and w 7→ d2g(Φ(x¯), λ¯)(∇Φ(x¯)w)
are polyhedral. So by [22, equation (5.16)], the subdifferential sum rule
∂w
(
d2g(Φ(x¯), λ¯)(∇Φ(x¯)·) + δKΘ(x¯,−∇xL(x¯,λ¯))
)
(w)
= ∂w
(
d2g(Φ(x¯), λ¯)(∇Φ(x¯)·))(w) + ∂(δKΘ(x¯,−∇xL(x¯,λ¯)))(w)
always holds since the qualification condition therein is automatically satisfied due to the classical
Hoffman lemma (cf. [8, Lemma 3C.4]). Combining these confirms that (3.1) amounts to the
inclusion
0 ∈ ∂w
(
〈∇2xxL(x¯, λ¯)·, ·〉 + d2g(Φ(x¯), λ¯)(∇Φ(x¯)·) + δKΘ(x¯,−∇xL(x¯,λ¯))
)
(w).
This clearly justifies the claimed equivalence for the noncriticality of the Lagrange multiplier λ¯
and so completes the proof.
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We continue our second-order analysis of the noncriticality of multipliers associated with
(2.14) by establishing another equivalent description of this notion. To this end, define the
set-valued mapping G : IRn × IRm ⇒ IRn × IRm by
G(x, λ) :=
[∇xL(x, λ)
−Φ(x)
]
+
[
NΘ(x)
(∂g)−1(λ)
]
. (3.4)
It is easy to see that (x¯, λ¯) is a solution to the KKT system (2.14) if and only if (0, 0) ∈ G(x¯, λ¯).
Proposition 3.3 (proto-differentiability of KKT mappings). Assume that (x¯, λ¯) is a solution
to the KKT system (2.14). Then the set-valued mapping G from (3.4) is proto-differentiable at
(x¯, λ¯) for (0, 0) ∈ IRn × IRm and for any (w, u) ∈ IRn × IRm its proto-derivative is calculated by
DG
(
(x¯, λ¯), (0, 0)
)
(w, u) =
[∇2xxL(x, λ)w +∇Φ(x¯)∗u
−∇Φ(x¯)w
]
+
[
DNΘ(x¯,−∇xL(x¯, λ¯))(w)
D(∂g)−1(λ¯,Φ(x¯))(u)
]
. (3.5)
Proof. Let G = G1 +G2, where G1 and G2 are defined by
G1(x, λ) =
[∇xL(x, λ)
−Φ(x)
]
and G2(x, λ) =
[
NΘ(x)
(∂g)−1(λ)
]
.
Clearly, G1 is differentiable at (x¯, λ¯) and
∇G1(x¯, λ¯) =
[∇2xxL(x, λ) ∇Φ(x¯)∗
−∇Φ(x¯) 0
]
.
We are going to show that G2 is proto-differentiable at (x¯, λ¯) for (−∇xL(x¯, λ¯),Φ(x¯)). To do so,
we first claim that(
(w, u), (p, q)
) ∈ TgphG2((x¯, λ¯), (−∇xL(x¯, λ¯),Φ(x¯))) ⇐⇒
{
(w, p) ∈ TgphNΘ
(
x¯,−∇xL(x¯, λ¯)
)
,
(u, q) ∈ Tgph (∂g)−1
(
λ¯,Φ(x¯)
)
.
(3.6)
The implication ‘ =⇒ ’ follows directly from the definition of tangent cone. To prove the opposite
implication, pick the pairs (w, p) and (u, q) from right-hand side of (3.6). By the latter, we find
sequences tk ↓ 0 and (uk, qk) → (u, q) such that (λ¯,Φ(x¯)) + tk(uk, qk) ∈ gph (∂g)−1 for all
k ∈ IN. According to Proposition 2.2(c), NΘ is proto-differentiable at x¯ for −∇xL(x¯, λ¯). Thus,
for the aforementioned sequence {tk}k∈IN, there exists a sequence (wk, pk) → (w, p) such that
(x¯,−∇xL(x¯, λ¯)) + tk(wk, pk) ∈ gphNΘ for all k ∈ IN. Combining these tells us that(
(x¯, λ¯), (−∇xL(x¯, λ¯),Φ(x¯))
)
+ tk
(
(wk, uk), (pk, qk)
) ∈ gphG2 for all k ∈ IN,
which clearly yields
(
(w, u), (p, q)
) ∈ TgphG2((x¯, λ¯), (−∇xL(x¯, λ¯),Φ(x¯))) and hence justifies
(3.6). To prove the proto-differentiability of G2 at (x¯, λ¯) for (−∇xL(x¯, λ¯),Φ(x¯)), it suffices
to show that all the tangent vectors
(
(w, u), (p, q)
)
from the left-hand side of (3.6) are deriv-
able. By (3.6), this amounts to the derivability of the tangent vectors (w, p) and (u, q) from the
right-hand side of (3.6). To justify this, observe from Proposition 2.2(c) that the normal cone
mapping NΘ is proto-differentiable at x¯ for −∇xL(x¯, λ¯) and that the subgradient mapping ∂g is
proto-differentiable at Φ(x¯) for λ¯. By definition, these imply that both tangent vectors (w, p) and
(u, q) are derivable, which proves that
(
(w, u), (p, q)
)
is derivable. Appealing now to [33, Propo-
sition 5.2] and then using the differentiability of G1 at (x¯, λ¯) and the proto-differentiability of
G2 at (x¯, λ¯) for (−∇xL(x¯, λ¯),Φ(x¯)) confirm that G is proto-differentiable at (x¯, λ¯) for (0, 0).
Finally, we use again [33, Proposition 5.2] to conclude for any (w, u) ∈ IRn × IRm that
DG
(
(x¯, λ¯), (0, 0)
)
(w, u) = ∇G1(x¯, λ¯)(w, u) +DG2
(
(x¯, λ¯), (−∇xL(x¯, λ¯),Φ(x¯))
)
(w, u).
This along with (3.6) justifies (3.5) and so completes the proof.
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The proto-derivative formula (3.5) of G allows us to provide equivalent descriptions of the
criticality and noncriticality of Lagrange multipliers for the KKT system (2.14) as shown below.
Corollary 3.4 (equivalent descriptions of noncriticality). Assume that (x¯, λ¯) is a solution to
the KKT system (2.14). Then the following conditions hold:
(a) the multiplier λ¯ is noncritical for the KKT system (2.14) if and only if the implication
(0, 0) ∈ DG((x¯, λ¯), (0, 0))(w, u) =⇒ w = 0 (3.7)
holds, where G is taken from (3.4) and (w, u) ∈ IRn × IRm;
(b) the multipliers λ¯ is noncritical to the KKT system (2.14) if and only if we have{
0 ∈ ∇2xxL(x¯, λ¯)w +∇Φ(x¯)∗u+NKΘ(x¯,−∇xL(x¯,λ¯))(w),
u ∈ D(∂g)(Φ(x¯), λ¯)(∇Φ(x¯)w) =⇒ w = 0.
Proof. Part (a) follows from (3.5) and part (b) results from (2.8).
Note that if, in addition, for all = 1, . . . , s we have the matrices Ai = 0 in (2.1), the CPLQ
function g reduces to a convex piecewise linear function. In this case, the characterization of the
noncriticality in Corollary 3.4(b) can be considerably simplified; see [20, Theorem 3.3]. Note
also that in contrast with (3.7) the stronger implication
(0, 0) ∈ DG((x¯, λ¯), (0, 0))(w, u) =⇒ w = 0, u = 0
is equivalent by [8, Theorem 4E.1] to the strong metric subregularity of G at
(
(x¯, λ¯), (0, 0)
)
. The
latter yields Λ(x¯) = {λ¯}, meaning that the Lagrange multipliers associated with x¯ have to be
unique. Observe that the implication (3.7) does not impose such a restriction on the Lagrange
multiplier set Λ(x¯).
Below, we discuss the noncriticality of another important class of problems, which fits into
the composite problem (1.1).
Example 3.5 (noncriticality in extended linear-quadratic programming). Suppose that the
functions ϕ, Φ, and g from (1.1) are given, respectively, by
ϕ(x) = 〈q, x〉+ 12 〈Qx, x〉, Φ(x) = b−Ax with x ∈ IRn,
and
g(z) := fΩ,B(z) = sup
u∈Ω
{〈z, u〉 − 12〈u,Bu〉} with z ∈ IRm, (3.8)
where q ∈ IRn, b ∈ IRm, Q is an n × n symmetric matrix, A is an n × m matrix, and where
Ω is a polyhedral convex set in IRm and B is an m × m symmetric and positive-semidefinite
matrix. The composite problem (1.1) with these initial data falls into the class of extended
linear-quadratic programming problems, which goes back to Rockafellar and Wets [36]. We
know from [35, Example 11.18] that g is CPLQ. If (x¯, λ¯) is a solution to the KKT system (2.14),
adjusted for the given functions, then it follows from (2.12) that
D(∂g)(Φ(x¯), λ¯)(∇Φ(x¯)w) = ∂(12d2fΩ,B(Φ(x¯), λ¯))(∇Φ(x¯)w)
= ∂fKΩ(Φ(x¯),λ¯),B
(∇Φ(x¯)w) = (NKΩ(Φ(x¯),λ¯) +B)−1(∇Φ(x¯)w),
where the second equality comes from [35, Example 13.23] and the last one comes form [35,
Example 11.18]. Using this and Corollary 3.4(b) tells us that λ¯ is a noncritical multiplier for
(2.14) if and only if the following implication holds:{
0 ∈ Qw −A∗u+NKΘ(x¯,−∇xL(x¯,λ¯))(w),
0 ∈ Aw +Bu+NKΩ(Φ(x¯),λ¯)(u)
=⇒ w = 0.
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We proceed now with a characterization of noncriticality of Lagrange multipliers via the
calmness of the solution mapping S : IRn × IRm ⇒ IRn × IRm, defined by
S(v, p) :=
{
(x, λ) ∈ IRn × IRm ∣∣ (v, p) ∈ G(x, λ)} with (v, p) ∈ IRn × IRm, (3.9)
where the mapping G is taken from (3.4). In fact, the mapping S can be viewed as the solution
map to the KKT system of the canonical perturbation of the composite optimization problem
(1.1), namely the problem
minimize ϕ0(x) + g(Φ(x) + p)− 〈v, x〉 subject to x ∈ Θ. (3.10)
Theorem 3.6 (characterization of noncriticality via clamness). Assume that (x¯, λ¯) is a solution
to the KKT system (2.14). Then the following conditions hold:
(a) the multiplier λ¯ is noncritical for the KKT system (2.14);
(b) there are neighborhoods U of (0, 0) ∈ IRn× IRm and V of (x¯, λ¯) and a constant κ ≥ 0 such
that
S(v, p) ∩ V ⊂ ({x¯} × Λ(x¯)) + κ(‖v‖ + ‖p‖)B (3.11)
holds for all (v, p) ∈ U .
Proof. We begin by proving the implication (b) =⇒ (a). By Proposition 3.4(a), it suffices
to show that (3.7) is satisfied. To do so, pick (0, 0) ∈ DG((x¯, λ¯), (0, 0))(w, u) with (w, u) ∈
IRn × IRm. So we find sequences tk ↓ 0 and
(
(wk, uk), (vk, pk)
)→ ((w, u), (v, p)) as k →∞ such
that (
(x¯, λ¯), (0, 0)
)
+ tk
(
(wk, uk), (vk, pk)
) ∈ gphG for all k ∈ IN.
This clearly implies via (3.9) that (x¯+ tkwk, λ¯+ tkuk) ∈ S(tkvk, tkpk) for all k ∈ IN. Using this
together with (3.11) indicates that
‖x¯+ tkwk − x¯‖ ≤ κtk(‖vk‖+ ‖pk‖)
for all k sufficiently large. The latter inequality clearly yields w = 0. This proves (3.7) and
hence (b) holds.
Turning to the opposite implication, assume that (a) is satisfied. First we claim that there
are a constant κ ≥ 0 and neighborhoods U of (0, 0) and V of (x¯, λ¯) such that for any (v, p) ∈ U
and any (x, λ) ∈ S(v, p) ∩ V we have the estimate
‖x− x¯‖ ≤ κ(‖v‖+ ‖p‖). (3.12)
Suppose by contradiction that the claimed estimate fails. Thus for any k ∈ IN, there are
sequences (vk, pk) ∈ B1/k(0, 0) and (xk, λk) ∈ S(vk, pk) ∩ B1/k(x¯, λ¯) satisfying
‖xk − x¯‖
‖vk‖+ ‖pk‖ → ∞ as k →∞.
Set tk := ‖xk − x¯‖ and hence obtain vk = o(tk) and pk = o(tk). By passing to a subsequence if
necessary, we can assume with no harm that
xk − x¯
tk
→ w as k →∞ for some 0 6= w ∈ IRn.
Since (xk, λk) ∈ S(vk, pk) and (x¯, λ¯) ∈ S(0, 0), we conclude from (3.9) that
vk −∇xL(xk, λk) ∈ NΘ(xk) and −∇xL(x¯, λ¯) ∈ NΘ(x¯).
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It follows from these and the reduction lemma for a polyhedral convex set (see (2.10) or [8,
Lemma 2E.4]) that for all k sufficiently large we have
vk −
(∇xL(xk, λk)−∇xL(x¯, λ¯)) ∈ NKΘ(x¯,−∇xL(x¯,λ¯))(xk − x¯).
By the definition of the Lagrangian L from (2.13), we obtain
∇xL(xk, λk)−∇xL(x¯, λ¯) = ∇xL(xk, λ¯)−∇xL(x¯, λ¯) +∇Φ(xk)∗(λk − λ¯)
= ∇2xxL(x¯, λ¯)(xk − x¯) +∇Φ(x¯)∗(λk − λ¯) + o(tk).
Combining these and remembering that vk = o(tk) result in
o(tk)
tk
−∇2xxL(x¯, λ¯)
(xk − x¯
tk
)−∇Φ(x¯)∗(λk − λ¯
tk
) ∈ NKΘ(x¯,−∇xL(x¯,λ¯))(xk − x¯tk ) (3.13)
for all k sufficiently large. This tells us that (xk − x¯)/tk ∈ KΘ(x¯,−∇xL(x¯, λ¯)) and thus
w ∈ KΘ(x¯,−∇xL(x¯, λ¯)). Moreover, since Θ is a polyhedral convex set, so is the critical cone
KΘ(x¯,−∇xL(x¯, λ¯)). Thus we get the inclusion
NKΘ(x¯,−∇xL(x¯,λ¯))
(xk − x¯
tk
) ⊂ NKΘ(x¯,−∇xL(x¯,λ¯))(w)
for all k sufficiently large, which in combination with (3.13) implies that
o(tk)
tk
−∇2xxL(x¯, λ¯)
(xk − x¯
tk
) ∈ NKΘ(x¯,−∇xL(x¯,λ¯))(w) +∇Φ(x¯)∗(λk − λ¯tk ). (3.14)
To deal with the second term in the right-hand side of this inclusion, we utilize again (xk, λk) ∈
S(vk, pk) and (x¯, λ¯) ∈ S(0, 0) to conclude via (3.9), respectively, that
λk ∈ ∂g(zk) and λ¯ ∈ ∂g(z¯) with zk := Φ(xk) + pk, z¯ := Φ(x¯)
Using the established reduction lemma for CPLQ functions in Theorem 2.3 tells us that for all
k sufficiently large we have
λk − λ¯
tk
∈ D(∂g)(z¯, λ¯)(zk − z¯
tk
)
. (3.15)
This, in particular, indicates that (zk − z¯)/tk ∈ domD(∂g)(z¯, λ¯) = Kg(z¯, λ¯), where the last
equality comes from Proposition 2.2(c). Since Kg(z¯, λ¯) is a polyhedral convex set and since pk =
o(tk) and (zk− z¯)/tk → ∇Φ(x¯)w as k →∞, we arrive at ∇Φ(x¯)w ∈ Kg(z¯, λ¯) = domD(∂g)(z¯, λ¯).
Appealing now to the outer Lipschitzian property of the proto-derivative D(∂g)(z¯, λ¯), obtained
in Proposition 2.4(b), and to the fact that ∇Φ(x¯)w ∈ Kg(z¯, λ¯) confirms the existence of a
constant ℓ ≥ 0 such that for all k sufficiently large the inclusion
D(∂g)(z¯, λ¯)
(zk − z¯
tk
) ⊂ D(∂g)(z¯, λ¯)(∇Φ(x¯)w) + ℓ∥∥zk − z¯
tk
−∇Φ(x¯)w∥∥B
holds. This inclusion along with (3.15) leads us to
∇Φ(x¯)∗
(λk − λ¯
tk
)
∈ ∇Φ(x¯)∗D(∂g)(z¯, λ¯)(zk − z¯
tk
)
⊂ ∇Φ(x¯)∗
(
D(∂g)(z¯, λ¯)(∇Φ(x¯)w) + ℓ∥∥zk − z¯
tk
−∇Φ(x¯)w∥∥B)
⊂ ∇Φ(x¯)∗D(∂g)(z¯, λ¯)(∇Φ(x¯)w) + ℓ∥∥zk − z¯
tk
−∇Φ(x¯)w∥∥∇Φ(x¯)∗B.
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Thus, we conclude from these relationships and (3.14) that for any k sufficiently large there is
a bk ∈ B such that
o(tk)
tk
−∇2xxL(x¯, λ¯)
(xk − x¯
tk
)− ℓ∥∥zk − z¯
tk
−∇Φ(x¯)w∥∥∇Φ(x¯)∗bk
∈ NKΘ(x¯,−∇xL(x¯,λ¯))(w) +∇Φ(x¯)∗D(∂g)(z¯, λ¯)(∇Φ(x¯)w). (3.16)
By Proposition 2.2(c), the proto-derivative D(∂g)(z¯, λ¯)(∇Φ(x¯)w) is a polyhedral convex set
and so is ∇Φ(x¯)∗D(∂g)(z¯, λ¯)(∇Φ(x¯)w). Since the normal cone NKΘ(x¯,−∇xL(x¯,λ¯))(w) is also a
polyhedral convex set, the set on the right-hand side of (3.16) is a polyhedral convex set and so
is closed. Passing to a subsequence if necessary, we can assume without loss of generality that
the sequence {bk}k∈IN is convergent. Letting k →∞ in (3.16) tells us that
0 ∈ ∇2xxL(x¯, λ¯)w +∇Φ(x¯)∗D(∂g)(z¯, λ¯)(∇Φ(x¯)w) +NKΘ(x¯,−∇xL(x¯,λ¯))(w),
a contradiction with the noncriticality of the multiplier λ¯ since w 6= 0. This proves (3.12).
To justify (3.11), pick the neighborhoods U and V from (3.12) and let (v,w) ∈ U and any
(x, λ) ∈ S(v, p)∩V . This results in via (3.9) that λ ∈ ∂g(Φ(x)+ p) and v−∇xL(x, λ) ∈ NΘ(x).
Shrinking the neighborhoods U and V if necessary, we conclude from Proposition 2.4(a) and the
polyhedrality of Θ, respectively, that
∂g(Φ(x) + p) ⊂ ∂g(Φ(x¯)) + ℓ‖Φ(x) + p− Φ(x¯)‖B and NΘ(x) ⊂ NΘ(x¯) (3.17)
for some constant ℓ ≥ 0. This together with λ ∈ ∂g(Φ(x) + p) ensures that λ = λ′ + ℓ‖Φ(x) +
p−Φ(x¯)‖b for some λ′ ∈ ∂g(Φ(x¯)) and b ∈ B. Furthermore, we can assume by shrinking U and
V again that there is a constant ℓ′ ≥ 0 such that for any (x, λ) ∈ S(v, p)∩V with (v,w) ∈ U we
have {
‖Φ(x)− Φ(x¯)‖ ≤ ℓ′‖x− x¯‖, ‖∇ϕ(x)−∇ϕ(x¯)‖ ≤ ℓ′‖x− x¯‖,
‖∇Φ(x)−∇Φ(x¯)‖ ≤ ℓ′‖x− x¯‖, ‖λ‖ ≤ ℓ′. (3.18)
Observe also that the Lagrange multiplier set Λ(x¯) from (2.15) can be equivalently expressed as
Λ(x¯) = Ω ∩ ∂g(Φ(x¯)) with Ω := {λ ∈ IRm ∣∣ 0 ∈ ∇xL(x¯, λ) +NΘ(x¯)}.
Since both Ω and ∂g(Φ(x¯)) are polyhedral convex sets, it follows from [12, Theorem 8.35] that
there is a constant ρ ≥ 0 such that
dist(λ,Λ(x¯)) ≤ ρ(dist(λ,Ω) + dist(λ, ∂g(Φ(x¯))).
Using the classical Hoffman lemma (cf. [8, Lemma 3C.4]) gives a constant ρ′ ≥ 0 such that
dist(λ,Ω) ≤ ρ′dist(−∇xL(x¯, λ), NΘ(x¯)).
Combining these and using λ = λ′ + ℓ‖Φ(x) + p − Φ(x¯)‖b, v − ∇xL(x, λ) ∈ NΘ(x) ⊂ NΘ(x¯),
(3.17), and (3.18), we arrive at the estimates
dist(λ,Λ(x¯)) ≤ ρ′′
(
dist
(−∇xL(x¯, λ), NΘ(x¯)) + dist(λ, ∂g(Φ(x¯))) (3.19)
≤ ρ′′
(
‖∇xL(x¯, λ)−∇xL(x, λ)− v‖+ ℓ‖Φ(x) + p− Φ(x¯)‖
)
≤ ρ′′
(
‖∇ϕ(x) −∇ϕ(x¯)‖+ ‖λ‖‖∇Φ(x) −∇Φ(x¯)‖+ ‖v‖ + ‖Φ(x)− Φ(x¯)‖+ ‖p‖
)
≤ ρ′′
(
(2ℓ′ + ℓ′2)‖x− x¯‖+ ‖v‖ + ‖p‖
)
≤ ρ′′
(
(2ℓ′ + ℓ′2)κ(‖v‖ + ‖p‖) + ‖v‖ + ‖p‖
)
= ρ′′((2ℓ′ + ℓ′2)κ+ 1)
(‖v‖ + ‖p‖),
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where ρ′′ := ρmax{ρ′, 1} and where the last inequality results from (3.12). This estimate along
with (3.12) justifies the claimed calmness of the solution mapping S in (a) for the neighborhoods
U and V and thus completes the proof.
Remark 3.7 (characterization of noncriticality of variational systems). It is valuable to men-
tion that the given proof for Theorem 3.6 can be used to achieve a similar characterization of
noncritical multipliers of the variational system
0 ∈ Ψ(x, λ) +NΘ(x), λ ∈ ∂g
(
Φ(x)
)
with Ψ(x, λ) := f(x) +∇Φ(x)∗λ, (3.20)
where f : IRn → IRn is a differentiable function and where g, Φ, and Θ are taken from (1.1). The
critical and noncritical Lagrange multipliers for (3.20) can be defined as of those for the KKT
system (2.14). While reducing to the KKT system (2.14) for f = ∇ϕ, the variational system
(3.20) has important applications in sensitivity analysis of variational inequalities.
When Θ = IRn and the CPLQ function g is defined by (3.8), the established characterization
of the noncriticality in Theorem 3.6 boils down to [7, Theorem 5.1], where the idea of using the
reduction lemma for a polyhedral convex set in the characterization of the noncriticality was
first appeared. Using similar approach for the composite problem (1.1) requires a counterpart
of the reduction lemma for CPLQ functions, which was achieved in Theorem 2.3. When g en-
joys this representation, (2.14) can cover the KKT systems of an important class of composite
optimization problems, called extended nonlinear programs; see [34] for more details and discus-
sion about this class of optimization problems. When Θ = IRn and Ai = 0 for all i = 1, . . . , s
in (2.1), meaning that g is piecewise linear, Theorem 3.6 reduces to [20, Theorem 4.1]. The
choices of g = δ{0}s×IRm−s
−
and Θ = IRn for some 0 ≤ s ≤ m allow to reduce the composite
problem (1.1) into a nonlinear programming problem with the s equality constraints and the
m−s inequality constraints for which similar characterization of the noncriticality can be found
in [15, Theorem 1.40].
Remark 3.8 (error bound for KKT systems). It is well known that the calmness of a set-valued
mapping is equivalent to the metric subregularity of its inverse mapping (cf. [8, Theorem 3H.3]).
This motivates us to look for an equivalent error bound estimate of the calmness property (3.11)
of the solution mapping S. To do so, recall that the proximal mapping of a CPLQ function
g : IRm → IR is defined by
prox g(x) := argminz∈IRm
{
g(z) + 12‖x− z‖2
}
, x ∈ IRm.
It is not hard to show that the calmness property of the solution mapping S in Theorem 3.6(b)
is equivalent to the existence of numbers ε > 0 and κ ≥ 0 for which the error bound estimate
‖x− x¯‖+ dist(λ,Λ(x¯)) ≤ κ(dist(−∇xL(x, λ), NΘ(x))+ ‖Φ(x)− prox g(λ+Φ(x))‖) (3.21)
holds for any (x, λ) ∈ Bε(x¯, λ¯). This can be justified using a similar argument as the proof [8,
Theorem 3H.3] and the relationship prox g = (I + ∂g)
−1.
Our next goal is to explore the relationship between the noncriticality of a Lagrange multiplier
and the second-order sufficient condition for the composite problem (1.1). The latter, as shown
in the coming sections, plays a major role in the convergence analysis of the basic SQP method
for this problem. Given a solution (x¯, λ¯) to (2.14), the second-order sufficient for the composite
problem (1.1) at (x¯, λ¯) is formulated by
〈∇2xxL(x¯, λ¯)w,w〉 + d2g(Φ(x¯), λ¯)(∇Φ(x¯)w) > 0 for all w ∈ D \ {0}, (3.22)
where the convex cone D comes from (2.17). We show below that the second-order sufficient
condition (3.22) yields the noncirticality of Lagrange multipliers.
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Proposition 3.9 (noncriticality via second-order sufficient conditions). Assume that (x¯, λ¯) is
a solution to the KKT system (2.14). If the second-order sufficient condition (3.22) holds at
(x¯, λ¯), then λ¯ is a noncritical Lagrange multiplier for (2.14).
Proof. To justify this, pick a w ∈ IRn satisfying (3.1). We are going to show that w = 0. To
this end, by (3.1), we find u ∈ D(∂g)(Φ(x¯), λ¯)(∇Φ(x¯)w) and q ∈ DNΘ(x¯,−∇xL(x¯, λ¯))(w) for
which we have
〈∇2xxL(x¯, λ¯)w,w〉 + 〈u,∇Φ(x¯)w〉 + 〈q, w〉 = 0. (3.23)
We claim now {
〈u,∇Φ(x¯)w〉 = d2g(Φ(x¯), λ¯)(∇Φ(x¯)w) and
〈q, w〉 = d2δΘ(x¯,−∇xL(x¯, λ¯))(w) = δKΘ(x¯,−∇xL(x¯,λ¯))(w).
(3.24)
We only prove the first equality below since the second one can be verified similarly. The last
equality also falls directly out of (3.3). To justify the first equality in (3.24), we conclude from
(2.12) that u ∈ ∂(12d2g(Φ(x¯), λ¯))(∇Φ(x¯)w). This along with Proposition 2.2(b) tells us that
∇Φ(x¯)w ∈ domd2g(Φ(x¯), λ¯) = Kg(Φ(x¯), λ¯). (3.25)
Using again Proposition 2.2(b) shows that d2g(Φ(x¯), λ¯) is a convex function. By the definition
of the subdifferential in convex analysis, we arrive at
〈u, v −∇Φ(x¯)w〉 ≤ 12d2g(Φ(x¯), λ¯)(v) − 12d2g(Φ(x¯), λ¯)(∇Φ(x¯)w) for all v ∈ IRm.
Let ε ∈ (0, 1) and set v := (1 ± ε)∇Φ(x¯)w. Since the second subderivative is positive homoge-
neous of degree 2, the above inequality leads us to
±〈u,∇Φ(x¯)w〉 ≤ ε± 2
2
d2g(Φ(x¯), λ¯)(∇Φ(x¯)w),
which in turn results in d2δΘ(Φ(x¯), λ¯)(∇Φ(x¯)w) = 〈u,∇Φ(x¯)w〉 by letting ε ↓ 0. This proves
the first equality in (3.24). Combining (3.23)-(3.25) brings us to
〈∇2xxL(x¯, λ¯)w,w〉 + d2g(Φ(x¯), λ¯)(∇Φ(x¯)w) = 0, w ∈ D .
By (3.22), we conclude that w = 0, implying that λ¯ is a noncritical Lagrange multiplier.
Note that in general the second-order sufficient condition (3.22) is strictly stronger than the
noncriticality; see [14, Example 3] for an example of a nonlinear program that shows this fact.
These condition are, however, equivalent when the Lagrange multiplier set Λ(x¯) from (2.15) is
a singleton and the stationary point x¯ is in fact a local minimum of the composite optimization
problem (1.1) as shown below. To achieve this goal, we are going first to present a simple
but useful characterization of uniqueness of Lagrange multipliers for (1.1), which is a direct
consequence of our recent result in [22, Theorem 8.1] for (1.1) with Θ = IRn.
Proposition 3.10 (characterization of uniqueness of Lagrange multipliers). Assume that (x¯, λ¯)
is a solution to the KKT system (2.14). Then the following conditions are equivalent:
a) for the Lagrange multiplier set Λ(x¯) from (2.15), we have Λ(x¯) = {λ¯};
b) the dual condition
−∇Φ(x¯)∗u ∈ KΘ
(
x¯,−∇xL(x¯, λ¯)
)∗
, u ∈ Kg
(
Φ(x¯), λ¯
)∗
=⇒ u = 0 (3.26)
is satisfied.
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Proof. We showed in Remark 2.6 that the composite problem (1.1) can be equivalently re-
formulated as (2.18). It is not hard to see that Λ(x¯) = {λ¯} if and only if the set of Lagrange
multipliers associated with x¯ for (2.18) is {(µ¯, λ¯)} with µ¯ := −∇xL(x¯, λ¯). By [22, Theorem 8.1],
the latter amounts to the dual condition
D(∂ψ)
(
(x¯,Φ(x¯)), (µ¯, λ¯)
)
(0, 0) ∩ ker [I ∇Φ(x¯)∗] = {(0, 0)},
where ψ comes from (2.18). Since we have ∂ψ(x¯,Φ(x¯)) = NΘ(x¯) × ∂g(Φ(x¯)) (cf. [35, Proposi-
tion 10.5]), a similar argument as the proof of (3.6) shows that
D(∂ψ)
(
(x¯,Φ(x¯)), (µ¯, λ¯)
)
(0, 0) = DNΘ(x¯, µ¯)(0) ×D(∂g)(Φ(x¯), λ¯)(0)
= KΘ
(
x¯,−∇xL(x¯, λ¯)
)∗ ×Kg(Φ(x¯), λ¯)∗,
where the last equality results from Proposition 2.2(c). Combining these proves the claimed
equivalence.
The dual condition (3.26) was first introduced in [21] for constrained optimization problems
and was observed therein that it is equivalent to the strict Robinson constraint qualification (cf.
see [21, equation (4.4)]) for C2-cone reducible constrained optimization problems. The latter
condition boils down to the strict Mangasarian–Fromovitz constraint qualification for classical
nonlinear programming problems; see [6, Remark 4.49] for more detail on this subject.
We are now in a position to present the promised equivalence between the noncriticality and
the second-order sufficient condition (3.22) when the set of Lagrange multipliers of (1.1) is a
singleton.
Theorem 3.11 (equivalence between noncriticality and second-order sufficient condition). As-
sume that (x¯, λ¯) is a solution to the KKT system (2.14). Then the following conditions are
equivalent:
(a) the second-order sufficient condition (3.22) holds at (x¯, λ¯) and Λ(x¯) = {λ¯};
(b) the second-order sufficient condition (3.22) holds at (x¯, λ¯) and the dual condition (3.26) is
satisfied;
(c) the multiplier λ¯ is noncritical for (2.14), Λ(x¯) = {λ¯}, and x¯ is a local minimizer of (1.1);
(d) the solution mapping S from (3.9) is isolated calm at
(
(0, 0), (x¯, λ¯)
)
and x¯ is a local mini-
mizer of (1.1).
Proof. The equivalence between (a) and (b) results directly from Proposition 3.10. The equiv-
alence between (c) and (d) comes from Theorem 3.6 and the fact that the Lagrange multiplier
set Λ(x¯) is convex.
Turning now to the equivalence between (a) and (c), assume first that (a) holds. Appealing to
Proposition 3.9 indicates that λ¯ is a noncritical multiplier for (2.14). Moreover, since Λ(x¯) = {λ¯},
Proposition 2.5(b) tells us that x¯ is a local minimizer of (1.1) and so we arrive at (c).
Finally, suppose that (c) is satisfied. It follows from Λ(x¯) = {λ¯} and Proposition 3.10 that
the dual condition (3.26) fulfills. Observe also that
Kg(Φ(x¯), λ¯) =
{
u ∈ IRm∣∣ dg(Φ(x¯))(u) = 〈u, λ¯〉} ⊂ domdg(Φ(x¯)) = Tdom g(Φ(x¯)).
This together with the definition of the critical cone KΘ(x¯,−∇xL(x¯, λ¯)) brings us to the inclu-
sions
Ndom g(Φ(x¯)) ⊂ Kg(Φ(x¯), λ¯)∗ and NΘ(x¯) ⊂ NΘ(x¯) + [∇xL(x¯, λ¯)] = KΘ(x¯,−∇xL(x¯, λ¯))∗.
(3.27)
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These inclusions, combined with the dual condition (3.26), imply the validity of the constraint
qualification (2.16). Remembering that Λ(x¯) = {λ¯} and that x¯ is a local minimum of (1.1) and
appealing to Propsoition 2.5(a) yield
〈∇2xxL(x¯, λ)w,w〉 + d2g(Φ(x¯), λ)(∇Φ(x¯)w) ≥ 0 for all w ∈ D ,
which in turn gives us the second-order sufficient condition (3.22) because λ¯ is noncritical. In
fact, if (3.22) fails, by the inequality above we find w ∈ D \ {0} that is a minimizer of problem
(3.2). Thus, w is a stationary point of problem (3.2), which is not possible by Proposition 3.2
since λ¯ is a noncritical multiplier for (2.14). This proves (a) and hence ends the proof.
Note that the characterization of the isolated calmness of the solution mapping S via the
second-order sufficient condition – the equivalence between (a) and (d) in Theorem 3.11 – was
first accomplished in [9, Theorem 2.6] for NLPs and was extended in [20, Theorem 7.5] for
the composite problem (1.1) with g piecewise linear and Θ = IRn. The latter equivalence was
recently established using a different approach for (1.1) with Θ = IRn in [5, Theorem 5.1]. Note
that instead of the isolated calmness of the solution mapping S in Theorem 3.11(d), the authors
in [5] used the strong metric subregularity of the mapping G, taken from (3.4). However, since
we have S = G−1, these notions are equivalent. It is important to notice that the conditions (b)
and (c) in Theorem 3.11 did not appear in [5].
4 Primal Estimates for KKT Systems
In this section, we aim to establish sharper estimates for the solution mapping S from (3.9) that
play major roles in the characterization of primal superlinear convergence (see Theorem 6.1) of
the quasi-Newton SQP method via the Dennis-More´ condition (1.4) for the composite optimiza-
tion problem (1.1). To achieve such a characterization via (1.4), we need a calmness property
of the solution mapping S similar to (3.11) in which ‖v‖ is replaced with ‖PD (v)‖, where PD
stands for the projection mapping onto the convex cone D . The price for achieving such a
sharper estimate involving PD is that we require to assume the second-order sufficient condition
(3.22), which is strictly stronger than the noncriticality assumption in Theorem 3.6, and that
we only can obtain such an estimate for the primal part of any pair (x, λ). The latter, how-
ever, suffices for the primal superlinear convergent of the quasi-Newton SQP method as shown
in Theorem 6.1. Note that as Theorem 3.6, the proof of the following result mainly revolves
around the reduction lemma from Theorem 2.3.
Theorem 4.1 (primal estimates via second-order sufficient conditions). Assume that (x¯, λ¯) is
a solution to the KKT system (2.14) and that the second-order sufficient condition (3.22) holds
at (x¯, λ¯). Then there are neighborhoods U of (0, 0) ∈ IRn × IRm and V of (x¯, λ¯) and a constant
κ ≥ 0 such that for any (v, p) ∈ U and any (x, λ) ∈ S(v, p) ∩ V the estimate
‖x− x¯‖ ≤ κ(‖PD (v)‖ + ‖p‖) (4.1)
holds, where the solution mapping S comes from (3.9) and where PD stands for the projection
mapping onto the convex cone D , defined in (2.17).
Proof. Suppose by contradiction that the claimed estimate fails. Thus for any k ∈ IN, there
are sequences (vk, pk) ∈ B1/k(0, 0) and (xk, λk) ∈ S(vk, pk) ∩ B1/k(x¯, λ¯) satisfying
‖xk − x¯‖
‖PD (vk)‖+ ‖pk‖ → ∞ as k →∞.
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Set tk := ‖xk− x¯‖ and hence obtain PD (vk) = o(tk) and pk = o(tk). By passing to a subsequence
if necessary, we can assume that
xk − x¯
tk
→ w as k →∞ with some 0 6= w ∈ IRn.
Since (xk, λk) ∈ S(vk, pk) and (x¯, λ¯) ∈ S(0, 0), we conclude from (3.9) that
vk −∇xL(xk, λk) = qk with qk ∈ NΘ(xk) and −∇xL(x¯, λ¯) ∈ NΘ(x¯).
It follows from these and the reduction lemma for a polyhedral convex set (see (2.10) or [8,
Lemma 2E.4]) that for all k sufficiently large we have
vk −
(∇xL(xk, λk)−∇xL(x¯, λ¯)) ∈ NKΘ(x¯,−∇xL(x¯,λ¯))(xk − x¯).
This tells us that xk − x¯/tk ∈ KΘ(x¯,−∇xL(x¯, λ¯)) and thus w ∈ KΘ(x¯,−∇xL(x¯, λ¯)). Since Θ is
a polyhedral convex set, so is the critical cone KΘ(x¯,−∇xL(x¯, λ¯)). Thus we get the inclusion
NKΘ(x¯,−∇xL(x¯,λ¯))
(xk − x¯
tk
) ⊂ NKΘ(x¯,−∇xL(x¯,λ¯))(w),
which in turn results in
qk +∇xL(x¯, λ¯) = vk −
(∇xL(xk, λk)−∇xL(x¯, λ¯)) ⊂ NKΘ(x¯,−∇xL(x¯,λ¯))(w) (4.2)
for all k sufficiently large. It follows from the relationships PD = (I+ND )
−1 and PD (vk) = o(tk)
that vk + o(tk) ∈ ND
(
o(tk)
)
. Since D is a convex cone, the latter yields vk + o(tk) ∈ D∗. So by
the definition of the Lagrangian L, we obtain
D
∗ ∋ vk + o(tk) = ∇xL(xk, λk)−∇xL(x¯, λ¯) +∇xL(x¯, λ¯) + qk + o(tk)
= ∇xL(xk, λ¯)−∇xL(x¯, λ¯) +∇Φ(xk)∗(λk − λ¯) +∇xL(x¯, λ¯) + qk + o(tk)
= ∇2xxL(x¯, λ¯)(xk − x¯) +∇Φ(x¯)∗(λk − λ¯) +∇xL(x¯, λ¯) + qk + o(tk). (4.3)
To deal with the second term in (4.3), we utilize again (xk, λk) ∈ S(vk, pk) and (x¯, λ¯) ∈ S(0, 0)
to conclude via (3.9), respectively, that
λk ∈ ∂g(zk) and λ¯ ∈ ∂g(z¯) with zk := Φ(xk) + pk, z¯ := Φ(x¯).
Using the established reduction lemma for CPLQ functions in Theorem 2.3 tells us that for all
k sufficiently large we have
λk − λ¯
tk
∈ D(∂g)(z¯, λ¯)(zk − z¯
tk
)
. (4.4)
This, in particular, indicates that (zk − z¯)/tk ∈ domD(∂g)(z¯, λ¯) = Kg(z¯, λ¯), where the last
equality comes from Proposition 2.2(c). Since Kg(z¯, λ¯) is a polyhedral convex set and since pk =
o(tk) and (zk− z¯)/tk → ∇Φ(x¯)w as k →∞, we arrive at ∇Φ(x¯)w ∈ Kg(z¯, λ¯) = domD(∂g)(z¯, λ¯).
This together with w ∈ KΘ(x¯,−∇xL(x¯, λ¯)) tells us that w ∈ D . By this and (4.3), we get
〈∇2xxL(x¯, λ¯)(xk − x¯), w〉 + 〈λk − λ¯,∇Φ(x¯)w〉+ 〈∇xL(x¯, λ¯) + qk, w〉+ o(tk) ≤ 0 (4.5)
for all k sufficiently large. Appealing also to the outer Lipschitzian property of the proto-
derivative D(∂g)(z¯, λ¯), obtained in Proposition 2.4(b), and to the fact that ∇Φ(x¯)w ∈ Kg(z¯, λ¯)
confirms the existence of a constant ℓ ≥ 0 such that for all k sufficiently large the inclusion
D(∂g)(z¯, λ¯)
(zk − z¯
tk
) ⊂ D(∂g)(z¯, λ¯)(∇Φ(x¯)w) + ℓ∥∥zk − z¯
tk
−∇Φ(x¯)w∥∥B (4.6)
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holds. This inclusion and (4.4) tell us that there are uk ∈ D(∂g)(z¯, λ¯)(∇Φ(x¯)w) and bk ∈ B
such that
λk − λ¯
tk
= uk + ℓ
∥∥zk − z¯
tk
−∇Φ(x¯)w∥∥bk.
Similar to (3.24), we can conclude from uk ∈ D(∂g)(z¯, λ¯)(∇Φ(x¯)w) that
〈uk,∇Φ(x¯)w〉 = d2g(z¯, λ¯)(∇Φ(x¯)w).
Moreover, by (4.2), we have 〈∇xL(x¯, λ¯) + qk, w〉 = 0 since KΘ(x¯,−∇xL(x¯, λ¯)) is a convex cone.
Dividing both sides of (4.5) by tk and using these facts bring us to
〈∇2xxL(x¯, λ¯)(
xk − x¯
tk
), w〉+ d2g(z¯, λ¯)(∇Φ(x¯)w) + ℓ∥∥zk − z¯
tk
−∇Φ(x¯)w∥∥〈bk,∇Φ(x¯)w〉+ o(tk)
tk
≤ 0
for all k sufficiently large. Since the sequence {bk}k∈IN is bounded, passing to a subsequence of
{bk}k∈IN if necessary and then letting k →∞ imply that
〈∇2xxL(x¯, λ¯)w, ,w〉 + d2g(z¯, λ¯)(∇Φ(x¯)w) ≤ 0,
where w ∈ D \ {0}. This clearly contradicts the second-order sufficient condition (3.22) and
hence completes the proof.
Note that Theorem 4.1 extends a similar result in [11, Theorem 2.3], which was established
for NLPs, for the composite problem (1.1). It is worth mentioning that the proof of the latter
result did not appeal to the reduction lemma and utilizes the particular geometry of constraints
in NLPs. We now look into the possibility whether the second-order sufficient condition (3.22)
can be replaced with the noncriticality, which is strictly weaker than (3.22). It was observed
in [11, Example 2.1] that the latter can not be achieved even for nonlinear programming prob-
lems, which can be covered by the composite problem (1.1). It is, however, observed in [11, The-
orem 2.2] that for nonlinear programs such a replacement can be accomplished if the convex
cone D from (2.17) is enlarged. Below we show that this is achievable for the composite problem
(1.1) if we replace the convex cone D by the the linear subspace
D+ :=
{
w ∈ KΘ
(
x¯,−∇xL(x¯, λ¯)
)−KΘ(x¯,−∇xL(x¯, λ¯))∣∣∣ ∇Φ(x¯)w ∈ Kg(Φ(x¯), λ¯)−Kg(Φ(x¯), λ¯)},
(4.7)
which clearly contains D .
Theorem 4.2 (primal estimates via noncriticality). Assume that (x¯, λ¯) is a solution to the
KKT system (2.14) and that λ¯ is a critical Lagrange multiplier for (2.14). Then there are
neighborhoods U of (0, 0) ∈ IRn × IRm and V of (x¯, λ¯) and a constant κ ≥ 0 such that for any
(v, p) ∈ U and any (x, λ) ∈ S(v, p) ∩ V the estimate
‖x− x¯‖ ≤ κ(‖PD+(v)‖+ ‖p‖) (4.8)
holds.
Proof. We can proceed as the proof of Theorem 4.1 with some small adjustments to get (4.2).
It follows from the relationships PD+ = (I + ND+)
−1 and PD+(vk) = o(tk) that vk + o(tk) ∈
ND+
(
o(tk)
)
, which yields vk+o(tk) ∈ D⊥. SinceD+ is a linear subspace, we get −vk+o(tk) ∈ D⊥+ .
This, combined with (4.2), brings us to
o(tk)−
(∇xL(xk, λk)−∇xL(x¯, λ¯)) ⊂ NKΘ(x¯,−∇xL(x¯,λ¯))(w) +D⊥+ .
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Using again similar arguments as (4.3), we obtain
o(tk)
tk
−∇2xxL(x¯, λ¯)(
xk − x¯
tk
)−∇Φ(x¯)∗(λk − λ¯
tk
) ⊂ NKΘ(x¯,−∇xL(x¯,λ¯))(w) +D⊥+ .
This together with (4.4) and (4.6) ensures the existence of a sequence {bk}k∈IN in B so that
o(tk)
tk
−∇2xxL(x¯, λ¯)
(xk − x¯
tk
)− ℓ∥∥zk − z¯
tk
−∇Φ(x¯)w∥∥∇Φ(x¯)∗bk
∈ NKΘ(x¯,−∇xL(x¯,λ¯))(w) +∇Φ(x¯)∗D(∂g)(z¯, λ¯)(∇Φ(x¯)w) +D⊥+ .
Since the sets on the right-hand side of this inclusion are polyhedral, their sum is a closed set.
Thus, passing to the limit in the above inclusion tells us that
0 ∈ ∇2xxL(x¯, λ¯)w +NKΘ(x¯,−∇xL(x¯,λ¯))(w) +∇Φ(x¯)∗D(∂g)(z¯, λ¯)(∇Φ(x¯)w) +D⊥+ . (4.9)
Similar to the proof of Theorem 4.1 (see the line before (4.5)), we can show that w ∈ D , where
D comes from (2.17), which leads us to
w ∈ KΘ
(
x¯,−∇xL(x¯, λ¯)
)
and ∇Φ(x¯)w ∈ Kg(Φ(x¯), λ¯). (4.10)
Observe also by [35, Corollary 11.25(d)] that
D
⊥
+ =
(
KΘ
(
x¯,−∇xL(x¯, λ¯)
)∗ ∩ −KΘ(x¯,−∇xL(x¯, λ¯))∗)
+
{
∇Φ(x¯)∗u
∣∣∣ u ∈ Kg(Φ(x¯), λ¯)∗ ∩ −Kg(Φ(x¯), λ¯)∗}. (4.11)
We proceed by justifying two claims:
Claim I. The following inclusion holds:(
KΘ
(
x¯,−∇xL(x¯, λ¯)
)∗ ∩ −KΘ(x¯,−∇xL(x¯, λ¯))∗) ⊂ NKΘ(x¯,−∇xL(x¯,λ¯))(w).
To prove this claim, pick u ∈ KΘ
(
x¯,−∇xL(x¯, λ¯)
)∗∩−KΘ(x¯,−∇xL(x¯, λ¯))∗. It follows from the
first inclusion in (4.10) that 〈u,w〉 = 0. This along with the fact that KΘ
(
x¯,−∇xL(x¯, λ¯)
)
is a
convex cone yields
u ∈ NKΘ(x¯,−∇xL(x¯,λ¯))(w),
and hence proves the claimed inclusion.
Claim II. For any η ∈ D(∂g)(z¯, λ¯)(∇Φ(x¯)w) and any u ∈ Kg(Φ(x¯), λ¯)∗ ∩ −Kg(Φ(x¯), λ¯)∗,
we have
∇Φ(x¯)∗(η + u) ⊂ ∇Φ(x¯)∗D(∂g)(z¯, λ¯)(∇Φ(x¯)w).
To verify this inclusion, let η ∈ D(∂g)(z¯, λ¯)(∇Φ(x¯)w) and u ∈ Kg(Φ(x¯), λ¯)∗ ∩ −Kg(Φ(x¯), λ¯)∗.
We conclude from the second inclusion in (4.10) that 〈u,∇Φ(x¯)w〉 = 0. It follows from
u ∈ Kg(Φ(x¯), λ¯)∗ and Proposition 2.1(a) that u ∈ KCi(Φ(x¯), λ¯)∗ for all i ∈ I(Φ(x¯)), where
KCi(Φ(x¯), λ¯) is taken from (2.4). Combining these implies that
u ∈ NKCi(Φ(x¯),λ¯)(∇Φ(x¯)w) for all i ∈ I(Φ(x¯)).
Moreover, we conclude from η ∈ D(∂g)(z¯, λ¯)(∇Φ(x¯)w) and Proposition 2.2(c) that
η −Ai(∇Φ(x¯)w) ∈ NKCi(Φ(x¯),λ¯)(∇Φ(x¯)w) for all i ∈ J(∇Φ(x¯)w).
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These inclusions as well as J(∇Φ(x¯)w) ⊂ I(Φ(x¯)) result in
η + u−Ai(∇Φ(x¯)w) ∈ NKCi(Φ(x¯),λ¯)(∇Φ(x¯)w) for all i ∈ J(∇Φ(x¯)w),
implying that η + u ∈ D(∂g)(z¯, λ¯)(∇Φ(x¯)w) by Proposition 2.2(c). This justifies Claim II.
Using Claims I and II together with (4.9) and (4.11), we arrive at the inclusion
0 ∈ ∇2xxL(x¯, λ¯)w +NKΘ(x¯,−∇xL(x¯,λ¯))(w) +∇Φ(x¯)∗D(∂g)(z¯, λ¯)(∇Φ(x¯)w),
a contradiction with λ¯ being a noncritical multiplier for (2.14) since w 6= 0. This ends the
proof.
As pointed out in [11, page 3322], the right-hand sides of the estimates (4.1) and (4.8) involve
the sets D and D+, respectively, which are defined at the unknown solution (x¯, λ¯), and so are not
computable if we want to use them in algorithms. The purpose of establishing such estimates
is only for the local convergence analysis of the quasi-Newton SQP method for (1.1).
5 Primal-Dual Superlinear Convergence of SQP Methods
This section is devoted to the local convergence analysis of the basic SQP method for the
composite optimization problem (1.1). To this end, we are going to apply [15, Theorem 3.2]
in which the superlinear convergence of the Newton method was established for generalized
equations under two assumptions: 1) semistability and 2) hemistability; see [15, page 140] for
more detail. Since the KKT system (2.14) can be equivalently formulated as the generalized
equation [
0
0
]
∈
[∇xL(x, λ)
−Φ(x)
]
+
[
NΘ(x)
(∂g)−1(λ)
]
, (5.1)
we should find conditions that ensure the validity of the latter assumptions for the generalized
equation (5.1). The semistability of (5.1) (cf. [15, Definition 1.29]) amounts to the isolated
calmness of the solution mapping S from (3.9), which by Theorem 3.11 can be ensured under
the second-order sufficient condition (3.22) and the uniqueness of Lagrange multipliers. To
analyze the second assumption, we first recall its definition, adopted for (5.1): A solution (x¯, λ¯)
to the generalized equation (5.1) is called hemistable if for any (u, µ) ∈ IRn × IRm sufficiently
close to (x¯, λ¯), the generalized equation[
0
0
]
∈
[∇xL(u, µ)
−Φ(u)
]
+
[∇2xxL(u, µ) ∇Φ(u)∗
−∇Φ(u) 0
] [
x− u
λ− µ
]
+
[
NΘ(x)
(∂g)−1(µ)
]
, (5.2)
has a solution (x, λ) that converges to (x¯, λ¯) as (u, µ)→ (x¯, λ¯). It is not hard to see that (5.2) is,
indeed, the KKT system of the subproblem (1.2) with (xk, λk) := (u, µ) and Hk taken from (1.3).
We are going to show that the hemistability of the solution (x¯, λ¯) to (2.14) can be also ensured by
the second-order sufficient condition (3.22) and the uniqueness of Lagrange multipliers. To this
end, consider a parameter space IRd, the functions f : IRn × IRd → IR, and Ψ : IRn × IRd → IRm
that are continuously differentiable. Define now the parametrized composite problem
minimize f(x, p) + g(Ψ(x, p)) subject to x ∈ Θ, (5.3)
where g and Θ are taken from (1.1), namely g : IRm → IR is CPLQ and Θ is a polyhedral convex
set in IRn. The following result is an extension of [15, Theorem 1.21], which was established
for NLPs. While the proof uses a similar argument, it requires some small adjustments for the
composite problem (1.1). So we provide a proof for the readers’ convenient.
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Proposition 5.1 (existence of local minimizers of parametrized problems). Let p¯ ∈ IRd and
x¯ ∈ Θ, let x¯ be a strict local minimizer of (5.3) for p = p¯, and let the basic constraint qualification
−∇xΨ(x¯, p¯)∗u ∈ NΘ(x¯), u ∈ Ndom g(Ψ(x¯, p¯)) =⇒ u = 0 (5.4)
hold. Then for any p ∈ IRd sufficiently close to p¯, the problem (5.3) admits a local minimizer
xp that xp → x¯ as p→ p¯.
Proof. By assumptions, we can find a constant ε > 0 such that x¯ is the strict minimizer of
the problem
minimize f(x, p¯) + g(Ψ(x, p¯)) subject to x ∈ Θ ∩ Bε(x¯). (5.5)
Pick a parameter p ∈ IRd and define the set-valued mapping Γ : IRd ⇒ IRn by
Γ(p) :=
{
x ∈ Θ∣∣ Ψ(x, p) ∈ dom g}.
According to [35, Example 9.51], the mapping Γ enjoys the Aubin property around (p¯, x¯) ∈ gphΓ,
meaning that there exist neighborhoods U of p¯ and V of x¯ and a constant ℓ ≥ 0 for which we
have
Γ(p) ∩ V ⊂ Γ(p′) + ℓ‖p− p′‖B for all p, p′ ∈ U. (5.6)
Shrinking the neighborhoods U and V if necessary, we conclude from (5.6) that Γ(p)∩Bε(x¯) 6= ∅
for all p ∈ U . Pick p ∈ U and consider the problem
minimize f(x, p) + g(Ψ(x, p)) subject to x ∈ Θ ∩ Bε(x¯). (5.7)
Since Γ(p) ∩ Bε(x¯) 6= ∅, the classical Weierstrass theorem implies that problem (5.7) admits
a minimizer xp. We claim now that xp → x¯ as p → p¯. Suppose by contradiction that this
convergence fails, meaning that there exists a sequence pk → p¯ for which the minimizers xpk of
(5.7) for p = pk do not converge to x¯. Since xpk ∈ Bε(x¯), by passing to a subsequence if necessary,
we can assume that xpk → u for some u ∈ Bε(x¯) with u 6= x¯. It follows from x¯ ∈ Γ(p¯) ∩ V and
(5.6) that for any sufficiently large k, we can find ypk ∈ Γ(pk) such that
‖ypk − x¯‖ ≤ ℓ‖pk − p¯‖.
This tells us that ypk → x¯ as k →∞ and so ypk ∈ Bε(x¯) for all k sufficiently large. Since xpk is
a minimizer of (5.7), we get
f(xpk , pk) + g(Ψ(xpk , pk)) ≤ f(ypk , pk) + g(Ψ(ypk , pk)).
Since g is continuous relative to its domain (cf. [35, Proposition 10.21]) and since Φ(ypk , pk) ∈
dom g and Φ(xpk , pk) ∈ dom g, passing to the limit brings us to
f(u, p¯) + g(Ψ(u, p¯)) ≤ f(x¯, p¯) + g(Ψ(x¯, p¯)).
Remember that u ∈ Bε(x¯) with u 6= x¯. This together with the inequality above tells us that u
is a minimizer of (5.5), a contradiction. This proves the claim that xp → x¯ as p→ p¯ and hence
completes the proof.
After this presentation, we are now ready to prove the hemistability of a solution (x¯, λ¯) to
(2.14) under the second-order sufficient condition and the uniqueness of Lagrange multipliers.
Proposition 5.2 (solvability of subproblems in the basic SQP method). Let (x¯, λ¯) be a solution
to the KKT system (2.14) and let the second-order sufficient condition (3.22) be satisfied at
(x¯, λ¯) and Λ(x¯) = {λ¯}. Then (x¯, λ¯) is a hemistable solution to the KKT system (2.14).
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Proof. For any p := (u, µ) ∈ IRn× IRm and x ∈ IRn, define the functions f : IRn× IRn× IRm →
IR and Ψ : IRn × IRn × IRm → IRm, respectively, by{
f(x, p) = ϕ(u) + 〈∇ϕ(u), x − u〉+ 12〈∇2xxL(u, µ)(x− u), x− u〉,
Ψ(x, p) = Φ(u) +∇Φ(u)(x− u). (5.8)
So we can view the SQP subproblem (1.2) with (xk, λk) := (u, µ) and Hk taken from (1.3) as
the parametrized composite optimization problem
minimize f(x, p) + g(Ψ(x, p)) subject to x ∈ Θ, (5.9)
with f and Ψ defined by (5.8). Set p¯ := (x¯, λ¯) and observe that{
∇xf(x, p¯) = ∇ϕ(x¯) +∇2xxL(x¯, λ¯)(x− x¯), ∇2xxf(x, p¯) = ∇2xxL(x¯, λ¯),
Ψ(x¯, p¯) = Φ(x¯), ∇xΨ(x, p¯) = ∇Φ(x¯).
(5.10)
These equalities tell us that the KKT system of (5.9) for p = p¯ is the generalized equation
0 ∈ ∇ϕ(x¯) +∇2xxL(x¯, λ¯)(x− x¯) +∇Φ(x¯)∗λ+NΘ(x), λ ∈ ∂g
(
Φ(x¯) +∇Φ(x¯)(x− x¯)). (5.11)
It is not hard to see that (x¯, λ¯) is a solution to this KKT system, implying that x¯ is a stationary
point for (5.9) associated with p = p¯ and that λ¯ is a Lagrange multiplier associated with x¯ for
the latter problem. Define the Lagrangian of (5.9) by L (x, p, λ) := f(x, p) + 〈λ,Ψ(x, p)〉 and
deduce from (5.10) that
∇xL (x¯, p¯, λ¯) = ∇xL(x¯, λ¯) and ∇2xxL (x¯, p¯, λ¯) = ∇2xxL(x¯, λ¯). (5.12)
To simplify the proof, we are going to break it down into the following steps:
Step 1. The basic constraint qualification (5.4) holds for the parametrized problem (5.9) at
(x¯, p¯).
To prove this claim, we conclude from Λ(x¯) = {λ¯} and Proposition 3.10 that the dual
condition (3.26) holds. A similar argument as the proof of the implication (c) =⇒ (a) in
Theorem 3.11 via (3.27) tells us that the basic constraint qualification (2.16) is satisfied. This
together with (5.10) gives us (5.4).
Step 2. The set of Lagrange multipliers of (5.9) associated with (x¯, p¯) is {λ¯}.
To justify this claim, we deduce from (5.10) and the generalized equation (5.11) that the
Lagrange multiplier set associated with (x¯, p¯) for (5.9) coincides with that of the composite
problem (1.1). Since the latter is {λ¯}, we finish the proof of this step.
Step 3. x¯ is a strict local minimizers of the parametrized problem (5.9) for p = p¯.
To verify this step, we show that the second-order sufficient condition of the type (3.22)
holds for the parametrized problem (5.9) at
(
(x¯, p¯), λ¯). To this end, pick w ∈ IRn and conclude
from (5.12) and (5.10) that〈∇2xxL (x¯, p¯, λ¯)w,w〉+d2g(Ψ(x¯, p¯), λ¯)(∇xΨ(x¯, p¯)w) = 〈∇2xxL(x¯, λ¯)w,w〉+d2g(Φ(x¯), λ¯)(∇Φ(x¯)w),
and that
KΘ
(
x¯,−∇xL (x¯, p¯, λ¯)
)
= KΘ
(
x¯,−∇xL(x¯, λ¯)
)
and Kg(Ψ(x¯, p¯), λ¯) = Kg(Φ(x¯), λ¯).
Since the second-order sufficient condition (3.22) holds at (x¯, λ¯), the above equalities confirm
that the second-order sufficient condition of the type (3.22) holds for (5.9) at
(
(x¯, p¯), λ¯). This
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along with Step 1 and Proposition 2.5(b) proves that x¯ is a strict local minimizer of (5.9) for
p = p¯.
Appealing now to Proposition 5.1 and Steps 1 and 3, we conclude that for any p sufficiently
close to p¯ the parametrized problem (5.9) admits a local minimizer xp that xp → x¯ as (u, µ) =
p→ p¯ = (x¯, λ¯).
Step 4. For any p sufficiently close to p¯, there exists a Lagrange multiplier λp associated
with the local minimizer xp of the parametrized problem (5.9) that λp → λ¯ as p→ p¯.
To furnish this step, by Step 1, we can find a neighborhood of p¯ such that for any p in this
neighborhood the basic constraint qualification
−∇xΨ(xp, p)∗u ∈ NΘ(xp), u ∈ Ndom g(Ψ(xp, p)) =⇒ u = 0
fulfills. This, combined with [35, Example 10.8], ensures the existence of a Lagrange multiplier
λp associated with the local minimizer xp of the parametrized problem (5.9). By Step 1, the basic
constraint qualification (5.4) holds for (5.9) at (x¯, p¯), which tells us that the Lagrange multipliers
λp are uniformly bounded whenever p is chosen sufficiently close to p¯. Since the set of Lagrange
multipliers of (5.9) associated with p = p¯ is {λ¯} (Step 2), we arrive at λp → λ¯ as p → p¯.
Clearly, for any such a p, the pair (xp, λp) is a solution to the KKT system of (5.9), namely the
generalized equation (5.2). Because we have (xp, λp)→ (x¯, λ¯) as (u, µ) = p → p¯ = (x¯, λ¯), (x¯, λ¯)
is a hemistable solution to the KKT system (2.14).
Note that Proposition 5.2 is an extension of [1, Proposition 6.3], which was established a
similar conclusion for NLPs; see also [24, Theorem 5.2] for a similar result for parabolically
regular constrained optimization problems.
Recall that the generic SQP method for the composite problem (1.1) is given as follows:
Algorithm 5.3 (generic SQP method). Choose (xk, λk) ∈ IRn × IRm and set k = 0.
(1) If (xk, λk) satisfies the KKT system (2.14), then stop.
(2) Choose an n×n symmetric matrix Hk and compute (xk+1, λk+1) as a solution to the KKT
system of the subproblem (1.2), which can be described by the generalized equation[
0
0
]
∈
[∇xL(xk, λk)
−Φ(xk)
]
+
[
Hk ∇Φ(xk)∗
−∇Φ(xk) 0
] [
x− xk
λ− λk
]
+
[
NΘ(x)
(∂g)−1(λ)
]
. (5.13)
(3) Increase k by 1 and then go back to Step (1).
Now we are ready to present the primal-dual superlinear convergence of the basic SQP
method.
Theorem 5.4 (primal-dual superlinear convergence of the basic SQP method). Assume that
(x¯, λ¯) is a solution to the KKT system (2.14), that the second-order sufficient condition (3.22)
is satisfied at (x¯, λ¯), and that Λ(x¯) = {λ¯}. Then there exists a positive constant δ such that
for any starting point (x0, λ0) ∈ IRn × IRm sufficiently close to (x¯, λ¯), we can find a sequence
{(xk, λk)} ⊂ IRn × IRm, generated by Algorithm 5.3 with Hk taken from (1.3), satisfying
‖(xk+1 − xk, λk+1 − λk)‖ ≤ δ. (5.14)
Moreover, every such a sequence converges to (x¯, λ¯), and the rate of convergence is superlinear.
Proof. As pointed out earlier in this section, the superlinear convergence of the generalized
equation (5.1) can be ensured via [15, Theorem 3.2] under the semistability and hemistability
of (x¯, λ¯). Remember that the former amounts to the isolated calmness of the solution mapping
S, which is satisfied by Theorem 3.11 under the imposed assumptions. The hemistability of
(x¯, λ¯) comes from Proposition 5.2. Appealing now to [15, Theorem 3.2] justifies the claimed
conclusions.
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Note that the primal-dual superlinear convergence of the basic SQP method for (1.1) with
Θ = IRn was established recently in [5, Theorem 7.3] under the strong second-order sufficient
condition, the nondegeneracy condition, and the strict complementary condition, which are
strictly stronger than the assumptions utilized in Theorem 5.4. In fact, the assumptions used
in [5, Theorem 7.3] result in the strong metric regularity of the solution mapping S, which means
that its inverse mapping, namely G from (3.4), admits a single-valued Lipschitzian graphical
localization (see [8, page 4]). However, our assumptions in Theorem 5.4 imply via Theorem 3.11
and G = S−1 that the mapping G is strongly metrically subregular, which is strictly weaker
than the latter strong metric regularity.
Note also that the imposed assumptions in Theorem 3.11 do not guarantee the uniqueness
of minimizers of the subproblems (1.2). So the localization condition (5.14) is required to filter
out those minimizers of (1.2) that are not sufficiently close to x¯; see [16, Examples 5.1 and 5.2]
for a detailed discussion about the importance of (5.14).
6 Primal Superlinear Convergence of Quasi-Newton SQPMeth-
ods
This section aims to present our main results in this paper in which we characterize the pri-
mal superlinear convergence of the quasi-Newton SQP method for the composite problem (1.1)
via the Dennis-More´ condition (1.4). It is worth mentioning that in general the superlinear
convergence of a primal-dual sequence does not yield that of the primal part of the sequence;
see [2, Exercise 14.8]. Since we do not have a primal-dual convergence rate for the quasi-Newton
SQP method, achieving the primal superlinear convergence for the latter method is of great
importance. Our first result provides a characterization of this primal superlinear convergence
under the second-order sufficient condition.
Theorem 6.1 (characterization of primal superlinear convergence). Let (x¯, λ¯) be a solution
to the KKT system (2.14), let {Hk}k∈IN be a sequence of n × n symmetric matrices and let
{(xk, λk)}k∈IN be constructed via Algorithm 5.3. Assume further that the sequence {(xk, λk)}k∈IN
converges to (x¯, λ¯) as k →∞. Then the following conditions hold:
(a) if Θ = IRn in (1.1) and the second-order sufficient condition (3.22) holds at (x¯, λ¯) and
if the Dennis-More´ condition (1.4) is satisfied, then the rate of convergence of the primal
sequence {xk}k∈IN is superlinear;
(b) if the rate of convergence of the primal sequence {xk}k∈IN is superlinear, then the Dennis-
More´ condition (1.4) is satisfied.
Proof. Remember that (xk+1, λk+1) is a solution to the generalized equation (5.13). This gives
us {
0 ∈ ∇xL(xk, λk) +Hk(xk+1 − xk) +∇Φ(xk)∗(λk+1 − λk) +NΘ(xk+1) and
λk+1 ∈ ∂g
(
Φ(xk) +∇Φ(xk)(xk+1 − xk)
)
.
(6.1)
Since L and F are twice continuously differentiable around x¯, we get
∇xL(xk+1, λk+1) = ∇xL(xk+1, λk) +∇Φ(xk+1)∗(λk+1 − λk)
= ∇xL(xk, λk) +∇2xxL(xk, λk)(xk+1 − xk)
+∇Φ(xk)∗(λk+1 − λk) + o(‖xk+1 − xk‖),
and
Φ(xk+1) = Φ(xk) +∇Φ(xk)(xk+1 − xk) + o(‖xk+1 − xk‖).
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Set uk+1 :=
(∇2xxL(xk, λk)−Hk)(xk+1−xk) and pk+1 := o(‖xk+1−xk‖) and observe that (6.1)
can be equivalently rewritten as
vk+1 := uk+1 + o(‖xk+1 − xk‖) ∈ ∇xL(xk+1, λk+1) +NΘ(xk+1), λk+1 ∈ ∂g
(
Φ(xk+1) + pk+1
)
.
(6.2)
After these presentations, we begin to prove (a). It follows from (3.22) and Theorem 4.1 that
there are some neighborhoods U of (0, 0) ∈ IRn× IRm and V of (x¯, λ¯) and a constant κ ≥ 0 such
that for any (v, p) ∈ U and any (x, λ) ∈ S(v, p)∩ V the estimate (4.1) holds, where the solution
mapping S comes from (3.9). By (xk, λk) → (x¯, λ¯), we can assume without loss of generality
that (xk, λk) ∈ V for all k ∈ IN. Moreover, by Θ = IRn, we get NΘ(xk+1) = {0} in (6.1). The
latter along with (xk, λk) → (x¯, λ¯) yields vk+1 → 0 and pk+1 → 0 as k → ∞. Again we can
assume with no harm that (vk+1, pk+1) ∈ U and (xk+1, λk+1) ∈ S(vk+1, pk+1)∩ V for all k ∈ IN.
Appealing now to (4.1) and the Dennis-More´ condition (1.4) yields the estimates
‖xk+1 − x¯‖ ≤ κ
(‖PD (vk+1)‖+ ‖pk+1‖)
≤ κ(‖PD (uk+1)‖+ o(‖xk+1 − xk‖)) = o(‖xk+1 − xk‖),
which in turn implies that
‖xk+1 − x¯‖ = o(‖xk+1 − x¯‖+ ‖xk − x¯‖).
Set αk :=
‖xk+1 − x¯‖
‖xk+1 − x¯‖+ ‖xk − x¯‖ and observe that
‖xk+1 − x¯‖
‖xk − x¯‖ = αk ·
(‖xk+1 − x¯‖
‖xk − x¯‖ + 1
)
.
This implies that
‖xk+1 − x¯‖
‖xk − x¯‖ =
αk
1− αk → 0 as k →∞,
and hence proves the primal superlinear convergence of {xk}k∈IN, claimed in (a).
Turning to (b), assume that the rate of convergence of {xk}k∈IN is superlinear, meaning that
‖xk+1 − x¯‖ = o(‖xk − x¯‖) as k → ∞. Thus we can assume without loss of generality that
‖xk+1 − x¯‖ ≤ 12‖xk − x¯‖ for all k sufficiently large. This implies that
‖xk − x¯‖ ≤ ‖xk+1 − xk‖+ ‖xk+1 − x¯‖ ≤ ‖xk+1 − xk‖+ 1
2
‖xk − x¯‖,
which subsequently brings us to
‖xk − x¯‖ ≤ 2‖xk+1 − xk‖
for all k sufficiently large. Combining these, we get
‖xk+1 − x¯‖ = o(‖xk+1 − xk‖) as k →∞. (6.3)
Since xk → x¯ as k → ∞, we deduce from Proposition 2.4(a) that there exists a constant ℓ ≥ 0
such that
∂g
(
Φ(xk+1) + pk+1
) ⊂ ∂g(Φ(x¯)) + ℓ‖Φ(xk+1) + pk+1 − Φ(x¯)‖B
for all k sufficiently large. By (6.2), we have λk+1 ∈ ∂g
(
Φ(xk+1) + pk+1
)
. This together with
the inclusion above, (6.3), the definition of pk+1 implies that
λk+1 + o(‖xk+1 − xk‖) ∈ ∂g(Φ(x¯)).
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Since ∂g(Φ(x¯)) is a polyhedral convex set, we conclude from [35, Exercise 6.47] that(
∂g(Φ(x¯))− λ¯) ∩ O = T∂g(Φ(x¯))(λ¯) ∩ O
for some neighborhood O of 0 in IRm. This tells us that for all k sufficiently large we get
λk+1− λ¯+ o(‖xk+1−xk‖) ∈
(
∂g(Φ(x¯))− λ¯)∩O ⊂ T∂g(Φ(x¯))(λ¯) = N∂g(Φ(x¯))(λ¯)∗ = Kg(Φ(x¯), λ¯)∗,
(6.4)
where the last equality results from [35, Theorem 13.14]. Because xk → x¯ as k → ∞ and Θ is
polyhedral, we have the inclusion NΘ(xk) ⊂ NΘ(x¯) for all k sufficiently large. This, combined
with (6.2), leads us to
vk+1 ∈ ∇xL(xk+1, λk+1) +NΘ(xk+1)
⊂ ∇xL(xk+1, λ¯) +∇Φ(xk+1)∗(λk+1 − λ¯) +NΘ(x¯)
= ∇xL(x¯, λ¯) +∇2xxL(x¯, λ¯)(xk+1 − x¯) +∇Φ(x¯)∗(λk+1 − λ¯)
+
(∇2Φ(x¯)(xk+1 − x¯))∗(λk+1 − λ¯) + o(‖xk+1 − x¯‖) +NΘ(x¯)
= ∇xL(x¯, λ¯) +∇Φ(x¯)∗(λk+1 − λ¯) + o(‖xk+1 − xk‖) +NΘ(x¯), (6.5)
where the last equality comes from (6.3). Since both sets on the right-hand side of (2.17) are
polyhedral, we have by [35, Corollary 11.25(d)] that
D
∗ = KΘ
(
x¯,−∇xL(x¯, λ¯)
)∗
+
({
w ∈ IRn∣∣ ∇Φ(x¯)w ∈ Kg(Φ(x¯), λ¯)})∗
=
(
TΘ(x¯) ∩ [∇xL(x¯, λ¯)]⊥
)∗
+
{∇Φ(x¯)∗u∣∣ u ∈ Kg(Φ(x¯), λ¯)∗}
= NΘ(x¯) + [∇xL(x¯, λ¯)] +
{∇Φ(x¯)∗u∣∣ u ∈ Kg(Φ(x¯), λ¯)∗}.
This, (6.4), and (6.5) yield the inclusion
vk+1 + o(‖xk+1 − xk‖) ∈ D∗,
which in turn results in
PD
(
uk+1 + o(‖xk+1 − xk‖)
)
= PD
(
vk+1 + o(‖xk+1 − xk‖)
)
= 0,
since D is a convex cone. Thus we get
‖PD
(
uk+1
)‖ = ‖PD(uk+1)− PD(uk+1 + o(‖xk+1 − xk‖))‖ ≤ o(‖xk+1 − xk‖),
which implies that PD
(
uk+1
)
= o(‖xk+1 − xk‖). Combining this and the definition of uk+1
ensures the Dennis-More´ condition (1.4) and hence completes the proof of (b).
Note that in Theorem 6.1(a), we assume that Θ = IRn in the composite problem (1.1). The
reason for this assumption is that the proof requires the vector Hk(xk+1− xk) in (6.1) converge
to 0. As shown in the given proof, this can be achieved when Θ = IRn. While this assumption
does not seem to be restrictive, it is unclear whether it can be omitted.
We can replace the second-order sufficient condition (3.22) with the noncriticality of Lagrange
multipliers in Theorem 6.1(a) by replacing the convex cone D in the Dennis-More´ condition (1.4)
with the linear subspace D+.
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Theorem 6.2 (primal superlinear convergence under noncriticality). Let (x¯, λ¯) be a solution to
the KKT system (2.14) with Θ = IRn, let {Hk}k∈IN be a sequence of n × n symmetric matri-
ces and let {(xk, λk)}k∈IN be constructed via Algorithm 5.3. Assume further that the sequence
{(xk, λk)}k∈IN converges to (x¯, λ¯) as k → ∞. If λ¯ is a noncritical Lagrange multiplier for the
KKT system (2.14) and if the condition
PD+
((∇2xxL(xk, λk)−Hk)(xk+1 − xk)) = o(‖xk+1 − xk‖) (6.6)
with D+ taken from (4.7) is satisfied, then the rate of convergence of the primal sequence {xk}k∈IN
is superlinear.
Proof. This can be justified using a similar argument as the proof of Theorem 6.1(a) by
replacing the estimate (4.1) with (4.8).
Remark 6.3 (discussion on primal superlinear convergence). Below, we discuss several issues
related to Theorems 6.1 and 6.2:
(a) The primal superlinear convergence of the quasi-Newton SQP method was studied for
NLPs with only equality constraints in [3] and with both equality and inequality con-
straints in [1]. The latter was slightly improved in [2, Theorem 15.7] in which it was
justified for NLPs that under the second-order sufficient condition and the linear inde-
pendence constraint qualification, the primal superlinear convergence of the quasi-Newton
SQP methods amounts to a counterpart of the Dennis-More´ condition (1.4) for this set-
ting. This result was significantly improved in [11, Theorem 4.1] by showing that the
second-order sufficient condition alone suffices to establish the latter characterization of
the primal superlinear convergence of quasi-Newton SQP methods. Theorem 6.1 extends
this characterization for the composite problem (1.1).
One can also find similar results for generalized equations in [8, Theorem 6E.3]. There
are, however, three important differences between Theorems 6.1 and 6.2 and those in [8,
Chapter 6] applied to the generalized equation (5.1). First, [8, Theorem 6E.3] utilizes the
isloated calmness of the solution mapping S from (3.9), which is strictly stronger than
the noncriticality assumption exploited in Theorem 6.2. In fact, while the former requires
the uniqueness of Lagrange multipliers, the latter does not demand such a restriction
on the Lagrange multiplier set Λ(x¯). Second, the imposed Dennis-More´ condition in [8,
Theorem 6E.3] can be formulated for (5.1) as(∇2xxL(xk, λk)−Hk)(xk+1 − xk) = o(‖xk+1 − xk‖), (6.7)
which clearly implies the Dennis-More´ condition (1.4). Finally, [8, Theorem 6E.3] provides
necessary and sufficient conditions – not a characterization – for the primal-dual superlin-
ear convergence of the quasi-Newton SQP method. In contrast, Theorem 6.1 achieves a
characterization of the primal superlinear convergence of the latter method without requir-
ing the uniqueness of Lagrange multipliers, assumed in [8]. Note that results as [8, The-
orem 6E.3] for the composite problem (1.1) can be derived using Theorem 3.6 without
assuming the uniqueness of Lagrange multipliers and do not require the sharper primal
estimates that were established in Theorems 4.1 and 4.2.
(b) For the basic SQP method, namely when the matrices Hk are chosen as (1.3), it follows
from Theorem 6.1 that the second-order sufficient condition (3.22) and Λ(x¯) = {λ¯}, being
equivalent to the dual condition (3.26) by Proposition 3.10, ensures the existence of a
primal-dual sequence {(xk, λk)}k∈IN that converges to (x¯, λ¯). Observe also that the Dennis-
More´ condition (1.4) automatically holds for this choice of Hk. Combining these ensures
the primal superlinear convergence of the basic SQP method for (1.1) with Θ = IRn under
these two assumptions.
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Note that [8, Theorem 6E.3] was used recently by Burke and Engle in [5, Theorem 5.2] for
the composite problem (1.1) with Θ = IRn to derive a primal-dual superlinear convergence of
the quasi-Newton SQP method by assuming the condition (6.7) and the isolated calmness of
the solution mapping S from (3.9)– the authors in [5] assumed the strong metric subregularity
of the mapping G from (3.4), which is equivalent to the isolated calmness of S since S = G−1.
Below we show that the later condition can be weakened to the noncriticality assumption, a
condition that does not necessarily yield the uniqueness of Lagrange multipliers.
Theorem 6.4 (primal superlinear convergence under noncriticality). Let (x¯, λ¯) be a solution
to the KKT system (2.14), let {Hk}k∈IN be a sequence of n × n symmetric matrices and let
{(xk, λk)}k∈IN be constructed via Algorithm 5.3. Assume further that the sequence {(xk, λk)}k∈IN
converges to (x¯, λ¯) as k → ∞. If λ¯ is a noncritical Lagrange multiplier for the KKT system
(2.14) and if (6.7) is satisfied, then the rate of convergence of the primal sequence {xk}k∈IN is
superlinear.
Proof. This can be justified using a similar argument as the proof of Theorem 6.1(a) by
replacing the estimate (4.1) with (3.11). It is important to mention that in this case, the
condition (6.7) forces the vector vk+1 in (6.2) converge to 0 and so the assumption Θ = IR
n in
Theorem 6.1(a) can be dropped.
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