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ABSTRACT
Distribution networks are undergoing unprecedented challenges originated from the
large-scale adoption of distributed energy resources, price responsive demand, electric stor-
age resources, electric vehicles, etc. Power system analysis techniques such as Load Flow
(LF) and Optimal Power Flow (OPF) are necessary to ensure secure and optimal operation
in an increasingly active, distributed, and dynamic distribution grid operation. This dis-
sertation presents robust and computationally efficient solution techniques for LF and OPF
problems.
In the first part of this dissertation, we utilize Riemannian optimization and present two
solution methods. The first solution method is applicable to the LF problem and is shown to
fall into the category of Riemannian approximate Newton methods, which guarantees de-
scent at each iteration while maintaining a local superlinear convergence rate. The second
solution method is a Riemannian Augmented Lagrangian Method (RALM) which applies
to the OPF problem. The proposed solution approach exploits the geometrical properties
of the power flow equations and ensures the physical feasibility of the solution. Computa-
vi
tional experiments on several distribution networks provide encouraging results in terms of
solution quality and speed.
The second part of this dissertation employs Holomorphic embedding methods and
presents two LF solution techniques. The first solution technique improves the computa-
tional efficiency of the Holomorphic Embedding Load flow Method (HELM). Numerical
experimentation demonstrates overall time savings of up to 30% on IEEE radial distribution
test cases. The second solution technique extends HELM to three-phase distribution net-
works with a generic topology and wye/delta connected ZIP load models. We demonstrate
the efficacy of the proposed method through numerical results.
The third part of this dissertation is focused on exploiting the existing network infras-
tructure to improve the system operation. We present an optimal line switching and bus
splitting heuristic considering AC and N-1 contingency constraints and apply the proposed
method to several IEEE standard test networks. We also provide directions for possible ex-
tensions to distribution networks. The proposed method identifies a network topology that
reduces the operation cost while maintaining AC feasibility and initial system reliability
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Distribution networks are undergoing unprecedented challenges originated from the large-
scale adoption of distributed energy resources, price responsive demand, electric storage
resources, electric vehicles, etc. Over-voltage/under-voltage, overload, and reverse power
flow are among the issues distribution system operators are concerned about. The distri-
bution automation is, however, envisioned to address the issues with the deployment of
measurement, communication, and control devices. A large quantity of data, for instance,
would be provided by the automatic measurement infrastructure (AMI) to improve the sys-
tem operation. Power system analysis techniques such as load flow (LF) and optimal power
flow (OPF) are also necessary to ensure secure and optimal operation in an increasingly ac-
tive, distributed and dynamic distribution grid operation.
Applying Kirchhoff’s laws to a power network results in a set of nonlinear LF equations
whose solution yields the steady-state grid condition, e.g., voltages and power flows. Nu-
merical iterative methods such as the traditional Newton-Raphson method are extensively
applied to the nonlinear AC LF equations to obtain the root, i.e., the LF solution. While the
traditional Newton-Raphson (NR) method in polar coordinates [Tinney and Hart, 1967] and
their approximation variants, e.g., Fast Decoupled method [Stott and Alsac, 1974], are typi-
cally employed in transmission networks, they are not as robust and efficient in distribution
networks that unlike transmission systems are characterized with radial or weakly meshed
2
structure, high R/X ratios and unbalanced three phase operation caused by non-transposed
conductors, single or two-phase laterals and unbalanced loads. Methods based on current
injection calculation, such as the backward-forward sweep (BFS) [Shirmohammadi et al.,
1988] and the implicit Z-Bus (IZB) [Chen et al., 1991b]- [Bazrafshan and Gatsis, 2018]
have proven to be more successful in distribution networks. Although the literature on
LF solution methods is rich and LF can be found on practically every textbook on power
systems analysis, there is no comprehensive survey of LF methods on power distribution
systems in the literature.
Recently, there has been a refreshed interest in studying LF solution methods in radial
distribution systems, with several studies especially focusing on when iterative solution
methods can find a solution and when that solution is unique [Bolognani and Zampieri,
2016, Wang et al., 2017, Wang et al., 2018, Bernstein et al., 2018, Dvijotham et al., 2017].
Unlike the iterative solution methods, the non-iterative Holomorphic Embedding Load flow
Method (HELM) proposed in [Trias, 2012] provides interesting convergence properties.
First, HELM promises to find the practical high-voltage LF solution, if it exists. Second,
it unequivocally signals non-existence if such solution does not exist. Despite the theo-
retically attractive properties of HELM, it is believed to be computationally expensive as
it requires solving the recursive solution of a set of linear equations. In fact, [Rao et al.,
2016] shows worse performance compared to NR for transmission systems. The perfor-
mance of HELM in distribution networks has not, however, been thoroughly investigated
in the literature.
Interestingly, the LF problem can also be posed as a convex optimization problem; see,
e.g., the approach in [Jabr, 2006] that models the LF problem in a radial network as a conic
programming problem by relaxing (non-convex) equality constraints to (convex) inequal-
ities. Recently, convex relaxation techniques have been widely applied to the non-convex
OPF problem [Low, 2014] as well, among which the Second Order Cone Programming
3
(SOCP) relaxation [Farivar and Low, 2013] is the method of choice for radial distribution
networks. However, this relaxation is exact only when certain conditions ( [Farivar et al.,
2011] [Bose et al., 2011] [Gan et al., 2012] [Lavaei et al., 2014] [Gan et al., 2015] [Huang
et al., 2017] [Nick et al., 2018]) are satisfied, thereby occasionally providing solutions that
do not satisfy the underlying physics of the network.
The original LF problem, formulated as an equality-constrained optimization prob-
lem in Euclidean space, can be reformulated as an equivalent unconstrained optimization
problem whose search space is a Riemannian manifold. Riemannian optimization tech-
niques such as the Riemannian gradient descent, Riemannian Newton’s method, Rieman-
nian Trust-Region method, etc. can be employed to solve such problem. Riemannian
optimization on smooth manifolds [Absil et al., 2008], has recently received considerable
attention with several applications in, e.g., low-rank matrix completion [N. Boumal and
P.-A. Absil, 2011], [L. Cambier and P. Absil, 2016], system identification [Usevich and
Markovsky, 2014], port-Hamiltonian systems [Sato, 2018]. Applications of Riemannian
optimization to engineering problems, e.g., the LF and OPF problem, have been limited,
in part due to its reliance on differential geometry (not regularly used in the engineering
practice) and the difficulty in finding a retraction on a potentially non-standard manifold.
There is a necessity for developing computationally efficient and robust LF and OPF
solution techniques for distribution grids to optimize the network operation in presence of
distributed energy resources. HELM is a promising solution technique for solving the LF
problem but is expected to be computationally demanding. In addition, modeling equip-
ment within HELM should be carefully done to maintain its desirable convergence proper-
ties. Riemannian optimization is another promising approach that has not been investigated
as a solution technique in power system studies. This dissertation employs HELM and Rie-
mannian optimization to develop improved LF and OPF solution techniques.
4
1.2 Objectives
The objective of this dissertation is to address the following questions:
1. How can we employ Riemannian optimization to design improved LF and OPF so-
lution methods for radial distribution networks?
2. Can we develop more accurate linearized LF methods for radial distribution net-
works?
3. Can we develop an LF solution method for distribution grids that combines compu-
tational efficiency of BFS with desirable convergence characteristics of HELM?
4. Can voltage-dependent ZIP load models be accurately modeled within HELM for
three phase unbalanced distribution networks?
5. How can we exploit the existing network infrastructure, e.g., network topology, to
improve the system operation?
Our goal is to answer such questions by drawing inspiration from the fields of com-
plex analytic functions and differential geometry. We employ Riemannian optimization to
provide robust and computationally efficient LF and OPF solution techniques. We present
an LF solution technique for radial and weakly meshed distribution networks that com-
bines the computational efficiency of BFS with desired convergence properties of HELM.
We also extend HELM to three phase power distribution systems with ZIP load models.
Furthermore, we employ network topology optimization to improve the system operation.
This dissertation is divided into four parts:
1. Riemannian Optimization: We present the first application of Riemannian opti-
mization to power networks that yields an exact (not approximate) LF solution. The
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proposed method comes with a convergence guarantee, managing to find LF solu-
tions in cases where NR and BFS fail (they diverge), with arguably comparable per-
formance. In addition, we present an OPF solution technique using a Riemannian
Augmented Lagrangian Method (RALM) which is shown to be computationally ef-
ficient as it exploits the underlying geometry of LF equations.
2. Holomorphic Embedding Load flow Method (HELM): We present modifications
to improve the computational performance of HELM in solving the LF problem of
distribution networks. In addition, we present an LF solution method employing
holomorphic embedding for three phase power distribution networks incorporating
an accurate representation of ZIP load models.
3. Topology Control: We present how the existing network infrastructure could be
employed in a power network to improve the system operation. Although the pro-
posed method is applied to a transmission system, we elaborate on similar control
capabilities to improve the system operation in a distribution grid.
4. Survey of Existing LF Solution Methods: We present a comprehensive survey of
existing LF solution methods on distribution networks including Gauss-Seidel (GS),
Newton-Raphson (NR), Implicit Z-Bus (IZB), Backward-Forward Sweep (BFS), the
so-called Direct Method, convex relaxation, holomorphic embedding, and linear ap-
proximations.
1.3 Related Work
Taking advantage of the radial structure of distribution systems, the backward-forward
sweep (BFS) algorithm of [Shirmohammadi et al., 1988] and the direct approach of [Teng,
2003] are well-known for their computational efficiency. Both methods, however, do
not guarantee finding the solution when it exists. In particular, [de Araujo et al., 2010]
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and [de Araujo et al., 2018] demonstrate divergence issues of BFS and a better performance
by a variant of NR, known as the current injection method (CIM), in presence of constant
impedance loads and under high loading conditions. Nevertheless, the convergence of NR-
based methods is problematic, as well. They depend strongly on initialization, and they do
not guarantee, in general, convergence to the correct solution. Moreover, divergence in the
aforementioned methods is neither a necessary nor a sufficient condition for the solution’s
non-existence.
Aiming at addressing these issues, [Trias, 2012] proposes the Holomorphic Embedding
Load flow Method (HELM) that employs analytic continuation of complex analytic func-
tions. Analytic continuation methods, e.g., Padé approximants representing nodal voltage
functions in HELM, can evaluate a function beyond the radius of convergence of its re-
spective power series. Using diagonal or near-diagonal Padé approximants, which provide
maximal analytic continuation, ensures the theoretical convergence of HELM. More specif-
ically, HELM promises to find a solution, if it exists. Further, it identifies the non-existence
of a solution by detecting oscillations in the Padé approximant sequence. Despite the theo-
retically attractive properties of HELM, it is believed to be computationally expensive as it
requires solving the recursive solution of a set of linear equations to obtain the coefficients
of the voltage power series, followed by another set of linear equations, solved to obtain
the coefficients of Padé approximants. In fact, [Rao et al., 2016] shows worse performance
compared to NR for transmission systems.
HELM has received considerable attention in the literature. In particular, some refer-
ences present equipment models to be incorporated within HELM, e.g., see [Subramanian
et al., 2013]- [Rao et al., 2016] for treatment of PV nodes, [Liu et al., 2019a] for remote
voltage control, [Basiri-Kejani and Gholipour, 2017] for modeling thyristor-based FACTS
controllers, and [Singh and Tiwari, 2019] for modeling STATCOM. A group of other ref-
erences present HELM applications, e.g., see probabilistic power flow analysis [Liu et al.,
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2018a], voltage stability assessment [Liu et al., 2018b], [Yao et al., 2019], [Chevalier and
Hines, 2019], network reduction [Zhu et al., 2018], locating multiple power flow solu-
tions [Wu and Wang, 2019], line outage distribution factors [Yao and Qiu, 2020], and dy-
namic simulation [Yao et al., 2020]. Others extend HELM to solve the load flow problem
of DC power transmission systems [Trias and Marín, 2016], single phase distribution net-
works [Heidarifar et al., 2019], three phase distribution systems [Sun et al., 2018, Keihan
Asl et al., 2019], and AC/DC hybrid power systems [Zhao et al., 2020].
An important modeling aspect in power distribution networks is the presence of voltage-
dependent loads (constant power, constant current and constant impedance) — known as
ZIP load models in the literature. The original HELM presented in [Trias, 2012] considers
constant power and constant current load models for single phase networks. The current
injection in the constant current load model of [Trias, 2012] is voltage independent and
as a result does not maintain the constant power factor of the load typically assumed in
constant current load models. Modeling the voltage-dependence of constant current load
models within the holomorphic embedding framework has not, however, been thoroughly
investigated in the literature. We note that a first attempt is made by [Baghsorkhi and
Suetin, 2016] for single phase networks.
There are not many research work in the literature investigating the performance of
HELM on three phase power systems. To the best of our knowledge, [Keihan Asl et al.,
2019]- [Sun et al., 2018] are the only works in the literature presenting HELM for three
phase power distribution systems. The HELM provided in [Keihan Asl et al., 2019] as-
sumes wye-connected loads with constant power and constant current models. [Sun et al.,
2018] provides a HELM formulation for three phase distribution systems where ZIP load
model is assumed for wye-connected loads, whereas constant power load model is con-
sidered for delta connections. The constant current load modeling approach in [Sun et al.,
2018] is based on the work in [Baghsorkhi and Suetin, 2016], which although accurate for
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single phase networks, may not satisfy the necessary holomorphicity requirements for three
phase systems.
Apart from the widely applicable Newton’s method (a.k.a. the Newton-Raphson method
in the power systems literature), and several customized LF numerical methods (e.g., [Shir-
mohammadi et al., 1988] [Chen et al., 1991b] [da Costa et al., 1999] [Teng, 2003]), the LF
problem can be posed as a convex optimization problem; see, e.g., the approach in [Jabr,
2006] that models the LF problem in a radial network as a conic programming problem
by relaxing (non-convex) equality constraints to (convex) inequalities. Recently, convex
relaxation techniques have been widely applied to the OPF problem [Low, 2014]. Such
approaches, however, do not guarantee that the relaxed solution, in general, satisfies the LF
equations, i.e., the main physical constraints of the network.
Interestingly, the original LF problem posed as an equality-constrained optimization
problem in Euclidean space can be reformulated to an equivalent unconstrained optimiza-
tion problem whose search space is a Riemannian manifold, which, in turn, can be solved
with Riemannian optimization methods that have extended traditional optimization meth-
ods — e.g., the unconstrained (Riemannian) Gradient Descent, Newton’s, trust region
and approximate Newton methods in [Absil et al., 2008], (Riemannian) Stochastic Gra-
dient Descent in [Bonnabel, 2013], and the (Riemannian) consensus method [Tron et al.,
2013]. Riemannian optimization on smooth manifolds [Absil et al., 2008], has recently
received considerable attention with several applications in, e.g., low-rank matrix comple-
tion [N. Boumal and P.-A. Absil, 2011], [L. Cambier and P. Absil, 2016], system identifica-
tion [Usevich and Markovsky, 2014], port-Hamiltonian systems [Sato, 2018]. Applications
of Riemannian optimization to engineering problems have been limited, in part due to its
reliance on differential geometry (not regularly used in the engineering practice) and the
difficulty in finding a retraction on a potentially non-standard manifold — e.g., [Douik and
Hassibi, 2019] introduces new manifolds for a special class of problems involving multi-
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dimensional probability distribution functions.
In the context of LF and OPF problems, [Bolognani and Dörfler, 2015] was the first to
introduce the notion of a power flow manifold presenting several LF approximations using
the concept of a tangent space. The power flow manifold describes the LF equations of a
power network with a general (radial or meshed) topology, and the tangent space around a
flat start solution, which is a point on the power flow manifold, is presented as the best lin-
ear approximation to the LF equations. The proposed linear approximant in [Bolognani and
Dörfler, 2015] reduces to a DC LF model assuming zero shunt admittances and purely in-
ductive lines. Employing the approximate LF technique developed in [Bolognani and Dör-
fler, 2015], [Hauswirth et al., 2017] presents an online OPF technique using a discrete-time
projected gradient descent scheme. A continuous-time counterpart of [Hauswirth et al.,
2017] is found in [Hauswirth et al., 2016]. Note that the approach taken by [Bolognani and
Dörfler, 2015] [Hauswirth et al., 2017] [Hauswirth et al., 2016] does not include a mapping
of the solution from the tangent space to the manifold — a.k.a. a retraction in the Rie-
mannian optimization literature — thus yielding an approximate (or sub-optimal) solution,
which does not in general satisfy the LF equations. To the best of our knowledge, there
exists no exact LF solution method in the literature using Riemannian optimization.
We also note that for radial distribution networks, the well-known branch flow model
[Baran and Wu, 1989c] — a.k.a. the DistFlow model provides LF equations considering
the magnitudes of the voltages and currents; voltage angles can be recovered by the LF
solution. The branch flow model has been recently included into an OPF setting [Farivar
and Low, 2013], resulting in a non-convex optimization problem, due to a (non-convex)
quadratic equality constraint, which when relaxed to a second order cone (convex) inequal-
ity constraint yields a convex Second Order Cone Programming (SOCP) problem.
Under certain conditions, the SOCP relaxation of OPF is exact, i.e., the relaxation ob-
tains a global optimal solution to the originally non-convex OPF problem. We categorize
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these conditions as follows:
1. Objective function conditions: These conditions require the objective function to be
convex, strictly increasing in line losses, non-increasing in loads, independent of
complex flows [Farivar and Low, 2013], and strictly increasing in power injections
[Lavaei et al., 2014, Zhang and Tse, 2013, Li et al., 2012].
2. Optimality conditions: These conditions require that at optimality there is no reverse
flow [Li et al., 2012], no simultaneous active and reactive reverse flow [Huang et al.,
2017], no binding upper bounds on voltage magnitudes [Li et al., 2012, Gan et al.,
2012], and no binding upper bounds on real and reactive power injections [Lavaei
et al., 2014, Farivar et al., 2011, Farivar and Low, 2013, Zhang and Tse, 2013, Bose
et al., 2011, Sojoudi and Lavaei, 2012]. Besides, [Lavaei et al., 2014] requires suffi-
ciently small voltage angle difference across each line.
We also note that an approximate linear LF model originating from the branch flow
model, namely the simplified DistFlow model — a.k.a. the LinDistFlow model, was pro-
posed in [Baran and Wu, 1989a] [Baran and Wu, 1989b], and has also been employed in
approximate OPF settings. It is also shown that the linear approximant in [Bolognani and
Dörfler, 2015] yields the LinDistFlow model, assuming zero shunt admittances and using a
nonlinear change of coordinates motivated by the fact that the basic LF equations are purely
quadratic in the voltage magnitudes. In fact, the obtained LinDistFlow solution seems to
improve the quality of the linear approximant in [Bolognani and Dörfler, 2015].
Network reconfiguration is a key tool in distribution network planning and operation.
The main goals of network reconfiguration in distribution systems are reducing active
power losses [Civanlar et al., 1988], relieving line/transformer overloads, improvement of
voltage profiles, and enhancing the system reliability. As distribution networks are usually
operated in a radial fashion, maintaining the radial topology of the system is typically im-
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posed as a constraint. Normally-closed and normally-open switches are two typical switch
types found in primary distribution networks, whose open/close status is determined in a
way to optimize an objective while maintaining the radial topology of the system.
[Siti et al., 2007] considers the problem of network reconfiguration, load balanc-
ing in a low-voltage feeder, and phase balancing in a medium-voltage distribution net-
work. [Bernardon et al., 2010] presents a solution algorithm for the network reconfigura-
tion problem with two objectives: reducing power losses and improving system reliability.
The resulting problem is solved using a fuzzy multi criteria decision making algorithm.
Considering load uncertainty, a two-stage robust optimization model is proposed in [Lee
et al., 2015] to solve the distribution network reconfiguration problem.
Given the rise in the penetration of Distributed Energy Resources (DERs) in power
distribution systems, some research studies consider distribution network reconfiguration
as a tool to increase the hosting capacity in power distribution systems [Liu and Chiang,
2017,Fu and Chiang, 2018]. The authors in [Liu et al., 2019b] present a solution algorithm
with AC optimal power flow to solve the problem of co-optimizing the distribution network
topology and the dispatch of DERs and voltage regulators.
1.4 Organization and Highlights of Results
This dissertation is organized as follows.
Chapter 2: Application of Riemannian Optimization to LF Problem
In this chapter, we introduce a novel Riemannian optimization approach to the LF problem
in radial distribution networks, employing the branch flow model. Our proposed method is
shown to fall into the category of Riemannian approximate Newton methods, and guarantee
descent at each iteration while maintaining a local superlinear convergence rate. Extensive
numerical results illustrate that the proposed method outperforms other Riemannian opti-
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mization methods, namely the Riemannian Gradient Descent and the Riemannian Newton’s
method, and that it achieves comparable performance with the NR method. Also, we ob-
serve that the first iteration of the proposed method yields an approximate LF solution that
is of higher quality (by at least two orders of magnitude) compared with other linear LF
approximants. Lastly, we presented an interesting comparison with the well-known BFS
method, illustrating that while both methods essentially stay on the manifold, they move
along different directions.
Chapter 3: OPF in Radial Distribution Networks Using Riemannian Optimization
In this chapter, we formulate the OPF problem in radial distribution networks as a Rie-
mannian optimization problem with additional equality/inequality constraints. We present
a Riemannian Augmented Lagrangian Method (RALM) to solve the resulting optimization
problem. The proposed solution approach exploits the geometrical properties of the power
flow equations and ensures the physical feasibility of the solution. Computational exper-
iments on several distribution networks provide encouraging results in terms of solution
quality and speed.
Chapter 4: Efficient HELM for Distribution Networks
In this chapter, we exploit the radial and weakly meshed structure of distribution networks
and present two modifications (S-HELM and D-HELM) that improve the computational
performance of HELM while maintaining its promising theoretical convergence guaran-
tees. S-HELM employs the BFS algorithm and is suitable for radial networks. D-HELM
uses the so-called direct approach and can be applied to both radial and weakly meshed
networks. Numerical experimentation demonstrates overall time savings of up to 30% on
IEEE radial distribution test cases. Furthermore, the proposed HELM modifications are
shown to be robust against different loading types and conditions.
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Chapter 5: Three Phase HELM with ZIP Load Models for Distribution Networks
In this chapter, we provide a HELM formulation for unbalanced three phase distribution
systems with ZIP loads and wye and delta connections. Compared to the existing litera-
ture, the proposed method preserves the attractive convergence properties of HELM while
accurately modeling different types of loads commonly seen in distribution networks. Sim-
ulation results demonstrate the efficacy of the proposed method compared with the existing
research work. In particular, we show that the existing holomorphic embedding methods
fail to converge to the correct load flow solution in presence of considerably large constant
current loads. In addition, we demonstrate that the implicit Z-Bus method, as a popular LF
solver in distribution networks, may fail to converge to a solution in certain high constant
current load conditions whereas the proposed HELM manages to find an LF solution.
Chapter 6: A Network Topology Optimization Heuristic with AC and N-1 Constraints
In this chapter, an optimal transmission line switching and bus splitting heuristic is pro-
posed that includes AC and N-1 contingency constraints. The proposed method identifies
a network topology that reduces the operation cost while maintaining AC feasibility and
initial system reliability level in the sense of N-1 contingency requirements. Following an
initial pre-screening to find candidate substations, a two-level solution technique is em-
ployed in which the upper level is a master problem formulated as an MISOCP problem,
which identifies line switching and bus splitting actions. The lower level checks for AC
feasibility and N-1 contingency requirements. Simulation results on several IEEE test sys-
tems demonstrate that (1) bus splitting is a powerful tool in relieving network congestion,
(2) the potential cost savings depend highly on the operating (loading) conditions and net-
work parameters, and (3) DCOPF-based pre-screening step may occasionally fail to iden-
tify candidate busses/lines that relieve transmission line thermal congestion. Although the




This chapter summarizes the results of this thesis and outlines future research directions.
Appendix: A Survey of LF Solution Methods in Distribution Networks
In the appendix, we provide a comprehensive review of the existing LF solution meth-
ods for distribution networks. The LF solution methods surveyed include Gauss-Seidel
(GS), Newton-Raphson (NR), Implicit Z-Bus (IZB), Backward-Forward Sweep (BFS), the
so-called Direct Method, convex relaxation, holomorphic embedding, and linear approxi-
mations. We present pros and cons of each method when applied to distribution networks.
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Chapter 2
Application of Riemannian Optimization to LF
Problem of Radial Distribution Feeders
The Load Flow (LF) equations in power networks are the foundation of several applications
on active and reactive power flow control, distributed and real-time control and optimiza-
tion. In this chapter, we formulate the LF problem in radial electricity distribution net-
works as an unconstrained Riemannian optimization problem, consisting of two manifolds,
and we consider alternative retractions and initialization options. We introduce a Rieman-
nian approximate Newton method tailored to the LF problem, as an exact solution method
guaranteeing monotonic descent and local superlinear convergence rate. Extensive numer-
ical comparisons on several test networks illustrate that the proposed method outperforms
standard Riemannian optimization methods (Gradient Descent, Newton’s), and achieves
comparable performance with the traditional Newton-Raphson method (in Euclidean coor-
dinates), albeit besting it by a guarantee to convergence. We also consider an approximate
LF solution obtained by the first iteration of the proposed method, and we show that it
significantly outperforms other approximants in the LF literature. Lastly, we derive an in-
teresting analogy with the well-known Backward-Forward Sweep (BFS) method showing
that BFS iterations move on the power flow manifold, and highlighting the advantage of




Applying Kirchhoff’s laws to a power network results in a set of nonlinear Load Flow
(LF) equations whose solution yields the steady-state grid condition [Groß et al., 2018]
and is obtained by numerical solution of non-linear systems. A fast, efficient, and scal-
able LF solution method is the foundation in several recent works on load-side frequency
control [Wang et al., 2019], reactive power control [Arnold et al., 2016], [Bolognani et al.,
2015], robust state estimation [Jin et al., 2019], distributed control of multiple photovoltaic
generators [Kim et al., 2016] and real-time optimization [Zhang and Papachristodoulou,
2015], which aim at facilitating the transition to an increasingly active, distributed and dy-
namic power system. In distribution networks, which are typically operated in a radial
configuration, besides the widely applicable Newton’s method in Euclidean coordinates —
a.k.a. the Newton-Raphson (NR) method — there exist several, customized, LF numerical
methods, e.g., the Backward-Forward Sweep (BFS) [Shirmohammadi et al., 1988], the im-
plicit Z-bus [Chen et al., 1991b], the current injection method [da Costa et al., 1999], the
direct method [Teng, 2003], and the holomorphic embedding method (HELM) [Heidarifar
et al., 2019]. Furthermore, the LF problem can also be posed as a convex optimization
problem; see, e.g., the approach in [Jabr, 2006] that models the LF problem in a radial
network as a conic programming problem by relaxing (non-convex) equality constraints
to (convex) inequalities. Recently, convex relaxation techniques have been widely applied
to the OPF problem [Low, 2014]. Such approaches, however, do not guarantee that the
relaxed solution, in general, satisfies the LF equations, i.e., the applicable laws of physics.
Interestingly, the original LF problem posed as an equality-constrained optimization
problem in Euclidean space can be reformulated to an equivalent unconstrained optimiza-
tion problem whose search space is a Riemannian manifold, which, in turn, can be solved
with Riemannian optimization methods that have extended traditional optimization meth-
ods — e.g., the unconstrained (Riemannian) Gradient Descent, Newton’s, trust region
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and approximate Newton methods in [Absil et al., 2008], (Riemannian) Stochastic Gra-
dient Descent in [Bonnabel, 2013], and the (Riemannian) consensus method [Tron et al.,
2013]. Riemannian optimization on smooth manifolds [Absil et al., 2008], has recently
received considerable attention with several applications in, e.g., low-rank matrix comple-
tion [N. Boumal and P.-A. Absil, 2011], [L. Cambier and P. Absil, 2016], system identifica-
tion [Usevich and Markovsky, 2014], port-Hamiltonian systems [Sato, 2018]. Applications
of Riemannian optimization to engineering problems have been limited, in part due to its
reliance on differential geometry (not regularly used in the engineering practice) and the
difficulty in finding a retraction on a potentially non-standard manifold — e.g., [Douik and
Hassibi, 2019] introduces new manifolds for a special class of problems involving multi-
dimensional probability distribution functions.
In the power systems literature, [Bolognani and Dörfler, 2015] was the first to introduce
the notion of a Power Flow (PF) manifold presenting several LF approximations using the
concept of a tangent space. The PF manifold describes the LF equations of a power network
with a general (radial or meshed) topology, and the tangent space around a flat start solution,
which is a point on the PF manifold, is presented as the best linear approximation to the
LF equations. The proposed linear approximant in [Bolognani and Dörfler, 2015] reduces
to a DC LF model assuming zero shunt admittances and purely inductive lines. Employing
the approximate LF technique developed in [Bolognani and Dörfler, 2015], [Hauswirth
et al., 2017] presents an online OPF technique using a discrete-time projected gradient
descent scheme. A continuous-time counterpart of [Hauswirth et al., 2017] is proposed
in [Hauswirth et al., 2016]. Note that the approach taken by [Bolognani and Dörfler, 2015],
[Hauswirth et al., 2017], [Hauswirth et al., 2016], does not include a retraction of the
solution from the tangent space to the manifold thus obtaining an interim approximate
solution; it then relies on the physical system to obtain a mapping on the manifold.
Focusing on radial distribution networks, we employ the well-known Branch Flow
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Model (BFM) [Baran and Wu, 1989c] —a.k.a. the DistFlow model— which uses the volt-
age and current squared magnitudes; angles can be recovered by the LF solution. The
BFM has been recently included into an OPF setting [Farivar and Low, 2013], resulting in
a non-convex optimization problem, due to a quadratic equality constraint, which, when re-
laxed to a convex inequality constraint, yields a Second Order Cone Programming (SOCP)
problem. However, this relaxation is exact only when certain conditions are met, [Farivar
et al., 2011], [Bose et al., 2011], [Lavaei et al., 2014], [Gan et al., 2015], [Huang et al.,
2017], [Nick et al., 2018], and may occasionally provide solutions that do not satisfy the
LF equations. A linear LF model originating from the BFM, namely the simplified Dis-
tFlow model —a.k.a. the LinDistFlow model— which was proposed in [Baran and Wu,
1989a], [Baran and Wu, 1989b], has also been employed in approximate OPF settings.
In fact, the LinDistFlow solution seems to improve the quality of the linear approximant
in [Bolognani and Dörfler, 2015]; the latter becomes equivalent with the former, assuming
zero shunt admittances and using a nonlinear change of coordinates motivated by the fact
that the basic LF equations are purely quadratic in the voltage magnitudes. A linear ap-
proximation to LF equations in rectangular coordinates tailored to distribution networks is
presented in [Dhople et al., 2015].
To the best of our knowledge, the proposed method is the first application of Rieman-
nian optimization that yields an exact (not approximate) LF solution. We acknowledge that
computation times of state-of-the-art LF solution methods, e.g., BFS and NR, are usually
low, and indeed the proposed method adds yet another tool to an arguably rich LF solu-
tion method toolset. However, the proposed method comes with a convergence guarantee,
managing to find LF solutions in cases where NR and BFS fail (they diverge), with ar-
guably comparable performance. Furthermore, apart from targeting the LF problem, our
aim is also to set the stage for future applications of Riemannian optimization to the more
involved OPF problem, and leverage the findings of this work.
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Our contributions are as follows. First, we formulate the radial network BFM as an
unconstrained Riemannian optimization problem, for which we propose alternative mani-
folds, retractions, and initializations. Second, we introduce an exact LF solution method,
and show it belongs to the Riemannian approximate Newton methods with local superlin-
ear convergence rate. In particular, we show that the search direction is gradient-related
and that by employing the Armijo’s rule, which only accepts a step yielding an objec-
tive decrease, descent is guaranteed at each iteration. We note that although the proposed
Riemannian approximate Newton method is tailored to the LF problem, it is also appli-
cable to problems with similar manifold structures. Third, we show through extensive
numerical comparisons on several test networks that the proposed approximate Newton
method outperforms in terms of computational effort other Riemannian optimization meth-
ods, namely the Riemannian Gradient Descent and the Riemannian Newton’s methods, and
achieves comparable performance with the NR method, while performing seamlessly in ill-
conditioned cases where NR is known to face convergence difficulties. Fourth, we illustrate
that the first iteration of the proposed method —considered as an approximate solution to
the LF problem— outperforms in terms of accuracy approximate solution methods in the
LF literature ( [Bolognani and Dörfler, 2015], [Dhople et al., 2015], and the LinDistFlow
solution). Fifth, we present an interesting comparison with the BFS method, which shows
that while both methods stay on the PF manifold at each iteration, they move along differ-
ent directions. We also highlight that although our method may prove slower under low to
medium loading factors, it succeeds in converging under high constant impedance loading
conditions, whereas BFS may fail.
The remainder of the chapter is organized as follows. In Section 2.2, we briefly review
concepts from Riemannian optimization. In Section 2.3, we formulate the LF problem as
an unconstrained Riemannian optimization problem, and we propose alternative retractions
and initializations. In Section 2.4, we introduce the proposed Riemannian approximate
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Newton method. In Section 2.5, we present extensive numerical comparisons on several
test distribution networks. Finally, in Section 2.6, we conclude and provide directions for
further research. To improve the readability, all proofs are moved to an Appendix.
2.2 Riemannian Optimization
In this section, we provide a brief overview in the context of manifolds and Riemannian
optimization; for a detailed exposition, we refer to [Tu, 2011] and [Absil et al., 2008].
Consider the set described by M = {x∈Rn|h(x) = 0}, where h : Rn 7→Rm is a smooth
map with m≤ n. Then, M is a smooth manifold of dimension n−m of Rn [Boumal et al.,
2018]. A Riemannian optimization problem is described as minx∈M f (x), where x is a
vector of (unknown) variables on the manifold, and f (x) : M 7→ R a smooth real-valued
function. Analogous to the concept of locally approximating a function by its derivative,
the notion of tangent space, TxM , is defined for every point x ∈M to locally approximate
the manifold around x. TxM is a vector space expressed by:
TxM = {ξ ∈ Rn : Dh(x)[ξ] = 0}, (2.1)
where Dh(x) denotes the differential of h at x. The tangent space generalizes the concept
of the directional derivative as represented by the term Dh(x)[ξ], i.e., the derivative of h at
x along direction ξ. Point x is translated as the center or zero vector in TxM , and any ξ sat-
isfying (2.1) is called a tangent vector [Absil et al., 2008]. The direction and length in TxM
are introduced by a Riemannian metric expressed by the classical dot product 〈., .〉, turning
M into a Riemannian manifold of the Euclidean space Rn. The Riemannian gradient of
the smooth mapping f at x ∈M is the unique tangent vector denoted by grad f (x) ∈ TxM
that satisfies [Absil et al., 2008, Eq. 3.31]:
〈grad f (x),ξ〉= D f (x)[ξ], ∀ξ ∈ TxM .
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We define f̄ (x) := f (x) : Rn 7→ R — note the difference in the domain, which is extended
to include the Euclidean space Rn— and denote the classical (Euclidean) gradient of f̄ at x
by Grad f̄ (x).
Definition 1. The Riemannian gradient of the smooth mapping f at x ∈M is the orthogo-
nal projection of Grad f̄ (x) to the tangent space, denoted by [Absil et al., 2008, Eq. 3.37]:
grad f (x) = ΠxGrad f̄ (x), (2.2)





where In is the n×n identity matrix [Strang, 2006].
Definition 2. [Absil et al., 2008, Def. 5.5.1 and Eq. 5.15] The Riemannian Hessian of the
smooth mapping f at x ∈M is the linear mapping hess f (x) of TxM into itself defined as:
hess f (x)[ξ] = ∇ξgrad f (x) = ΠxDgrad f (x)[ξ], (2.4)
for all ξ ∈ TxM , where Dgrad f (x)[ξ] denotes the directional derivative of the Riemannian
gradient along ξ, and ∇ denotes the Riemannian connection on M .
Definition 3. [Absil et al., 2008, Def. 4.1.1] A retraction at a point x ∈M is a smooth
mapping denoted by Rx : TxM 7→M that satisfies: (1) Rx(0x) = x, known as the centering
or the consistency condition, indicating that 0x, i.e., the origin of TxM , must map to the
tangent point x; (2) ddt Rx(tξ)|t=0 = ξ, known as the local rigidity condition, requiring the
mapping to locally move towards the same tangent vector direction at least up to the first
order.
In Riemannian optimization, similar to classical unconstrained optimization, a descent
search direction on the tangent space, ξ ∈ TxM , satisfies the condition:
〈grad f (x),ξ〉< 0. (2.5)
Also, stepsize rules are directly applicable, e.g., the Armijo stepsize rule with scalars ᾱ >








≥−σ〈grad f (xk),βmᾱξk〉. (2.6)
The Riemannian Gradient Descent [Absil et al., 2008, Algorithm 1], using the Armijo step-
size rule, is shown in [Absil et al., 2008, Thm. 4.3.1] to converge to a critical (stationary)
point of f , with linear convergence rate [Absil et al., 2008, Thm. 4.5.6 and Def. 4.5.1].
The Riemannian Newton’s method [Absil et al., 2008, Algorithm 5] obtains the direction
ξk ∈ TxkM by solving the Newton equation (2.7), where the Jacobian J(xk) := hess f (xk),
J(xk)ξk = hess f (xk)[ξk] =−grad f (xk). (2.7)
It is, however, not guaranteed that ξk is a descent direction unless hess f (xk) is positive
definite. Although the Riemannian Newton’s method enjoys a local superlinear (at least
quadratic) convergence rate [Absil et al., 2008, Thm. 6.3.2], it lacks global convergence,
i.e., there exist initial points for which the method does not converge [Absil et al., 2008].
In addition, evaluating the Hessian and solving (2.7) may be computationally expensive.
To overcome the drawbacks of Newton’s method, [Absil et al., 2008, Sec. 8.2] presents
approximate Newton methods, which maintain local superlinear convergence (under cer-
tain conditions), while having stronger global convergence properties, and require lower
computational effort. A class of approximate Newton methods approximates/modifies the
Jacobian, so that (2.7) becomes:[
J(xk)+Ek
]
ξk =−grad f (xk), (2.8)
where Ek denotes the approximation error, which is assumed to have sufficiently small
bounds (in order to preserve the superlinear convergence).
2.3 LF as a Riemannian Optimization Problem
We consider a radial network, and denote the set of nodes, excluding slack node 0, with
J = {1,2, ...,J}. We denote the set of branches (lines) with J , where branch j has node
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j as its downstream node and node i as its upstream node. The set of branches whose
upstream node is j is denoted by J ′( j). At node j, v j is the squared voltage magnitude,
p j and q j the net real and reactive power injections, with negative values representing
power consumption. The slack node voltage v0 is assumed to be fixed. At branch j, Pj
and Q j are the real and reactive power flows at the sending (upstream) end i, respectively,
l j is the squared current magnitude, r j and x j the series resistance and reactance, and a j
the transformer tap ratio [Zimmerman et al., 2011]. The total shunt admittance at node j




In what follows, we present the BFM formulation (Subsection 2.3.1), the proposed
Riemannian optimization problem formulation (Subsection 2.3.2), retractions (Subsection
2.3.3), and initializations (Subsection 2.3.4).
2.3.1 BFM Formulation
The LF equations of a radial network, using the BFM [Baran and Wu, 1989c], and account-




Pj′−Pj +a2jr jl j +G jv j = p j, ∀ j ∈ J , (2.9)
∑
j′∈J ′( j)




−2(r jPj+x jQ j)+a2j(r2j+x2j)l j,∀ j ∈ J , (2.11)
vil j = P2j +Q
2
j , ∀ j ∈ J , (2.12)
where (2.9) and (2.10) ensure real and reactive power balance, respectively, at node j ∈
J , (2.11) defines voltage drop across line j, and (2.12) describes the nonlinear relation
between the current of line j, real and reactive power flowing along line j, and upstream
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node i voltage.
Assumption 1. A feasible LF solution exists for the BFM described by (2.9)–(2.12).
Assumption 1 is a very mild assumption, which generally holds for practical prob-
lems. Problematic cases are discussed in our prior work [Heidarifar et al., 2019], which
provides the means to diagnose them. On the other hand, the BFM may generally ad-
mit multiple solutions, however, in practical networks [Chiang and Baran, 1990], with
realistic resistance/reactance values and close to nominal substation voltage levels, the
solution with practical voltage values is unique. Rigorous conditions for existence and
uniqueness of such solution are derived with simplifying assumptions including lossless
networks [Simpson-Porco, 2018], constant resistance/reactance ratios, and lack of shunt
elements [Dvijotham et al., 2017]. Notably, equations (2.9)–(2.11) are linear, whereas
(2.12) represents the surface of a second order cone for each line j ∈ J . Relaxing (2.12) to
an inequality in the context of an optimization problem yields the aforementioned SOCP
relaxation [Farivar and Low, 2013], whose solution, however, is not always guaranteed to
result in a binding inequality, and hence may not satisfy (2.12).
2.3.2 Riemannian Optimization Problem Formulations
In this subsection, we present two Riemannian optimization formulations tailored to the
LF problem, each with a different motivation. Specifically, we consider: (i) a manifold
represented by the full set of the BFM formulation of LF equations (2.9)–(2.12), referred
to as the BFM manifold, and (ii) a manifold corresponding to (2.12), motivated by the
SOCP relaxation of OPF and referred to as the Quadratic Equality (QE) manifold, which
yields a simple and computationally efficient solution algorithm.
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BFM Manifold
Consider the BFM, where we treat the real and reactive power injections, p j and q j, as
variables, and we add the following set of equations:
p j = p̄ j, q j = q̄ j, ∀ j ∈ J , (2.13)
with parameters p̄ j and q̄ j representing the values of the known injections. Let x be the
vector of variables, with x =
(
uT wT




)T , where P, Q, l, v, p, and q, are the vectors of variables Pj, Q j, l j, v j, p j, and
q j respectively. We define the BFM manifold as:
MBFM = {x ∈ R6J|FBFM(x) = 0}, (2.14)
where FBFM(x) = 0 is the compact form of (2.9)-(2.12). Naturally, the LF solution will be
obtained when the values of variables p j and q j are equal to the values of the known injec-
tions, i.e., when (2.13) holds. Hence, the basic idea is to define an optimization problem,
which penalizes the mismatches in (2.13), while ensuring that variables x remain on the
BFM manifold. This yields the following Riemannian optimization problem:
min
x∈MBFM




)T is the vector of the known real and reactive power injections. Given
Assumption 1, the optimal solution of problem (2.15) should be zero. Denote by xk the
vector obtained at the k-th iteration. Using (2.2), the Riemannian gradient associated with
(2.15) becomes:






where Πxk is given in (2.3). Using (2.4) and the product rule for derivatives, the Riemannian
Hessian is given by:
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for all ξk ∈ TxkMBFM, where Cxk is a matrix involving the derivatives of Πx at x = xk. It









where Γn,xk denotes the matrix to scalar derivative of Πx w.r.t. the n-th element of x at
x = xk.
QE Manifold
Although the BFM manifold is a natural way to define the entire PF manifold in radial
networks, inspired by the SOCP relaxation, we observe that (2.12) can be written by com-
pleting the squares so as to resemble the equation of a sphere. Hence, we define the QE
manifold as:
MQE = {u ∈ R4J|FQE(u) = 0}, (2.19)
where FQE(u) = 0 is the compact form of (2.12), and u is the vector including variables Pj,
Q j, l j, and v j. Notably, the QE manifold relies on vector u rather than the larger vector x,
because the real and reactive power injections, p and q, respectively, are now considered
parameters (instead of variables). Then, considering the QE manifold, the LF solution
requires that equations (2.9)–(2.11) are satisfied. Representing (2.9)–(2.11) in a compact
form as Au = b, where A is a 3J×4J matrix, and b a 3J×1 vector that includes parameters
p and q, we define the following Riemannian optimization problem:
min
u∈MQE
fQE(u) = ‖Au−b‖22, (2.20)
whose objective function penalizes the mismatches in (2.9)–(2.11). Similarly to (2.15),
given Assumption 1, the optimal solution of (2.20) should be zero. The Riemannian gradi-
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ent and Hessian associated with (2.20) are given by:
grad fQE(uk) = 2ΠukA
T (Auk−b), (2.21)







where vector ζk ∈ R4J is used instead of ξk ∈ R6J to avoid confusion (since we use u
instead of x), and Luk is a matrix involving the derivative of Πu at u = uk, whose n-th





where Λn,uk denotes the matrix to scalar derivative of Πu w.r.t. the n-th element of u at
u = uk.
2.3.3 Proposed Retractions
In this subsection, we propose retraction methods that map a tangent vector to the BFM and
the QE manifolds. Recall that at the k-th iteration, using vector ξk without loss of generality,
the retraction maps a point from the tangent space TxkM , denoted by x̃k = xk+αkξk, where
αk is the stepsize and ξk the search direction, to the manifold M , to obtain the next point
denoted by xk+1 = Rxk(αkξk). In what follows, we consider the variables associated with
a single line, say line j. To temporarily simplify notation, we drop the line subscripts of
variables Pj, Q j, and l j in (2.9)-(2.12), and we only show the iteration counter, i.e., Pk, Qk,
and lk for the k-th iteration.
BFM Manifold Retraction
By analogy to the BFS variant in [Rajicic et al., 1994], retraction R BFM, involves a current
update step followed by a voltage update step in a forward sweep manner starting from the
root node, namely:
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with P̃k, Q̃k, l̃k, ṽk denoting the values on the tangent space. The retracted values for pk+1
and qk+1 are obtained by solving for the rhs of (2.9) and (2.10), respectively, using the
retracted values Pk+1, Qk+1, lk+1, and v j,k+1 obtained in (2.24).
Lemma 1. R BFM is a retraction.
QE Manifold Retractions
We present two retractions on the QE manifold. The first is inspired by the retraction on the
unit sphere, the BFM geometry, and the SOCP representation of [Farivar and Low, 2013].
The second simply uses the quadratic equations (2.12) to return from the tangent space to












Notably, (2.25) represents a sphere in R3 enabling retraction by normalization [Absil et al.,
2008]. Retraction R QE1 uses an identity mapping for ṽ j,k and normalizes each term in
parentheses in (2.25), which after some algebra yields:
R QE1 : v j,k+1 = ṽ j,k, lk+1 =
Dk + l̃k− ṽi,k




Dk− l̃k + ṽi,k
, Qk+1 =
2Q̃kṽi,k




4(P̃k)2 +4(Q̃k)2 +(l̃k− ṽi,k)2.
Lemma 2. R QE1 is a retraction.
Retraction R QE2 uses identity mappings for ṽ j,k, P̃k, Q̃k, and updates the value of lk+1
satisfying (2.19), as follows:
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Pk+1 = P̃k, Qk+1 = Q̃k. (2.27)
Lemma 3. R QE2 is a retraction.
2.3.4 Proposed Initializations
A flat start initialization (FLAT) in traditional LF methods (e.g., NR) sets v j equal to the
substation voltage, and l j, Pj and Q j equal to zero. A warm start initialization (WARM)
solves the LinDistFlow equations [Baran and Wu, 1989a], [Baran and Wu, 1989b]:
∑
j′∈J ′( j)
Pj′−Pj +G jv j = p j, ∀ j ∈ J , (2.28)
∑
j′∈J ′( j)




+2(r jPj + x jQ j) = 0,∀ j ∈ J , (2.30)
i.e., it solves (2.9)–(2.11), assuming zero currents, to obtain the initial values for v j, Pj
and Q j. For both FLAT and WARM, the initial points, x0 and u0, for the BFM and QE
manifolds, are obtained by applying retractions R BFM and R QE2 , respectively.
2.4 Proposed Approximate Newton Method
In this section, we present the proposed LF solution method, which is shown to belong to
the category of Riemannian approximate Newton methods, and its application to the BFM
and QE manifolds. Without loss of generality, we present the method using the variables
represented by vector x, which refers to the BFM manifold, noting that vector u, which
refers to the QE manifold, is included in vector x. Function f (x) represents the mismatches
during the optimization process.
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Consider the k-th iteration, at which we are found at point xk (on the manifold), which
does not attain the minimum of the Riemannian optimization problem, i.e., f (xk) is not
zero; if it were, then we would have reached the LF solution, as xk would be on the manifold
and all equality constraints would be satisfied (zero mismatches). We aim at finding a
descent direction ξk on the tangent space TxkM , to move from point xk to point x̃k, and then
apply a retraction. We obtain direction ξk, so that the new point x̃k = xk + ξk (assuming
a stepsize equal to 1), which lies on the tangent space, ξk ∈ TxkM , also minimizes the
mismatches, i.e.,
f (x̃k) = f (xk +ξk) = 0 (2.31)
The LF solution algorithm employing the proposed approximate Newton method is pre-
sented in Algorithm 1.
Algorithm 1 Proposed Approximate Newton Method
Input: M , f : M 7→ R, Rx : TxM 7→M ,
scalars ᾱ > 0,β,σ ∈ (0,1), and ε > 0 (small).
Output: A critical point x∗ ∈M of f : M 7→ R
Initialization: k = 0 and x0 ∈M
while ‖grad f (xk)‖2 > ε do
Find direction ξk ∈ Txk M satisfying (2.31)
xk+1 = Rxk(βmᾱξk), where integer m satisfies (2.6)
k = k+1
end while
The iterative procedure of Algorithm 1 can be thought of as a discrete-time dynamical
system. In this context, the k-th iterate, xk, would represent the state variable at time k,
and manifold M would describe the state space. The state variable at time 0, x0, refers
to an initial guess. Let F : M 7→M describe the proposed method at each iteration such
that xk+1 = F (xk). Then, starting from x0, the critical point x∗, which is the output of
Algorithm 1, is an equilibrium point of F , with F (x∗) = x∗.
Similarly to the dynamical system interpretation, stability and attractivity of equilib-
rium point x∗ are also defined for the critical point x∗ in the context of manifold optimiza-
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tion [Absil et al., 2008, Chap. 4]. The equilibrium x∗ is a stable point of F if, for every
neighborhood U around x∗, there exists a neighborhood V around x∗ such that, for all
x0 ∈ V and all positive integer k, it holds that xk ∈U. The equilibrium x∗ is an attractive
point of F if lim
k→∞
xk = x∗ for all x0 ∈ V (a neighborhood sufficiently close to x∗), where
V is the region (or domain) of attraction of x∗.
Given Assumption 1, the equilibrium point x∗ is a LF solution. Note, however, that
depending on the initial guess x0 and the region of attraction of x∗, we may reach an im-
practical (low-voltage) equilibrium, since, as we discussed in Subsection 2.3.1, multiple
LF solutions may exist. Nevertheless, as will be further detailed in Subsection 2.5.2, a rea-
sonable initial guess keeps us within the practical (high-voltage) solution attraction region,
in which the LF solution is unique.
2.4.1 Application to the BFM Manifold





T , where ζ and η are
search directions along u and w variables, respectively, by solving the following system of
linear equations (with variables ξk):
ξk ∈ TxkMBFM, wk +ηk = w̄, (2.32)
where the first set represents equations (2.9)–(2.11) with variables ξk (instead of xk) and a
linear approximation of (2.12) —which is presented in (2.35) in the Appendix— and the
second set of equations is directly obtained by applying (2.31) to fBFM(xk + ξk) = ‖wk +
ηk− w̄‖22 given by (2.15). Hence, one can think of the solution of (2.32), assuming linearly
independent rows, as the solution of minimizing fBFM over the tangent space around xk,
expressed as minξk∈Txk MBFM fBFM(xk +ξk), where the decision variables are ξk.
Proposition 1 summarizes the properties of the proposed LF solution method applied to
the BFM manifold.
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Proposition 1. Algorithm 1, applied to the BFM manifold, is a Riemannian approximate
Newton method, with guaranteed descent and local superlinear convergence.
2.4.2 Application to the QE manifold
Similarly to (2.32), we obtain direction ζk by solving the following system of linear equa-
tions:
ζk ∈ TukMQE, A(uk +ζk) = b, (2.33)
where the second set of equations is directly obtained by applying (2.31) to fQE(uk+ζk) =
‖A(uk +ζk)−b‖22 given by (2.20). The solution of (2.33), assuming linearly independent
rows, can be viewed as the solution of minimizing fQE over the tangent space around uk,
expressed as minζk∈Tuk MQE fQE(uk + ζk), where the decision variables are ζk. Proposition
2 states that the properties of Proposition 1 carry over to the QE manifold.
Proposition 2. Algorithm 1, applied to the QE manifold, is a Riemannian approximate
Newton method, with guaranteed descent and local superlinear convergence.
Although the proposed method is an exact LF solution method, executing it only for one
iteration yields an approximate LF solution. In fact, as we will show later, the numerical
comparisons illustrate that the first iteration employing WARM and R QE2 yields a higher
quality LF solution compared with known approximations from the literature (LinDistFlow,
[Bolognani and Dörfler, 2015], and [Dhople et al., 2015]). Lastly, Corollary 1 relates the
two initializations (FLAT and WARM) when combined with retraction R QE2 .
Corollary 1. The first iteration of Algorithm 1, employing R QE2 and FLAT, yields the
WARM initial point.
2.5 Numerical Results
In this section, we evaluate the performance of Riemannian optimization methods on two
standard IEEE radial distribution test networks with 18 and 33 nodes [Zimmerman et al.,
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2011], and a single-phase equivalent of the IEEE-123 test network [IEEE PES AMPS,
2017]. We refer to the networks as 18-node, 33-node, etc. All methods are implemented
in Matlab R2018a and tested on an Intel i5-2500 at 3.3 GHz with 8 GB RAM. The im-
plementations are also made available in Manopt, a Matlab toolbox for optimization on
manifolds [Boumal et al., 2014]. We added a stopping criterion requiring the maximum
voltage change in consecutive iterations be less than a small tolerance (δ > 0), modifying
the while-loop as follows:





which better fits the LF problem and ensures a consistent comparison with the NR method.
Tolerances are ε = δ = 10−6. Armijo parameters are set to β = 0.3, σ = 0.05 for all meth-
ods, ᾱ = 4.5 for Riemannian Gradient on the BFM manifold, and ᾱ = 1 for other methods.
Computation times (including initialization but not pre-processing) are reported in millisec-
onds (ms) and are obtained after running the main loop for 100K times.
The remainder of this section is structured as follows. In Subsection 2.5.1, we com-
pare the performance of the Riemannian optimization methods for the Base Case, which
employs WARM initialization, and, for the QE manifold, retraction R QE2 . In Subsection
2.5.2, we evaluate the impact of FLAT and R QE1 , as an alternative initialization and retrac-
tion, respectively. We also briefly evaluate the impact of FLAT and R QE1 , as an alternative
initialization and retraction, respectively. In Subsection 2.5.3, we compare the proposed
method with the NR method, considering increased loading conditions and larger test net-
works. In Subsection 2.5.4, we employ the first iteration of the proposed method as a linear
approximant to the LF problem, and we compare its accuracy with existing approximate LF
solution methods (LinDistFlow, [Bolognani and Dörfler, 2015], and [Dhople et al., 2015]).





































Figure 2·1: Objective function value vs. computation time of Riemannian
Optimization methods for the Base Case. Axes are in logarithmic scale.
Computation times for N(QE) do not include the time-consuming Hessian
evaluation step.
2.5.1 Base Case Comparison
In Figure 2·1, we present the Base Case objective function trajectories of the Riemannian
optimization methods versus the computation time. The methods are denoted by: “GD” for
Gradient Descent; “N” for Newton’s; “P” for the proposed approximate Newton method; in
parentheses we show the applicable manifold, BFM or QE. Note that the computation times
reported for Newton’s method are a significant underestimate, since they do not account for
Hessian evaluation, thus rendering this method not acceptable in practice. For this reason
we only included results for the QE manifold mainly to show the iterations it takes to
converge.
The results show that the Riemannian GD converges after a considerably large number
of iterations and requires significant computation time (in the order of seconds). Con-
versely, the Riemannian Newton’s method and the proposed approximate Newton method
converge after only a few iterations exhibiting an anticipated superlinear convergence rate
(observed in Fig. 2·1), with the proposed method outperforming Newton’s method in terms
of computational effort in all test networks. The results indicate that Newton’s method



























































Figure 2·2: Impact of FLAT initialization compared with WARM.
that ranges from about 3.7 for the 33-node to about 38 for the 123-node test network. In
addition, we note that GD(BFM) takes much less iterations to converge, but each itera-
tion is slower compared to GD(QE), by a factor ranging from 4.6 to 8.4, mainly due to
the computational effort it takes to execute the retraction R BFM compared to R QE2 . We
note that R QE2 can be performed in parallel for each node/line, whereas R BFM needs to
be implemented in a forward sweep manner — our implementation, however, did not take
advantage of parallel processing, but exploited sparsity and vectorized calculation. For the
same reason, although the P(BFM) and P(QE) converge at the same number of iterations,
the former is slower by a factor ranging from 3.44 to 4.5.
We also tested Manopt GD variant [Nocedal and Wright, 2006] and Trust-Region (TR)
[Absil et al., 2007] methods. GD converged in fewer iterations, but each iteration was
slower and the computation times were comparable to the ones shown in Fig. 2·1. TR
converged in about 2-3 iterations in most cases, but the computation times were much
slower compared with P(BFM) and P(QE).
2.5.2 Alternative Initializations and Retractions
In Fig. 2·2, we evaluate the impact of FLAT on the performance of Riemannian New-
ton’s method and the proposed approximate Newton method. The comparison verifies that
FLAT, which is considerably further from the LF solution compared with WARM, per-
forms worse in terms of both computation times and iterations. Notably, the results verify
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Corollary 1, which implies that P(QE), employing FLAT and R QE2 , requires one more it-
eration compared with employing WARM. Newton’s method, whose higher computation
time compared with the proposed method ranges from around 1 to 27 ms, is slower by a
factor ranging from 4.7 to 41 for the 18-node and the 123-node test network, respectively.
We also evaluated the impact of R QE1 on the performance of the proposed approxi-
mate Newton method, which stands out as the most computationally efficient method, for
both FLAT and WARM. The results suggest that when a closer initialization (WARM) is
employed, both retractions perform well (yield the same number of iterations) with R QE1
being slightly less computationally efficient —the computation time increase is up to 0.13
ms, ranging from 3% to 16%. The impact of R QE1 combined with FLAT is occasionally
more severe (e.g., for the 18-node test network, the iterations increase by 5, and the com-
putation time also increases by 165%).
Lastly, we experimented with initial points selected intentionally to differ substantially
from a reasonable LF solution. Unreasonably low voltage and high current values were
used. We tested all methods on the 18-node test network and observed convergence to a
solution with low voltages that are not met in practical networks. This was not a surprise.
LF equations (2.9)–(2.12), in general, admit multiple solutions, however, the solution with
practical voltage magnitudes, around 1 per-unit (p.u.), is unique [Chiang and Baran, 1990].
In fact, [Chiang and Baran, 1990] shows a small example with two solutions; the realistic
one and a low voltage one that is the type of solution we reached when we started from
unreasonably low voltages.We also tried alternative Armijo parameters and in some cases
managed to converge to the correct solution; however, convergence to a low voltage solu-
tion, in general, cannot be excluded if we start from a point that is close to that solution.
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2.5.3 Comparison with the NR Method
LF methods usually require more iterations and computational effort in higher loading
conditions. In Fig. 2·3, we compare the computation time of NR with P(QE), using WARM
and R QE2 , where the loading factor is increased in 0.05 increments until divergence, i.e.,
until the point that no LF solution exists. Note that we also verified this point using HELM
[Heidarifar et al., 2019], a method that can identify non-existence of a LF solution. The
voltage phase angles required to warm start NR were recovered using [Farivar and Low,
2013]. The results indicate that higher loading factors lead to higher computation times
for both methods. Overall, the results for both methods under increased loading scenarios
are comparable; times are still in the order of a few ms, and iterations remain practically
the same with NR occasionally needing an additional one. We further elaborated on the
performance under several loading conditions for larger networks, a 906-node European
low voltage test network [IEEE PES AMPS, 2017], and a single-phase equivalent of the
8500-node network in [IEEE PES AMPS, 2017]. Although NR seemed to perform better,
the results were in the same order of magnitude (tens of ms), which further enhances the
argument that the proposed method achieves comparable performance with NR.
Still, however, the proposed method has several advantages, which are appealing for
practical implementations. First, it employs a Jacobian matrix, with most elements remain-
ing constant at each iteration — see the linear equations in (2.32) for P(BFM) and (2.33)
for P(QE). Second, the retraction R QE2 can be performed in parallel, hence computational
performance can be improved. Third, it performs better in ill-conditioned systems with a
high Jacobian matrix condition number, where NR is known to face difficulties [Tripathy
et al., 1982]. In this respect, we tested P(QE) and NR on a 43-bus ill-conditioned test sys-
tem [Tripathy et al., 1982] with high R/X ratios and some negative line reactances; load and
nodal admittance matrix data for this system were taken from [Tripathy et al., 1982], and



































Figure 2·3: Computation times vs. loading factor of NR and P(QE). Steps
indicate an increase in iterations.
P(QE) converged to the LF solution in 8 iterations (4.51 ms).
2.5.4 Comparison of Approximate LF Solutions
We consider approximate LF solutions obtained by the first iteration of P(QE), employing
WARM and R QE2 , referred to as the “proposed approximant.” Figure 2·4 illustrates voltage
approximation errors and their mean values for the linear approximation in [Dhople et al.,
2015], the linear approximant in [Bolognani and Dörfler, 2015], the LinDistFlow, and the
proposed approximant. Note that, by definition of WARM, the LinDistFlow solution is the
initial point of P(QE), hence, it is expected that the latter outperforms the former. The
proposed approximant outperforms other approximants by at least two orders of magni-
tude on all test networks, whereas in general [Dhople et al., 2015], [Bolognani and Dörfler,
2015], and LinDistFlow achieve comparable performance. LinDistFlow seems to achieve
slightly better results compared with [Bolognani and Dörfler, 2015] (recall, however, that
the latter applies also to meshed networks), which verifies the remarks in [Bolognani and
Dörfler, 2015] that LinDistFlow seems to improve the quality of their linear approximant
(the LinDistFlow solution is obtained by a non-linear change of coordinates in [Bolog-
nani and Dörfler, 2015] and assuming zero shunt admittances); however, [Bolognani and
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Figure 2·4: Voltage approximation error of the linear approximant in
[Bolognani and Dörfler, 2015], the LinDistFlow solution and the proposed
approximant. The “x” symbols represent the mean values. The vertical axis
is in logarithmic scale.
network.
2.5.5 Comparison with the BFS Method
Last but not least, we consider the BFS method, which has been proven to work well in
radial networks. Among several BFS variants, we discuss the approach proposed in [Rajicic
et al., 1994], as its forward sweep step (from the root to the leaf nodes) is identical to the
R BFM retraction. At the backward sweep step (from leaf nodes to the root), BFS first moves
from xk to x̃k; then, at the forward sweep step, it applies R BFM to find point x̃k+1 (on the
BFM manifold). The backward sweep step —which is described using the receiving-end
power flows in [Rajicic et al., 1994]— can be equivalently written using the sending-end
flows, as follows:
Backward Sweep Step: p̃ j,k = p̄ j, q̃ j,k = q̄ j, ṽ j,k = v j,k, l̃ j,k =
[(





∑ j′∈J ′( j) Q̃ j′,k−B jṽ j,k− q̃ j
)2]
/ṽ j,k,
and then P̃j,k and Q̃ j,k are obtained from (2.9) and (2.10) using P̃j′,k, ṽ j,k, l̃ j,k, and p̃ j,k,
q̃ j,k. Note the similarity with the direction finding step of P(BFM), where we also require
p̃ j,k = p̄ j, and q̃ j,k = q̄ j —see the second set of wk +ηk = w̄ part in (2.32). Hence, the
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difference between BFS and P(BFM) is in the direction ξk. While both methods use the
known nodal injections p̄ j, and q̄ j, BFS finds the direction by applying the backward sweep
step, whereas P(BFM) requires the direction to be on the tangent space of the BFM mani-
fold that is obtained by the solution of a linear system. In other words, BFS also stays on
the BFM manifold at each iteration but moves in a different direction.
We ran BFS on all test networks, and even though it generally took the same or a few
more iterations to reach the solution (within the same tolerances), it was up to one order of
magnitude faster. We reviewed the cost function trajectories of P(BFM) and the evaluation
of this function for the BFS method. As expected, since the proposed method minimizes
this function, P(BFM) trajectories were below the BFS ones; we also observed that BFS
did not exhibit noticeable progress after the second iteration for the 123-node test case.
Following our previous analysis, the slower performance of P(BFM) compared with BFS
is not a surprise, since the former requires the solution of a linear system in the direction
finding step. However, it does not also undermine the value of the proposed method; the
derived results and guarantees are promising for applying Riemannian optimization to the
more complicated OPF problem.
BFS is known to face convergence issues [Bompard et al., 2000] failing to find the
unstable, low voltage, side of PV and QV curves, thus being unable to provide important
voltage stability information; on the contrary, our proposed method is also able to find the
low voltage solutions. BFS also faces a difficulty in handling resources with controls, such
as resources that maintain voltage at a specified value [Ju et al., 2014]; this is not the case
with the proposed method. Furthermore, it has been observed that BFS may diverge under
a high constant impedance loading condition (e.g., [de Araujo et al., 2010] and [de Araujo
et al., 2018] report such cases on another BFS variant). We adapted the loading conditions
of the test networks to reflect a 50% (for the 18-node), 75% (for the 33-node) and 100%
























































Figure 2·5: Comparison of P(BFM) with BFS computation times under
varying constant impedance loading conditions.
0.05 increments). Note that for the latter 100% case, the LF equations would essentially
be described by a linear system, with an easily derived solution (given Assumption 1).
The comparison is shown in Fig. 2·5, where we observe that although BFS is up to one
order of magnitude faster compared with P(BFM) for small to medium loading factors, it
diverges for higher loading factors after about 1K iterations exhibiting voltage trajectory
oscillations, whereas P(BFM) converges within at most 5 iterations.
2.6 Conclusions and Future Research
In this chapter, we introduced a novel Riemannian optimization approach to the LF problem
in radial distribution networks, employing the branch flow model. Our proposed method
was shown to fall into the category of Riemannian approximate Newton methods, and guar-
antee descent at each iteration while maintaining a local superlinear convergence rate. Ex-
tensive numerical results illustrated that the proposed method outperforms other Rieman-
nian optimization methods, namely the Riemannian Gradient Descent and the Riemannian
Newton’s method, and that it achieves comparable performance with the NR method. Also,
we observed that the first iteration of the proposed method yields an approximate LF so-
lution that is of higher quality (by at least two orders of magnitude) compared with other
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linear LF approximants. Lastly, we presented an interesting comparison with the well-
known BFS method, illustrating that while both methods essentially stay on the manifold,
they move along different directions.
Our future research considers two directions. Firstly, we plan to extend the proposed
Riemannian LF solution method to a general multi-phase power distribution network. In
a multi-phase setting, the presence of mutual admittances between phases adds several
degrees of complexity to the BFM and requires identifying new valid retractions. Secondly,
and perhaps most importantly, we plan to address the more challenging OPF problem. In
an OPF setting, the BFM manifold combined with operational constraints yields a non-
smooth manifold that requires approaches such as the Riemannian augmented Lagrangian
or exact penalty methods introduced in [Liu and Boumal, 2019].
2.7 Omitted Proofs
2.7.1 Proofs of Lemmas 1, 2, and 3
The proofs for the centering condition for Lemmas 1, 2, and 3, are straightforward, since a
zero tangent vector yields the tangent point, i.e., the current iterate xk. For the local rigidity
condition, without loss of generality, we assume that the stepsize αk is 1. Consider first




















k denote the elements of
ξk associated with Pk, Qk, and vi,k, respectively. Since xk lies on the manifold, we have:
P2k +Q
2
k = lkvi,k, (2.34)
whose tangent space is characterized as:
2(ζPk Pk +ζ
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and we get ddt R
BFM




k denotes the element of ξk associated with
lk. The proof for variables Pk+1, Qk+1, v j,k+1, pk+1 and qk+1 is straightforward, since
the retraction mappings are linear. Consider next Lemma 2 and the proof for lk+1. After
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Employing the product rule for derivatives, and using (2.34)–(2.35), the centering con-














k . The proof for Qk+1 for v j,k+1 straightforward.
Lastly, the proof of Lemma 3 is similar, hence omitted.
2.7.2 Proof of Proposition 1
Lemma 4. The direction sequence {ξk} generated from the solution of (2.32) is gradient-
related ( [Absil et al., 2008, Def. 4.2.1]).
Proof. It suffices to show that the pair (xk,ξk) satisfies (2.5), i.e., 〈grad fBFM(xk),ξk〉 < 0.








Using the fact that Πxk is an orthogonal projection matrix satisfying Πxk = Π
T
xk [Strang,
2006], and the fact that ξk lies on the tangent space, and hence, Πxkξk = ξk (intuitively, the













= ξTk . (2.37)
Using (2.32) and (2.37), (2.36) yields: 〈grad fBFM(xk),ξk〉=−2‖ηk‖2 < 0, where ηk 6= 0,
otherwise (2.32) implies that xk, a point on the manifold, has achieved the global minimum
of (2.15) (optimal solution reached).
Lemma 4, R BFM —which satisfies the retraction definition (Lemma 1) — and the
Armijo rule, guarantee descent at each iteration; hence, from [Absil et al., 2008, Thm.
4.3.1], every accumulation (limit) point of {xk}, denoted by {x∗}, is a critical (station-
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ary) point of the cost function fBFM. We include the proof from [Absil et al., 2008] for
completeness.
Proof. [Absil et al., 2008, Thm. 4.3.1] Proof by contradiction. Assume that {xk} con-
verges to some {x∗}with grad fBFM(x∗) 6= 0. Since the algorithm guarantees descent at each
iteration, the sequence fBFM{xk} is non-increasing, and fBFM{xk} converges to fBFM(x∗).
Therefore, fBFM{xk}− fBFM{xk+1} goes to zero. This results in a contradiction with re-
gard to Armijo step size update rule. Therefore, every accumulation (limit) point of {xk},
denoted by {x∗}, is a critical (stationary) point of the cost function fBFM.
We then show that (2.32) can be written in the form of (2.8), using an approximate Hes-
sian (Jacobian), hence it falls into the class of Riemannian approximate Newton methods.
Recall that the Jacobian matrix in (2.8) is the Riemannian Hessian, i.e., J(xk) := hess f (xk).
Rearranging the terms in (2.32), appending both sides to a 4J×1 vector of zeros, and mul-












where the rhs is the Riemannian gradient given by (2.16). Employing the Riemannian
Hessian given by (2.17), and using the property that Π2xk = Πxk [Strang, 2006], we can
write (2.38) in the form of (2.8), with Ek = −ΠxkCxk . The local superlinear convergence
rate is shown in [Absil et al., 2008, Thm. 8.2.1], provided that ‖Ek‖2≤ γ1‖grad fBFM(xk)‖2,
for some constant γ1. Using (2.18), the n-th column of square matrix Ek, is expressed





, and hence, using (2.16), we get ‖Ek‖2 ≤ ∑n ‖Ek,n‖2 ≤
∑n ‖Γn,xk‖2‖grad fBFM(xk)‖2, with γ1 ≥ ∑n ‖Γn,xk‖2 — which can hold for a large enough
γ1 due to projection operator smoothness.
Next, we provide the proof for the local superlinear convergence rate from [Absil et al.,
2008, Thm. 8.2.1] for completeness.
Proof. Considering smoothness, the following holds:
‖grad fBFM(xk)‖2 ≤ γξ‖xk−x∗‖2.
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There exists a sufficiently small neighborhood U around x∗, such that ‖(J(xk)+Ek)−1‖2
is bounded by a constant (2β
′
) for all x∈U. From [Absil et al., 2008, Thm. 6.3.2], a bound
on ‖xk+1−x∗‖2 could also be obtained. The superlinear convergence rate follows.
2.7.3 Proof of Proposition 2
Lemma 5. The direction sequence {ζk} generated from the solution of (2.33) is gradient-
related ( [Absil et al., 2008, Def. 4.2.1]).





−2ζTk ΠukAT Aζk =−2ζ
T





k . Note that Aζk 6= 0, otherwise the optimal solution is reached.
Similarly to the proof of Proposition 1, Lemma 5, Armijo rule, Lemmas 2 and 3,
and [Absil et al., 2008, Thm. 4.3.1] guarantee descent and that {x∗} is a critical point
of the cost function fQE. Then, multiplying both sides of (2.33) with 2ΠukA
T yields
2ΠukA




, which, using (2.22), can be written in the form of
(2.8), with Ek = −ΠukLuk . Lastly, local superlinear convergence rate from [Absil et al.,
2008, Thm. 8.2.1] holds for γ2 ≥ ∑n ‖Λn,uk‖2 (this can hold for a large enough γ2 due to
projection operator smoothness), since, using (2.23), the n-th column of Ek, is expressed
as Ek,n = −2ΠukΛTn,ukA
T (Auk − b), and using (2.21), we have ‖Ek‖2 ≤ ∑n ‖Ek,n‖2 ≤
∑n ‖Λn,uk‖2‖grad fQE(uk)‖2.
2.7.4 Proof of Corollary 1
Employing FLAT, and assuming, without loss of generality that the slack node voltage
is equal to 1, u0 is given by P0 = 0, Q0 = 0, l0 = 0, and v0 = 1. Hence, (2.33) yields
ζ0 ∈ Tu0MQE, requiring that ζ
l
0 = 0, where ζ
l
0 is the element of ζ0 associated with the
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squared current magnitude. Also, (2.33) yields Aũ0 = b, representing the simplified Dis-
tFlow equations (2.28)–(2.30) for ũ0 = u0 + ζ0 (more precisely for P̃0, Q̃0 and ṽ0, since
l̃0 = l0 +ζl0 = 0). Retraction R
QE
2 then derives the values of the current using (2.27).
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Chapter 3
OPF of Radial Distribution Networks as a
Riemannian Optimization Problem
Convex relaxation techniques have been recently applied to the Optimal Power Flow (OPF)
problem among which the Second Order Cone Program (SOCP) relaxation is the method
of choice for radial networks. The SOCP relaxation does not, however, guarantee the ex-
actness of the solution unless several conditions are met, thereby occasionally yielding
solutions that are not physically feasible. In this chapter, we formulate the OPF problem
in radial distribution networks as a Riemannian optimization problem with inequality con-
straints and present a Riemannian Augmented Lagrangian Method consisting of smooth
Riemannian optimization subproblems to solve the problem. The proposed solution ap-
proach exploits the geometrical properties of the power flow equations and ensures the
physical feasibility of the solution. Computational experiments on several distribution net-
works provide encouraging results in terms of solution quality and speed.
3.1 Introduction
Distribution networks are undergoing a major challenge with the massive integration of dis-
tributed energy resources (DERs), storage devices, and electric vehicles. Coordinated oper-
ation of these devices in power distribution networks brings about significant benefits such
as system security and reliability enhancement, operation cost minimization, etc. [Carama-
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nis et al., 2016]1. Such operational coordination requires the solution of the Optimal Power
Flow (OPF) problem, a nonlinear non-convex optimization problem.
The power flow equations in radial distribution networks can be described by the well-
known branch flow model [Baran and Wu, 1989c]. The branch flow model was recently
included in an OPF formulation [Farivar and Low, 2013], yielding a non-convex quadrati-
cally constrained quadratic programming optimization problem due to a quadratic equality
constraint, which when relaxed to an inequality results in a Second-Order Cone Program-
ming (SOCP) problem. As discussed in [Low, 2014], SOCP relaxation is a natural choice
for single-phase radial systems. It has been also shown that, under certain conditions, the
SOCP relaxation is exact, i.e., the relaxation obtains a global optimal solution to the origi-
nally non-convex OPF problem.
The first set of conditions refers to the objective function. They require the objective
function to be convex, strictly increasing in line losses, non-increasing in loads, indepen-
dent of complex flows [Farivar and Low, 2013], and strictly increasing in power injec-
tions [Lavaei et al., 2014,Zhang and Tse, 2013,Li et al., 2012]. The second set of conditions
require that, at optimality, there is no reverse flow [Li et al., 2012], no simultaneous active
and reactive reverse flow [Huang et al., 2017], no binding upper bounds on voltage magni-
tudes [Li et al., 2012, Gan et al., 2012], and no binding upper bounds on real and reactive
power injections [Lavaei et al., 2014,Farivar et al., 2011,Farivar and Low, 2013,Zhang and
Tse, 2013, Bose et al., 2011, Sojoudi and Lavaei, 2012]. In addition, [Lavaei et al., 2014]
requires sufficiently small voltage angle difference across each line.
The aforementioned conditions are likely to be violated in a distribution network with
high penetration of distributed energy resources, in which case the SOCP relaxation yields
a solution that is physically meaningless as it violates the power flow equations. Optimal
distribution network operation may involve several objectives such as economic operation,
1Throughout this chapter, we assume that the DERs have certain control capabilities that allow them to
receive and follow dispatch instructions from the distribution network operator.
49
transformer degradation cost minimization [Andrianesis and Caramanis, 2020], congestion
management, stability and reliability enhancement, Volt/VAR optimization, etc., most of
which may violate the first set of conditions. For instance, in an economic operation sce-
nario, renewable resources with zero marginal cost would make the objective function non-
monotonically increasing in power injections. Furthermore, the second set of conditions
may not be satisfied as distribution networks are expected to operate at their engineering
limits with possible reverse flows.
In contrast to the convex relaxation methods which generally relax the (non-convex)
power flow equations, we present a method that ensures the power flow feasibility of the
solution by explicitly defining voltages and power injections/flows that yield a feasible
power flow solution as a power flow manifold. We present an iterative solution approach
leveraging concepts from differential geometry and Riemannian optimization to ensure that
iterates remain on the power flow manifold.
The concept of a power flow manifold was first presented in [Bolognani and Dörfler,
2015] where the tangent space around flat start was employed to provide several approx-
imations to the power flow equations. References [Hauswirth et al., 2016], [Hauswirth
et al., 2017] utilized the power flow approximations of [Bolognani and Dörfler, 2015] to
present an online OPF methodology. In our previous work [Heidarifar et al., 2021], we
presented the first application of Riemannian optimization to the power flow problem of a
radial distribution network that yields an exact (not approximate) solution. In particular,
we provided a Riemannian approximate Newton method which was shown to converge in
cases where traditional power flow solution methods failed.
This chapter presents, to the best of our knowledge, the first application of Riemannian
optimization to the OPF problem with an exact solution. More specifically, the contribu-
tions of this chapter are as follows:
1. We formulate the OPF problem in a radial distribution network, described by the
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branch flow model, as a Riemannian optimization problem with inequality con-
straints.
2. We present a solution approach based on Riemannian Augmented Lagrangian Method,
in which smooth Riemannian optimization problems are solved at each iteration.
3. We provide numerical comparisons on several test and actual distribution networks
indicating that the proposed solution approach is tractable and yields solutions that
are close to the global optimal solutions.
The remainder of the chapter is organized as follows. In Section 3.2, we provide a brief
overview of manifolds and Riemannian optimization. In Section 3.3, we present an OPF
formulation as a Riemannian optimization problem with inequality constraints. In Section
3.4, we introduce the proposed solution approach including a Riemannian Augmented La-
grangian Method and a simplified Riemannian Trust-Region method. In Section 3.5, we
present numerical results on several test and actual distribution networks. In Section 3.6,
we provide conclusions and future research directions.
3.2 Riemannian Optimization
Consider an equality constrained optimization problem whose search space is described by
the set M = {x ∈Rn|F(x) = 0}2. If F : Rn 7→Rm is a smooth function with m≤ n, M is a
smooth manifold of dimension n−m of Rn [Boumal et al., 2018]. We define a Riemannian
optimization problem as minx∈M f (x), where the vector of variables x is on the manifold,
and f (x) : M 7→ R is a smooth real-valued function.
An important concept in Riemannian optimization is the notion of tangent space, TxM ,
2Some material that was included in Chapter 2 is repeated in this chapter to assist with the ability to read
the chapter independently.
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which is a local approximation of the manifold around some point x ∈M , defined as:
TxM = {ξ ∈ Rn : DF(x)[ξ] = 0}, (3.1)
where DF(x) is the differential of F at x and ξ is referred to as a tangent vector [Absil
et al., 2008]. Introducing the classical dot product 〈., .〉 as a Riemannian metric, M can be
redefined as a Riemannian manifold of the Euclidean space Rn.
Another important concept in Riemannian optimization is the notion of a retraction
at a point x ∈ M as a smooth mapping denoted by Rx : TxM 7→ M that satisfies: (1)
Rx(0x) = x, and (2) ddt Rx(tξ)|t=0 = ξ [Absil et al., 2008]. Note that a retraction maps a
point from the tangent space to the manifold. The basic idea in Riemannian optimization is
to find a suitable search direction, i.e., a tangent vector, in the tangent space of the current
iterate and retract it to the manifold to obtain the next iterate.
In Riemannian optimization, the notions of Riemannian gradient and Riemannian Hes-
sian are also defined analogous to the classical (Euclidean) gradient and Hessian, respec-
tively. Traditional nonlinear optimization methods such as the unconstrained Gradient De-
scent, Newton’s, trust-region, and approximate Newton methods have been recently ex-
tended to the case of Riemannian optimization. It is expected that Riemannian optimization
executes more efficiently compared to a Euclidean constrained optimization setting, as it
exploits the lower dimension and the underlying geometric characteristics of a manifold.
For detailed exposition of Riemannian optimization, we refer the interested reader to [Absil
et al., 2008].
3.3 Proposed OPF Formulation
In this section, we present the power flow equations in the form of the Branch Flow Model
(BFM) and demonstrate the construction of the power flow manifold. We then formulate
OPF as a Riemannian optimization problem with inequality constraints.
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3.3.1 Branch Flow Model
The branch flow model [Baran and Wu, 1989c] represents the power flow equations in a
radial network. Here, we provide a modified BFM that also accounts for shunt admittances
and transformer tap ratios as follows:
∑
j′∈J ′( j)
Pj′−Pj +a2jr jl j +G jv j = p j, ∀ j ∈ J , (3.2)
∑
j′∈J ′( j)




−2(r jPj+x jQ j)+a2j(r2j+x2j)l j,∀ j ∈ J , (3.4)
vil j = P2j +Q
2
j , ∀ j ∈ J , (3.5)
where J = {1,2, ...,J} denotes the set of nodes excluding the slack node. The set of lines
are also denoted with J , where nodes j and i are the downstream and upstream nodes to
line j, respectively. J ′( j) denotes the set of lines with node j representing their upstream
node. Variable v j represents the squared voltage magnitude, and variables p j and q j the net
real and reactive power injections at node j. Variables Pj, Q j, l j are the real power flow,
reactive power flow and the squared current magnitude at line j, respectively. Parameters
r j, x j and a j describe the series resistance, the series reactance, and the transformer tap
ratio, respectively, for line j. The total shunt conductance and susceptance at node j are
denoted by G j and B j, respectively.
Equations (3.2) and (3.3) describe the real and reactive power balance at node j ∈ J ,
(3.4) the voltage drop across line j, and (3.5) the quadratic relation between the squared
current of line j, real and reactive power flow along line j, and voltage at upstream node
i. Note that equations (3.2)–(3.4) are linear, whereas (3.5) is quadratic for each line j ∈
J . In the context of an OPF problem, relaxing (3.5) to an inequality results in the well-
known SOCP relaxation [Farivar and Low, 2013]. However, the solution of the SOCP
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relaxation is not guaranteed to satisfy (3.5), thereby occasionally yielding solutions that
are not physically feasible.
3.3.2 Power Flow Manifold
In this subsection, we define the power flow manifold as the set of feasible voltages and
power injections/flows in the sense of satisfying (3.2)-(3.5). Our previous work [Heidarifar
et al., 2021] demonstrates the construction of the power flow manifold associated with a
radial distribution network using the branch flow model (3.2)-(3.5). We employ the same
technique here to define the power flow manifold, which we refer to as the Branch Flow
Model (BFM) manifold, as:
MBFM = {x ∈ R6J|FBFM(x) = 0}, (3.6)
where x =
(
PT QT lT vT pT qT
)T is the vector of variables and FBFM(x) = 0 is the com-
pact form of (3.2)-(3.5). The superscript T shows the transpose operator. Following the
definition of a tangent space in Section 3.2, we introduce the power flow tangent space
TxMBFM, for every point x∈MBFM to locally approximate the power flow manifold around
x. TxMBFM is a vector space expressed by [Absil et al., 2008]:
TxMBFM = {ξ ∈ Rn : DFBFM(x)[ξ] = 0}, (3.7)
where DFBFM(x) is the differential of the power flow equations (3.2)-(3.5) at point x.
3.3.3 Proposed OPF Reformulation
In this subsection, we formulate the OPF problem as a Riemannian optimization problem
with inequality constraints. We define the OPF problem of a radial distribution network as
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subject to x ∈MBFM, (3.8b)
hi(x)≤ 0, ∀i ∈ I = {1, ...,m}, (3.8c)
where MBFM is defined in (3.6), and f , and {hi} are continuously differentiable functions
from MBFM to R. The set of inequality constraints is denoted by I . In general, any contin-
uously differentiable function {hi} can be posed as an inequality constraint. In the simplest
implementation, the inequality constraints h may include the minimum and maximum real
and reactive capacity limits of DERs and voltage bounds as follows:










j , ∀ j ∈ J , (3.11)
where pgj and q
g
j are the real and reactive power injections from generators at node j. The
feasible space in the optimization problem (3.8) includes extra constraints in addition to
the manifold constraint, leading to an overall non-smooth manifold.
3.4 Proposed Solution Approach
In this section, we present a solution approach based on Riemannian Augmented La-
grangian Method to solve OPF, in which subproblems are smooth Riemannian optimization
problems. We also present a simplified Riemannian Trust-Region method to solve the sub-
problems.
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3.4.1 Riemannian Augmented Lagrangian Method
The Augmented Lagrangian Method — a.k.a. the method of multipliers — is a popular
optimization technique for constrained nonlinear programming in Euclidean space. Com-
pared to the quadratic penalty function method, the Augmented Lagrangian Method re-
duces the possibility of ill-conditioning in subproblems by estimating Lagrange multipliers
at each step. Following the Augmented Lagrangian Method, we define the augmented
Lagrangian function as:










where Lρ is the augmented Lagrangian function, ρ > 0 is a penalty parameter, and λ ∈
Rm,λ≥ 0 with λi the Lagrange multiplier for the inequality constraint i in (3.8c). The Aug-
mented Lagrangian Method involves two major steps at each iteration: x-update step and
λ-update step. Given a constant Lagrange multiplier vector λ, the x-update step employs
unconstrained optimization algorithms to minimize (3.12) over x ∈ Rn. A gradient-type
update rule is then utilized to update the Lagrange multiplier vector λ.
The extension of the Augmented Lagrangian Method to Riemannian settings where
x∈M is presented in [Liu and Boumal, 2019]. As the approach in [Liu and Boumal, 2019]
uses the non-smooth max functions similar to (3.12), we present an equivalent reformula-
tion of the OPF problem (3.8) that admits smooth quadratic functions in the augmented




subject to x ∈MBFM (3.13b)
hi(x)+ ci = 0, ∀i ∈ I = {1, ...,m}, (3.13c)
ci ≥ 0, ∀i ∈ I = {1, ...,m}, (3.13d)
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where the slack variable ci, ∀i∈ I = {1, ...,m} is added to convert the inequality constraints
to equality constraints. The idea is to deal with the non-negativity constraints ci ≥ 0 in
the sub-problems without explicitly defining the associated Lagrange multipliers in the
augmented Lagrangian function. The augmented Lagrangian function associated with the
modified OPF problem (3.13) would therefore be of the form:









where γi is the Lagrange multiplier associated with (3.13c). Note that the addition of the
non-negativity constraints ci ≥ 0 to the search space does not yield a non-smooth manifold
as the power flow manifold does not contain the vector c as variables. In addition, the re-
formulation still allows for the violation of the inequality constraints hi(x)≤ 0 in iterations
until a solution is achieved.
The Riemannian Augmented Lagrangian Method for solving the modified OPF for-
mulation (3.13) is presented in Algorithm 2, which is adapted from [Liu and Boumal,
2019, Algorithm 1] to fit the specific formulation of the OPF problem. xk and ck represent
the OPF solution and the slack variables, respectively, at iteration k. Following [Liu and
Boumal, 2019], the clip operator for updating the Lagrange multipliers in Algorithm 2 is
defined as:
clip[a,b](x) = max{a,min(b,x)},
which provides bounds for Lagrange multipliers. Furthermore, note that Algorithm 2 in-
cludes an adaptive penalty parameter update step where the penalty parameter ρ is increased
only if the constraint violations are decreasing fast enough.
Although subproblem (3.15) can be solved using standard Riemannian optimization
algorithms, we present next a simplified Riemannian Trust-Region method to solve (3.15).
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Algorithm 2 Riemannian augmented Lagrangian method (RALM) to solve OPF (3.13)
- adapted from [Liu and Boumal, 2019]
Require: Riemannian manifold of power flows MBFM, continuously differentiable functions f ,
{hi}i∈I : MBFM→ R.
Input: Initial point x0 ∈MBFM, initial Lagrangian vector γ0 ∈ Rm, initial penalty coefficient ρ0,
constants θρ > 1, limits on Lagrange multipliers γmin,γmax ∈ Rm with γmini ≤ γmaxi for each i ∈ I ,
ratio θσ ∈ (0,1) .
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3.4.2 Simplified Riemannian Trust-Region Method
Riemannian Newton’s method is known for its superlinear local convergence properties.
However, initialization plays a major role in convergence of the Riemannian Newton’s
method. Riemannian Trust-Region methods represent a class of solution techniques over
smooth manifolds that have received considerable attention in the filed of Riemannian op-
timization because of their desirable global and local convergence properties [Absil et al.,
2008].
In Riemannian Trust-Region methods, a Riemannian optimization problem is solved
with an iterative algorithm in which a subproblem called the trust-region subproblem is
created at each iteration. The feasible space in a trust-region subproblem is the tangent
space around the current iterate restricted within a radius of ∆ — known as the trust-region
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radius — from the center of the tangent space, i.e., the current iterate. In addition, the
objective function is approximated to a quadratic model around the solution of the previous
trust-region subproblem. Riemannian trust-region also has a solution acceptance/rejection
mechanism by which undesirable solutions could be rejected [Absil et al., 2008].
Here, we propose a simplified Riemannian Trust-Region method in which we penalize
moving from the center of the tangent space, instead of restricting the tangent space to the
trust region radius. In addition, the proposed approach does not penalize all the variables;
only the real and reactive power injections are penalized as arguably they are the indepen-
dent (unknown) variables in the OPF problem, i.e., given the real and reactive power injec-
tions, the other variables could be obtained by solving the power flow equations. Therefore,












where TxkMBFM is the tangent space of the power flow manifold at the current iteration.
The solution of (3.16) is then retracted to the power flow manifold and is checked against
the previous accepted solution. We incorporate a simplified rejection scheme to reject a
solution if an increase in the objective function is observed. In such case, (3.16) is solved
again with an increased penalty parameter α = 2α. This procedure is continued with ac-
cepted solutions until convergence. At this point, the solution to (3.15) is reached.
3.4.3 Initialization




This approach solves a linearized OPF problem where we replace the non-convex constraint
(3.5) with l = 0. We apply the retraction algorithm R BFM in [Heidarifar et al., 2021] to
find the initial primal variables. In addition, we set the Lagrange multipliers equal to the
associated dual variables of the linearized OPF.
Non-Exact SOCP Relaxation Initialization
As the proposed approach is particularly useful when SOCP relaxation is not exact, an alter-
native initialization approach would be to use the solution of a non-exact SOCP relaxation.
As the solution provided by the non-exact SOCP relaxation would not be on the power flow
manifold, this initialization method applies the retraction algorithm R BFM in [Heidarifar
et al., 2021]. The Lagrange multipliers would also be set to the associated dual variables in
SOCP relaxation.
3.5 Numerical Experiment Results
In this section, we evaluate the performance of the proposed OPF method in terms of the
closeness of the solution to the global optimal solution and computation time. In particular,
we apply the proposed method to case studies for which the SOCP relaxation is not exact
and demonstrate the performance of the proposed approach in obtaining a locally optimal
solution.
In all test cases, we employ the linearized OPF initialization approach to find x0 on
the power flow manifold and their associated Lagrange multiplier γ0. Parameters of Rie-
mannian Augmented Lagrangian Method in Algorithm 2 are: ρ0 = 100,θρ = 5,θσ =
0.25,γmaxi = 1000,γ
min
i = 0,ε = 10
−4. The test systems selected for the numerical case
studies include a 6-node radial test system whose data is taken from [Wei et al., 2017],
the modified IEEE 33-node radial test system, an actual urban distribution feeder with 289
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nodes, and a 6767-node actual rural distribution feeder. Voltage magnitude limits, in all
test systems, are v j = 0.95
2 = 0.9025, and v j = 1.052 = 1.1025.
The numerical experiments are carried out on a laptop with Intel i7-8550U at 1.80 GHz
and 16 GB RAM. Convex programs including SOCPs are solved by Gurobi, and non-
convex optimization problems are solved by BARON, a global non-convex programming
solver. We define the optimality gap as:
Gapf =
f (xRO)− f (xB)
f (xB)
×100%,
where xRO and xB are the optimal objective function values obtained by the proposed ap-
proach and by BARON, respectively. We employ the following typical objectives for OPF
studies:
1. Generation Cost: The objective is to minimize the fuel cost of generators plus the cost












2. Voltage Profile: The objective is to keep the voltages close to their nominal values,
e.g., 1p.u., expressed as: fv = ∑ j
(
v j− vnomj
)2 [Wei et al., 2017].
SOCP relaxation of OPF problems in which the voltage profile objective function fv
appear are generally inexact as fv is not monotonic. Furthermore, in presence of zero
marginal cost DERs, fg would not be monotonic either, thus yielding an inexact SOCP
solution.
3.5.1 6-Node Radial Test System
We implement the proposed OPF approach on a modified 6-node radial test system [Wei
et al., 2017] to demonstrate its solution quality. The objective functions presented earlier
are considered in two separate scenarios. In the generation cost minimization scenario, the
cost coefficients a and b associated with the second and third generators are assumed to
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be zero to make the objective function fg non-monotonic. In both scenarios, it is observed
that the SOCP relaxation is not exact. The results of applying the proposed method to these
scenarios are given in Table 3.1 where it can be observed that the proposed approach can
identify the global optimal solution with a very small optimality gap.
3.5.2 Modified IEEE 33-Node Radial Test System
The data for the IEEE 33-node radial system can be found in MATPOWER [Zimmerman
et al., 2011]. In the base case and with the generation cost minimization objective function,
the SOCP relaxation is exact. As it is reported in [Huang et al., 2017], a simultaneous
reverse real and reactive power flow may cause an inexact SOCP relaxation. Therefore,
we slightly modified the base case by adding a non-dispatchable generator at node 30 with
real and reactive power generation of 0.01 and 0.042 p.u., respectively. In addition, 7
dispatchable DERs were considered at nodes 11, 17, 23, 6, 15, 26, 27.
Using the generation cost minimization objective function, we created three different
sets of cost coefficients a and b to further evaluate the performance of the proposed method.
These scenarios are shown in Table 3.2 with fg(1), fg(2), and fg(3). We also considered
the voltage profile optimization objective function in a separate scenario. In all cases, the
SOCP relaxation was observed to be inexact. The results of applying the proposed method
and BARON are shown in Table 3.2. It is observed that the optimality gap in all the cases is
less than 0.3%, while requiring a very small computation time compared to that of BARON.








Table 3.2: Performance of the Proposed OPF Approach on Modified IEEE
33-Node Radial Test System
Objective
BARON Proposed Method
f (xB) Time (s) Gapf Time (s)
fg(1) 0.015 18.92 0.009% 0.547
fg(2) 0.0148 119.82 0.004% 0.386
fg(3) 0.0141 57.68 0.19% 1.534
fv 0.0425 98.75 0.3% 0.642




f (xB) Time (s) Gapf Time (s)
fg 3.788 5000 0.007% 0.943
fv 0.552 5000 0.001% 0.121
3.5.3 Actual Urban Distribution Feeder
We apply the proposed OPF approach on an actual urban distribution feeder, which is a
combination of a commercial and a residential feeder in the city of Holyoke, MA, with 289
nodes and a total capacity of 28.4 MVA. We assumed 5 controllable DERs in the feeder
and set the substation voltage at 1.05 p.u. We consider two separate scenarios with the
objective functions fg and fv. Both scenarios result in inexact SOCP solutions. The results
of applying the proposed OPF method and BARON to these scenarios are given in Table
3.3 where it can be observed that the proposed approach was able to identify a solution in
less than one second, while BARON takes more than 5000 seconds to come up with the
same solution. Note that we set a 5000 seconds maximum allowed computation time for
BARON, and when the computation time exceeds this value, BARON terminates with the
best solution found so far.
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f (xB) Time (s) Gapf Time (s)
fv 27.086 5000 −3.13% 89.97
3.5.4 Actual Rural Distribution Feeder
We test the proposed method on an actual large-scale feeder in Clear Lake, MN with 6767
nodes and 33.5 MVA capacity to demonstrate the scalability of the proposed approach.
We consider 953 DERs distributed randomly all around the feeder each with an apparent
power capacity of 10 kVA. We solve the problem of voltage optimization which is inexact
for SOCP relaxation (optimal value of 24.729). The results in Table 3.4 show that BARON
terminates with a local optimal objective function value of 27.086 in 5000 seconds, while
the proposed method finds a 3% smaller objective function value (26.238) in less than 90
seconds.
3.6 Conclusions and Future Work
In this chapter, we formulated the OPF problem in radial distribution networks as a Rie-
mannian optimization problem with inequality constraints. We presented a Riemannian
Augmented Lagrangian Method to solve the problem in which a simplified Riemannian
Trust-Region method is employed to solve the subproblems. Numerical results on several
test and actual distribution feeders illustrated that the proposed approach can identify an
acceptable local optimal solution in cases where the SOCP relaxation of OPF is not ex-
act. We also demonstrated the scalability of the proposed method on a large-scale actual
6767 node rural distribution feeder. Our future research focuses on extending the proposed
method to solve the OPF problem of a general multi-phase distribution network.
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Chapter 4
Efficient Load Flow Techniques Based on
Holomorphic Embedding for Distribution
Systems
The Holomorphic Embedding Load flow Method (HELM) employs complex analysis to
solve the load flow problem. It guarantees finding the correct solution when it exists, and
identifying when a solution does not exist. The method, however, is usually computa-
tionally less efficient than the traditional Newton-Raphson algorithm, which is generally
considered to be a slow method in distribution networks. In this chapter, we present two
HELM modifications that exploit the radial and weakly meshed topology of distribution
networks and significantly reduce computation time relative to the original HELM imple-
mentation. We also present comparisons with several popular load flow algorithms applied
to various test distribution networks.
4.1 Introduction
Distribution networks are different from transmission systems in several aspects, including
radial or weakly meshed structures, high R/X ratios, non-transposed conductors, single
or two-phase laterals, etc. Due to these inherent dissimilarities, conventional load flow
methods, e.g., the Newton-Raphson (NR) method, are usually less efficient when applied
to distribution networks relative to transmission system applications.
Taking advantage of the radial structure of distribution networks, the backward-forward
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sweep (BFS) algorithm of [Shirmohammadi et al., 1988] and the direct approach of [Teng,
2003] are well-known for their computational efficiency. In BFS, the forward sweep con-
sists of a voltage update step starting from the slack node towards the far-end nodes,
whereas the backward sweep is a current summation algorithm in the reverse direction.
The direct approach introduces two matrices, namely the upper triangular Bus Injection to
Branch Current (BIBC) matrix, and the lower triangular Branch Current to Bus Voltage
(BCBV) matrix, in an iterative voltage update scheme.
Despite their computational efficiency, both the BFS and the direct approach do not
guarantee finding the solution when it exists. In particular, [de Araujo et al., 2010] and
[de Araujo et al., 2018] demonstrate divergence issues of BFS and a better performance by
a variant of NR, known as the current injection method (CIM), in the presence of constant
impedance loads and under high loading conditions. Nevertheless, the convergence of NR-
based methods is problematic, as well. They depend strongly on initialization, and they do
not guarantee, in general, convergence to the correct solution. Moreover, divergence in the
aforementioned methods is neither a necessary nor a sufficient condition for the solution’s
non-existence.
Aiming at addressing these issues, [Trias, 2012] proposes the Holomorphic Embedding
Load flow Method (HELM) that employs analytic continuation of complex analytic func-
tions. Analytic continuation methods, e.g., Padé approximants representing nodal voltage
functions in HELM, can evaluate a function beyond the radius of convergence of its re-
spective power series. Using diagonal or near-diagonal Padé approximants, which provide
maximal analytic continuation, ensures the theoretical convergence of HELM. More specif-
ically, HELM promises to find a solution, if it exists. Further, it identifies the non-existence
of a solution by detecting oscillations in the Padé approximant sequence.
Despite the theoretically attractive properties of HELM, it is believed to be computa-
tionally expensive. HELM requires solving the recursive solution of a set of linear equa-
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tions to obtain the coefficients of the voltage power series, followed by another set of linear
equations, solved to obtain the coefficients of Padé approximants. In fact, [Rao et al., 2016]
shows worse performance compared to NR methods for transmission systems. The perfor-
mance of HELM in distribution networks has not, however, been thoroughly investigated in
the literature. To the best of our knowledge, a first attempt is made by [Rao and Tylavsky,
2016] in the context of network reduction, and by [Sun et al., 2018], which extends HELM
to three-phase unbalanced systems.
In this chapter, we exploit the radial and weakly meshed structure of distribution net-
works, and propose two HELM modifications which require less computational effort,
while maintaining the theoretical convergence properties. We implement the proposed
HELM modifications on several test networks, and show that they achieve lower com-
putation times compared with the original HELM implementation. We also present com-
parisons with other popular load flow methods, namely the BFS, the direct approach, the
implicit Z-Bus method, and NR method, and we investigate the impact of different loading
conditions and ZIP load models on computation times.
The remainder of the chapter is structured as follows. In Section 4.2, we present a brief
overview of HELM. In Section 4.3, we introduce our proposed HELM modifications. In
Section 4.4, we present and discuss the numerical results on several standard test cases.
Lastly, we summarize our key findings in Section 4.5 and provide directions for further
research.
4.2 Holomorphic Embedding Load Flow Method
We consider a distribution network with N+1 nodes, where node 0 is the “slack node” and








, i ∈N , (4.1)
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where yi j is the i j-th element of the “Y -bus” admittance matrix, Vj is the complex-valued
voltage at node j, and Si is the constant apparent power of load at the i-th node. The
superscript ∗ denotes the complex conjugate operator. Because the load flow equation (4.1)
is not holomorphic, [Trias, 2012] proposes to embed a complex-valued parameter α, and




yi jVj(α) = α
S∗i
V ∗i (α∗)
, i ∈N . (4.2)
Note that at α = 0, a simple solution — called germ — can be found under the no-
load, no-generation scenario, and the original load flow equations (4.1) can be recovered at
α = 1. Following [Trias, 2012], we replace Vj(α) with its Maclaurin series (employing the
germ), i.e.,
Vj(α) = v j[0]+ v j[1]α+ ...+ v j[n]αn + ..., j ∈N , (4.3)
and the reciprocal of the voltage Vi(a) with power series Wi:
1
Vi(α)
=Wi(α) = wi[0]+wi[1]α+ ...+wi[n]αn + ..., i ∈N , (4.4)
which implies that the coefficients of the voltage power series and its reciprocal at node

















yi jv j[n] = S∗i w
∗
i [n−1], i ∈N . (4.6)
HELM requires solving (4.5) and (4.6) recursively, starting with the germ, i.e., vi[0], ∀i∈
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N . However, calculating the germ is not straightforward in case shunt admittances are
included in the network model. This has motivated [Rao et al., 2016] to express the admit-
tance matrix Y as:
Y = Ys +Ysh, (4.7)
where Ys includes the series part of the admittance matrix and Ysh is a diagonal matrix of




ysi jVj(α) = α
S∗i
V ∗i (α∗)
−αyshi Vi(α), i ∈N , (4.8)
where ysi j is the i j-th element of the Y
s matrix, and yshi is the i-th diagonal element of
the Ysh matrix. From (4.8), the germ calculation becomes straightforward and is given by
vi[0] = V0, ∀i ∈N , where V0 is the slack-node voltage. Substituting (4.3) and (4.4) into








i [n−1]− yshi vi[n−1], i ∈N . (4.9)
Hence, HELM recursively solves (4.5) and (4.9) to obtain higher-order coefficients of
the voltage power series at each step. The voltage power series may not, however, be
converging as it is often the case. Therefore, [Trias, 2012] proposes to evaluate the voltage





which is often used as an analytic continuation method to evaluate a function outside the
radius of convergence of its power series but within the function’s domain. The commonly
used method to calculate the coefficients of the polynomials in (4.10) is the so-called ma-
trix method [Baker and Graves-Morris, 1996], in which the denominator coefficients β
at each node can be obtained by solving a dense linear system of equations [Baker and
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Graves-Morris, 1996], thus time-consuming and prone to errors as the order of the Padé
approximant increases [Rao and Tylavsky, 2018]. The numerator coefficients ζ can then be
found by a back-substitution.
An alternative method is employed in [Rao and Tylavsky, 2018] — the Eta method,
which always results in a diagonal Padé approximant, thereby retaining the convergence
promises of HELM, and which has reportedly better performance in finding a converging
voltage solution. The Eta method obtains a converging voltage power series based on a
two dimensional array called the η table. Therefore, it allows the evaluation of the nodal
voltage at node i ∈N and recursive step n, denoted by V (n)i . Its drawback is that it only
yields the solution at α = 1, as opposed to the matrix method that yields a solution as
a function of α. Nonetheless, this drawback does not affect load flow problems, since, as
already mentioned, the solution at α= 1 suffices to recover the original load flow equations.
In what follows, we present an outline of the recursive algorithm that describes the
original HELM encompassing the Eta method, which we use for comparison purposes.
Step 1: Set n = 0, and vi[0] = V0, ∀i ∈N .
Step 2: Calculate wi[n], ∀i ∈N , using (4.5).
Step 3: Set n = n+1. Calculate RHS of (4.9).
Step 4: Obtain vi[n], ∀i ∈N , solving (4.9).
Step 5: Evaluate V (n)i , ∀i ∈N , using the Eta method. Check convergence (for tolerance
ε): If |V (n)i −V
(n−1)
i |< ε,∀i ∈N , then stop; otherwise, recursively apply steps 2–5.
4.3 The Proposed Load Flow Methods
In this section, we present two HELM modifications that are tailored to distribution net-
works. They involve two alternative methods for solving (4.9) in Step 4 of the original
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HELM, for a radial or weakly meshed topology. Our work is inspired by two popular load
flow algorithms in distribution networks, namely the BFS algorithm and the direct approach
of [Teng, 2003].
The BFS is an efficient algorithm for radial distribution networks. At each iteration k,






YbÃT (Ṽ(k)−V01N) = I
(k)
b , (4.12)
where Ṽ, Ĩ, and Ib are N×1 vectors denoting nodal voltages at PQ nodes, current injections
at PQ nodes, and branch currents, respectively. Note that shunt admittances are modeled in
the current injection vector Ĩ. Yb is a N×N diagonal matrix whose elements correspond








where aT0 and Ã are the rows of A associated with the slack and PQ nodes, respectively.
Note that the rhs of (4.11) explicitly shows the dependence of nodal current injection Ĩ on
nodal voltages at the previous iteration Ṽ(k−1). In a radial network, obtaining the vector
of branch currents Ib from (4.11) is equivalent to a backward sweep, whereas utilizing Ib
in (4.12) to solve for voltages is equivalent to a forward sweep [Zhang and Cheng, 1997].
A backward sweep calculates the branch currents by traveling backward from the far-end
nodes to the slack node, whereas a forward sweep updates nodal voltages by traveling
forward from the slack node to the far-end nodes. (4.11) and (4.12) are solved iteratively
until the difference in nodal voltages at successive iterations is less than a tolerance.
The direct approach [Teng, 2003] is applicable to both radial and weakly meshed sys-
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where DLF is a constant matrix and 1 is a N × 1 vector of all ones. Details on how to
construct DLF can be found in [Teng, 2003].
Observing (4.9), we identify an interesting interpretation, presented in Lemma 6.
Lemma 6. At the n-th voltage power series coefficients calculation, (4.9) is equivalent to
(4.15) below which describes a load flow problem of a network without shunt elements and
only constant current type loads/injections:
YV = I. (4.15)
Note that I is the vector of current load/injections and V the vector of nodal voltages
(including the slack bus).
Proof. At the n-th voltage power series coefficients calculation, the rhs of (4.9) is constant,
i.e., Ii = S∗i w
∗
i [n−1]− yshi vi[n−1], ∀i ∈N . At the lhs, setting yi j = ysi j, indicates that the
corresponding network has a bus admittance matrix Ys, i.e., without shunt elements.
The network introduced in Lemma 6 has some attractive properties.
Lemma 7. The load flow problem of radial networks described in Lemma 6 can be solved
in a single iteration of the BFS algorithm (one backward and one forward sweep).













where y is a N × 1 vector describing the mutual admittances between the slack and PQ
nodes, y0 is the self admittance of the slack bus and Ỹ is an N×N matrix. Since the Y-Bus
described in Lemma 6 does not include shunt admittances, we can equivalently express it
as:
Y = AYbAT . (4.17)
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Using (4.13) and (4.16), we get from (4.17):
y = ÃYba0, Ỹ = ÃYbÃT . (4.18)
Expressing (4.15) for PQ-type nodes using (4.16) yields:
yV0 + ỸṼ = Ĩ. (4.19)
Substituting (4.18) into (4.19), we get:
ÃYb(a0V0 + ÃT Ṽ) = Ĩ. (4.20)
Note that sum of the elements in each column of A should be zero, which implies that
aT0 =−ÃT 1. Therefore, (4.20) can be written as:
ÃYbÃT (Ṽ−V01) = Ĩ, (4.21)
which can be expressed equivalently as:
ÃIb = Ĩ, (4.22)
YbÃT (Ṽ−V01) = Ib, (4.23)
representing a single backward and forward sweep, as discussed for (4.11) and (4.12).
We note that a similar argument was made in [Zhang and Cheng, 1997] for a different
purpose.
Lemma 8. The load flow problem of radial or weakly meshed networks described in
Lemma 6 can be solved in a single iteration of the direct approach.
Proof. A single iteration of the direct approach is described as:
Ṽ =V01+(DLF)Ĩ. (4.24)
A direct comparison of (4.24) with (4.21) yields:
DLF = (ÃYbÃT )−1. (4.25)
Therefore, (4.15) can be solved using a single iteration of the direct approach described
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by (4.24).
We note that, for a radial network, DLF = BCBV×BIBC [Teng, 2003]. Therefore,
(4.24) can be expressed equivalently as:
Ib = (BIBC)Ĩ, (4.26)
Ṽ =V01+(BCBV)Ib. (4.27)
Corollary 1. For a radial network, the backward (4.11) and forward (4.12) sweeps are
expressed equivalently in a matrix form using the direct approach, with:
BIBC = Ã−1, (4.28)
BCBV = (YbÃT )−1, (4.29)
where Ã is an N×N matrix.
Proof. Corollary 1 is derived by direct comparison of (4.26) and (4.27) with (4.22) and
(4.23), respectively.
Proposition 1. The solution of (4.9) for radial or weakly meshed networks is obtained
by performing a single iteration of the BFS (radial) or the direct approach (radial/weakly
meshed) methods.
Proof. The proof of Proposition 1 is straightforward, using (i) Lemma 6 for a network with
yi j = ysi j, and constant currents at the n-th voltage power series coefficients calculation,
Ii = S∗i w
∗
i [n−1]−yshi vi[n−1], ∀i ∈N , (ii) Lemma 7 for radial networks, and (iii) Lemma
8 for both radial and weakly meshed networks.
In what follows, we introduce the two HELM modifications that modify Step 4, solving
(4.9) based on Proposition 1. The first algorithm, referred to as S-HELM, uses the BFS
algorithm and is suitable for radial networks. The second algorithm, referred to as D-
HELM, uses the direct approach of [Teng, 2003] and can be applied to both radial and
weakly meshed networks. We summarize the modified steps below.
The S-HELM algorithm modifies Step 4 as follows:
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Step 4-S.a: Calculate branch currents using the nodal injections given by Step 3 of HELM,
employing a backward current summation scheme.
Step 4-S.b: Solve for vi[n], ∀i∈N using branch currents calculated in the previous step,
employing a forward voltage update scheme.
The D-HELM algorithm modifies Step 4 of the original HELM algorithm as follows:
Step 4-D: Solve (4.24) for vi[n] =Vi, ∀i ∈N , where Ii is given by Step 3 of HELM.
4.4 Numerical Results
We tested the proposed algorithms on several radial and weakly meshed distribution net-
works and we compared the results with other methods, namely the original HELM (using
the Eta method), the BFS [Shirmohammadi et al., 1988], the direct approach, [Teng, 2003],
the implicit Z-bus [Chen et al., 1991b], and NR. We modeled the methods in MATLAB v.
9.4 and used a Dell XPS i7 at 1.8 GHZ CPU with 16 GB RAM for obtaining the numerical
results.
The test networks included IEEE 13, 18, 33, 37, 69, 123, 141 and 8500 node radial test
systems. The data for 18, 33, 69, and 141 bus networks can be found in MATPOWER [Zim-
merman et al., 2011]. We used the single phase equivalents of IEEE 13, 37 and 123 node
networks derived by [Bazrafshan and Gatsis, 2018], and we also obtained the single phase
equivalent of the IEEE 8500 node distribution network that includes about 2500 nodes.
The convergence tolerance was ε = 10−6. The maximum error in nodal voltage magni-
tudes compared with Implicit Z-bus, BFS, the direct approach, and NR was observed to be
less than the tolerance, thus verifying the accuracy of the proposed HELM modifications.
In Table 4.1, we present the computational times for all methods and test networks.
They include the time required to run only the main loop of the methods; they do not
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Table 4.1: Load Flow Computation Time (in Milliseconds) on Several IEEE
Radial Distribution Test Systems
Methods
Test Systems
13 18 33 37 69 123 141 8500
HELM 0.30 0.41 0.56 0.46 0.89 1.50 1.63 58.3
S-HELM 0.24 0.36 0.48 0.40 0.80 1.30 1.44 51.5
D-HELM 0.22 0.31 0.41 0.32 0.68 1.19 1.32 60.6
Impl.Z 0.14 0.21 0.19 0.12 0.27 0.32 0.44 13.0
BFS 0.05 0.10 0.08 0.08 0.13 0.22 0.21 7.92
Direct 0.06 0.11 0.08 0.07 0.11 0.18 0.17 19.1
NR 0.39 0.45 0.64 0.82 1.05 2.55 2.00 38.5
include pre-processing time, e.g., branch ordering in BFS or LU factorization in origi-
nal HELM. In order to derive accurate results, we ran the main loop of each method for
100,000 times and obtained the mean computation times. The results indicate that at least
one of the proposed HELM modifications (S-HELM and D-HELM) outperforms the orig-
inal HELM — in fact in all but one networks both modifications outperform the original
HELM. D-HELM appears more efficient in smaller networks outperforming both original
HELM and S-HELM, but achieves similar times with HELM for the large network. For
the latter network, S-HELM performs better than D-HELM and original HELM. Overall,
the BFS algorithm and the direct approach perform better, followed by the implicit Z-bus.
NR is generally slower than HELM except for the 8500-node network. Interestingly but
unsurprisingly, comparing Implicit Z-bus with BFS and the direct approach yields similar
results to comparing HELM with S-HELM and D-HELM; note that HELM and Implicit
Z-bus employ LU factorization, whereas S-HELM and D-HELM are based on the BFS and
the direct approach, respectively.
Table 4.2 presents the average percentage of computation time spent on each step of
HELM. We observe that the percentage of Steps 2,3 and 4 decrease with the size of the
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Table 4.2: Average Percentage of Computation Time Spent on each Step of
HELM in Several IEEE Radial Distribution Test Systems
Steps
Test Systems
13 18 33 37 69 123 141 8500
2, 3 32% 37% 11% 21% 5% 10% 5% 4%
4 40% 31% 34% 33% 29% 27% 22% 22%
5 28% 32% 55% 46% 66% 63% 73% 74%
network, whereas the percentage of Step 5 increases with the size of the network.
The results in Table 4.1 and 4.2 indicate that the proposed modifications achieve com-
putational savings that range from 53% to 92% in Step 4 of HELM, and from 12% to 30%
overall (including all HELM steps).
Further, as it is also discussed in [Rao et al., 2016], since the voltage evaluation and
convergence check performed in Step 5 is not used as input in Steps 2–4, one can proceed
from Step 4 to Step 2 while in parallel checking convergence in Step 5. If convergence
is reached, then algorithm terminates, otherwise convergence is checked again at the next
step. Taking into account the parallel implementation of Step 5, the computational savings
of the proposed modifications (including all steps) range from 24% to 50% overall.
We also considered weakly meshed variations of the IEEE 18, 33 and 69 node networks.
Table 4.3 shows that D-HELM requires less computation time compared with HELM, and
it also outperforms the NR method. However, we acknowledge that more testing is required
for weakly meshed networks.
Lastly, we evaluated the performance of the proposed modifications under different
loading conditions. We selected the IEEE 123-node radial distribution network, which
contains a complete ZIP load model and considered medium and high loading conditions.
The load factors for constant power, constant current, and constant impedance loads were 4,
20, and 40, respectively, for the medium loading conditions, and 7, 50, and 60, respectively
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Table 4.3: Load Flow Computation Time (in Milliseconds) on Weakly




HELM 0.42 0.43 0.52
D-HELM 0.27 0.32 0.39
Impl.Z 0.18 0.16 0.19
Direct 0.10 0.07 0.14
NR 0.53 0.73 1.21
Table 4.4: Load Flow Computation Time (in Milliseconds) for IEEE 123
Node Distribution Network in Different Loading Scenarios
Methods
Const. Power Const. Current Const. Impedance
Medium High Medium High Medium High
HELM 2.5 13.3 2.42 10.1 2.96 4.86
S-HELM 2.2 12.7 2.24 9.64 2.75 4.60
D-HELM 2.0 12.2 1.95 9.05 2.45 4.21
Impl.Z 0.58 1.35 0.40 0.50 0.40 0.46
BFS 0.46 1.05 0.37 0.45 1.18 Div
Direct 0.29 0.65 0.23 0.28 0.71 Div
NR 2.45 3.12 Div Div 3.06 3.06
for the high loading conditions. We present the results in Table 4.4. We observe that the
proposed modifications outperform the original HELM in all scenarios. Further, while the
BFS, the direct approach and the NR method diverge under certain loading conditions,
HELM and its proposed modifications manage to find a solution.
4.5 Conclusions and Further Research
This chapter presents two HELM modifications that exploit radial and weakly meshed
structure of distribution networks and require less computation effort. Numerical exper-
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imentation demonstrates overall time savings of up to 30% on IEEE radial distribution test
cases. Furthermore, the proposed HELM modifications are shown to be robust against dif-
ferent loading types and conditions. In our future research, we aim at (i) further investigat-
ing the performance in weakly meshed networks, (ii) extending the proposed modifications
to three-phase unbalanced systems, and (iii) performing extensive numerical comparisons
and sensitivity analysis with respect to network parameters and loading conditions.
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Chapter 5
Three Phase HELM with ZIP loads for
Distribution Networks
Holomorphic Embedding Load flow Method (HELM) is a load flow solution technique
that takes advantage of analytic continuation of complex analytic functions and provides
promising convergence guarantees. Despite its extension to various types of power sys-
tems, the literature has not thoroughly investigated the applicability of HELM on three
phase power distribution systems with common load types/connections. In this chapter, we
extend HELM to three phase distribution networks with ZIP load models and wye/delta
connections, while preserving the prominent convergence promises of the holomorphic
embedding method. We perform extensive numerical experiments on standard IEEE three
phase distribution systems with various equipment/connection types to demonstrate the ac-
curacy and efficacy of the proposed method with respect to the existing literature.
5.1 Introduction
Robust AC load flow solution algorithm is of fundamental importance to power system
operation as the solution represents the steady-state operating condition of the system. Nu-
merical iterative methods such as the traditional Newton-Raphson method are extensively
applied to the nonlinear AC load flow equations to obtain the root, i.e., the load flow so-
lution. While the traditional Newton-Raphson (NR) method in polar coordinates [Tinney
and Hart, 1967] and their variants, e.g., Fast Decoupled method [Stott and Alsac, 1974],
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are typically employed in transmission networks, they are not as robust and efficient in dis-
tribution networks that unlike transmission systems are characterized with radial or weakly
meshed structure, unbalanced three phase operation, and high R/X ratios. Methods based
on current injection calculation, such as the backward-forward sweep (BFS) [Shirmoham-
madi et al., 1988] and the implicit Z-Bus (IZB) [Chen et al., 1991b]- [Bazrafshan and
Gatsis, 2018] have proven to be more successful in distribution networks.
BFS takes advantage of the typical radial structure of distribution systems, thus com-
putationally efficient. The classical method for modeling transformers in BFS is to derive
matrices that express the relationship between nodal phase-to-ground voltages and line
currents [Kersting, 2012]. While several common transformer winding connections are
treated, some important configurations such as the grounded wye-delta are yet to be ad-
dressed [Kocar and Lacroix, 2012]. In addition, BFS may encounter numerical instability
issues when incorporating specific transformer winding connections [Wang et al., 2004],
in part due to its instability dealing with large shunt admittances and constant impedance
loads [de Araujo et al., 2010, de Araujo et al., 2018, Heidarifar et al., 2021]. IZB, on the
other hand, is numerically more stable as transformer models are incorporated into the Y-
Bus admittance matrix. Noteworthy, a variant of IZB is the primary load flow solver in
OpenDSS, the EPRI distribution system simulator [Dugan, 2016]. Note, however, that the
invertibility of the Y-Bus admittance matrix, discussed in [Bazrafshan and Gatsis, 2018], is
key to convergence of IZB.
Nonetheless, the aforementioned numerical iterative methods neither guarantee con-
vergence to the practical load flow solution, if it exists, nor provide an unequivocal signal
of divergence when such solution does not exist. In contrast, the non-iterative Holomor-
phic Embedding Load flow Method (HELM) [Trias, 2012], proposed in 2012 for single
phase AC power systems, provides promising convergence properties. While the numer-
ical performance of HELM has not yet fully evaluated in three phase power distribution
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networks incorporating various transformer winding connection types, it is expected to
perform well, since similar to IZB, it requires the inverse of the Y-Bus admittance matrix
where transformer models are incorporated.
Since the original LF equations are not holomorphic, i.e., complex differentiable, HELM
embeds a complex-valued parameter — interpreted as a load factor — to implicitly define
holomorphic voltage functions for which Maclaurin Series exist. HELM is a recursive load
flow solution method which at each step obtains a higher order coefficient in the voltage
Maclaurin Series starting from the zeroth coefficient — a.k.a. a germ in HELM literature
— obtained as the solution of LF equations under no-load no-generation scenario, thereby
not relying on an arbitrary initial guess, unlike other LF solution methods in the literature.
On top of that, analytic continuation methods, e.g., Padé approximants, are employed in
HELM to evaluate voltages within their domain but beyond the radius of convergence of
their respective Maclaurin Series, hence providing convergence guarantees to the operable
solution if it exists and unambiguously signaling non-existence if such solution does not
exist.
HELM has received considerable attention in the literature. In particular, some refer-
ences present equipment models to be incorporated within HELM, e.g., see [Subramanian
et al., 2013]- [Rao et al., 2016] for treatment of PV nodes, [Liu et al., 2019a] for remote
voltage control, [Basiri-Kejani and Gholipour, 2017] for modeling thyristor-based FACTS
controllers, and [Singh and Tiwari, 2019] for modeling STATCOM. A group of other ref-
erences present HELM applications, e.g., see probabilistic power flow analysis [Liu et al.,
2018a], voltage stability assessment [Liu et al., 2018b], [Yao et al., 2019], [Chevalier and
Hines, 2019], network reduction [Zhu et al., 2018], locating multiple power flow solu-
tions [Wu and Wang, 2019], line outage distribution factors [Yao and Qiu, 2020], and dy-
namic simulation [Yao et al., 2020]. Others extend HELM to solve the load flow problem
of DC power transmission systems [Trias and Marín, 2016], single phase distribution net-
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works [Heidarifar et al., 2019], three phase distribution systems [Sun et al., 2018, Keihan
Asl et al., 2019], and AC/DC hybrid power systems [Zhao et al., 2020].
In our previous work [Heidarifar et al., 2019], we evaluated the performance of HELM
on single phase distribution networks and proposed two HELM variants with improved
computational performance by exploiting the radial/weakly-meshed structure of distribu-
tion networks. An important modeling aspect in power distribution networks is the presence
of voltage-dependent loads (constant power, constant current and constant impedance) —
known as ZIP load models in the literature. The original HELM presented in [Trias, 2012]
considers constant power and constant current load models for single phase networks. The
current injection in the constant current load model of [Trias, 2012] is voltage independent
and as a result does not maintain the constant power factor of the load typically assumed in
constant current load models. Modeling the voltage-dependence of constant current load
models within the holomorphic embedding framework has not, however, been thoroughly
investigated in the literature. A first attempt is made by [Baghsorkhi and Suetin, 2016] for
single phase networks.
There are not many research work in the literature investigating the performance of
HELM on three phase power systems. To the best of our knowledge, [Keihan Asl et al.,
2019]- [Sun et al., 2018] are the only works in the literature presenting HELM for three
phase power distribution systems. The HELM provided in [Keihan Asl et al., 2019] as-
sumes wye-connected loads with constant power and constant current models. [Sun et al.,
2018] provides a HELM formulation for three phase distribution systems where ZIP load
model is assumed for wye-connected loads, whereas constant power load model is con-
sidered for delta connections. The constant current load modeling approach in [Sun et al.,
2018] is based on the work in [Baghsorkhi and Suetin, 2016], which although accurate for
single phase networks, may not satisfy the necessary holomorphicity requirements for three
phase systems as will be shown later.
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In this chapter, we present a HELM for unbalanced three phase distribution networks
with ZIP load model and common connection types. The proposed method preserves the
convergence promises of HELM. Through several numerical experiments, we demonstrate
the applicability of the proposed method in standard unbalanced distribution networks hav-
ing different transformer and step-voltage regulator configurations. The contributions of
this chapter are as follows:
• We present a HELM for three phase power distribution systems with ZIP load models
and wye/delta connections. The proposed technique accurately models the voltage
dependence of constant current loads while also guaranteeing the prominent conver-
gence promises of HELM.
• We perform several numerical studies on a few standard distribution feeders and
demonstrate the efficacy of the proposed method compared with the existing HELM
literature and IZB as a method that stands out in three phase load flow problems.
The rest of the chapter is organized as follows: Section 5.2 provides a brief overview
of the three phase network model used in this chapter. In addition, we present the basics
of HELM and demonstrate the shortcomings of the existing literature in addressing certain
load types/connections commonly seen in distribution networks. In Section 5.3, we propose
a holomorphic embedding technique for three phase power systems with wye and delta
connected loads. In addition, we provide the solution algorithm for the proposed method.
In Section 5.4, we present the results of extensive numerical experiments. Section 5.5
concludes the chapter and provides directions for future research work.
5.2 Preliminaries
In this section, we briefly overview the three phase distribution network model used through-
out the chapter. In addition, we present the basics of holomorphic embedding load flow
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method and demonstrate the shortcomings of the existing literature in addressing certain
load types/connections commonly seen in distribution networks. Furthermore, we provide
a HELM formulation for three phase distribution networks with all the loads being wye-
connected and incorporating an approximate constant current load model.
5.2.1 Network Model
We consider a general three-phase distribution network described as a graph (N +,E),
where N + := {0}∪N is the set of nodes with N = {1,2, ...,N}, and E ⊂ N +×N + is
the set of edges. The distribution substation, i.e., the connection point to the transmission
network, is considered as the slack node and represented by node 0. The set of nodes N
excluding the slack node can be partitioned as N = NY ∪N∆ where the nodes with wye
and delta connections are gathered in NY and N∆, respectively. The complex vector of line-
to-neutral voltage and the net current injections at node i can be expressed by Vi := {V φi }
and Ii := {Iφi }, respectively, where φ ∈ Φi and Φi ⊆ {a,b,c} is the set of available phases
at node i. We assume without loss of generality that the voltage at the slack bus is fixed at











i | and δ
φ
i are the magnitude and phase angle
of voltage at bus i and phase φ, respectively. We consider a general ZIP load model and
denote the dependence of current injections to nodal voltages for load buses explicitly by:











Zi(Vi) are the current injections from constant-power, constant-
current, and constant-impedance loads, respectively, and are given in (5.2) for wye connec-

















i , ∀i ∈NY (5.2c)
where SφLi , I
φ
Li , and Y
φ
Li are parameters representing the nominal constant-power, constant-
current, and constant-admittance components of wye connected loads. The superscript ∗
in (5.2a) denotes the complex conjugate operator. Similarly, for delta connected loads, one

































Ln , and Y
φφ′
Ln are parameters representing the nominal constant-power, constant-
current and constant-admittance components of delta connected loads.
The series elements including transmission lines, three-phase transformers, and step-
voltage regulators are modeled in the “Y -bus” admittance matrix following the approach
in [Bazrafshan and Gatsis, 2018]. Denote the row in the “Y -bus” admittance matrix Y
corresponding to node i and phase φ with Yφi and write the load flow equations as:
Yφi V = I
φ
i (Vi), ∀i ∈N (5.4)
where the RHS corresponds to the voltage-dependent current injections (5.1) which leads
to nonlinearity of LF equations in presence of constant power and constant current loads.
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5.2.2 Holomorphic Embedding Load Flow
We first define the concept of a holomorphic function for more clarity. A function f of the
complex variable z is holomorphic at a point z0 if it is differentiable at all points within some
neighborhood of z0 [Brown and Churchill, 2009]. Equivalently, f is holomorphic at z0 if
it has continuous first-order partial derivatives at z0 and it satisfies the Cauchy-Riemann
equations. A relevant function in the context of the load flow problem is the absolute value
function f (z) = |z| which is not holomorphic at any nonzero point as it does not satisfy the
Cauchy-Riemann equations. Another relevant function is the complex conjugate function
g(z) = z∗ which is not holomorphic at any point with the same argument.
The load flow equations (5.4) are not holomorphic in the complex voltage variables as
the injections in RHS include the complex conjugate operator .∗ (see (5.2a) and (5.3a)) and
the absolute value operator |.| (see (5.2b) and (5.3b)). In 2012, [Trias, 2012] proposed to
embed a complex-valued parameter to make (5.4) holomorphic in the embedded parameter.
Note that the work in [Trias, 2012] only applies to single phase networks where current in-
jections from constant current load model is voltage independent. In particular, the constant
current load model in [Trias, 2012] is as follows:
IφIi(Vi) = Ī
φ




IφLi is a constant parameter and V
φNom
i is the nominal voltage at phase
φ. We note that the model in (5.5) does not maintain the constant power factor of the load
typically assumed in constant current load models. Contrary to (5.2b), the constant current
model in (5.5) is holomorphic. Note that the approach in [Trias, 2012] incorporating the
constant current load model (5.5) can be easily extended to three-phase networks that only
include wye-connected loads. However, as will be shown later in the simulation results
section, if the constant current part of the load is noticeable, such LF solution incorporating
(5.5) deviates significantly from the actual LF solution.
87
In what follows we show how the original HELM in [Trias, 2012] incorporating con-
stant current load model (5.5) can be extended to three phase networks including only wye
connected loads. We use the HELM presented in this section for comparison purposes with
the proposed HELM in the next section where the voltage-dependent constant current load
model (5.2b) is treated. Following [Trias, 2012], we start by embedding a complex valued
parameter α and rewriting (5.4) incorporating constant power (5.2a), voltage independent
constant current (5.5) and constant impedance (5.2c) loads as:












i (α), ∀i ∈NY (5.6)
where the solution at α= 0 — called germ — can be found under the no-load, no-generation
scenario, and the original load flow equations (5.4) can be recovered at α = 1. Also, note
that V φ
∗
i function on right-hand side of (5.6) is embedded with α
∗ instead of α to meet
the holomorphicity requirement, i.e., the Cauchy-Riemann conditions. Intuitively speak-
ing, expanding V φ
∗
i (α
∗) using the Maclaurin Series defined below, one observes that it is a
function of α, not α∗, thus preserving holomorphicity. The next step is to expand Maclaurin
series of V φi around the germ,







n + ..., ∀i ∈NY , (5.7)
where the zeroth term V φi [0] corresponds to the germ at node i and phase φ which can be
obtained by evaluating (5.6) at α = 0 and finding voltages as:
Yφi V[0] = 0, ∀i ∈NY . (5.8)
As the load flow equations (5.6) include voltage reciprocals on the right-hand side, we











n + ..., ∀i ∈NY , (5.9)
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where the power series coefficients of V φi (α) and W
φ
i (α) are related by their convolution as
given below:














∀i ∈NY , (5.10)
We are now ready to replace V φi (α) and W
φ
i (α) in (5.6) with their corresponding power
series (5.7) and (5.9), respectively. Equating the coefficients of α at both sides, one can
find the next coefficient in the voltage power series V φi [1] as follows:










i [0], ∀i ∈NY , (5.11)
and equating the coefficients of αn for n >= 2, higher-order terms could be found as fol-
lows:








i [n−1], ∀i ∈NY . (5.12)
Holomorphic embedding is a recursive load flow solution method that requires solving
(5.10) and (5.11)-(5.12) to obtain higher-order coefficients of the power series starting with
the germ, i.e., V φi [0], ∀i ∈N . As the voltage power series may not be converging, [Trias,
2012] also proposes to evaluate the voltages using Padé approximant [Baker and Graves-
Morris, 1996], which is a rational function commonly used as an analytic continuation
method to find the value of a function within its domain but possibly outside the radius
of convergence of the corresponding power series. In this chapter, we use the Eta method
to calculate the coefficients of the Padé approximant due to its computational efficiency
compared with the commonly used matrix method [Rao and Tylavsky, 2018].
We note that the HELM in [Keihan Asl et al., 2019] does not model constant current
loads, and therefore, does not include the second term on the right hand side of (5.11). As
constant current load model (5.5) used to derive (5.11)-(5.12) does not represent voltage
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dependence, the obtained load flow solution does not preserve the constant power factor
modeled in (5.2b) for such loads. Therefore, as the numerical results in Section 5.4 show
such LF solution may considerably differ from the actual LF solution incorporating (5.2b).
In the next section, We present a HELM for three phase power distribution systems that
incorporates the constant current load model (5.2b).
5.3 Three Phase HELM with ZIP load models
In this section, we present a HELM for three phase power networks with ZIP load models
and wye and delta load connections. In Subsection 5.3.1, we present the model for wye-
connected loads, whereas delta-connected loads are treated in the Subsection 5.3.2. Note
that in what follows we treat the constant current load model in more detail as it represents
a wider research gap compared to other load models. Finally, Subsection 5.3.3 summarizes
the key steps of the solution algorithm.
5.3.1 Wye Connected Loads
We begin with embedding a complex valued parameter α and rewriting (5.4) incorporating
the constant power, constant current, and constant impedance load models in (5.2a)-(5.2c),
respectively, to obtain:













i (α), ∀i ∈NY . (5.13)
Constant Current Load Model
The absolute value function representing constant current load model (see the second term
in RHS of (5.13)) eliminates the holomorphicity condition. In order to restore holomor-
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, ∀i ∈NY , (5.14)







reiθ/2, r > 0, −π < θ < π, (5.15)
which is holomorphic in the range defined above [Brown and Churchill, 2009]. It remains
to verify that the radicand in (5.14) satisfies the conditions in (5.15). The condition on
the magnitude of the radicand is straightforward to verify as voltages in a practical power
system are strictly above zero. The phase angle under the radicand in (5.14) can be found
to be θ = 2δφi , which combined with the condition (5.15) results in:
−π/2 < δφi < π/2, ∀i ∈NY . (5.16)
Condition (5.16) indicates that the phase angles at all nodes and phases must be between
−π/2 and π/2, which is not practical at least for phases b and c where the reference phase
angles are −2π/3 and 2π/3, respectively. As for phase a, since the reference phase angle
at the slack node is assumed to be 0, the condition implies that the phase angle difference
with respect to the slack node at all nodes must be between −π/2 and π/2, which is a mild
condition in practical power systems. Motivated by this observation, we propose to rewrite
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, ∀i ∈NY , (5.17)
where {ψa,ψb,ψc}= {0,4π/3,−4π/3}, thus modifying (5.16) to:
−π/2 < δφi −ψ
φ/2 < π/2, ∀i ∈NY , (5.18)
which requires that the phase angle difference with respect to the slack node at all nodes
(and phases) must be between −π/2 and π/2. We note that while this is a very mild
condition, a more strict approach can be adopted in which ψφ is replaced with ψφi , where
it can be updated at each recursion step using the information from the previous recursion
step (for each node) so as to keep the phase angles as close to zero as possible in order to
ensure that the above-mentioned conditions are met.
Now, we derive the relations to be used in holomorphic embedding load solution tech-
nique incorporating the proposed constant current model (5.17). Following (5.17), we de-







, ∀i ∈NY , (5.19)








n + ..., ∀i ∈NY , (5.20)
Constant Power and Constant Impedance Load Models
We adopt the same approach as in the previous section for constant power and constant
impedance loads where power series W φi is introduced to represent the reciprocal of the
voltage power series V φi .
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Derivation of HELM relations
Using (5.17) and (5.19), the power flow equations (5.13) can be rewritten as:











i (α), ∀i ∈NY , (5.21)
where the germ, i.e., V φi [0], can be computed under a no-load no-generation scenario at
α = 0 by solving for voltages in (5.8). For n ≥ 1, the coefficients of the voltage power
series are related with the coefficients of other power series as follows:












i [n−1], ∀i ∈NY . (5.22)
In addition, the coefficients of the power series W φi (α) can be obtained using (5.10)
similar to the approach in the previous section. In what follows, we show how the coeffi-
cients of Uφi (α) can be obtained. Squaring both sides of (5.19) and replacing the voltage
reciprocal with the power series W φi (α) yields:
Uφ
2




∗), ∀i ∈NY , (5.23)
indicating that the coefficients of the power series Uφi (α) can be obtained from the coeffi-
cients of V φi (α) and W
φ
i (α). Expanding both sides with the corresponding Mclaurin Series
in (5.7), (5.9), and (5.20) and evaluating both sides at α = 0, one can obtain the zeroth





i [0], ∀i ∈NY , (5.24)
and by equating the same coefficients of αn on both for n≥ 1, higher order terms could be
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obtained as:


















, ∀i ∈NY . (5.25)
Therefore, in order to accurately modeling constant current loads, one needs to calculate
the coefficients of the power series Uφi as derived in (5.24)-(5.25) in addition to computing
the coefficients of V φi and W
φ
i . To summarize, the proposed HELM incorporating wye-
connected loads only requires solving (5.10), (5.24)-(5.25), and (5.22) recursively, starting
with V φi [0]. Note that as the proposed method maintains the holomorphicity conditions,
HELM promises regarding convergence to the right solution and divergence still hold.
5.3.2 Three Phase HELM with Delta-Connected Loads
In this section, we show how delta-connected loads can be integrated within the HELM.
Substituting (5.1) and (5.3a)-(5.3c) into (5.4) and embedding with α yields:




























i ), ∀i ∈N∆. (5.26)
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Constant Current Load Model
Similarly to the treatment of wye-connected constant current loads, we replace the term




















) , ∀i ∈N∆, (5.27)
where ψφφ
′
is selected so that the radicant satisfies the following condition (5.28) derived
from the principal square root function (5.15).
−π/2 < δφi −ψ
φφ′/2 < π/2, ∀i ∈N∆. (5.28)
It can be shown that with {ψab,ψbc,ψca} = {−π/3,−2π,5π/3}, assuming that the
phase angle difference of all nodes w.r.t. slack node is in the range (−π/2,π/2), the condi-
tions in (5.15) hold. Nevertheless, a more strict approach similar to the treatment presented




i and update it at each step with the
latest nodal phase angles obtained so as to keep it as close as possible to zero. Next, we
define the power series Uφφ
′












) , ∀i ∈N∆, (5.29)











n + ..., ∀i ∈N∆. (5.30)
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Constant Power Load Model
We define power series W φφ
′








, ∀i ∈N∆, (5.31)











n + ..., ∀i ∈N∆, (5.32)
Derivation of HELM relations
Using (5.29) and (5.31), we rewrite (5.26) as:


























i ), ∀i ∈N∆. (5.33)
Calculating the germ is straightforward as it would be the solution to (5.8). For n≥ 1,
the coefficients of the voltage power series can be obtained by equating the same coeffi-
cients of α in (5.33) as follows:

























i [n−1]), ∀i ∈N∆. (5.34)
We expand both sides of (5.31) with their corresponding power series to obtain the
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coefficients of W φφ
′
i (α). Equating both sides at α = 0, the zeroth-term coefficient W
φφ′
i [0]








, ∀i ∈N∆, (5.35)


















As for the Uφφ
′
i (α) power series, the coefficients can be obtained using (5.29). Squaring
both sides of (5.29), replacing the corresponding power series, and equating both sides at











i [0], ∀i ∈N∆, (5.37)
and for the higher order coefficients (n≥ 1), the following holds:
Uφφ
′
























, ∀i ∈N∆. (5.38)
To summarize, the proposed HELM incorporating delta-connected loads requires solv-
ing (5.34)-(5.38) recursively, starting with V φi [0].
5.3.3 Solution Algorithm
In this section, we summarize the solution process for calculating LF solutions in three
phase unbalanced distribution networks using the proposed holomorphic embedding tech-
nique. The process is summarized in Table 5.1.
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1 Calculate the germ V φi [0], i.e., LF solution under no-load, no-generation
scenario, using (5.8).
2 Calculate W φi [n − 1] using (5.10)
from W φi [ j] ( j < n− 1) and V
φ
i [ j]
( j ≤ n−1).
Calculate W φφ
′
i [n− 1] using (5.35)-
(5.36) from W φφ
′
i [ j] ( j < n−1) and
V φi [ j] ( j ≤ n−1).
3 Calculate Uφi [n − 1] using (5.24)-
(5.25) from W φi [ j] ( j ≤ n− 1) and
V φi [ j] ( j ≤ n− 1) and U
φ




i [n− 1] using (5.37)-
(5.38) from W φφ
′
i [ j] ( j ≤ n−1) and
V φi [ j] ( j ≤ n− 1) and U
φφ′
i [ j] ( j <
n−1).
4 Calculate V φi [n] using (5.22) from
W φi [n−1], U
φ
i [n−1], and V
φ
i [n−1].









5 Evaluate nodal voltages V φi with Padé approximants using Eta method [Baker and
Graves-Morris, 1996].
6 If the maximum voltage difference w.r.t. last evaluation is within the tolerance
(1×10−6), stop. Otherwise, go to the next step.
7 Recursively apply steps 2-7.
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5.4 Numerical Results
In this section, we evaluate the performance of the proposed holomorphic embedding load
flow method on the following distribution feeders:
1. The IEEE 37-bus feeder,
2. The IEEE 123-bus feeder,
3. The European 906-bus low voltage feeder.
We obtained the feeder data from [Bazrafshan and Gatsis, 2018] and employed the im-
plicit Z-Bus (IZB) algorithm [Bazrafshan and Gatsis, 2018] for comparison purposes. IZB
is an iterative load flow solution method that similar to HELM requires the inverse of the
Y-Bus admittance matrix at each iteration. The series elements in the network including
transmission lines, three phase transformers and step-voltage regulators were modeled fol-
lowing the procedure presented in [Bazrafshan and Gatsis, 2018] and the Y-Bus admittance
matrix was created accordingly. All the methods were implemented in MATLAB v. 9.4
using a Dell XPS i7 at 1.8 GHZ CPU with 16 GB RAM. We use a convergence tolerance
of ε = 10−6 for both HELM and IZB.
5.4.1 Accuracy of the Proposed Method
The IEEE 37-Bus Feeder
The IEEE 37-Bus Feeder is characterized with a delta-delta substation transformer, a delta-
delta load transformer and an open-delta step voltage regulator. In addition, all the loads in
this feeder are unbalanced delta-connected ZIP model. The proposed HELM takes 8 steps
to converge to a load flow solution. We evaluated the accuracy of the proposed holomorphic
embedding method by comparing the nodal voltage magnitudes with those obtained by
IZB. The maximum nodal voltage magnitude difference across all buses and phases was
1×10−7 demonstrating that the proposed method achieves accurate load flow solutions.
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Figure 5·1: Comparison of Voltage magnitude error with respect to IZB for
the proposed HELM incorporating an accurate constant current load model
versus the original HELM incorporating an approximate constant current
load model on modified IEEE 37-bus feeder.
Constant current loads in the base case of the IEEE 37-bus feeder constitute a small
portion of the overall feeder load. In order to evaluate the accuracy of the proposed HELM
(incorporating an accurate constant current load model), we convert constant power loads
at buses 701 and 728 to equivalent constant current loads and apply a loading factor of 2.
Figure 5·1 illustrate voltage magnitude error w.r.t. IZB for the proposed HELM and the
original HELM (incorporating an approximate constant load model) The results demon-
strate that the original HELM results in noticeable error in the calculated voltage magni-
tudes whereas the error for the proposed method is negligible.
The IEEE 123-Bus Feeder
The IEEE 123-Bus Feeder features a combination of wye- and delta-connected ZIP load
models. In addition, the feeder has four wye-connected step voltage regulators and one
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delta-delta load transformer. Applying the proposed HELM and IZB to the IEEE 123-bus
feeder, we observed that both methods converge after 6 iterations. The results indicated
that the proposed method converges to the same solution as IZB.
The European 906-Bus Low Voltage Feeder
The loads in the European 906-bus low voltage feeder are wye-connected constant power
type. Note that the proposed HELM would be the same as the original HELM in absence
of constant current load types. Therefore, both methods result in the same solution and
converge to the solution obtained by IZB in 10 iterations.
In order to show the efficacy of the proposed method, we evaluate the European 906-
bus low-voltage feeder under constant current load model. We change all load types to
wye-connected constant current model and assume a loading factor of 0.6. We evaluate
the following current mismatch error function using the voltages obtained at each iteration
(step in HELM):
IMismatch = Yφi V−
V φi
|V φi |
IφLi, ∀i ∈N (5.39)
Note that the right hand side of (5.39) resembles the load flow equations (4.15). The second
term in (5.39) is the wye-connected constant current load model (5.2b) as all the loads were
modeled as of this type. Figure (5·2) compares the l1 norm of (5.39) at each iteration (step)
for IZB vs. the proposed HELM. Note that IZB fail to converge to a solution after 100
iterations. We only show 20 iterations in Fig. (5·2) to maintain the readability of the figure.
Nevertheless, the current mismatch for IZB stays at almost the same value (around 0.4 pu)
after the 20th iteration. The proposed method converges in 11 iterations and achieves a



























Figure 5·2: Comparison of l1 norm of current mismatches (5.39) for IZB
vs. the proposed HELM. IZB diverges after 100 iterations where the current
mismatch error stays at almost the same value (around 0.4 p.u.) after the
20th iteration.
Table 5.2: Comparison of Computation Times
Network
Computation Times (s) Iterations/Steps
IZB Proposed HELM IZB Proposed HELM
37-bus 0.0283 0.0636 7 8
123-bus 0.0593 0.0897 6 6
906-bus 3.8619 5.297 11 11
5.4.2 Computation Time
Table 5.2 compares the computation time needed to obtain a load flow solution using the
proposed HELM vs. IZB. The computation time includes the need needed for initializa-
tion and running the iterations/steps until a solution is reached. The results indicate that
although the computation burden is higher for HELM, it stays in the same order as IZB
(milliseconds for 37-bus and 123-bus feeders, and a few seconds for 906-bus feeder).
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5.5 Conclusions
In this chapter, we presented a holomorphic embedding load flow solution method for un-
balanced three phase distribution systems with ZIP loads and wye and delta connections.
Compared to existing literature, the proposed method preserves the attractive convergence
properties of HELM while accurately modeling different types of loads commonly seen
in distribution networks. The simulation results demonstrated the efficacy of the proposed
method compared with the existing research work. In particular, we showed that the exist-
ing holomorphic embedding methods fail to converge to the correct load flow solution in
presence of a noticeable amount of constant current loads. In addition, we demonstrated
that the implicit Z-Bus method, as a method commonly used in distribution networks, may
fail to converge to a solution whereas the proposed HELM manages to find an LF solution.
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Chapter 6
An Optimal Transmission Line Switching and
Bus Splitting Heuristic Incorporating AC and
N-1 Contingency Constraints
In this chapter, we present a mathematical model and a solution technique to optimize
network topology in a power system. Although the proposed method is applied to a trans-
mission system, we provide directions on possible extensions to distribution networks. The
goals of network reconfiguration in distribution networks are somewhat different than those
of the transmission systems given the higher losses and the need for voltage regulation.
The following objectives are typically considered in distribution network reconfiguration:
reducing active power losses, relieving line/transformer overloads, improvement of volt-
age profiles, enhancing the system reliability, load and phase balancing, and increasing the
hosting capacity of DERs.
Another important difference with transmission systems is that distribution networks
are typically operated in a radial fashion, though they are designed as a meshed system.
Normally-closed and normally-open switches are two typical switch types found in pri-
mary distribution networks. Therefore, in a typical distribution network reconfiguration
problem, the open/close status of the switches is determined in a way to optimize an ob-
jective while maintaining the radial topology of the system. The problem of distribution
network reconfiguration can be formulated as a mixed-integer optimization problem where
binary variables are employed to represent the open/close switch status. AC optimal power
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flow is key to identifying a viable optimal network topology for power distribution sys-
tems. Given the nonlinearity of load flow equations, convex relaxation approaches similar
to what is proposed in this chapter are important to ensure the tractability of the resulting
optimization problem.
Optimal transmission line switching and/or bus splitting is shown to contribute in re-
lieving congestion and reducing the operation cost by rerouting power flows throughout
the network. Although bus splitting may be as powerful as line switching in congestion
mitigation and is typically considered a smaller disturbance compared with line switching,
it has received less attention in the literature in part due to the more complicated node-
breaker modeling requirement. In this chapter, an optimal transmission line switching and
bus splitting heuristic is presented to minimize the operation cost while respecting AC and
N-1 contingency constraints. We present a two-level solution technique where switching
decisions are made in the upper level problem formulated as a mixed integer second or-
der cone programming master problem, while the resulting network topology is checked
against AC and N-1 contingency constraints in lower level subproblems. Line switching
and bus splitting are modeled as switching actions assuming double-bus double-breaker
substation arrangements where all elements at a substation, including generators, loads,
lines and shunt elements, are given switches to connect to either of the busbars if the re-
spective substation is split. We also introduce additional constraints to model a breaker-
and-a-half substation scheme. Furthermore, a pre-screening step is presented to limit the
search space of the problem, thus accelerating the solution process. We demonstrate the




i Index for busses (substations).
g Index for generators.
d Index for loads.
k Index for transmission lines.
h Index for shunt elements (capacitors, reactors).
j Index for busbars in a substation: j ∈ {1,2}.
e Index for each side of a line: e ∈ {F,T}.
B. Sets
I Set of busses.
Gi Set of generators connected to bus i.
Di Set of loads connected to bus i.
Hi Set of shunt elements connected to bus i.
Li Set of lines connected to bus i.
L Fi Set of lines connected to bus i at the from end.
L Ti Set of lines connected to bus i at the to end.
C. Parameters
ng Number of generators.
M Big M.
ak Ideal transformer tap ratio in line k model.
cg cost coefficient of generator g.
pd Real power demand of load d.
qd Reactive power demand of load d.
δ,δ Lower and upper limits on voltage phase angles.
v,v Lower and upper limits on voltage squared magnitude.
pg, pg Lower and upper limits on real power generation of generator g.
qg,qg Lower and upper limits on reactive power generation of generator g.
sk, lk Upper limits on apparent power and squared current flow of line k.
rk,xk Series resistance and reactance of line k.
Bk Total shunt susceptance of line k.
Bh Total susceptance of shunt element h.
β,γ Maximum allowed number of line switching and bus splitting actions.
α Maximum allowed number of switching actions.
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D. Variables
Vi Complex voltage variable at bus i.
Ik Complex current flow of line k.
pg,qg Real and reactive generation of generator g.
pg, j,qg, j Real and reactive generation of generator g at busbar j of the correspond-
ing substation.
pd, j,qd, j Real and reactive demand of load d at busbar j of the corresponding
substation.
pk,qk Real and reactive power flow of line k.
pek, j,q
e
k, j Real and reactive power flow of line k at the end side e through busbar j.
qhk Shunt reactive power injection at each end of line k.
lk Squared current magnitude of line k.
lek, j Squared current magnitude of line k at the end side e through busbar j.




l Voltage squared magnitude and phase angle at the end side e of line l.
zk Binary variable representing the state of line k (1: in service, 0: out of
service).
zi Binary variable representing the state of bus i (1: connected busbars, 0:
split busbars
yg,yd,yh,yek Binary variable denoting the connection status to busbar j of the corre-
sponding substation (0: j = 1, 1: j = 2).
6.2 Introduction
Optimal transmission line switching is the problem of co-optimizing the on/off status of
transmission lines with the output of generators in power systems operation to relieve net-
work congestion by rerouting power flows, thus decreasing the total operation cost. It is for-
mulated as a Mixed Integer Linear Programming (MILP) problem in [Fisher et al., 2008],
incorporating Direct Current (DC) power flow equations and utilizing binary variables to
represent switching status of transmission lines. To deal with the high combinatorial nature
of the optimal transmission line switching problem, several pre-screening methods have
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been proposed to identify switching candidates [Ruiz et al., 2011, Ruiz et al., 2012a, Liu
et al., 2012,Fuller et al., 2012,Goldis et al., 2013,Heidarifar and Ghasemi, 2016]. In [Ruiz
et al., 2012b, Ruiz et al., 2017], optimal transmission line switching is accelerated by em-
ploying a reformulation of the problem using shift factors and flow cancelling transactions.
In addition to reducing the operation cost, the literature considers line switching as a
flexibility resource to cope with the uncertainties caused by renewable energy resources;
see, e.g., [Taheri et al., 2017,Aghaei et al., 2018,Nikoobakht et al., 2019] and [Zhang et al.,
2019] in the context of power system operation and planning, respectively. Furthermore,
line switching was employed to maximize power system load margin [Haghighat, 2015], to
integrate into a stochastic joint energy and reserve market model [Aazami et al., 2015], to
suppress inter-area oscillation [Khaji and Aghamohammadi, 2017], to develop a controlled
system splitting strategy [Amraee and Saberi, 2017], and to incorporate into a unit com-
mitment model with short circuit current constraints [Lin et al., 2019]. Another application
of transmission line switching is as a corrective action to enhance the system reliability
by reducing post-contingency voltage and line flow violations [Li et al., 2014]. Corrective
transmission switching heuristics for large-scale real power systems are provided in [Li
et al., 2017, Sahraei-Ardakani et al., 2016].
However, line switching is not the only means of altering the topology; bus splitting is
another switching action that enables a substation, i.e., a bus, to split to two or more separate
busbars. Henceforth, a switching action implies line switching or bus splitting with both
requiring switching circuit breakers within substations. Although bus splitting is typically
considered a smaller disturbance compared with line switching, it has received less atten-
tion in the literature in part due to the more complex node-breaker modeling requirement.
The authors in [Schnyder and Glavitsch, 1990, Bacher and Glavitsch, 1986, Mazi et al.,
1986,Wrubel et al., 1996,Shao and Vittal, 2005,Heidarifar and Ghasemi, 2016,Goldis et al.,
2017,Heidarifar et al., 2014] utilize bus splitting to improve power system operation. [Hei-
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darifar and Ghasemi, 2016] illustrates a better performance of bus splitting, compared with
line switching, on the IEEE-118 test system; splitting two substations was shown to yield
more cost savings compared with an unlimited number of line switching actions. [Goldis
et al., 2017] employs the shift factor methodology of [Ruiz et al., 2012b] to model the
breakers within a substation and presents two different formulations to find the optimal
network topology.
Apart from improving the system operational efficiency, line switching and bus split-
ting has been shown to contribute in relieving overloads and voltage violations caused
by contingencies [Shao and Vittal, 2005]. The line switching and bus splitting model
of [Heidarifar and Ghasemi, 2016] was shown to enhance power system reliability [Xi-
ang et al., 2016, Xiao et al., 2018], and resilience under windstorms [Li et al., 2019] and
cyber-physical attacks [Liu and Wang, 2021]. The same model was further employed to
show the capability in relieving the congestion and stress caused by plug-in hybrid elec-
tric vehicles [Li et al., 2018], and in reducing wind power curtailment when combined with
dynamic line rating [Li et al., 2019]. Better performance of the line switching and bus split-
ting model of [Heidarifar and Ghasemi, 2016] compared with line switching only model
was observed in [Xiao et al., 2018, Li et al., 2019] in terms of reducing the operation cost.
Although a DC power flow model is commonly employed in the literature, (e.g., in
[Fisher et al., 2008, Ruiz et al., 2012a, Liu et al., 2012, Fuller et al., 2012, Heidarifar and
Ghasemi, 2016,Ruiz et al., 2012b,Goldis et al., 2017]), it may well happen that the switch-
ing actions violate the physics of the system governed by Alternating Current (AC) feasi-
bility or undesirably increase the operation cost. In addition, DC-based methodologies are
unable to relieve voltage congestion. In this respect, optimal transmission line switching is
evaluated with AC power flow constraints in [Khanabadi et al., 2013, Soroush and Fuller,
2014, Capitanescu and Wehenkel, 2014, Poyrazoglu and Oh, 2015, Bai et al., 2017, Kocuk
et al., 2017]. [Khanabadi et al., 2013] presents a Benders decomposition algorithm in which
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line switching decisions are made in the master problem and AC feasibility check is per-
formed in the subproblems. This approach falls short in removing voltage congestion as
voltage variables are not present in the master problem. [Soroush and Fuller, 2014] demon-
strates the shortcomings of applying the DC-based pre-screening method in [Fuller et al.,
2012] to AC power flows and improves its performance. [Capitanescu and Wehenkel, 2014]
proposes a heuristic algorithm that involves iteratively solving several AC Optimal Power
Flow (OPF) cases. [Poyrazoglu and Oh, 2015] employs a semidefinite programming relax-
ation to provide lower bounds for single line switching cases. [Bai et al., 2017] also uses a
convex relaxation, but neglects line shunt susceptances and transformer tap ratios. [Kocuk
et al., 2017] presents a strengthened convex relaxation formulation with three types of valid
inequalities. A first attempt to solve the bus splitting problem with AC constraints is made
in [Park and Demarco, 2020], which does not consider line switching and employs a sub-
station model involving only transmission lines, without considering generators, loads, and
transformers. N-1 contingency analysis in [Hedman et al., 2009, Khodaei and Shahideh-
pour, 2010, Goldis et al., 2017] uses DC power flow constraints, while the AC-based ap-
proach in [Khanabadi et al., 2013] does not include bus splitting.
In this paper, we consider optimal transmission line switching and bus splitting prob-
lem, including both AC power flow constraints and N-1 contingencies to reduce the oper-
ation cost. First, we present a substation model with both line switching and bus splitting
capabilities, which applies to two widely used substation schemes, namely the double-bus
double-breaker and the breaker-and-a-half arrangements. Second, we propose a heuristic
method which is based on (i) a pre-screening step to identify candidate substations, which
significantly reduces the computation effort by reducing the number of binary variables,
and (ii) a two-level solution method in which the upper level is a master problem formu-
lated as a Mixed Integer Second Order Cone Programming (MISOCP) problem aiming at
identifying line switching and bus splitting actions subject to a convex approximation of
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power flow equations, whereas at the lower level the solution is evaluated for AC feasibility
and N-1 contingency compliance. Third, we demonstrate the effectiveness of the proposed
method by obtaining numerical solutions for several IEEE standard test systems.
The remainder of this paper is structured as follows: Section 6.3 presents the substation
model with line switching/bus splitting capabilities. Section 6.4 describes the proposed
heuristic method, and Section 6.5 provides and discusses the numerical results. Section 6.6
summarizes the main findings.
6.3 Transmission Line Switching and Bus Splitting Model
In this section, we present the formulation of the transmission line switching and bus split-
ting model. In Subsection 6.3.1, we provide a convex approximation of the power flow
equations, which are employed in our model. The detailed formulation is presented in
Subsection 6.3.2.
6.3.1 Power Flow Model





















(qhk +qk− xklk) = 0, ∀i, (6.2)
pk + ıqk =V Fk I
∗
k , ∀k, (6.3)
V Fk /ak−V Tk = ak(rk + ıxk)Ik, ∀k, (6.4)
where ı =
√
−1, lk = |Ik|2 the squared magnitude of the complex line current flow Ik, and
V Fk and V
T
k the complex voltage variables at from and to end busses, respectively. Consider
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shunt element h and line k connected to bus i whose shunt reactive power injections are
given by qh = Bhvi and qhk = Bkvi/2, respectively, where vi is the voltage squared magni-
tude at bus i. (6.1)-(6.2) are the real and reactive power balance equations at bus i. (6.3)
describes the nonlinear relation between power, current and from end voltage of line k,
while (6.4) is the voltage drop across line k.
The nonlinear AC power flow equations (6.1)-(6.4) appear as equality constraints in
an ACOPF problem, thus yielding a nonconvex optimization problem. Several convex
relaxation schemes have been proposed in the literature. Among them the second-order
cone programming (SOCP) is the simplest computationally. The SOCP relaxation replaces
(6.3)-(6.4) with (6.5)-(6.6) below and removes the voltage phase angle variables throughout
the process, which often yields an inexact solution for a meshed transmission network
[Low, 2014]. To improve the SOCP relaxation, we add (6.7) that involves voltage phase
angle variables (see [Bai et al., 2017] for more details):
lkvFk − (p2k +q2k)≥ 0, ∀k, (6.5)
vTk − vFk /a2k +2(rk pk + xkqk)−a2k(r2k + x2k)lk = 0,∀k, (6.6)
δ
F
k −δTk = xk pk− rkqk, ∀k. (6.7)
We present next a substation model that enables both line switching and bus splitting.
We incorporate the convex approximation of OPF and provide the problem constraints.
6.3.2 A Line Switching and Bus Splitting Model
Node-breaker models
A high-voltage substation is a junction point where system components, such as gener-
ators, transformers, lines, loads, etc., are connected in a special arrangement of circuit
breakers and busbars. In this paper, we focus on two of the most widely used schemes,
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Figure 6·1: (a) Double-bus double-breaker arrangement. (b) Breaker-and-
a-half arrangement.
Figure 6·1-a and 6·1-b, respectively. While the former provides higher reliability at the ex-
pense of higher cost by requiring two breakers per circuit, the latter is typically the recom-
mended scheme for high voltage transmission substations (e.g., ISO-NE [ISO-NE, 2017])
as it needs one-and-a-half breakers per circuit. Because of the complexities in modeling
substation arrangements, steady-state power system analysis that includes optimal trans-
mission line switching typically employs simple bus-branch models, where the substation
is represented with a single bus per voltage level. Utilizing a complete substation model,
known as a node-breaker model in the literature, however, provides a higher degree of
flexibility, allowing the splitting of a substation to two or more separate busbars.
Node-breaker models presented in [Mazi et al., 1986,Wrubel et al., 1996,Shao and Vit-
tal, 2005,Park and Demarco, 2020] employ zero impedance lines (ZILs) — e.g., [Shao and
Vittal, 2005] introduces a new node for every network component connected to a substation
and defines a ZIL between every node within that substation. Such models significantly in-
crease the number of nodes, the dimension of the admittance matrix, and the number of
binary variables. [Heidarifar and Ghasemi, 2016] presents a less computationally demand-
ing substation model, employing only a single ZIL to allow for bus splitting. In the next
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Figure 6·2: Proposed Line Switching/Bus Splitting model.
power flow constraints.
Proposed Substation Model
Figure 6·2 shows the proposed substation model where two busses i and i′ are connected
through transmission line k consisting of an ideal transformer in series with a Π model. Bi-
nary variable zk is used to represent the on/off status of transmission line k. Without loss of
generality, consider substation i in Fig. 6·2 where it can be split to two separate busbars us-
ing the binary variable zi where zi = 0 indicates that the substation is split. All the elements
within this substation, including lines, generators, loads and shunt elements can connect to
either of the busbars through their respective binary variables y, with y = 0 indicating con-
nection to Busbar 1, and y = 1 indicating connection to Busbar 2. Bus splitting scenarios of
the double-bus double-breaker and the breaker-and-a-half arrangements of Fig. 6·1 can be
equivalently modeled using the proposed substation model of Fig. 6·2. For example, open-
ing CB1, CB4, and CB6 in double-bus double-breaker arrangement of Fig. 6·1-a is equiva-
lently modeled with zi = 0, yFk1 = 1, y
T
k3 = 0, yd1 = 0. As another example, the bus splitting
event resulting from opening CB1, CB5, and CB8 in the breaker-and-a-half scheme (Fig.
6·1-b) is equivalent to setting zi′ = 0, yFk1 = 1, yTk3 = 0, yd1 = 0, yTk2 = 1, yg1 = 1, yFk4 = 1
in Fig. 6·2.
The proposed model is capable of representing all possible switching actions in double-
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bus double-breaker arrangement except for the disconnection of loads, generators and shunt
elements, which, however, is not within the scope of this paper. The proposed model al-
lows bus splitting while giving all equipment the capability to independently select which
busbar to connect to, thus providing the flexibility of the double-bus double-breaker ar-
rangement. Note that the breaker-and-a-half scheme is comparatively less flexible, thus
requiring additional constraints to accurately represent feasible bus splitting scenarios. An
example of infeasible bus splitting scenario in the breaker-and-a-half scheme of Fig. 6·1-b
is to connect Line 2 and Line 3 to Busbar 2 while Line 1 and Generator 1 are connected
to Busbar 1 regardless of the connection status of Line 4 and Load 1. Overall, connection
of two circuits on different bays and opposing sides, e.g., Line 2 and Line 3, to the same
busbar is not possible if the other two circuits, e.g., Line 1 and Generator 1, are connected
to the other busbar. This is expressed as:
−1≤ (yFk1 + yg1)− (yTk2 + yTk3)≤ 1, (6.8)
which removes the possibility of both y variables in one parenthesis being 1, while the
y variables in the other parenthesis are both 0. Similar constraints associated with the
first/third and second/third bays guarantee removing other infeasible bus splitting scenarios.
In addition, for constraints of the form (6.8) to accurately model bus splitting flexibility in
breaker-and-a-half arrangement, we require a single switching action (line switching or bus
splitting) at a time.
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Model Constraints
In what follows, we present the substation model shown in Fig. 6·2. As pointed out previ-
ously, we employ binary variable zi to allow bus splitting, expressed as:
−Mδi (1− zi)≤ (δi,1−δi,2)≤Mδi (1− zi), ∀i, (6.9a)
−Mvi (1− zi)≤ (vi,1− vi,2)≤Mvi (1− zi), ∀i, (6.9b)
which ensures equal voltage phase angles/squared magnitudes at both busbars if substation
i is not split (zi = 1). Consider generator g at substation i which can be connected to either
of the busbars using the following constraints:
(1− yg)pg ≤ pg,1 ≤ (1− yg)pg, ∀g ∈ Gi, (6.10a)
(1− yg)qg ≤ qg,1 ≤ (1− yg)qg, ∀g ∈ Gi, (6.10b)
yg pg ≤ pg,2 ≤ yg pg, ∀g ∈ Gi, (6.10c)
ygqg ≤ qg,2 ≤ ygqg, ∀g ∈ Gi, (6.10d)
where yg = 0 and yg = 1 indicate a connection of generator g to Busbar 1 and Busbar 2,
respectively. Similar constraints are applied to Load d as follows:
pd,1 = (1− yd)pd, qd,1 = (1− yd)qd, ∀d ∈Di, (6.11a)
pd,2 = yd pd, qd,2 = ydqd, ∀d ∈Di. (6.11b)
The reactive power injected/consumed by the shunt capacitor/reactor h at substation i would
be Bhvi, j if there is a connection to Busbar j, and zero otherwise, which are represented by
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the following set of constraints:
−yhMh ≤ qh,1−Bhvi,1 ≤ yhMh, ∀h ∈Hi, (6.12a)
−(1−yh)Mh ≤ qh,2−Bhvi,2 ≤ (1−yh)Mh,∀h ∈Hi, (6.12b)
−(1− yh)Mh ≤ qh,1 ≤ (1− yh)Mh, ∀h ∈Hi, (6.12c)
−yhMh ≤ qh,2 ≤ yhMh, ∀h ∈Hi. (6.12d)
In addition, transmission lines can be connected to either of the busbars at each end, i.e.,
from and to, or be switched off. Constraints (6.13a)-(6.13b) ensure that if Line k is not
directly connected to Busbar j at end side e, power/current flow variables pek, j, q
e
k, j and l
e
k, j
would be zero, while (6.13c) imposes zero power/current flow along line k if the line is
switched off. (6.13d) describes the power/current flow along line k considering the respec-
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We define voltage squared magnitude and phase angle variables at each end of line k and
enforce constraints (6.14a)-(6.14d) to ensure proper association of the aforementioned line




































k, ∀k ∈Li,e. (6.14d)
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We add a modified version of power flow constraints (6.6)-(6.7) that takes the line on/off
status variable zk into account in (6.15a)-(6.15b), where ζk = 2(rk pk+xkqk)−a2k(r2k +x2k)lk
and ηk =−(xk pk− rkqk).
−Mvk(1−zk)≤ v
T
k −vFk /a2k +ζk ≤Mvk(1−zk), ∀k, (6.15a)
−Mδk (1−zk)≤ δ
F
k −δTk +ηk ≤Mδk (1−zk), ∀k. (6.15b)
The line charging reactive power injection is modeled in (6.16a)-(6.16g). As for the from
side constraints (6.16a)-(6.16b), the line charging reactive power injection is given by
BkvFi, j/(2a
2
k) if there is a connection to busbar j, where ak is the tap ratio of the ideal
transformer in the line model. The line charging reactive power injection at the to side is
similarly given by BkvFi, j/(2) in (6.16c)-(6.16d). Finally, if there is no connection to bus-
bar j (6.16e)-(6.16f) or the line is out of service (6.16g), we enforce a zero line charging
reactive power injection.

















































k , ∀k∈Li,e, (6.16f)
−zkMhk ≤ q
h
k, j ≤ zkM
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Figure 6·3: Flowchart of the proposed heuristic method.
6.4 Proposed Solution Method
In this section, we present the proposed heuristic method to solve the optimal transmission
line switching and bus splitting problem subject to AC and N-1 contingency constraints.
As shown in Fig. 6·3, the proposed heuristic method starts with a pre-screening of
network busses to identify candidate substations, which significantly decreases the com-
putation effort by reducing the number of binary variables associated with switching de-
cisions. The method follows a two-level solution strategy, in which the upper level is a
master problem and the lower level includes two subproblems. The master problem, which
aims to identify the switching actions, is formulated using the substation model presented
in Subsection 6.3.2 as an MISOCP problem. Subproblem 1 is a Nonlinear Programming
(NLP) problem, which checks whether (i) the topology obtained by the master problem is
feasible, and (ii) the cost function has decreased compared with the base case, i.e., prior to
applying the switching or splitting actions. If the conditions (i.e., AC feasibility and cost
reduction) of Subproblem 1 are satisfied, Subproblem 2 is solved to evaluate compliance
with N-1 contingency requirements. If either of the subproblems is infeasible or the cost
function has increased, an integer cut is added to the master problem to remove the identi-
fied topology from the search space so that the algorithm does not identify the same invalid
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topology in the next iterations. Note that, following the common practice of operators to
perform only one action at a time, we limit the number of switching actions to 1, and iter-
atively apply the proposed method to derive a sequence of N-1 compliant and AC feasible
actions.
In what follows, we present the pre-screening step in Subsection 6.4.1, the master prob-
lem formulation in Subsection 6.4.2, Subproblems 1 and 2 in Subsections 6.4.3 and 6.4.4,
respectively, and the integer cuts in Subsection 6.4.5.
6.4.1 Pre-Screening Step
Integrality constraints associated with switching actions create a hard combinatorial op-
timization problem for large scale power systems. Therefore, a pre-screening step to re-
duce the number of candidate substations/lines is very common — if not unavoidable —
in practical applications [Fuller et al., 2012, Ruiz et al., 2012a, Heidarifar and Ghasemi,
2016]. In the context of DC power flow-based optimal transmission switching, [Ruiz et al.,
2011, Fuller et al., 2012, Ruiz et al., 2012a, Heidarifar and Ghasemi, 2016] use sensitivity
analysis to select candidate lines/substations. The study in [Ruiz et al., 2011, Fuller et al.,
2012] selects lines with counter-economic flows, i.e., lines that carry power from a higher
Locational Marginal Price (LMP) bus to a lower one, while the analysis performed by [Ruiz
et al., 2012a] introduces three additional sensitivity criteria, which tend to select either the
congested lines or those feeding or are being fed by these lines. Contrary to approaches
presented in [Ruiz et al., 2011, Fuller et al., 2012, Ruiz et al., 2012a], which find candidate
lines, [Heidarifar and Ghasemi, 2016] identifies candidate substations by clustering the sys-
tem busses into congestion zones using LMPs. The boundary busses are then selected as
the candidate substations.
Extending the work in [Heidarifar and Ghasemi, 2016] to the context of AC power
flow, we present a pre-screening step, which uses real LMPs (P-LMPs) and reactive LMPs
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(Q-LMPs) to find candidate substations. Note that P-LMP and Q-LMP at a bus are the
dual variables associated with the real and reactive power balance constraints, respectively,
which can be obtained by solving ACOPF on the base test system. The proposed pre-
screening step involves the following: (i) Clustering busses into congestion zones using
Fuzzy C-means algorithm, where P-LMPs and Q-LMPs are clustering features, and (ii)
selecting boundary busses that have four or more connected lines as candidates for switch-
ing actions. Prior to applying the Fuzzy C-means algorithm, the number of clusters needs
to be determined. The number of clusters depends on the level, location, and severity of
congestion (binding voltage or line thermal limits), and it has certain implications to the
computation times and the cost savings. A smaller number of clusters results in a smaller
list of candidate substations, a smaller search space, and lower computation times. On
the other hand, the potential cost savings are limited to those of the identified candidate
substations.
6.4.2 The Master Problem
The master problem incorporates the substation model of Fig. 6·2 to identify a candi-
date topology. The proposed substation model, however, introduces a large number of
binary variables for practical-sized power systems, thus creating a computationally com-
plex Mixed Integer Programming (MIP) problem. Nevertheless, adding integer constraints
is expected to improve the computational complexity of the problem as the optimal solution
to the corresponding linear programming relaxation would be closer to the optimal solution
of the MIP problem in a branch and cut algorithm [Williams, 2013]. In fact, it is widely
known that limiting the number of line switching actions through an integer constraint re-
duces the computational effort [Fisher et al., 2008].
Hence, we first add a constraint to limit the total number of switching actions, including
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(1− zi)≤ 1. (6.17)
Notably, it is shown in several works, (e.g., [Fisher et al., 2008,Ruiz et al., 2012a,Heidarifar
and Ghasemi, 2016]), that although limiting the number of switching actions may result in
a sub-optimal solution, it usually captures most of the potential cost savings. Furthermore,
multiple switching actions can be found by consecutively solving for single switching ac-
tions.
To motivate the next set of integer constraints, consider a case where substation i is not
split, i.e., zi = 1. Altering the y variables at this substation cannot change the objective
function value, therefore, fixing the y variables to zero shrinks the feasibility set:
zi−1+ yg ≤ 0, zi−1+ yd ≤ 0, ∀i,g ∈ Gi,d ∈Di, (6.18a)
zi−1+ yh ≤ 0, zi−1+ yek ≤ 0, ∀i,h ∈Hi,k ∈Li. (6.18b)
The last set of integer constraints requires that at least two lines be connected to each





(zk− yek)≥2(1−zi). ∀i. (6.19)
Note that as a result of applying constraint (6.19), substations with less than four connected
lines would not be allowed to split. Except for that, it does not impose additional constraints
on such substations.
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δi, j ≤ δi, j ≤ δi, j, vi, j ≤ vi, j ≤ vi, j, ∀i, j, (6.24)
where the objective function is the minimization of the total real power generation cost.
(6.22) and (6.23) are the real and reactive power balance equations at each busbar. (6.24)
imposes operational limits on the voltage phase angle and squared magnitude variables.
In addition, we add constraints of the form (6.8) for substations with breaker-and-a-half
arrangement. After a new network topology is found by the master problem, we structure it
in a bus-branch format and solve Subproblem 1 described below to check for AC feasibility
and cost function reduction.
6.4.3 Subproblem 1
Since the master problem employs a convex approximation of the power flow equations, the
network topology obtained by the master problem might be AC infeasible or it might un-
desirably increase the cost function value. Therefore, we apply an ACOPF to the topology
obtained by the master problem to check for AC feasibility and cost reduction. Accord-




(6.1)− (6.4), (6.24) (6.26)
p2k +q
2
k ≤ sk, lk ≤ lk, ∀k, (6.27)
pg ≤ pg ≤ pg, qg ≤ qg ≤ qg, ∀g. (6.28)
If Subproblem 1 is infeasible or if it increases the cost function compared with the base
case, i.e., prior to introducing reconfiguration, we remove the topology found by the mas-
ter problem from the feasible space by adding certain cuts to the master problem. See
Subsection 6.4.5 for more details.
6.4.4 Subproblem 2
If the topology found by the master problem satisfies the conditions of Subproblem 1, i.e.,
AC feasible and cost function reduction, it should be further evaluated for N-1 contingency
constraints. In this paper, we define the N-1 contingency compliance as the capability of the
system to withstand the loss of any single transmission element. Consider the contingency
state c in which a single transmission line is lost. We formulate Subproblem 2 for state c as
a feasibility problem with the following set of constraints:
(6.1)− (6.4), (6.24), (6.29)
p2k,c +q
2
k,c ≤ sk,c, lk,c ≤ lk,c, ∀k, (6.30)
pg ≤ pg,c ≤ pg, qg ≤ qg,c ≤ qg, ∀g, (6.31)
where (6.1)-(6.4) enforce the AC power flow equations and (6.24), (6.30)-(6.31) the op-
erational limits for contingency state c. A similar N-1 formulation with DC power flow
equations can be found in [Hedman et al., 2009]. If the network topology is feasible in all
contingency states, then the optimal network topology is found, otherwise, we add integer
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cuts, presented in the next subsection, to remove the topology from the feasible space.
6.4.5 Integer Cuts
If the network topology obtained by the master problem is shown to violate either of the
subproblems, it is invalid and is removed from the search space. This can be done by adding





zb ≥ 1, (6.32)
where K and B are the set of open lines and split substations, respectively, in the topology
identified by the master problem as invalid in the current iteration. Note that since we
are restricting the search space in the proposed method, it may happen that the removed
topology could have been valid had we followed a different search of actions. This is,
however, common, to any heuristic method, which constrains the switching actions, for the
sake of computational tractability.
6.5 Numerical Results
In this section, we evaluate the performance of the proposed optimal transmission line
switching and bus splitting heuristic method on three IEEE test systems, namely the IEEE-
14, IEEE-57, and IEEE-118, with 14, 57, and 118 busses, respectively [University of Wash-
ington, Dept. of Electrical Engineering, 1999].
For all test systems, we adopt a breaker-and-a-half scheme for all reconfigurable sub-
stations and add constraints of the form (6.8) to limit the bus splitting flexibility. The data
corresponding to generation capacity limits, generation cost functions, and branch thermal
limits, which are missing in [University of Washington, Dept. of Electrical Engineering,
1999], are taken from the Power Grid Library for benchmarking the ACOPF problem,
PGLIB OPF [Babaeinejadsarookolaee et al., 2019]. The voltage squared upper and lower
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Table 6.1: Transmission Branches Removed from N-1 Contingency List
Test system Non-Radial [Radial] Transmission Elements
14-Std 1, [14]
14-API 1, 3, 6, 10, 13, 17, [14]
57-Std 22, 29, 35-43, 46-52, 55, 60-61, 65, 67, 79-80, [45]
57-API 22, 29-30, 33, 35-44, 46-61,65-68, 71-72, 74, 76, 78-80, [45]
118-Std 7, 133, 185, [9, 113, 134, 176-177, 183-184]
118-API 7-8, 51-52, 104, 125, 133, 185, [9, 113, 134, 176-177, 183-184]
bounds are v = (0.94)2 and v = (1.06)2 p.u. for all test systems. Big M values are set at




k), Mh = Bhv, and M
δ = δ−δ, where δ = −δ = π/6 is
the maximum allowed voltage phase angle. All simulations refer to a single hour, hence,
the cost and LMP values are in $/hr and $/MWh, respectively.
To further evaluate the performance of the proposed method, we employ heavily loaded
instances, called “Active Power Increase (API)” test systems in PGLIB OPF. We denote the
standard and heavily loaded test systems with “std” and “API”, respectively. For example,
14-std and 14-API shall denote the IEEE-14 test system under standard and heavily loaded
conditions, respectively. For all contingencies, we assume — as in [Hedman et al., 2009] —
that the emergency thermal limit is 125% of the steady state operating limit. We note that
before conducting network reconfiguration, we evaluated the test systems for compliance
with the N-1 contingency requirements. Aside from the radial transmission lines, which are
not subject to N-1 criteria as defined by Federal Energy Regulatory Commission (FERC),
we removed a few other lines from the contingency list whose loss could not be tolerated
by the base test system. See Table 6.1 for a list of elements removed from the contingency
list.
The proposed method is implemented in Matlab R2018a and tested on a laptop with
Intel i7-8550U CPU at 1.80 GHz and 16 GB RAM. The master problem is modeled in
YALMIP [Löfberg, 2004], A Toolbox for Modeling and Optimization in MATLAB, and
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Figure 6·4: Contouring of the IEEE-14 test system in API loading condition
using P-LMPs. Left: before reconfiguration. Right: after reconfiguration
(splitting Bus 5).
solved using Gurobi, a commercially available solver. The ACOPF subproblems are solved
using MATPOWER’s primal-dual interior point solver [Zimmerman et al., 2011].
In Subsection 6.5.1, we evaluate the performance of the proposed heuristic method. In
Subsection 6.5.2, we further discuss and elaborate on the pre-screening step.
6.5.1 Performance of the Proposed Method
In this subsection, we evaluate the performance of the proposed method, in terms of cost
savings and computation time.
We first consider the IEEE-14 test system. This is a small network which facilitates
visualization. It includes 3 synchronous condensers and 2 generators, with generator lo-
cated at Bus 1 being about 66% cheaper compared with the one located at Bus 2. Under std
(API) loading conditions, the generation capacity is 154% (136%) of the load, and the base
case total cost is $2,178.1 ($5,999.4), with 3 (3) binding voltage upper bound and no (2)
congested lines. Pre-screening identifies 2 (3) congestion zones and the same 3 candidate
busses, namely busses 2, 4 and 5. We visualize the pre-screening step in Fig. 6·4. In Fig.
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6·4 (left), we depict a contouring of the 14-API test system using nodal P-LMPs ranging
between $7.92/MW and $122.4/MW. Note that we ignored the contribution of Q-LMPs on
the pre-screening step in 14-API test system as Q-LMPs were negligible compared with
P-LMPs in this case. In Fig. 6·4 (right), we show the impact on P-LMP, after applying the
bus splitting action on Bus 5, which is selected by the master problem. New P-LMPs now
range from $13.4/MW to $43.77/MW. Note that a new bus, Bus 15, is added to the bus-
branch representation of Fig. 6·4 (right) as a result of the bus splitting action. In addition
to smoothing LMPs, the proposed bus splitting action relieves congestion in transmission
line 2-3. However, the action on Bus 5 is finally rejected, as it violates N-1 constraints.
Notably, all identified switching actions, which are capable of reducing the cost and are
AC feasible, violate N-1 constraints.
Next, we consider the IEEE-57 test system. It includes 3 synchronous condensers and
4 generators whose marginal costs range between $16.96/MW and $37.19/MW. Under std
(API) loading conditions, the generation capacity is 159% (141%) of the load, and the
base case total cost is $37,589.3 ($49,296.7), with 3 (4) binding voltage constraints. Pre-
screening identifies 9 (11) candidate busses, and we find a single switching action, namely
Bus 4 (41), which results in cost savings of only about 0.007% (0.0003%), under the std
(API) loading conditions, while meeting N-1 contingency requirements. The small cost
savings are in part due to the absence of thermal line congestion in the base case.
The IEEE-118 test system has been extensively used in the literature for transmission
line switching studies. It includes 35 synchronous condensers and 19 committed generators
with marginal costs ranging from $12.61/MW to $124.58/MW. Under std (API) loading
conditions, the generation capacity is 154% (137%) of the load, and the base case total
cost is $97,213.6 ($242,054), with 2 (18) line thermal limit congestion and 11 (19) bind-
ing voltage constraints. Pre-screening clusters the network to 3 (4) zones, leading to the
selection of 23 (30) candidate busses, i.e., a decrease in the number of candidates by 80%
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Table 6.2: Comparison of “Combined Line Switching and Bus Splitting”
with “Only Line Switching.” LS and BS stand for Line Switching and Bus
Splitting, respectively.
Test system









14-Std $2,178.1 0% None 0% None
14-API $5,999.4 0% None 0% None
57-Std $37,589.3 0.007% 1B (4) 0% None
57-API $49,296.7 0.0003% 1B (41) 0% None
118-Std $97,213.6 0.52% 5B (69, 103,
32, 77, 59)
0.09% 5L (166, 76,
75, 57, 165)
118-API $242,054 19.91% 5B (69, 17,
49, 30, 94)
2.31% 5L (150, 102,
165, 145, 39)
(74%), under the std (API) loading conditions. We find 5 consecutive switching actions,
which include splitting busses 69, 103, 32, 77 and 59, (69, 17, 49, 30, and 94), with total
cost savings of about 0.52% (19.91%), as depicted in Fig. 6·5 (left: std, right: API). As can
be observed, most cost savings are obtained by the very first few switching actions under
the std loading conditions. Notably, all identified switching actions are bus splitting, which
further demonstrates its potential as a powerful switching action. Indeed, the potential cost
savings depend on the network parameters and loading conditions. The significantly higher
cost savings in the IEEE-118 test system compared with the 14-bus and 57-bus test systems
are in part due to its wider range of generator marginal costs, where the highest cost gener-
ator is around 9 times more expensive than the lowest cost one, and in part due to the fact
that, under the API loading conditions, the 118-bus test system is extremely congested.
To compare the relative performance of line switching compared with bus splitting, we
applied the method allowing only for line switching actions (no bus splitting). We present
the results of the comparison in Table 6.2. IEEE-14 and IEEE-57 test systems could not
identify any AC-feasible and N-1 compliant line switching action. In the IEEE-118 test







































Figure 6·5: Percent of cost savings vs. the number of switching actions in
the IEEE-118 test system. All switching actions are bus splitting. (Left: std
loading, Right: API loading).
under the std and API loading conditions, respectively, i.e., significantly lower compared
with cost savings obtained when we allow for combined line switching and bus splitting.
We further evaluate the computational performance of the proposed method on the
IEEE-118 test system. Figure 6·6 depicts the total computation time with respect to the
number of switching actions in a cumulative manner, where the first 5 switching actions are
found in around 4.5 and 8.4 minutes, under std and API loading conditions, respectively.
In addition to the total computation time, we illustrate separately the time spent on solving
the master problem and the subproblems, which are the most time-consuming steps. The
results indicate that under std loading conditions, the computation time of the master prob-
lem is slightly more than that of the subproblems, whereas under API loading conditions
the solution time of the master problem dominates. The computation time required to run
the pre-screening step on IEEE-118 test system is about 0.12 seconds, under both std and
API loading conditions, which is negligible compared with the overall computation times
reported in Fig. 6·6. We removed the pre-screening step, i.e., considered all substations
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Figure 6·6: Computation times in minutes for the IEEE-118 test system.
All switching actions are bus splitting. (Left: std loading, Right: API load-
ing).
was almost doubled under the std loading conditions, whereas no solution was obtained
after 3 hours under the API loading conditions. These results reiterate the importance of
employing a pre-screening step to reduce the number of binary variables and improve the
overall computational performance and tractability of the line switching and bus splitting
problem.
6.5.2 Pre-Screening Step Evaluation and Discussion
As already noted, the pre-screening step reduces the search space by narrowing the candi-
date substations/lines, hence, the resulting switching actions. Ideally, we would want the
pre-screening step to identify candidates that have a high potential of cost savings; said
differently, we would not want the pre-screening to discard candidate with a high potential
of cost savings. In what follows, we calculate the potential cost savings obtained from ap-
plying only one single switching action, without performing the clustering and associated
removal of non-boundary busses, i.e., in the absence of the pre-screening step. In other









































































































































































Figure 6·7: Cost savings (in percent) for single switching actions in the
IEEE-57 test system. Line switching (right) and bus splitting (left) actions
are evaluated on std (top) and API (bottom) loading conditions.
switching action. Equivalently, this can be thought of solving the master problem for each
switching action, and then Subproblem 1 (AC OPF) to calculate the potential cost savings.
Since no switching action could satisfy N-1 contingency requirements for the IEEE-14
test system, we consider only the IEEE-57 and IEEE-118 test systems. The results of the
cost savings are presented in Fig. 6·7 for IEEE-57 test system and in Fig. 6·8 for IEEE-118
test system. In each Figure, we illustrate the results of the cost savings, under std (top)
and API (bottom) loading conditions, and for line switching actions (left) and bus splitting
actions (right), in four graphs. Blue diamonds represent the switching actions selected by
the pre-screening step (candidates). Red crosses represent the switching actions that were









































































































































































Figure 6·8: Cost savings (in percent) for single switching actions in the
IEEE-118 test system. Line switching (right) and bus splitting (left) actions
are evaluated on std (top) and API (bottom) loading conditions.
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AC-feasible switching actions. Recall that the resulting cost savings for each action are
obtained by the solution of the ACOPF Subproblem 1. In addition, all switching actions
that are N-1 compliant are circled.
Consider first the IEEE-57 test system (see Fig. 6·7). Under std (API) loading con-
ditions, Bus 24 (Line 13) prevails as the action with the highest potential cost savings of
about 0.045% (0.016%). They are both included as candidates by the pre-screening; nev-
ertheless, they are not eventually identified by the solution method since they both violate
the N-1 contingency requirements. Note that there is only one AC-feasible switching ac-
tion involving Line 62 that is not considered as candidate; this action, however, violates
N-1 contingency requirements. In fact, in the IEEE-57 test system, there is only one action
that is N-1 compliant, involving Bus 4 ( Bus 41), which is indeed the selected one by the
proposed method, under std (API) loading conditions (see also Table 6.2).
Consider next the IEEE-118 test system (see Fig. 6·8). Note that the non-candidates,
for both line switching and bus splitting actions, and under both std and API loading con-
ditions, exhibit very low cost savings potential. In other words, the pre-screening performs
well in identifying candidates with a high cost savings potential. Under the std loading
conditions, the action with the highest cost savings potential is to split Bus 69. Under the
API loading conditions, the action with the highest cost savings potential is to split Bus 92;
however, this action is not N-1 compliant, hence, it is not selected by the overall solution
method. Evidently, in this test case, bus splitting actions result, in general, in higher cost
savings.
Lastly, we evaluate the performance of the pre-screening step presented in [Heidarifar
and Ghasemi, 2016], which employs DCOPF to find LMPs for clustering. Under both
loading conditions of the IEEE-14 and IEEE-57 test systems, where congestion is mostly
due to voltage limitations, the application of DCOPF could not observe congestion, thus
being unable to find candidate busses/lines since LMPs are the same. DCOPF could not
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observe the line thermal congestion shown in the ACOPF simulation of the 14-API system
in Fig. 6·4 (left) either; however, it showed transmission line 1-5 is 99% loaded, suggesting
that it would have been congested, had we included losses and reactive power flow. In the
IEEE-118 test system, however, the DCOPF-based pre-screening identified most, though
not all, of the candidates found by its ACOPF-based counterpart. Employing the DCOPF-
based pre-screening step without modifying the rest of the steps in the flowchart of Fig.
6·3 results, after 5 switching actions, in very similar cost savings to the ones reported
in Subsection 6.5.1, namely 93.9% and 100% of the cost savings reported in Table 6.2
under std and API loading conditions, respectively. Therefore, one expects that a DCOPF-
based pre-screening step to perform comparably to its ACOPF-based counterpart, when
congestion is severe and mostly caused by binding line thermal limits.
6.6 Conclusions
In this paper, an optimal transmission line switching and bus splitting heuristic is proposed
that includes AC and N-1 contingency constraints. The proposed method identifies a net-
work topology that reduces the operation cost while maintaining AC feasibility and initial
system reliability level in the sense of N-1 contingency requirements. Following an ini-
tial pre-screening to find candidate substations, a two-level solution method is employed
in which the upper level is a master problem formulated as an MISOCP problem, which
identifies line switching and bus splitting actions. The lower level checks for AC feasi-
bility and N-1 contingency requirements. Simulation results on several IEEE test systems
demonstrate that (1) bus splitting is a powerful tool in relieving network congestion, (2)
the potential cost savings depend highly on the operating (loading) conditions and network
parameters, and (3) a DCOPF-based pre-screening step may occasionally fail to identify
candidate busses/lines that relieve transmission line thermal congestion.
The proposed pre-screening step was demonstrated to play a major role in shrinking the
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feasible space and reducing the computation times on the IEEE test cases. Future research
will focus on investigating the performance in large scale systems, as well as evaluating
additional heuristics, e.g., selecting a single switching action from the list of candidates
by evaluating a metric similar to the approach in [Ruiz et al., 2012a] in the context of line
switching. In addition to AC feasibility and N-1 requirements, additional aspects, which





7.1 Summary of the Dissertation
The contributions of this dissertation can be summarized as follows.
• A novel Riemannian optimization approach employing the branch flow model was
introduced to solve the LF problem in radial distribution networks. The proposed
method was shown to fall into the category of Riemannian approximate Newton
methods, which guarantee descent at each iteration while maintaining a local su-
perlinear convergence rate. Extensive numerical results illustrated that the proposed
method outperforms other Riemannian optimization methods, namely the Rieman-
nian Gradient Descent and the Riemannian Newton’s method, and that it achieves
comparable performance with the NR method. Also, we observed that the first it-
eration of the proposed method yields an approximate LF solution that is of higher
quality (by at least two orders of magnitude) compared with other linear LF ap-
proximants. We also presented an interesting comparison with the well-known BFS
method, illustrating that while both methods essentially stay on the manifold, they
move along different directions.
• The OPF problem of radial distribution networks was formulated as a Riemannian
optimization problem with additional inequality constraints. We presented a novel
Riemannian Augmented Lagrangian Method (RALM) to solve the problem in which
a modified Riemannian Trust-Region (RTR) algorithm was employed to solve the
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subproblems. Computational experiments on several distribution networks provided
encouraging results in terms of solution quality and speed. We also demonstrated
the scalability of the proposed method on a large-scale 6767 node rural distribution
feeder.
• Two Holomorphic Embedding Load flow Method (HELM) modifications were in-
troduced that exploit the typical radial and weakly meshed topology of distribution
networks and require less computational effort. The first modification is inspired
by the well-known Backward-Forward Sweep (BFS) method and is applicable to ra-
dial distribution systems, whereas the second modification utilizes the direct method
and can be applied to both radial and weakly meshed networks. Simulation results
demonstrate overall time savings of up to 30% on IEEE radial distribution test cases.
Furthermore, the proposed HELM modifications are shown to be robust against dif-
ferent loading types and conditions.
• HELM was extended to solve the LF problem of three-phase power distribution net-
works with voltage-dependent ZIP load models and wye/delta connections. Com-
pared to existing literature, the proposed method preserves the attractive convergence
properties of HELM while accurately modeling different types of loads commonly
seen in distribution networks. The numerical results demonstrated the efficacy of
the proposed method compared with the existing research work. In particular, we
showed that the existing holomorphic embedding methods fail to converge to the
correct load flow solution in presence of a considerable amount of constant current
loads. In addition, we demonstrated that the implicit Z-Bus method, as a method
commonly used in distribution networks, may fail to converge to a solution whereas
the proposed HELM manages to find an LF solution.
• Network reconfiguration was considered as a tool to improve the system operation.
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An optimal transmission line switching and bus splitting heuristic was proposed that
included AC and N-1 contingency constraints. The proposed method identifies a net-
work topology that reduces the operation cost while maintaining AC feasibility and
initial system reliability level in the sense of N-1 contingency requirements. Fol-
lowing an initial pre-screening to find candidate substations, a two-level solution
technique was employed in which the upper level is a master problem formulated
as an MISOCP problem, which identifies line switching and bus splitting actions.
In the lower level problem, AC feasibility and N-1 contingency requirements were
analyzed. Simulation results on several IEEE test systems demonstrated that: (1)
bus splitting is a powerful tool in relieving network congestion, (2) the potential cost
savings depend highly on the operating (loading) conditions and network parameters,
and (3) DCOPF-based pre-screening step may occasionally fail to identify candidate
busses/lines that relieve transmission line thermal congestion.
7.2 Comparison of HELM with Riemannian Optimization
This dissertation presented a variant of HELM and a novel Riemannian optimization tech-
nique to solve the LF problem in distribution networks. In what follows, we provide a brief
comparison of different aspects of HELM with Riemannian optimization.
If a load flow solution exists, HELM guarantees convergence to the correct, i.e., high-
voltage, LF solution, while the Riemannian optimization based method may converge to ei-
ther low-voltage or high-voltage solutions depending on the initialization. HELM provides
further convergence guarantees as well: if no solution exists, HELM yields an unequivocal
signal of non-existence. Overall, similar issues discussed in Chapter 4 for NR exists for the
Riemannian optimization method, though unlike NR, it comes with a descent guarantee.
In terms of computational burden, we expect HELM to perform worse in larger scale
distribution networks and higher loading conditions mainly because of the complexities in
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the calculation of the coefficients in Padé approximants.
Modeling constant current loads within the proposed Riemannian optimization tech-
nique could be a challenging future work given that it uses the branch flow model to define
the power flow manifold. As for HELM, the constant current load modeling technique
already provided in Chapter 5 can be used.
7.3 Future Directions
This dissertation provided several LF and OPF solution techniques for power distribution
networks. Our efforts can be extended in multiple directions. We provide below some areas
that can be further investigated:
We investigated the performance of the proposed HELM modifications on several ra-
dial distribution networks. The future research in this area could (1) further evaluate the
performance of the proposed modifications in weakly meshed networks, (2) extend the pro-
posed modifications to three-phase unbalanced systems, and (3) perform extensive numer-
ical comparisons and sensitivity analysis with respect to network parameters and loading
conditions. Given the promising convergence guarantees of HELM, the proposed three
phase HELM could be extended to identify the nose point of the PV curve in a three-phase
power distribution network. Such extension provides significant insight to voltage stability
of the network.
The proposed Riemannian optimization solution techniques were applied to single phase
networks. Future research extend the proposed Riemannian LF and OPF solution methods
to a general multi-phase power distribution network. In a multi-phase setting, the presence
of mutual admittances between phases adds several degrees of complexity to the BFM and
requires identifying new valid retractions. In addition, the proposed Riemannian optimiza-
tion methods could be extended to power networks with a generic topology, e.g., meshed
networks. For this purpose, general power flow equations need to be used and appropriate
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retraction methods are required to be derived.
Topology control was employed to relieve congestion in transmission networks consid-
ering AC feasibility and N-1 requirements. Further aspects such as transient and small-
signal stability should be investigated by the future research to ensure that the switching
actions do not negatively impact the stability of the power system. There are also several
ways the proposed method could be extended to power distribution networks. Distribution
network reconfiguration is different in several aspects including goals and specific con-
straints. For instance, radial operation is required for most distribution feeders which can
be imposed as a constraint in a mixed integer programming problem.
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Appendix A
A Survey of LF Solution Algorithms for Power
Distribution Systems
In this chapter, we categorize different power flow solution techniques for distribution net-
works and provide a brief description of the basic method and its variants in each category.
Furthermore, we review the literature corresponding to the existence and uniqueness of a
solution within that category. The methods surveyed in this chapter include: Gauss-Seidel,
Implicit Z-Bus, Newton-Raphson, Backward Forward Sweep, the direct method, Holo-
morphic embedding, convex optimization, and linear approximations. We first provide the
distribution network model used throughout this chapter.
We consider a general three-phase distribution network described as a graph (N +,E),
where N + := {0}∪N is the set of nodes with N = {1,2, ...,N}, and E ⊂ N +×N + is
the set of edges. The distribution substation, i.e., the connection point to the transmission
network, is considered as the slack node and represented by node 0. The set of nodes N
excluding the slack node can be partitioned as N =NY ∪N∆ where the nodes with wye and
delta connections are gathered in NY and N∆, respectively. Furthermore, N is partitioned
as N = NL ∪NPV where NL and NPV represent load and PV nodes, respectively. The
complex vector of line-to-neutral voltage and the net current injections at node i can be
expressed by Vi := {V φi } and Ii := {I
φ
i }, respectively, where φ ∈ Φi and Φi ⊆ {a,b,c} is
the set of available phases at node i. We define V = {Vi}i∈N and I = {Ii}i∈N . Define
Ξ = ∑Ni=1 |Φi| as the dimension of vectors V and I. We assume without loss of generality
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i | and δ
φ
i are the magnitude and phase angle
of voltage at node i and phase φ, respectively. We consider a general ZIP load model and
denote the dependence of current injections to nodal voltages for load nodes explicitly by:











Zi(Vi) are the current injections from constant-power, constant-
current, and constant-impedance loads, respectively, and are given in (A.2) for wye con-
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where SφLi , I
φ
Li , and Y
φ
Li are parameters representing the nominal constant-power, constant-
current, and constant-admittance components of wye connected loads. The superscript ∗ in
(A.2a) denotes the complex conjugate operator. Similarly, for delta connected loads, one

































Ln , and Y
φφ′
Ln are parameters representing the nominal constant-power, constant-
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current and constant-admittance components of delta connected loads.
The series elements including transmission lines, three-phase transformers, and step-
voltage regulators are modeled in the “Y -bus” admittance matrix following the approach
in [Bazrafshan and Gatsis, 2018]. Denote the row in the “Y -bus” admittance matrix Y
corresponding to node i and phase φ with Yφi and write the load flow equations as:
Yφi V = I
φ
i (Vi), ∀i ∈N (A.4)
where the RHS corresponds to the voltage-dependent current injections (A.1) which leads
to nonlinearity of LF equations in presence of constant power and constant current loads.


















where I0 is the slack node complex current injection and the system admittance matrix Y
is partitioned into four sub-matrices. Y00, Y0N , YN0 and YNN are of sizes |Φ0| × |Φ0|,
|Φ0|×Ξ, Ξ×|Φ0|, and Ξ×Ξ, respectively.
A.1 Gauss-Seidel Method
The Basic Algorithm [Glimn and Stagg, 1957]: Here, we assume that NPV is empty and NL
only includes constant-power loads. Let S = P+ jQ be the vector of calculated complex
power injections, which is mathematically defined as:








where we expanded the second row in (A.5) for this derivation. Denote the `-th element




`~ , respectively. Equation (A.6) can be written in an element-wise form as:



















Let the vector of specified complex power injections be SL = PL + jQL = diag(V)I∗PQ,
whose `-th element is PL` + jQL` . The k-th iteration of the Gauss-Seidel algorithm, which
























The convergence of the Gauss-Seidel load flow method is linear which makes it unsuit-
able for practical applications. However, it is used in practice to initialize the Newton-
Raphson power flow algorithm when a flat start voltage leads to divergence [Gomez-
Exposito and Alvarado, 2009].
A.2 Implicit Z-Bus Gauss Method
The Basic Algorithm: The implicit Z-bus Gauss method [Chen et al., 1991b] applies the
principle of superposition to the system nodal voltages, where the swing node voltage and
equivalent current injections contribute separately to the formation of nodal voltages. In the
basic algorithm, it is assumed that all the nodes other than the slack node are of constant
power type. However, for the sake of completeness, we assume ZIP load model according
to (A.1). We expand the second row of equations in (A.5) to obtain:
IPQ(V)+ II(V)+ IZ(V) = YN0V0 +YNNV, (A.9)
Equation (A.9) gives rise to (A.10) after substituting the current injection of the constant-
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impedance load model as IZ(V) = −YLV, where the Ξ×Ξ complex matrix YL can be
constructed using the procedure detailed in [Bazrafshan and Gatsis, 2018]:
V = (YNN +YL)−1[IPQ(V)+ II(V)]+W, (A.10)
where W=−(YNN +YL)−1YN0V0 entails the contribution of the swing node in the forma-
tion of system voltages, while the first term in (A.10) exhibits that of the current injections.
Observe that (A.10) expresses a fixed point equation for V, which can be solved iteratively
as:





where V[k] is the vector of voltages at iteration k. As can be seen, the construction of the ad-
mittance matrix Y is the basis of the Implicit Z-bus Gauss method. Reference [Bazrafshan
and Gatsis, 2018] details the modeling of equipment in a three-phase distribution network
and illustrates the construction of the admittance matrix. The invertibility of the admit-
tance matrix, which is key to the convergence of implicit Z-bus method, is also discussed
in [Bazrafshan and Gatsis, 2018].
Variants: The implicit Z-bus method requires the factorization of a full Y-bus matrix
associated with all the phases in a three-phase power distribution network, which may be
computationally expensive [Teng, 2002, Vieira et al., 2004]. The authors in [Teng, 2002]
apply a modified version of the Gauss-Seidel algorithm to the implicit Z-bus Gauss method
to separate the system into three single-phase networks and solve it phase-by-phase. The
factorization, then, needs to be done for three sub-matrices as opposed to one big matrix,
leading to a significant reduction in CPU execution time compared with the conventional
implicit Z-bus Gauss method. A different approach is taken by [Vieira et al., 2004] to ad-
dress the same problem, where the off-diagonal terms in the admittance matrix are replaced
with an independent current source and, as a result, each phase can be solved separately
and in parallel.
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OpenDSS, the EPRI distribution system simulator [Dugan, 2016], employs a variation
of the implicit Z-bus Gauss algorithm in which the Norton admittance equivalents of non-
linear load models, i.e., constant current and constant power, are included in the Y-bus
admittance matrix. The difference between the nonlinear and linear load current require-
ment, known as the compensation current, is calculated at each iteration, based on which
the nodal voltages are updated.
Existence and Uniqueness of the Solution: Reference [Wang et al., 2018] derives ex-
plicit conditions on constant-power loads and the network admittance matrix to ensure
convergence of the implicit Z-Bus method and existence of a solution for single-phase dis-
tribution networks. In other words, the authors show that (A.11) is contracting and as a
result, the iteration converges to the unique solution of (A.10). [Wang et al., 2017] extends
the results in [Wang et al., 2018] to general three phase distribution networks. The authors
in [Bazrafshan and Gatsis, 2018] follow a similar approach to derive sufficient conditions
for convergence of the algorithm in an unbalanced three-phase distribution network with
wye and delta connected ZIP load models. Explicit conditions for the existence and unique-
ness of power flow solutions and sufficient conditions for non-singularity of the power flow
Jacobian are derived in [Bernstein et al., 2018]. Note that the papers [Bazrafshan and Gat-
sis, 2018], [Wang et al., 2018], [Bernstein et al., 2018] represent all the nodes as PQ type,
except for a single slack node.
When there is only one constant voltage node in the network, i.e., the slack node, the
implicit Z-bus Gauss method exhibits good convergence properties; otherwise, it may suffer
from divergence problems, for instance, in cases where distributed generators are modeled
as PV nodes [Zhao et al., 2016]. The authors in [Zhao et al., 2016] employ the contraction
map and nonlinear discrete stability theorems to explain the divergence issue encountered
in the presence of PV nodes. Reference [Chiang et al., 2014] proposes a robust three-stage
homotopy-enhanced implicit Z-bus GS method to address this issue, where the first stage
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aims at solving the power flow equations with distributed generators modeled as PV nodes.
If it diverges, the algorithm proceeds with the second stage where all PV nodes are treated
as PQ nodes. A homotopy procedure is employed in the third stage where the power flow
equations of the first stage are eventually solved using a continuation method that starts
from the solution obtained in the second stage.
Recommendations: The Implicit Z-bus Gauss method works well for an unbalanced
three-phase power distribution network with a generic topology, ZIP load model, and in the
absence of PV nodes.
A.3 Newton-Raphson (NR) Algorithm
The Basic Algorithm: The basic NR algorithm assumes that NL only includes constant
power loads. The NR method applies Newton’s method for solving nonlinear systems of
equations ∆P = PL−P = 0 and ∆Q = QL−Q = 0 where ∆P and ∆Q are the vectors of
active and reactive power mismatches, respectively, and iteratively solves the following
linear system of equations to compute the voltage magnitudes and phase angles [Tinney










where J[k] is the Jacobian matrix calculated at the k-th iteration. Although the NR method
yields a quadratic convergence rate, its main drawback is the need to compute a computa-
tionally expensive Jacobian update and LU factorization at each iteration.
Variants: NR techniques were extended to three-phase formulations using both rect-
angular coordinates [Wasley and Shlash, 1974] and polar coordinates [Birt et al., 1976].
Since these formulations may suffer from ill-conditioning, subsequent work applied “op-
timal multiplier” techniques [Iwamoto and Tamura, 1981] to a Newton-like method [Tri-
pathy et al., 1982]. Later on, [de Leon and Sernlyen, 2002] empirically explained this
ill-conditioning by showing that the condition numbers for the Jacobian matrices in radial
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or weakly meshed power networks are much larger than those in the same-sized meshed
systems. In addition to these variants, a complex NR formulation is provided in [Nguyen,
1997] for three phase unbalanced networks.
References [Baran and Wu, 1989a] [Lin and Teng, 1996] [Zhang and Cheng, 1997]
[Expósito and Ramos, 1999] [Teng and Chang, 2002] exploit the radial network structure
to come up with more efficient NR-based power flow solution methods. The well-known
DistFlow model including three sets of linear equations and one set of nonlinear equations
is proposed for a radial system in [Baran and Wu, 1989a], where after a reduction in the
number of equations NR is deployed to solve the power flow problem. Reference [Lin and
Teng, 1996] harnesses the radial or weakly meshed structure in three-phase distribution
networks by using the branch currents, as opposed to nodal voltages, as state variables.
Neglecting the mutual couplings of the lines, a constant Jacobian matrix is obtained. In
[Zhang and Cheng, 1997], the Jacobian matrix is approximately expressed in UDUT form,
where U is a constant upper triangular matrix and D is a block diagonal matrix. The
Jacobian matrix, however, does not need to be explicitly created and (A.12) is solved using
a novel backward-forward sweep algorithm. In [Expósito and Ramos, 1999], the load
flow equations are articulated in terms of new variables giving rise to two sets of linear
equations expressing active and reactive power balance constraints and one set of quadratic
equations. A computationally competitive solution methodology is then presented with
Jacobian matrix having block structure. Reference [Teng and Chang, 2002] utilizes branch
voltages as state variables to obtain a constant Jacobian matrix, which later is expressed
as the product of a upper triangular matrix and a block diagonal matrix to avoid the time-
consuming LU factorization.
The fast-decoupled load flow (FDLF) [Stott and Alsac, 1974] is perhaps the most im-
portant variant of NR, where exploiting the weak coupling between active power and volt-
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age magnitude in addition to that of reactive power and voltage phase angle yields:
B′∆δ = ∆P/|V|, B
′′
∆|V|= ∆Q/|V|. (A.13)
The matrices B′ and B′′ are constants and therefore only require a single factorization,
which provides significant advantages in computational speed. The scaled mismatch vec-
tors ∆P/|V| and ∆Q/|V|, which are used instead of ∆P and ∆Q, further improve computa-
tional speed. Sufficient conditions for the convergence of FDLF are derived theoretically
in [Wu, 1977].
The assumptions used to derive (A.13) include small phase angle differences across
adjacent buses and small R/X ratios. Neglecting the line resistances in B′ makes the con-
ventional FDLF formulation inapplicable to power distribution networks. Many FDLF
variants are proposed in the literature to reduce dependency on these assumptions. These
variants include series [DyLiacco and Ramarao, 1977] and parallel compensation tech-
niques [Deckmann et al., 1980] that artificially change R/X ratios by adding artificial lines
and buses to the network. Reference [Haley and Ayres, 1985] applies rotation operators
to the complex bus injection and voltage variables to make the branch impedances nearly
reactive. In comparison with the series and parallel compensation techniques, the modified
FDLF formulations in [Rajicic and Bose, 1988] and [Wang et al., 1990] for systems with
high R/X ratios do not add artificial lines and buses.
Another variant of FDLF, known as the BX version [van Amerongen, 1989] (as opposed
to the standard FDLF which is the XB version [Stott and Alsac, 1974]), ignores resistances
in B′′ instead of B′. Empirical results suggest that the XB version is more robust with re-
spect to high R/X ratios. Later on, the authors in [Monticelli et al., 1990] elucidate the
theoretical foundation of the FDLF method and suggest that different convergence toler-
ances be used for active and reactive sub-problems when dealing with systems having large
R/X ratios to avoid convergence issues. The performance of both the XB and BX versions
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of FDLF along with two other proposed decoupled methods is compared in [de Moura and
de Moura, 2013]. Reference [Tortelli et al., 2015] employs a complex apparent power base
in the per unit normalization of the network parameters and achieves better convergence
characteristics with FDLF. A fast decoupled power flow methodology is employed in [Zim-
merman and Chiang, 1995] for unbalanced radial distribution systems where the number
of equations and unknowns are proportional to the number of laterals instead of buses.
This technique along with approximation of the Jacobian with a constant triangular matrix
makes this method more efficient than the backward-forward sweep algorithm in terms of
computational complexity.
Another variation of NR is the current mismatch representation of the power flow equa-
tions. A single-phase current injection method (CIM) is proposed in [da Costa et al., 1999]
where current mismatch equations are written in rectangular coordinates for both the PV
and PQ buses, resulting in a bus admittance matrix composing of 2×2 blocks. The main ad-
vantage of this model lies in the Jacobian matrix having constant off-diagonal blocks equal
to the corresponding elements of the nodal admittance matrix except for the PV buses. Ref-
erence [da Costa et al., 2001] adopts a similar approach to incorporate tap changing and
phase shifting transformers into the power flow formulation. The key idea in [Exposito
and Ramos, 2002] is the inclusion of both bus voltages and current injections as state vari-
ables in order to eliminate both the power and current mismatches. This approach provides
satisfactory results for radial distribution networks in absence of PV buses.
An unbalanced three-phase extension of [da Costa et al., 1999] is provided in [Garcia
et al., 2000] and is tested on practical distribution systems. This approach (called TCIM) is
shown to be numerically robust even when applied to networks with large R/X ratios and/or
in heavily loaded conditions and requires less iterations than the backward/forward sweep
algorithm to converge. The TCIM power flow formulation is enhanced by incorporation of
mathematical models for voltage regulator devices, thyristor controlled series compensator
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(TCSC), and remote bus voltage control [Garcia et al., 2001] and an improved PV bus
representation [Garcia et al., 2004]. Simulation results in [Araujo et al., 2006] show the
superior performance of TCIM over the backward-forward sweep method when applied to
large-scale medium and heavily loaded systems, and/or highly meshed networks, and/or in
the presence of voltage control devices.
TCIM is further upgraded in [Penido et al., 2008] to allow for explicit representation
of neutral conductors and grounding, giving rise to the four-conductor current injection
method (FCIM). Reference [Alam et al., 2013] builds on the FCIM and introduces a three-
phase power flow approach for integrated 3-wire medium voltage (MV) and 4-wire multi-
grounded low voltage (LV) networks capable of providing the neutral current and voltage
arising from unbalanced operation of single-phase rooftop PV units. In an effort to mini-
mize the required dimension of the Jacobian matrix and facilitate the modeling of elements
with complex configurations, N-conductor current injection method (NCIM) is proposed
in [Penido et al., 2013]. Reference [Gómez-Expósito et al., 2015] presents a hybrid CIM
model in which unknowns in complex and real forms represent PQ and PV buses, respec-
tively. The influence of neutral conductors and grounding on the existence of power flow
solutions is studied in [de Araujo et al., 2016].
OpenDSS utilizes a simple but effective Newton-based approach in which the Jacobian
is the Y-bus admittance matrix incorporating the Norton admittance equivalents of loads.
The mismatch vector, e.g., the left hand side vector in (A.12), consists of sum of the com-
plex currents at each node and the variables include the complex nodal voltages which are
updated at each iteration. A significant advantage of this method is that the Jacobian matrix
is constant.
Sequence components are employed in [Lo and Zhang, 1993] to solve the unbalanced
three-phase power flow problem. The subproblems associated with negative and zero se-
quences, which are represented by linear equations, and the subproblem associated with
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positive sequence, which is solved using NR, are put in an iterative scheme to account for
their couplings. Reference [Zhang, 1996] decouples the subproblems in the sequence frame
by applying compensation currents to both ends of the lines. Reference [Smith and Arril-
laga, 1998] uses a hybrid approach where the mismatch equations at the PQ and PV buses
are represented in the phase and sequence components, respectively. Reference [Abdel-
Akher et al., 2005] combines the representation of transformer phase shifts of [Lo and
Zhang, 1993] with the decoupled transmission line model of [Zhang, 1996] to solve the
unbalanced power flow problem in sequence components.
Modified augmented nodal analysis (MANA) is used in [Kocar et al., 2014] to formulate
the power flow problem in a multiphase network with a generic topology, where Newton’s
method is employed with the nodal voltages and component currents taken as the variables.
In addition, a dishonest Newton method with a constant Jacobian matrix is presented. Ref-
erence [Kocar et al., 2018] proposes a method to incorporate induction machines into the
multiphase power flow method of [Kocar et al., 2014].
Most of the computational effort inherent to NR-based power flow methods results from
solving the linear system of equations (A.12). For very large-scale power networks, the
traditional direct solution of (A.12) based on LU factorization is impractical. Therefore, the
authors in [Chen and Shen, 2006, Zhang and Chiang, 2010, Idema et al., 2012] investigate
the application of iterative solvers based on the Krylov subspace methods, which are faster
and scale better with the problem size.
A relatively recent and robust variant of NR is Continuous Newton’s Method, which
uses continuous step-size updates to represent roots of the system f(x) = 0 as solution to
the set of autonomous ordinary differential equations dxdt =−[fx]
−1f(x) [Milano, 2009]. The
notions of natural and artificial homotopy are used to better handle ill-conditioning, with
the resulting system expressed in the form of Davidenko’s equation [Davidenko, 1953].
Numerical integration methods such as Runge-Kutta formulas can then be used to solve
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the system efficiently as they do not require the repeated computation of Jacobian matrix
fx.
Existence and Uniqueness of the Solution: The convergence characteristics of the NR
method and its variants depend on the quality of their initializations. For non-linear system
of equations solved by NR, sufficient conditions for existence and uniqueness of solution
as well as the rate of convergence are given by Kantorovich and Akilov [Kantorovich and
G.V.Akilov, 1964]. Since the power flow problem has simpler non-linearities than arbitrary
system of non-linear equations, the relevant sufficient conditions may be less conservative
[Meisel and Barnard, 1970].
For a second-degree equation in a single variable, NR converges to the solution irrespec-
tive of the starting point as long as the Jacobian is non-singular at that starting point [Os-
trowski, 1966]. For the n-dimensional case, this gives rise to regions of convergence which
have fractal boundaries. [Thorp and Naqavi, 1989, Thorp et al., 1990] was the first to ex-
plore the fractal nature of NR regions of convergence. Reference [Deng and Chiang, 2013]
observed that the fractal boundaries exist for NR and FDLF, and that these boundaries per-
sist under different loading conditions and load models. However, the number of solutions
and size of convergence regions shrink with an increase in loading factor. Further it is noted
that FDLF converges to just one solution and is thus not appropriate for finding multiple
solutions. Reference [Makarov et al., 1994] characterizes quadratic power flow solutions
and optimal multipliers for finding multiple solutions and bifurcation curves.
Recommendations: The current injection based NR method in rectangular coordinates
can handle a distribution system with a generic topology, ZIP load models, and various
controls. In a heavily loaded meshed distribution network having different control equip-
ment (e.g., PV nodes), this variant of NR is likely to perform better than other existing load
flow solution methods.
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A.4 Backward-Forward Sweep Method
The Basic Algorithm: Consider a radial distribution network with N + 1 buses and N
branches. The backward-forward sweep (BFS) method takes advantage of the special fea-
ture of the radial topology, i.e., existence of a unique path from each node to the source, and
finds the load flow solution by applying Kirchhoff’s circuit laws [Shirmohammadi et al.,
1988]. Each iteration of the algorithm consists of a backward sweep, i.e., branch current
summation from the far end buses to the distribution substation, and a forward sweep, i.e.,
node voltage update from the distribution substation to the far end buses. Equivalently, the
backward and forward sweeps aim to solve for IF(V[k− 1]) and V[k], respectively, using
(A.14a) and (A.14b):
AIF(V[k−1]) = IPQ(V[k−1])+ II(V[k−1])+ IZ(V[k−1])− ISh(V[k−1]), (A.14a)
AT (V[k]−V0e) = ZsIF(V[k−1]), (A.14b)
where A is the N×N node-to-branch incidence matrix excluding the row associated with
the slack bus, IF(V) represents the vector of complex branch currents, Zs is a diagonal
matrix with the diagonal elements consisting of branch series impedances, e is the N× 1
vector of all ones, and ISh(V) is the vector of current injected by the shunt elements includ-
ing line capacitance. It is worth mentioning that special numbering schemes for nodes and
branches facilitate the implementation of BFS. Note that instead of solving (A.14a)-(A.14a)
in matrix form, BFS applies back and forward sweeps to find the load flow solution.
Variants: The forward sweep is typically a node voltage update step either using KVL
to find their complex form [Shirmohammadi et al., 1988, Cheng and Shirmohammadi,
1995,Ghosh and Das, 1999,Thukaram et al., 1999,Ciric et al., 2003,Khushalani and Schulz,
2006, Wu and Zhang, 2008, Khushalani et al., 2007, Zhu and Tomsovic, 2002] or using
a well-known bi-quadratic equation to find their magnitude [Cespedes, 1990, Das et al.,
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1994, Das et al., 1995, Haque, 1996b, Haque, 1996a], while the backward sweep is a cur-
rent [Luo and Semlyen, 1990, Shirmohammadi et al., 1988, Cheng and Shirmohammadi,
1995, Rajičić and Taleski, 1998, Ghosh and Das, 1999, Thukaram et al., 1999, Liu et al.,
2002, Eminoglu and Hocaoglu, 2005, Ciric et al., 2003, Khushalani and Schulz, 2006, Wu
and Zhang, 2008,Khushalani et al., 2007,Zhu and Tomsovic, 2002], power [Luo and Sem-
lyen, 1990,Cespedes, 1990,Das et al., 1994,Das et al., 1995,Haque, 1996b,Haque, 1996a],
and/or admittance summation [Rajičić and Taleski, 1998], possibly with a voltage update
step [Kersting, 1984, Kersting, 2012, Liu et al., 2002, Eminoglu and Hocaoglu, 2005]. The
admittance summation method [Rajičić and Taleski, 1998] considers the loads as admit-
tances using the voltage profile at the corresponding iteration, then calculates the driving
point admittance at each node in the backward sweep. The forward sweep computes the
voltages at all nodes using the driving point admittances. This technique is non-iterative
for the cases where loads can be represented as constant impedances.
Ladder network theory [Kersting, 1984, Kersting, 2012] provides a variant of BFS
where only the backward sweep is accomplished. Assuming a complex voltage profile
at the far end bus in a purely radial network (i.e., without laterals), the ladder theory formu-
lation solves for both the currents and voltages in a backward manner until the voltage at the
slack bus is calculated. The difference between the calculated and specified voltage profile
at the slack bus is then added to the voltage of the far end bus and the algorithm is con-
tinued until the aforementioned difference is within a specified tolerance. The laterals are
handled in a similar fashion where in sub-iterations the calculated voltage at the branching
bus is compared with the the associated voltage calculated using the path in the higher-
level lateral. The ratio-flow algorithm in [Liu et al., 2002] starts with the computation of
nodal current injections based on an initialized voltage profile. The voltage values obtained
through a backward sweep step are then adjusted by a ratio factor to achieve the speci-
fied slack bus voltage. New nodal current injections are then calculated with the adjusted
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voltage profile followed by a forward sweep step to update the voltages. This algorithm is
repeated until the maximum voltage difference in successive iterations is within a specified
tolerance.
Reference [Jasmon and Lee, 1991] use the DistFlow equations [Baran and Wu, 1989b]
to solve the power flow equations for radial networks. The active and reactive power drawn
from the substation is initialized with total load demands. A forward sweep is then per-
formed to find active and reactive power losses, whose sum is later utilized to find equiva-
lent network resistances and reactances. The substation power flow is then updated and the
iterative process continues until the difference of substation active power in two consecu-
tive iterations is below a tolerance. The DistFlow equations are also used by the authors
in [Mekhamer et al., 2002]. After initializing the active and reactive power drawn from the
substation without considering losses, a forward sweep computes the power deficit at end
nodes (main feeders and laterals). The total power deficit is then added to the substation
power and the algorithm iterates until the power deficit is less than a threshold.
The backward sweep in [Chang et al., 2007] calculates the currents and voltages of
upstream buses in phasor forms for a radial network. The proposed method computes two
voltage coefficients for each phase representing the real or imaginary parts. The coeffi-
cients, which are equal to the ratio of the specified to the calculated substation voltage, are
multiplied by the respective values of all the buses to update voltages in a forward manner.
The authors refer to the linear proportional principle to argue that their algorithm is likely
to converge faster than the standard BFS [Shirmohammadi et al., 1988] and the ladder net-
work theory approaches [Kersting, 1984]. The standard three-phase forward sweep [Shir-
mohammadi et al., 1988] considers the mutual coupling between phases which can impose
a significant computational burden. As an alternative, [Ramos et al., 2004] represents the
mutual couplings through equivalent bus current injections. The proposed methodology is
shown to be more accurate than ignoring the mutual couplings while providing significant
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computational improvements. Another modified forward sweep is presented in [de Araujo,
2017] to account for magnetic coupling between sections of feeders which may have dif-
ferent voltage levels.
Three-phase power flow analysis can be performed either in phase coordinates [Cheng
and Shirmohammadi, 1995] or symmetrical components [Džafić et al., 2013], which is the
three-phase application of the Fortescue transformation. If the lines are transposed and
single-phase or double-phase laterals are absent, couplings between the system of positive,
negative, and zero sequences will be eliminated in a three-phase network [Džafić et al.,
2013]. In addition, if the loads are balanced, the study is reduced to the positive sequence
network, leading to a significant reduction in the computational effort. Assuming that the
lines are transposed, [Džafić et al., 2013] incorporates single-phase and two-phase laterals
into power flow analysis using the Fortescue transformation. The proposed method trans-
forms three-, two-, and single-phase systems to Fortescue coordinates of dimension three,
two, and one, respectively, thus leading to the elimination of the couplings. Additional
transformation rules are then developed for a system having Fortescue coordinates of dif-
ferent dimensions. A standard BFS algorithm, i.e., current summation in the backward
sweep and voltage update in the forward sweep, is proposed using Fortescue coordinates.
Currents and voltages are first transformed to Fortescue coordinates for the backward and
forward sweeps and then transformed back to phase coordinates to check convergence in
each iteration.
Reference [Shirmohammadi et al., 1988] extends the BFS method to weakly meshed
distribution networks using a multi-port compensation approach [Tinney, 1972] where a
selected bus is separated into two buses, i.e., the original bus and an artificial bus, to break
each loop in the network via a ‘loop breakpoint” (LBP). Two current injection sources that
are equal in size but opposite in direction are applied to each LBP and an iterative process
involving a constant complex breakpoint impedance matrix is employed to update their
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current injection until the maximum breakpoint voltages are within a specified limit. The
breakpoint impedance matrix is formed and factorized before starting the iterative proce-
dure to accelerate the process. A complete BFS algorithm is done within each iteration of
the algorithm. Improvements in [Cheng and Shirmohammadi, 1995] and [Haque, 1996b]
incorporate a three-phase network model and shunt admittances, respectively. Since its
convergence characteristics depend on the number of loops, the LBP approach may fail
to converge for highly meshed networks, thus limiting the applicability of this method to
weakly meshed systems.
A loop-analysis method in [Wu and Zhang, 2008] is used to develop a power flow
algorithm for weakly meshed unbalanced three-phase systems. The proposed methodol-
ogy can outperform the compensation-based algorithm of [Shirmohammadi et al., 1988],
particuarly when the number of loops increases. In comparison with the loop-analysis
method, the authors argue that the extra current mismatch produced at each iteration of the
compensation-based BFS can lead to convergence problems. A modified compensation-
based BFS is then proposed to solve the load flow problem. Reference [Liu et al., 2002]
proposes an algorithm to solve the power flow problem for complex distribution networks
containing both radial and meshed portions where the radial part is solved using a BFS vari-
ant called ratio-flow sub-iteration and the meshed part is dealt with the standard Newton-
Raphson algorithm in another sub-iteration.
The increasing penetration of distributed generation in power distribution networks re-
quires a suitable modeling (PQ or PV nodes) [Moghaddas-Tafreshi and Mashhour, 2009]
and a power flow solution technique capable of handling PV buses. The authors in [Shir-
mohammadi et al., 1988] take care of PV buses by modifying the voltage at the respective
nodes in the forward sweep step and utilizing the secant method to update the associated
reactive power generation based on the information from last two iterations. The conver-
gence of this method is highly dependent on the initialization [Eminoglu and Hocaoglu,
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2008] and the method does not consider the voltage and reactive power inter-dependency
between PV nodes [Ju et al., 2014]. Reference [Luo and Semlyen, 1990] aims to address
these challenges using an approach similar to LBP to deal with PV buses: an artificial bus
is added with a constant voltage magnitude equal to the specified value in order to create
a PV bus breakpoint (PVBP) where only the reactive power injection is updated at each
iteration. A sensitivity matrix concept, similar to the idea of a breakpoint impedance ma-
trix, to account for both LBPs and PVBPs is developed assuming a 1 p.u. nodal voltage
profile at all buses. This sensitivity matrix is partitioned with R and X sub-matrices whose
diagonal elements are the sums of series resistances/reactances between the two ends of a
breakpoint, i.e., the breakpoint loop, respectively. The off-diagonal elements are the sums
of common resistances/reactances of the two breakpoint loops, respectively. Note that in
the case of a PVBP the other end of the breakpoint is considered to be the slack bus.
Reference [Cheng and Shirmohammadi, 1995] employs a similar idea to find three-
phase power flow solution where current injection sources are utilized at breakpoints for
compensation and a positive sequence sensitivity impedance matrix for PV nodes is intro-
duced whose elements are impedance magnitudes. Unlike [Luo and Semlyen, 1990], which
solves for LBPs and PVBPs power injection corrections simultaneously, the approach taken
in [Cheng and Shirmohammadi, 1995] considers an outer loop to find PVBP current injec-
tion corrections. Reference [Zhu and Tomsovic, 2002] solves a single iteration of BFS
and a single iteration of LBP current compensation if the previous LBP voltage mismatch
and PVBP voltage mismatch are far from the specified tolerance, respectively, to improve
the convergence characteristics, especially in dynamic simulations. Further elaboration on
PV bus incorporation into unbalanced three-phase power flow can be found in [Khusha-
lani and Schulz, 2006, Khushalani et al., 2007]. Reference [Rajicic et al., 1994] utilizes
a special ordering scheme to facilitate the construction of the LBP and PVBP sensitivity
impedance matrices. After updating current injections at breakpoints, nodal voltages cor-
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rection is computed utilizing a BFS algorithm with the assumption that the aforementioned
injections at breakpoints are the only injections into the network and also the slack bus
voltage is zero, thus leading to a more efficient and robust algorithm compared with [Luo
and Semlyen, 1990]. Reference [Rajicic and Dimitrovski, 2001] further improves the PV
bus representation in [Rajicic et al., 1994] to ensure proper phase angle difference between
the PV node injected current and voltage.
Reference [Augugliaro et al., 2008] presents an algorithm to solve the load flow prob-
lem of a radial network in which loads are modeled as impedances at each iteration. As-
suming a complex current flowing in the far end load impedance, a backward methodology
is proposed to find all the currents and voltages throughout the network. The ratio between
the specified and the calculated voltage at the slack bus is then taken as a correction factor
that multiplies all of the currents and voltages in the network. Load impedances are then
updated and the algorithm continues until the absolute value of the difference between the
calculated and specified voltage at the slack bus is within a certain tolerance. The authors
address laterals in sub-iterations using a similar approach. Each PV bus is represented
by a fixed reactance whose value is unknown but can be evaluated at each iteration using
the Thevenin equivalent network seen from the PV bus. Consider a network with n PV
buses. In an attempt to account for the inter-dependency of the PV bus voltages, only i PV
bus reactance values are evaluated at iteration i, including those that have been evaluated
at iteration i− 1 and one additional PV bus (assuming i < n). The same authors in [Au-
gugliaro et al., 2010] take a similar approach but use the Gauss-Seidel method to solve
three nonlinear sets of equations associated with PV nodes after each iteration and find the
extra reactances needed to keep the voltages at their predetermined values. The voltage
correction method in [Rajicic et al., 1994] is then applied to account for the reactances that
have just been added. Meshed networks are handled by breaking the loops and taking a
similar approach; namely, at each iteration, initializing the current injections at the LBPs
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and at the far end buses, performing a backward sweep, updating the mentioned current
injections, handling PV nodes, and performing a voltage correction step according to [Ra-
jicic et al., 1994]. The experimental results show that the proposed method is effective for
highly-meshed distribution networks with multiple PV nodes.
The convergence of the sensitivity matrix based methods for handling PV nodes de-
grades with increasing numbers of PV buses. This approach may also fail for systems with
large R/X ratios. The challenges motivate the hybrid power flow method in [Ju et al., 2014],
which consists of a BFS algorithm based on [Wu and Zhang, 2008] and Newton’s method
for solving the equations representing PV node power and positive sequence voltage mis-
matches. The experimental results show that it outperforms the methods presented in [Ra-
jicic and Dimitrovski, 2001] and [Khushalani et al., 2007]. The authors in [Moghaddas-
Tafreshi and Mashhour, 2009] use a BFS algorithm in which PV buses are considered as
negative PQ loads. The reactive power injections needed to maintain the voltage at spec-
ified value are then calculated based on the voltage mismatch of the respective node. The
algorithm continues until the positive sequence voltage mismatches of the PV nodes are
within an acceptable tolerance.
The classical method for modeling transformers in BFS based power flow is to derive
matrices that express the relationship between nodal phase-to-ground voltages and line cur-
rents [Kersting, 2012]. However, some special connections such as the grounded wye-delta
are not treated. The nodal admittance matrices of distribution transformers for several com-
monly used connections are presented in [Chen et al., 1991a]. However, incorporating the
transformer nodal admittance matrices in the BFS procedure causes numerical instability
issues, which has motivated [Wang et al., 2004] to use a sequence components transfor-
mation. Reference [Kocar and Lacroix, 2012] utilizes the MANA formulation discussed
above and proposes a transformer model suitable for incorporation into the BFS method.
Reference [Ju et al., 2015] discusses convergence problems for BFS methods applied to
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systems with DG units whose zero-sequence or negative-sequence impedances are smaller
than those of the equivalent Thevenin network. The authors of [Wu and Zhang, 2008]
argue that a loop-analysis based BFS is a fixed-point iteration where the spectral radius
of the Jacobian matrix becomes larger than one in presence of such DGs, leading to the
power flow divergence. An impedance compensation scheme is then proposed to resolve
the problem.
Existence and Uniqueness of the Solution: Backward-Forward sweep is generally an
iterative method. Under certain circumstances, such as when using an admittance sum-
mation method on systems where all loads modeled as constant admittances, the method
becomes non-iterative [Rajičić and Taleski, 1998]. For the general iterative form, [Ghosh
and Das, 1999] expresses the forward sweep using real and imaginary parts of the voltage
phasors in order to show that the convergence of the method corresponds to the conver-
gence of the real voltage component. For a sufficiently close initialization, it is shown that
the convergence is guaranteed and the rate of convergence is linear.
Reference [Bompard et al., 2000] analyses the convergence characteristics of BFS for
radial distribution systems with different load models and loading conditions. Sufficient
conditions for convergence are provided. The upper bound for the convergence conditions
depends on system structure. However, the given conditions are rigorously valid only for
constant-impedance loads. For such loads, estimates for the required number of iterations
are shown to depend on the convergence tolerance, the initial voltage estimate, and he
maximum voltage variation after the first iteration. An interesting aspect of BFS is that
the solution points correspond to the upper branch of P-V curve even when starting with
low-voltage conditions.
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A.5 The Direct Method
The Basic Algorithm: Exploiting the radial network topology, [Aravindhababu et al., 2001]
derives upper and lower triangular matrices in the load flow solution process, thus eliminat-
ing the need for LU factorization. The basic algorithm for a radial system is very similar to
that of the BFS, except that it solves the resulting set of equations in vector/matrix format
as opposed to applying back and forward sweeps.
Variants: Reference [Goswami and Basu, 1991] represents the loads in a radial or
meshed network as impedances. Loops are broken and current injections are applied to
their end nodes. The authors take the load currents and current injections at the LBPs as
unknowns and construct a system of linear equations relating the slack bus voltage to the
aforementioned currents. A special numbering scheme is proposed to facilitate the LU
factorization process and accelerate the solution algorithm. A notable shortcoming of this
method is that no node in the network can be the junction of more than three branches.
A trick is, however, suggested to transform any other configuration by inserting fictitious
zero-impedance lines and nodes. Perhaps the most well-known variant of the direct method
is the work presented in [Teng, 2003] that treats unbalanced radial and weakly meshed dis-
tribution systems by introducing bus-injection to branch-current BIBC and branch-current
to bus-voltage BCBV matrices. The authors in [Jesus et al., 2013] proposes a similar ap-
proach with real matrices. An extension of [Teng, 2003] for handling PV buses can be
found in [Teng, 2008].
Existence and Uniqueness of the Solution: While the literature has not investigated
the existence and uniqueness of the solution for the direct method, it is expected that the
conditions should be very similar to that of the BFS.
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A.6 Linear Approximations
Due to computational challenges associated with finding an LF solution, linear approxi-
mations are attractive in several applications such as in solving the optimal power flow
problem. While the DC power flow and its variants are commonly used in transmission
systems, they are not as accurate in distribution networks mainly because they fail to ac-
count for losses and reactive power. In recent years, linear LF approximation for distribu-
tion networks has gained significant attention. In what follows, we review a few relevant
research work.
Reference [Martí et al., 2013] exploits the voltage dependency of the loads in a single-
phase distribution network to come up with a linear power flow (LPF) methodology. A
simple convex quadratic optimization problem is solved to fit a ZI (constant-impedance and
constant-current) load model to match the AMI measurements. The LPF method is then
derived assuming that the imaginary parts of the nodal voltage phasors are small throughout
the network. Comparison of the results with those of the implicit Z-bus approach of [Chen
et al., 1991b] shows zero error in case of a constant-impedance load model, where error is
calculated as the average of the absolute values of the nodal voltage magnitude deviations.
The error increases as the load deviates from a constant-impedance model. The authors in
[Ahmadi and Marti, 2015] reformulate the LPF model of [Martí et al., 2013] to incorporate
it into a distribution system reconfiguration problem, giving rise to the linear current flow
(LCF) equations in terms of current flows. The LCF model is based on the Thevenin
equivalent of loads, while the LPF model utilizes a Norton equivalent.
The authors in [Bolognani and Dörfler, 2015] define the power flow manifold as the
solutions to the nonlinear active and reactive power mismatch equations. Consider a point
belonging to the manifold, i.e., a feasible power flow point, whose tangent plane is used
to attain the best linear approximant. The quality of such an approximation is then shown
to depend on the second derivatives of the nonlinear power mismatch equations. Using the
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flat voltage solution as a feasible power flow point, several well-known linear power flow
models are derived. For instance, the assumption of zero shunt admittances and series re-
sistances lead to decoupled DC power flow models, where active power solely depends on
phase angles and the voltage magnitude is the only contributor to reactive power. The au-
thors further demonstrate that the DistFlow model of [Baran and Wu, 1989b] is a nonlinear
transformation of state variables that results in smaller second derivatives of the nonlin-
ear power mismatch equations, thus improving the quality of the approximation. There-
upon the linear approximation method is extended to the three-phase case and its quality is
demonstrated through simulation results on IEEE 13 bus test feeder.
The nonlinear set of power flow equations is expressed as a fixed point relation in
[Bolognani and Zampieri, 2016] for a balanced distribution network without PV nodes
and shunt admittances. A sufficient condition for the existence of a practical power flow
solution is derived with the aid of Banach fixed point theorem. This condition is a function
of the slack bus voltage magnitude, the norm of the impedance matrix, and the norm of
the power injections at PQ buses. An approximate solution to the power flow equations
is then obtained along with an analytic approximation bound whose accuracy decreases
with an increase in power injections at PQ nodes. The method is then extended to the
situations where shunt admittances are not negligible and to the cases with the application
of the standard p-norm. In a radial network, the physical interpretation of the infinity norm
of the impedance matrix and the unity norm of the power injection vector of PQ nodes
results in an interesting sufficient condition. PV nodes are then handled by expressing
the approximation in polar coordinates. The method is also shown to generalize the well-
known DC power flow equations.
Reference [Dhople et al., 2015] expresses the nodal voltages as V = V∗+ ∆V, i.e.,
complex voltage deviations ∆V around a nominal profile V∗, and expands the power flow
equations accordingly. The second-order term in ∆V is then neglected and a set of linear
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equations in terms of the real and imaginary parts of voltage deviations is found. The
no-load voltage is taken as the nominal voltage profile V∗ for distribution networks and
conditions are presented under which the resulting set of linear equations has a unique
solution. The proposed method is, in fact, an extension of the results obtained in [Bolognani
and Zampieri, 2016] to incorporate constant-current load model.
Reference [Garces, 2016] approximates the current injection of the constant-power load
model and obtains a linear power flow model for single-phase distribution systems in rect-
angular coordinates. The method is then extended to the three-phase case with wye and
delta connected load models. The experimental results show that its accuracy diminishes
with an increase in the number of constant power loads and a decrease in the minimum
voltage of the system.
The authors in [Ahmadi et al., 2016] extend their previous work in [Martí et al., 2013]
to the three-phase distribution systems. Using a curve fitting technique, the nonlinear terms
in load current injections of constant power and constant current wye and delta connected
load models are approximated and a linear three-phase power flow (3LPF) algorithm in
rectangular coordinates for distribution networks is then derived. Comparison of the results
with those of [Bolognani and Zampieri, 2016] on the IEEE 13 node system shows the
higher accuracy of the 3LPF approach.
A.7 Convex Optimization
The Basic Algorithm: [Jabr, 2006] makes use of the power flow formulation presented
in [Expósito and Ramos, 1999] to develop a conic programming optimization problem to
find the LF solution in a radial distribution network. As mentioned earlier, the formulation
in [Expósito and Ramos, 1999] includes two sets of linear equations and a set of quadratic
ones. Relaxing the set of quadratic equations to inequalities and deploying a special linear
objective function result in a conic programming problem which can be solved in polyno-
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mial time using interior-point methods. The results show the high efficiency and accuracy
of the proposed convex optimization method for radial distribution systems.
Existence and Uniqueness of the Solution: The solution obtained by a convex relaxation
method is not always guaranteed to satisfy the LF equations. When the solution satisfies
the LF equations, the solution is referred to as "exaxt". The literature has explored several
conditions under which the solution is exact [Farivar et al., 2011] [Bose et al., 2011] [Gan
et al., 2012] [Lavaei et al., 2014] [Gan et al., 2015] [Huang et al., 2017] [Nick et al., 2018].
A.8 Holomorphic Embedding
The Basic Algorithm: The convergence characteristics of iterative load flow algorithms
such as Gauss-Seidel and Newton-Raphson methods are strongly dependent on the chosen
initialization. When they converge, there is no guarantee on convergence to the correct
solution (i.e., the high-voltage / small-angle difference solution). Non-convergence does
not necessarily imply nonexistence of a solution. To address these issues, [Trias, 2012]
develops a so-called “holomorphic embedded load flow method” (HELM) in 2012. Holo-
morphicity is the property of infinitely complex differentiability in a neighborhood of every
point within the domain of a complex-valued analytic function [Rao et al., 2016]. While
a Taylor series expansion fails to converge to points outside of its radius of convergence
(ROC), analytic continuation methods, e.g., Padé approximants, are shown to converge to
all the points within the function’s domain. A Padé approximant is a rational function that
often provides a better approximation of the original function than the truncated Taylor
series of the same order. The implications of HELM are twofold: if a solution exists, it
is guaranteed to find a desirable solution (i.e., the solution whose analytic continuation is
connected to the no-load solution); if not, the oscillatory behavior of the Padé approximant
is a sign for nonexistence of a solution.
The basic algorithm assumes a single-phase network without PV buses. Since the com-
168
plete representation of the constant current loads does not maintain the holomorphicity of
the voltage function, we ignore the constant current loads in our analysis of the HELM.
Consider the element-wise representation of (A.9) along with the substitution of the con-















where sL` , iL` and vL` are, respectively, the `-th element of the constant power SL, constant
current IL and constant impedance VL load model. Equation (A.15) is not holomorphic
because it fails to satisfy the Cauchy-Riemann conditions due to the complex conjugate

















note that v∗` should be a function of α
∗, not α, to retain the holomorphicity [Trias, 2012].
The solution to (A.16) is straightforward at the so-called “germ” of α = 0. The next step is
to express v`(α) as a Maclaurin series in terms of α. Accordingly, a power series for v∗`(α
∗)
could be obtained. Substituting these power series into (A.16) and equating the coefficients
of the respective powers of α on both sides yields the voltage power series. If the region
of convergence for this power series includes α = 1, then evaluating this power series at
this point provides the power flow solution. However, the power series often have regions
of convergence that fail to include α = 1. HELM therefore employs Padé approximants,
which have larger regions of convergence that are shown to include α = 1, in order to
provide rigorous convergence guarantees.
Variants: HELM is shown to be a recursive, non-iterative power flow solution method
[Rao et al., 2016]. The accuracy of the solution depends on the order of the power se-
ries, and consequently the order of the Padé approximants. The method is extended in the
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literature to incorporate PV buses [Rao et al., 2016, Subramanian et al., 2013] (including
reactive power limits [Trias and Marin, 2018]), to take any state as the initial guess [Chi-
ang et al., 2018], to incorporate Thyristor-based FACTS controllers [Basiri-Kejani and
Gholipour, 2017], and to apply to DC power systems [Trias and Marín, 2016] and, to
a multi-dimensional embedding [Liu et al., 2017]. Numerical convergence behavior of




In this appendix, we provide additional numerical results that were obtained by applying
the proposed Riemannian optimization technique of Chapter 2 to several standard IEEE
radial distribution test networks with 18, 22, 33, 69, 85, and 141 nodes [Zimmerman et al.,
2011], as well as on single-phase equivalents of the IEEE-13, IEEE-37, and IEEE-123 test
networks [IEEE PES AMPS, 2017].
The remainder of this appendix is structured as follows. In Section B.1, we compare the
performance of the Riemannian optimization methods for the Base Case, which employs
WARM initialization, and, for the QE manifold, retraction R QE2 . In Section B.2, we evaluate
the impact of FLAT and R QE1 , as an alternative initialization and retraction, respectively.
In Section B.3, we compare the proposed method with the traditional Newton-Raphson
method, considering, in addition, increased loading conditions and larger test networks.
In Section B.4, we consider the first iteration of the proposed method as a linear approx-
imant to the LF problem, and we compare its accuracy with existing approximate LF so-
lution methods (LinDistFlow and [Bolognani and Dörfler, 2015]). Lastly, in Section B.5,
we illustrate similarities and differences with the well-known Backward-Forward Sweep
method.
B.1 Base Case Comparison
In Table B.1, we compare the performance of the Riemannian optimization methods, for
the Base Case, in terms of computation time and iterations. The methods are denoted by:
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Table B.1: Performance of Riemannian Optimization Methods (Base Case)
Network
Time (ms) Riemannian Optimization Methods
Iterations GD(BFM) P(BFM) GD(QE) N(QE) P(QE)
13-node
Time 0.13×103 1.39 0.32×103 0.77 0.49
Iter # 162 3 1,420 3 3
18-node
Time 21.6×103 1.89 93×103 2.7 0.55
Iter # 22,221 3 438,042 5 3
22-node
Time 0.18×103 1.51 0.33×103 1.57 0.48
Iter # 151 2 1,288 3 2
33-node
Time 3.8×103 3.36 54.2×103 3.54 0.96
Iter # 2,201 3 186,731 3 3
37-node
Time 0.72×103 2.97 105.6×103 24.3 0.72
Iter # 363 2 213,478 3 2
69-node
Time 4.38×103 7.17 3.5×103 14.3 1.98
Iter # 1,232 3 9,094 3 3
85-node
Time 19.2×103 8.61 14.6×103 37.1 2.34
Iter # 4,383 3 31,415 4 3
123-node
Time 23.5×103 14.83 35.7×103 125.7 3.29
Iter # 3,622 3 46,145 4 3
141-node
Time 69.3×103 14.29 47.5×103 140 3.75
Iter # 9,709 3 64,469 4 3
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“GD” for Gradient Descent; “N” for Newton’s; “P” for the proposed approximate Newton
method; in parentheses we show the applicable manifold, BFM or QE. We note that the
times reported for Newton’s method do not include the Hessian evaluation step, which
was a time-consuming task that renders the performance of this method not acceptable
in practice; for this reason we only included the results for the QE manifold mainly to
compare the iterations it takes to converge with the proposed approximate Newton method.
The results show that the Riemannian GD converges after a considerably large number
of iterations and requires significant computation time (in the order of seconds). Con-
versely, the Riemannian Newton’s method and the proposed approximate Newton method
converge after only a few iterations (as expected), with the proposed method outperform-
ing Newton’s method in terms of computational effort in all test networks. The results
indicate that Newton’s method (even excluding the Hessian evaluation) is slower than the
proposed method by a factor that ranges from about 1.5 for the 13-node to about 38 for
the 123-node test network. In addition, we note that GD(BFM) takes much less iterations
to converge, but each iteration is slower compared to GD(QE), by a factor ranging from
3.5 to 9.7, mainly due to the computational effort it takes to execute the retraction R BFM
compared to R QE2 .1 For the same reason, although the P(BFM) and P(QE) converge at the
same number of iterations, the former is slower by a factor ranging from 2.8 to 4.5.2
Figure B·1 illustrates the cost function trajectories for GD(BFM) (top) and GD(QE)
(bottom), for all test networks. We observe that the cost function of GD on the BFM (QE)
manifold decreases over consecutive iterations, and reaches a value of 10−4 within around
1We note that R QE2 can be performed in parallel for each node/line, whereas R BFM needs to be im-
plemented in a forward sweep manner. Our implementation, however, did not take advantage of parallel
processing, but exploited sparsity and vectorized calculation.
2We also tested Manopt variant of GD [Nocedal and Wright, 2006] and Trust-Region (TR) [Absil et al.,
2007] methods on the BFM and QE manifolds. Although Manopt GD converged in fewer iterations (about
one order of magnitude less), each iteration was slower and the computation times were comparable to the
ones reported in Table B.1. Manopt TR method converged in about 2-3 iterations in most cases, but the
computation times were slower compared with the times reported for P(BFM) and P(GE) in Table B.1, by
















































































































Figure B·1: Trajectories (cost function value vs. iterations); Top:






































































































Figure B·2: Trajectories (cost function value vs. iterations); N(QE): solid
lines; P(QE): dashed lines. The vertical axis is in logarithmic scale.
80 (760), 20K (455K), 20 (320), 420 (53K), 100 (91K), 700 (5.7K), 3K (22K), 2K (30K),
and 7.7K (52K) iterations for the 13-, 18-, 22-, 33-, 37-, 69-, 85-, 123-, and 141-node test
networks, respectively.
Figure B·2 shows the cost function trajectories of the N(QE) and P(QE) for up to 3
iterations (since the latter method converges in at most 3 iterations for the employed test
networks). Notably, P(QE) curves are always below the corresponding N(QE) curves for
all networks. In most cases, the difference in terms of cost improvement in the first iteration
is about one order of magnitude. Also, note that whereas, for instance, the cost function of
the 13-node and 69-node test networks is reduced to at least 0.01 of its initial value in one
or two iterations in Fig. B·2, GD(QE) —see Fig. B·1— requires 653 and 6,260 iterations,
respectively, to reach the same reduction.
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Table B.2: Performance of FLAT on Riemannian Newton’s and Proposed
Approximate Newton Methods (Comparison with WARM)
Network
Time (ms) Riemannian Optimization Methods
Iterations P(BFM) N(QE) P(QE)
13-node
Time 2.21 (+0.82) 1.26 (+0.49) 0.61 (+0.12)
Iter # 4 (+1) 5 (+2) 4 (+1)
18-node
Time 3.03 (+1.14) 3.77 (+1.07) 0.8 (+0.25)
Iter # 4 (+1) 7 (+2) 4 (+1)
22-node
Time 2.63 (+1.12) 2.03 (+0.46) 0.55 (+0.07)
Iter # 3 (+1) 4 (+1) 3 (+1)
33-node
Time 5.25 (+1.89) 6.3 (+2.76) 1.05 (+0.09)
Iter # 4 (+1) 5 (+2) 4 (+1)
37-node
Time 4.4 (+1.43) 24.6 (+0.3) 0.82 (+0.1)
Iter # 3 (+1) 5 (+2) 3 (+1)
69-node
Time 11 (+3.83) 27.7 (+13.4) 2.12 (+0.14)
Iter # 4 (+1) 6 (+3) 4 (+1)
85-node
Time 13.49 (+4.88) 59.8 (+22.7) 2.49 (+0.15)
Iter # 4 (+1) 6 (+1) 4 (+1)
123-node
Time 20.28 (+5.45) 153 (+27.3) 3.72 (+0.43)
Iter # 4 (+1) 5 (+1) 4 (+1)
141-node
Time 22.39 (+8.1) 182.9 (+42.9) 3.96 (+0.21)
Iter # 4 (+1) 5 (+1) 4 (+1)
B.2 Comparison of Alternative Initializations and Retractions
In Table B.2, we evaluate the impact of FLAT on the performance of Riemannian Newton’s
method and the proposed approximate Newton method. The values in parentheses show
the differences when WARM is employed, i.e., with the results of Table B.1. The compari-
son verifies that FLAT, which is considerably further to the optimal solution compared with
WARM, performs worse in terms of both computation times and iterations (all differences
are positive). Notably, Corollary 1 implies that P(QE), employing FLAT and R QE2 , requires
one more iteration compared with employing WARM. The results in Table B.2 verify this
outcome; the difference in time is actually the time required to execute the first iteration,
which is in general lower than the average time per P(QE) iteration in Table B.1. In addi-
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Table B.3: Performance of R QE1 on Proposed Approximate Newton





Time 0.73 (+0.12) 0.58 (+0.09)
Iter # 4 (0) 3 (0)
18-node
Time 2.12 (+1.32) 0.64 (+0.09)
Iter # 9 (+5) 3 (0)
22-node
Time 0.64 (+0.09) 0.54 (+0.06)
Iter # 3 (0) 2 (0)
33-node
Time 1.17 (+0.12) 1.05 (+0.09)
Iter # 4 (0) 3 (0)
37-node
Time 1.29 (+0.47) 0.79 (+0.07)
Iter # 4 (+1) 2 (0)
69-node
Time 2.27 (+0.15) 2.09 (+0.11)
Iter # 4 (0) 3 (0)
85-node
Time 2.61 (+0.12) 2.44 (+0.10)
Iter # 4 (0) 3 (0)
123-node
Time 3.87 (+0.15) 3.42 (+0.13)
Iter # 4 (0) 3 (0)
141-node
Time 5.45 (+1.49) 3.88 (+0.13)
Iter # 5 (+1) 3 (0)
tion, P(QE) is affected much less (the computation time increase ranges from 0.07 ms for
the 22-node to 0.43 ms for the 123-node test network) compared with Newton’s method
(whose computation time increase ranges from 0.46 ms to 27.3 ms for the same networks);
hence, the differences observed in the Base Case (Table B.1) become larger when employ-
ing FLAT. Newton’s method is slower than the proposed method by a factor that ranges
from 2 for the 13-node to 41 for the 123-node test network. In general, the average time
per iteration increases for P(BFM), which, compared with P(QE), becomes slower by a
factor ranging from 3.6 to 5.6.
In Table B.3, we evaluate the impact of R QE1 on the performance of the proposed ap-
proximate Newton method, which stands out as the most computationally efficient method,
for both FLAT and WARM. The values in parentheses show the differences when R QE2 is
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employed with either FLAT or WARM. The comparison suggests that when a closer ini-
tialization (WARM) is employed, both retractions perform well (yield the same number of
iterations) with R QE1 being slightly less computationally efficient —the computation time
increase is up to 0.13 ms, ranging from 3% to 18%. The impact of R QE1 combined with
FLAT is occasionally more severe (see, e.g., the 18-node test network, where the iterations
increase by 5, and the computation time also increases by 165%).
Lastly, we experimented with initial points selected intentionally to differ substantially
from a reasonable LF solution. Unreasonably low voltage and high current values were
used. We tested all methods on the 13-node test network and observed convergence to a
solution with low voltages that are not met in practical networks. This was not a surprise.
LF equations (2.9)–(2.12), in general, admit multiple solutions, however, the solution with
practical voltage magnitudes — around 1 per-unit (p.u.) — is unique [Chiang and Baran,
1990]. In fact, [Chiang and Baran, 1990] shows a small example with two solutions; the
realistic one and a low voltage one that is the type of solution we reached when we started
from unreasonably low voltages.3
B.3 Comparison with the Newton-Raphson Method
In this Section, we compare the proposed Riemannian approximate Newton method with
the traditional Newton-Raphson (NR) method (MATPOWER’s implementation [Zimmer-
man et al., 2011]).
In Table B.4, we compare the performance of the NR method, using both FLAT and
WARM initializations, with P(QE). The values in parentheses show the differences; e.g.,
positive values in time suggest that NR is slower compared to P(QE). The voltage phase
3We also tried alternative Armijo parameters and in some cases managed to converge to the correct solu-
tion; however, convergence to a low voltage solution, in general, cannot be excluded if we start from a point
that is close to that solution. Nevertheless, we note that both FLAT and WARM initializations were close
enough to the correct solution, as is shown in our results.
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Time 1.15 (+0.54) 0.90 (+0.41)
Iter # 4 (0) 3 (0)
18-node
Time 1.23 (+0.43) 0.98 (+0.43)
Iter # 4 (0) 3 (0)
22-node
Time 1.02 (+0.47) 0.70 (+0.22)
Iter # 3 (0) 2 (0)
33-node
Time 1.54 (+0.49) 1.19 (+0.23)
Iter # 4 (0) 3 (0)
37-node
Time 1.22 (+0.4) 0.79 (+0.07)
Iter # 3 (0) 2 (0)
69-node
Time 2.30 (+0.18) 1.79 (-0.19)
Iter # 4 (0) 3 (0)
85-node
Time 2.70 (+0.21) 2.12 (-0.23)
Iter # 4 (0) 3 (0)
123-node
Time 3.45 (-0.27) 2.59 (-0.7)
Iter # 4 (0) 3 (0)
141-node
Time 3.94 (-0.02) 2.99 (-0.75)
Iter # 4 (0) 3 (0)
angles required to warm start NR were recovered using [Farivar and Low, 2013]. The re-
sults show the same number of iterations and similar computational effort, implying that the
proposed Riemannian approximate Newton method can achieve comparable performance
with the NR method.
LF methods usually require more iterations and computational effort in higher loading
conditions. In Table B.5, we compare NR with P(QE), using WARM and R QE2 , under two
increased loading scenarios, namely a medium and a high loading scenario. Loading values
are adjusted by a factor whose value is given in the first column of Table B.5 for each net-
work. The values in parentheses show the differences with P(QE) obtained under the same
loading conditions. Positive (negative) differences declare worse (better) performance for
NR compared with P(QE). Indeed, the results in Table B.5 show that the computation time
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Table B.5: Performance of Newton-Raphson under Increased Loading Sce-
narios (Comparison with the Proposed P(QE) Method)
Network
Time (ms) Loading Scenario
Iterations Medium High
13-node Time 1.21 (+0.51) 1.49 (+0.62)
M:×2.5; H:×3.5 Iter # 4 (0) 5 (0)
18-node Time 0.99 (+0.34) 1.32 (+0.44)
M:×1.5; H:×2 Iter # 3 (0) 4 (0)
22-node Time 1.38 (+0.64) 1.73 (+0.52)
M:×7; H:×10 Iter # 4 (+1) 5 (0)
33-node Time 1.59 (+0.59) 1.99 (+0.34)
M:×2.5; H:×3.5 Iter # 4 (+1) 5 (0)
37-node Time 1.19 (+0.11) 1.97 (+0.18)
M:×5; H:×7.5 Iter # 3 (0) 5 (0)
69-node Time 1.78 (-0.27) 2.89 (-0.48)
M:×2; H:×3 Iter # 3 (0) 5 (0)
85-node Time 2.08 (-0.32) 4.11 (+0.15)
M:×1.5; H:×2.5 Iter # 3 (0) 6 (+1)
123-node Time 3.34 (+0.08) 5.04 (-0.35)
M:×3; H:×4.5 Iter # 4 (+1) 6 (+1)
141-node Time 3.99 (+0.10) 4.97 (-1.44)
M:×3; H:×4 Iter # 4 (+1) 5 (0)
increases by up to 1 ms for the medium and by up to 2 ms for the high loading scenario
for the NR method (comparing with the values for the base loading scenario in Table B.4).
P(QE) exhibits an increase up to 0.44 ms for the medium and up to 2.66 ms for the high
loading scenario (comparing with the values for the base loading scenario in Table B.1).
Overall, the results for both methods under increased loading scenarios are comparable; the
iterations remain practically the same (occasionally NR may need one more iteration) and
the times are still in the order of a few milliseconds. We also note that we tested P(BFM)
with WARM initialization. In almost all networks, the number of iterations was the same,
but each P(BFM) iteration was slower compared with the P(QE) by a factor that ranged
from 3.1 to 4.6, for both the medium and high loading scenarios, indicating a similar be-
havior with the base loading (reported in Table B.1).
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Table B.6: Performance of Proposed P(QE) Method on Larger Networks
(Newton-Raphson Performance in Parentheses).
Network
Time (ms) Loading Scenario
Iterations Base Medium High
[Load] [×1] [×2.5] [×3.2]
906-node Time 22.5 (17.2) 29.9 (23.2) 30.2 (28.8)
Iter # 3 (3) 4 (4) 4 (5)
[Load] [×1] [×1.5] [×1.9]
2500-node Time 72.4 (49.3) 96.7 (65.6) 121.0 (82.2)
Iter # 3 (3) 4 (4) 5 (5)
We further elaborate on the performance under several loading conditions for larger
networks, a 906-node European low voltage test network [IEEE PES AMPS, 2017], and
a 2500-node test network that is the single-phase equivalent of the 8500-node network
in [IEEE PES AMPS, 2017]. The results for the P(QE) method are presented in Table B.6;
the values in parentheses are the respective NR results. Although NR seems to perform
better, the results are in the same order of magnitude (tens of milliseconds), which further
enhances the argument that the proposed method achieves comparable performance with
NR. Lastly, we tested the performance of P(BFM). The results indicated the same number
of iterations and an increase in computation times by a factor of 6 and 7.6, for the 906-node
and the 2500-node networks, respectively, under all loading conditions.
B.4 Comparison of Approximate LF Solutions
In this Section, we consider approximate (not exact) LF solutions obtained by the first
iteration of P(QE), employing WARM and R QE2 , referred to as the “proposed approximant.”
Figure B·3 illustrates the voltage magnitudes obtained by the linear approximant in
[Bolognani and Dörfler, 2015], the LinDistFlow solution and the proposed approximant
—including also the exact LF solution— for the 13-node and 18-node test networks. Note
that, by definition of WARM, the LinDistFlow solution is the initial point of P(QE), hence,
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Figure B·3: Comparison of approximate LF solutions on the 13-node (up-




























Figure B·4: Voltage approximation error of the linear approximant in
[Bolognani and Dörfler, 2015], the LinDistFlow solution and the proposed
approximant. The “x” symbols represent the mean values. The vertical axis
is in logarithmic scale.
182
it is expected that the latter outperforms the former. Figure B·4 illustrates the voltage
approximation errors and their mean values for all methods. The proposed approximant
outperforms other approximants by at least two orders of magnitude on all test networks.
LinDistFlow achieves generally slightly better results compared with [Bolognani and Dör-
fler, 2015] (recall, however, that the latter applies to meshed networks as well), which
verifies the remarks in [Bolognani and Dörfler, 2015] that LinDistFlow seems to improve
the quality of their linear approximant (recall that the LinDistFlow solution is obtained by a
non-linear change of coordinates in [Bolognani and Dörfler, 2015] and assuming zero shunt
admittances); however, we observe that [Bolognani and Dörfler, 2015] yields a slightly bet-
ter approximation than LinDistFlow in the 18-node test network.
B.5 Comparison with the Backward-Forward Sweep Method
Last but not least, we consider the Backward-Forward Sweep (BFS) method, which has
been proven to work well in radial networks. Figure B·5 illustrates the cost function tra-
jectories of P(BFM) and the evaluation of this function for the BFS method. As expected,
since the proposed method minimizes this function, P(BFM) trajectories are below the BFS
ones; we also observe that BFS does not exhibit noticeable progress after the first and sec-














































































































































































Figure B·5: Trajectories (cost function value versus iterations); BFS: solid
lines; P(BFM): dashed lines. The vertical axis is in logarithmic scale.
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