Introduction
During the last decade, heat transfer at microscale has been the object of intense studies ͓1,2͔. The research effort has been driven by important applications in microelectronics, thin films, nanomaterials, and short-pulse laser heating. The conventional approach to heat conduction problems using macroscopic empirical laws such as Fourier's law or Joule's law of heat generation break down when the length scale of the system is comparable to the energy carrier mean free path or when the time scale of the physical process is smaller than the relaxation time of the heat carriers ͓2,3͔. Then, transport of heat carriers must be treated in greater details.
Heat is transported by carriers comprising of electrons, phonons, and photons. Heat conduction is dominated by phonons in dielectric materials, predominantly by electrons in pure metals, and by both phonons and electrons in impure metals or alloys ͓4͔. In all cases, transport of the heat carriers is governed by the Boltzmann transport equation ͑BTE͒. The density function of heat carriers can be described in a state space consisting not only of the physical space but also of an abstract wavevector space. In the physical space, the state vector coordinates consist of the spatial coordinates ͓e.g., (x,y,z) in Cartesian coordinates͔. In the wavevector space, the system is characterized by its wavevector k ជ . Considering electron and phonon transport, the state vector S ជ can be expressed as S ជ ϭ͓r ជ,k ជ ,t͔. Let f p be the distribution function of the energy carriers in the polarization state p. The distribution function f p (r ជ,k ជ ,t) is assumed to be sufficiently smooth to allow differentiation with respect to any of its variables as many times as necessary ͓5͔. Then, the BTE can be expressed as ͓6͔
where ជ and k ជ are the group velocity vector ͑velocity of energy propagation͒ and wavevector of the heat carriers, respectively. The operators ٌ x and ٌ k are the gradient operators in the physical and wavevector space, respectively. The second term on the lefthand side of Eq. ͑1͒ represents the advection of the distribution, while the third term corresponds to the change of momentum caused by external fields relating to the particle acceleration. Finally, the term ‫ץ(‬ f p /‫ץ‬t) sca on the right-hand side of Eq. ͑1͒ represents the restoration of thermodynamic equilibrium due to scattering by electrons, holes, defects in the lattice, and phonons ͓7͔. Different formulations of the BTE have been developed in recent years to solve engineering problems. The first alternative formulation to the BTE for phonon transport has been developed by Majumdar ͓3͔ , who recognized that the flux of energy per unit time, per unit area, per unit solid angle in the direction s ជ, and per unit frequency interval around can be written as I ͑ r ជ,s ជ,,t ͒ϭ 1
where s ជ is the unit vector in the direction of carrier propagation, ប is the heat carrier energy, while p and D p () are the speed of sound and the phonon density of states per unit volume for each polarization, respectively. The summation is over the three phonon polarization states ͓3,4͔. The resulting form of the BTE has been named the equation of phonon radiative transfer ͑EPRT͒ ͓3͔.
Another common approach used for electron transport consists of solving for one or several moments of the distribution function ͓6,7͔. A partial differential equation for each moment can be derived from the BTE to assure conservation of charge, momentum, and energy resulting in the so-called hydrodynamic equations. They are the governing equations for the electron density n e , momentum p ជ e , and energy E e and can be derived by integrating the BTE over all frequencies after multiplying it by 1, p ជ e ϭm e *v ជ e , and E e ϭp e 2 /2m e * , respectively. Hydrodynamic equations are often solved instead of the BTE. The moment method has the advantage of reducing computational times, a valuable feature in control and optimization ͓5͔. However, the discrete formulation has major drawbacks that have been discussed extensively by Kumar and Ramkrishna ͓8,9͔. In brief, the discrete formulation lacks of internal consistency, i.e., some of the moments of the particle density function f p ͑or of the spectral intensity͒ cannot be predicted accurately. The calculation is designed for certain arbitrarily selected moments of the particle density function rather than for an estimate of the particle density function accurate enough for estimating all moments of the population ͓5͔. For example, an important moment includes the energy flux due to electrons q ជ e expressed as,
More recently, Chen ͓10͔ derived the ballistic-diffusion heat conduction equations by dividing the phonon distribution function into the carriers originating from the boundaries and the carriers originating from the medium. Governing equations and boundary conditions for each component ͑ballistic or diffuse͒ of the distribution have been derived from the BTE.
Even though the formulation of the thermal transport at microscale has long been established ͓4͔, experiments of heat transfer at subcontinuum scale poses great challenges, and numerical simulations have become critical to the fundamental understanding of the phenomena and to the engineering design of submicron electronic devices ͓11͔. As recognized by different authors ͓1,3͔, the major difficulty lies in solving the BTE or the subsequent equations.
Due to the analogy between the radiative transfer equation ͑RTE͒ and the Boltzmann transport equation ͓3͔, the traditional numerical methods employed for solving the radiative transfer equation have been used to solve the EPRT ͓3,11-13͔. For example, Joshi and Majumdar ͓12͔ used the Schuster-Schwarzchild two-flux approximation to solve the transient and steady-state heat conduction across a diamond thin film. In the case of steady-state heat conduction along a dielectric thin film with specular phonon reflection at the boundary, Klitsner et al. ͓14͔ solved the BTE using the Monte Carlo simulations while Majumdar ͓3͔ solved the EPRT using the discrete ordinate method of Kumar et al. ͓15͔ . In both cases, the dielectric thin film was assumed to be a gray medium. Traditional discrete ordinate methods have also been used by other researchers ͓13͔. More recently, Murthy and Mathur ͓11͔ proposed the use of unstructured solution-adaptive finite volume methods. Each one of these methods has some advantages and drawbacks.
Finite difference or finite volume methods are widely used in engineering to solve partial differential equations. Numerical solutions of relatively simple problems are readily and efficiently found by using these techniques, particularly for steady states. However, major drawbacks include 1͒ false scattering due to inadequate spatial discretization of the transient BTE, which leads to smearing of the wavefront ͓16͔, 2͒ the numerical instability that may force one to reduce the time step or the finite volume dimensions, 3͒ the formulation and the computing requirements increase greatly for problems of complex geometry and anisotropic behavior of the medium ͓17͔, and 4͒ the ray effect due to angular discretization can cause ''large errors in the prediction of the equivalent temperature unless fine angular discretizations are used, particularly at low acoustic thicknesses,'' as recognized by Murthy and Mathur ͓18͔. The authors combined a ray-tracing technique with the finite volume method to improve predictions of the method ͓18͔.
The discrete ordinate method ͑DOM͒ is another popular method for solving the RTE or the BTE for neutrons and phonons ͓3,17͔. The equation is solved for an arbitrary set of discrete directions. The integrations over the solid angle are approximated by numerical quadrature. In multidimensional problems, spatial partial derivatives can be computed using finite volume methods. Then, the DOM has the same advantages and drawbacks as finite volume methods. Specific drawbacks of the DOM include 1͒ the ''ray effect'' that may be significant at low optical thickness and for transient simulations, as discussed in details by Murthy and Mathur ͓18͔, 2͒ the difficulty to deal with specularly reflecting boundaries since the reflected or transmitted beams might not coincide with the discrete ordinates, 3͒ the arbitrary choice of the quadrature that may result in significantly different numerical results ͓19͔, 4͒ the method does not assure conservation of radiative energy ͓20͔, and 5͒ false scattering.
Finally, solving transport equations by the Monte Carlo technique consists of tracing the history of a statistically meaningful random sample of particles from their point of birth to their point of death. The advantages of the Monte Carlo method are its ability to handle complex problems in terms of geometry and spatial and directional dependency without significantly increasing the computing effort or the complexity of the formulation ͓17͔. Major drawbacks include: 1͒ the higher computational cost than traditional methods for relatively simple problems, 2͒ the difficulty to couple the method to other methods such as finite difference, 3͒ the statistical error intrinsic to any statistical methods, and 4͒ the inefficiency to deal with problems considering the radiative intensity onto a small surface and/or a small range of solid angles. Modest ͓21͔ addressed the last issue by using backward Monte Carlo simulations.
The present study aims at presenting a new numerical scheme for solving thermal transport at submicron scales. We recognize that the BTE and subsequent equations fall in the framework of population balance theory, whose mathematical formalism has been recently reviewed by Ramkrishna ͓5͔. The modified method of characteristics developed by Pilon and Viskanta ͓22͔ for solving multiphase particulate flows has been adapted to solve multidimensional transient and steady-state microscale heat conduction problems. First, the numerical method is described. Then, test problems are solved and the numerical solutions obtained are compared with analytical or numerical solutions already reported.
Governing Equations
The BTE applies to both electron and phonon transport. However, the present study is limited to phonon transport in dielectric materials. In order to compare the present numerical method with existing ones, the study focuses on the EPRT ͓3͔. This section reviews the assumptions traditionally made to make the problem mathematically tractable. Then, the governing equation and the associated boundary conditions are derived.
Assumptions.
The following assumptions are usually made for solving the EPRT for phonon transport at microscale in engineering applications dealing with dielectric materials such as diamond and silicon dioxide ͓3,6,7,10͔:
1. Phonons are considered to be the only heat carriers. 2. Phonon transport is assumed to satisfy the Boltzmann transport equation. Regimes of heat conduction and conditions for validity of the BTE have been discussed by Tien and Chen ͓1͔. 3. The Debye model is assumed to be valid, thus ͓4͔
• The phonon group velocity v ជ p is considered to be constant ͑independent of frequency and time͒ with v ជ p ϭ p s ជ, where p is the speed of sound in the materials for polarization p in direction s ជ. The dispersion relation is given by p ϭ p k and the group velocity, being constant, leads to dk ជ /dtϭ0 ជ. Physically, phonons dominating the heat transport travel at the speed of sound which does not vary significantly over the dominating range of frequency for heat transfer ͓3͔.
• The phonon modes of frequency cannot be larger than the Debye frequency D defined as ͓4͔,
where D is the Debye temperature. Physically, it corresponds to the fact that phonons cannot assume wavelengths smaller than twice the atomic spacing ͓7͔.
• The number of energy levels per unit of energy range for each polarization, the so-called density of states, is assumed to be continuous, denoted D p (), and given by ͓4͔
4. The polarization effects are negligible and all polarizations are treated identically.
5. The single mode relaxation time approximation is used to express the scattering term of the BTE, i.e., ͓3,4͔,
where is the polar angle, is the director cosine, i.e., ϭcos , and I 0 is the equilibrium phonon blackbody radiation intensity. The phonon scattering rate 1/ s is assumed to be the sum of the scattering rates associated to 1͒ scattering on lattice imperfections 1/ i and 2͒ three phonon inelastic Umklapp scattering 1/ U . Even though the normal ͑N͒ three phonon inelastic scattering processes indirectly influence energy transfer, they are neglected here for the sake of simplicity, and to permit comparison with previous studies ͓3,11͔ and validation of the method. Note that this assumption does not reduce the generality of the method since N processes can also be accounted for by using the relaxation time approximation ͓3͔. 6. The medium and the scattering processes are assumed to be isotropic, thus the relaxation time depends only on fre-
The contribution of the optical phonons to heat transfer is neglected due to their small velocity ͓7͔. 8. The phase of the lattice waves is not considered, thus neglecting interferences. 9. Thermal expansion is neglected ͓4͔.
Following the above assumptions, the equation of phonons radiative transfer ͑EPRT͒ can be derived from Eqs. ͑1͒, ͑2͒, and ͑6͒ as ͓3͔
At temperatures much lower than the Debye temperature, the recovery of the temperature from the intensity I (r ជ,,t) can be performed by defining an equivalent equilibrium temperature from the following equation ͓3,11͔:
where is the Stefan-Boltzman constant for phonons, given by
Note that Eq. ͑8͒ can be used, at any temperature, for gray medium calculations which neglect the spectral dependence of the intensity ͓11͔.
2.2 Boundary Conditions. We limit our study to thermalizing boundaries and specularly reflecting boundaries.
Thermalizing Boundaries. At a thermalizing boundary, the temperature is prescribed. The interface absorbs all incident phonons ͓23͔ and emits blackbody phonon radiation assumed to be at equilibrium at the prescribed temperature T. Thus, the boundary conditions at the thermalizing boundaries yields the isotropic spectral radiation intensity according to
For a gray medium, the thermalizing boundary condition for the total intensity becomes
Specularly Reflecting Boundaries. A specularly reflecting boundary with an outward normal vector n ជ corresponds to an adiabatic interface at which ͓11͔
with s ជ r ϭs ជϪ2(s ជ•n ជ )n ជ and r ជ b is the spatial coordinates of the boundary. Specularly reflecting boundaries represent an ideal behavior achieved by acoustically smooth surfaces, i.e., the surface roughness is much smaller than the phonon wavelength.
Modified Method of Characteristics
The method of characteristics consists of transforming the partial differential BTE into an ordinary differential equation solved along the pathline of the heat carriers. The conventional implementation ͑or direct marching method͒ of the method of characteristics is based on the Lagrangian formulation: the heat carriers are identified and located at initial time tϭt 0 and followed at subsequent time as they are transported. In 3D thermal transport, however, the deformation that the initial mesh undergoes as time progresses leads to deterioration of the numerical solution ͓24͔.
The modified method of characteristics ͑or inverse marching method͒ is an interpretation of the Lagrangian approach that overcomes the difficulties related to mesh deformation ͓24͔. Unlike the direct marching method, the inverse marching method uses a fixed grid of arbitrary shape. In the remaining of the present study, we consider a Cartesian coordinate system for illustration purposes. However, the approach can be generalized to any system of coordinates. By definition, the total time derivative of I ϭI (x,y,z,t) with respect to time t in the direction ͑,͒ can be written as
We further define the characteristic curves in the physical space as dx dt ϭ sin cos (14)
Then, along the characteristic curves in the (x,y,z,t) space, the BTE can be written as
where DI /Dt denotes the substantial derivative of I , i.e., the total time derivative along the pathline of the energy carriers. Figure 1 shows a 3D computational cell in Cartesian coordinates. The modified method of characteristics consists of determining the coordinates (x n ,y n ,z n ) of the point in space from where the particles located at the grid point (x a ,y b ,z c ) at time t ϩ⌬t originated from at time t while traveling in the direction of polar angle n and azimuthal angle l . In other words, for each point of a specified grid, the pathline is projected rearward along the characteristic curve to the initial data surface to determine the initial data point. For example, in Fig. 1 the point (x a ,y b ,z c ) is the point (x iϩ1 ,y jϩ1 ,z kϩ1 ). The solid line represents the section of the characteristic curve along which the particle traveled from location (x n ,y n ,z n ) to location (x a ,y b ,z c ) during the time interval between t and tϩ⌬t.
The general block diagram of the numerical procedure for solving the EPRT using the modified method of characteristics is shown in Fig. 2 . First, temperature and spectral radiation intensity are set to their initial values across the computational domain. To avoid numerical instabilities, it is necessary to insure that the phonons do not leave the computational cell between the time t and tϩ⌬t. In other words, each computational cell traveled by the phonons should contain at least one point on the characteristic curve, i.e., the point (x n ,y n ,z n ) is always in a computational cell adjacent to (x a ,y b ,z c ) . Therefore, the time step ⌬t for the entire calculation is determined by the equation,
For a given frequency m , a polar angle n , an azimuthal angle l , and for all internal grid points (x a ,y b ,z c ) where phonons are located at time tϩ⌬t, the phonon's position (x n ,y n ,z n ) at time t is calculated as
The values of the variables T and I at point (x n ,y n ,z n ) and time t are obtained by Lagrangian interpolation using their values at time t at the eight corners of the computational cell in which (x n ,y n ,z n ) is located. Then, the ordinary differential Eq. ͑17͒ is solved forward in time by the fourth-order Runge-Kutta method at location (x a ,y b ,z c ) and time tϩ⌬t at all interior points and outflow boundaries. The integrals appearing in Eqs. ͑8͒ and ͑17͒ are estimated by the 3/8 Simpson numerical integration method ͓25͔. Finally, the boundary conditions are imposed in directions pointing toward the medium. The calculations are repeated for all the discretized values of frequency m , polar angle n , and azimuthal angle l . The temperature at all grid points is recovered from Eq. ͑8͒ before the temperature and intensity fields are computed at the next time step. The advantages and drawbacks of the modified method of characteristics over other methods are the following:
• Unlike finite-difference methods, in which the information propagates along coordinate lines, the method of characteristics propagates the information along the heat carriers' pathlines and thus matches the physics of the energy transport, resulting in extremely accurate numerical results.
• It does not require any outflow boundary conditions ͓26͔. For this reason, the modified method of characteristics is recommended for hyperbolic equations such as the BTE, whose solution has a distinct domain of dependence and range of influence ͓25͔.
• The method can be used for solving coupled equations such as the BTE for electrons, the radiative transfer equation for photons, and/or the Maxwell's equations. Other numerical schemes such as finite-difference or finite element methods can also be used in combination with the present method. • It can be used for both transient and steady-state calculations with great accuracy and without problems of numerical instability.
• Unlike finite-volume methods, there is no practical restriction on the aspect ratio of computational cells ͓27͔. Here, on the contrary, the cell size is solely determined based on accuracy requirements, and any arbitrary set of points can be used as the computational grid. • It may be more time consuming than other methods due to interpolations and numerical integrations. However, the computational time does not increase significantly as the geometry becomes more involved, or coupling with other heat carriers or fluid flow takes place.
Results and Discussion
For validation purposes, the results obtained by the modified method of characteristics for a set of test problems have been compared with analytical solutions or results reported in the literature using different numerical schemes. The cases considered are 1͒ transient and steady-state ballistic transport, 2͒ transient and Transactions of the ASME steady-state heat conduction across a diamond film, and 3͒ 2D steady-state heat conduction along a gray thin film with specularly reflecting boundaries.
Ballistic Transport.
In order to validate the numerical method described previously, transient and steady-state heat conduction in dielectric thin films in the ballistic transport limit is considered, i.e., phonon scattering is neglected. We further assume that the spectral phonon intensity I is independent of wavelength ͑gray behavior͒. Under these assumptions, the EPRT simplifies to ͓11͔ ‫ץ‬I ‫ץ‬t ϩ ជ
•ٌIϭ0 (22) where I is the total phonon intensity.
Transient Calculations. Two-dimensional numerical simulations were performed for a 10 mϫ1 m diamond type IIa polyhedral thin film initially at 300 K. At tϭ0, the bottom temperature T(x,y,0)ϭT 1 is imposed to be 301 K while the top temperature T 2 is maintained at 300 K. The boundary conditions at the thermalizing boundaries in directions pointing toward the medium were I(x,y,0,t)ϭT 1 4 / and I(x,y,L,t)ϭT 2 4 /, respectively, while symmetry boundary conditions were imposed at the other surfaces. The width of the thin film is considered much larger than its thickness so that heat conduction can be treated as 1D. The temperature at each node was retrieved from the computed value of the total radiation intensity I based on the expression The computational domain was discretized in a 10ϫN grid and Q discrete ordinate directions i per quadrant with N and Q varying from 20 to 40 and from 8 to 50, respectively. Figure 3 shows the numerical results for the normalized temperature T* as a function of the dimensionless location z* for dimensionless times t* ϭ0.1 and 1 for different spatial discretizations. The number of discretizations in the z direction does not affect the ability of the code to capture the propagating front while the number of directions influences the accuracy on the retrieved temperature. Furthermore, the number of grid points in the x and y directions had no effect, due to the symmetry of the problem, and 10 grid points were arbitrarily chosen. Good agreement with theoretical values is observed at both times for 20 cells in the z direction or finer grids and more than 45 directions per quadrant with time step ⌬t ϭL/20. The large number of directions is due to the fact that the integral term is computed by numerical integration. As time increases, the temperature gradient across the film decreases and coarser grids can be used to capture the spatial change of temperature across the film. This must be compared with recent simulations by Murthy and Mathur ͓11,18͔ who reported 100 cells, ⌬t ϭL/1000, and 8 discrete directions per quadrant. The authors used an unstructured finite volume scheme to solve the same test problem and recognized that ''the problem is quite challenging from a numerical solution point of view,'' and that ''good spatial and temporal accuracy is required to minimize the numerical diffusion that tends to smear the step solution.'' On the contrary, this study shows the advantages of the modified method of characteristics in that the method is unconditionally stable and both transient profile and wavefront are perfectly captured without any smeared front even with coarse grids.
Steady-State Calculations. Steady-state heat conduction across a 400 nm thick gallium arsenide film with black bounding surfaces in the ballistic limit is now considered. One face of the film is maintained at temperature T(x,y,0)ϭT 1 ϭ10 K while the other face is maintained at T(x,y,L)ϭT 2 ϭ20 K. The exact solution to this problem is known to be uniform across the film and equal to T(z)ϭ͓(T 1 4 ϩT 2 4 )/2͔ 1/4 ϭ17.075 K with a discontinuity at the boundaries. The numerical results were obtained with a 10ϫ11 grid and 45 directions per quadrant for a CPU time of less than 40 seconds on a 633 MHz Pentium III microprocessor. Figure 4 compares the numerical results with the analytical solution and those reported in the literature ͓28͔. The maximum error between the two solutions is less than 0.6% compared to 2% obtained by Mazumder and Majumdar ͓28͔ using the Monte Carlo method. Note that an even better precision can be obtained by simulating a longer time or by increasing the number of directions. On the contrary, the Monte Carlo method contains intrinsic statistical errors. Finally, the heat flux was computed and found to be constant and independent of location.
One-Dimensional Heat Conduction Across a Diamond
Film. We now consider 1D heat conduction across a diamond type IIa thin film with 0.07% impurity concentration of 13 C. The film, of thickness L, is initially at TϭT 0 . At tϭ0, a temperature difference ⌬Tϭ1 K is imposed across the film, while the cooler surface is maintained at temperature T 0 . Moreover, only scattering by lattice imperfections and Umklapp scattering are considered ͓3͔. The relaxation time for imperfection scattering i is expressed as ͓3͔
where ␣ is a constant close to unity, is the number of scatterings site per unit volume, and is the scattering cross section expressed as
with R being the radius of the lattice imperfections. On the other hand, the relaxation time due to Umklapp scattering U is expressed as ͓3͔
where A and ␥ depend on the materials, while D is the Debye temperature defined as D ϭប D /k B . The overall relaxation time is defined as 1/ S ϭ1/ i ϩ1/ U . Constants and properties required to compute the relaxation times for diamond type IIa with 0.07% impurity concentration of 13 C were taken from the literature ͓3͔ and are summarized in Table 1 . A similar problem has been solved by Majumdar ͓3͔ using the discrete ordinate method proposed by Kumar et al. ͓15͔ with 8 discrete directions per quadrant. Moreover, the Stefan-Boltzmann constant for phonons is constant and Eq. ͑8͒ is valid only for low temperatures ͑less than 150 K for diamond type IIa͒. Therefore, in the present study the initial temperature T 0 has been arbitrarily set to 100 K. Following Majumdar's work ͓3͔ and in order to cover the acoustically thin and thick regimes, three different film thicknesses (Lϭ0.1 m, 1 m, and 10 m͒ have been considered for type IIa diamond. The calculations were performed on a spectral basis over the frequency range from 0 to D . A converged solution was obtained for a 5ϫ21 grid and 30 directions per quadrant, while the spectrum from 0 to D was discretized into 90 different wavelengths. Figure 5 shows the transient evolution of the temperature profiles across a 1 m thick diamond thin film. The results are plotted in terms of dimensionless temperature T ϩ ϭ͓T(z)ϪT 1 ͔/͓T 2 ϪT 1 ͔ and dimensionless time ϭt/L. Qualitatively, they compare well with results reported in the literature for T 0 ϭ300 K ͓12͔. Figure 6 presents the steady-state temperature profiles across diamond thin films having different thicknesses. One can see that the temperature gradient increases as the film thickness increases and that the numerical results fall between the acoustically thin ͑ballistic͒ and thick ͑Fourier's law͒ approximation limits. Similar results have been previously reported in the literature ͓3,11,12͔ for different temperatures and using other numerical schemes.
The present results confirm the good behavior of the numerical scheme for both transient and steady-state calculations, accounting for scattering on a spectral basis. Note that the actual time, and therefore the computational time, to reach steady-state increases with the film thickness.
Heat Conduction Along a Silicon Crystal Thin Film.
Phonon transport along a silicon crystal is considered in this section and schematically described in Fig. 7 . The thin film is assumed to be a gray medium with a constant and uniform relax- Transactions of the ASME ation time defined as S ϭ⌳/, where ⌳ is the phonon mean free path that depends of the surface reflection ͓3,14͔ and the speed of sound in silicon is equal to 6400 m/s ͓29͔. The lower ͑zϭ0͒ and upper ͑zϭL͒ surfaces are specularly reflecting while the ends y ϭ0 and yϭL are treated as black surfaces maintained at constant temperatures much below the silicon Debye temperature of 645 K. Figure 8 compares the numerical results obtained by 1͒ the Monte Carlo method ͓14͔, 2͒ the discrete ordinate method ͓3,15͔, and 3͒ the present method, for a silicon film with thickness Lϭ1 m and length Lϭ10 m. The results are given in dimensionless form with T* given by Eq. ͑24͒ and y*ϭy/L. Figure 8 shows the relative difference between results obtained by the present method and those obtained by the Monte Carlo ͓14͔, and by the discrete ordinate methods ͓3͔ for specularly reflecting boundaries. The results compare very well with simulations reported in the literature ͓3,14͔. The relative error between the present method and the DOM is less than 2%, while that with the Monte Carlo method is comparable to that between the DOM and the Monte Carlo method and stays below 6%. However, since no exact solution is available it is not possible to determine which method is the most accurate. Extension of the study to spectral diffuse surfaces and partially reflecting surfaces is straightforward. This test problem demonstrates the capability of the numerical scheme to deal with both 1D and 2D problems and with both black and specularly reflecting boundaries.
4.4 Discussion. The objective of the present paper is to demonstrate the capability of the modified method of characteristics to simulate microscale energy transport. Good agreement with reported results was shown. Similar or better stability and prediction capability than existing methods has been demonstrated. The numerical results have been obtained for 3D computational grids, and the program sequences, number of grid points, and directions have not been optimized. The scheme can be viewed as a hybrid method between the DOM and the ray tracing method. It is an alternative to that used by Coelho ͓30͔ for the radiative transfer equation. This section discusses trade-offs and compromises that can be made to achieve better numerical efficiencies.
First, the computational efficiency can be improved by approximating the integral present on the right-hand side of Eq. ͑17͒ by numerical quadrature. For example, given the symmetry of the above problems, the modified method of characteristics could have been used to solve the Schuster-Schwarzchild two-flux approximation by replacing the integral over all directions on the right-hand side of Eq. ͑7͒ by the sum of the positive and negative components ͓17͔. In general, the computationally costly numerical integration over solid angle can be replaced by a weighted sum over an arbitrary number of discrete directions like in DOM. This procedure can significantly reduce the computational time, particularly for multidimensional and spectral calculations. It is recommended for optimization, real time transient calculations, and control of microscale devices. However, one will be faced with the same drawbacks inherent to the discrete ordinate method discussed in the Introduction. Similarly, the band approximation can be used for spectral calculations, as performed by Murthy and Mathur ͓11͔. These approaches have not been retained here for the sake of accuracy, but they could easily be implemented for more complex problems or geometries.
Moreover, as discussed previously, the simulated boundary conditions were used in order to compare the results obtained by the present method with those reported in the literature. More realistic boundary conditions such as 1͒ diffusely reflecting opaque surfaces that are more appropriate for ''acoustically rough'' surfaces and 2͒ partially diffuse and specular reflecting boundaries as encountered in superlattices constitute an extension of the present work and can numerically be implemented with relative ease.
Finally, the present method is very well suited for parallel computing, since the intensity at each node at any time step depends explicitly and solely on the results obtained for the previous time step. The computing time can theoretically be divided by the number of grid points by using up to one CPU per grid point. Parallelization can significantly speed up the computation of the temperature field for real-time transient, multidimensional, and/or coupled problems, as well as for steady-state transport in optically thick media. In the diffusion approximation limit, when Fourier's law prevails, the governing equation becomes parabolic for transient and elliptic for steady-state heat conduction problems ͓25͔. Parabolic equations feature repeated characteristics also having a distinct domain of dependence and range of influence, but the signal propagates at infinite speed, unlike hyperbolic equations such as the BTE or the EPRT ͓25͔. Elliptic equations have no real characteristics and their solutions at any grid point depend on the solution at all the other grid points. For both parabolic and elliptic equations, other numerical methods appear to be more appropriate than the present method ͓25͔.
Conclusions
This paper has described in detail a new numerical method for solving multidimensional transient and steady-state thermal transport at subcontinuum scale with black or reflecting boundaries on a gray or spectral basis. The modified method of characteristics is unconditionally stable, accurate, and compatible with other numerical schemes and can be used for coupled problems employing the same prespecified grid. The numerical solutions obtained for 1D and 2D heat conduction in dielectric thin films have been compared with the analytical solution and, when possible, with reported numerical results. Good agreement has been found confirming the capability of the numerical procedure and the associated computer program.
The numerical scheme developed in the present study could easily be extended to complex 3D geometry. The advantage of the proposed method is that even the most complicated problem can be solved with relative ease. As the problem becomes more realistic ͑in terms of geometry and coupling with electron or photon transport͒, the complexity of the formulation and the computational effort increase much more rapidly for conventional approaches. Furthermore, the method could also be used for 1͒ solving the RTE for emitting, absorbing, and scattering materials and 2͒ the BTE for electrons and holes as well as coupled electronphonon-photon transport problems. It can be used for solving energy transport in subcontinuum regions in thermal or electrical contact with continuum regions where traditional methods can be used. The method is particularly recommended for transient, multidimensional, and/or coupled problems.
