Medicine is often pictured as one of the main examples of "big data science" with a number of challenges and successful stories where data have saved lives [1] . In addition to structured databases that store expert-curated information, unstructured and semi-structured data is a huge and often most up-to-date resource of medical knowledge. These include scientific literature, clinical narratives and social media, which typically capture findings, knowledge and experience of the three main "stakeholder" communities: researchers, clinicians and patients/carers. The ability to harness such data is essential for the integration of medical information to support clinical decision making and medical research.
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To identify key biomedical information from text, automated text mining has been used for over 30 years [2] . Specific foci in recent years were on mining mentions of clinical episodes and events (e.g. specific treatments and problems [3] ), molecular interactions (e.g. profiling diseases [4] ), and adverse drug reactions from patientgenerated reports [5] , in particular capturing temporal links and relations between them [6] . Results -despite numerous challenges -have demonstrated the potential in supporting curation of medical knowledge bases, generation and prioritisation of hypotheses for research, reducing the risk of medical errors, inferring clinical care pathways and enhancing medical understanding [1] . For example, state-of-the art text mining has been used to reliably catalogue pain-specific molecular interactions from the literature and identify possible drug targets [4] ; extract details of a patient's medication chronology from electronic health records [3] ; harvest social media data to support pharmacovigilance [5] .
In addition to the extraction of "raw" data, text mining has been used to contextualise existing facts. For example, information extracted about the molecular basis of pain can be contextualised with related biological pathways and known drug targets, the patient's disease status, severity and type of pain, anatomical location, etc. [4] . Further, the information can be augmented by provenance, including, for example, recentness of the finding and its "popularity" (e.g. the number of citations), "trustworthiness" of the source, whether it has been disputed or is conflicting with other data etc. Such contextualised data aggregated from multiple articles can be then used as detailed 'prior knowledge' to input into medical knowledge systems.
While literature is typically reporting more generic findings, clinical notes and narratives are often the primary and richest source of patient-level information, providing various type of context (e.g. social/family history) and details that are necessary to understand specific patient conditions. For example, free text medication directions often contain detailed information that is not coded elsewhere (e.g. an option to take a tablet when needed up to a maximum number of times a day); extracting such information is key for allowing healthcare data analysts to study the impact of different prescription options and plans (on a large-scale), as well as for personalised "rewiring" of knowledge models (on a "small"-scale, e.g. in clinical decision support).
Complementary to clinical records, patient-led healthcare data co-production (e.g. patient reported outcomes, well-being measures, impact on quality of life or side effects; pre-consultation self-reports, etc.) provide an opportunity to harness the personalised subjective experience that further contextualises knowledge about medical issues.
Extraction and integration of data from all types of medical text are characterised by typical big data issues since the data is complex, heterogeneous, longitudinal, and voluminous, often with partial, missing and "bad" data. Specific challenges include:
• Conceptual and lexical dynamics: medical knowledge and clinical practice are constantly changing, which is reflected in the conceptual space represented in literature and clinical notes; the social media space has its own laymen sublanguage that needs to be mapped to the medical knowledge space [5] . • Variety of forms: in addition to unstructured text, valuable information is often represented in tables, graphs and figures, requiring multi-modal processing. • Identification and representation of modality and uncertainty of extracted research and clinical findings on one hand, and subjectivisation of patientgenerated data on the other hand is key for contextualisation of knowledge [2] .
Similarly to other domains, a critical aspect of medical text mining is ensuring reproducibility and transparency of the methods to ensure fidelity of extracted data, which can be achieved through development and sharing of digital research objects with sufficient details to represent methods, data and knowledge (e.g. http://www.farrcommons.org/). Specifically, given the quality and sensitivity of medical information, data provenance, veracity and availability need to be considered, with details on data collection methods, possible data loss due to personal deidentification of clinical text on one, and possible disclosure risks, on the other hand.
Despite the challenges, text mining is now widely considered as an integral part of medical knowledge management systems, in particular when combined with other semantic technologies (e.g. ontologies and linked data). For example, text mining is widely used as part of clinical decision support systems, typically pointing to related clinical cases (e.g. similar context/history), or supporting monitoring and evaluation of healthcare processes. Either on its own or combined with other resources, text-mined data can also provide a large, dynamic and often most up-to-date base for data analytics and reasoning. Importantly, such data can reflect the three aspects of medicine (clinical practice, science, patients) and can provide necessary meta-data and context for medical/clinical models that are used for disease outcome prediction and/or treatment planning. Text mining is also useful for semi-automated updates of knowledge bases. However, the nature of knowledge extracted from text often requires further consolidation e.g. by identification of conflicting and contrasting facts through application of spatial/temporal analyses and reasoning under uncertainty.
