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Basis for the linear space ofmatrices under equivalence ⋆
Kuize Zhang
College of Automation, Harbin Engineering University, 150001, Harbin, PR China
Abstract
The semi-tensor product (STP) of matrices which was proposed by Daizhan Cheng in 2001 [2], is a natural generalization
of the standard matrix product and well defined at every two finite-dimensional matrices. In 2016, Cheng proposed a new
concept of semi-tensor addition (STA) which is a natural generalization of the standard matrix addition and well defined
at every two finite-dimensional matrices with the same ratio between the numbers of rows and columns [1]. In addition,
an identify equivalence relation between matrices was defined in [1], STP and STA were proved valid for the corresponding
identify equivalence classes, and the corresponding quotient space was endowed with an algebraic structure and a manifold
structure. In this follow-up paper, we give a new concise basis for the quotient space, which also shows that the Lie algebra
corresponding to the quotient space is of countably infinite dimension.
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1 Introduction
In this section, we introduce preliminaries which have
been shown in [2,1].
1.1 Semi-tensor product
In this paper, we useMm×n to denote the set of m× n
real matrices, where m,n are two positive integers.
Definition 1 Let A ∈ Mm×n, B ∈ Mp×q. Denote by
t = lcm{n, p}, the least common multiple of n and p.
Then
(1) the left semi-tensor product (STP) of A and B is
defined as
A⋉B :=
(
A⊗ It/n
) (
B ⊗ It/p
)
, (1)
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(2) the right STP of A and B is defined as
A⋊B :=
(
It/n ⊗A
) (
It/p ⊗B
)
, (2)
where ⊗ is the Kronecker product [?], [?].
In the following we only discuss the left STP, and briefly
call it STP.
Remark 2 For every A ∈Mm×n and B ∈Mp×q, A⋉
B ∈M(mt)/n×(qt)/p, where t = lcm(n, p).
1.2 Semi-tensor addition
Denote
Mµ := {M ∈Mm×n |m,n ∈ Z+, m/n = µ} , µ ∈ Q+,
where Z+ and Q+ denote the sets of positive integers
and positive rational numbers, respectively. Denote
M =
⋃
µ∈Q+
Mµ. (3)
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Note that the right hand side of (3) is a partition of the
left hand side of (3). That is,
Mµ1 ∩Mµ2 = ∅, ∀µ1 6= µ2.
Definition 3 Let A, B ∈ Mµ, where µ ∈ Q+. Pre-
cisely,A ∈ Mm×n andB ∈ Mp×q, andm/n = p/q = µ.
Set t = lcm{m, p}.
(1) The left semi-tensor addition (STA) of A and B,
denote by
±
, is defined as
A
±
B :=
(
A⊗ It/m
)
+
(
B ⊗ It/p
)
. (4)
We also denote the left semi-tensor subtraction as
A ⊢ B := A ± (−B). (5)
(2) The right STA ofA andB, denote by ±, is defined as
A ±B :=
(
It/m ⊗A
)
+
(
It/p ⊗B
)
. (6)
We also denote the right semi-tensor subtraction as
A ⊣ B := A ±(−B). (7)
Remark 4 Let σ ∈ { ± ,⊢, ± ,⊣} be one of the four binary
operations, and µ1 and µ2 two positive rational numbers.
(1) If µ1 = µ2 =: µ, then for all A, B ∈ Mµ, AσB ∈
Mµ.
(2) For all A ∈Mµ1 and B ∈ Mµ2 , A⋉B ∈ Mµ1µ2 .
(3) If A and B are as in Definition 3, then AσB ∈
Mt×nt
m
.
Similar to the case for STP, in the following we only
discuss the left STA, and briefly call it STA.
1.3 Identity equivalence relation
Definition 5 Let A, B ∈M be two matrices.
(1) A andB are said to be left identity equivalent (LIE),
denoted by A ∼ℓ B, if there exist two identity ma-
trices Is, It, s, t ∈ Z+, such that
A⊗ Is = B ⊗ It.
(2) A and B are said to be right identity equivalent
(RIE), denoted by A ∼r B, if there exist two iden-
tity matrices Is, It, s, t ∈ Z+, such that
Is ⊗A = It ⊗B.
Remark 6 It is easy to verify that the LIE ∼ℓ (simi-
larly, RIE ∼r) is an equivalence relation. That is, it is
(i) reflexive (A ∼ℓ A); (ii) symmetric (if A ∼ℓ B, then
B ∼ℓ A); and (iii) transitive (if A ∼ℓ B, and B ∼ℓ C,
then A ∼ℓ C).
In the sequel we only consider the left LIE, call it LIE
for short, and denote it briefly by ∼.
Definition 7 We are given a matrix A ∈ M.
(1) The equivalent class of A, denoted by
〈A〉 := {B | B ∼ A} .
(2) A is called reducible, if there is an identify matrix Is,
where s ≥ 2, and a matrix B, such that A = B⊗ Is.
Otherwise, A is called irreducible.
Theorem 8 For every A¯ ∈ M, in 〈A¯〉 there exists a
unique A0 ∈
〈
A¯
〉
such that A0 is irreducible.
By Theorem 8, for each 〈A〉 and all matricesB ∈Mm×n
and C ∈ Mp×q both in 〈A〉, one has m/n = p/q. Then
the matrix in 〈A〉 that has the minimal number of rows
is the unique irreducible element of 〈A〉.
The following corollary reveals the structure of identity
equivalence classes.
Corollary 9 Let A0 be the only irreducible element in
〈A〉. Then
〈A〉 = {A0 ⊗ Is | s = 0, 1, 2, · · · }. (8)
Theorem 10 Consider the algebraic system (Mµ, ± ),
where µ ∈ Q+. The LIE ∼ is a congruence with respect
to
±
.
Proof Arbitrarily chosen A˜, A, B˜, B ∈Mµ, we assume
A˜ ∼ A and B˜ ∼ B. To prove this theorem, we need
to prove A˜
±
B˜ ∼ A ± B. We give an alternative proof
compared to the one in [1].
By Theorem 8 and Corollary 9, there exist unique irre-
ducible matrices A0 ∈ Mµn×n and B0 ∈ Mµm×m such
that
A˜ = A0 ⊗ Is, A = A0 ⊗ It,
B˜ = B0 ⊗ Ip, B = B0 ⊗ Iq
(9)
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for some positive integers s, t, p, q. Set T := lcm(ns,mp),
S := lcm(nt,mq), and R := lcm(n,m). Then we have
A˜
±
B˜ =
(
A0 ⊗ Is ⊗ IT/ns
)
+
(
B0 ⊗ Ip ⊗ IT/mp
)
=
(
A0 ⊗ IR/n ⊗ IT/R
)
+
(
B0 ⊗ IR/m ⊗ IT/R
)
=
(
A0 ⊗ IR/n +B0 ⊗ IR/m
)⊗ IT/R.
(10)
Similarly, we have
A
±
B =
(
A0 ⊗ IR/n +B0 ⊗ IR/m
)⊗ IS/R. (11)
(10) and (11) imply A˜
±
B˜ ∼ A ± B.
Given µ ∈ Q+, define the quotient space Σµ as
Σµ :=Mµ/ ∼= {〈A〉 |A ∈ Mµ}. (12)
According to Theorem 10, the operation
±
can be ex-
tended to Σµ as
〈A〉 ± 〈B〉 := 〈A ± B〉 , ∀ 〈A〉 , 〈B〉 ∈ Σµ. (13)
Theorem 11 Using the definition in (13), the quotient
space (Σµ,
±
) is a vector space.
Proposition 12 Consider the algebraic system (M,⋉).
The LIE ∼ is a congruence with respect to ⋉.
Proof The proof of this Proposition is similar to the
one for Theorem 10.
Arbitrarily given two identity equivalence classes〈
A¯
〉
,
〈
B¯
〉 ⊂ M, by Corollary 9, we have 〈A¯〉 = {A0 ⊗
Is|s = 0, 1, 2, · · · } and
〈
B¯
〉
= {B0 ⊗ It|t = 0, 1, 2, · · · },
where A0 and B0 are the unique irreducible elements
of
〈
A¯
〉
and
〈
B¯
〉
, respectively. Arbitrarily chosen A0 ⊗
Is1 , A0⊗Is2 ∈
〈
A¯
〉
, andB0⊗It1 , B0⊗It2 ∈
〈
B¯
〉
, we need
to prove (A0⊗Is1)⋉(B0⊗It1) ∼ (A0⊗Is2 )⋉(B0⊗It2).
Denote the size of A0 and B0 bym×n and p×q, respec-
tively. Set lcm(ns1, pt1) =: T1, lcm(ns2, pt2) =: T2, then
((A0 ⊗ Is1)⋉ (B0 ⊗ It1))⊗ IT2
=
((
A0 ⊗ Is1 ⊗ I T1
ns1
)(
B0 ⊗ It1 ⊗ I T1
pt1
))
⊗ (IT2IT2 )
=
((
A0 ⊗ IT1
n
)(
B0 ⊗ IT1
p
))
⊗ (IT2IT2 )
=
(
A0 ⊗ IT1
n
⊗ IT2
)(
B0 ⊗ IT1
p
⊗ IT2
)
=
(
A0 ⊗ IT2
n
⊗ IT1
)(
B0 ⊗ IT2
p
⊗ IT1
)
=
((
A0 ⊗ IT2
n
)(
B0 ⊗ IT2
p
))
⊗ IT1
=
((
A0 ⊗ Is2 ⊗ I T2
ns2
)(
B0 ⊗ It2 ⊗ I T2
pt2
))
⊗ IT1
=((A0 ⊗ Is2)⋉ (B0 ⊗ It2))⊗ IT1 ,
(14)
i.e., (A0 ⊗ Is1 ) ⋉ (B0 ⊗ It1 ) ∼ (A0 ⊗ Is2 ) ⋉ (B0 ⊗ It2),
which completes the proof.
According to Proposition 12 and Remark 4, ⋉ is well
defined over the quotient product space Σµ1 × Σµ2 for
any µ1, µ2 ∈ Q+, andmaps Σµ1×Σµ2 to Σµ1µ2 according
to the following operation: For all 〈A〉 ∈ Σµ1 , 〈B〉 ∈ Σµ2
and all A˜ ∈ 〈A〉 , B˜ ∈ 〈B〉, 〈A〉⋉ 〈B〉 =:
〈
A˜⋉ B˜
〉
.
Theorem 13 The algebraic system (Σ1,
±
,⋉) with Lie
bracket [·, ·] defined in (15)
[〈A〉 , 〈B〉] := 〈A〉⋉ 〈B〉 ⊢ 〈B〉⋉ 〈A〉 (15)
is a Lie algebra, which is called a multi-dimensional Lie
algebra.
2 Basis for the quotient space
In this section, we show that for each positive rational
number µ, the quotient space (Σµ,
±
) is of countably
infinite dimension, give a generator for the space, and
then use the generator to construct a basis for the space.
Proposition 14 For every positive rational number µ =
p/q, where p, q ∈ Z+ are co-prime, the vector space
(Σµ,
±
) is of countably infinite dimension, and has a gen-
erator ⋃
k∈Z+
⋃
1≤ikp≤kp
1≤jkq≤kq
{〈
Ekp×kqikpjkq
〉}
, (16)
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where and hereinafter Ekp×kqikpjkq denotes the kp×kq matrix
with the (ikp, jkq)-th entry equal to 1 and all other entries
0.
Proof Arbitrarily chosen 〈A〉 in Σµ such that
A = (aij)1≤i≤k0p,1≤j≤k0q ∈ Mk0p×k0q is the unique
irreducible matrix of 〈A〉, we have
〈A〉 = ±
1≤i≤k0p
1≤j≤k0q
aij
〈
Ek0p×k0qij
〉
by Theorem 10. Hence the set (16) of countably infinite
cardinality is a generator of the vector space (Σµ,
±
), and
the dimension of (Σµ,
±
) is at most countably infinite.
We claim that the dimension of (Σµ,
±
) is countably in-
finite. Suppose the contrary: (Σµ,
±
) is of finite dimen-
sion, then there exists a positive integer l such that
⋃
1≤k≤l
⋃
1≤ikp≤kp
1≤jkq≤kq
{〈
Ekp×kqikpjkq
〉}
is a generator of (Σµ,
±
). Hence for all matrices A in
M(l+1)p×(l+1)q, 〈A〉 can be generated by
⋃
k≤l
k|(l+1)
⋃
1≤ikp≤kp
1≤jkq≤kq
{〈
Ekp×kqikpjkq
〉}
. (17)
It is not difficult to obtain that
〈
E
(l+1)p×(l+1)q
12
〉
cannot
be generated by (17), which is a contradiction, and hence
completes the proof.
Note that for each positive integer l, the subset
∞⋃
k=l
⋃
1≤ikp≤kp
1≤jkq≤kq
{〈
Ekp×kqikpjkq
〉}
of (16) is a generator of the vector space (Σµ,
±
), since
for all positive integers k1, k2 such that k1 divides k2,⋃
1≤ik1p≤k1p
1≤jk1q≤k1q
{〈
Ek1p×k1qik1pjk1q
〉}
is generated by
⋃
1≤ik2p≤k2p
1≤jk2q≤k2q
{〈
Ek2p×k2qik2pjk2q
〉}
.
That is, (16) is not a basis of (Σµ,
±
). Next we use (16)
to construct a basis for the vector space (Σµ,
±
).
Theorem 15 For every positive rational number µ =
p/q, where p, q ∈ Z+ are co-prime, the following count-
ably infinite set of equivalence classes
Dµ ∪ Nµ (18)
is a basis for the vector space (Σµ,
±
), where 1
Dµ =
∞⋃
i=1
⋃
1≤j≤i
gcd(i,j)=1
⋃
1≤k≤p
1≤l≤q
{〈
Ep×qkl ⊗ Ei×ijj
〉}
,
Nµ =
∞⋃
i=2
⋃
1≤j1,j2≤i
j1 6=j2
gcd(i,j1,j2)=1
⋃
1≤k≤p
1≤l≤q
{〈
Ep×qkl ⊗ Ei×ij1j2
〉}
,
(19)
where gcd() denotes the greatest common divisor of num-
bers in ().
Proof To prove this theorem, we need to show that i)
(18) is a generator of (Σµ,
±
) and ii) every finite num-
ber of elements of (18) are linearly independent. Fix co-
prime positive integers p and q.
i): We next prove that for all positive integers i, k, l, j1, j2
satisfying 1 ≤ k ≤ p, 1 ≤ l ≤ q and 1 ≤ j1, j2 ≤ i,〈
Ep×qkl ⊗ Ei×ij1j2
〉
is generated by (18).We divide the proof
into two cases that j1 = j2 =: j and j1 6= j2.
j1 = j2:
If gcd(i, j) = 1, then
〈
Ep×qkl ⊗ Ei×ijj
〉 ∈ Dµ, and〈
Ep×qkl ⊗ Ei×ijj
〉
is generated by (18). Next we assume
that gcd(i, j) > 1. Write
f1 + f2 + · · ·+ fm′ = j,
g1 + g2 + · · ·+ gm = j − 1,
1 Note that in (19), Ep×qkl ⊗ E
i×i
jj is the unique irreducible
element of
〈
E
p×q
kl ⊗ E
i×i
jj
〉
, and Ep×qkl ⊗ E
i×i
j1j2
is the unique
irreducible element of
〈
E
p×q
kl ⊗ E
i×i
j1j2
〉
.
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where
f1 = gcd(i, j),
f2 = gcd(i, j − f1),
...
fm′ = gcd
(
i, j −
∑m′
α=1
fα
)
,
g1 = gcd(i, j − 1),
g2 = gcd(i, j − 1− g1),
...
gm = gcd
(
i, j − 1−
∑m−1
α=1
gα
)
.
(20)
We have
Ei×ijj =
(
m′±
n′=1
E
i¯′
n′
×i¯′
n′
j¯′
n′
j¯′
n′
)
⊢
(
m±
n=1
E i¯n×i¯n
j¯n j¯n
)
, (21)
where i¯′n′ = i/fn′, j¯
′
n′ = (j −
∑n′−1
α=1 fα)/fn′ , n
′ =
1, 2, · · · ,m′; i¯n = i/gn, j¯n = (j − 1 −
∑n−1
α=1 gα)/gn,
n = 1, 2, · · · ,m.
Then j¯′n′ ≤ i¯′n′ , gcd(¯i′n′ , j¯′n′) = 1, j¯n ≤ i¯n, gcd(¯in, j¯n) =
1,
〈
Ep×qkl ⊗ E
i¯′
n′
×i¯′
n′
j¯′
n′
j¯′
n′
〉
∈ Dµ,
〈
Ep×qkl ⊗ E i¯n×i¯nj¯n j¯n
〉
∈ Dµ,
k = 1, 2, · · · , p, l = 1, 2, · · · , q, n′ = 1, 2, · · · ,m′, n =
1, 2, · · · ,m, and by Theorem 10,
〈
Ep×qkl ⊗ Ei×ijj
〉
=
(
m′±
n′=1
〈
Ep×qkl ⊗ E
i¯′
n′
×i¯′
n′
j¯′
n′
j¯′
n′
〉)
⊢(
m±
n=1
〈
Ep×qkl ⊗ E i¯n×i¯nj¯n j¯n
〉) (22)
is generated by Dµ.
j1 6= j2:
Similar to the former case, if gcd(i, j1, j2) = 1, then〈
Ep×qkl ⊗ Ei×ij1j2
〉 ∈ Nµ, and 〈Ep×qkl ⊗ Ei×ij1j2〉 is generated
by (18). Next we consider gcd(i, j1, j2) > 1, and assume
that j1 < j2 without loss of generality. Write
f1 + f2 + · · ·+ fm′ = j1,
g1 + g2 + · · ·+ gm = j1 − 1,
where
f1 = gcd(i, j1, j2),
f2 = gcd(i, j1 − f1, j2 − f1),
...
fm′ = gcd
(
i, j1 −
∑m′
α=1
fα, j2 −
∑m′
α=1
fα
)
,
g1 = gcd(i, j1 − 1, j2 − 1),
g2 = gcd(i, j1 − 1− g1, j2 − 1− g1),
...
gm = gcd
(
i, j1 − 1−
∑m−1
α=1
gα, j2 − 1−
∑m−1
α=1
gα
)
.
(23)
We have
Ei×ij1j2 =
(
m′±
n′=1
E
i¯′
n′
×i¯′
n′
j¯′
1n′
j¯′
2n′
)
⊢
(
m±
n=1
E i¯n×i¯n
j¯1n j¯1n
)
, (24)
where i¯′n′ = i/fn′, j¯
′
1n′ = (j1 −
∑n′−1
α=1 fα)/fn′ , j¯
′
2n′ =
(j2−
∑n′−1
α=1 fα)/fn′ , n
′ = 1, 2, · · · ,m′; i¯n = i/gn, j¯1n =
(j1 − 1 −
∑n−1
α=1 gα)/gn, j¯2n = (j2 − 1 −
∑n−1
α=1 gα)/gn,
n = 1, 2, · · · ,m.
Then j¯′1n′ , j¯
′
2n′ ≤ i¯′n′ , gcd(¯i′n′ , j¯′1n′ , j¯′2n′) = 1, j¯1n, j¯2n ≤
i¯n, gcd(¯in, j¯1n, j¯2n) = 1,
〈
Ep×qkl ⊗ E
i¯′
n′
×i¯′
n′
j¯′
1n′
j¯′
2n′
〉
∈ Nµ,〈
Ep×qkl ⊗ E i¯n×i¯nj¯1n j¯2n
〉
∈ Nµ, k = 1, 2, · · · , p, l = 1, 2, · · · , q,
n′ = 1, 2, · · · ,m′, n = 1, 2, · · · ,m, and by Theorem 10,
〈
Ep×qkl ⊗ Ei×ij1j2
〉
=
(
m′±
n′=1
〈
Ep×qkl ⊗ E
i¯′
n′
×i¯′
n′
j¯′
1n′
j¯′
2n′
〉)
⊢(
m±
n=1
〈
Ep×qkl ⊗ E i¯n×i¯nj¯1n j¯2n
〉) (25)
is generated by Nµ.
Based on the above, we have (16) is generated by (18),
then by Proposition 14, (18) is a generator of (Σµ,
±
). Be-
sides, by (22) and (25) we have every element of (Σµ,
±
)
is represented uniquely as a linear combination of finitely
many elements of (18).
ii): To prove that every finite number of elements of (18)
are linearly independent, we need to prove that every
finite number of elements of Dµ are linearly independent
and every finite number of elements of Nµ are linearly
independent, because in eachEi×ijj , only diagonal entries
5
can be nonzero, and in each Ei×ij1j2 with j1 6= j2, only
nondiagonal entries can be nonzero.
To prove that every finite number of elements of Dµ
are linearly independent, we need to prove that for all
positive integers k, l, n satisfying that 1 ≤ k ≤ p and
1 ≤ l ≤ q,
n⋃
i=1
⋃
1≤j≤i
gcd(i,j)=1
{〈
Ep×qkl ⊗ Ei×ijj
〉}
(26)
are linearly independent. Write lcm(1, 2, · · · , n) =: t,
then (26) equals
n⋃
i=1
⋃
1≤j≤i
gcd(i,j)=1
{〈
Ep×qkl ⊗ Ei×ijj ⊗ It/i
〉}
. (27)
What is left is to prove the set
{jt/i|1 ≤ i ≤ n, 1 ≤ j ≤ i, gcd(i, j) = 1} (28)
has the same cardinality as (27), because for eachEi×ijj ⊗
It/i, the (jt/i, jt/i)-th entry equals 1, and either jt/i = t
or the (s, s)-th entry equals 0 for each ineger s > jt/i.
Suppose there exist positive integers i1, j1, i2, j2 such
that 1 ≤ j1 ≤ i1, 1 ≤ j2 ≤ i2, gcd(i1, j1) = gcd(i2, j2) =
1, and j1t/i1 = j2t/i2, then i1 = i2 and j1 = j2. Hence
the set (28) has the same cardinality as the set (27).
To prove that every finite number of elements of Nµ are
linearly independent, similar to the case for Dµ, we need
to prove that for all positive integers k, l, n satisfying
that n ≥ 2, 1 ≤ k ≤ p and 1 ≤ l ≤ q,
n⋃
i=2
⋃
1≤j1,j2≤i
j1 6=j2
gcd(i,j1,j2)=1
{〈
Ep×qkl ⊗ Ei×ij1j2
〉}
(29)
are linearly independent. Write lcm(2, · · · , n) =: t, then
(29) equals
n⋃
i=2
⋃
1≤j1,j2≤i
j1 6=j2
gcd(i,j1,j2)=1
{〈
Ep×qkl ⊗ Ei×ij1j2 ⊗ It/i
〉}
. (30)
What is left is to prove the set
{(j1t/i, j2t/i)|1 ≤ i ≤ n, 1 ≤ j1, j2 ≤ i, j1 6= j2,
gcd(i, j1, j2) = 1}
(31)
has the same cardinality as (30), because for each
Ei×ij1j2 ⊗ It/i, the (j1t/i, j2t/i)-th entry equals 1, and ei-
ther j1t/i = t, or j2t/i = t, or the (j1t/i+s, j2t/i+s)-th
entry equals 0 for each positive integer s.
Suppose there exist positive integers i1, j
1
1 , j
1
2 , i2, j
2
1 , j
2
2
such that 1 ≤ j11 , j12 ≤ i1, 1 ≤ j21 , j22 ≤ i2, j11 6= j12 , j21 6=
j22 , gcd(i1, j
1
1 , j
1
2) = gcd(i2, j
2
1 , j
2
2) = 1, j
1
1t/i1 = j
2
1t/i2,
and j12 t/i1 = j
2
2t/i2, then i1 = i2, j
1
1 = j
2
1 and j
1
2 =
j22 . This follows from the discussion below. i) Suppose
gcd(i1, j
1
1) = 1 and i1 6= i2, then i1|i2, i2/i1 =: t > 1,
and gcd(i2, j
2
1 , j
2
2) = gcd(ti1, tj
1
1 , tj
1
2) = t > 1, which is
a contradiction. ii) Suppose gcd(i1, j
1
1) > 1, i1 6= i2 and
gcd(i2, j
2
1) = 1, then similarly i2|i1, and gcd(i1, j11 , j12) =
i1/i2 > 1, which is also a contradiction. iii) Suppose
gcd(i1, j
1
1) =: t > 1, i1 6= i2 and gcd(i2, j21) =: s > 1,
then gcd(i1/t, j
1
1/t) = gcd(i2/s, j
2
1/s) = 1, i1/t = i2/s,
gcd(t, s)|j12 , gcd(t, s)|j22 , t 6= s (if t = s, then i1 = i2,
a contradiction), gcd(i1, j
1
1 , j
1
2) ≥ t/ gcd(t, s) > 1 or
gcd(i2, j
2
1 , j
2
2) ≥ s/ gcd(t, s) > 1, which is again a con-
tradiction. Hence the set (31) has the same cardinality
as the set (30), which completes the proof.
3 Inner product for the quotient space
We have shown a basis for the quotient space (Σµ,
±
),
where µ ∈ Q+. Next we endow the quotient space with
an inner product which is a generalization of the conven-
tional inner product of matrices. For Mm×n, the con-
ventional inner product is defined as for all matrices
A = (aij)m×n, B = (bij)m×n both in Mm×n, 〈A,B〉 :=∑
1≤i≤m,1≤j≤n aijbij .
The inner product for (Σµ,
±
) is defined as for all
〈A〉 , 〈B〉 ∈ Σµ, where A ∈ Mµp×p, B ∈ Mµq×q are the
unique irreducible elements of 〈A〉 , 〈B〉, respectively,
〈〈A〉 , 〈B〉〉 := 〈A⊗ It/(µp), B ⊗ It/(µq)〉 , (32)
where t = lcm(µp, µq).
The norm induced by the inner product (32) is defined
as for all 〈A〉 ∈ Σµ,
‖ 〈A〉 ‖ :=
√
〈〈A〉 , 〈A〉〉. (33)
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The metric induced by the norm (33) is defined as for
all 〈A〉 , 〈B〉 ∈ Σµ,
d(〈A〉 , 〈B〉) := ‖ 〈A〉 ⊢ 〈B〉 ‖. (34)
Next for the inner product space (Σµ, 〈·, ·〉), where µ ∈
Q+, we give a Cauchy sequence that does not converge,
showing that this inner product space is not a Hilbert
space.
Defined a set of mappings δn : M →M as for all A =
(aij)p×q ∈Mp×q, δn(A) = (bij)p×q, where
bij =


aij , if aij 6= 0,
1
2
2n−1
ln 2
, otherwise.
(35)
Consider the following sequence
〈A1〉 , 〈A2〉 , · · · ∈ Σµ, (36)
where µ ∈ Q+, all entries of A1 ∈ Mµ are nonzero, for
all positive integers n > 1, An = δn(An−1 ⊗ I2). Then
for each n ∈ Z+, An is the unique irreducible element of
〈An〉.
For example, if µ = 1/2 and
A1 =
[
1 2
]
,
then
A2 =

 1 12 2ln 2 2 12 2ln 2
1
2
2
ln 2
1 1
2
2
ln 2
2

 ,
A3 =


1 1
2
22
ln 2
1
2
2
ln 2
1
2
22
ln 2
2 1
2
22
ln 2
1
2
2
ln 2
1
2
22
ln 2
1
2
22
ln 2
1 1
2
22
ln 2
1
2
2
ln 2
1
2
22
ln 2
2 1
2
22
ln 2
1
2
2
ln 2
1
2
2
ln 2
1
2
22
ln 2
1 1
2
22
ln 2
1
2
2
ln 2
1
2
22
ln 2
2 1
2
22
ln 2
1
2
22
ln 2
1
2
2
ln 2
1
2
22
ln 2
1 1
2
22
ln 2
1
2
2
ln 2
1
2
22
ln 2
2


,
· · · .
Proposition 16 The sequence 〈A1〉 , 〈A2〉 , · · · ∈ Σµ de-
fined in (36) is a Cauchy sequence that does not converge.
Proof Let A1 be of size p × q. Then for each n ∈ Z+,
An is of size (2
n−1p)× (2n−1q).
We first prove that the sequence (36) is a Cauchy se-
quence. For any positive integer n, we have
d(〈An〉 , 〈An+1〉) =
√
22n−1pq
(
1
2
2n
ln 2
)2
=
√
pq22n−1−
2n+1
ln 2
≤
√
pq2−1−
2
ln 2
−n2 ln 2,
since 2n ≥ 1+n ln 2+ n22 (ln 2)2 (the first three terms of
its Taylor series). Denote 0 <
√
2− ln 2 =: a < 1. Then
for any positive integers n,m, we have
d(〈An〉 , 〈An+m〉)
≤d(〈An〉 , 〈An+1〉) + d(〈An+1〉 , 〈An+2〉) + · · ·
+ d(〈An+m−1〉 , 〈An+m〉)
=
√
pq2−1−
2
ln 2
(
an
2
+ a(n+1)
2
+ · · ·+ a(n+m−1)2
)
<
√
pq2−1−
2
ln 2
(
an
2
+ an
2+1 + · · ·+ a(n+m−1)2
)
=
√
pq2−1−
2
ln 2
an
2
(
1− a(n+m−1)2−n2+1
)
1− a
≤
√
pq2−1−
2
ln 2
an
2
1− a .
Hence for any sufficiently small positive real number ǫ,
choose positive integer N >
√
loga
(
ǫ(1−a)√
pq2−1−
2
ln 2
)
>
0, we have for all positive integers n,m > N ,
d(〈An〉 , 〈Am〉) < ǫ, i.e., the sequence (36) is a Cauchy
sequence.
Second we prove that the sequence (36) does not
converge in Σµ. For an arbitrarily given 〈A0〉 ∈ Σµ,
where A0 is the unique irreducible element of 〈A0〉,
we claim that the sequence (36) does not converge
to 〈A0〉. We divide the proof of the claim into three
cases. i) If 〈A0〉 equals 〈Am〉 for some m ∈ Z+, then
A0 = Am, and d(〈A0〉 , 〈An〉) > d(〈A0〉 , 〈An−1〉) >
· · · > d(〈A0〉 , 〈Am+1〉) > 1
2
2m
ln 2
for any positive integer
n > m + 1, i.e., in this case the sequence (36) does
not converge to 〈A0〉. ii) If 〈A0〉 does not equal 〈Am〉
for any m ∈ Z+ and A0 = (a0ij)(2n−1p)×(2n−1q) is of
the same size as An = (a
n
ij)(2n−1p)×(2n−1q) for some
n ∈ Z+, then there exist integers 1 ≤ i′ ≤ 2n−1p
and 1 ≤ j′ ≤ 2n−1q such that a0i′j′ 6= ani′j′ , and
d(〈A0〉 , 〈Ar〉) > d(〈A0〉 , 〈An〉) ≥ |a0i′j′ − ani′j′ | > 0 for
any positive integer r > n, i.e., the sequence (36) does
not converge to 〈A0〉 either. iii) If 〈A0〉 does not equal
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〈An〉 for any n ∈ Z+ and A0 is not of the same size asAn
for any n ∈ Z+, let A0 be of size s× t, then A0 ⊗ I2n−1p
and An ⊗ Is are of the same size (2n−1sp) × (2n−1tp)
and A0⊗ I2n−1p does not equal An⊗ Is for any n ∈ Z+.
It is because if A0 ⊗ I2m−1p = Am ⊗ Is for some
m ∈ Z+, then 〈A0〉 = 〈Am〉, which is a contradiction.
For each n ∈ Z+, the number of nonzero entries of
An ⊗ Is is 22n−2pqs, and the number of nonzero entries
of A0 ⊗ I2n−1p is at most 2n−1stp. Hence when n is
sufficiently large, An ⊗ Is has much more nonzero en-
tries than A0 ⊗ I2n−1p has. Chosen a sufficiently large n
satisfying that for An ⊗ Is = (bnij)(2n−1sp)×(2n−1tp) and
A0⊗ I2n−1p = (b0ij)(2n−1sp)×(2n−1tp), there exist 1 ≤ i′ ≤
2n−1sp and 1 ≤ j′ ≤ 2n−1tp such that bni′j′ 6= 0 and
b0i′j′ = 0, we then have d(〈A0〉 , 〈An〉) ≥ |bni′j′−b0i′j′ | > 0.
We furthermore have d(〈A0〉 , 〈Am〉) ≥ |bni′j′ − b0i′j′ | > 0
for any integer m > n, i.e., the sequence (36) does not
converge to 〈A0〉 either.
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