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Abstract
Pension funds and life insurers face interest rate risk arising from the duration mis-
match of their assets and liabilities. With the aim of hedging long-term liabilities, we
estimate variations of a Nelson–Siegel model using swap returns with maturities up
to 50 years. We consider versions with three and five factors, as well as constant
and time-varying factor loadings. We find that we need either five factors or time-
varying factor loadings in the three-factor model to accommodate the long end of
the yield curve. The resulting factor hedge portfolios perform poorly due to strong
multicollinearity of the factor loadings in the long end, and are easily beaten by a ro-
bust, near Mean-Squared-Error- optimal, hedging strategy that concentrates its
weight on the longest available liquid bond.
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JEL classification: G12, C32, C53, C58
Pension funds and (life-)insurance companies face high interest rate risk stemming from the
duration mismatch between their assets and liabilities. Liabilities are often long-dated,
whereas the duration of liquid fixed-income assets in the market is much shorter. For ex-
ample, for German life insurers, Domanski, Shin, and Sushko (2017) estimate the duration
of liabilities at over 25 years.1 Funds seek to hedge this risk, at least partially. Hedging the
interest rate is far from straightforward due to the sheer volume of liabilities. In Europe, the
European Central Bank estimates the amount to be over e8 trillion in 2016.2 Without a
similar volume in long-maturity liquid assets, a simple immunization strategy is impossible.
* Part of this research was financially supported by a grant from the Global Risk Institute.
1 In the Netherlands, a report of the Dutch Central Bank (DNB Bulletin 2013) shows that pension
funds have liabilities that can be as long as 80 years.
2 ECB, Pension funds and insurance companies online, September 2016, Table I:I. www.ecb.europa.
eu/press/pdf/icpf/icpf16q2.pdf
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A natural alternative is to use a factor model for bond returns and construct a hedge
portfolio with the same factor exposure as the liabilities. We estimate several variations and
extensions of the factor model using bond returns with maturities up to 50 years. Based on
the factor loadings we then construct factor-mimicking portfolios consisting of liquid bonds
with maturities up to 20 years. From the factor-mimicking portfolios we design a hedge
portfolio to eliminate the factor risk in the longer maturities. Our analysis is in the tradition
of Litterman and Scheinkman (1991).
For our hedging purposes, the Nelson–Siegel (NS) model is an appealing candidate fac-
tor model.3 Nelson and Siegel (1987) proposed it as a purely statistical model with good
empirical fit of the yield curve, but its theoretical foundation within the general class of af-
fine models (Dai and Singleton 2002) has since been established (Krippner 2015). The three
factors in NS model have an intuitive interpretation as level, slope, and curvature. The level
factor is also consistent with duration hedging, and therefore nests the most often used ap-
proach for interest rate hedging in practice. Diebold, Ji, and Li (2006a) proposed
“generalized duration hedging,” which amounts to hedging all three NS factors.
Importantly, the shape of the factor loadings in the NS model is governed by a single
parameter k, which determines both the steepness of the slope factor loadings and the con-
vexity of the curvature factor loadings. Correspondingly, implied factor loadings for long
maturities can easily be inferred, even if no data are available. Subsequent work by
Christensen, Lopez, and Mussche (2019) similarly uses this feature of NS models to ex-
trapolate yield curves and find that the model performs reasonably well in this context.
Our emphasis on very long maturities differs from much of the empirical term structure
literature, which usually focuses on maturities between 0 and 10 years. For our data on
euro swap rates with maturities ranging from 1 to 50 years, the three NS factors explain
more than 95% of the variation in daily bond returns. Again, the NS model is an appealing
candidate for modeling very long rates. Contrary to many affine models, the very long rate
converges to a level close to the observed long-term interest rate at time t and not to an
overall historical constant. Nevertheless, the basic NS model performs far from excellent in
hedging the interest rate risk at very long maturities. Neither the duration factor on its own
nor the full three-factor NS model can outperform a simple leveraged position in a 20-year
bond. This non-diversified fixed-income portfolio, targeting a single maturity, provides
more out-of-sample risk reduction than the NS factor model. Much of the article aims at
explaining this result.
We investigate three different explanations for the NS model’s relative poor perform-
ance. First, we consider additional factors, beyond the standard three NS factors, to fit the
very long end of the yield curve. Second, we study the effect of estimation noise on portfolio
weights. Third, we consider time variation in the factor loadings. All three approaches ap-
pear relevant and add new insights to the literature on NS models.
Our first explanation revolves around additional factors. Christensen, Diebold, and
Rudebusch (2009) have previously proposed a five-factor NS model for modeling matur-
ities up to 30 years. Dubecq and Gourieroux (2011) also find that a three-factor NS model
does not suffice for long-term bonds with maturities longer than 10 years. In related work,
Almeida et al. (2018) and Faria and Almeida (2018) propose “segmented” term structure
3 See Diebold and Rudebusch (2013) for a textbook analysis of the econometric implementation and
empirical evidence for the NS model.
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models that allow different dynamics for different parts of the curve, such as short-term
and long-term yields. For our euro swap rates, the five-factor estimates result in two sets of
distinct slope and curvature factors: one with a small k to fit the very long end of the term
structure, and the other with a large value for k accounting for the variation at the short
end. The five-factor model fits the data significantly better than the standard three-factor
model. However, its hedging performance is the worst by a large margin.
The poor hedging performance of the five-factor model, despite its good in-sample fit,
calls for further analysis, which leads to our second explanation. The hedge portfolio is
nothing but a prediction model, which aims at predicting the return on very long maturity
bonds using returns on liquid bonds as predictors. As in every prediction model, there is a
tradeoff between bias and variance. From this perspective, adding more factors reduces the
bias but increases the variance. On inspecting bias and variance for the five-factor model,
we find that it has a huge variance. The factor returns for the “low k” factors in the five-
factor model are relevant for longer maturities, but they are hard to estimate from the liquid
returns. As a result, the five-factor hedge portfolio becomes very erratic. The three-factor
model has some bias, but much smaller estimation error. Generally, simpler models will
have even less variance, but more bias. We derive the portfolio with the optimal bias/vari-
ance trade-off under squared error loss which turns out to be very similar to our naive
benchmark hedge portfolio.
Finally, we investigate to what extent allowing for time-varying factor loadings
increases the performance of the NS-based hedge portfolios relative to the simple duration-
matched position. A three-factor model with time-varying factor loadings can mimic a low
and high-k regime. This interpretation of a five-factor model as a proxy for a three-factor
model with time-varying factor loadings, was similarly used in Koopman, Mallee, and Van
der Wel (2010), who modeled time variation in k using a Kalman filter. We model the time-
varying shape parameter using a Dynamic Conditional Score (DCS) specification. DCS is a
modeling principle, which proposes to update parameters in the direction of their likelihood
gradient for a new observation. Creal, Koopman, and Lucas (2013) explore the principle
for a variety of models. For the NS shape parameter k, the DCS principle finds a linear com-
bination of the current residuals as a direction to improve the fit of the model in the next
period. We estimate the optimal adjustment parameter to obtain a smoothly adapting time
series of kt
’s.
For our European data, we find considerable time variation in the shape parameter k
and a much improved fit. Factor loadings have dramatically changed after the start of the fi-
nancial crisis. To a large extent, the filtered paths of kt can be characterized by low and
high k “regimes,” whose average level corresponds to the two estimates we obtain in the
five-factor version, further confirming the link between the specifications. Importantly,
however, the time-varying parameter three-factor version does not suffer from identifica-
tion difficulties plaguing the performance of the five-factor model. The time variation has
strong effects on the allocation within the hedge portfolios, and leads to improved hedging
performance. Regardless, the performance still falls short of the naive hedging strategy
using just the 20-year bond.
With this conclusion, we have come almost full circle. Starting from a factor model, we
end up with a hedging strategy that is like immunization: invest in the asset that is most
similar to the liabilities. Importantly, this hedging strategy is consistent with multifactor
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empirical term structure models, either a five-factor model, or a three-factor model with
time-varying loadings.
The remainder of the article consists of two main parts. In the first part, Sections 1 and
2, we describe the hedging problem and introduce our adaptations to the NS model to
make it suitable for this purpose. The second part, Sections 3 to 5 present our empirical
findings. The first presents the data. The next two sections analyze the hedging perform-
ance of the models with constant and time-varying factor loadings respectively. Finally,
Section 6 describes how to extend the analysis to hedging portfolios of long-dated liabilities
and Section 7 concludes.
1 Hedging Long-Dated Liabilities
1.1 Hedge Portfolios
Suppose at time t a fund has a liability to pay one euro at time T0 ¼ t þ s0 in the distant fu-
ture. If long-dated fixed income instruments exist, the fund could hedge this position by
buying discount bonds with maturity s0. For long maturities, s0 > 50 years, such instru-
ments typically do not exist, while for medium-term maturities, with 20 < s0 < 50 years,
the market is insufficiently liquid. Therefore, the fund needs to hedge its liability using
instruments with shorter maturities si < s0.
The most common hedge with fixed income securities is a duration hedge. The duration
hedge is a bond portfolio with a duration equal to the maturity of the liability. For a port-
folio consisting of n discount bonds with maturities si, the duration of a portfolio with
weights wi is just D ¼
P
i wisi, a weighted average of the maturities of the discount bonds.
Since the liability duration is longer than all of the traded instruments, the duration hedged
position inevitably involves leverage, that is, some weights must be negative. The popularity
of duration hedging derives from the property that duration measures the relative change in
the value of the portfolio with respect to a small parallel movement of the yield curve.
Duration hedging applies to changes over short intervals. For longer intervals, the nonli-
nearity of the price–yield relation introduces second-order convexity terms.
In our empirical work, we will consider a 50-year liability and assume that 20 years is
the longest liquid maturity. The 20-year maturity corresponds with the assumed last liquid
point in the European Insurance and Occupational Pensions Authority (EIOPA) regulations
for the euro fixed income market.4 We take the 50-year maturity as our target maturity
since shorter maturities in the range 20–50 years will be easier to hedge, as they are closer
to the available liquid maturities. For maturities longer than 50 years, we do not have data
to evaluate the performance. In practice, there will be a portfolio of liabilities at different
maturities, which we will discuss in Section 6.
As the simplest possible duration hedge, we consider a “naive” hedge that is long in a
20-year bond and short in the instantaneous riskfree asset, with weights equal to þ 2.5 and
–1.5, respectively. Its duration is D ¼ 2:5 20 1:5 0 ¼ 50 years. The hedge is robust
in the sense that it does not require any estimation of interest rate dynamics and volatility.
We call it naive because it ignores many empirical regularities. It implicitly assumes that
4 EIOPA (European Insurance and Occupational Pensions Authority) is an EU agency for supervision
and regulation of the P&I sector.
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changes in the 20-year and 50-year interest rates are perfectly correlated and have equal
volatility. Both are crude approximations to the empirical data.
For a general portfolio of (discount) bonds, the difference between the asset portfolio At
and the liability Lt evolves as
dA
A
 dL
L
¼
X
i
wi
dPi
Pi
þ 1
X
wi
 
yf dt  dP0
P0
¼
X
i
wi
dPi
Pi
 yf dt
 
 dP0
P0
 yf dt
 
;
(1)
where yf ¼ ytð0Þ as the instantaneous riskfree rate, and where Pi is a shorthand notation
for PtðsiÞ, the price at time t for a discount bond with maturity si. To define a hedge we as-
sume that excess returns are generated by
dPi
Pi
 yf dt ¼ lidt þ BidW; ði ¼ 0; . . . ;NÞ; (2)
with li the expected excess return, dW a k-vector of Brownian motions, and Bi a row vector
of exposures to the risk factors. Both li, Bi, as well as the riskfree rate y
f may be time-
varying depending on a vector of state variables. A perfect hedge can be constructed if we
can find weights wi such that X
i
wiBi ¼ B0: (3)
Diebold, Ji, and Li (2006a) use the term “generalized duration” for the liability loadings
B0. Since such a portfolio is instantaneously riskfree, absence of arbitrage implies that it must
also have a zero expected excess return. Standard asset pricing then implies that the drifts in
Equation (2) must satisfy li ¼ Bi for a k vector of risk prices . This leads to the factor model
dPi
Pi
 yf dt ¼ Biðdt þ dWÞ; ði ¼ 0; . . . ;NÞ: (4)
Due to the interpretation of the model within an asset pricing framework, hedge port-
folios based on the factor structure have an economic meaning and are not attempting to
exploit some hidden and perhaps spurious arbitrage opportunity.
If k> n, and Bi are linearly independent, it will generally be impossible to construct a
perfect hedge. Much of the empirical term structure literature assumes that bond prices are
governed by k¼ 3 factors. We would then only need n¼3 instruments (plus the risk-free
rate) for a perfect hedge. When more instruments are available, any choice that satisfies
Equation (3) is equivalent assuming that the factor model is exact. In practice, model and
measurement errors imply deviations from a strict factor model. In particular, the long-
term liability may not be fully consistent with the model due to the reduced liquidity at the
long end of the market. In the econometric model, we will allow model and measurement
errors and measure returns over discrete time intervals.
1.2 Factor Hedge Portfolios
For an econometric model we define returns over discrete time intervals of length h equal to
one day. Let ptðsÞ ¼ sytðsÞ denote log price of a discount bond with yield ytðsÞ. In
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particular, ptðhÞ ¼ hytðhÞ is minus the return on the risk-free asset. Excess returns of a s-
maturity bond over the risk-free rate for a period of length h are defined as
rtþhðsÞ ¼ ptþhðsÞ  ptðsþ hÞ þ ptðhÞ: (5)
The factor model (4) refers to simple returns. The log-returns defined in Equation (5)
will be convenient later on, when we specify the NS model. The average logarithmic and
simple returns differ by a term 12 Vart½rtþhðsÞ, which is small for a one-day horizon. We cor-
rect for it in the empirical work.
Based on a preliminary analysis, and the extant literature, we know that the volatility of
bond returns increases almost linearly with maturity. The definition ptðsÞ ¼ sytðsÞ also
suggests that returns are proportional to maturity if yields move in parallel. In our econo-
metric model, we therefore scale the returns by their maturity, before adding an error term,
that is, we define the scaled excess returns qtðsÞ ¼ rtðsÞ=s and consider the factor model
q0t
qt
 
¼ b0
b
 
ft þ
0t
t
 
; (6)
where the (nk) matrix b contains the factor loadings for the liquid maturities, and b0 is
the (1 k) vector of factor loadings for the target maturity. Rows of b are denoted bi, and
are defined as bi ¼ Bi=si to match the scaling of the excess returns. The residuals t and 0t
contain idiosyncratic risk with diagonal covariance matrix r2I.
For the remainder of this section, we assume that the factor loadings and number of
factors are known. Working with known factor loadings is common in studies that use
the NS model or when loadings are obtained from Principal Components Analysis (PCA)
based on historic time series data for returns. An example of the latter is the seminal
Litterman and Scheinkman (1991) study on hedging interest rate risk using a three-factor
model with factor loadings estimated by PCA. Section 2 deals with the estimation of b and k.
Because of the errors 0t and t, we cannot define a perfect hedge anymore. In the factor
model with errors we also do not have redundant assets when n>k. Since the liability re-
turn q0 is exposed to the same factors as the traded instruments q, an investor who holds a
portfolio w with the same factor exposure B0, that is w
0B ¼ B0, will have hedged all factor
risk. To fully define w we consider factor-mimicking portfolios as in, for example,
Litterman and Scheinkman (1991). A factor-mimicking portfolio is a portfolio of liquid
instruments with returns that best fit a factor.
To obtain the factor-mimicking portfolios, we consider Equation (6) as a linear regres-
sion, where b are the regressors and ft the parameters. Estimating ft by OLS, we obtain the
mimicking portfolio excess returns ðb0bÞ1b0qt. The hedge portfolio predicts the out-of-
sample liability return using the cross-section of “liquid” excess returns through the linear
predictor
q̂0t ¼ b0ðb0bÞ1b0qt  g0qt: (7)
The n-vector g determines the weights of the hedge portfolio. Since OLS is the best linear
unbiased estimator, the estimator g minimizes the variance of the hedging error subject to
the unbiasedness constraint b0 ¼ g0b. An equivalent way to derive the same portfolio is by
minimizing the idiosyncratic risk r2g0g subject to the factor constraint, analogous to the
setup in Diebold, Ji, and Li (2006a).
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When factor loadings bðsiÞ change over time, as a function of information at time t – h,
the hedge portfolio needs to be rebalanced to take into account the time-varying loadings.
We then find the hedge portfolio by using time-varying bt and b0t.
Since the regression uses scaled returns, they need to be unscaled to obtain hedge port-
folio excess returns
r̂0t ¼ w0rt; (8)
with weights wi ¼ gis0=si. As both r0t and rt are excess returns, the portfolio weights imply
an investment of 1 i0w in the risk-free asset. As in Diebold, Ji, and Li (2006a), the port-
folio w has the same generalized duration B0 as the liability.
The hedge portfolio derived in Equation (7) aims at completely eliminating the factor
risk and therefore does not depend on any time-series properties of the factors ft. In essence,
we followed Diebold and Li (2006) (and earlier literature) and have treated the factors ft as
time fixed effects. The fixed effects make our analysis robust against misspecification in the
time-series process of ft.
If we are willing to make assumptions on ft, we may be able to find a better hedge port-
folio. For this, we relax the constraint that the hedge portfolio has the same “generalized
duration” as the liability. As before, let g be the scaled hedge portfolio, and let w be the un-
scaled portfolio weights. We choose w (or equivalently g) to minimize the Mean Squared
Error (MSE) of the hedge return,
min
w
E½ðr0t w0rtÞ2 ¼ s20 ming E½ðq0t  g0qtÞ
2: (9)
The hedging error
̂0t ¼ q0t  g0qt ¼ 0t  g0t þ ðb0  g0bÞft; (10)
has three components: (i) the unhedgeable idiosyncratic error 0t; (ii) idiosyncratic noise in
the cross-section of returns g0t, and (iii) a bias depending on how well the factor hedge
portfolio immunizes the factor exposure. Given the additional assumption that we know or
can estimate X ¼ E½ftf 0t , the squared error has expectation
E½̂20t ¼ r2ð1þ g0gÞ þ ðb0  g0bÞXðb0  g0bÞ
0: (11)
Minimizing with respect to g gives the optimal predictor
g ¼ ðbXb0 þ r2IÞ1bXb00: (12)
The expression reduces to the factor portfolio hedge (7) when the unbiasedness
constraint b0 ¼ g0b is imposed to be binding in Equation (9). One way to interpret
Equation (12) is as a ridge regression with r2 as a regularization parameter to
break the perfect collinearity among the explanatory variables b. When X and r2 vary
over time the hedge portfolio also becomes time-varying, even if factor loadings remain
stable.
In constructing the factor portfolios we pretend that the errors are cross-sectionally
uncorrelated. That should be a reasonable approximation for residuals from a factor model
that explains most of the common variation, but it cannot be literally true for term struc-
ture models. Errors on adjacent maturities must be closely related because of the smooth-
ness of the yield curve and the factor loadings. When increasing the number of maturities n,
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the cross-sectional correlation will become stronger and stronger. In principle, we can in-
clude many maturities by interpolating on various segments of the yield curve, but this will
just increase the cross-sectional correlation in the errors without adding new information.
Our data contains n¼ 13 real data points from the swap market in the maturity range
1–20 years, from which all other yields, forward rates, and returns are interpolated. Since n
is thus necessarily small, overfitting becomes a potential problem with the cross-sectional
regressions. For a k-factor model, we need to obtain k unknown parameters ft every period
from a small number of cross-sectional observations. Overfitting will be a central theme
when we discuss the hedging results in detail in Section 4.
2 Estimating Factor Loadings
Crucial to the construction of hedge portfolios are the factor loadings and the number
of factors. One way to determine both is by PCA. In PCA the factor loadings are fully un-
restricted. The term structure literature, however, considers various parsimonious
models for factor loadings as a function of maturity s. A discount bond with maturity s at
time t with factor loading bðsÞ will have maturity s h and factor loading bðs hÞ at
time tþ h. No-arbitrage then implies that loadings must be a smooth function of s (on
top of the drift conditions on li in Equation (2) discussed in Section 1.1). The particular
functional form depends on assumptions about the factor dynamics. Some popular
choices are the loadings in the affine class (Duffie and Kan 1996; Dai and Singleton
2000; Duffee 2002). The NS factor loadings are a special case of a three-factor Gaussian
affine model.
We first discuss the specification of the NS model, and then proceed with estimation
details for both PCA and NS. We finally add time variation in the NS factor loadings.
2.1 The NS model for returns
Our version of the NS model differs slightly from most applications in the literature.
Diebold and Rudebusch (2013) specify the NS model for continuously compounded dis-
count yields ytðsÞ as
ytðsÞ ¼ bðsÞFt; (13)
where Ft is a vector of three factors that are commonly interpreted as level, slope, and
curvature. This interpretation is related to the factor loadings
bðsÞ ¼ 1 1 e
ks
ks
1 ð1þ ksÞeks
ks
 
; (14)
which depend on the shape parameter k > 0. The first component has constant factor load-
ings of 1. As such, it influences short- and long-term yields equally, and can be considered
as the level. The second component monotonically decreases in s, and is therefore called the
slope. The decay of the factor loadings is faster, the larger the shape parameter k. For large
k the slope factor therefore mostly affects short-term rates. Factor loadings for the third fac-
tor are hump-shaped, moving from zero at the very short end to a maximum at s ¼ 1:8=k
years after which the factor loadings gradually fall back to zero. The third factor is there-
fore referred to as curvature.
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Diebold and Li (2006) proposed the dynamic NS model for forecasting future interest
rates. For hedging, our interest is not in time-series forecasting, but in cross-sectional pre-
diction of changes in long maturity rates conditional on changes in more liquid shorter
rates. We therefore transform the NS model to a model for excess returns. The NS model
implies that log prices are given by ptðsÞ ¼ BðsÞFt with BðsÞ ¼ sbðsÞ. For the excess
returns rtþhðsÞ defined in Equation (5), we then obtain
rtþhðsÞ ¼ BðsÞFtþh þ ðBðsþ hÞ  BðhÞÞFt
¼ BðsÞftþh;
(15)
where ftþh ¼ ðFtþh KFtÞ and
K ¼
1 0 0
0 ekh khekh
0 0 ekh
0
@
1
A: (16)
Equation (15) holds because the NS factor loadings satisfy the linear difference equation
Bðsþ hÞ  BðhÞ ¼ BðsÞK: (17)
Dividing by s, we obtain the scaled excess returns qtðsÞ, which then have factor loadings
bðsÞ ¼ BðsÞ=s that are identical to the NS loadings in Equation (13). Adding idiosyncratic
noise to Equation (15) leads to the following factor model, formalizing the use of Equation
(6) in Section 1.1,
rtðsÞ ¼ BðsÞft þ etðsÞ; (18)
where rtðsÞ is the excess return (return minus risk-free rate) on a discount bond with matur-
ity s, ft are the three NS factors, etðsÞ is idiosyncratic noise, and BðsÞ are factor loadings
that depend on a single “shape” parameter k, which is the same for all maturities. The same
k also provides the factor loadings of the liabilities.
When h is small (daily observations) and s is large (years), the scaled excess returns are
approximately the negative of first differences in yields (plus a small spread term to preserve
the mean). Compared to the usual NS model for yield levels, we have thus removed the unit
root component from the data by first differencing. In different settings, estimation of term
structure models on excess returns rather than yields has previously been advocated by
Bams and Schotman (2003), Adrian, Crump, and Moench (2013), Golinski and Spencer
(2017), and Bauer (2018).
Christensen, Diebold, and Rudebusch (2011) show that the NS model can be made con-
sistent with no-arbitrage conditions. Under a no-arbitrage interpretation of the model, K
represents the risk-neutral factor dynamics. Based on this, Christensen, Diebold, and
Rudebusch (2011, p. 7) derive a maturity-specific constant term aðsÞ to be added to
Equation (13) to make it arbitrage-free. The adjustment term for the excess returns follows
by taking the expressions for aðsÞ for yields and applying transformation (5). The adjust-
ment amounts to subtracting the conditional variance 12 Vart½rtþhðsÞ.
Our aim is to model the very long end of the term structure with maturities up to
50 years. For the standard NS model, Diebold and Li (2006) find that the curvature factor
loadings have a maximum at slightly less than three years. In that case, maturities longer
than 10 years are essentially only affected by the level factor. For a better fit at longer
Quaedvlieg and Schotman j Hedging Long-Term Liabilities 9 Dow
nloaded from
 https://academ
ic.oup.com
/jfec/advance-article/doi/10.1093/jjfinec/nbaa027/5937257 by Erasm
us U
niversiteit R
otterdam
 user on 03 D
ecem
ber 2020
maturities, that is, longer than 10 years, the model is therefore often extended, either by a
time-varying kt (see Section 2.3) or by a second curvature factor. The latter is known as the
Svensson model. As noted by Christensen, Diebold, and Rudebusch (2009) and Krippner
(2015), a problem with the Svensson model is that it cannot be made arbitrage-free.
For this new slope and curvature factors must be added in pairs, as in Christensen, Diebold,
and Rudebusch (2009). With a second pair of slope and curvature factors, we obtain a five-
factor extended NS model that belongs to the class of Gaussian affine term structure mod-
els. For the five-factor model, the factor loadings become
bðsÞ ¼ 1 1 e
k1s
k1s
1 ð1þ k1sÞek1s
k1s
1 ek2s
k2s
1 ð1þ k2sÞek2s
k2s
 
; (19)
with k ¼ ðk1 k2Þ0 now having two elements. When k2 is much smaller than k1, the second
pair of factors aims at fitting the very long end of the yield curve. Dubecq and Gourieroux
(2011) find that ultra-long yields need a second hump; the second k can accommodate this.
2.2 Estimation
Estimation of k in the NS model has not gained much attention. Often, it is set to a constant
value, without any estimation (e.g., Diebold and Li 2006; Yu and Zivot 2011). However, k
is a crucial parameter for constructing a hedge portfolio, as it governs the exposure to the
different factors across maturities. We write the factor model in vector notation as
Rt ¼ bft þ et; (20)
where Rt is a N-vector containing the scaled excess returns qtðsiÞ for maturities si
(i ¼ 1; . . . ;N) and b is the ðN  kÞ matrix of factor loadings. The notation here uses b in-
stead of b, and N instead of n as in Equation (6), to indicate that the number of included
maturities may be different. For hedging we have n liquid maturities and consider hedging
the longest maturity s0 ¼ 50, that is, N ¼ nþ 1. For estimation we add a few intermediate
maturities in the range 20 50 years to emphasize a good fit at the very long end of the
term structure. In most cases we have n¼13 and N¼17.
For forecasting purposes, studies such as Diebold, Rudebusch, and Aruoba (2006b) and
Koopman, Mallee, and Van der Wel (2010) complete the model by specifying a time series
model for the factors Ft and thus implicitly ft. Since our purpose in this article is the cross-
sectional prediction of rtðs0Þ conditional on liquid returns rtðsiÞ, we return to the original
approach in Diebold and Li (2006) and treat the factors as time fixed effects. Under the
fixed effects assumption, the factor model (20) applies both to NS as well as PCA. The only
difference is the structure on the factor loadings.
We estimate the parameters b; r2 and ft ðt ¼ 1; . . . ;T) by quasi-maximum likelihood.
Conditional on b the factors ft are estimated by cross-sectional regressions of returns on fac-
tor loadings as f̂ t ¼ ðb0bÞ
1b0Rt. After concentrating with respect to ft and r2, we obtain
the concentrated log-likelihood
‘ ¼ NT
2
lnðr̂2kÞ; (21)
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r̂2k ¼
1
N
trðSqÞ  trðQkÞÞ;

(22)
where Qk ¼ b
0Sqbðb0bÞ1 depends on the sample second moment matrix of the scaled
returns Sq ¼ 1T
P
t RtR
0
t. For both the three-factor as well as five-factor NS model, the esti-
mate for k follows from maximizing (21) with respect to k, which is equivalent to maximiz-
ing trðQkÞ. For PCA maximization of (21) leads to factor loadings b that are the
eigenvectors of Sq corresponding to its k largest eigenvalues ji. In both cases, the idiosyn-
cratic variance for a k-factor model is given by r̂2k, which for PCA reduces to
r̂2k ¼ 1N
PN
j¼kþ1 jj.
5 For standard errors on the NS parameter estimates, we cluster on matur-
ities to be robust against cross-sectional residual correlation. Details are provided in
Appendix C.
We use PCA to explore the data evidence on the number of factors and the fit of the NS
factor loadings. The NS model is nested within PCA, but since the principal components
(PCs) are only defined up to a rotation matrix, the NS and PCA factor loadings cannot be
directly compared. We therefore project the NS factor loadings bNS on the PCA factor load-
ings bPCA such that b̂PCA ¼ bNSðb0NSbNSÞ
1b0NSbPCA.
Finally, for the “optimal” hedge portfolio (12), we need the factor second moments
E½ftf 0t . Starting from the identity f̂ t ¼ ft þ ðf̂ t  ftÞ, we estimate X from the sample second
moment matrix for the estimated factors f̂ t, adjusted for estimation error, as
X ¼ Ê½ftf 0t  ¼
1
T
X
t
f̂ t f̂
0
t  r̂2ðb0bÞ
1: (23)
For PCA, this reduces to the diagonal matrix with the k largest eigenvalues.
2.3 Time-varying factor loadings
We introduce time-varying factor loadings in the NS model for excess returns by allowing
the k parameter to change over time. When k is time-varying, we specify a factor model for
excess returns with the NS factor structure and time-varying factor loadings,
qtþhðsÞ ¼ btðsÞftþh þ tþhðsÞ (24)
The model still has three NS factors. Also, given kt, the hedge portfolios remain as in
Equation (7) in Section 1.1 but now replacing the constant b by the time-varying bt.
When factor loadings are constant, the return factor model is implied by the model for
yield levels, and the choice between modeling returns or yield levels does not make much of
a difference for estimating the factor loadings and constructing hedge portfolios. But with
time-varying kt, the two specifications differ. Most importantly, the return specification
maintains a factor structure for the returns. The specification allows interpretation of the
model within the class of Heath, Jarrow, and Morton (1992)arbitrage-free term structure
5 For a model in yield levels, both k and the PCA loadings are estimated by replacing Sq in Equation
(21) by the second moment matrix of yield levels Sy . When the model is correctly specified, that is,
when the model errors are orthogonal to the factors, both provide consistent estimates for the
loadings, even though they exploit different moment conditions. Under misspecification, for ex-
ample due to time-varying kt, the two can be very different. For our data we do get similar k’s when
we estimate them from the full sample moment matrices. They differ, however, on subsamples. This
is one reason we consider time-varying kt.
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models. This economic structure on the portfolios helps to avoid erratic weights depending
on some spurious noisy correlation in the data, and provides an additional motivation for
our specification in returns rather than levels.
We explicitly model time variation in the shape parameter. Few studies attempt to esti-
mate k allowing for time variation. Hevia et al. (2015) allow for variation through a two-
state Markov switching model. In a model for yield levels, Koopman, Mallee, and Van der
Wel (2010) specify a state space model that they linearize with respect to kt, treating kt as a
fourth factor. We model the dynamics of kt by means of a DCS model. The general specifi-
cation of DCS models is discussed in Creal, Koopman, and Lucas (2013). Theoretical
results are established in, amongst others, Blasques, Koopman, and Lucas (2015). We apply
the DCS principle as a natural way to update parameters over time.
In the class of DCS models, the dynamics of parameters are driven by the score of the
likelihood with respect to that parameter. To derive a DCS model for kt, we consider the
log of the conditional observation density of scaled returns ‘ðqtjkÞ, and let zt ¼ @‘t@k be the
score with respect to k evaluated at kt. Then the DCS model for the shape parameter is
defined as
ktþh ¼ kð1 /1Þ þ /1kt þ /2st; (25)
where st ¼ Stzt is the score multiplied by an appropriate scaling function. Time variation
of the parameter is driven by the scaled score of the parameter and as such the dynamics
of the parameters are linked to the shape of the likelihood function. Intuitively, when the
score is negative, the likelihood is improved when the parameter is decreased and the
DCS updates the parameter in that direction. The choice of St adds flexibility in how the
score updates the parameter. Creal, Koopman, and Lucas (2013) discuss several options
of the form St ¼ Iat , where I t is the information matrix. In a univariate model the choice
of a is not that important. Natural choices for a are 1 to do a Newton step on the log-
likelihood, and 0 to do a steepest descent step. As long as the second-order derivatives are
relatively constant, the parameter /2 can adjust the scaling of the gradient. We choose
a ¼ 12. In Appendix B, we find explicit formulas for the scores and the information
matrix.
Since the “innovation” in the DCS model, st, a function of r2t , it seems important to
allow for GARCH effects in the idiosyncratic risks tðsÞ. When we allow for heteroskedas-
ticity in et, the score is down-weighted in periods of high volatility, reducing the impact of
large shocks in such periods, which seems valuable given the nature of our sample period.
Many studies, such as Bianchi, Mumtaz, and Surico (2009), Koopman, Mallee, and Van
der Wel (2010), and Hautsch and Ou (2012) allow for time variation in the variances of the
innovations to NS factors. We allow for heteroskedasticity in the innovations to excess
returns in a similar manner, using a single common GARCH process to drive the time vari-
ation in idiosyncratic risk. In order to have a parsimonious specification we assume a stand-
ard GARCH(1,1):
r2tþh ¼ r2ð1 a bÞ þ ar2t þ b
e0tet
N
: (26)
At this point it is interesting to note that GARCH is itself a DCS updating formula for
the error variance (Creal, Koopman, and Lucas 2013). With time-varying r2t we have two
self-explanatory additional models, the NS-GARCH and NS-DCS-GARCH.
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3 Data
We construct daily yield curves using euro swap rates with maturities 1–10, 12, 15, 20, 25,
30, 40, and 50 years. Data are available from January 1999, except for the 40- and 50-year
rates, which are available from April 2005 onward. Our sample ends on July 20, 2017.
Appendix A provides the data sources and details of the transformation from swap rates to
excess returns.
We will consider two different sets of maturities. The first set contains the full cross-
section of all seventeen maturities; the second is the subset with only the maturities up until
and including 20 years. The swaps with maturities longer than 20 years are generally
regarded as less liquid. EIOPA, for example, considers 20 years to be the so-called “last li-
quid point” of the market.6
We plot a snapshot of the data in the form of the time-series of yields for maturities of
1, 20, and 50 years in Figure 1. The yields are obviously correlated but far from perfect.
The 50-year maturity starts in April 2005 and tends to track the 20-year yield closely.
However, it deviates significantly in the turbulent period started by the financial crisis up to
the European sovereign debt crisis.
Table 1 reports descriptive statistics of the scaled excess returns qtðsÞ ¼ rtðsÞ=s. The
average excess returns are all positive, reflecting both the normal upward-sloping term
structure as well as the capital gains from the decline in yield levels over the sample period.
The scaled returns appear to have some remaining cross-sectional heteroskedasticity, as the
standard deviation still increases in maturity. When the curvature loadings peak at three -
years, the slope and curvature factors can account for the upward-sloping volatility be-
tween one and three years. The slight continuing increase in the long end, beyond the 10-
year maturity, is harder to explain. This will cause some problems for a standard NS model,
since very long rates will mostly be affected by the level factor. To accommodate the high
Figure 1 Yield time series. This figure plots the time series of yields derived from euroswap data for
maturities of 1, 20, and 50 years.
6 See the EIOPA publications CEIOPS (2010) and EIOPA (2014a, 2014b).
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volatility at the very long end, we must either add additional factors or allow for selected
periods with a very small k.
An important part of our discussion involves the number of factors. Unrestricted PCs
provide a first indication of the factor structure. Table 2 shows the percentage of variance
Table 1. Summary statistics
Since 2005 Full sample
s Mean Variance Mean Variance
1 0.252 4.816 0.210 6.358
2 0.187 10.298 0.166 12.598
3 0.173 14.234 0.156 16.057
4 0.166 13.645 0.149 15.899
5 0.162 14.948 0.145 16.790
6 0.159 15.355 0.142 16.680
7 0.156 15.136 0.139 16.150
8 0.153 15.619 0.136 16.314
9 0.150 16.284 0.133 16.744
10 0.147 16.828 0.130 16.996
12 0.141 17.923 0.125 17.618
15 0.133 18.987 0.118 18.122
20 0.122 20.466 0.109 19.205
25 0.115 21.451 0.103 19.859
30 0.109 21.970 0.098 20.125
40 0.103 23.180
50 0.101 23.886
Notes: The table provides descriptive statistics on daily data for maturity scaled excess returns qtðsÞ over the
period January 1999 to July 2017. The 40- and 50-year returns start in April 2005. Returns have been multi-
plied by 104.
Table 2. Principal components
Factors All since 2005 Liquid since 1999
R2 r2 c250 R
2 r2 c250
0 0.0 16.790 0.0 15.831
1 0.831 2.834 0.780 0.875 1.987 0.605
2 0.940 1.012 0.144 0.960 0.630 0.266
3 0.963 0.616 0.044 0.973 0.421 0.061
4 0.972 0.477 0.002 0.980 0.314 0.001
5 0.977 0.385 < 104 0.985 0.230 0.002
Notes: Entries are based on the eigenvalues jj of the second-moment matrix 1T
P
t RtR
0
t of scaled excess returns.
Cumulative explained variance by k factors is defined as R2 ¼
Pk
j¼1 jj=
PN
j¼1 jj. Residual variance is defined as
r2 ¼ 1N
PN
j¼kþ1 jj. The longest maturities are only available since April 2005, resulting in ðT;NÞ ¼ ð3210; 17Þ.
The full sample with only liquid maturities since 1999 has ðT;NÞ ¼ ð4838; 13Þ. The column c250 reports the
squared correlation between the hedge target qð50Þ and each of the PCs. For the liquid sample, the correlation
c50 is based on the overlapping sample since 2005.
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explained by the first five PCs. The bulk of the variation is already explained by the first
factor. Contrary to PCs extracted from yield level data, the dominance of the first PC in
scaled returns is not due to a (near) unit root, but due to the strong correlation in yield
changes. In both subsamples (all maturities since 2005, and full-time series for the liquid
maturities only), the first three PCs explain around 97% of the variance. From this perspec-
tive there is little incremental value from a five-factor model. Our hedge target qtð50Þ is
also strongly correlated with the first three PCs. PCs 4 and 5 appear almost uncorrelated
and negligible. Even if PCs are estimated on data including the excess returns with matur-
ities longer than 20 years, the additional factors still do not add anything to explaining the
50-year return. The additional factors may become more important once we restrict the fac-
tor loadings by the NS specification.
4 Model Estimates and Factor Hedging
4.1 Estimation Results
In order to implement the hedge portfolios described in Section 1.1, we require estimates of
the factor loadings. Our primary focus is on both the five- and original three-factor versions
of the NS model, described in Equations (14) and (19). Table 3 presents in-sample param-
eter estimates of the two specifications for both the full and the “liquid” cross-section.
First, consider the three-factor estimates. There is a large difference in k between the
two cross-sections. With a constant k and just the liquid bonds, we replicate the common
result in the literature: the value k ¼ 0:53 corresponds to a peak in the curvature at a matur-
ity around three years. In this case, slope and curvature factors hardly have an effect on
very long maturities. Adding the longer maturities in the estimation leads to the much lower
value k ¼ 0:25, which puts the maximum of the curvature factor between seven and eight -
years. With such low k, slope and curvature factors have a substantial impact on the very
long maturities. It appears that the ultra-long maturities are more than just the level factor.
This is confirmed by the parameter estimates of the five-factor model. As expected, there
are two distinct ks, one small and one with the usual value around 0.5. The small k for the
second pair of slope and curvature factors implies a peak at 22 years. These factors there-
fore have strong loadings at very long maturities, and can potentially provide a link be-
tween the shorter maturities and the very long maturities. Estimating the five-factor model
on the liquid subsample results in poor estimates for the ks. The two ks are almost equal,
creating a huge multicollinearity problem in estimating the factors. Without the ultra-long
maturities, the five-factor model appears under-identified.
Compared to the three-factor model, the five-factor model reduces the residual variance
from 0.74 to 0.43. This is a large improvement in the in-sample fit, but it does come at the
cost of many additional parameters with a risk of overfitting. Given k, the k-factor model
fits a cross-section of seventeen maturities using k parameters for each time period. With k
factors and T time-series observations, we have kT parameters (plus the two ks) to fit the
NT data points.
The loadings of the three-factor NS model are close to the unrestricted factor loadings
obtained by PCA. Figure 2 shows the PCA factor loadings from the first three factors along
with the implied loadings from the NS model. For both data samples, the NS factor load-
ings almost perfectly fit the loadings of the first two PCs. For the third factor, unrestricted
PCA loadings show a little more pronounced curvature than implied by the NS model.
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4.2 Hedging Portfolios
We start our discussion of the hedging performance with a look at what these model
estimates imply for the hedge portfolios described in Section 1.2. We use the full
cross-section point estimates to determine the factor portfolio weights based on
Equation (7) as well as the MSE-optimal weights given in Equation (12). Optimal weights
are computed using factor loadings b from the five-factor model. For X we use the full sam-
ple estimate adjusted for estimation error of Equation (23). The resulting weights are plot-
ted in Figure 3.
Table 3. Parameter estimates: NS
NS five-factor NS three-factor
All Liquid All Liquid
k1 0.0864 0.4969 0.2514 0.5293
(0.0098) (0.0103) (0.0386) (0.0306)
k2 0.5196 0.5117
(0.0419) (0.0195)
r2 0.4328 0.3244 0.7377 0.5225
(0.0529) (0.0446) (0.0767) (0.0711)
L 196723 156434 182173 146505
Notes: This table provides parameter estimates, with standard errors in brackets, for the three- and five-factor
NS model with constant shape parameters. We report estimates both on the full cross-section of all seventeen
maturities, as well as the model estimated on the limited cross-section which only includes bonds up until ma-
turity of 20 years. r2 is multiplied by 104. The maximized value of the log-likelihood is denoted by L. Details
on the standard errors are provided in Appendix C.
Figure 2. Factor loadings. The figure shows the unrestricted PC factor loadings (symbols) and
the fitted NS curves (solid lines). The NS curves have been projected on the PCA loadings. The left
panel uses all maturities since 2005; the right panel the liquid maturities for the longer sample since
1999.
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Comparing the five- and three-factor portfolios in the left- and right-hand panels clearly
shows how the five-factor portfolio attempts to reduce the exposure to a second slope and
curvature factor catered to the longer maturities. This results in more erratic portfolio
weights across maturities, and more extreme portfolio weights in general. The MSE-
optimal portfolio weights are much smoother and much less extreme than the factor port-
folio weights for the five-factor model. The right-hand graph is even more revealing. It
shows the same optimal weights, but this time in the same frame as the weights for the
factor-mimicking portfolio for the three-factor NS model (with constant k ¼ 0:25). The
weights implied by the factor-mimicking portfolio for the three-factor model are much
closer to the MSE-optimal weights. The weights are of the same magnitude, especially in
the segment with maturities of 10 years and longer. Most striking, however, is how close
the optimized weights resemble the naive portfolio. The scaled weight at 20-year maturity
is almost equal to one, both for the optimized as well as the three-factor model. Moreover,
the optimal weights are very close to zero for all other maturities, except a small weight of
0.2 at the 15-year maturity.
The optimal portfolio strongly depends on X. In deriving the optimal weights for
Figure 3, we used the full-sample X using all days and all maturities. Estimates of X from
smaller subsamples can be noisy. Estimation error and time variation in X will deteriorate
the empirical performance of the optimized hedge portfolio. Moreover, the optimized port-
folio is only optimal given the correct specification of the factor model. In contrast, the fac-
tor hedge portfolios do not depend on X, and the naive portfolio is even more robust, since
it does not rely on any parameter estimates at all.
4.3 Hedging Performance
We next turn to the empirical hedge performance of the different models. For the NS mod-
els, we consider the standard factor-mimicking portfolios based on parameter estimates
from both the full and liquid cross-section. In addition to the five- and three-factor versions,
we consider a one-factor version which only contains the level factor. Similar to the naive
Figure 3. Hedge portfolio weights. This figure plots the maturity-scaled weights, gðsÞ, for factor mim-
icking portfolios based on five- and three-factor NS models. Both panels also show the optimal
weights based on the five-factor model. Note the different scaling in the left and right panels. The
dashed line with optimal weights is the same in both panels.
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strategy, this results in a duration hedge. However, the one-factor hedge portfolio is a diver-
sified portfolio of discount bonds across all maturities. We complete the NS-factor hedging
results with the MSE-optimal portfolio based on full cross-section five-factor estimates. In
addition to the NS-based portfolios, we form portfolios based on unrestricted factor load-
ings derived from PCA, and evaluate the naive portfolio which simply leverages up the last
liquid maturity.
We compare models using rolling-window parameter estimates from the previous
1500 days. At a particular day t we then have factor loadings ðbt; b0tÞ. The break in data
availability of 40- and 50-year rates in April 2005 serves as a natural starting point for the
first out-of-sample forecast. In the period before the long-maturity data becomes available,
we use the data up to the 30-year maturity for parameter estimation purposes.
Correspondingly, evaluation is always based on observed returns, but the lack of their
availability does have an impact on the estimates of k and X early in our sample.
As our measure for hedge performance we use the average and standard deviation of the
hedging errors r0t  B0t f̂ t, which are jointly summarized by their Root Mean Squared Error
(RMSE). We report averages across the full-sample as well as three subsamples. The first
subsample runs to December 2007. For this period, the rolling windows used for estimation
did not consistently have access to observed rates beyond 30 years. The second subsample
encompasses the global financial crisis and lasts until December 2009. The final subsample
contains the remainder. Apart from the descriptives on the hedging error we report some
descriptives on the portfolio composition: the total weight in risky assets TWt ¼ i0wt, the
portfolio concentration COt ¼
ffiffiffiffiffiffiffiffiffiffiffi
w0twt
p
, and the portfolio turnover
TOt ¼
P
i jwit wi;theri;thr̂0;th j.
Table 4 reports the hedging errors of the different models. The main result from the
table is that the naive hedging strategy beats all alternative (model-based) strategies by quite
some margin. The leveraged investment in the 20-year bond has the lowest RMSE, while at
the same time it has very low turnover, implies less leverage and, despite investing in just a
single bond, it is less concentrated than all other hedge strategies.
A comparison of the performance of the various other hedging strategies reveals some add-
itional important differences. Despite the improvements in fit, the five-factor model performs
much worse than the three-factor models and is even worse than not hedging at all. In addition
to the poor hedging errors, the portfolio positions and the resulting turnover are extreme. Only
considering a single factor in turn decreases hedging performance, suggesting that the bias–vari-
ance tradeoff in terms of a number of factors and the resulting multicollinearity is minimized at
three factors. The relative ordering of the factor models is mostly stable over time.
The “Optimal” column shows that hedging performance can indeed be improved by drop-
ping the unbiasedness constraint and considering the MSE-optimal portfolio of Equation
(12). While the full-sample results are worse than even the one-factor model’s results, the
portfolio improves overall the factor-based portfolios from the second subsample onward.
These results further corroborate our earlier discussion on the importance, and difficulty, of
estimating X. The early sample does not consistently have access to the 40- and 50-year
maturities, which are vital for the estimation of the five-factor model. The resulting poor esti-
mates lead to similarly poor hedging performance. Interestingly, even in the latter two sub-
samples, the optimal portfolio does not improve over the naive portfolio in terms of RMSE.
Finally, we compare the parameteric three-factor NS models with PCA. Differences be-
tween PCA and NS are solely the result of the nonlinear restrictions that the NS
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model imposes on factor loadings. The hedging performance of PCA appears very similar
to the two versions of the NS three -factor model, consistent with the similarity of the shape
of the factor loadings shown earlier in Figure 2. Comparing the three -factor PCA with the
three -factor NS, both estimated on the full cross-section, the constraints imposed by NS
model seemingly hurt its ability to hedge long-term liabilities. In contrast, the NS three -fac-
tor model estimated on the liquid maturities only, improves over PCA. The NS model nat-
urally predicts factor loadings for all maturities, regardless of whether they are included in
estimation, while the PCA can only produce factor loadings for included maturities. PCA
does, however, perform better during the financial crisis period, which suggests that the NS
model may be too restrictive in times of market turmoil.
Table 4. Empirical hedging results
NS five-factor NS three-factor NS one-
factor
Optimal PCA Naive No
hedge
All Liquid All Liquid
Panel A: Full sample (April 2005 to July 2017)
Bias 0.06 0.06 0.01 0.02 0.03 0.00 0.04 0.01 0.05
Std dev 6.90 3.00 1.25 1.15 1.57 1.68 1.21 1.02 2.44
RMSE 6.90 3.00 1.25 1.15 1.57 1.68 1.21 1.02 2.45
TW 33.24 2.08 10.76 4.32 12.03 10.28 19.26 2.50 0.00
CO 157.76 12.28 18.48 10.82 4.81 34.28 19.64 2.50 0.00
TO 21.89 29.11 0.64 0.42 0.14 61.94 0.78 0.02 0.00
Panel B: Subsample hedging performance
April 2005 to December 2007
Bias 0.02 0.02 0.01 0.01 0.05 0.00 0.03 0.02 0.01
Std dev 0.57 0.56 0.53 0.52 0.81 2.85 0.50 0.50 1.57
RMSE 0.57 0.56 0.53 0.52 0.81 2.85 0.51 0.50 1.57
January 2008 to December 2009
Bias 0.09 0.04 0.04 0.04 0.09 0.06 0.11 0.01 0.10
Std dev 9.48 1.70 1.90 1.94 2.73 1.74 1.78 1.68 3.48
RMSE 9.48 1.70 1.90 1.94 2.74 1.74 1.78 1.68 3.48
January 2010 to July 2017
Bias 0.08 0.08 0.03 0.04 0.04 0.02 0.05 0.03 0.06
Std dev 7.32 3.71 1.22 1.03 1.34 0.93 1.20 0.93 2.37
RMSE 7.32 3.71 1.22 1.03 1.34 0.93 1.20 0.93 2.37
Notes: The table reports the hedge performance for the factor hedge portfolios implied by different versions of
the NS model designed to hedge a 50-year liability using liquid bonds with maturities up to 20 years.
Performance is measured by the average, standard deviation, and RMSE of the prediction error r0t  B0t f̂ t .
Estimates for the NS k parameter in the five- and three-factor NS models, as well as the factor loadings based
on PCA are based on a rolling sample of 1500 past days. For the NS model, the Liquid column is based on par-
ameter estimates using maturities up to 20 years, the All and Optimal columns use parameter estimates from
the full cross-section. The “No Hedge” benchmark refers to the model that predicts zero excess returns for all
t. As a summary of the portfolio composition the table reports averages of the statistics
TWt ¼ i0wt ; COt ¼
ffiffiffiffiffiffiffiffiffiffiffi
w0twt
p
, and TOt ¼
P
i jwit wi;theri;thr̂0;th j.
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4.4 Understanding the hedging performance
The poor performance of the model-based hedging strategies is related to the relatively
large number of cross-sectional parameters that need to be estimated with a limited amount
of observations. At the estimation stage we could estimate the factor model using the full
cross-section of seventeen maturities, including the four very long ones. For the hedging
problem, we need to estimate five parameters using just thirteen observations for the five-
factor version. Moreover, the omitted out-of-sample observations are the most informative
for the second slope and curvature factors.
Below we demonstrate that the empirical ranking of models we observe is exactly what
we should expect when the estimated five-factor model is the true Data Generating Process
(DGP). We conduct the following experiment. Assuming that the five-factor model is the
DGP, we analyze the prediction errors of alternative models. The analysis examines the
tradeoff between bias and variance, which is standard in the forecasting literature, but
nevertheless enlightening for the current hedging problem.
Let ðb; b0Þ be the factor loadings of the five-factor model. The prediction errors of this
model are
̂0t ¼ 0t  b0ðb0bÞ1b0t: (27)
Assuming that the factor model (6) is correct, the predictor is unbiased and has MSE
(equal to the variance),
MSE  E½̂20t ¼ r2ð1þ b0ðb0bÞ
1b00Þ: (28)
The first term is the irreducible variance from the idiosyncratic risk 0t, which will be
shared by all prediction models. The second term arises from the variance of the estimated
factors. For the five-factor model with k estimated from the full cross-section (see Table 3),
we find that it is disturbingly large,
D0 ¼ b0ðb0bÞ1b00 ¼ 264: (29)
This means that all the variance comes from estimation error of the factors. The statistic
D0 is related to the leverage of the data point b0. In regression analysis, leverage is defined
as the diagonal of the hat-matrix G ¼ XðX0XÞ1X0, where X is the regression design ma-
trix, in our case X0 ¼ ðb0 b00Þ. For observation b0 we have G0 ¼ D0=ð1þD0Þ ¼ 0:996. The
term leverage for G0 refers to the effect that q0 has on its own fitted value q̂0, that is,
G0 ¼ @q̂0=@q0. The fitted value moves one-for-one with the actual data point, and is hardly
affected by the liquid part of the cross-section. In other words, the out-of-sample predictor
b0 is an outlier with respect to the in-sample regressors b. The large value for D0 is the accu-
mulation of two problems. The first problem is multicollinearity. The condition number
(ratio of largest to smallest eigenvalue) of b0b equals 6 105. With maturities up to
20 years, two of the five factors are almost redundant. The second problem is the extrapola-
tion. With the estimated k the out-of-sample factor loadings b0 are very different from the
in-sample factor loadings b. In econometric terms: the second pair of slope and curvature
factors is not identified in a sample with only shorter term maturities.
Next consider an alternative, potentially misspecified, model which uses the ðnmÞ
matrix of factor loadings c and the ð1mÞ-vector of out-of-sample loadings c0. This model
predicts
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q̂0t ¼ c0ðc0cÞ1c0qt; (30)
and has prediction error
̂0t ¼ 0t  c0ðc0cÞ1c0t þ ðb0  b̂0Þft; (31)
where b̂0 ¼ c0ðc0cÞ1c0b is the projection of the out-of-sample misspecified loadings on the
true factor loadings. The extra term reflects the bias of the prediction due to misspecifica-
tion. Conditional on the factors ft the expected squared prediction error is
MSE ¼ r2ð1þ c0ðc0cÞ1c0Þ þ ðb0  b̂0Þftf 0t ðb0  b̂0Þ
0: (32)
In the misspecified model, there is a tradeoff between variance and bias. Letting c be the
factor loadings for the three-factor model, its leverage D0c ¼ c0ðc0cÞ1c00 ¼ 2 is much
smaller than D0 for the five-factor model. In the three-factor model, the out-of-sample load-
ings c0 are much more connected to the in-sample loadings c. The three-factor model will
thus have much lower variance at the cost of some misspecification bias, which we will
examine shortly.
In the three-factor model, we are still extrapolating the slope and curvature factors, and
therefore c0 is still outside the range of the design c. This problem will get worse for smaller
k. If k is small at around 0.1, a value we will observe during certain periods in the next sec-
tion, leverage increases sharply, and D0c ¼ 12. In such a period, the longest maturities are
thus more disconnected from the liquid shorter maturities and therefore hedging is more
difficult.
The difference with the variance of the five-factor model suggests, however, that the
three-factor model may easily do better than a five-factor model, even if the five-factor
model is the true DGP. In the extreme case, setting c0 ¼ 0, the liability is not hedged at all,
and the variance due to estimation error is equal to zero.
The relative performance depends on the magnitude of the bias. For this we need to
make assumptions on the factor second moments E½ftf 0t . As a realistic setting we
assume that the five factors have a second-moment matrix equal to the sample second-
moment matrix for the estimated factors with the complete panel of all time-series and
cross-section observations as given in Equation (23). Being based on the full cross-section,
the factor estimates in Equation (23) are much more precise than the estimates in Equation
(7) which only uses the “in-sample” liquid maturities. Comparing diagonal elements of
ðb0bÞ1 and ðb0bÞ1 it appears that the former is about 200 times as big for the level factor
and 50 as big for the second slope factor. Adding the additional four series with the long
maturities ð25; 30; 40; 50Þ years is thus essential in estimating the second level and slope
factors.
We can now evaluate the hedging performance of alternative factor models under the as-
sumption that the five-factor model is the DGP and X is the true factor second-moment ma-
trix. Table 5 reports the results. As for the empirical data, the worst performance by far
comes from the five-factor model, which in this case, however, is correctly specified.
Despite being unbiased it has an enormous variance due to the extreme multicollinearity in
the factor loadings. Not hedging at all exhibits the second-worst performance, albeit al-
ready with an RMSE that is less than half that of the correct five-factor model. All other
hedge portfolios are better. The three-factor NS model is better than the single factor
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duration model. Duration hedging has a large bias, but since it just needs the average (ma-
turity scaled) return on the liquid bonds, it does not gather much estimation noise.
A result that is harder to explain, both empirically as well as conditional on the five-
factor DGP, is the reasonable good performance of models where the k parameter is esti-
mated using only the liquid maturities. These models obviously cannot capture the behavior
of the very long maturities. They therefore have a fairly large bias. Nevertheless, the predic-
tors have low variance. Both the three-factor as well as the five-factor NS model have fairly
large k estimates. When k is large, very long-term returns are mainly driven by the level fac-
tor, and hence the slope and curvature factor hardly affect the 50-year return. The predicted
exposure at s0 is essentially duration plus a small adjustment for slope and curvature.
Paradoxically, this turns out to be a reasonably good predictor, given that the true (second)
slope and curvature factors are not identifiable from the liquid subsample.
The MSE-optimal strategy, unsurprisingly, has the lowest RMSE. However, the naive
strategy is remarkably close, without the need for, and hazards of, model estimates. Even in
the later parts of our sample, where X can be estimated more precisely, the potential gains
of the optimal strategy with respect to the naive strategy are too small to overcome the in-
herent difficulty of estimating the model.
Hedging errors under the five-factor DGP in Table 5 are smaller than the empirical
hedging errors for the empirical data in Table 4, implying that there is still some remaining
misspecification. The hedging strategies also leave a substantial part of the interest rate risk
in the 50-year liability. Without hedging the RMSE of the liability equals 2.45. Both the
naive as well as the three-factor NS models reduce this to the range 1.0–1.25, implying that
about 50% of the risk is hedged. So even if a fund would decide to fully hedge this long-
term interest rate risk, it would effectively only reduce it by half. In the next section, we in-
vestigate whether time variation in factor loadings can fill the gap.
5 Hedging with Time-Varying Factor Loadings
5.1 Estimation Results
The previous sections highlighted that term structure data with long maturities can benefit
from more than three factors, but that the inherent correlation between yields, which only
Table 5. Theoretical hedging results
All Liquid All Liquid NS one-factor Optimal Naive No hedge
NS five-factor NS three-factor
Bias 0 0.88 1.21 1.09 1.54 0.74 0.76 2.41
Std dev 5.36 0.82 0.58 0.43 0.34 0.43 0.43 0.33
RMSE 5.36 1.21 1.34 1.17 1.58 0.86 0.88 2.44
Notes: The table reports out-of-sample hedge results for hedging the excess returns on a 50-year discount bond
using liquid instruments with maturities up to 20 years. All results are calculated assuming that the five-factor
model is the DGP. Parameters for all models are as reported in Table 3. The “duration” model refers to a single-
factor model with only the level factor. The “No Hedge” benchmark refers to the model that predicts zero excess
returns for all t. For the multifactor NS models, the columns differ in the maturities used for model estimation.
Performance statistics are the square roots of Bias2 ¼ ðb0  b̂0ÞXðb0  b̂0Þ0; Std dev2 ¼ r2ð1þ c0ðc0cÞ1c0Þ
and RMSE2 ¼ Bias2 þ Std dev2, all multiplied by the maturity s0 ¼ 50 of the hedge target.
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becomes stronger on long maturities, prevents accurate estimation of more than three fac-
tors. The five-factor model can alternatively be interpreted as a three-factor model with
time-varying factor loadings. This same interpretation was put forth in the term structure
context by Koopman, Mallee, and Van der Wel (2010), and more generally in for instance
Breitung and Eickmeier (2011). In this section, we achieve time variation in factor loadings
through the DCS model introduced in Section 2.3, and investigate whether allowing for
time variation in the loadings sufficiently increases hedging performance to get close, or
surpass, the naive strategy.7
We summarize the estimation results of the NS models with time-varying factor loadings
and time-varying volatility in Figure 4.8 The top panel presents the paths using all matur-
ities, and the bottom panel presents the results that use the liquid maturities only. The most
striking differences are between the cross-sections, not between the models. Until the fall of
2008, k is stable around 0.5, irrespective of the included maturities. In this period a NS
model with constant k fits the data across all maturities. After the start of the financial crisis
the paths of kt strongly diverge depending on whether all bonds or only the liquid bonds are
used. Using all maturities, kt drops to values around 0.15 and stays at that level until 2011,
while the liquid-only estimate has a smaller drop and rises to values close to one over the
same period. After 2013 the full cross-section remains relatively stable around the 0.25
mark, while the liquid cross-section displays another turbulent period in 2015. The time
path complements the results from the constant k models: after 2008 the factor structure of
the very long-term bonds requires more than just a level factor. Finally, the effect of allow-
ing for GARCH effects is limited. Its impact becomes most apparent for the NS and NS-
GARCH models in the top panel, which strongly differ, with the NS-GARCH model down-
weighting the second half of the sample due to higher volatility.
An interesting corollary from the figure is that the two distinct five-factor k estimates
are very similar to the two “regimes” filtered out by the NS-DCS, as illustrated in predom-
inantly the top panel of Figure 4. This confirms the notion that the five-factor model can be
interpreted as a (potentially over-parameterized) mixture of the three-factor NS-DCS,
where at different times either of the ks drives the dominant slope and curve factors. This
also immediately shows the redundancy of a potential five-factor NS-DCS, as the time vari-
ation in the three-factor NS-DCS is picked up in a constant five-factor version through the
factor returns ft.
We further illustrate the distinction between the choice of three or five factors, as well
as constant or time-varying factor loadings in Figure 5. Recall that the hedge-portfolios are
essentially cross-sectional predictions of the long-maturity return. The figure plots the fitted
returns from the constant k, three- and five-factor models, as well as the three-factor DCS
model. We also include the naive prediction, which is that all standardized returns are equal
to the 20-year standardized return.
7 We have alternatively considered both static NS models and PCA estimated on shorter rolling win-
dows of just 250 observations. These models’ hedging performance tends to be worse than either
the static, or the DCS models based on 1500 rolling windows observations.
8 A complete table with parameter estimates is deferred to Appendix D. Although a likelihood ratio
test should be interpreted with caution in light of the strong cross-sectional correlation in resid-
uals, the likelihoods overwhelmingly point toward evidence in favor of both time-varying factor
loadings and volatility.
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Figure 4. Time series of kt. This figure plots in-sample filtered path of kt for the four different models.
The top panel provides the estimates based on maturities up to 50 years, while the bottom panel only
uses maturities up to the last liquid point of 20 years.
Figure 5. NS and NS-DCS fit on October 12, 2011. The two figures plot the maturity-standardized
returns qt against the models’ fitted values bt ft for the constant k NS model, as well as the dynamic
score-driven NS’ kt.
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The left-hand panel presents an in-sample illustration. It uses all maturities, both for
estimation of the parameters and for fitting the return curve. The right-hand panel is cross-
sectionally out-of-sample. It uses the liquid maturities up to 20 years only, both for estima-
tion of the model parameters and for fitting the return curve. Both panels use the
full-sample parameter estimates associated with Figure 4.
We have chosen a representative day at the end of 2011. During this period, all four
time-varying parameter models in Figure 4 largely agree on the level of kt, but their esti-
mates do differ from the constant NS models. On this particular day, the NS-DCS estimates
kt ¼ 0.547 versus 0.251 of the constant k model, and is close to the higher of the two lamb-
das of the five-factor model. On the liquid only cross-section the three models’ estimates of
k are close.
First consider the left-hand panel. It is clear that the three-factor NS model on
standardized returns is able to capture the cross-sectional return variation well, provided
the estimated factor loadings are accurate. While the NS-DCS almost perfectly
captures the returns across maturities, the constant k estimate provides a poor fit, clearly
missing the point where the curve factor should be at its maximum. Both three factor mod-
els fail to capture the concavity of the returns on the long maturity. The constant k five fac-
tor uses the first set of slope and curvature factors to fit the first 10 years of data, and the
second set to fit the concavity in the long end, which cannot be accommodated by just three
factors.
The right-hand panel presents the cross-sectional prediction. Note that this is the setting
typically encountered in practice; liabilities of pension funds reach up to 80 years, where no
instruments are available. Estimating the factor loadings on the liquid maturities only
ensures that all models perfectly fit the maturities up to 15 years. On this particular day the
20-year maturity return already displays some concavity, such that the two three-factor
models fail to track the full curve up to twenty years, and the five-factor model still offers
benefits. However, the extrapolation to long-maturity returns of all the models is extremely
poor. The flattening out of the return curve is either under- or over-estimated. We find simi-
lar patterns on most other days, although the discrepancy between the predictions and the
actual return differs in both sign and magnitude.
The reasonable performance of the naive strategy on this day is not exceptional. The
flattening out of the curve at long maturities is a stylized fact in the data, and the NS tend
to extrapolate to too extreme values. The naive strategy’s prediction is closer to the 50-year
maturity return than any of the three models on 45% of the days, and closer than at least
one model on 88% of the days.
5.2 Hedging performance
We now turn to the actual hedging performance of the NS models with time-varying factor
loadings. Table 6 presents the hedge results of the various dynamic three-factor NS specifi-
cations along with the naive strategy. By and large the dynamic specifications of NS (the
DCS versions) are very similar to the models with constant k, whose results were presented
in Table 4. During the turbulent financial crisis period in 2008–2009, the dynamic versions,
estimated on the full cross-section, perform even slightly worse. As shown in Figure 4, this
is the period when kt is small, which leads to poor identification of the factors and large
hedging variance. So especially when the time variation is most relevant, it is difficult to
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exploit. In this period long rates behave different from the level factor that is present in
shorter maturities. The DCS models try to capture this with a low kt, but the behavior of
very long rates is difficult to predict using the shorter term instruments. The DCS model
estimated on the limited cross-section does much better in this period. These models also
adapt to allow for lower than average kt, but as Figure 4 has shown, the estimated kt’s re-
main relatively large, reducing the variance of the out-of-sample estimates.
The improvements in hedging performance gained from allowing for time-varying factor
loadings are still dwarfed by the the naive hedging approach. Moreover, the increased per-
formance of the NS-DCS models comes at the cost of higher turnover and more extreme
Table 6. Empirical hedging results: Time-varying parameters
Nelson-Siegel: All Nelson-Siegel: Liquid Only Other
NS NS-
DCS
NS-
GARCH
NS-DCS-
GARCH
NS NS-
DCS
NS-
GARCH
NS-DCS-
GARCH
Naive No
Hedge
Panel A: Full Sample (April 2005 to July 2017)
Bias 0.01 0.03 0.01 0.03 0.01 0.00 0.02 0.01 0.01 0.05
StDev 1.25 1.49 1.17 1.38 1.15 1.14 1.16 1.13 1.02 2.44
RMSE 1.25 1.49 1.17 1.39 1.15 1.14 1.16 1.13 1.02 2.44
TW 10.75 13.81 6.56 14.77 4.32 5.95 4.04 5.88 2.50 0.00
CO 18.48 21.67 13.50 22.68 10.82 12.64 10.43 12.62 2.50 0.00
TO 0.64 6.11 0.53 4.91 0.42 5.06 0.42 2.63 0.02 0.00
Panel B: Subsample Hedging Performance
April 2005 to December 2007
Bias 0.01 0.01 0.01 0.01 0.01 0.01 0.02 0.02 0.02 0.01
StDev 0.53 0.53 0.52 0.52 0.52 0.52 0.52 0.52 0.50 1.57
RMSE 0.53 0.53 0.52 0.53 0.52 0.52 0.52 0.52 0.50 1.57
January 2008 to December 2009
Bias 0.04 0.12 0.04 0.04 0.04 0.11 0.04 0.05 0.01 0.10
StDev 1.90 2.71 1.95 2.05 1.94 1.86 1.97 1.86 1.68 3.48
RMSE 1.90 2.72 1.95 2.05 1.94 1.87 1.97 1.86 1.68 3.48
January 2010 to July 2017
Bias 0.03 0.02 0.04 0.05 0.04 0.03 0.04 0.03 0.03 0.06
StDev 1.22 1.24 1.07 1.39 1.03 1.04 1.03 1.03 0.93 2.37
RMSE 1.22 1.24 1.07 1.39 1.03 1.04 1.03 1.03 0.93 2.37
Notes: The table reports the hedge performance for the factor hedge portfolios implied by different versions of
the NS. The NS models differ according to the specification for kt (DCS ¼ time-varying), the inclusion of
GARCH effects, and the maturities used for estimation. Performance is measured by the average, standard de-
viation, and RMSE of the prediction error r0t  B0t f̂ t . Estimates for the NS models are based on a rolling sam-
ple of 1500 past days. The “No Hedge” benchmark refers to the model that predicts zero excess returns for all
t. As a summary of the portfolio composition the table reports averages of the statistics
TWt ¼ i0wt ; COt ¼
ffiffiffiffiffiffiffiffiffiffiffi
w0twt
p
, and TOt ¼
P
i jwit wi;theri;thr̂0;th j.
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portfolios, while the naive strategy by construction has low turnover and moderate port-
folio positions.
6 Hedging a Portfolio of Liabilities
In practice, merely hedging a single 50-year liability is an extreme scenario. In this section,
we consider the factor and optimal hedge portfolios for a realistic range of liabilities that a
pension fund may face. In particular, we use a snapshot of the liabilities of two anonymized
pension funds obtained from the Dutch Central Bank. The first is a “gray” pension fund
which has both short term liabilities for retirees, and long-dated liabilities for the active par-
ticipants. The second is a “green” fund whose average liability duration is longer.
Determining the hedge portfolios for a portfolio of liabilities is straightforward within
the sphere of factor models. Let J be the number of liability maturities, with maturities sL;j.
The (scaled) liability weights are standardized to sum to 1 and gathered in the vector wL.
The factor exposure of the portfolio of liabilities is then simply
bLt ¼
XJ
j¼1
wL;jbtðsL;jÞ: (33)
The factor loadings of the liquid maturities available for portfolio construction are bt 
btðsÞ as before. The factor-hedge portfolio then follows as
gLt ¼ b0tðb0tbtÞ
1bt;L: (34)
Similarly, the MSE-optimal portfolio is of the form
gOptLt ¼ ðbtXb0t þ r2IÞ
1btXb
0
Lt: (35)
We compute the factor portfolio weights for each of the pension funds over time using
the kt forecasts from the three-factor NS model estimated on the liquid maturities only. The
MSE-optimal portfolios are based on the five-factor NS forecasts along with rolling esti-
mates of X and r.
Figure 6 plots the median and 95% quantiles over time of the portfolio allocations for
both the factor and optimal allocations, for the “gray” and the “green” fund. The general
structure of the portfolios is in line with those in Figure 3, but the magnitude differs. The
portfolio of liabilities with differing maturities results in slightly less extreme positions
than the 50-year liability only. Indeed, the average portfolio concentration measure, also
reported in Table 4, decreases to 8.6 and 13.2 for the factor and optimal portfolios of the
gray fund. The “green” fund’s portfolio is more extreme, since it has to leverage up
the last liquid point to cover the maturities beyond the last liquid point. For the “green”
fund, 78% of liabilities has maturity over 20 years, while this is only 55% for the “gray”
fund. This results in average portfolio concentrations of 11.0 and 24.8 for the factor and
optimal portfolios, respectively. Interestingly the optimal portfolio is still remarkably
close to the naive portfolio. Given the average duration of 23.9 and 33.1 for the gray and
green fund, the naive duration hedge would suggest a scaled position of 0.48 and 0.66 in
the 20-year liability, which is remarkably close to the position put forth by the optimal
portfolio.
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7 Conclusion
We consider the problem of risk management of long-dated liabilities. Yields are typically
assumed to follow a factor model, which translates in a similar factor structure on returns.
The standard approach to hedging risk would be to construct a factor-mimicking portfolio
with factor loadings equal to those of the liability. The hedging performance is therefore in-
variably linked to a model’s ability to accurately estimate these factor loadings. In our can-
didate NS model, these loadings are driven by a single parameter k. We consider two
alternative extensions to the standard NS model for our purpose: a version with two add-
itional factors with a corresponding second parameter, and a version with time-varying fac-
tor loadings kt. All strategies linked to the factor models are empirically beaten by a simple
naive hedge of an appropriately levered position in the last liquidity.
We show empirically and analytically that strong multicollinearity in the factor loadings
makes the empirical implementation of a factor-mimicking strategy ineffective. Even
though in-sample fit of the five-factor model is far better than the three-factor model’s,
strong multicollinearity in the loadings results in prohibitive estimation error of factors. As
a result, the five-factor hedged portfolio actually has almost three times higher RMSE than
the completely unhedged liability. The three-factor model, constant loading model, while
inevitably misspecified, has far superior hedging performance. Moreover, since the stand-
ard three-factor NS model is severely misspecified for long maturities, the parameters of the
Figure 6. Empirical distribution of hedge portfolio weights for pension funds. The graph shows the me-
dian of the time series of scaled weights hðsi Þ implied by the DSC-NS model estimated on the liquid
maturities only for two portfolios of liabilities. The top row presents the percentage weights in each
maturity of liabilities. The second row presents the hedge weights, along with empirical 5 and 95%
percentiles of the time series distribution of the weights.
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model are better estimated using assets up to 20 years, even if the objective is to hedge long-
dated liabilities beyond those 20 years.
Balancing the tradeoff between misspecification bias and estimation error, we consider an
RMSE-optimal portfolio, which uses the covariance matrix of the factors in addition to the
loadings. This optimal portfolio is remarkably close to the “naive” approach. The naive ap-
proach does not require model estimation, and works surprisingly well, both theoretically and
empirically, where it reduces the RMSE by almost 59% relative to the unhedged position.
We bridge the gap between the three- and five-factor model by proposing a three-factor
model with time-variation in the factor loadings. We show that time variation in the param-
eter is large. We document that the parameter is relatively stable at the beginning of the
sample which starts in 1999, but becomes highly volatile during the financial crisis of 2008,
and remains more volatile after. The five-factor model has a low and a high value of k, such
that similar time variation in the loadings can effectively be achieved by dynamics in the
factors themselves. The time-varying parameter models increase the hedging performance
of the three-factor NS model, but are still easily beaten by the robust naive approach.
The poor performance of the factor models naturally opens the door for alternative
approaches to construct a hedge for long-term liabilities.
Appendix A. Construction of Yield Curve
Daily data on euro swap interest rates are from Datastream using codes ICEIBsY, where s
indicates the maturity in years. Available swap maturities are 1; . . . ;10, 12, 15, 20, 25 30,
40, and 50 years. Daily data are available from January 1999, except for the 40- and 50-
year rates, which are only available from March 2005. Euro swap rates are quoted on an
annual bond 30/360 basis against 6 months Euribor.9 To construct discount rates and ex-
cess returns we use Euribor rates with maturities 1 week (EIBOR1W) and 6 months
(EIBOR6M), also from Datastream.
From the swap rates, we construct discount bond prices. Let S1 be the one-year swap rate
and P1=2 the discount factor implied by the Euribor rate with maturity 6 months. From the
one-year swap rate and the shorter term Euribor rate, the one-year discount factor P1 is
found by setting the present value of the fixed leg equal to one, that is, P1 solves
1 ¼ 1
2
S1 P1=2 þ P1
 
þ P1: (A.1)
The next swap rate is S2, which should satisfy
1 ¼ 1
2
S2ðP1=2 þ P1 þ P3=2 þ P2Þ þ P2: (A.2)
We know P1=2 and P1, but not P3=2. Therefore we need to make an assumption. One way
to obtain P3=2 is to first construct an artificial S3=2 by interpolation. Then the 18-month dis-
count factor is found as
P3=2 ¼
1 12 S3=2ðP1=2 þ P1Þ
1þ 12 S3=2
: (A.3)
9 On April 1, 2004, there is almost surely a data error for the 6Y rate, which is exactly equal to the 5Y
rate. This observation distorts all estimations and is replaced with an interpolated value.
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From here we can compute P2. Doing the interpolation for all swap rates at half-year
intervals, we construct the entire yield curve from the recursion
Ps=2 ¼
1 12 Ss=2
Ps1
i¼1
Pi=2
1þ 12 Ss=2
: (A.4)
The swap rates are interpolated using a local cubic interpolation to obtain rates with
semi-annual maturity intervals. Except for the 3/2-year maturity, and the very long ones be-
yond 40 years, interpolation is based on four adjacent observed swap rates, two with
maturities less than j=2 and two with maturities larger than j=2. For the very short and very
long maturities, the interpolation is based on one maturity on one side, and three maturities
on the other.
From the discount bond prices bootstrapped this way we compute the returns rtðsÞ from
log prices using the definition in Equation (5). As risk-free, we subtract the one-week
Euribor rate as a short-term yield, scaled to a daily interval by ptðhÞ ¼ ytð1wÞ=252.
Appendix B. Scores and Information
For the DCS updating we need the derivatives of the log likelihood with respect to k. To
avoid cluttered notation we only provide explicit formulas for the case with constant r2.
The log-likelihood for a single time series observation is
‘t k; ftð Þ ¼ 
1
2
Nlnr2 þ e
0
tet
r2
 
; (B.1)
where et ¼ Rt  bft, and b depends on k. Maximizing with respect to ft gives the factor
portfolio f̂ t ¼ b0bð Þ
1
b0Rt and the concentrated log-likelihood for observation t as
‘t kð Þ ¼ 
1
2
Nlnr2 þ R
0
tMRt
r2
 
; (B.2)
with M ¼ I  b b0bð Þ1b0. The scores are
zt ¼
@‘t
@k
¼  1
2r2
R0t
@M
@k
Rt: (B.3)
Let c ¼ @b
@k. Then we have
@M
@k
¼ c b0bð Þ1b0  b b0bð Þ1c0 þ b b0bð Þ1 b0cþ c0bð Þ b0bð Þ1b0 (B.4)
and, using f̂ t ¼ b0bð Þ
1
b0Rt and êt ¼ Rt  bf̂ t,
R0t
@M
@k
Rt ¼ R0tcf̂ t  f̂
0
tc
0Rt þ f̂
0
t b
0cþ c0bð Þf̂ t
¼ 2ê0t cf̂ t
 
:
(B.5)
Therefore we obtain the scores
zt ¼
1
r2
ê0t cf̂ t
 
: (B.6)
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The expression has the natural implication that the residuals should be orthogonal to the
derivative of the fitted values.
For the information matrix we need the second-order derivatives. At each time t we
have, defining d ¼ @c@k,
@2‘t
@k2
¼ 1
r2
ê0tdf̂ t  cf̂ t
 0
cf̂ t
 
þ c0 êt  b0cf̂ t
 0
b0bð Þ1 c0 êt  b0cf̂ t
  
: (B.7)
An exact value for the information, the expected value of the negative second-order de-
rivative, is not available. As an approximation, and in order to guarantee that it is positive
for all k, we assume that the cross-sectional averages c0 êt and d
0
êt are close to zero, such
that
I t ¼
1
r2
cf̂ t
 0
M cf̂ t
 
: (B.8)
Appendix C. Standard Errors
In essence we have a panel data model that we estimate by quasi-maximum likelihood,
assuming normality and treating the errors as cross-sectionally uncorrelated. Since the latter
is a potential source of misspecification, we compute standard errors that are robust to
omitted cross-sectional correlation. This can be done by only using the time-series variation
in the scores.
To compute standard errors, either in the model with constant k or in the DCS model,
we evaluate the scores ẑt at the QML estimates. The variance is estimated from using the
Newey–West formula
S ¼ 1
T
X
t
XJ
j¼J
1 j
J þ 1
 
ẑt ẑ
0
tþj: (C.1)
For the standard error of k̂ we further need to linearize the total gradient
P
t zt around
its true value k. An explicit formula for the second order derivatives in the constant k model
is given in Equation (B.7). For the general case we can use the chain rule to take derivatives
for kt with respect to k; /1 and /2 following the DCS specification. Summing over t then
gives the negative Hessian H. Given the Hessian and the covariance matrix of the scores,
the asymptotic variance of the parameters is
V ¼ 1
T
H1SH1: (C.2)
When r2 is unknown it can be replaced by the consistent estimator,
r̂2 ¼ 1
NT
X
t
Rt
0MRt; (C.3)
in both S and H, since it is asymptotically independent of k. Computing standard errors for
the general case with a GARCH process for r2t is a straightforward extension. For the more
complicated models computation of standard errors proceeds in the same way. Again, we
use the robust formula and only consider the time-series variation of the scores. The scores
zt and Hessian have additional elements for the GARCH parameters r2, a1 and a2.
Quaedvlieg and Schotman j Hedging Long-Term Liabilities 31 Dow
nloaded from
 https://academ
ic.oup.com
/jfec/advance-article/doi/10.1093/jjfinec/nbaa027/5937257 by Erasm
us U
niversiteit R
otterdam
 user on 03 D
ecem
ber 2020
Appendix D. Parameter Estimates NS-DCS-GARCH Models
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