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 要  旨 
従来のWebページは単純なテキストとして扱われてきたが，セマンティックWebではWeb
ページの意味を機械的に取り扱うことができる．セマンティック Web は Web ページに対しメ
タデータやオントロジー (Web ページ自身の持つ意味に関する情報) を付与することで実現さ
れる．セマンティック Web の技術要素のひとつに，複数の概念の間の関係を記述する RDF 
(Resource Description Framework) がある．RDFデータは機械的な取扱いに適する性質から
機械学習などへの応用が期待されている． 
RDFデータの検索に利用されるクエリ言語として，SPARQLがある．SPARQLのDISTINCT
キーワードを用いると，検索結果から重複するものを排除することができるが，重複排除処理
の対象となるデータの件数が多いほど実行が低速になるという問題がある．この問題を解決す
るため，本論文では DISTINCTキーワードを用いたクエリに対し，集約関数を利用した等価な
クエリへの書き換えによって中間結果の件数を削減することで，クエリ解決時間を短縮する方
法を提案する．また，これに関連して，SPARQLクエリの検索処理を形式化し，書き換え前後
のクエリの等価性を証明する．さらに，DISTINCTキーワードを用いたクエリの重複排除処理
の性質に着目し，枝刈り探索を用いて重複排除のための中間結果の件数を削減することによる
効率的なクエリ解決の手法を提案する． 
本研究の結果として，SPARQL クエリの意味論を SPARQL 代数によって形式化したことに
より，書き換え前後のクエリの等価性を確認することができた．また，書き換え前のクエリに
対する書き換え後のクエリの計算量の理論的な上界の低減が確かめられた．さらに，RDFスト
アの一種である FROST, Jena, Virtuosoを用いた評価実験により，ベンチマークデータに対し，
重複排除を行う RDF クエリの一部がクエリ書き換えおよび枝刈り探索によって高速化される
ことが確かめられた． 
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概要
セマンティックWebの構成要素のひとつであるRDFデータはWeb上に存在す
るリソースに関するメタデータの一種である．RDFデータは機械的な取扱いに適
する性質から機械学習などへの応用が期待されている．RDFデータの検索に利用
されるクエリ言語として，SPARQLがある．SPARQLのDISTINCTキーワード
を用いると，検索結果から重複するものを排除することができるが，重複排除処
理の対象となるデータの件数が多いほど実行が低速になるという問題がある．こ
の問題を解決するため，本論文ではDISTINCTキーワードを用いたクエリに対し，
集約関数を利用した等価なクエリへの書き換えによって，クエリ解決時間を短縮
する方法を提案する．また，これに関連して，SPARQLクエリの検索処理を形式
化し，書き換え前後のクエリの等価性を証明する．さらに，クエリの重複排除処理
の性質に着目し，その効率的な処理の手法を提案する．手法の評価は，ベンチマー
クデータを用いてクエリ書き換え前後のクエリ解決時間を比較することで行う．
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第1章 はじめに
1.1 研究の背景
従来のWebページは単純なテキストとして扱われてきたが，セマンティックWeb
ではWebページの意味を機械的に取り扱うことができる．セマンティックWebは
Webページに対しメタデータやオントロジー (Webページ自身の持つ意味に関す
る情報) を付与することで実現される．
セマンティックWebの技術要素のひとつに，複数の概念の間の関係を記述する
RDF (Resource Description Framework) がある．RDFデータは，URI(Uniform
Resource Identifier)によって表現されるリソースの三つ組み (RDFトリプル)の集
合である．RDFトリプルの要素は順に主語，述語，目的語と呼ばれ，それをラベ
ル付きグラフの始点，ラベル付き辺，終点に対応づけることで，RDFデータ全体
をラベル付きグラフとして表現できる．これをRDFグラフと呼ぶ．
近年，事典に関するデータ，統計的データ，分子構造データなどをRDFデータ
として構造化し，広く公開する事例が増加している．RDFデータはその機械可読
性から，機械学習への応用も期待されている．
RDFクエリはデータを取り扱うRDFストアに対する問い合わせ文である．代
表的な RDFクエリ言語に SPARQL[8] (SPARQL Protocol and RDF Query Lan-
guage) などがある．SPARQLを用いることで，RDFグラフ上のグラフパターン
にマッチする部分グラフの検索や，それらの検索結果に対する重複排除，集約な
どの操作ができる．
Web上に存在する膨大なリソースに関して付与されるメタデータは巨大なもの
となる．例えば，DBpedia Japanese[5]は約 1億 1000万トリプルのRDFデータで
ある．よって，セマンティックWebの実現のためには巨大な RDFデータを取り
扱う仕組みが必要である．この仕組みとして，RDFデータを取り扱うデータベー
スである RDFストアがある．SPARQLに準拠した RDFストアの実装例として，
Apache Jena[16], RDF4J[7], Virtuoso[11]などがある．
近年，巨大なRDFデータに対応するRDFストアのデータ構造とそれを用いた
高速なRDFクエリの処理の手法 [3]が開発された．さらに，RDFクエリの実行時
に，中間結果の件数を定量的に見積もり，クエリに対してコストを与えることで最
適な手順でクエリの解決を行う手法 [4]が示された．しかしながら，これらの研究
成果のもとにおいても，RDFデータを用いた機械学習など，タスクの種類によっ
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てはデータの大きさがタスクに要する時間に大きな影響を与える場合があり，そ
れらのタスクに対しより大規模なRDFデータの利用を可能にする観点から，さら
なる検索処理，集約処理の効率化が求められている．
1.2 研究の目的
SPARQLクエリのうち，DISTINCTキーワードを用いているクエリの解決では，
重複排除処理の際に中間結果をすべて参照して重複検査を行う必要がある．重複
排除処理は中間結果の件数が多ければ多いほど時間がかかるため，中間結果の件
数によっては重複排除処理はクエリ解決時間に大きな影響を与え，クエリ解決が
低速になるという課題がある．この問題を解決するため，本研究では，以下の 3点
を行う．
• DISTINCTキーワードによる結果の重複の排除に着目した等価なクエリへ
の書き換え手法の設計
• SPARQLの構文および意味論の定義とそれを用いたクエリ書き換えの等価
性の証明
• クエリ書き換えを行った後のクエリの効率的な解決手法の設計
本研究では，クエリの等価性と効率性を示すために，SPARQL代数によるクエ
リの評価が必要となる．したがって，多重集合に基づく SPARQLの構文と意味論
を定義する．さらに，クエリ書き換えの手法，書き換え後のクエリの効率的な解
決手法の設計をおこなう．評価は，ベンチマーク用のRDFデータに対しクエリ書
き換えの有無によるクエリ解決時間の変化をみることにより行う．
評価に用いる実装システムには，RDFストアとして主に FROST[1] 1.1に本研
究に必要なDISTINCTキーワード，集約関数などの機能を実装したものを用いる．
クエリの形状などにより書き換え対象のクエリに条件を課すことで，より多くの
クエリについて，従来のクエリ解決処理とクエリ書き換えを用いた解決処理のう
ちより効率的な手法を選択するシステムの設計を行う．
これにより，重複排除が必要な RDFクエリの解決が効率的になる．その結果，
大規模なRDFデータをより多くのタスクに利用することができる．
1.3 本論文の構成
本論文の構成は次のとおりである．2章では本研究に必要な諸概念を定義し，3
章に関連研究について記述する．4章には SPARQLの意味論について記述する．5
章にクエリ書き換えの手法とその等価性について記述する．6章には，5章の手法
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で新たに作成されたクエリの効率的な解決手法について記述する．7章には実装シ
ステムについて記述する．8章に評価実験とその結果について記述する．9章には
本論文のまとめを記述する．
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第2章 準備
本章では，本研究に必要な諸概念について記述する．
2.1 RDFデータ
RDFデータはURI(Uniform Resource Identifier)によって表現されるWeb上の
リソースに関する機械的に処理可能なメタデータのひとつである．
RDFデータの最小単位は RDFトリプルである．RDFトリプルはリソースの
URI(Uniform Resource Identifier)の三つ組 (s, p, o)によって表され，各語彙 s, p, o
は順に主語，述語，目的語と呼ばれる．RDFデータの例を図 2.1に示す．図 2.1の 1
行目に示したRDFトリプルは主語<hydrogen>，述語 rdf:type，目的語<atom>か
ら構成される．
空白ノード集合B, リテラル集合 L, URI集合 U に対し，RDFトリプルは (B ∪
U)× U × (B ∪ L ∪ U)の元である．RDFデータはRDFトリプルの有限集合D ⊆
(B ∪ U)× U × (B ∪ L ∪ U)から構成される．
また，RDFデータの主語，述語，目的語をそれぞれグラフの辺の始点，ラベル，
終点に対応付けて図示したものを RDFグラフと呼ぶ．図 2.1の RDFデータに対
応するRDFグラフを図 2.2に示す．
<hydrogen> rdf:type <atom> .
<hydrogen> <atomic_weight> "1" .
<CH4> <contains> <hydrogen> .
<CH4> <contains> <carbon> .
<CH3COOH> <contains> <hydrogen> .
<CH3COOH> <contains> <carbon> .
<CH3COOH> <contains> <oxygen> .
...
図 2.1: RDFデータの例
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図 2.2: RDFグラフの図示の例
2.2 SPARQLクエリ
RDFクエリは，RDFクエリ言語によって記述される問い合わせ文である．SPARQL
は最も代表的な RDFクエリ言語のひとつである．SPARQLには条件を指定した
データの検索，追加，更新，削除などの基本的な操作のほか，検索結果に対する
集合演算や集約関数などの機能が定義されており，これらの機能を機械学習など
の用途に活用することができる．
本節では，SPARQLクエリとその構成要素について定義する．
定義 2.1 (トリプルパターン). トリプルパターンはRDFトリプルの成分のうち 0
個以上を変数に置き換えた表現である．URI集合U，リテラル集合L，変数集合V
を用いると，トリプルパターンは (U ∪ V )× (U ∪ V )× (L∪U ∪ V )の要素である．
本論文では，トリプルパターン内の変数を ?x, ? yのように表し，それ以外のも
のはリソース定数 (L ∪ U の要素)であるとする．
定義 2.2 (項). 変数集合 V，リソース集合B ∪ L ∪ U に対し，変数 ?x ∈ V とリ
ソース e ∈ B ∪ L ∪ U は項である．また，n項関数 f と n個の項 t1, . . . , tnに対し，
f(t1, . . . , tn)は項である．
定義 2.3 (条件式). 項 t1, t2，二項述語 rに対し，r(t1, t2)は (原子) 条件式である．
また，R1, R2が条件式であるとき，¬R1, R1 ∧ R2, R1 ∨ R2も条件式である．二項
述語には<,≤, >,≥,=, ̸=などがある．
定義 2.4 (集約表現). 集約関数 f，項 tに対して，f(t)は集約表現である．SPARQL
1.1[8]では，集約関数として COUNT, SUM, MIN, MAX, AVG, SAMPLE, GROUP CON
CATの 7種類が定義されている．
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定義 2.5 (集約に関する条件式). 集約表現 a，項 t，二項述語 r，に対し，r(a, t)は
集約に関する (原子) 条件式である．
次に SPARQLクエリに含まれる表現を定義する．
定義 2.6 (SPARQL表現). トリプルパターン tp，条件式R，SPARQLクエリQ1, Q2
に対し，tp,Q1ANDQ2, Q1UNIONQ2, Q1 FILTERR は SPARQL表現である．
RDFデータの検索を行う SPARQLクエリは次のように定義される．
定義 2.7 (SPARQLクエリ). SPARQL表現 q，変数 ? v1, . . . , ? vk，変数集合S ⊆ V，
集約に関する条件式Rおよび集約表現 a1, . . . , akに対し，以下は SPARQLクエリ
である．
(1). q.
(2). SELECTS(q).
(3). SELECT DISTINCT(q).
(4). SELECTa1 AS?v1,...,ak AS?vk(q)GROUP BY S HAVINGR.
Sが空である場合，Rが恒真のときそれぞれGROUP BY S,HAVINGRを省略できる．
2.3 FROST
FROSTは大規模 RDFデータを取り扱うことが可能な RDFストアである [1]．
FROSTは検索の高速化のため，検索に用いるインデックスの構造としてリレーイ
ンデックスを採用し，さらに差分圧縮を適用することで，大規模データを小さい
メモリ消費量で取り扱うことを実現している．さらに，クエリパターンによるコ
ストの最小化によるクエリ解決の効率化の機能も備えており，多様なクエリを効
率的に実行することができる．
一方で，既存の FROSTにおける SPARQLの文法は制限され，集約関数などを
利用したクエリは実行することができない．そこで本研究では，SPARQLクエリ
の処理のうち FROSTに実装されていない機能を新たに実装し，提案手法の評価
を行う．
2.3.1 リレーインデックス
FROSTではRDFデータの検索に用いるインデックスとしてリレーインデック
スを採用している．リレーインデックスは，RDFデータに含まれているリソース
に一意な IDを付与し，IDによってリソースを管理することで，データ圧縮を実
現している．
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FROSTにおけるインデックスは SPOインデックス，OPSインデックスと呼ば
れる 2つのリレーインデックスからなる．SPOインデックスは主語を起点キー，述
語を中間キー，目的語を終点値として構成したリレーインデックスであり，主語，
述語，目的語の順でリソースを検索するのに用いる．同様に，OPSインデックス
は目的語を起点キー，述語を中間キー，主語を終点値として構成したリレーイン
デックスであり，目的語，述語，主語の順での検索に用いる．
リレーインデックスは，2つのポインタ配列 L1, L2の組として構成される．L2
には中間キーごと起点キーごとに終点値配列へのポインタが格納されている．中
間キー k2に対し，L2[k2]は中間キー k2に対する終点値配列を表し，終点値配列に
含まれる各起点キーごとの終点値の列を終点チャンクと呼ぶ．L1には起点キーご
とに中間キー配列へのポインタが格納される．起点キー k1に対し，L1[k1]は起点
キーL1に対する中間キー配列を表す．中間キー配列は中間キー k2とそれに対応す
る終点値配列 L2[k2]の位置 nの組を集めたものである．
図 2.1のRDFデータに対し，各リソースに一意な IDを付与し，SPOインデッ
クスおよびOPSインデックスを作成したものを図 2.3に示す．図 2.3中ではリレー
インデックスのうち L2の終点チャンクの区切りを網掛けによって示している．
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<hydrogen> rdf:type <atom> . ID
<hydrogen> <atomic_weight> "1" . 0 rdf:type
<CH4> <contains> <hydrogen> . 1 <atomic_weight>
<CH4> <contains> <carbon> . 2 <contains>
<CH3COOH> <contains> <hydrogen> . 3 <CH3COOH>
<CH3COOH> <contains> <carbon> . 4 <CH4>
<CH3COOH> <contains> <oxygen> . 5 <hydrogen>
6 <atom>
7 <carbon>
8 <oxygen>
9 "1"
L1 L2 0 1 2 3 4 5
3 → 2,0 0 → 6
4 → 2,4 1 → 9
5 → 0,0 1,0 2 → 5 7 8 5 7
L1 L2 0 1 2 3 4 5 6
5 → 2,0 0 → 5
6 → 0,0 1 → 5
7 → 2,3 2 → 3 4 3 4 3
8 → 2,6
9 → 1,0
図 2.3: リソース辞書とリレーインデックスの作成例
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2.3.2 トリプルパターンの解決処理
定義 2.1より，トリプルパターンは (U ∪ V )× (U ∪ V )× (L ∪ U ∪ V )の要素で
ある．すべてのトリプルパターンは，各成分 (主語，述語，目的語) がリソース定
数 (S, P,O) と変数 (? s, ? p, ? o) のいずれかによって，以下の 8種類の形状に分類
される．変数 ? s, ? p, ? o は互いに相異なるとする．
(S, P, ? o), (S, ? p, ? o), (? s, P,O), (? s, ? p,O),
(S, P,O), (S, ? p,O), (? s, P, ? o), (? s, ? p, ? o).
本節では，RDFデータから構築したリレーインデックスを用いたトリプルパター
ンの形状ごとの解決処理について説明する．リソースR ∈ L∪U ∪V について，リ
ソース辞書におけるRの IDを ID(R)とかく．
(S, P, ? o)の解決
リレーインデックスのうち，SPOインデックスを用いることで解決が可能で
ある．中間キー配列L1[ID(S)]において，中間キー ID(P )を第 1成分に持つ
要素 L1[ID(S), ID(P )] を探索する．このとき，中間キー配列L1[ID(S)]が第
1成分の値によって整列されていれば，二分探索によってこれを効率的に探索
することができる．そのような要素の第 2成分nS,P = L1[ID(S), ID(P )][2]が
変数 ? oの解決に対応する終点チャンクの位置になっている．L2[ID(P )][nS,P ]
から終点チャンクの区切りまでの要素がすべて変数 ? oの解決となる．例と
して，(<hydrogen>, <atomic weight>, ? o.)の解決処理の流れを図 2.4に示
す．ここで，<hydrogen>, <atomic weight>の IDがそれぞれ 5, 1であるこ
とに注意する．
<hydrogen>, <atomic_weight>, ?o.
L1 L2 0 1 2 3 4 5
3 → 2,0 0 → 6
4 → 2,4 1 → 9
5 → 0,0 1,0 2 → 5 7 8 5 7
?o = "1"
図 2.4: (<hydrogen>, <atomic weight>, ? o.)の解決処理の流れ
(S, ? p, ? o)の解決
SPOインデックスを用いることで解決が可能である．中間キー配列L1[ID(S)]
のすべての要素の第 1成分について，(S, P, ? o)と同様の解決を行い，それ
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らの解決結果を合わせることで，(S, ? p, ? o)の解決結果を得ることができる．
例として，(<hydrogen>, ? p, ? o.)の解決処理の流れを図 2.5に示す．
<hydrogen>, ?p, ?o.
L1 L2 0 1 2 3 4 5
3 → 2,0 0 → 6
4 → 2,4 1 → 9
5 → 0,0 1,0 2 → 5 7 8 5 7
?p = rdf:type ?p = <atomic_weight>
?o = "1"
?o = <atom>
図 2.5: (<hydrogen>, ? p, ? o.)の解決処理の流れ
(? s, P,O)の解決
OPSインデックスを用い，主語と目的語の役割が入れ替わるほかは，(S, P, ? o)
の解決と同様に解決できる．
(? s, ? p,O)の解決
OPSインデックスを用い，主語と目的語の役割が入れ替わるほかは，(S, ? p, ? o)
の解決と同様に解決できる．
(S, P,O)の解決
(S, P, ? o)と同様の解決を行い，終点チャンク内に ID(O)が要素として含ま
れるかを調べることで解決が行える．含まれていなければ解決は失敗となる．
終点チャンク内の終点値は整列されているので，二分探索によってこれを効
率的に探索することができる．
(S, ? p,O)の解決
SPOインデックス，OPSインデックスの両方を用いて解決を行う．まず目的
語Oを変数 ? oに置き換え，(S, ? p, ? o)として解決処理を行う．すると，主
語が Sであるような RDFトリプルのもつ述語の集合 Isが得られる．次に，
もとのトリプルパターンの主語 Sを変数 ? sに置き換え，(? s, ? p,O)として
解決処理を行う．すると，目的語がOであるようなRDFトリプルのもつ述
語の集合 Ioが得られる．Is ∩ Ioの要素であるような目的語 P ′ ∈ Is ∩ Ioは，
2つのトリプルパターン (S, P ′, ? o), (? s, P ′, O)の解決がともに成功するとい
う，(S, ? p,O)の解決に P ′が含まれるための必要条件を満たす．Is ∩ Ioの各
要素に対し，トリプルパターン (S, P,O)と同様の手順の解決を行い，それら
の結果を合わせることで，(S, ? p,O)を解決する．
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(? s, P, ? o)の解決
SPOインデックス，OPSインデックスの両方を用いて解決を行う．OPSイ
ンデックスにおいて，L2[ID(P )内の各終点値 ID(S)について，(S, P, ? o)と
同様の解決を行い，それらの結果を合わせることで，(? s, P, ? o)を解決する．
(? s, ? p, ? o)の解決
リレーインデックスに含まれているすべてのトリプルパターンが解となる．
SPOインデックスを用いて，L1に含まれているすべての起点キー k1に対応
するリソース Sk1 について，(Sk1 , ? p, ? o)と同様の解決を行い，それらの解
決結果を合わせることで，(? s, ? p, ? o)の解決結果を得ることができる．
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第3章 関連研究
RDFクエリの実行計画最適化に関する研究として，クエリの形状から検索結果
の件数を推定してコストとし，そのコストを最小化することでクエリ解決時間を
削減する手法を提案した藤原らの研究 [4]がある．また，SPARQLクエリの検索処
理の形式化の研究として，SPARQLクエリの結果を代入の多重集合として意味論
の形式化を行なったP’erezらの研究 [9]がある．本節では，これらの研究について
紹介する．
3.1 大規模RDFグラフのための効率的なクエリ解決
RDFグラフにおけるパターンマッチを行うクエリは，トリプルパターンの解決
順序によって実行時間が変化する場合がある．
例えば，RDFリソース定数A,Bによって，クエリQ1が次のように定義されて
いるとする．
Q1 = tp1AND tp2.
tp1 = (? x, ? y, ? z).
tp2 = (? z, A,B).
さらに，RDFリソース定数C1, C2, C3, C4によって，次のトリプルパターンを定
義する．
tp3 = (? x, ? y, C1).
tp4 = (C2, C3, C4).
トリプルパターン tpの結果の件数の期待値をそのトリプルパターンのコストと
呼び，cost(tp)で表す．コストを用いてクエリの実行時間を見積もることができる．
RDFグラフのトリプル数をN とし, 主語，述語，目的語の個数を ks, kp, koで表す
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と，各トリプルパターンのコストは次のように表せる．
cost(tp1) = N.
cost(tp2) =
min
(
N
kp
, N
ko
)
+ 1
2
.
cost(tp3) =
N
ko
.
cost(tp4) = 1.
結合演算の性質より，クエリQ1 = tp1AND tp2.の結果とクエリQ2 = tp2AND tp1.
の解決結果は互いに等しい．しかし，これらのクエリのコストは互いに等しくな
い．トリプルパターン tp1, tp2の解決結果を µ1, µ2とすると，これらのクエリを先
頭のトリプルパターンから順に解決した時のコストは次のようになる．
cost(Q1) = cost(tp1)cost(µ1(tp2))
= cost(tp1)cost(tp4)
= N.
cost(Q2) = cost(tp2)cost(µ2(tp1))
= cost(tp2)cost(tp3)
=
N
(
min
(
N
kp
, N
ko
)
+ 1
)
2ko
.
一般的なRDFグラフでは，N ≪ k2oだから，cost(Q1) ≥ cost(Q2)である．よっ
て，このクエリは tp2, tp1 の順で解決するのが効率的であると考えられる．
藤原らはRDFグラフ中に含まれる主語，述語，目的語になっているRDFリソー
スの個数とRDFクエリの形を用いて，トリプルパターンの解決順序による解決コ
ストを計算し，これを最小化する解決順序を採用することで，より効率的なクエ
リ解決を行う方法を提案した [4]．
3.2 Semantics and Complexity of SPARQL
SPARQLクエリによる検索処理とその結果を数学的に形式化することで，複数
のクエリの検索結果の間の等価性を示すことが可能になる．
P’erezら [9]は，代入が変数集合からリソース集合への部分関数であり，SPARQL
クエリの検索結果を代入の多重集合であるとして，SPARQLクエリによる検索と
その結果を数学的に形式化した．
P’erezらは，SPARQLの構文，グラフパターン表現とそれらの間の演算 (結合，
直和，差)を定義し，それぞれに対応する多重集合間の操作を定義している．また，
それらのクエリを解決する場合の計算複雑性と時間計算量を示している．
13
本研究は SPARQLクエリの検索結果を代入の列としている点でP’erezらの研究
と内容が異なる．本研究でそのように形式化を行っているのは，検索結果に含ま
れる代入に順序を導入し，将来的に検索結果の整列などの操作を形式化するため
である．
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第4章 SPARQLの意味論
本章では SPARQL代数によりRDFデータにおける SPARQLクエリの解決を定
義する．
4.1 代入と集約関数
SPARQLクエリに対して，トリプルパターンに含まれる変数への代入は 1つの
クエリ解決を意味する．
定義 4.1 (代入). 変数集合 V からリソース集合B ∪ L ∪ U への部分関数 µ : V →
B ∪ L ∪ U を代入という．
本論文では，代入 µを部分集合 µ ⊆ V × (B ∪ L ∪ U)としても扱う．代入の全
体集合を Subと表し，代入 µの定義域を dom(µ)と表す．
例えば，代入 µ1 について，dom(µ1) = {?x, ? y, ? z}, µ1(?x) = <1>, µ1(? y) =
<2>, µ1(? z) = <3> (<1>, <2>, <3> ∈ U)のとき，µ1 = {(?x, <1>), (? y, <2>, (? z, <3>))}
とも表す．また，1つのクエリに対する解決の全体はテーブルとして表すことがで
き，代入は 1つのクエリ解決を意味することから，代入をただ 1つの行をもつテー
ブルとして表すことができる．代入 µ1のテーブル表現を図 4.3に示す．
図 4.1: 代入 µ1のテーブル表現
定義 4.2 (代入の拡張). 項とトリプルパターンに対し代入 µの拡張 µ(E)を次のよ
うに定義する．ここで，t1, . . . , tnは項，f は n項関数である．
(1). e ∈ R ⇒ µ(e) = e.
(2). µ(f(t1, . . . , tn)) = f(µ(t1), . . . , µ(tn)).
(3). µ((s, p, o)) = (µ(s), µ(p), µ(o)).
この定義により，トリプルパターン tpに代入 µを適用した結果を µ(tp)と表す．
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例えば，図4.3に示した代入µ1とトリプルパターンq = (<4>, ?x, f(? y)) (ただし，<4> ∈
U, f は単項関数)について，µ1(q) = (<4>, <1>, f(<2>))と計算できる．
定義 4.3 (条件式と充足可能関係). ある代入 µにより条件式Rが真となることを
µ |= Rと表し，関係 |=を充足可能関係と呼ぶ．任意の条件式に対し，この関係を
帰納的に次のように定義する．
(1). µ |= r(t1, t2) ⇔ r(µ(t1), µ(t2)).
(2). µ |= ¬R1 ⇔ µ ̸|= R1.
(3). µ |= R1 ∧R2 ⇔ µ |= R1 ∧ µ |= R2.
(4). µ |= R1 ∨R2 ⇔ µ |= R1 ∨ µ |= R2.
定義 4.4 (互換な代入). 代入 µ1, µ2に対し，すべての ? v ∈ dom(µ1) ∩ dom(µ2)が
µ1(? v) = µ2(? v)を満たすとき，µ1とµ2が互換であるといい，µ1 ∼ µ2と表す．µ1 ∼
µ2のとき，代入の結合µ1∪µ2が定義される．代入の結合もまた代入である (右一意
性に注意)．µ1とµ2の定義域から与えられる共通部分集合V ⊆ dom(µ1)∩dom(µ2)
について，∀? v ∈ V, µ1(? v) = µ2(? v)であるとき，µ1 ∼V µ2と表す．二項関係∼
および∼V は常に同値関係である．特に，∼∅は自明な関係となる．
図 4.2は関係∼,∼V の視覚的なイメージを表している．例えば，2つの代入µ1, µ3
の間には µ1(? y) = µ3(? y) (= <2>)が成り立つので，µ1 ∼{?y} µ3が成り立つ．
?x ?y ?z
<1> <2> <3>
?x ?y ?w
<1> <2> <4>
?x ?y ?w
<5> <2> <4>
～{?y}～
～{?y, ?w}



図 4.2: 関係∼,∼V のイメージ
定義 4.5 (代入列). 本論文における集合は要素の重複を許すものとし，同様に集
合を表す場合，その集合の要素に重複を許さないとき {·}，それ以外のとき [·]でく
くって表す．また，集合Sの指示関数を νS(µ)と表す．列を内包的あるいは外延的
に表す場合，⟨·⟩でくくって表す．
代入列は，有限個の代入の組として定義される．代入列Ωの成分である Subの
元の (重複をこめた) 個数を |Ω|と表す．また，Ωの i (1 ≤ i ≤ |A|)番目の成分を
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Ω[i]と表す．代入列 Ωと代入 µについて，Ωの成分のうち µと等しいものの個数
を νΩ(µ)と表し，指示関数を νΩ(µ) =
∑|Ω|
i=1 δµ,Ω[i]と定義する．
代入列Ω1,Ω2の等価性を次のように定義する．
Ω1 = Ω2 ⇔ |Ω1|= |Ω2|∧∀i ∈ {1, . . . , |Ω1|}; Ω1[i] = Ω2[i].
代入列はテーブルとして表現することができる．図 4.2の
図 4.3: 代入 µ1のテーブル表現
定義 4.6 (代入列と代入集合の等価性). 多重集合は重複を許さない集合に多重度
についての情報を付加したものであるとみなすことができる．すなわち，多重集
合は集合としての構造を内包している．同様に，列は多重集合に成分の順序につ
いての情報を付加したものであるとみなすことができる．以上のことから，重複
を許さない集合と多重集合の間に「重複を許さない集合としての等価性」，列と多
重集合の間に「多重集合としての等価性」を考えることができる．Sを重複を許
さない代入集合, Bを代入 (多重) 集合，Ωを代入列として，次のように等価性を
定義する．
(1). S
set
= B ⇔ B set= S ⇔ ∀µ ∈ Sub; νS(µ) = 0 ↔ νB(µ) = 0.
(2). S = B ⇔ B = S ⇔ ∀µ ∈ Sub; νS(µ) = νB(µ).
(3). B
bag
= Ω ⇔ Ω bag= B ⇔ ∀µ ∈ Sub; νB(µ) = νΩ(µ).
また，列 Ωに対し B
bag
= Ωとなるような (多重) 集合 Bは一意に定まる．この
BをB = Ωbagと表す．同様に，Bに対し S
set
= Bとなるような重複を許さない集
合 Sもまた一意に定まる．この Sを S = Bsetと表す．これらの定義により，Ωに
よって一意に定まる SをΩsetと定義する．
さらに，これらの定義を用いて，さらに次の同値関係を定義する．Sを重複を
許さない代入集合, B,B1, B2を代入 (多重) 集合，Ω,Ω1,Ω2を代入列とする．
(1). S
set
= Ω ⇔ Ω set= S ⇔ S = Ωset.
(2). B1
set
= B2 ⇔ B1set = B2set.
(3). B
set
= Ω ⇔ Ω set= B ⇔ Bset = Ωset.
(4). Ω1
set
= Ω2 ⇔ Ω1set = Ω2set.
(5). Ω1
bag
= Ω2 ⇔ Ω1bag = Ω2bag.
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また，多重集合Bに対してB
bag
= Ωとなるような列ΩをBseqと表す．ただし，Bseq
は一意には定まらない．本論文では，内包的に表記された列においては，その順序
を問わないものとする．例えば，集合 S = {µ1, µ2, µ3}に対し，列Ω
set
= ⟨µ|µ ∈ S⟩
は ⟨µ1, µ2, µ3⟩とは限らず，
⟨µ1, µ2, µ3⟩, ⟨µ1, µ3, µ2⟩, ⟨µ2, µ1, µ3⟩, ⟨µ2, µ3, µ1⟩, ⟨µ3, µ1, µ2⟩, ⟨µ3, µ2, µ1⟩
の 6つの列のうち 1つを表すとする．
SPARQLクエリはRDFデータ上のすべての解決 (代入) を列として返す．例え
ば SPARQLクエリQのすべての解決が 3つの代入 µ1, µ2, µ3 ∈ Subならば，それ
らの代入をまとめて列 ⟨µ1, µ2, µ3⟩ (代入列と呼ぶ) で表す．
集約関数 f は SPARQLクエリの代入列Ωを集約しリソース r (∈ R)を求める関
数である．集約関数 COUNT, SUM, MIN, MAX, AVG, SAMPLE, GROUP CONCATの解
釈は次のように定義される．
定義 4.7 (集約関数への代入列の適用). SPARQL 1.1[8]に定義されている集約関
数を以下のように定義する．ここで，tは項である．また，•は文字列連結演算子
とする．
(1). Ω(COUNT∗) = |Ω|.
(2). Ω(COUNTt) = |⟨µ(t)|µ ∈ Ω⟩|.
(3). Ω(SUMt) =
∑|Ω|
i=1(Ω[i])(t).
(4). Ω(MINt) = min
|Ω|
i=1(Ω[i])(t).
(5). Ω(MAXt) = max
|Ω|
i=1(Ω[i])(t).
(6). Ω(AVGt) = SUMt(Ω)/COUNTt(Ω).
(7). Ω(SAMPLEt) = µ(t) (∃µ ∈ Ω).
(8). Ω(GROUP CONCATt) = •|Ω|i=1(Ω[i])(t).
定義 4.8 (代入列に関する拡張). 代入列 Ωと変数 ? v，リソース eに対し，拡張
Ω(? v),Ω(e)を次のように定義する．
(1). Ω(? v) =
(∩|Ω|
i=1Ω[i]
)
(? v).
(2). Ω(e) = e.
定義 4.9 (集約に関する条件式). 以下のように，代入列 Ωが集約に関する条件式
Rを満たすことをΩ |= Rと表す．
Ω |= r(a, t) ⇔ r(Ω(a),Ω(t)).
例えば，Ω |= (COUNT∗ = 3) ⇔ Ω(COUNT∗) = 3 ⇔ |Ω|= 3となる．
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4.2 SPARQL代数
本章では，SPARQLクエリの検索処理をSPARQL代数として数学的に定義する．
定義 4.10 (SPARQL代数). 代入列 Ω,Ωl,Ωr に対し，結合 (⋊⋉), 直和 (⊔), 射影
(πS), 選択 (σR), 集約 (γS;{(v1,a1),...,(vk,ak)};R)を次のように定義する．これらの操作
を SPARQL代数と総称する．これらの操作のうち，⋊⋉,⊔はともに結合的かつ可換
な操作である．
(1). Ωl ⋊⋉ Ωr = ⟨µl ∪ µr|µl ∈ Ωl, µr ∈ Ωr : µl ∼ µr⟩.
(2). Ωl ⊔ Ωr = ⟨µ|µ ∈ Ωl ∨ µ ∈ Ωr⟩.
(3). πS(Ω) = ⟨µ1|∃µ2 : µ1 ∪ µ2 ∈ Ω ∧ dom(µ1) ⊆ S ∧ dom(µ2) ∩ S = ∅⟩.
(4). σR(Ω) = ⟨µ ∈ Ω|µ |= R⟩.
(5). γS;{(v1,a1),...,(vk,ak)};R(Ω) = ⟨{(v1,Ω′(a1)), . . . , (vk,Ω′(ak))}|Ω′ ∈ (Ω/∼S),
Ω′ |= R⟩.
ただし，v1, . . . , vkは互いに相異なる変数，Sは変数集合，a1, . . . , akは集約表現で
ある．また，Rは条件式，Rは集約に関する条件式である．
例えば，Ω = ⟨µ1, µ2, µ3⟩, µ1 = {(?x, 1), (? y, 1)}, µ2 = {(?x, 1), (? y, 2)}, µ3 =
{(?x, 2), (? y, 4)}が与えられたとする．このとき，定義 4.10の (5)によって
γ{?x};{(?x,?x),(?s,SUM?y)};SUM?y≥4を計算することを考える．µ1 ∼{?x} µ2, µ2 ̸∼{?x} µ3,
µ3 ̸∼{?x} µ1だから，Ω/∼{?x}= {{µ1, µ2}, {µ3}}となる．これらから，
⟨µ1, µ2⟩(?x) = (µ1 ∪ µ2)(?x) = 1,
⟨µ1, µ2⟩(SUM?y) = µ1(? y) + µ2(? y) = 3,
⟨µ3⟩(?x) = µ3(?x) = 2,
⟨µ3⟩(SUM?y) = µ3(? y) = 4.
が得られる．このうち，Ω |= SUM?y ≥ 4を満たす代入列Ωは ⟨µ3⟩だから，
γ{?x};{(?x,?x),(?s,SUM?y)};SUM?y≥4の値は ⟨{(?x, 2), (? s, 4)}⟩と計算される．この計算
例のイメージを図 4.4に示す．
図 4.4: 集約を用いた計算例のイメージ
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定義 4.11 (SPARQLクエリの評価). SPARQLクエリの評価をSPARQL代数によっ
て次のように定義する．SPARQLクエリQに対し，それをRDFデータDにおい
て評価した結果を [[Q]]+Dと表す．また，[[Q]]
+
Dから重複を排除した代入列を [[Q]]
+
D =
(([[Q]]+D)set)seqと表す．[[Q]]Dと [[Q]]
+
Dの間には，[[Q]]D
set
= ([[Q]]+D)set, |[[Q]]D|=
|([[Q]]+D)set|が成り立つ．
(1). [[tp]]+D = ⟨µ|dom(µ) = V ars(tp) ∧ µ(tp) ∈ D⟩.
(2). [[Q1ANDQ2]]
+
D = [[Q1]]
+
D ⋊⋉ [[Q2]]
+
D.
(3). [[Q1UNIONQ2]]
+
D = [[Q1]]
+
D ⊔ [[Q2]]
+
D.
(4). [[QFILTERR]]+D = σR([[Q]]
+
D).
(5). [[SELECTS(Q)]]
+
D = πS([[Q]]
+
D).
(6). [[SELECT DISTINCTS(Q)]]
+
D = [[SELECTS(Q)]]D.
(7). [[SELECTa1 AS v1,...,ak AS vk(Q)GROUP BY S HAVINGR]]
+
D
= γS;{(v1,a1),...,(vk,ak)};R([[Q]]
+
D).
誤解を招くおそれのないときは，RDFデータを表すDを省略して [[Q]]+のよう
に表す．
4.3 クエリ解決の計算量
本節では，SPARQLクエリの解決にかかる時間計算量と解決結果の個数を評価
する，
定理 4.1 (トリプルパターンの時間計算量と解決結果の個数). トリプルパターン
tpの解決にかかる時間計算量の上界は RDFデータの要素数 |D|によって O(|D|)
で与えられる．また，解決結果の個数の上界は |D|である．
証明. RDFデータの要素は主語，述語，目的語の 3つの要素からなるので，各要
素に対してトリプルパターン tpにマッチするかを時間計算量O(1)で決定できる．
したがって，RDFデータに含まれる |D|個すべての要素に対してこの操作を行う
ことで，トリプルパターン tpを時間計算量O(|D|)で解決できる．Dはすべてのト
リプルを包含するので，解決結果の個数の上界は |D|である．
定理 4.2 (ANDパターンの時間計算量と解決結果の個数). クエリQ1, Q2の解決を
それぞれ [[Q1]]+, [[Q2]]+とすると，クエリQ1ANDQ2の解決にかかる時間計算量の
上界はO(|[[Q1]]+||[[Q2]]+|)で与えられる．解決結果の個数の上界は |[[Q1]]+||[[Q2]]+|
である．
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証明. 定義 4.10の (1)より，すべての (µ1, µ2) ∈ ([[Q1]]+)bag × ([[Q2]]+)bag につい
て，µ1 ∼ µ2であるかを確かめることで，[[Q1ANDQ2]]+を計算できる．したがっ
て，Q1ANDQ2の解決にかかる時間計算量の上界はO(|([[Q1]]+)bag × ([[Q2]]+)bag|)
= O(|[[Q1]]+||[[Q2]]+|)で与えられる．すべての (µ1, µ2) ∈ ([[Q1]]+)bag×([[Q2]]+)bagに
ついて，µ1∪µ2が検索結果に含まれうるので，解決結果の個数の上界は |([[Q1]]+)bag×
([[Q2]]
+)bag|= |[[Q1]]+||[[Q2]]+|である．
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第5章 SPARQLクエリ書き換え
本章では，DISTINCTキーワードを用いたクエリに対し，等価なクエリへの書
き換えを行う手法について述べる．
大規模なRDFデータに対する高速なクエリ解決はRDFデータを用いた機械学
習の学習時間の短縮のために重要である．しかしながら，DISTINCTキーワード
を用いた SPARQLクエリの処理ではクエリの解決結果の内容をすべて検査して重
複するものを取り除く必要があり，クエリの解決結果が大きいほどこの重複排除
処理に時間がかかる．
しかし，重複排除を行うクエリの形状によっては，サブクエリと集約関数を用
いた書き換えを行うことでクエリ解決時間の短縮が期待できる．そこで本研究で
は，この重複排除処理に着目し，重複排除処理を必要とするRDFクエリを等価な
クエリに書き換え，重複排除の対象となるデータを削減することでクエリ解決時
間の短縮を図る．
5.1 クエリ書き換えの手続き
本節では，クエリ書き換えの具体的な手続きについて記述する．
本節で解説するクエリ書き換えは，次のすべての条件にあてはまるクエリを対
象とする．選択の対象となっている唯一の変数を主変数と呼び，それ以外の変数
を総称して副変数と呼ぶ．図 5.1に書き換え対象のクエリの例を示す．図 5.1のク
エリの主変数は?pである．また，副変数は?x1, ?x2, ?x3である．
• 1つの変数のみを選択の対象にとる．
• DISTINCTキーワードが使われている．
• 検索対象のパターンは 2つ以上のトリプルパターンのみからなり，UNION
キーワード，FILTERキーワードなどは使われていない．
• すべてのトリプルパターンが 1個以上の変数を含む．
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SELECT DISTINCT ?p WHERE
{
?x1 ?p <atom>.
?x2 ?p <atom>.
?x2 <contains> ?x3.
}
図 5.1: 書き換え対象のクエリの例
n個のトリプルパターンからなるクエリ
Qo = SELECT DISTINCT{? vp}(tp1AND tp2AND . . .AND tpn). (5.1)
の書き換えを考える．Qの変数集合を Sとし，トリプルパターンの集合を TP =
{tp1, tp2, . . . , tpn}とする．また，クエリQの主変数を ? vpとする．
副変数 ? v ∈ S \ {? vp}について，tp ∈ TP, ? v ∈ V ar(t)のとき tpから ? vへ
の有向辺を作成する．このようにしてクエリQに対して作成される有向辺の集合
を A = {(tp, ? v)|? v ∈ V \ {? vp}, tp ∈ TP, ? v ∈ V ar(tp)}として依存関係グラフ
G = (TP ∪ V \ {? vp}, A)を構成する．
Gに含まれる各弱連結成分をG1, G2, . . . , Gkとする．Gの i個目の弱連結成分に
含まれるトリプルパターンの集合を TPi, 変数の集合を Vi, 有向辺の集合をAiとす
る (1 ≤ i ≤ k)．
Gに含まれるすべての弱連結成分に，主変数を含むトリプルパターンが存在し
ている場合 (すなわち，∀i ∈ {1, 2, . . . , k},∃tp ∈ TPi, ? vp ∈ V ar(tp)を満たす場
合)，Gに含まれる各弱連結成分に対応するサブクエリ Q1, Q2, . . . , Qk を作成す
ることで，クエリ書き換えを適用することが可能である．ただし，作成する i個
目のサブクエリ Qi について，ci = |TPi|, TPi = {tpi1, . . . , tpici}とおき，Qi =
SELECT{?p}(tpi1AND . . .AND tpici)とする．例えば，図 5.1にに示したクエリからは
図 5.2に示すような依存関係グラフが構成できる．
代入 µが k個のサブクエリの解決の集合 [[Q1]], [[Q2]], . . . [[Qk]]のすべてに含まれ
るとき，かつその場合に限り，µはもとのクエリQの解決結果 [[Q]]にも含まれる．
よって，解決の集合 [[Q1]], [[Q2]], . . . , [[Qk]]の共通部分を計算するクエリを作成する．
ただし，SPARQLには複数のクエリの結果の共通部分を直接計算するための構文
は存在しないので，集約関数 (COUNT関数)によって共通部分を求めるようクエ
リを書き換える．クエリQoに対しクエリ書き換え適用後のクエリQrは次のよう
になる．
Qr = SELECT?vp AS?vp((SELECT DISTINCT{?vp}(Q1))UNION . . .UNION
(SELECT DISTINCT{?vp}(Qk)))GROUP BY{? vp}HAVING(COUNT(? vp) = k).(5.2)
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図 5.2: 図 5.1のクエリに対する依存関係グラフ
SELECT ?p WHERE
{
　 { SELECT DISTINCT ?p WHERE
　 　{ ?x1 ?p <atom>. }
}
UNION
{ SELECT DISTINCT ?p WHERE
{ ?x2 ?p <atom>.
?x2 <contains> ?x3. }
}
}
GROUP BY (?p) HAVING (COUNT(?p) = 2)
図 5.3: 書き換え後のクエリの例
5.2 実行時間の短縮
本節では，クエリQoをQrに書き換えることでクエリ解決にかかる時間計算量
の上界が小さくなることを理論的に確かめる．
書き換え前のクエリQoについて，トリプルパターンの連言 tp1AND tp2AND . . . tpn
の解決時間と結果の個数の上界は定理 4.1と定理 4.2を繰り返し適用することで
O(|D|n), |D|nで与えられる．
tp1AND tp2AND . . . tpnの解決結果をソートし，連続する要素を排除することで
重複を排除することを考える．ソートにかかる計算時間は効率的な比較ソートを
用いる場合O(|D|nlog(|D|n)) = O(n|D|nlog|D|)，ソート後の処理にかかる計算時
間はO(|D|n)で与えられる．したがって，全体ではO(n|D|nlog|D|)時間で処理が
できる．
一方で，書き換え後のクエリQrの解決時間について考える．サブクエリQiに
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含まれるトリプルパターンの連言 tpi1AND tp2AND . . . tpiciの解決時間と結果の個数
は定理 4.1と定理 4.2を繰り返し適用することでO(|D|ci), |D|ci で与えられる．し
たがって，書き換え前のクエリQoの場合と同様にして，SELECT DISTINCT{?p}(Qi)
の解決時間と解決結果の個数の上界をO(ci|D|ci log|D|), |D|ciと計算できる．
したがって，SELECT DISTINCT{?p}(Q1)UNION . . .UNION SELECT DISTINCT{?p}(Qk)
の解決時間と結果の個数の上界はmax1≤i≤k ci = cとしてO(c2|D|clog|D|), c|D|cと
計算できる．これらの計算結果について COUNT関数による計数とHAVING句によ
る選択はいずれもO(c|D|c)時間で処理できるので，全体としてO(c2|D|clog|D|)時
間で解決できる．
ここで，cはクエリ書き換えを行った後のサブクエリに含まれるトリプルパター
ンの最大数だから，c < nすなわち c2 < n2が成り立つ．さらに，一般的に用いら
れているRDFデータでは，n ≪ |D|より |D|/n ≫ 1である．
これらのことから，次のことが言える．
Tr = O(c
2|D|clog|D|)
< O(n2|D|clog|D|)
< O(n|D|c+1log|D|)
≤ O(n|D|nlog|D|) = To.
以上から Tr < Toとなり，解決時間の上界が小さくなることがわかる．また，そ
の効果は nの値に比べて cの値が小さければ小さいほど大きい．すなわち，書き
換え後のサブクエリに含まれるトリプルパターンの数が少ないほど効果が大きい．
5.3 クエリ書き換えの等価性
本節では，5.1節に述べた書き換えで得られたクエリQrの結果が書き換え前の
クエリQoの結果と多重集合として等しいことを示す．このことはQrとQoの結果
が順序の違いを除いて等しいとも言い換えられる．
定理 5.1. [[Qr]]+
bag
= [[Qo]]
+.
証明. 定義 4.11の (7)により [[Qr]]+内のGROUP BY{? vp}HAVING(. . . )の部分が以下
のように解釈される．
γ{?vp};{(?vp,COUNT?vp )};COUNT?vp=k
[[((SELECT DISTINCT{?vp}(Q1))UNION . . .UNION(SELECT DISTINCT{?vp}(Qk)))]]
+.
[[·]]+内に定義 4.11の (3)を適用すると，
γ{?vp};{(?vp,COUNT?vp )};COUNT?vp=k
([[(SELECT DISTINCT{?vp}(Q1))]]
+ ⊔ . . . ⊔ [[(SELECT DISTINCT{?vp}(Qk))]]+)).
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さらに定義 4.11の (5)，(4)を順に適用すると，
γ{?vp};{(?vp,COUNT?vp )};COUNT?vp=k
({µ | µ ∈ π{?vp}[[Q1]]+}seq ⊔ . . . ⊔ {µ | µ ∈ π{?vp}[[Qk]]
+}
seq
).
ここで，Ωi = {µ | µ ∈ π{?vp}[[Qi]]+}seq (1 ≤ i ≤ k)とおいて定義 4.10の (5)式を適
用すると，
{{(? vp, ? vp(Ω′))} | Ω′ ∈ ((Ω1 ⊔ . . . ⊔ Ωk)/∼{?vp}),COUNT?vp(Ω′) = k}. (5.3)
各Ωi (1 ≤ i ≤ k)は{? vp}を定義域とする代入の列だから，定義4.4よりµ1, µ2 ∈ Ωi
について µ1 ∼{?vp} µ2 ⇔ µ1 = µ2.さらに，定義 4.9よりΩ′ |= COUNT?vp
(Ω′) = k ⇔ |{µ ∈ Ω′ |? vp ∈ dom(µ)}|= kであるが，Ω′内のすべての代入が ? vpを
定義域に含むから，Ω′ |= COUNT?vp(Ω′) = k ⇔ |Ω′|= k.
したがって，Ωiが重複する成分をもたないこととあわせると，あらゆる代入 µ
に対して，このときΩi,µ = [µ′ | µ′ ∈ Ωi, µ′ ∼{?vp} µ]は高々1個の要素をもつ．よっ
て，代入 µに対して |[µ′ | µ′ ∈ Ω1 ⊔ . . . ⊔ Ωk, µ′ ∼{?vp} µ]|=
∑k
i=1|Ωi,µ|= kである
ときかつそのときに限り，µ ∈ Ω1 ∩ . . . ∩ Ωk.このことを (5.3)式にあてはめると，
[[Qr]]
+ = Ω1 ∩ . . . ∩ Ωk. (5.4)
一方で [[Qo]]+に (6)を適用すると，
[[SELECT{?vp}(tp1AND tp2AND . . .AND tpn)]].
トリプルパターン tp1, tp2, . . . , tpnはそれぞれサブクエリQ1, Q2, . . . , Qkのうち 1個
以上に含まれるので，
[[SELECT{?vp}((tp11AND . . .AND tp1c1)AND . . .AND(tpk1AND . . .AND tpkck))]].
Ω′i = [[tpi1AND . . .AND tpici ]] (1 ≤ i ≤ k)とおいて定義 4.11の (2)を適用すると，
[[SELECT{?vp}(Ω
′
1 ⋊⋉ · · · ⋊⋉ Ω′k)]].
ここで互換関係∼の推移性に注意して (·)内に定義 4.10の (1)を適用すると次のよ
うになる．
[[SELECT{?vp}([µ1 ∪ . . . ∪ µk | µi ∈ Ω′i (1 ≤ i ≤ k), µi ∼ µj(1 ≤ i, j ≤ k)]seq)]]. (5.5)
ここで，(5.5)式中の µi, µj (1 ≤ i, j ≤ k)について，5.1節に示した依存関係グラ
フの作り方に注意すると，Dom(µi)∪Dom(µj) = {? vp}だから，(5.5)式は次のよ
うに変形できる．
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[[SELECT{?vp}([µ1 ∪ . . . ∪ µk | µi ∈ Ω′i (1 ≤ i ≤ k), µi ∼{?vp} µj(1 ≤ i, j ≤ k)])]].
続けて定義 4.11の (5)を適用すると，
{µ | µ ∈ π{?vp}([µ1 ∪ . . . ∪ µk | µi ∈ Ω′i (1 ≤ i ≤ k), µi ∼{?vp} µj(1 ≤ i, j ≤ k)]seq)}seq.
定義 4.10の (3)を適用すると，
[[Qo]]
+ = {µ | ∃µ′ : µ ∪ µ′ ∈ [µ1 ∪ . . . ∪ µk | µi ∈ Ω′i (1 ≤ i ≤ k),
µi ∼{?vp} µj(1 ≤ i, j ≤ k)]seq, dom(µ) ⊆ {? vp}, dom(µ′) ∩ {? vp} = ∅}seq.
ここで，書き換えが可能なクエリの条件より，(5.6)式中の µ1 ∪ . . .∪ µkについて，
? vp ∈ dom(µ1 ∪ . . . ∪ µk).したがって，
{µ | ∃µ′ : µ ∪ µ′ ∈ [µ1 ∪ . . . ∪ µk | µi ∈ Ω′i (1 ≤ i ≤ k),
µi ∼{?vp} µj(1 ≤ i, j ≤ k)]seq, dom(µ) = {? vp}, dom(µ′) ∩ {? vp} = ∅}seq.
いま，µ′′ ∈ [µ1 ∪ . . . ∪ µk | µi ∈ Ω′i (1 ≤ i ≤ k), µi ∼{?vp} µj(1 ≤ i, j ≤ k)]かつ
? vp ∈ dom(µ′′)とする．このとき，dom(µ) = {? vp}, dom(µ′) ∩ {? vp} = ∅となる
ような µ = {(? vp, µ′′(? vp))}, µ′ = µ′′ − µが常に存在する．したがって，　
{{(? vp, µ′′(? vp))} | µ′′ ∈ [µ1 ∪ . . . ∪ µk | µi ∈ Ω′i (1 ≤ i ≤ k),
µi ∼{?vp} µj(1 ≤ i, j ≤ k)]seq}seq.
互換関係 ∼の定義より，µi ∼{?vp} µj ⇔ {(? vp, µi(? vp))} = {(? vp, µj(? vp))}だ
から，
{{(? vp, µ′′(? vp))} | µ′′ ∈ [µ1 ∪ . . . ∪ µk | µi ∈ {{(? vp, µ′′′(? vp))} | µ′′′ ∈ Ω′i}
(1 ≤ i ≤ k), µi = µj(1 ≤ i, j ≤ k)]seq}seq.
ここで，µ ∈ Ω′i ⇒? vp ∈ dom(µ)より，{{(? vp, µ′′′(? vp))}seq | µ′′′ ∈ Ω′i}
bag
=
π{?vp}(Ω
′
i) = Ωiである．したがって，
[[Qo]]
+ bag= {{(? vp, µ′′(? vp))} | µ′′ ∈ [µ1 ∪ . . . ∪ µk | µi ∈ Ω1 ∩ . . . ∩ Ωk (1 ≤ i ≤ k),
µi = µj(1 ≤ i, j ≤ k)]}.
µi = µj(1 ≤ i, j ≤ k)のとき µ1 ∪ . . . ∪ µk = µ1だから，
[[Qo]]
+ bag= {{(? vp, µ′′(? vp))} | µ′′ ∈ Ω1 ∩ . . . ∩ Ωk}.
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定義 4.10の (3)より，
[[Qo]]
+ bag= π{?vp}(Ω1 ∩ . . . ∩ Ωk).
Ωiの定義より，すべての µ ∈ Ωiについて dom(µ) = {? vp}だから，
[[Qo]]
+ bag= Ω1 ∩ . . . ∩ Ωk. (5.6)
(5.4)式と (5.6)式より，
[[Qr]]
+ bag= [[Qo]]
+.
以上のことから，本節のクエリ書き換えによって得られる書き換え後のクエリ
と書き換え前のクエリは等価であり，これらのクエリの解決結果は順序の違いを
除いて等しいといえる．
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第6章 DISTINCTキーワードに着
目した効率的な解決
本章では，5章のクエリ書き換えを施した後のクエリに対する効率的な解決処理
の手法について解説する．本章の手法はいずれもDISTINCTキーワードの存在に
着目した手法である．本章の手法によって，クエリ解決に要する時間をさらに短
縮することを目的とする．
6.1 DISTINCTキーワードに着目した枝刈り探索
本節では，DISTINCTキーワードの存在に着目した枝刈り探索によるクエリ解
決について解説する．
5章のクエリ書き換えの結果，書き換え後のクエリのサブクエリとして次のよう
な形状をもったクエリが複数作成される．ここで，? vpはもとのクエリの主変数，
tp1, tp2 . . . , tpnはトリプルパターンである．本節では，このクエリを Qとして，そ
の解決時の枝刈りについて解説する．
Q = SELECT DISTINCT{?vp}(tp1AND tp2AND . . .AND tpn).
4章に定義したSPARQLの意味論から，クエリQの解決結果 [[Q]]+について，次
のことがいえる．
[[Q]]+
set
= π{?vp}
( n
⋊⋉
i=1
[[tpi]]
)
. (6.1)
ここで，tp1, tp2 . . . , tpnのうち，トリプルパターンの成分として主変数 ? vpが含
まれているものが k個あるとする．ここで，(6.1)式における tp1, tp2 . . . , tpnの対
称性から，tp1, tp2, . . . , tpkに主変数 ? vpが含まれ，tpk+1, tpk+2, . . . , tpnには含まれ
ないものと仮定しても一般性を失わない．この仮定のもとで，次のようにクエリ
Q1, Q2を定義する．
Q1 = tp1AND tp2AND . . .AND tpk.
Q2 = tpk+1 AND tpk+2AND . . .AND tpn.
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ここで，次の式が成り立つことに注意する．
Q = SELECT DISTINCT{?vp}(Q1ANDQ2).
Q1の解決結果の要素 µについて，代入 µ1, µ2 ∈ ⟨µ⟩ ⋊⋉ [[Q2]]+を考える．Q1は
主変数 ? vpが含まれるトリプルパターンの連言であるから，µの定義域には ? vpが
含まれる．したがって，結合演算の定義より，µ ∼{?vp} µ1, µ ∼{?vp} µ2がいえる．
また，∼{?vp}は同値関係であるから，µ1 ∼{?vp} µ2すなわち π{?vp}⟨µ1⟩ = π{?vp}⟨µ2⟩
が導かれる．
これはQ1の解決結果の要素について，Q2の解決結果との結合を考えるとき，結
合後の結果はすべて {? vp}に関して互換であることを表しているといえる．Qは
結合後の結果に対して {? vp}による射影を行い，重複を排除することで解決され
る．µ1, µ2は {? vp}に関して重複しているので，µ1, µ2のうち一方を無視してもQ
の解決結果は変化しないといえる．
このことを一般化すると，次の定理のようになる．
定理 6.1. tp1, tp2, . . . , tpn, tp′1, tp
′
2, . . . , tp
′
nをトリプルパターンとする．これらのト
リプルパターンによって，クエリQ1, Q2を以下のように定める．
Q1 = tp1AND tp2AND . . .AND tpn.
Q2 = tp
′
1AND tp
′
2AND . . .AND tp
′
n.
また，tp1, tp2, . . . , tpnに含まれている変数の集合を V とする．このとき，[[Q1]]+
と [[Q2]]+の間に以下のような関係が成り立つ．
∀µ ∈ [[Q1]]+; ∀µ′ ∈ ⟨µ⟩ ⋊⋉ [[Q2]]+; µ ∼V µ′.
したがって，Q1ANDQ2の解決時に，Q1をまず解決し，その解決結果の要素 µ
ごとに µ′ ∈ ⟨µ⟩ ⋊⋉ [[Q2]]+なる µ′の存在を確認することで，Qの解決結果に影響を
与えることなく解決時の探索空間を狭め，重複排除時の中間結果の件数を減少さ
せることができると考える．その結果として，クエリ解決に要する時間の短縮に
つながると考える．
この手法による枝刈り探索を導入した際の解決木を図 6.1に掲載する．図で示さ
れているのは，クエリQ1ANDQ2が 5個のトリプルパターン tp1, tp2, tp3, tp4, tp5か
らなっており，k = 3,すなわち tp1, tp2, tp3にのみ主変数が含まれている場合の解
決木の例である．図 6.1中の黒いノードはQ1に含まれる主変数を含むトリプルパ
ターンの解決，白いノードはQ2に含まれる主変数を含まないトリプルパターンの
解決を表す．また，図中のノード間をつなぐ実線および点線はクエリの解決のひ
とつを表す．このうち点線で示した解決はほかの実線で示した解決がすでに行わ
れていれば無視してもQの解決結果に影響がないことを表している．
図 6.1中のトリプルパターン µ1は，tp1の唯一の解決である．µ2は tp1AND tp2
の解決のひとつであり，µ1と tp2の解決のひとつである µ ∈ [[tp2]]+の結合 µ1 ∪ µ
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によって得られる．また，tp1AND tp2の解決はこのほかに 2個存在し，これらは
図 6.1中の µ2を表すノードの右におかれている 2個のノードに対応する．
µ3はQ1 = tp1AND tp2AND tp3の解決のひとつである．µ3と互換であるような
Q1AND tp4の解決として，µ6, µ7が存在する．ここで，µ6に対する処理を先に進
め，µ6と互換であるようなQ = Q1ANDQ2の解決として µ11 ∈ ⟨µ3⟩ ⋊⋉ [[Q2]]+が見
つかったとする．定理 6.1により，解決木の上で µ3の子孫要素であるようなすべ
ての解決 µ ∈ ⟨µ3⟩ ⋊⋉ [[Q2]]+について，µ ∼{?vp} µ3がいえ，さらに互換関係∼{?vp}
が同値関係であることに注意すると，µ, µ′ ∈ ⟨µ3⟩ ⋊⋉ [[Q2]]+について µ ∼{?vp} µ′
が導かれる．したがって，解決木の上で µ3の子孫要素であるようなすべての解決
は，µ11と {? vp}に関して互換であるといえる．したがって，µ11が見つかったと
き，µ11を重複排除時の中間結果に加えれば，⟨µ3⟩ ⋊⋉ [[Q2]]+の要素を中間結果に
加えなくてもクエリQの解決結果には影響を及ぼさない．すなわち，µ6と互換な
Q1ANDQ2の解決として µ11のほかに µ12が存在しても，µ12を中間結果に加える
必要はない．さらに，µ3と互換なQ1AND tp4の解決として µ7が存在しても，解決
を打ち切ってよい．
一方で，先に探索を行った解決が失敗する場合もある．例えば，図 6.1中の µ4
と互換なQ1AND tp4の解決として，µ8, µ9が見つかり，µ8について先に探索処理
を行ったとする．µ8と互換な tp5の解決は存在せず，その解決は失敗となる．この
場合は，µ9についても探索処理を行わなければならない．µ9と互換なQ1ANDQ2
の解決として µ13, µ14の 2つが見つかれば，そのうちの一方を中間結果に加えなく
てもよいことについては，µ6と µ11, µ12の間の関係と同じである．
探索木のノードについて，すべての子孫要素の解決処理が失敗したとき，その
ノードの解決処理は失敗となる．例えば，図 6.1中の µ5以降の解決処理は，子孫
要素である µ9, µ10以降の解決処理が失敗となっているので失敗となる．このよう
な場合は，すべての子孫要素の探索を行って解決処理の失敗を確認しなければな
らない．
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tp3
tp4
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tp1
μ2
μ3 μ4 μ5
μ6 μ8 μ10
μ11 μ12 μ13 μ14
μ1
μ7 μ9 μ9
Q1の解決
Q2の解決
主変数を含む
トリプルパターン
主変数を含まない
トリプルパターン
図 6.1: 枝刈り探索を導入した解決木の例
6.2 枝刈り探索中の連続した複数の中間結果の排除
6.1節で解説した枝刈り探索を行っても，後の重複排除処理によって排除されるべ
き中間結果は発生しうる．そこで，6.1節に示した枝刈り探索中に連続して見つかっ
た 2つの解決を順に µ1, µ2として，µ1 ∼{?vp} µ2であれば µ2を中間結果に加えな
いことにする．結合演算の定義より，µ1 ∼{?vp} µ2であれば π{?vp}⟨µ1⟩ = π{?vp}⟨µ2⟩
がいえるから，µ2を中間結果に加える操作を行わなくても，重複排除後の解決結
果は µ2を中間結果に加えた場合と変わらない．
このように，6.1節の枝刈り探索中に連続して見つかった 2つの解決が {? vp}に
関して互換であれば，後に見つかった解決を重複排除の際の中間結果に加えない
ことで，中間結果の件数をさらに削減し，クエリ解決に要する時間の短縮につな
げる．
この手法について説明した図を図 6.2に示す．6.1節の枝刈り探索中に，図 6.2の
左上に示した解決が順に得られるとする．これらを中間結果に加える際，連続し
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て処理する 2つの解決が {? vp}に関して互換であるかを調べ，互換である場合は，
後に処理する解決を中間結果に加えないことにする．こうして得られた中間結果
に対し，{? vp}で射影したものに重複排除処理を行うと，枝刈り探索中に発見され
たすべての解決に対して射影と重複排除を行ったものと順序の違いを除いて等価
な結果が得られる．
枝刈り探索中に発見された解決 重複排除前の中間結果
?v p ?x ?y ?v p ?x ?y
<1> <1> <1> <1> <1> <1>
<2> <1> <3> <2> <1> <3>
<2> <2> <3> × <3> <3> <5>
<2> <3> <4> × <4> <4> <2>
<3> <3> <5> <2> <3> <6>
<4> <4> <2> <1> <7> <8>
<4> <4> <6> ×
<2> <3> <6>
<1> <7> <8> 重複排除
重複排除
?v p ?v p
<1> 等価な結果が得られる <1>
<2> <2>
<3> <3>
<4> <4>
中間結果に加える
~{?vp}
~{?vp}
図 6.2: 連続した中間結果の排除の例
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第7章 実装システム
本章では，本研究で提案する手法を実装したシステムについて記述する．
7.1 実装システムの概要
本研究の 5章および 6章に示した手法に基づき，クエリ書き換えの機能を備え
たシステムを実装した．この実装システムの概念図を図 7.1に示す．
クエリ入力 書き換え判定 クエリ書き換え
順序最適化 サブクエリに対する
順序最適化
RDFデータ クエリ解決
結果整形
結果出力
インデックス
構築
書き換えを行う場合
書き換えを行わない場合
RDFストア
図 7.1: 実装システムの概念図
このシステムの書き換え判定部は SPARQLクエリを受け取り，5.1節に示した
クエリ書き換えの適用が可能となる条件にあてはまるかと，これとは別にあらか
じめ設定したクエリ書き換えの条件にあてはまるかを判定し，書き換えを行うか
どうかを決定する．この条件については 7.3節に述べる．クエリ書き換え部は，5
章の手法によるクエリ書き換えを行う．順序最適化部，サブクエリに対する順序
最適化部は，それぞれ書き換え前のクエリ，書き換え後のサブクエリに対して，藤
原ら [4]による手法で計算したクエリのコストを最小化するよう，トリプルパター
ンの解決順序を最適化する．
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RDFストアは，大きくインデックス構築部，クエリ解決部，結果整形部に分かれ
る．インデックス構築部はRDFデータの入力に対し，RDFストアごとに異なる高
速な検索を実現するためのデータ構造 (FROSTであればリレーインデックス) を
構築する．クエリ解決部は構築済みのインデックスを用いて入力されるクエリを
解決する．6章に示した枝刈り探索の処理はFROSTのクエリ解決部に実装されて
いる．結果整形部はクエリの解決結果をCSV形式などに整形して出力し，その結
果を利用しやすくする．
7.2 FROSTの機能の実装
既存の FROSTにおける SPARQLの文法は制限されており，集約関数などを利
用したクエリは実行することができない．そこで本研究では，SPARQLクエリの
処理のうちFROSTに実装されておらず本研究に必要な処理を新たに実装した．実
装した SPARQLクエリの処理のうち主要なものを次に示す．
• DISTINCTキーワードによる重複排除処理．
• UNIONキーワードによる，複数のクエリの解決の直和を計算する処理．
• サブクエリの処理．
• 集約関数の計算処理．
• 以上の要素に対応する SPARQLクエリの字句解析，構文解析．
また，5章に示したクエリ書き換えの処理，6章に示したDISTINCTキーワー
ドに着目した枝刈り探索の処理を FROSTに実装した．
7.3 クエリの形状とコストによるクエリ書き換えの判断
本研究で提案するクエリ書き換えは，5.2節に示したように，単純なクエリ解決
よりも計算量の上界が小さい．しかしながら，あらゆるデータおよびクエリに対
してクエリ書き換えが解決時間を減少させるわけではない．そこで，FROSTに対
し，クエリの形状とコストに対してクエリ書き換えを行う条件をルールベースで
設定することで，クエリ書き換えを行いたいクエリの性質を指定する機能を実装
した．例えば，主変数が述語になっているトリプルパターンがあるときにクエリ
書き換えを行う，といった条件が設定できる．クエリのコストの計算については，
藤原ら [4]による手法を用いた．
35
第8章 評価実験
本研究では，2種類の評価実験を行い，本研究の手法の有効性を調べた．本章で
は，2種類の評価実験とその結果，考察について記述する．
8.1 複数のRDFストアによるクエリ書き換えの実験
クエリ書き換えによるクエリの実行時間の変化を確認するため，RDFベンチマー
クデータであるLUBM1に対し，重複排除を必要とする 10個のクエリを実行し，そ
の実行時間を測定した．また，データセット生成時のパラメータである大学の数
は 10, 20, 50の 3種類とした．本研究では，これらの 3種類のパラメータによって
生成された LUBMデータを順に LUBM10, LUBM20, LUBM50と呼ぶ．
8.1.1 実験方法
LUBM10, LUBM20, LUBM50に対し，10個のクエリQ1, Q2, . . . , Q10による検索
を行い，それぞれのクエリ解決にかかった時間を測定した．ただし，LUBMデータの
生成時の乱数種は 0に固定した．RDFストアはFROST2 1.1, Jena 3.1.1, Virtuoso3
7.1.0の 3種を用いた．ただし，FROSTは 7章に述べた機能を追加実装している．
実験は以下の 2通りの条件で行った．
• 5章に示したクエリ書き換え，6章に示したDISTINCTキーワードに着目し
たクエリ解決をいずれも行わない． (既存手法)
• クエリ書き換えを行うが，DISTINCTキーワードに着目したクエリ解決は行
わない． (クエリ書き換え)
実験環境は次のように設定した．
• OS: Windows 10 Education 64bit
• CPU:Intel R⃝CoreTMi7-6800K @ 3.40 GHz 3.40 GHz
1http://swat.cse.lehigh.edu/projects/lubm/
2http://www.sw.cei.uec.ac.jp/frost/index-j.html
3https://virtuoso.openlinksw.com/
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• 実装メモリ: 64.00 GB
また，クエリ解決の開始から 600000 ms (10分間) を経過してもクエリ解決が終
了しない場合，タイムアウトとし，実験を打ち切った．
8.1.2 実験結果
LUBMデータのトリプル数，ファイルサイズ，各クエリの実行結果の件数をま
とめたものを表 8.1に示す．また，FROSTに対するクエリ解決時間の測定実験の
結果を表 8.2に示す．同様に，Jena, Virtuosoに対する実験結果をそれぞれ表 8.3，
表 8.4に示す．ただし，表 8.2，表 8.3，表 8.4について，タイムアウトとなった組
み合わせは表中の実行時間に代えて「—」と表示している．
8.1.3 考察
表 8.2，表 8.3，表 8.4の結果の比較から，重複排除を行うクエリに対するクエリ
書き換えが有効な場合とそうでない場合が存在することが分かった．Q1 と Q10
は FROST, Jena, Virtuosoのすべての場合において，クエリ書き換えによって
LUBM50で 200倍以上高速化された．特に，どの RDFストアでも解決に 10分
以上を要したQ10がクエリ書き換えによって現実的な時間内に解決できた．これ
らのクエリはいずれも主変数を述語とする 2変数トリプルパターンが複数含まれ
るという共通点がある．Q1とQ10の内容を図 8.1, 図 8.2に示す．
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX ub: <http://swat.cse.lehigh.edu/onto/univ-bench.owl#>
SELECT DISTINCT ?Y
WHERE
{
?X ?Y ub:FullProfessor.
?Z ?Y ub:AssociateProfessor.
}
図 8.1: 書き換え前の LUBMクエリQ1
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX ub: <http://swat.cse.lehigh.edu/onto/univ-bench.owl#>
SELECT DISTINCT ?P
WHERE
{
?X ?P ub:GraduateStudent .
?Y ?P ub:University .
?Z ?P ub:Department .
}
図 8.2: 書き換え前の LUBMクエリQ10
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FROST, Virtuosoに対する実験では，クエリ書き換えが高速化につながったク
エリはQ1，Q10の 2種類のみであり，他のクエリについてはクエリ書き換えによっ
て実行時間が長くなった．
また，Q2, Q3, Q8は Jenaの場合のみ，クエリ書き換えによって高速化された．こ
れらのうち，クエリQ2, Q8はいずれも主変数を主語とする 1変数トリプルのみで
クエリが構成されているという点で共通している．Q2, Q8の内容を図 8.3，図 8.4
に示す．しかしながら，この点でQ2，Q8と同じ性質を持つクエリQ5の場合は解
決時間が長くなった．Q5の内容を図 8.5に示す．
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX ub: <http://swat.cse.lehigh.edu/onto/univ-bench.owl#>
SELECT DISTINCT ?X
WHERE
{
?X rdf:type ub:GraduateStudent .
?X ub:takesCourse <http://www.Department0.University0.edu/
GraduateCourse0> .
}
図 8.3: 書き換え前の LUBMクエリQ2
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX ub: <http://swat.cse.lehigh.edu/onto/univ-bench.owl#>
SELECT DISTINCT ?X
WHERE
{
?X rdf:type ub:Person .
?X ub:memberOf <http://www.Department0.University0.edu> .
}
図 8.4: 書き換え前の LUBMクエリQ8
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX ub: <http://swat.cse.lehigh.edu/onto/univ-bench.owl#>
SELECT DISTINCT ?X
WHERE
{
?X rdf:type ub:Publication .
?X ub:publicationAuthor <http://www.Department0.University0.edu/
AssistantProfessor0> .
}
図 8.5: 書き換え前の LUBMクエリQ5
クエリ書き換えによって実行時間が長くなった場合が少なくなかった原因とし
て，ひとつのクエリがクエリ書き換えによって複数のサブクエリに分割されて処
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理されたことで，それぞれのサブクエリの解決に対し課される制約が書き換え前
のクエリよりも少なくなり，各サブクエリの解決が増加したことが考えられる．
また，RDFストアごとにクエリ書き換えの実行時間への影響が異なった点につ
いては，RDFストアごとに採用しているインデックスの構造やクエリ解決の手法
が異なることが原因として考えられる．
すべてのRDFストアについて，クエリQ1, Q10が高速化されたことについては，
以下の 2点の要因がクエリ書き換えによる中間結果の減少の効果を大きくし，そ
れが解決時間の減少につながったことが原因として考えられる．
• 選択性が低く解決が多くなりやすい 2変数トリプルパターンが複数含まれて
いる点．
• 主変数に一般的なRDFデータでは主語リソースや目的語リソースに比べて
非常に種類数が少ない述語リソースが代入される点．
JenaによるクエリQ2, Q8の解決が高速化された理由としては，クエリQ2には?X
rdf:type ub:GraduateStudent .，クエリQ8には?X rdf:type ub:Person .と
いった，選択性が低く解決が多くなりやすいトリプルパターンが含まれており，ク
エリ書き換えによる中間結果の減少の効果が大きく表れたことが考えられる．ク
エリQ5にはクエリQ2やQ8に含まれているようなものほど選択性の低いトリプ
ルパターンが含まれておらず，中間結果の減少の効果を得られなかったと考える．
また，FROSTに実装しているDISTINCTキーワード，集約関数などの機能は
本研究で実装したものであり，実装の変更によって書き換えの前後のクエリの解
決にかかる時間が変化する可能性がある．
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8.2 枝刈り探索とコストベース書き換えの実験
クエリの形状と藤原ら [4]の手法で求めたコストによってクエリ書き換えの判断
をする手法について評価するために，一定の条件を満たしたクエリのみを書き換
えるよう設定した FROSTを用いて解決時間を測定する実験を行った．
8.2.1 実験方法
RDFベンチマークデータである BSBM4に対し，重複排除を必要とする 9個の
クエリを実行し，その実行時間を測定した．また，データセット生成時のパラ
メータである商品の数は 5000, 10000, 20000の 3種類とした．本研究では，こ
れらの 3種類のパラメータによって生成された BSBMデータを順に BSBM5000,
BSBM10000, BSBM20000と呼ぶ．さらに，これに加えて 8.1節の実験で用いた
LUBM10, LUBM20, LUBM50とそれらに対する 10個のクエリでも実験を行った．
これらのデータセットに対して検索を行い，それぞれのクエリ解決にかかった
時間を測定した．ただし，LUBMデータ, BSBMデータの生成時の乱数種は 0に
固定した．RDFストアは 7章に述べた機能を追加実装した FROST 1.1を用いた．
実験は以下の 3種類の条件下でそれぞれ行った．
• クエリ書き換え，枝刈り探索とも行わない． (既存手法)
• 常にクエリ書き換えと枝刈り探索によるクエリ解決を行う． (書き換え+枝
刈り)
• 後述する条件に当てはまるクエリのみ，クエリ書き換えと枝刈り探索による
クエリ解決を行う． (コストベース書き換え)
それぞれのクエリを解決する際，クエリ書き換えを行う条件を次の 2つの条件
のいずれか 1個以上にあてはまることと設定し，この条件に当てはまらないクエ
リは書き換えないこととした．
• 主変数が述語であるトリプルパターンが複数存在している．
• LUBMを対象とするクエリについては LUBM50, BSBMを対象とするクエ
リについてはBSBM20000を用いてコストを計算するとき，書き換え前のク
エリのコストが 101.5以上である．
これらの条件のうち 1個目の条件は 8.1節の実験結果を踏まえた条件である．2
個目の条件は，藤原らの方法によって計算されるコストは中間結果の件数の推定
値であるから，コストが大きいクエリは中間結果も大きく，クエリ書き換えによ
4http://wifo5-03.informatik.uni-mannheim.de/bizer/berlinsparqlbenchmark/spec/BenchmarkRules/
42
る高速化の効果が大きくなりやすいと予想されることに基づいている．この条件
の閾値はあらかじめ実験的に定めた．
また，LUBM, BSBMといった自動生成されるデータセットはパラメータの値
を変化させても生成されるデータの性質 (例えば，データ中に含まれるすべての
リソースに占める主語リソースの割合) はほとんど変わらない．したがって，複数
のクエリのコストを比較した際，その大小関係はパラメータの変化の影響を受け
にくい．LUBM50およびBSBM20000を用いて計算したコストをより小さいパラ
メータで生成したデータ (LUBM10, LUBM20, BSBM5000, BSBM10000) でも書
き換えの条件にしているのは，自動生成される LUBM, BSBMといったデータに
このような性質があるためである．
8.2.2 実験結果
BSBMデータのトリプル数，ファイルサイズ，各クエリの実行結果の件数をま
とめたものを表 8.5に示す．また，LUBMデータに対するクエリ解決時間の測定実
験の結果を表 8.6に示す．同様に，BSBMデータに対する実験結果を表 8.7に示す．
表 8.6および表 8.7には，クエリとデータセット，手法ごとの解決時間を示して
いる．タイムアウトとなった組み合わせは表中の実行時間に代えて「—」と表示
している．また，それぞれの表の上部にコストの常用対数の値，述語が主変数で
あるトリプルの有無を掲載している．さらに，コストベース書き換えの対象であ
るクエリについては，対応する欄に「対象」と示している．
8.2.3 考察
表 8.6の「書き換え+枝刈り」の結果を表 8.2の「書き換え」の結果と比較する
ことで，LUBM50について，10個中 7個のクエリについて，枝刈り探索がクエリ
書き換え後の解決を高速化したことがわかる．枝刈り探索によって重複排除のた
めの中間結果の件数が減少した結果，重複排除にかかる計算量が減少し，それが
クエリ解決の高速化につながったと考えられる．
一方で，LUBMクエリQ1, Q2, Q10については，枝刈り探索の処理を行わないほ
うが高速に解決できた．これらのクエリの内容を図 8.1，図 8.3，図 8.2にそれぞれ
示している．これらのクエリの共通点のひとつとして，すべてのトリプルパター
ンに主変数が含まれており，枝刈り探索が有効にはたらくために必要な主変数を
含まないトリプルパターンが存在していないという特徴があった．この特徴のた
め，枝刈り探索が有効にはたらかず，枝刈り探索時にかかるオーバヘッドが蓄積
した結果，このような結果となったと考えられる．クエリ書き換え後のサブクエ
リについて，すべてのトリプルパターンに主変数が含まれる場合，枝刈り探索を
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行わず通常のクエリ解決処理に切り替えることで，この問題が解決できる可能性
がある．
また，表 8.6の各手法の結果を比較することで，LUBM50について，10個中 7
個のクエリについて，コストベース書き換えによって「既存手法」と「書き換え+
枝刈り」のうち，より実行時間の短い手法を選択できたことがわかる．ただし，コ
ストベース書き換えによって選択された手法そのものと比較すると若干解決時間
が長くなる傾向にある．これはクエリの形状の判断とコストの計算によるオーバ
ヘッドのためだと考えられる．一方で，表 8.7の結果を見ると，LUBMデータと
同じ基準によるコストベース書き換えをBSBM20000にも適用した場合，2つの手
法のうちより実行時間の短い手法を選択できたのは 9個中 4個のクエリにとどまっ
た．このことから，これらの 2つの手法のうち最適なほうを選ぼうとする場合，ク
エリの形状とコストだけでなく，クエリに含まれているリソースについての情報
やRDFデータ中のリソースの分布，書き換え後のクエリのコストなど，より詳細
な情報が必要であると考えられる．
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第9章 結論と今後の課題
9.1 結論
本研究では，重複排除 (DISTINCTキーワード) を必要とするRDFクエリの高
速化のための SPARQLクエリ書き換えの手法と，書き換え後のクエリを効率的
に解決する手法を提案した．また，これに関連して，SPARQLクエリの意味論を
SPARQL代数によって形式化し，書き換え前後のクエリの等価性と計算量の上界
の低減を確かめることができた．
さらに，クエリの形状とコストを計算することで，クエリ書き換えとDISTINCT
キーワードに着目した枝刈り探索による解決時間の削減を推定するシステムを実
装した．
実験により，提案した手法によって重複排除を必要とするクエリの一部を高速
化できることが確認できた．しかしながら，書き換えが可能なすべてのクエリが
クエリ書き換えおよび枝刈り探索によって高速化されるわけではなく，クエリ書
き換えと従来手法のうちより効率的な処理を選択するためには，クエリの形状と
コストだけでなく，クエリに含まれているリソースについてやデータの分布など，
現状よりさらに詳細な情報が必要であることが示唆された．
9.2 今後の課題
今後の課題として，主に次の 4つの点が挙げられる．
より多くのクエリに対する書き換えと効率的な解決 本研究で提案したクエリ書き
換えは，5.1節に示した条件に当てはまるクエリのみを対象とした手法であ
る．より広範なクエリに対して適用できる書き換えや効率的な解決手法を開
発することで，これまで長すぎる解決時間のために SPARQLクエリを用い
ることができなかったタスクに SPARQLクエリを用いた手法を適用できる
可能性がある．
より多くの SPARQLクエリの意味論の形式化 より多くのクエリに対する書き換
えや新たな解決手法を開発するうえで，クエリの等価性を示すなどの応用の
ため，本研究で取り上げているよりも広い範囲の SPARQLクエリについて，
意味論の形式化が必要になると考えられる．
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効率的なクエリ解決手法の選択 8章に示した実験結果から，最適な解決手法の選
択のために，クエリの形状やコストだけでなく，RDFデータの分布やRDF
ストアのもつインデックスの性質などの情報も必要になる可能性が示唆され
た．手法の選択に利用する情報が増加した場合，書き換える条件を手動で設
定することが困難になると考えられる．したがって，これらの情報を利用し
て自動的に手法を選択するアルゴリズムの開発が必要であると考えられる．
RDFストアへの統計情報の蓄積 効率的なクエリ解決手法の選択のために，RDF
データに関する統計情報をRDFストアに蓄積して利用する手法の開発が必
要になると考えられる．
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付録
A 書き換え前後のLUBMクエリ
8章で用いたLUBM向けに作成した 10個のベンチマーククエリそれぞれに対し
て，書き換え前と書き換え後のクエリを掲載する．
• クエリ 1
　
# 書き換え前
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX ub: <http://swat.cse.lehigh.edu/onto/univ-bench.owl#>
SELECT DISTINCT ?Y
WHERE
{
?X ?Y ub:FullProfessor.
?Z ?Y ub:AssociateProfessor.
}
# 書き換え後
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX ub: <http://swat.cse.lehigh.edu/onto/univ-bench.owl#>
SELECT ?Y
WHERE
{
{
SELECT DISTINCT ?Y
WHERE {
?X ?Y <http://swat.cse.lehigh.edu/onto/univ-bench.owl#
FullProfessor> .
}
}
UNION
{
SELECT DISTINCT ?Y
WHERE {
?Z ?Y <http://swat.cse.lehigh.edu/onto/univ-bench.owl#
AssociateProfessor> .
}
}
}
GROUP BY (?Y )
HAVING ( COUNT(?Y) = 2 )
• クエリ 2
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# 書き換え前
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX ub: <http://swat.cse.lehigh.edu/onto/univ-bench.owl#>
SELECT DISTINCT ?X
WHERE
{
?X rdf:type ub:GraduateStudent .
?X ub:takesCourse <http://www.Department0.University0.edu/
GraduateCourse0> .
}
# 書き換え後
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX ub: <http://swat.cse.lehigh.edu/onto/univ-bench.owl#>
SELECT ?X WHERE
{
{
SELECT DISTINCT ?X
WHERE {
?X <http://www.w3.org/1999/02/22-rdf-syntax-ns#type> <http://
swat.cse.lehigh.edu/onto/univ-bench.owl#GraduateStudent> .
}
}
UNION
{
SELECT DISTINCT ?X
WHERE {
?X <http://swat.cse.lehigh.edu/onto/univ-bench.owl#takesCourse
> <http://www.Department0.University0.edu/GraduateCourse0> .
}
}
}
GROUP BY (?X )
HAVING ( COUNT(?X) = 2 )
• クエリ 3
　
# 書き換え前
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX ub: <http://swat.cse.lehigh.edu/onto/univ-bench.owl#>
SELECT DISTINCT ?X
WHERE
{
?X rdf:type ub:GraduateStudent .
?Y rdf:type ub:University .
?Z rdf:type ub:Department .
?X ub:memberOf ?Z .
?Z ub:subOrganizationOf ?Y .
?X ub:undergraduateDegreeFrom ?Y .
}
# 書き換え後
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX ub: <http://swat.cse.lehigh.edu/onto/univ-bench.owl#>
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SELECT ?X WHERE
{
{
SELECT DISTINCT ?X
WHERE {
?X <http://www.w3.org/1999/02/22-rdf-syntax-ns#type> <http://
swat.cse.lehigh.edu/onto/univ-bench.owl#GraduateStudent> .
}
}
UNION
{
SELECT DISTINCT ?X
WHERE {
?Z <http://www.w3.org/1999/02/22-rdf-syntax-ns#type> <http://
swat.cse.lehigh.edu/onto/univ-bench.owl#Department> .
?X <http://swat.cse.lehigh.edu/onto/univ-bench.owl#memberOf> ?
Z .
?Z <http://swat.cse.lehigh.edu/onto/univ-bench.owl#
subOrganizationOf> ?Y .
?Y <http://www.w3.org/1999/02/22-rdf-syntax-ns#type> <http://
swat.cse.lehigh.edu/onto/univ-bench.owl#University> .
}
}
UNION
{
SELECT DISTINCT ?X
WHERE {
?Y <http://www.w3.org/1999/02/22-rdf-syntax-ns#type> <http://
swat.cse.lehigh.edu/onto/univ-bench.owl#University> .
?X <http://swat.cse.lehigh.edu/onto/univ-bench.owl#
undergraduateDegreeFrom> ?Y .
?Z <http://swat.cse.lehigh.edu/onto/univ-bench.owl#
subOrganizationOf> ?Y .
?Z <http://www.w3.org/1999/02/22-rdf-syntax-ns#type> <http://
swat.cse.lehigh.edu/onto/univ-bench.owl#Department> .
}
}
}
GROUP BY (?X )
HAVING ( COUNT(?X) = 3 )
• クエリ 4
　
# 書き換え前
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX ub: <http://swat.cse.lehigh.edu/onto/univ-bench.owl#>
SELECT DISTINCT ?X
WHERE
{
?X rdf:type ub:GraduateStudent .
?X ub:memberOf ?Z .
?X ub:undergraduateDegreeFrom ?Y .
}
# 書き換え後
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX ub: <http://swat.cse.lehigh.edu/onto/univ-bench.owl#>
SELECT ?X WHERE
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{
{
SELECT DISTINCT ?X
WHERE {
?X <http://www.w3.org/1999/02/22-rdf-syntax-ns#type> <http://
swat.cse.lehigh.edu/onto/univ-bench.owl#GraduateStudent> .
}
}
UNION
{
SELECT DISTINCT ?X
WHERE {
?X <http://swat.cse.lehigh.edu/onto/univ-bench.owl#memberOf> ?
Z .
}
}
UNION
{
SELECT DISTINCT ?X
WHERE {
?X <http://swat.cse.lehigh.edu/onto/univ-bench.owl#
undergraduateDegreeFrom> ?Y .
}
}
}
GROUP BY (?X )
HAVING ( COUNT(?X) = 3 )
• クエリ 5
　
# 書き換え前
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX ub: <http://swat.cse.lehigh.edu/onto/univ-bench.owl#>
SELECT DISTINCT ?X
WHERE
{
?X rdf:type ub:Publication .
?X ub:publicationAuthor <http://www.Department0.University0.edu/
AssistantProfessor0> .
}
# 書き換え後
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX ub: <http://swat.cse.lehigh.edu/onto/univ-bench.owl#>
SELECT ?X WHERE
{
{
SELECT DISTINCT ?X
WHERE {
?X <http://www.w3.org/1999/02/22-rdf-syntax-ns#type> <http://
swat.cse.lehigh.edu/onto/univ-bench.owl#Publication> .
}
}
UNION
{
SELECT DISTINCT ?X
WHERE {
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?X <http://swat.cse.lehigh.edu/onto/univ-bench.owl#
publicationAuthor> <http://www.Department0.University0.edu/
AssistantProfessor0> .
}
}
}
GROUP BY (?X )
HAVING ( COUNT(?X) = 2 )
• クエリ 6
　
# 書き換え前
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX ub: <http://swat.cse.lehigh.edu/onto/univ-bench.owl#>
SELECT DISTINCT ?X
WHERE
{
?X rdf:type ub:Professor .
?X ub:worksFor <http://www.Department0.University0.edu> .
?X ub:name ?Y1 .
?X ub:emailAddress ?Y2 .
?X ub:telephone ?Y3 .
}
# 書き換え後
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX ub: <http://swat.cse.lehigh.edu/onto/univ-bench.owl#>
SELECT ?X WHERE
{
{
SELECT DISTINCT ?X
WHERE {
?X <http://www.w3.org/1999/02/22-rdf-syntax-ns#type> <http://
swat.cse.lehigh.edu/onto/univ-bench.owl#Professor> .
}
}
UNION
{
SELECT DISTINCT ?X
WHERE {
?X <http://swat.cse.lehigh.edu/onto/univ-bench.owl#worksFor> <
http://www.Department0.University0.edu> .
　　　　}
}
UNION
　　{
　　　　SELECT DISTINCT ?X
　　　 WHERE {
　　　　　　?X <http://swat.cse.lehigh.edu/onto/univ-bench.owl#name>
?Y1 .
　　　　}
　　}
　　UNION
　　{
　　　　SELECT DISTINCT ?X
　　　 WHERE {
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　　　　　　?X <http://swat.cse.lehigh.edu/onto/univ-bench.owl#
emailAddress> ?Y2 .
　　　　}
　　}
　　UNION
　　{
　　　　SELECT DISTINCT ?X
　　　　WHERE {
　　　　　　?X <http://swat.cse.lehigh.edu/onto/univ-bench.owl#
telephone> ?Y3 .
　　}
}
GROUP BY (?X )
HAVING ( COUNT(?X) = 5 )
• クエリ 7
　
# 書き換え前
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX ub: <http://swat.cse.lehigh.edu/onto/univ-bench.owl#>
SELECT DISTINCT ?X
WHERE
{
?X rdf:type ub:Student .
?X ub:advisor ?Y .
?X ub:takesCourse ?Z .
}
# 書き換え後
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX ub: <http://swat.cse.lehigh.edu/onto/univ-bench.owl#>
SELECT ?X WHERE
{
{
SELECT DISTINCT ?X
WHERE {
?X <http://www.w3.org/1999/02/22-rdf-syntax-ns#type> <http://
swat.cse.lehigh.edu/onto/univ-bench.owl#Student> .
}
}
UNION
{
SELECT DISTINCT ?X
WHERE {
?X <http://swat.cse.lehigh.edu/onto/univ-bench.owl#advisor> ?Y
.
}
}
UNION
{
SELECT DISTINCT ?X
WHERE {
?X <http://swat.cse.lehigh.edu/onto/univ-bench.owl#takesCourse
> ?Z .
}
}
}
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GROUP BY (?X )
HAVING ( COUNT(?X) = 3 )
• クエリ 8
　
# 書き換え前
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX ub: <http://swat.cse.lehigh.edu/onto/univ-bench.owl#>
SELECT DISTINCT ?X
WHERE
{
?X rdf:type ub:Person .
?X ub:memberOf <http://www.Department0.University0.edu> .
}
# 書き換え後
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX ub: <http://swat.cse.lehigh.edu/onto/univ-bench.owl#>
SELECT ?X WHERE
{
{
SELECT DISTINCT ?X
WHERE {
?X <http://www.w3.org/1999/02/22-rdf-syntax-ns#type> <http://
swat.cse.lehigh.edu/onto/univ-bench.owl#Person> .
}
}
UNION
{
SELECT DISTINCT ?X
WHERE {
?X <http://swat.cse.lehigh.edu/onto/univ-bench.owl#memberOf> <
http://www.Department0.University0.edu> .
}
}
}
GROUP BY (?X )
HAVING ( COUNT(?X) = 2 )
• クエリ 9
　
# 書き換え前
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX ub: <http://swat.cse.lehigh.edu/onto/univ-bench.owl#>
SELECT DISTINCT ?X
WHERE
{
?X rdf:type ub:Student .
?Y rdf:type ub:Department .
?X ub:memberOf ?Y .
?Y ub:subOrganizationOf <http://www.University0.edu> .
?X ub:emailAddress ?Z .
}
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# 書き換え後
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX ub: <http://swat.cse.lehigh.edu/onto/univ-bench.owl#>
SELECT ?X WHERE
{
{
SELECT DISTINCT ?X
WHERE {
?X <http://www.w3.org/1999/02/22-rdf-syntax-ns#type> <http://
swat.cse.lehigh.edu/onto/univ-bench.owl#Student> .
}
}
UNION
{
SELECT DISTINCT ?X
WHERE {
?Y <http://swat.cse.lehigh.edu/onto/univ-bench.owl#
subOrganizationOf> <http://www.University0.edu> .
?X <http://swat.cse.lehigh.edu/onto/univ-bench.owl#memberOf> ?
Y .
?Y <http://www.w3.org/1999/02/22-rdf-syntax-ns#type> <http://
swat.cse.lehigh.edu/onto/univ-bench.owl#Department> .
}
}
UNION
{
SELECT DISTINCT ?X
WHERE {
?X <http://swat.cse.lehigh.edu/onto/univ-bench.owl#
emailAddress> ?Z .
}
}
}
GROUP BY (?X )
HAVING ( COUNT(?X) = 3 )
• クエリ 10
　
# 書き換え前
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX ub: <http://swat.cse.lehigh.edu/onto/univ-bench.owl#>
SELECT DISTINCT ?P
WHERE
{
?X ?P ub:GraduateStudent .
?Y ?P ub:University .
?Z ?P ub:Department .
}
# 書き換え後
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX ub: <http://swat.cse.lehigh.edu/onto/univ-bench.owl#>
SELECT ?P WHERE
{
{
SELECT DISTINCT ?P
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WHERE {
?X ?P <http://swat.cse.lehigh.edu/onto/univ-bench.owl#
GraduateStudent> .
}
}
UNION
{
SELECT DISTINCT ?P
WHERE {
?Y ?P <http://swat.cse.lehigh.edu/onto/univ-bench.owl#
University> .
}
}
UNION
{
SELECT DISTINCT ?P
WHERE {
?Z ?P <http://swat.cse.lehigh.edu/onto/univ-bench.owl#
Department> .
}
}
}
GROUP BY (?P )
HAVING ( COUNT(?P) = 3 )
B 書き換え前後のBSBMクエリ
8章で用いた BSBM向けに作成した 9個のベンチマーククエリそれぞれに対し
て，書き換え前と書き換え後のクエリを掲載する．
• クエリ 1
　
# 書き換え前
prefix bsbm: <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/
vocabulary/>
prefix rev: <http://purl.org/stuff/rev#>
SELECT DISTINCT ?product
{
?productType a bsbm:ProductType .
?product a ?productType .
?product bsbm:producer ?producer .
}
# 書き換え後
prefix bsbm: <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/
vocabulary/>
prefix rev: <http://purl.org/stuff/rev#>
SELECT ?product
{
SELECT DISTINCT ?product
{
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?productType a bsbm:ProductType .
?product a ?productType .
}
UNION
SELECT DISTINCT ?product
{
?product bsbm:producer ?producer .
}
}
GROUP BY (?product)
HAVING (COUNT(?product) = 2)
• クエリ 2
　
# 書き換え前
prefix bsbm: <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/
vocabulary/>
SELECT DISTINCT ?feature
{
<http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/instances/
dataFromProducer1/Product1> bsbm:productFeature ?feature .
?otherProduct bsbm:productFeature ?feature .
}
# 書き換え後
prefix bsbm: <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/
vocabulary/>
SELECT ?feature
{
SELECT DISTINCT ?feature
{
<http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/instances/
dataFromProducer1/Product1> bsbm:productFeature ?feature .
}
UNION
SELECT DISTINCT ?feature
{
?otherProduct bsbm:productFeature ?feature .
}
}
GROUP BY (?feature)
HAVING (COUNT(?feature) = 2)
• クエリ 3
　
# 書き換え前
prefix bsbm: <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/
vocabulary/>
prefix rev: <http://purl.org/stuff/rev#>
SELECT DISTINCT ?review
{
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?review bsbm:reviewFor ?product .
?review rev:reviewer <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/
v01/instances/dataFromRatingSite1/Reviewer1> .
}
# 書き換え後
prefix bsbm: <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/
vocabulary/>
prefix rev: <http://purl.org/stuff/rev#>
SELECT ?review
{
SELECT DISTINCT ?review
{
?review bsbm:reviewFor ?product .
}
UNION
SELECT DISTINCT ?review
{
?review rev:reviewer <http://www4.wiwiss.fu-berlin.de/bizer/bsbm
/v01/instances/dataFromRatingSite1/Reviewer1> .
}
}
GROUP BY (?review)
HAVING (COUNT(?review) = 2)
• クエリ 4
　
# 書き換え前
prefix bsbm: <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/
vocabulary/>
prefix rev: <http://purl.org/stuff/rev#>
SELECT DISTINCT ?review
{
?product a <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/
instances/ProductType1> .
?review bsbm:reviewFor ?product .
?review rev:reviewer ?reviewer .
?reviewer bsbm:country ?country .
}
# 書き換え後
prefix bsbm: <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/
vocabulary/>
prefix rev: <http://purl.org/stuff/rev#>
SELECT ?review
{
SELECT DISTINCT ?review
{
?product a <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/
instances/ProductType1> .
?review bsbm:reviewFor ?product .
}
UNION
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SELECT DISTINCT ?review
{
?review rev:reviewer ?reviewer .
?reviewer bsbm:country ?country .
}
}
GROUP BY (?review)
HAVING (COUNT(?review) = 2)
• クエリ 5
　
# 書き換え前
prefix bsbm: <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/
vocabulary/>
SELECT DISTINCT ?product
{
?product a <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/
instances/ProductType1> .
?offer bsbm:product ?product .
?offer bsbm:vendor ?vendor .
?vendor bsbm:country ?country .
}
# 書き換え後
prefix bsbm: <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/
vocabulary/>
SELECT ?product
{
SELECT DISTINCT ?product
{
?product a <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/
instances/ProductType1> .
}
UNION
SELECT DISTINCT ?product
{
?offer bsbm:product ?product .
?offer bsbm:vendor ?vendor .
?vendor bsbm:country ?country .
}
}
GROUP BY (?product)
HAVING (COUNT(?product) = 2)
• クエリ 6
　
#書き換え前
prefix bsbm: <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/
vocabulary/>
SELECT DISTINCT ?offer
{
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?product a <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/
instances/ProductType1> .
?offer bsbm:product ?product .
?offer bsbm:vendor ?vendor .
?vendor bsbm:country ?country .
}
#書き換え後
prefix bsbm: <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/
vocabulary/>
SELECT ?offer
{
SELECT DISTINCT ?offer
{
?product a <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/
instances/ProductType1> .
?offer bsbm:product ?product .
}
UNION
SELECT DISTINCT ?offer
{
?offer bsbm:vendor ?vendor .
?vendor bsbm:country ?country .
}
}
GROUP BY (?offer)
HAVING (COUNT(?offer) = 2)
• クエリ 7
　
#書き換え前
prefix bsbm: <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/
vocabulary/>
SELECT DISTINCT ?vendor
{
?product a <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/
instances/ProductType1> .
?offer bsbm:product ?product .
?offer bsbm:vendor ?vendor .
?vendor bsbm:country ?country .
}
#書き換え後
prefix bsbm: <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/
vocabulary/>
SELECT ?vendor
{
SELECT DISTINCT ?vendor
{
?product a <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/
instances/ProductType1> .
?offer bsbm:product ?product .
?offer bsbm:vendor ?vendor .
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}
UNION
SELECT DISTINCT ?vendor
{
?vendor bsbm:country ?country .
}
}
GROUP BY (?vendor)
HAVING (COUNT(?vendor) = 2)
• クエリ 8
　
#書き換え前
SELECT DISTINCT ?predicate
{
?product ?predicate <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/
v01/instances/ProductType1> .
?review ?predicate <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01
/instances/dataFromRatingSite1/Reviewer1> .
}
#書き換え後
SELECT ?predicate
{
SELECT DISTINCT ?predicate
{
?product ?predicate <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/
v01/instances/ProductType1> .
}
UNION
SELECT DISTINCT ?predicate
{
?product ?predicate <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/
v01/instances/ProductType1> .
}
}
GROUP BY (?predicate)
HAVING (COUNT(?predicate) = 2)
• クエリ 9
　
#書き換え前
prefix bsbm: <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/
vocabulary/>
SELECT DISTINCT ?product
{
?product a <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/
instances/ProductType1> .
?offer bsbm:product ?product .
}
#書き換え後
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prefix bsbm: <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/
vocabulary/>
SELECT ?product
{
SELECT DISTINCT ?product
{
?product a <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/
instances/ProductType1> .
}
UNION
SELECT DISTINCT ?product
{
?offer bsbm:product ?product .
}
}
GROUP BY (?product)
HAVING (COUNT(?product) = 2)
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