Abstract This paper is concerned with the state-feedback guaranteed cost controller design for a class of networked control systems (NCSs) with state-delay. A new model of the NCSs is provided under consideration of the network-induced delay. A sufficient condition for the existence of a guaranteed cost controller for NCSs is presented by a set of linear matrix inequalities(LMIs). A method, which can transform non-convex to the convex, is applied. Accordingly, a numerical algorithm is proposed to obtain the lower bound. Theoretical analysis through an example shows the effectiveness of the method.
Introduction
The networked control systems(NCSs) have recently been studied by more and more researchers since their low cost, reduced weight and power requirements, simple installation and maintenance and high reliability [1, 2] . In an NCS, one of the important issues to treat is the effect of the network-induced delay on the system performance. For the NCSs with different scheduling protocols, the networkinduced delay may be constant, time-varying, or even random variable [3] . The guaranteed cost control of uncertain systems was first put forward by [4] and studied by a lot of researchers, which is to design a controller to robustly stabilize the uncertain system and guarantee an adequate level of performance. The guaranteed cost control approach has recently been extended to the uncertain time-delay systems, for the state feedback cases, see [5∼7] ; for the output feedback case, see [8] .
In this paper, the author s intention is to design a guaranteed cost controller based on the network delay for a class of uncertain time-delay. Sufficient condition for the existence of a guaranteed cost state-feedback controller is established in terms of matrix inequalities. At the same time, the maximum allowable value τmax of the networkinduced and guaranteed cost bound are obtained and the guaranteed cost control strategy is proven by a numerical example.
The remainder of this paper is organized as follows: Section 2 describes the problem formulation. In Section 3, details of the modeling of networked control systems are discussed. Section 4 obtains the guaranteed cost controller design and illuminates the method which switches a nonconvex problem to a convex. Section 5 introduces a numerical example. Section 6 presents conclusions.
Problem formulation
Consider a class of linear uncertain system with timedelay in the state described by the following equations 8 < : 
where D, E, E d , E b are known constant real matrices of appropriate dimensions that represent the structure of uncertainties, and F (t) ∈ R i×j is an uncertain matrix function with Lebesgue measurable elements and satisfies
in which I denotes the identity matrix of appropriate dimension. Associated with system (1) is the cost function
where Q and R are given positive-definite symmetric matrices. Definition [9] . For the uncertain system (1), if there exist a control law u * (t) and a positive scalar J * such that for all admissible uncertainties the closed-loop system is stable and the closed-loop value of the cost function (4) satisfies J ≤ J * , then J * is said to be a guaranteed cost and u * (t) is said to be a guaranteed cost control law for the uncertain system (1).
The objective of this paper is to develop a procedure for designing a memoryless state feedback guaranteed cost control law
for the linear uncertain time-delay system (1).
Modeling of networked control systems
In an NCS, suppose that the sensor is clock-driven, the controller and actuator are event-driven and the data is transmitted with a single-packet. Then the real input u(t) realized through zero-order hold in (1) is a piecewise constant function. Furthermore, if we consider the effect of the network-induced delay and network packet dropout on the NCSs, then the real control system (1) with (5) can be rewritten as 8 < :
where h is the sampling period, i k (k = 1, 2, · · · ) are some integers and {i1, i2, · · · } ⊆ {1, 2, · · · }, τ k is the time delay, which denotes the time from the instant i k h when the sensor nodes sample sensor data from a plant to the instant when actuators transfer data to the plant. Obviously,
According to (2), system (6) can be rewritten as the following equivalent form
and (4) can be rewritten as
Main results
The following Lemmas will be used. Lemma 1. For any vectors a, b and positive-definite matrix X, there exists
Lemma 2. Given appropriate dimension matrices D, E and symmetric Y , the matrix inequality
holds for all F satisfying F T F ≤ I if and only if there exists a constant ε > 0 such that
First we present a sufficient condition for the existence of memoryless state feedback guaranteed cost control laws for an uncertain time-delay system.
is a guaranteed cost controller if there exist symmetric positivedefinite matrices P > 0, S > 0, T > 0, and appropriate dimension matrices X, Y, Ni(i = 1, 2, 3, 4), and a scalar ε > 0 for any given scalars τ, ρi(i = 2, 3, 4), and matrices Q > 0, R > 0 such that (9) holds. At the same time the guaranteed cost J * satisfies (11).
where
Proof. Construct a Lyapunov functional as
x (α)dα = 0 and by (7), one can see that any arbitrary matrices Ni, Mi(i = 1, 2, 3, 4) of appropriate dimensions satisfy
Taking the time derivative of V (t) for t ∈ [i k h + τ k , i k+1 h + τ k+1 ), and using (13) and (14) yields 
From (10) it can be seen that when
Using Lemma 1, we can show that
Combining (15), (16) and (17), we obtain
Using Lemma 2, we obtain
In the sequel, by using Schur complement and defining: 1, 2, 3, 4) , and pre-, postmultiplying both sides with diag(X X X X X I I I) and its transpose, we have (19) ⇔ Ω < 0, thus proof of V (t) < 0.
From (18) we can see
integrating (20) from i k h + τ k to i k+1 h + τ k+1 , and using
, V (∞) = 0 then we get the (11). Thus we complete the proof of Theorem 1.
Given d, in order to obtain a controller u(t) = Y X −T x(t), which achieves the least guaranteed cost value J * , we have to solve the following minimization problem
However, it is noted that the terms J1, J2, J3 are not convex functions of X and P , S, T . As a result, unfortunately, we can not find in general the global minimum of the above minimization problem using a convex optimization algorithm [10] . However if we can afford more computational efforts, we can obtain a guaranteed cost controller achieving a suboptimal guaranteed cost, say J * so , using an iterative algorithm presented in [11] .
In the sequel, let us derive the upper bounds on the cost functions J1, J2, J3. Before starting the problem, let us define matrix values Π1, Π2, Π3, such that
To derive the upper bound on J1, let us introduce a new variable Λ = Λ T such that
By Schur complement, (24) is equivalent to
By introducing new values M,P , the condition (25) can be replaced by
Assuming (26), we can conclude that the following inequality holds
To derive the upper bound on J2, let us introduce a new variable Π = Π T such that
By Schur complement, (28) is equivalent to
By introducing a new valueS, the condition (29) can be replaced by
Assuming (30), we can conclude that the following inequality holds
To derive the upper bound on J3, let us introduce a new variable Ξ = Ξ T such that
By Schur complement, (32) is equivalent to
By introducing a new valueT , the condition (33) can be replaced by
Assuming (34), we can conclude that the following inequality holds
For some constant J, assume tr(Π1Λ) + tr(Π2Π ) + tr(Π3Ξ ) < J
Combining these facts, we can construct a feasibility problem as follows 
Given d and J, if the above problem has a solution, we can say that there exists a controller u(t) = Y X −T x(t) which guarantees the cost function (4) is less than J * . Note that the conditions (26) (30) (34) still include nonlinear condition, eg.P = P −1 . However, using the idea in a cone complementary linearization algorithm [11] , the above feasibility problem can be solved iteratively. Now, we suggest the following nonlinear minimization problem involving LMI conditions instead of the original non-convex minimization problem in (21) Minimize tr( PP + SS + TT + XM)
If the solution of the above minimization problem is 4n, that is, tr( PP + SS + TT + XM) = 4n [11] , we can say from Theorem1 that the system (6) with the controller
is uniformly asymptotically stable with the guaranteed cost J * . Although it is still impossible to always find the globally optimal solution, the proposed nonlinear optimization problem is easier to solve than the original non-convex minimization problem in (21). Actually, utilizing the linearization method in [11] , we can easily find a suboptimal minimum of the guaranteed cost using an iterative algorithm presented in the following.
Algorithm.
Step 1. Choose a sufficiently large initial J such that there exists a feasible solution in (38). Set Jso = J.
Step 2. Find a feasible set ( P0,P0, S0,S0, T0,T0, X0, M0) satisfying LMIs in (38). Set k=1.
Step 3. Solve the following LMI problem for the variables ( P ,P , S,S, T ,T , X, M):
Step 4. If the condition (24), (28) and (32) are all satisfied, then set Jso = J and return to Step 2 after decreasing J to some extent. If the condition (24), (28) and (32) are not satisfied within a specified number of iterations, say kmax, then exit. Otherwise set k = k + 1 and go to Step 3.
Numerical example
Example. Consider the following uncertain time-delay system:
x (t) = and F 2 (t) ≤ 1. We consider the cost function (11), set Q = 0.5I, R = 0.1, ρ2 = 2, ρ3 = 3, ρ4 = 4 and use the algorithm in the above, then obtain Table 1 with d given.
From Table 1 : when d declines a little, the maximum allowable value τmax of the network-induced increases a lot, even so, the system will be asymptotically stable as before. Accordingly, the value Jso drops a lot. Of course, we can give Q, R, ρ2, ρ3, ρ4 other values, relative τmax, Jso, K will be obtained respectively. 
Conclusion
In this paper, we firstly model NCSs with network delay for a class of uncertain time-delay systems. Based on the model, a guaranteed cost controller design is presented and a sufficient condition for the existence of a guaranteed cost state-feedback for a class of uncertain time-delay systems is given and an algorithm involving a convex optimization is applied to construct a controller with a suboptimal guaranteed cost such that the system can be stabilized for all admissible uncertainties. At the same time a simulated example is given to show the effectiveness of the algorithm.
