A statistical technique for estimating the characteristics of consumer behavior by Jacobs, Edgar Max
Retrospective Theses and Dissertations Iowa State University Capstones, Theses andDissertations
1954
A statistical technique for estimating the
characteristics of consumer behavior
Edgar Max Jacobs
Iowa State College
Follow this and additional works at: https://lib.dr.iastate.edu/rtd
Part of the Statistics and Probability Commons
This Dissertation is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University
Digital Repository. It has been accepted for inclusion in Retrospective Theses and Dissertations by an authorized administrator of Iowa State University
Digital Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
Jacobs, Edgar Max, "A statistical technique for estimating the characteristics of consumer behavior " (1954). Retrospective Theses and
Dissertations. 12881.
https://lib.dr.iastate.edu/rtd/12881
INFORMATION TO USERS 
This manuscript has been reproduced from the microfilm master UMI films 
the text directly from the original or copy submitted. Thus, some thesis and 
dissertation copies are in typewriter face, while others may be from any type of 
computer printer. 
The quality of this reproduction is dependent upon the quality of the 
copy submitted. Broken or indistinct print, colored or poor quality illustrations 
and photographs, print bleedthrough, substandard margins, and improper 
alignment can adversely affect reproduction. 
In the unlikely event that the author did not send UMI a complete manuscript 
and there are missing pages, these will be noted. Also, if unauthorized 
copyright material had to be removed, a note will indicate the deletion. 
Oversize materials (e.g., maps, drawings, charts) are reproduced by 
sectioning the original, beginning at the upper left-hand corner and continuing 
from left to right in equal sections with small overlaps. 
ProQuest Information and Learning 
300 North Zeeb Road, Ann Arbor, Ml 48106-1346 USA 
800-521-0600 

NOTE TO USERS 
This reproduction is tlie best copy available. 
UMI 

A STATISTICAL TECHNIQUE FOR ESTIMATING THE 
CHARACTERISTICS OF CONSUMER BEHAVIOR 
by 
Edgar Max Jacobs 
A Dissertation Submitted to the 
Graduate Facility in Partial Fulfillment of 
The Requirements for the Degree of 
DOCTOR OF PHILOSOPHY 
Major Subject: Statistics 
Approved: 
In Charge of Major Work 
Head of Major i)epartment 
Dean of uraduate (Jollege 
Iowa State College 
1954 
Signature was redacted for privacy.
Signature was redacted for privacy.
Signature was redacted for privacy.
UMI Number: DP11943 
® 
UMI 
UMI Microform DP11943 
Copyright 2005 by ProQuest Information and Learning Company. 
All rights reserved. This microform edition is protected against 
unauthorized copying under Title 17, United States Code. 
ProQuest Information and Learning Company 
300 North Zeeb Road 
P.O. Box 1346 
Ann Arbor, Ml 48106-1346 
ii 
TABLE OF CONTENTS 
Page 
I. INTRODUCTION 1 
n. REVIEW OF LITERATURE 3 
m. ECONOMIC AND STATISTICAL THEORY II 
A. Development of the Mathematical Model 11 
B. Identification of the Structural Equations 16 
C. Statistical Estimation of the Unknown 
Parameters 20 
D. Use of the Estimated Relationships 30 
rV. EXAMPLE OF THIS TECHNIQUE 40 
A. Method Used to Obtain Data 40 
B. Computations and Re stilts 48 
C. Evaluation of Empirical Resvilts 64 
V. DISCUSSION AND SUGGESTIONS FOR FURTHER 
STUDY 76 
VI. ACKNOWLEDGEMENTS 81 
VII. APPENDICES 82 
Appendix A. Development of Variance Formulas 83 
Appendix B. Data 90 
TU406 
1 
I. INTRODUCTION 
Econometrics may be defined as that science in which mathematics 
and statistics are used to provide answers to economic problems. The 
main purpose of econometric research is to estimate structural 
parameters of economic relationships formulated through the use of 
mathematical economics or to determine objectively if a particular 
economic variate is approximately dependent in a specified manner 
upon certain sets of economic variables. The estimation of parameters 
in specified production ftinctions is an example of econometrics used for 
the first purpose. An example of econometrics used for the second pur­
pose is an objective analysis to determine if the supply fvinction of a 
particular commodity may be approximated by a linear fixnction of the 
quantity of the commodity, the price of the commodity, and the cost of 
producing the commodity. 
The specific purpose of this thesis is to present a statistical tech­
nique for examining the classical theory of consumer choice as given 
by J. R. Hicks in Value and Capital. The empirical results of an in­
vestigation using this technique are also presented. Since this disserta­
tion consists of a relatively comprehensive method for examining the 
theory of consimier choice, it involves both general purposes of econo­
metric research. Part of the development is mainly for the sake of 
estimation emd description, and the other part deals largely with a 
verification of the mathematical model. Unforttinately this dichotomy 
is not perfect and the author has not attempted to keep both parts 
2 
separated. 
The novelty of the statistical technique resxilts from the assumption 
that the marginal rate of substitution between two goods may be approxi­
mated by a linear function of time lagged real expenditure for consumer 
goods and the current quantities of consumption good purchased. Using 
the necessary condition for consumer equilibrixim, a mathematical model 
is developed on the basis of the above assumption. After considering 
the important question of identification, the statistical estimators of the 
unknown parameters in the model are determined by using the principle 
of maximum likelihood. Variance formulas for these estimators are 
obtained and exact or approximate distribution functions for the estima­
tors are given. Techniques for estimating important functions and con­
stants in the theory of consumer choice are given and methods for 
evaluating the theoretical assumptions of the model are presented. All 
well known economic and statistical developments are not presented in 
the text, but adequate reference is given to these when necessary. 
Since empirical results which follow from ajo. econometric technique 
are of utmost interest, the author has included his investigation of Iowa 
farmers who are members of the Iowa Farm Business Association. A 
complete discussion of the data used in this investigation is given be­
cause this is of basic importance in the evaluation of the empirical 
results and the econometric technique. Basic quantities in the computa­
tional scheme are presented along with the empirical results. A 
critical evalxiation of these empirical findings and the overall econo­
metric technique is given. Suggestions for further empirical work are 
also presented. 
3 
n. REVIEW OF LITERATURE 
There are many examples of the application of econometric methods 
in the literature and these are concentrated in the areas of the estima­
tion of supply f\mctions, demand functions, cost functions, production 
fimctions, utility and related functions, static models of the total 
economy, and dynamic models of the total economy. The recent progress 
of statistical methodology as applied to econometrics has rendered many 
of the initial econometric investigations inadequate. The initial econo­
metric investigations consisted basically of the application of classical 
least square regression analysis to sets of data with little regard for 
the applicability of the technique or for the economic meaning of the 
resulting regression lines. ^ 
The increased attention given to the foxindations of econometric 
techniques during the last twenty years has resulted in the establish­
ment of at least two schools of thought. The first of these is the Cowles 
Commission for Research in Economics and the second may be referred 
to as Wold's School. 
The Cowles Commission approach deals with a system of equations 
which are referred to as structural equations. The structural equations 
describe either part or all of the economy and contain two types of 
variables: the endogenous or jointly determined variables are those 
^Gerhard Tintner. Econometrics. New York, John Wiley and Sons, 
Inc. 1952. pp. 36-75. 
4 
variables whose values are determined by the system and the exogenous 
or predetermined variables are those whose values are not determined 
by the structural equations but which are influential in determining the 
values of the endogenous variables. The important characteristic of the 
Cowles Commission approach is the association of each equation of the 
structural set with an economically significant relationship and this is 
known as the identification of the equations. If all the equations of the 
structural set are identified, then the estimation of the parameters in 
these equations leads to the mathematical description of either part or 
all of the economy, to the testing of economic theorems, and to the pre­
diction of the values of the endogenous variables under hypothetical 
changes in the conditions of the economy. The first systematic discus­
sion of the identification problem was given by Ragnar Frisch in 1938. 
The work of Tjalling Koopmaims, Herman Rubin, R. Leipnik and other 
members of the Cowles Commission has extended the ideas of identifica­
tion to general systems of linear equations which has greatly assisted in 
2 the theoretical solution of many types of economic problems. 
A great shortcoming of the discussions of identification given in the 
literature is that they are limited to linear systems of equations. Systems 
of equations which are linear in the variables often serve as appropriate 
approximations, but sometimes non-linear equations cannot be avoided. 
Suggestions for the identification of non-linear equations have been 
3 given, but as yet there are no formal solutions to this problem. 
2 Tjalling C. Koopmanns. Statistical inference in dynamic economic 
models. New York, John Wiley and Sons, Inc. 1950. pp. 69-110. 
3 Wm. C. Hood and Tjalling C. Koopmanns. Studies in econometric 
method. New York, John Wiley and Sons, Inc. 1953. pp. 210-212. 
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The school of thought referred to as Wold's school reached its 
recognition by many econometricians when Wold's book Demand Analysis 
was pixblished. The technique suggested here is basically that of tradi­
tional least sqviares regression analysis and the novel feature of the 
approach is the theoretical explanation of the existence and meaning of 
the regression functions. Wold's system consists of a set of linear 
regression eqtiations and each equation has two types of variables: 
the regressant or dependent variable and the regressors or independent 
variables. The variables in each equation are determined aind classi­
fied on the basis of economic causality. The regressant or dependent 
variable in each equation is related to those variables which may be 
classified on the basis of economic theory as cause variables. A set 
of linear regression equations may be generated and the unique charac­
teristic of this set is the fact that the coefficient matrix of the con­
temporaneous variables is triangxilar. This establishes an economic 
4 
ordering of all the variables in the system. The whole approach 
seems to be custom built for prediction purposes and the empirical 
results presented in Demand Analysis indicate that accurate predic-
5 tions may be obtained. 
The problem of establishing relationships of economic causality 
among variables may be very difficult for certain types of econometric 
investigations. The fact that the equations obtained may not be the 
classifical equations of theoretical economic analysis leads to a limita­
tion of Wold's approach since the aspects of description and testing 
Herman Wold. Demand ansilysis. New York, John Wiley and Sons, 
Inc. 1953. pp. 28-60. 
^Ibid., pp. 307-312. 
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economic theorems are frequently the direct resxilt of traditional economic 
theory. 
Whenever one is engaged in an econometric investigation, he is obliged 
to choose a philosophy of approach. This author feels that this choice 
is highly dependent upon the purpose of the investigation and has there­
fore given a brief account of two of the currently accepted schools of 
thought. Since this investigation is basically of the descriptive type, etnd 
it is important to associate each equation with an economic concept, the 
approach of the Cowles Commission seems appropriate. The area of 
consumer choice seems to be one to which Wold's approach is not appli­
cable. I; is very difficult to hypothesize an ordering of the consumer's 
decisions concerning the quantities of the various commodities he will 
purchase and if the above were possible, it is likely that the resiilting 
system of equations would not be of the form presented in classical 
economic theory. 
When attempting to set up the structural equations for the Cowles 
Commission approach, one must rely upon the pure economic descrip­
tion of the situation. One of the best modern presentations of the classi­
cal theory of consumer behavior is given by J. R. Hicks in his book 
Value and Capital. ^  Some additional economic considerations to this 
subject may be found in James S. Duesenberry's book Income, Saving 
7 
and the Theory Consxmier Behavior. 
J. R. Hicks. Value and capital. London, Oxford University Press. 
1950. pp. 305-313. 
7 James S. Duesenbcrry, Income, saving and the theory of consumer 
behavior .  Cambridge,  Harvard Universi ty  Press .  1949.  pp.  17-39.  
7 
This author's M. S. thesis is a pilot study of the use of a linear func­
tion of the quantities as an approximation to the marginal rate of substi-
8 tution. In this thesis the statistical theory for the estimation of the 
unknown parameters in the model and their corresponding standard errors 
was developed for the case of two commodities. A large amount of 
empirical work was completed and this indicated that such an approxima­
tion was fairly accurate. Price and income elasticities were also com­
puted and these were in agreement with the accepted ranges for these 
quantities. This investigation therefore suggested that the approach 
was promising and that generalizations involving more commodities 
would be worthwhile. 
A great deal of work has been done in the area of the statistical es­
timation of basic constants and functions related to consumer behavior. 
These efforts may be classified into three groups: the estimation of 
demand functions and price elasticities, the estimation of Engel curves 
and income elasticities, and the estimation of utility functions. 
The classical work in the area of the estimation of demand fimctions 
9 
and price elasticities is due to Henry Schxiltz. In addition to a rela­
tively complete mathematical development of the theory of consumer de­
mand, Schultz presented many statistical techniques and empirical 
results. His main tool was the use of the classical method of least 
squares to functions which were linear in the logarithms of the variables. 
g- ^ 
E. M. Jacobs. A set of maximum likelihood estimates of the mar­
ginal rate of substitution. Unpublished M. S. Thesis. Ames, Iowa, Iowa 
State College Library. 1953. 
9 Henry Schultz. The theory and measurement of demand. Chicago, 
The University of Chicago Press. 1938. 
8 
Under this scheme the coefficients of the variables are price and income 
elasticities. Schultz derived statistical demand functions for many basic 
agricultural products in the United States and also completed several 
investigations in the area of related consumer demands. Many of the 
empirical results obtained by Schultz may still be considered adequate 
for some purposes and his theoretical discussions serve as one of the 
main sources of methodology in the estimation of demand functions, 
A spectacular effort in the area of the measurement of consumer 
expenditure and behavior is about to be completed by Richard Stone and 
10 D. A. Rowe. Their results will be published in two volimaes and 
at present only the first volume is available. In addition to a tremen­
dous amount of empirical work, a fairly complete discussion of the 
theoretical foundations of the model construction and estimation tech­
niques is given. The approach used, in this investigation is basically 
the application of least squares regression to first differences of the 
variates. Considerable attention is given to the accurate determina­
tion of the raw data. The first volume is devoted almost entirely to the 
area of foods and the analysis is applied to over thirty different food 
groups as well as to food as an aggregate. The results of basic inter­
est consist of income elasticities, price elasticities, and a few cross 
elasticities. Several of these results may be used for comparison 
with those obtained by this author. 
Richard Stone. The measurement of consumers' expenditure and 
beliavior in the United Kingdom. Vol. I. Cambridge, Cambridge 
University Press. 1954. 
9 
One of the most comprehensive investigations in the area of Engel 
11 
curves was completed by R. G. D. Allen and A. L. Bowley. They 
presented a theoretical development of the derivation of linear Engel 
curves and also obtained empirical results for many consumption items. 
Their cuialysis was applied to budget data for different homogeneous 
groups of consumers in thirteen different coimtries and consisted basi­
cally of the use of least squares regression. Their empirical income 
elasticities for 269 New York farmers in 1928 and 1929 are of parti-
ciilar interest and will be used in comparison with this author's empiri­
cal findings. 
A very interesting method for estimating utility ftinctions was pre-
12 
sented by Abraham Wald in 1938. Since the knowledge of indifference 
surfaces gives rise to knowledge of all the characteristics of consxmier 
behavior, the direct estimation of utility ftmctions is of great practical 
importance. Wald's technique is subject to the conditions that the 
individuals considered have the same scale of preferences and that the 
Engel curves may be approximated by linear functions. Under these 
assumptions the indifference surfaces can be described by an indicator 
of the second degree. Wald's procedure consists basically of the 
estimation of linear Engel curves and then using the constants in these 
functions to obtain the constants in the qviadratic indicator. The acces­
sibility of fairly accurate expenditure data for individual consumer units 
G. D. Allen and A. L. Bowley. Family expenditure. London, 
P. S. King and Son, Ltd. 1935. 
12 Abraham Wald. The approximate determination of indifference 
surfaces by means of Engel curves. Econometrica, vol. 8 (1940). 
pp. 44-175. 
10 
and the mathematical simplicity of the procedure makes this technique 
one of great practical importance. Professor J. A. Nordin has used 
Wald's technique to obtain an approximate estimate of a utility function 
13 involving the two generalized commodities, food and non-food. This 
author has also used Wald's technique to obtain an estimate of an utility 
function and this result is presented in this thesis. 
— 
Tintner, _og. cU., p. 60. 
11 
ni. ECONOMIC AND STATISTICAL THEORY 
A. Development of the Mathematical Model 
The classical development of the theory of subjective value is based 
upon the concept of a utility function or a scale of preference. Let as­
sume that we are dealing with an atomistic society of consumer units and 
til that all of these consumer units have the same utility function. The i 
consumer unit has a given sum of money available for expenditure on 
til 
consumption goods in the t time period and suppose he has the oppor­
tunity for spending this money on n different commodities. Under the 
assumption of competitive buying of these consumption goods at the 
market place, the prices of these goods within any time period are es­
tablished at the inarket place Eind are fixed as far as the individual con­
sumer units are concerned. 
The value of the utility function for a given consumer wait and time 
period is an indicator of the satisfaction that the consumer unit receives 
by purchasing its particular combination of commodities in that time 
period. It is therefore usually assumed that the utility function is depend­
ent upon the quantities of the goods purchased. However, as James 
Duesenberry has pointed out, consxmier behavior in a given time period 
is greatly dependent upon his experience in previous time periods. ^ 
Assuming that a function of the real value of consumption expenditure 
in a given time period gives an approximate measure of the satisfaction 
Duesenberry, op. cit., pp. 22-25. 
12 
in that time period, it will be postulated that the value of the utility func­
tion for a given consumer unit and time period is dependent upon the 
quantities of the goods purchased in that time period and the real value 
of consumption expenditure in the preceding time period. 
The equilibriiim conditions for an individual consumer in a static 
economy can be developed which are mdependent of a theory of measur­
able utility or satisfaction. Of basic importance in this development is 
the concept of the marginal rate of substitution between two commodities. 
The marginal rate of substitution of X for Y is that quantity of Y which 
would just compensate the consximer unit for the loss of a marginal imit 
of X, and this will be denoted by MRS (X for Y). ^ 
til Let pjj., p2j» .. • . Pj^^ be the prices of the n commodities in the t 
time period; ...» he the amounts of the n commodities 
tlx til purchased by the i consumer unit in the t time period; and y^j be the 
money expenditure for consumption goods by the i'^ consimaer in the t'^ 
time period. Under the assumption that the i'^ consumer unit attempts 
th to maximize the value of its utility function in the t time period subject 
to the condition that its consumption expenditure is y^|^» the conditions 
for equilibriimi are the marginal rate of substitution between any two 
commodities equals the price ratio of these commodities and the consumer 
3 
unit devotes all of his constimption expenditure on the n commodities. 
It is convenient to consider one particular commodity as a standard of 
le 
T, 
/ 4^ 
valu and this commodity is often referred to as the numerate. This 
Hicks, op. cit., p. 20. 
^Ibid., p. 306. 
4 Ibid., p. 58. 
13 
consideration leads to the following mathematical statement of the above 
th '' 
conditions when the n commodity is considered the numeraire, 
MRS for -Pjt^Pnt ~ ^ 
The purpose of this thesis is to establish if the individual consumer 
unit marginal rate of substitution between any commodity and the 
nvimeraire may be approximated by a linear function of the quantities 
of all the commodities purchased in a given time period and the real 
consumption expenditure of the previous time period. The mathematical 
representation of this idea is 
MRS (Xj^j for x^^j) =bjQ + a^jXj^. + aj2X2ti + • • • + ^jn^nti ^jl^ti ' ®jti' 
where the a's and b's are unknown constants, is tbe real consumption 
expenditure of the preceding time period, and s... is an error term re-Jtl 
suiting from the fact that the true MRS is probably not 
linear and that certain variables, such as size of household and age of 
household members, which affect the MRS *nti' included 
in the equation. The above representation may be justified on the basis 
of a Taylor Series expansion of MRS for order to estab­
lish the validity of this expression, the consumption habits of individual 
consumer units must be examined to determine if their ma'j ginal rates 
of substitution can be approximated by the above linear form. Assuming 
that consumer vmits attempt to maximize their satisfaction through their 
purchases in a given time period, the following system of equations is 
14 
appropriate: 
''lO + + ^l^za * ••• * ®ln='nti - Plt'Pnt = 'iti • 
••zo ^El*Ui •*• ^22*2ti + • • • + ^2n*ntl * ''2l"ti " fZt'Pnt ' 'zti " 
•'mO + + ^^Z'-Zti +••••' ^ mn^ntl + " Pmt/Pnt = 'mti • 
Plt^Ui '2t=2ti + • • • + Pnt'=ntl " Vo = O-
where m =n-l. There are error terms in the first n-1 equations, but 
til there is no error term in the n equation since it is an identity. It 
will be assumed that these errors are sxibject to a n-1 dimensional 
multivariate normal distribution with mean vector 0 and variance-
covariance matrix F. 
A simpliciation of the above model may be arrived at by considering 
a different set of variables. Let 
==jt =V^nt (j =1 ... m), 
^nti ~ ^ti^^nt 
After making the above substitutions, the original system of equations 
reduces to the following simplified form; 
15 
b i o  ^  ^ l l * l t i  ^ 1 2 * 2 t i  +  •  •  •  +  ^ I n ' ^ n t i  " * •  ^ l l ^ t i  '  ^I t  ' ^ I t i  '  
^20 ^-Zl^lti •*• ^22^2ti + • • • + ^2n*nti ^21^ti " ^2t "'^2ti ' 
b  A  +  a  , x , . .  +  a  , x , ^ .  +  . . . + a  x . . + b  , w . , - z  . = £  . ,  ,  
mO ml Iti m2 2ti mn nti ml ti mt mti 
Zi ..*1 i.- + + ...+Z .X ..+x.. - z.. =0. I t  I t i  2 t  2 t i  m t  m t i  n t i  n t i  
The mathematical notation will be considerably simplified if matrix 
notation is used. Therefore let 
A = 
^11 
'21 
'ml 
12 
'22 
m2 
Im 
2m 
. . a 
mm 
B' s 
C = 
X' = 
ti 
W f .  =  
ti 
^ -
E« = 
ti 
'10 
' 1 1  
'20 
In 
I t i  
b 
{ - I t  
21 
'2n 
^2ti 
mO 
ml 
mn 
'mti ^  
mt } • 
^^Iti ^2ti • ' ' ®mti ^ 
Now the above system of eqxiations may be put in the following simplified 
16 
form: AX^.^ + , 
^ti *nt.i " ®nti '°* 
This notation will be of particular value later. 
B. Identification of the Structural Equations 
The system of equations must be examined from the point of view of 
econometric concepts. There are two types of variables in the struc­
tural equations; the jointly determined or endogenous variables and the 
predetermined or exogenous variables. *2ti*'' * '*mti *nti 
are the endogenous variables and these are the variables which are 
actually determined by the system of structural equations, z^j.. • • • 
Zmt» ^nti* ^ti predetermined or exogenous variables which 
affect ^2ti* '''' *mti* *nti W *lti' *2ti* * 
Xmji» aJid *nti' ^It' '^Zt' ''' * ^mt price ratios among the n 
consumer commodities and since the prices themselves are established 
independently of any purchases by a consimier imit, the price ratios 
a r e  i n d e p e n d e n t  o f  t h e  c o n s u m e r  u n i t  p u r c h a s e s .  S i n c e  Z j ^ ,  . . . ,  
and z^j. affect the consumer but are not affected by the consumer, they 
th 
are classified as exogenous variables, is the ratio of the i con-
til 
sumer's consumption expenditure in the t time period to the price of 
the numeraire in the t'^ time period. Since the receipt by a consumer 
xmit of a given sum of money in any time period is usually anticipated 
with certainty and the price of the ntimeraire is determined independ­
ently of a consumer unit's purchases, the ratio of these two variables 
17 
will be classified as an exogenous variable. Since the consumption ex-
til penditure of the i consiuner unit in the previous time period affects 
til its purchases in the t time period but is not affected by its purchases 
in the t time period, the ratio of this quantity to a measure of the 
value of money in the previous time period will be classified as a pre­
determined variable. It is assumed that all variables may be observed 
without error. However, there are errors in the first n-1 eqxiations 
which are the resiilt of their particular linear form and of the exclusion 
5 
of certain variables which should have been included in the equations. 
The problem of identification must always be considered when deal­
ing with economic models consisting of a set of mathematical equations. 
The identification of a particular equation in a set of equations is the 
unique association of that equation with an economically significant 
relationship. Once an equation has been identified, statistical methods 
may be used to estimate the unknown parameters in the equation and 
then this estimated equation may be used in any further economic 
analysis. ^  
Simple rules have been developed to establish if a particular struc­
tural equation of a system is identified, but these methods are severely 
7 limited to systems of linear equations. Since the system of equations 
being considered here is not linear, am alternative approximate approach 
g 
must be used to establish the identification of the equations. 
5 Tintner, 0£. cit., p. 155. 
6 Koopmanns, op. cit., pp. 18-21. 
^Ibid., pp. 69-110. 
g 
Hood and Koopmanns, c^. cit., pp. 210-212. 
18 
Rather than consider the system of equations as given above, let us 
consider it in the neighborhood of the means of the variables. That is 
let 
''jti = V (j=l...n), 
"jt 0=1 m) , 
^nti ~ ^ ^nti * 
"ti ®li • 
and consider the system of equations involving the deviations from the 
means. This system may be obtained by substituting the above expres­
sions in the original set of equations and by recognizing that the follow­
ing relations must be true if the whole economy is in equilibrum: 
b i o  +  a i i X i  +  a i 2 X 2  +  . . .  +  +  b j j W  -  i j  = 0  ,  
^20 ^21*1 ^22*2 +••••'• ^2n*n •*" ^21^ '  ^ 2 " ° ' 
b « + a ,x, + a ,x., + .. . + a x_ + b ,w - z = 0 , 
mO ml 1 m2 2 mn n ml m 
z,ic, + z-,x-> + ...+¥ X +x -z^=0 . 1 1  2 2  m m n n  
Subtracting the second set of equations from the first set and deleting 
the cross product terms Uj^r^j., we arrive at the following set of equa­
tions: 
•*• • • • " 'it °'lti ' 
+ »22°2ti + • • • + '2n"ntl + ''21^1 " 'Zt ='2ti ' 
19 
^•ml^lti ^ ^ ^ml®ti ^mt ~ ^mti ' 
^l^lti ••• ^Z^Zti  + • • • + ^m^mti "*• *l'lt "*• ^Z^Zt + • • • + *m^mt ^nti " ^nti 
= 0 . 
In this system of equations the are the endogenous variables and 
the Tj^'s, a-nd are the exogenous variables. It is important to 
note that the equations are now linear in these variables, and so the 
established methods for identification may be used. 
The rxiles for identification of a partic\ilar eqtiation in a system of 
G equations will now be given. A necessary condition for identification 
of a given equation in the structural system is that the number of variables 
excluded from the equation must be at least G-1. A necessary and suffi­
cient condition is that there exist at least one non-vanishing determinant 
of order G-1 consisting of the coefficients of the variables excluded from 
9 the equation under examination. The property of a just identified set 
of equations is particularly important because the estimation of the 
unknown parameters may be completed by using simple statistical tech­
niques. A given equation in the structviral system is just identified if 
the number of exogenous variables which enter into the system but not 
into the equation is one less than the nxmiber of endogenous variables 
,  .  ,  .  ,  . 1 0  
which are in the equation. 
Applying these rules to the above system, it is seen that the first m 
equations are just identified. For each of these m equations there are 
m-1 excluded variables rj^ and one excluded variable r^^.. The 
Tintner, o£. cit., p. 157. 
^®Ibid., p. 167. 
20 
determinant formed from the coefficients of these variables is easily-
seen to be non-vanishing, because it has ones down the main diagonal 
and zeros above the main diagonal. Upon further examination it may 
also easily be seen that the first m equations are just identified. 
Since the first m equations of the system involving the deviations 
from the means are just identified, there is every reason to believe 
that the first m equations of the original system are just identified. 
The n'^ equation of the original system is an identify among the variables 
and so there is no problem of identification as far as it is concerned. 
C. Statistical Estimation of the Unknown Parameters 
In any problem of statistical estimation, a choice of the estimation 
procedure to be used must be made. This decision should be based upon 
the properties of the method of estimation and the nximber of observa­
tions which one has to obtain the empirical results. Two of the popular 
methods of estimation are least squares and mcucimum likelihood. Least 
squares analysis leads to minimum variance imbiased estimators for 
arbitrary sample size. Maximum likelihood aixalysis requires the 
postulation of some distribution function and the resulting estimators 
are known to have certain desirable properties for large samples. In 
addition to being consistent and efficient, maximum likelihood estimators 
Hood and Koopmanns, op. cit., p. 41, 
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are asymptotically normally distributed about the true value being estim­
ated. 
It was decided that the method of maximum likelihood would be used 
to obtain estimators of the unknown parameters in the model \mder 
consideration. The reasons for this are: the distribution function of 
the stochastic variables which contain these parameters may be obtained 
and a large sample of observed values of the stochastic variables may 
be acquired for the estimation of these parameters. The elements of 
Xj.. are the stochastic variables under consideration and it is required 
to obtain their distribution function in order to determine the maximum 
likelihood estimators. The distribution of is defined indirectly by 
a system of linear forms which are themselves subject to a mxilti-
variate normal distribution and a bilinear constraint. The distribution 
of X^j may be obtained by inverting this set of defining equations. 
It is particularly important to recognize that the elements of X^ are 
the stochastic variables and this is the result of the discussion in the 
previous section. If it were asstimed that the elements of were the 
stochastic variables, then the estimation of the unknown parameters in 
the model could still be accomplished and this would be simplified con­
siderably. The application of least squares or maximum likelihood to 
the original system of equations would give rise to identical numerical 
results and these would be different from those obtained when the ele­
ments of Xj.j are the stochastic variables. This alternative estimation 
scheme would be applicable only under a different economic interpreta­
tion of the model. 
C. Radhakrishna Rao. Advanced statistical methods in biometric 
research. New York, John Wiley and Sons, Inc. 1952. pp. 150-161. 
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Let us now consider the statistical estimation of the unknown para­
meters in the following system of equations: 
^ "nti - ^nti = »• 
tH Since the n equation is an identity, it may be solved for sub­
stituted in the first m equations, and the system can be reduced to m 
equations. Carrying out this operation we get the following system of 
equations: 
AXti - cz;x^. + BW^, + = E^, . 
Regrouping terms and letting A - CZJ = we obtain the following: 
D,X^i + BW^, + = E^,. 
As previously stated, E^^^ is assumed to be subject to a multivariate 
normal distribution with mean vector 0 and variance-covariance matrix 
F. Let H =:F"\ then 
f (E'.) = (2ir)""'/^|H| exp-1/2 [eJ. HE^] . 
Substituting the expression given above, we obtain 
f(xy =(2ir)"'"/^|H|"^|Dj| exp-1/2 [qJ, 
where Qy =(DjXjj + BWy + - Z,)'H(D,Xy + BW,j + - Z^) . 
_i Next assume that is non-singular, and let Kj =Dj. . The distribu­
tion function for is 
£{Xy =(2it)"'"'^|DJHDj "^exp-l/2[Qj , 
where Q,j = (Xjj + - K,Z,)'(DJ HD^HXy + . .. - K^Z^) . 
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This expression indicates that is subject to a mxiltivariate normal 
distribution with mean vector -(K^BWj.. + and variance 
For any given time period the distribution of may be character­
ized by a multivariate normal linear regression situation. However, 
if we consider the distribution of X^ over an interval of time periods 
the above statement is no longer true because the coefficients in the 
mean value vector are dependent upon and the variance-covariance 
matrix is dependent upon D^. Both and are directly related to 
A - CZ^ where Zj. is a matrix of price ratios. If the elements of A are 
large relative to the corresponding elements of CZ^, the matrix 
A - CZ^ may be assvimed to be constant over a short period of time 
since price ratios of consumer goods are subject to fairly small 
relative changes over time- By approximating Dj. and by constant 
matrices D and K, the statistical problem of estimating the tinknown 
parameters in the model is greatly simplified. K one were not willing 
to make such an assumption it is very likely that some high speed 
electronic computing equipment woiild have to be used to obtain the 
estimates of the unknown parameters. The validity of the assumption 
that Dj. = D and = K may be examined when empirical resxilts are 
obtained. The distribution of XJ. may now be put in the form 
where Q^.. = (X^ + KBW^. + - KZj)'(D'HD)(X^ + . . . - KZj.) . 
In order to simplify the notation, let 
covariance matrix (D^HD^) ^. 
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M KC -K^ , 
Tli =f ti 
U = D'HD . 
V =U"^ . 
Upon substitution of these quantities, the distribution of Xj,^ becomes 
f(X^i) = |u| exp-1/2 [(X^. + MT^)'U(X^ + MT^)] . 
The principle of maximvim likelihood will be used to estimate M and 
V. These estimates may then be used to estimate the parameters in the 
original model, and the estimates arrived at in this manner will also 
13 be maximum likelihood estimates. 
Let us assume that we have a random sample of consumption data 
for pj. consumer units in each of q time periods, aund consider the follow­
ing likelihood function L: 
q ^t 
L = T TT f(x;. ) 
tsl i=l 
= (2ir)"^^^^ iul exp-1/2 
t - l  1=1 
where N = S p. 
t=l 
Applying the usual techniques of maximum likelihood, the estimators for 
M and V are given by 
Pt 
M = 
^ ^ ^ti'^ti t=l i=l " " 
q ^t 
2 Z T^.T' 
. , . , ti ti t=l 1=1 
- 1  
Alexander Mood. Introduction to the theory of statistics. New 
York, McGraw-Hill Book Company, Inc. 1950. p. 159-160. 
and V = 1/N 
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q 
t=l 1=1 
14 
The estimates of the parameters of the original model may then be 
obtained with the following: 
^-^KB KC - KJ- , M 
- 1  D = K 
C = (D)(KC ), 
B = (r»(KB) . 
A A A 
A = D + CZ' , 
lA A 1 
U = V" . 
A  A A A  
H = K'UK, 
A A 1 
F = H~ , 
<1 
where Z = 2 PfcZ / S p . 
t=l ' ' t=l 
Point estimates of the parameters in a model are not very meaningftil 
15 
without some measure of the possible error in the estimate. It is 
therefore desirable to obtain estimates of the variances and covariances 
of these estimates. Since the matrices M, A, B. C> and D are of vital 
importance, formulas for their variance-covariance matrices will be 
obtained. In order to obtain some of these expressions, certain approx­
imations must be used. These will become apparent in the course of 
the development. 
14 S. S. Wilks. Mathematical statistics. Princeton, Princeton 
University Press. 1950. pp. 245-246. 
15 Mood, op. cit., p. 220. 
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A 
First consider the m by m+3 matrix M. Form a m(m+3) by 1 
A 
matrix by arranging consecutively the m+3 columns of M into one 
A A 
column. Call this matrix M*. It can be shown that M* is subject 
to a m(m+3) dimensional multivariate normal distribution with mean 
vector M* and variance-covariance matrix matrix W where W = 
Z ^ti^til "^*^ direct or Kronecker product of 
^2 2 and V. The estimate of W is given by 
^ ^ XV . 
The above expression is am exact estimate of W. 
Certain submatrices of W will be needed in the following analysis 
and these may be defined by the following: 
"^11 ^12 ^13" 
II 
^21 ^22 ^23 
-^31 ^32 ^33. 
Wij = 2m by 2m matrix. 
^22 = m by m matrix, 
II m^ by m ^  matrix. 
Next consider the m by m matrix D which is obtained by inverting 
A A 
K which is the matrix formed from the last m columns of -M . Form 
A A 
a m^ by 1 matrix K* by arranging consecutively the m columns of K 
into one column. By the above analysis it is known that the variance-
A A 
covariance matrix of K* is Also form a m^ by 1 matrix D* by 
A 
arranging consecutively the m columns of O into one column. Let 
16 Wilks, op. cit., p. 247. 
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V(D*) be the variance-covariance matrix of D*. V(D=<^) is a function of 
A 
Wjj and K, but no exact formula for V(D=^=) has been obtained. It is 
therefore necessary to use some approximate formula and the follow-
17 ing development is suggested by the scheme used by Dwyer. 
A A A> A 
Let K = K + €(K), where €(K) is the error matrix of K. It can be 
shown that 
As an approximation, consider the linear terms of the above series 
the m^ by 1 matrix €(D*) by arranging consecutively the m colxmins of 
M£ means the mathematical expectation. The determination of the 
A 
terms in the approximate formula for V(D*) may be obtained by carry­
ing out the indicated operations and this is completed for a 3 by 3 matrix 
A A A 
in Appendix A. The estimate of V(D*) will be denoted by V{D*) and 
A A 
this may be eval\iated by using the values of and D. 
A  
Consider now the m by 1 matrix C which is obtained by premulti-
A A 
plying KC by D. The same procedure as used above will be employed 
here to find an approxiinate formula for the variance-covariance matrix 
of C which will be denoted by V{C). Let C = C + e(C), D = D + £(D), and 
17 Paul S. Dwyer. Linear computations. New York, John Wiley and 
Sons, Inc. 1951. pp. 261-288. 
18 M. S. Bartlett. An inverse matrix adjustment arising in dis­
criminant analysis. The Annals of Mathematical Statistics, vol. 22 
(1951). p. 107. 
A A A A 
development. Then D "= D - De(K)D, and let £(D) = - D6(K)D. Form 
s(D) into one colvimn. Then V(D*) = ME' 
28 
A  A  A A A  
KC =KC + €{KC) where e(C), e(D) and €(KC) are the error matrices of 
C, D, and KC respectively. Since C = {D)(KC), C + €(C) = 
+ €(D)J j^KC + €(KC)J . By carrying out the multiplication, sub­
tracting the equation C =D(KC), and retaining only the linear terms in 
the errors, the following may be obtained: 
€(C) = D€(KC) + €(D)(KC). 
A 
Substituting the approximate expression for e(D) one obtains 
e(C) = D6(KC) - D£(K)D(KC) 
= De{KC) - D€(K)C. 
Then V(C) = Me|[€(C)] [e(C)] . The determination of the terms in 
A 
the approximate formula for V(C) may be accomplished by carrying out 
the indicated operations, and this is completed for a 3 by 1 matrix in 
A A A 
Appendix A. The estimate of V(C) will be denoted by V(C) ajid this may 
A A A A A 
be evaluated by using the terms in 23' ^33' 
A A A 
The m by 2 matrix B is obtained by premultiplying KB by D . Using 
the same procedure as above, it may be shown that 
e(B) i De{Iffi) - D6(K)B, 
A A A  A A A  
where €(B), e(KQ, and €(K) are the error matrices of B, KB, and K 
A 
respectively. Form the 2m by 1 matrix €(B*) by arranging the two 
columns of €(B) into one column. Then V(B*) = ME|^j^6(B*)J ^€(B*)J , 
A A 
where V(B*) is the variance-covariance matrix of B. The determination 
A 
of the terms in the approximate formula for V(B*) may be obtained by 
carrying out the indicated operations, and this is completed for a 3 by 
A 
2 matrix in Appendix A. The estimate of V(B*) will be denoted by 
A  A  A A A  
V(B*) and this may be evaluated by using the values of W^j, Wj^^, 
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A A 
D , and C. 
A A 
Finally consider the matrix A which is obtained by adding C Z' to 
___ 
D . Using the same procedure as above and assuming that Z' is subject 
to no error, it may be shown that 
£(A) = €(D) + e{C) Z' , 
A A. A ^ A 
where s(A), €(D) and e(C) are the error matrices of A, D, and C res-
A 
pectively. Form the m^ by 1 matrix e(A=i) by arranging consecutively 
the m columns of €(A) into one column. Then V(A*) = ME^j£{A~i'-^je{A=: )J 
A A 
where V(A=>'=) is the variance-covariance matrix of A-^-. The determina-
A 
tion of the terms in the approximate formula for V(A*) may be accom­
plished by carrying out the indicated operations, and this is completed 
for a 3 by 3 matrix in Appendix A. The estimate of V(A-'^) will be de-
^ A A 
noted by V{A*) and this may be evaluated by using the terms in 
W^y W33, D, C, and Z. 
A A A  A  
The ultimate use of A, B, C, and M and their corresponding 
variauice-covariance matrices will be to evaluate the estimates and 
the validity of the mathematical model. It will be necessary to test 
certain hypotheses and to construct confidence intervals and it would 
A  A  
be desirable to know the exact distributions of the elements of A, B, 
A  A  A  
C, and M. As previously stated the elements of M are subject to a 
m(m+3) dimensional multivariate normal distribution. The estimated 
variance-covariance matrix of this distribution is subject to a Wishart 
19 Distribution. When making tests of significance or constructing con-
A  
fidence intervals for individual elements of M, Student's t-Distribution may 
^^Wilks, op. cit. , pp. 227-232. 
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be used. If the number of sample observations is very large, asymp­
totic theory may be used and the univariate normal distribution may be 
employed to make tests of significance and to construct confidence 
A 
intervals for individual elements of M. When making tests of signi­
ficance or constructing confidence intervals for groups of elements 
A 2 20 
of M, Hotelling's T -Statistic maybe used. If the number of 
sample observations is very large asymptotic theory may be used 
and the miiltivariate normal distribution may be employed to carry 
out the above operations. 
A A A  A  
When attempting to evaluate the elements of A, B, Ci and D no 
exact methods are available. However the use of asymptotic normal 
theory may be used to obtain approximate evaluations and if the number 
of sample observations is very large, this approximation may be jus­
tified on the basis of the asymptotic property of maximum likelihood 
estimators. 
D. Use of the Estimated Relationships 
The estimated relationships obtained through the preceding analy­
sis may be used for descriptive and prediction purposes. The de­
scriptive aspects involve the presentation of individual consumer unit 
demand cxirves, Engel curves, price elasticities, income elasticities, 
and empirical utility surfaces. The prediction aspect involves the 
^°Ibid, pp. 234-238. 
^^Rao, op. cit., pp. 150-161. 
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estimation of individtiai consumer xmit purchases under hypothetical 
changes in prices or income. 
The m linear equations correspond to the indivi­
dual consumer demand equations for the first m commodities. The 
th. individual consumer unit dexziand equation for the n commodity may 
be obtained by using the identity = 0, and after 
substitution one obtains =+Z^M^Tj. + - Z^Ej... It is readily 
seen that these demand eqixations are functions of price ratios and 
real expenditures and are therefore homogeneous functions of degree 
zero in absolute prices and money expenditures. Demand functions 
with these characteristics are essential to the classical theory of 
consumer choice. Each of the individual regression coefficients may 
be evaluated on the basis of its corresponding standard error and 
the use of the t or normal distribution. 
The above demand equations also give rise to linear Engel curves 
because for any given set of prices, the qixantities purchased are 
linear functions of income, or more precisely, of total expenditure. 
The estimates of these linear Engel curves could be used to examine 
consumer behavior with the situation of constant prices and changing 
income. The estimates of these functions could also be used in the 
utility fimction estimation scheme developed by Wald. 
The estimated values of price and income elasticities are very 
important in describing the nature of consumer behavior and may 
also be used to evaluate this econometric approach since the approxi­
mate values of many elasticities are known. Let be the price 
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elasticity of demand of commodity r with respect to the price of com­
modity s. Then by definition, 
9x p 
' rs 3 p X 
^s r 
where x is the qiiantity of commodity r «md p is the price of commodity T  y  S 
22 *r 
s. The quantity — may be determined directly from the demand 
functions given above. For values of r = 1, 2, . .., m and s = 
^ X 
1, 2, ..., m, is a constant multiplied by For r = n or 
a 3 X I* • 
s =n, is a function which is linear in the elements of M^,. Estim-
ates of ^ are denoted by -w and these are determined by sub-/rs ' / rs 
stituting estimated values of Mj. in and using the values of x^ 
and Pg which are appropriate. The variance of is of two types. 
The first type is when r = 1, 2 ,  . .  . ,  m and s = 1, 2 ,  ,.., m. Then 
=gh where g is a constant element of Mj. and h is a function of 
prices p and a quantity x. The variance of -y is dependent upon 
A 
the variance of g and is not dependent upon variation in h because 
this value is usually known fairly precisely. And so the variance of 
A A A  
^ , which is denoted by V( ), is h}V(g) where V{g) is a vari-/ r s » r s 
A  A  
ance term in V{Mt). Estimates of/y and V(/iw ) are obtained by 
c ' I* s ' r s 
A  A  A  
using the appropriate terms in and V(M=|) along with appropriate 
values of p's and x. The second type is when r = n or s =n. Then 
yff = E g.h. , 
7 rs J 1 ' 
2Z Kenneth E. Bovilding. Economic analysis. New York, Harper 
and Brothers. 1948. pp. 140-141, 148. 
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where the g.'s are constant elements of M. and the h.'s are fiinctions 1 t 1 
A 
of prices p, income y, and quantities x. The variance of is de-
A 
pendent upon the variances of the g^'s and is not dependent upon the varia­
tion of the h.'s. And so 
V( Z } = 2h|V(g.) + S h.h C(g.g ) , /  r s  . 1  1  1  J  1  J  
A A A 
where V(g.) and C(g.g.) are variance and covariance terms in V(M*). 
Estimates of and V( ^.g) are obtained by using the appropriate 
A A A 
terms in Mj. and V(M1) along with appropriate values of p, y, and x. 
Let be the income elasticity of demand of commodity r. Then 
by definition 
^ X 
/ry dy x^ 
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where x^ is the quantity of commodity r and y is income. The estima­
tion of-^yy is basically the same as for since income enters the 
demand equations in exactly the same way as the prices. For r = 
1, 2, ..., m, = gh where g is a constant element of Mj. and h is a 
A A 
function of prices p and a quantity x. In this case V( =h^(g ) and 
A 
estinMites of and V( •yj.y) obtained by using the appropriate 
A  A  A  
terms in Mj. and V{M*) along with appropriate values of p and x. For 
r =n. 
7 ry = ? Sjl-i 
1 
where the g^^'s are constant elements of Mj. and the h.'s are functions of 
^^Baid., p. 148. 
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prices p, income y, and quantities x. In this case 
V( ;^ ) = Z h? V(i.)  + S h.h , 
' ^ i i?^j 
A 
and estimates of'7yy and V( /rj are obtained by using the appropriate 
A A ^ 
terms in and V{M *) along with appropriate values of p, y, and x. 
By reconsidering the origin of the original model it is seen that 
the estimation of the xinknown parameters in this model gives rise to 
a system of differential equations which are related to the utility f\inc-
tion. Using the ideas presented in Section A of this chapter, let the 
utility indicator be denoted by z = ^{xj, ...» x^, w). Let 
IL -F 
axi ~ ^i • 
Then for constant values of z, 
F. 
MRS ( Xj for x^ } = ^ 
n 
- 9x 
n 
3x. 1 
= btO + + • • • * •'il*-
24 
where i = 1 ... m. Since w is a parameter in the above eq\aations, 
the notation is simplified by let ting a.Q =b.Q + b^ w. Then consider­
ing the general case where z is not constant and assuming an exact 
equality, the following system of simultaneous partial differential equa­
tions may be obtained: 
- (^0 + + ••• + »in''n'^n = "• I = 1 • • • 
24 Hicks, op. cit., p. 306. 
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This system falls into the class of linear homogeneous simultaneous 
partial differential equations and the integral of such systems frequent-
25 ly is easily obtained. 
The integral of the above system when n = 4 will now be obtained. 
Let A. be a partial differentiation operator and define these by the 
system of equations given below: 
A j ( z )  = ^1 0 
1 + ^11^1 + aJ2*2 + ^13^=3 + ai4X4)F4 = 0 , 
A2(Z) = ^2 
• ^^20 ^-21*1 "^22*2 ^23*3 + ^24''4^^4 
= 0 , 
A^{z)  = ^3 
• ^^30 +  a ^ j X j  '^32*2 ^  ^ 33*3 ^34^4^^4 = 0 . 
in order to establish the existence of the general integral of the above 
system, the Jacobian condition of coexistence must be examined. This 
is required to establish that we have a complete Jacobian system. The 
Jacobian condition is defined by 
(AJ. AJ)=AJ[A.(.)] - A.[AJ(Z)] = 0 ,  
where i ^ j, i = 1, 2, 3, and j = 1, 2, 3. The Jacobian conditions 
for the above three equations are given below: 
II < 
<
 
.^12 " ^21 
+ 
^24^^10 + AJJX + AJJXJ) 
-
^14^®-20 + ^21'^ + A22*2 ^23*3? ^ 4 
= 0 , 
(AJ, A3) =[ 
.^13 •  ^ 31 
+ 
^•34^^10 + AJJX = ^ 12*2 ^13*3 
-
^14^^30 + A^JX + ^32*2 + A^JXJ) ^4 
= 0 , 
-AJ) = 
.^23 "  ^ 32 ^34^^20 + A2IX ^22*2 + A23X3) 
-
^24<^30 + AJJX + A32X2 + AJJXJ)^ K4 SO . 
25 A. R. Forsyth. A treatise on differential equations. 4th ed. 
London, Macmillan and Co., Ltd. 1914. p. 458. 
^®Ibid.. pp. 458-466. 
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In order that the original equations have a common integral, it is nec­
essary and sufficient that the above three equations be satisfied. These 
equations will be satisfied if = 0 or if all three coefficients of 
are equal to 0. If F^ = 0, then only the trivial solution z = constant is 
the integral of the system. It is therefore required that the three 
coefficients of F^ in the above equations are equal to zero. This 
constraint leads to the following system of equations; 
^^24^11 • ^14^-21^^1 ^^24^12 •" ^14^22^*2 ^®^24^13 " ^ 14^23^*3 
+  ( a j 2  -  ^ 2.1 + ^24^*10 " ^14^20^ " ° ' 
^^34^11 ' ^14^31^*1 ^^34^22 ~ ^14^32^*2 ^^^34^-13 " ^14^33^*3 
+  ( a j 3  -  a j j  +  a ^ ^ a j Q  -  ^ 1 4 ^ 3 0 ^  =  °  '  
^^34^21 " ^24^31^*1 ^^34®-22 " ^24^32^*2 "*• ^^34^23 ' ^24®^33^*3 
+ (a23 - a.^2 ®'34^20 " ^24^30^ " 
It may be shown by subtracting a^^ times the first row from times 
the second row that the coefficient matrix is of rank 2, and so if the 
above system of equations is to have a solution it is necessary and suffi­
cient that they be homogeneous. It is not very likely that the constant 
terms in all three equations are aero since they are not identically 
so and consist of functions of parameters which are estimated and are 
not subject to this restriction. Since the existence of the integral 
depends upon the homogeneity of the equations, the deviation of the 
constants from zero shovild be statistically examined. If the constants 
may be approximated by zeros, then the integral may be determined. 
This procedure injects another approximation into the solution, but it 
is required if the integral is to be obtained. 
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Assuming that the above procedure may be justified, the general 
integral may be easily obtained. First of all X2 and are determined 
as homogeneous fxinctions of Xj. This is completed by using any two 
of the three homogeneous equations given above. Let X2 =^2*1 
x^ -^3*1* Substituting these expressions in the first differential 
equation one obtains 
^1 " ^^10 ^1*1 ^"14*4^^4 " 
where fj =3'^^ + ^1^2 ^13^3* following subsidiary equa­
tion is formed; 
d x j  d x ^  
T- = -Ti—TipEpriTjEjr 
The solution to this eqxiation is easily found to be 
X4 EXP(AJ^XJ) =(FJ - AJJJAJ^ - EXP(AJ^XJ) + C , 
where C is an arbitrary constant. The integral of the original system 
is 
® "^^[*4 ~ " ®^14^10 ~ ^14''ll^ ~ ®*Pt^l4*l^^ ' 
where G is any arbitrary function of the argument. The utility function 
arrived at in this analysis applies to an individvial consumer unit which 
attempts to maximize his satisfaction with respect to the quantities of 
two of the four commodities. The quantities of the remaining two com­
modities are determined as simple multiples of one of the other two 
commodities. This utility fimction is not of the general type which is 
usually thought of but it is one that may be obtained from the model 
used. 
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An alternative integral to the above system of three simultaneous 
partial differential equations may be obtained if a.. =a.. for i = 1, 2, 3 
•I J 
and j = 1, 2, 3 and 
3 
1 
where a^Q is a constant which may be determined from the mean 
values of the x*s. These conditions are fairly strong and the last 
condition limits the result to a plane in the four dimensional space 
of (xp X2» x^, x^). When the above conditions are fulfilled, an integral 
may be found by inspection and the result is 
z = F(xj, x^, Xj, x^) 
=  a j j X j / 2  +  B.^^^12 + + aj2*i*2 ®^13*1*3 
+ aj^^XjX^ + 3-23*2*3 ®'24*2*4 ^34*3*4 
^10*1 "*• ^20*2 ^30*3 ^40*4 " 
The conditions for the existence of this integral are fairly extreme 
and it is not likely that they be satisfied identically by empirical es­
timates. If they are satisfied the result is of great interest because 
of its similarities with the form resulting from Wald's technique. 
If the conditions for existence are satisfied from the statistical point 
of view, then the result would be an approximate representation of 
a utility indicator. 
The use of the model for prediction purposes provides an excellent 
evaluation of the model and also of the procedures used in obtaining 
the model and the estimates of the unknown parameters. The 
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advantageous characteristic of prediction is that a time period can 
usually be selected for which the values being predicted are themselves 
known. However, when the model is used for prediction purposes care 
must be tciken in establishing if the model is really applicable to that 
time period. 
Assume that one can select a time period for which the above con­
ditions are fulfilled. The essential data needed for the prediction 
are Z^, and w^. Then one computes = A - CZ^, =D 
and this estimate is subject to a multivariate normal distribution with 
mean X.. and variance-covariance matrix V.. If the value of X.. is ti t ti A 
known, then it is directly comparable with In order to test if 
A 
is significantly different from X^, a simple test follows from the 
fact that the quadratic form ~ ^^ti ^ ^t'^ti^' ^t^^ti ^ ^t'^ti^ 
asymptotically distributed as with m degrees of freedom. The 
above test is particularly simple and should certainly be used in 
evaluating the predictions from the model. 
Then X^. = -M^T^. 
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IV. EXAMPLE OF THIS TECHNIQUE 
A. Method Used to Obtain Data 
In many econometric problems the development of mathematical 
models is fairly straightforward and the application of statistical 
techniques to estimate the unknown parameters in the model leads 
to results which are computationally feasible. However, a diffi-
cvilty is frequently encountered when it comes to the point of obtain­
ing data to be used in the empirical analysis. The accessibility 
of accurate raw data is of utmost importance in all research prob­
lems and the difficvilty in obtaining precise data in the social science 
areas imposes a serious limitation on the solution of many important 
practical problems. This difficulty is not present in most of the 
physical and biological sciences and tremendous progress has re-
svilted in these areas from empirical analysis. This author feels 
that the acquisition of empirical results is just as important as the 
derivation of statistical techniques for obtaining these results and has 
therefore conducted an investigation using the techniques presented 
in this thesis. 
A great wealth of economic data is available in government publi­
cations, but a common difficvilty is the fact that the data are not pre­
sented in the form required for the statistical analysis. Other excel­
lent sources of economic data are academic and private organizations. 
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These data are frequently gathered through the use of sample surveys 
or by the voluntary cooperation of individuals and may even be accurate 
accounting records. It is of interest to consider the sources of the 
data used in this empirical investigation and the necessary adjustments 
in preparing the data for the statistical emalysis. 
The basic data needed consist of quantities of n consumption goods 
purchased by individual consumer units, the time lagged real expendi­
ture of these consumer units, and the prices of these n consumption 
goods. All of the above must be applicable to a given time period 
and a time lag of one period will be used for the lagged real expendi­
ture. It is also necessary that the collection of individual consumer 
\inits considered have similar tastes and desires which means basically 
that they should be from the same geographical area and social class. 
It is also necessary that the consumer market forces be free from any 
external restrictions which means that a period such as March, 1943 
through August, 1945 when rationing was in affect must be excluded. 
The average prices of the n consumption goods for any partlcvilar 
time period are usually impossible to consider in terms of dollars 
and cents because each of the n consumption goods may actually be 
an aggregate of many heterogeneous items. It is therefore frequently 
necessary to use some index of prices and this naturally leads to the 
United States Bureau of Labor Statistics Consumers" Price Index. 
This index, frequently called the cost of living index, extends back on 
a quarterly, semi-annual, or annvial basis through 1913; since 
September, 1940, monthly index numbers have been computed. 
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Separate indices are computed for each of 34 cities, and six group in­
dices are published in addition to the one over-all index. These group 
indices are for 1) Food, 2) Clothing, 3) Rent, 4) Fuel, Electricity, 
and Ice, 5) House Furnishings, and 6) Miscellaneous Goods and Ser-
1 
vices. The availability of these index numbers immediately limits 
the analysis to at most six consumption goods, to time periods depend­
ing upon the overall interval considered, and to a geographical area 
similar to one of the 34 cities. 
The attainment of the total quantities of the n consumption goods 
purchased by individual consumer \inits presented problems similar 
to those for the price data. The aggregation of heterogeneous items 
had to be considered and the desirability of having the consumer xmits 
within the same geographical area and social class was very important. 
A very interesting set of family expenditure data is available at Iowa 
State College. These records are being prepared by many members of 
the Iowa Farm Business Association who keep accurate account of 
their yearly household expenditures for various groups of commodities. 
These records originate in 1931 and exist in increasing numbers by 
years to date. In 1936 there were 32 members of the Iowa Farm 
Business Association that kept household expenditure records and in 
1940 there were 261 such members. At the end of 1952 there were 
about 600 members of the Iowa Farm Business Association that had 
kept household expenditure records. 
^Fredrick Croxton and Dudley Cowden. Practical business statis­
tics. New York, Prentice-Hall, Inc. 1949. pp. 453-454. 
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The annual expenditures of individual families are given for the 
following groups of commodities: Food, Clothing, Household Operat­
ing, Household Furnishings, Personal, Automobile, Health, Recrea­
tion, School, Education, Church, and Gifts. In addition to this 
information, the total sale value of home grown foods and other items 
produced and used by the farm faimilies are included in the records. 
It was decided that these records provide excellent information for 
this investigation since they are believed to be fairly accurate and 
represent a relatively homogeneous group of consumer units. 
The joint existence of these two sets of data provided sufficient 
information to obtain a set of data to be used in the statistical analy­
sis. A year was to serve as the xmit time period and it was decided 
that four groups of consumer goods could be considered. These con­
sisted of Food, Clothing, Household Operating and Furnishings, and 
Miscellaneous. It was decided that Kansas City price indices would 
be used since Kansas City was the city which had the most character­
istics in common with Iowa farmers and for which the price indices 
were available. The nine year interval 1934 through 194E was used 
because there are an adequate number of expenditure records during 
these years, the interval is free of external restrictions, and the 
interval is likely to be short enough to be free of changes in constmner 
tastes and desires. The quantity of any of the consumption goods 
purchased by a family during any year is represented by the quotient 
of the total expenditure for that commodity and the corresponding 
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price index. The time lagged real expenditure is represented by the 
time lagged money expenditure divided by the corresponding aggregate 
cost of living index. It was therefore necessary to carry out several 
mathematical operations in preparing the data for the statistical analysis. 
First let us consider the mathematical operations which were carried 
out on the price index numbers. It was necessary to complete three 
computations on the price indices since they did not all have the same 
base period, were not applicable to yearly time periods, and did not 
apply to the specified groups of consumer goods. These three opera­
tions are referred to as splicing, averaging, and combining. 
When one has two series of index numbers which have been computed 
with different base periods, a single series of index numbers with the 
same base period may be constructed if the two series overlap by one 
index number. This procedure is known as splicing and is accomplished 
by choosing one of the base periods as the base period for the spliced 
series and then adjusting the elements of the other series by the ratio 
2 
of the overlapping indices. 
In order to make the price indices applicable to yearly time periods, 
an averaging process was completed. More precisely, a weighted aver­
age of the individual indices was used. For a given year, say year r, 
til there were s price indices for the j commodity. Call these where 
i = 1 . . . s and each of these is applicable to a certain subinterval of 
th. year r. Then the price index for the j commodity in year r, say p.^, 
J 
was computed by using the following formula: 
^Ibid. , pp. 327-328. 
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Pjr = .J ''riPjri • 
where w . equals the proportion of the yearly span covered by p._j. 
The United States Bureau of Labor Statistics Consumers' Price 
Indices for Food, Clothing, and Miscellaneous Goods and Services 
appeared to be directly applicable to the Food, Clothing, and Miscel­
laneous groupings of the Iowa farmers. However, the Iowa farmers' 
grouping Household Operating and Furnishings appeared to be a com­
bination of Fuel, Electricity, and Ice and House Furnishings. It 
was therefore decided that a weighted average of the Fuel, Electri­
city, and Ice and House Furnishings price indices would be used as 
the price index for Household Operating and Furnishings. This pro­
cedure is referred to as combining of indices amd the technique is 
suggested by the formula for the Weighted Average of Relatives Price 
3 Index. Let and P2y2 annual price indices for year r and 
for Fuel, Electricity, and Ice and House Furnishings respectively. 
Let and total consumer expenditure in year r for 
Household Operating and Household Furnishings respectively. Let 
Pj^ be the price index for year r and Household Operating and Furnish­
ings. Then p^^ was computed using the following formtila: 
w- , w, 3rl 3r2 
^Sr ~ w- , + w, - PSrl"^ w- , + w, _ P3r2 • 3rl 3r2 3rl 3r2 
The quantities and '*'2^.2 were not known, but the sample totals cor­
responding to these were used to establish the weights. 
^Zbid., pp. 323-326. 
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The price indices for Food, Clothing, Household Operating and Fur-
til 
nishings, and Miscellaneous in the t time period are denoted by pjj., 
^2t* ^3t' ^41 ^®spectively. The aggregate cost of living index for 
the t time period is denoted by p^. 
After having obtained the spliced, averaged, and combined price 
indices, the next problem was to obtain the individual family expendi­
tures on each of the four groups of commodities. It was decided that 
a random sample of twenty family records woiild be obtained for each 
of the nine years 1934 through 1942. This would give rise to 180 sets 
of observations and would certainly be sufficient for the investigation. 
A necessary restriction in drawing the sample from the records was 
that each family included must have a record for the given year and 
also for the preceding year. This was necessary in order to get a 
measure of the time lagged real expenditure. 
The acquisition of the total fainily expenditures for Clothing, House­
hold Operating and Furnishings, and Miscellaneous was readily accom­
plished by coiying or adding numbers from the records. The total 
Clothing expenditure was copied directly from the records and the 
total expenditure for Household Operating <ind Furnishings was obtained 
by adding the two individual entries for these items. The total ex­
penditure for Miscellaneous was the sum of the expenditures for Per­
sonal, Automobile, Health, Recreation, School, Education, Church, 
and Gifts. The procurement of the total constimer imit expenditure 
for Food was not simple since some of the home consumed Food 
was purchased and some of it was home raised. The total sale value 
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of the home raised and consumer Food was given in the records. Since 
the factor of greatest importance was the acquisition of an accurate 
measure of the total quantity of Food consumed, it was decided that 
the purchase value of the home grown and constimed Food would be 
added to the total expenditure for Food to obtain a measure of the 
total market value of the Food consumed. The adjustment factor used 
in this computation was the "Farmer's Share of Consumer's Dollar" 
which is the ratio of sale value to purchase value of a typical market 
4 basket of farm food products. The total household expenditure for 
these four groups of commodities was obtained by addition and this 
was a hypothetical amoxmt since not all of the money was actually 
spent. The total expenditure for Food and the purchase value of home 
til til 
raised auid consumed Food for the i constimer unit in the t time 
period are denoted by and respectively. The total market 
values of Food, Clothing, Household Operating and Furnishings, and 
Miscellaneous are denoted by v^^.., V2j|» and v^^^ respectively. 
The sum of these four values is denoted by y^. 
The procurement of the four qxiantities of consumption goods for 
til the i consimier unit in the t time period was accomplished by 
dividing each of the individual total expenditures by the corresponding 
price index. 
th The determination of w the lagged real expenditure of the i con-
stimer unit in the t-1 time period, was accomplished by computing the 
4 United States Department of Agriculture. Agricultural statistics, 
1952. Washington, United States Government Printing Office. 1952. 
p. 669. 
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lagged total expenditure in exactly the same manner as the current 
total expenditure and then dividing this number by the corresponding 
aggregate cost of living index. The time lagged total expenditure of 
til the i consumer unit is denoted by y^ 
The data obtained in the above manner gave rise to an empirical 
analysis of consximer behavior with respect to four generalized con­
sumption goods. The statistical aspects may be described as tri-
variate normal linear regression analysis. 
The raw data from the farm records including the adjusted pur­
chase values of home grown foods are presented in Appendix B. The 
raw price indices and the results obtained by splicing, averaging, and 
combining these indices are also presented in Appendix B. 
B. Computations and Results 
After completing the computations on the raw data which were 
indicated in the last section, a set of data was available for the statis­
tical analysis. The numerical estimates of all the desired quantities 
and their variance-covariance matrices are presented in this section 
along with some of the basic quantities needed to obtain these estim­
ates. These quantities are then identified with economic concepts 
and some additional parameters and functions of economic interest 
are presented. The notation in this section corresponds to that given 
in Chapter III, Sections A and C. 
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.002925 "f .001058 +. 000094 • • 000035 • • 000013 
.002534 000895 • • 000035 +. 000030 000011 
.000895 .000346 • • 000013 +. 000011 + . 000004 
,382695 -.157774 
047401 +.144119 • 
051304 +.042892 
1815 011508 *f • 200146 • 074632 ** • 026996 154574 • 057629 ^ • 020846 
7565 009737 • • 074632 + . 064663 + • 022841 • 057629 +. 049931 +. 017637 
9737 003762 " • 026996 022841 008826 "• • 020846 + . 017637 + . 006815 
4632 • • 026996 + . 500343 * « 186571 - •  067487 +. 359703 134128 048517 
>4663 + • 022841 ^ • 186571 + . 161650 057101 •• • 134128 +. 116212 + . 041050 
12841 + . 008826 067487 + * 057101 022063 048517 +• 041050 + . 015861 
.7629 "• » 020846 +. 359703 • • 134128 • 048517 +. 316868 • 118156 " • 042740 
t9931 +. 017637 134128 116212 + . 041050 118156 + • 102373 + • 036162 
.7637 +. 006815 ** • 048517 +. 041050 +. 015861 • 042740 +. 036162 +. 013972 
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+6.720115 + 5.769819 + 5.623123 
H +5.769819 +142.484217 - 351.126321> 
+5.623123 -351.126321 +1012.392746 
+ .259754 -.097865 -.035400 
F = .^-.097865 +.084793 +.029952> 
-.035400 +.029952 +.011573 
The individual consimier unit demand equations are presented below. 
The coefficients in these demand equations were computed using the 
average of the price ratios for the nine year period 1934 through 1942 
and therefore the equations are approximately applicable to any of 
the nine years. The standard error of each of the estimated regres­
sion coefficients is given in parenthesis tuider the regression coeffi­
cient. 
Xj =+42.0385 - .080824W+ . 439558z^ - 3.7l60zj + 5. 1405z2 
(10.3686) (.0422) (.0411) (3.5465) (9.8276) 
- 41.0897zj , 
(18.9364) 
*2 = -11.3435 + .017774W + . 074477z4 - .6967zj - 7.0259z2 
(3.0659) (.0125) (.0121) (1.0487) (2.9059) 
+ 19.3249zj , 
X3 =+.4709 - .006979W+ .2118482^ + . 2254zj + 8.9184z2 
(6.3643) (.0259) (.0252) (2.1769) (6.0322) 
-IO.7137Z3 , 
(11.6233) 
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-  Z J (+42. 0385 - . 080824w + . 439558z4 - 3. 7l60zj + 5. MOSz^ 
(10.3686 (.0422) (.0411) (3.5465) (9.8276) 
-4I.O897Z3) - Z2(-11.3435 + .017774W + . 074477z4 - .6967zj 
(18.9364) (3.0659) (.0125) (.0121) (1.0487) 
-7.0259z2 +19.32492^) - Z3 (+• 4709 - .006979w + .211848Z4 
(2.9059) (5.5994) (6.3643) (.0259) (.0252) 
The average price and income elasticities for the nine year period 
1934 through 1942 are presented in Table 1. These elasticities were 
computed by using the above demand equations and the average values 
of prices, quantities, and incomes for the nine year period. The 
standard error of each of these elasticities is given in parenthesis 
under the elasticity. 
It was decided to use Wald's technique for obtaining a utility in­
dicator and it was therefore necessary to estimate the Engel curves 
for four years. It was decided to obtain these Engel curves for 1934, 
1938, 1940, and 1942 by using the prices and lagged real esspenditure 
for each year with the average demand equations given above. This 
constitutes one approximation and an additional approximation is 
reflected by the fact that y is total money expenditure for the four 
consumption goods and is not total money income. These two quanti­
ties are the same when savings and investment are considered con­
sumption goods, but since this was not done in this analysis there is 
a small discrepancy between the two figures. The variable y in the 
following equations is total consumer unit money expenditure for the 
basic consxaigption goods considered in this analysis. 
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Table 1. Estimafced Average Price and Income 
Elasticities for the Nine Year Period 
1934 through 1942 
Price of Price of Price of Price of Eacome 
Food Clothing Household®" Misc. 
Food -.3857 
(.3681) 
Clothing -.4211 
(.6338) 
Household^ +. 0795 
(.7675) 
Misc. -1.2594 
(8.1668) 
+.5468 -4.2805 
(1. 0454) (1.9726) 
-4.3510 +11.7211 
(1.7996) (3.3968) 
+3.2251 -3.7946 
(2.1815) (4.1168) 
-2.0434 +6.8430 
(4.4740) (7.4185) 
+ 3.2885 +.8309 
(2.8005) (.0777) 
-7.7686 +.8196 
(5.2221) (.1332) 
-.8715 +1.3616 
(6.3320) (. 1620) 
-4.7487 +1.2090 
(9.2452) (.1361) 
& This classification refers to Household Operating and Furnishings 
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1934 
^1 + . 004454y + 3. 1787, 
^2 
= +.000755y + 
• 
1282, 
^3 
= +.002147y - 1. 1736, 
^4 
= +.003354y - 1. 8270. 
1938 
^1 +.004355y + 1. 4729, 
= +.000738y + 
• 
3946, 
X3 = +.002099y - 1. 0564, 
^^4 
= +. 002869y -
• 
7668. 
1940 = +.004347y + 2. 8472, 
^2 
= +.000737y -
• 
0914, 
= +.002095y -
• 
7648, 
*^4 
= +.003I64y - 1. 7432. 
1942 
^1 
= + . 003963y -
• 
3346, 
*2 
= +.000672y + 
• 
4481, 
^3 
= +.001910y -
• 
6610, 
^4 +.002049y + • 5479. 
The estimated system of linear homogeneous partial differential 
equations related to the utility fimction are presented below. The 
approximate standard error of each of the estimated constants is 
given in parenthesis under the constant. 
Fj - (1.1922 - .006791W + .01394xj - .38270x2 - .15777x3 
(4.5081) (.009706) (.29210) (.70953) (.56291) 
+ . 19809x4)F4 =0, 
(. 17103) 
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- (1. 1963 - .000789W - .04926xj + .04740x2 + . 14412x3 
(2.5624) (.005517) (.16603) (.40206) (.31996) 
04405x^)F^ = 0, 
(. 09721) 
F3 - (1. 0649 - . 001452W - . 02121xj + . 05130x2 + . 04289x3 
(.9467) (.002037) (.06134) (.14854) (.11820) 
01273x^)F^ = 0. 
(. 03591) 
The condition of homogeneity of the system of equations resulting 
from the examination of the Jacobiaji conditions of coexistence was 
examined and it was found that none of the constants were significantly 
different from zero. It was therefore decided that all of the constants 
could be approximated by zeros and that an integral could be obtained 
by using the method presented on pages 35 through 37 of this text. 
The resulting homogeneous linear f\inctions relating X2 and X3 to 
Xj are given below: 
X2 =.I696xj , 
X3 =.4820xj. 
The integral of the original system is 
z = G [^(9.2560 - . 03428w - . 6412xj + x^) exp(. 1981xj)j . 
A utility function is obtained by letting the function G be the square of 
its argument. This result is presented below: 
z = (+85. 67 + .001175w^ +.411 Ixj + x^ + . 04396wxj - . 06856wx_^ 
-1.282xj^x^ - . 6346w - 11.87x2 ^ i8-51x^) exp(. 3962x2). 
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The conditions that a.. =a.. for i = 1, 2, 3 and j = 1, 2 ,  3 were 
examined and it was found by statistical tests that these conditions 
are approximately satisfied. It was therefore decided that the method 
presented on page 38 of this text could be used to obtain a utility 
indicator. In order to facilitate this operation the matrix A was 
symmetrized by taking averages of the elements not on the main 
diagonal. The constant a^Q was determined by using the mean values 
of the x's for the nine year period which was considered. The linear 
constraint for the variables is 
-.77652 + .19809xj - . 04405x2 - .01273x3 = 1, 
and the utility indicator is 
z =.00697xj + .02370x2 + .02133x3 - .21598x j X2 - .08949x^x3 
+ .09771X2X3 + .19809xjx^ - .04405x2X^ - .01273x3X^ 
+ (I. 1922 - . 006791w)xj + (1. 1963 - . 000709W )X 2 
+ (1.0649 - .001452W )X 3 - . 77652x^ . 
The above utility functions are subject to some relatively severe 
approximations and so it was decided to obtain a utility function by 
using Wald's scheme. The Engel curves presented above were used 
to obtain the following utility function: 
U = . llSOxj + . 0197X2 + • 7048X3 + . 3301x^ + . 1000xj^x2 - . 577Zxj^x 
+ .3953xjx^ - .2433x2X3 + .1722x2X^ - .9649x3x^ - 1.9744xj 
8389x2 + 4.8298x3 -3.3109x^ . 
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Since it is desirable to know some of the properties of this utility 
function, it was decided to obtain the average price and income 
elasticities from this utility function for the nine year period 1934 
through 1942. These results are presented in Table 2. 
Table 2. Estimated Average Price and Income 
Elasticities for the Nine Year Period 
1934 through 1942 
Price of 
Food 
Price of 
Clothing 
Price of ^ 
Household 
Price of 
Misc. 
Income 
Food - .7738 +.4011 +.0048 +.3736 +.8441 
Clothing +2. 2728 -.5419 -2.0251 -1.5363 +.3725 
Household + 1. 1408 1184 +.0371 +.0068 + 2. 2329 
Misc. +8.4759 +.9086 +.0515 2835 +1.0729 
This classification refers to Household Operating and Furnishings 
The prediction capabilities of the estimated model were also ex­
amined. It was decided that a prediction of the average quantities of 
the four consimiption goods purchased and home raised and consumed 
by Iowa farmers who were members of the Iowa Farm Business Associa­
tion in 1947 woiild be comparable with a simple average of the quanti­
ties indicated in the household records of four randomly selected 
families. The use of four household records is arbitrary because 
any sample size would serve this purpose. Under this scheme the 
observed average for the four families, say , is subject to a tri-
variate normal distribution with mean -Mj.Tj. and variance-covariance 
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matrix V^/4. The individual consumer unit demand equations for 1947 
and the matrix Vj. were obtained and these are presented below; 
xj = +37.6477 071736W +.366692^ -3.1899zj +4.6819z2 -37.0405Z3 , 
X2 =-12.0874 +.019314W+.O6213Z4 -.6076zj -7. I036z2+20. 01 lOz^ , 
=-1-6453 -. 002599W +. 176732^ +.4789zj +8. 6873z2 -8.762Zz^ 
A 
*4 "^4 " ^1*1 " ' ®3*3 * 
+4.5491 -.6838 -1.9316 
Vt = - .6838 +.5096 + .0561 
-1.9316 +.0561 +2.2788 
The observed average quantities of the four consumption goods, the 
estimated average quantities with their standard errors, and the 
differences between observed and estimated quantities are presented 
in Table 3. 
Table 3. Summary of Prediction Results 
Observed Estimated Standard Error Difference between 
Average Average of Estimated Observed and 
Estimated Averages 
-1.912 
- .619 
+ .406 
+2.873 
""This classification refers to Household Operating and Furnishings 
Average 
Food 8 . 6 9 1  10. 603 1.066 
Clothing 3.515 4. 134 .357 
Household 7.965 7.559 . 755 
Misc. 18.279 15.406 .964 
In order to test statistically the precision of the estimates, the follow-
/ith 3 degree 
=13.90. 
-y2 ing value of A. w s of freedom was computed; 
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The tabular value of r* with 3 degrees of freedom corresponding to 
99% of the cumulative distribution is 11.3, and this indicates that it 
is not very likely that the deviations between observed and estimated 
average quantities covild occur as the result of sampling from the 
household records. 
The approximations of Dj. by D and by K which were made to 
simplify the statistical computations will now be examined. The 
estimates of and K^. are given below for four of the iiine years con­
sidered in the statistical analysis. The four years selected correspond 
to those years for which the values of were very different, and 
these years are 1934, 1936, 1939, and 1942. 
Z 1934 . 962 
-.162947 -.573254 -.349323 
°1934 " '(-•009925 +.089777 +. 186715 > 
-.009844 +.063547 +.055199 
K 1934 
-3.8881 +5.3147 
.7260 -6.9964 +19.0714 • 
+9.0023 
-42. 5831 
-11.4335 
. 981 
-.193452 -.577017 -.350314 
-.003142 +.090614 +.186936 
-.007884 +.063789 +.055263 
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K 1936 
7' 
^939 
D 1939 
K 1939 
7' 
^942 
D 1942 
K 1942 
< 
-3.6247 
- .6814 
+ .2694 
( 938 
= < 
171861 
007943 
-.009271 
-3.7999 
. 7110 
+ 1849 
= ( 1. 077 
.199395 
- ,001820 
-.0750 
= 
-3.5525 
- .6691 
+ .3042 
+5.0004 
-7. 0501 
+8.8512 
. 993 
-39.8913 
+ 19.5282 
-10.1368 
.978 ]• 
-.579394 -.351502 
+.091143 +.187200 
+.063942 +.055339 
+5.2599 -41.9292 
-7.0056 +19.1824 
+8.9759 -11.1185 
1 .098  1 . 028j- , 
-.600193 -.361406 
+.095768 +.189402 
+.065278 +.055975 
+5.0747 
-7. 0370 
+8.8867 
-40. 1079 
+ 19.4910 
-10.2407 
It should be noted that the elements in the first column of D. are t 
very different for these four years. The elements in the second row 
emd first col\imn range from -. 001820 to -. 009925, However, the 
elements in the second and third columns of remain fairly stable. 
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The elements in Kj. do not have the high degree of variability as 
those in D^,. The elements in the third row and first column have the 
largest relative variability and these range from +. 1424 to +. 3042. 
Since the matrix is the coefficient matrix of the price ratios in 
the demand equations, the approximation of Kj. by K has introduced 
an additional source of variation in the coefficients to the price ratios 
in the average demand equations for the nine year period. This is 
one of the reasons why the estimated coefficients to the price ratios 
in the average demand equations have such large variances. 
C. Evaluation of Empirical Results 
Most of the empirical results presented in the last section may be 
subjected to statistical evaluation by virtue of the fact that each of 
the estimates is asymptotically normally distributed with mean value 
equal to the true mean and standard deviation estimated by its corres­
ponding standard error. Since the signs of many of these constants 
are of particular value to economic theory, it is very important to 
establish if the constants have a positive or negative sign. The 
approximate magnitudes of some of the constants have been deter­
mined in other investigations and these should be compared with the 
results obtained in this investigation. The estimates of the demand 
functions, price and income elasticities, and the utility functions 
and the predictive ability of the estimated equations will be evaluated 
on the basis of statistical and economic theory. 
The estimated average individual consumer unit demand equations 
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for the nine year period 1934 through 1942 are presented on pages 54 
and 55 of the text. Each of the regression coefficients in these equa­
tions may be evaluated by considering the ratio of the estimated 
coefficient to its estimated standard error. If this ratio is greater 
than 1. 65 in absolute value the regression coefficient will be con­
sidered statistically significant. This procedure corresponds to a 
one tailed test of size . 05. Carrying out this procedure, it is 
readily found that the constant terms in the first two demand equa­
tions, the coefficient of lagged real expenditure in the first equation, 
the coefficients of current real expenditure in all the equations, the 
coefficient of the price of Clothing in the second equation, and the 
coefficients of the price of Household Operating and Furnishings in 
the first and second equations are statistically significant. This is 
certainly a meager harvest; finding only nine statistically significant 
regression coefficients out of a total of eighteen. The statistically 
significant regression coefficients in the first three demand equations 
are of course significant in the fourth demand equation. The negative 
sign of the regression coefficient of lagged real expenditure in the 
first demand equation is of particular interest because it has a very 
interesting economic interpretation. If we consider two different 
households with average current expenditures but one with less and 
the other with more than average lagged expenditure, the household 
with the larger lagged expenditure will purchase less Food than the 
one with the smaller lagged expenditure. This suggests that the 
experience of consuming non-food items leads to the continued 
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purchasing of these items even though income decreases. The regre 
sion coefficients of current real expenditure and price ratios in the 
demand equations are subject to the same relative standard errors 
as the elasticities corresponding to these quantities and so the 
statistical and economic interpretations of these will be deferred 
\mtil the discussion of the elasticities. 
The price and income elasticities corresponding to the above de­
mand equations are presented in Table 1, page 56 . Three of the 
sixteen price elasticities are statistically significant and these are 
the direct price elasticity of demand for Clothing, the cross elasti­
city of demand for Clothing with the price of Household Operating 
and Furnishings, and the cross elasticity of demand for Food with 
the price of Household Operating and Furnishings. The statistical 
significance of each of these three elasticities leads to some inter­
esting economic consequences. The negative value of the direct 
price elasticity of Clothing reflects the well accepted economic 
principle that as the price of Clothing increases while all other 
prices and income remain constant, the consumer will purchase 
less clothing. The cross elasticity of demand for Clothing with the 
price of Household Operating and Furnishings reflects the economic 
principle of substitute commodities. This principle consists of the 
idea that as the price of Household Operating and Furnishings in­
creases while all other prices and income remain constant, the con­
sumer will purchase more Clothing and will buy less goods in the 
Household Operating and Furnishings group. In other words he 
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substitutes the purchases of Clothing for the purchases of household 
goods, and this phenomenon certainly is reasonable on the basis of 
our everyday experience. The negative value of the cross elasticity 
of demand for Food with the price of Household Operating and Fur­
nishings leads to a more complicated economic interpretation. The 
negative sign indicates that as the price of Household Operating 
and Furnishings decreases while all other prices and income remain 
constant, the consumer will purchase more Food. Under the assump­
tion that the consumer buys a relatively small quantity of household 
goods and services and purchases a relatively constant amount of 
Food when his income is changing, it may be concluded that Food 
and Household Operating and Furnishings are complementary goods. 
This means that the consumer desires relatively fixed combinations 
of the two types of consumer goods and that when he buys more of one 
of them he also buys more of the other one. The above assumptions 
seem to be fairly well satisfied for the consumers considered in this 
investigation and the fact that farmers devote a large proportion of 
their household expenditures to cooking and preserving equipment 
supports the fact that Food and Household Operating and Furnishings 
could be complementary. 
The remaining thirteen price elasticities in Table 1 which are 
not statistically significant could be subjected to the same sort of 
discussion as above but since the signs of many of these quantities 
are very vincertain it would be impossible to arrive at precise ex­
planations. However, it is very importeint to observe that most of 
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the price elasticities in Table 1 satisfy the expected economic proper­
ties. All of the direct price elasticities of demand are negative and 
many of the cross elasticities corresponding to goods which are 
ordinarily accepted as substitutes are positive. 
The income elasticities presented in Table 1 are of very great 
interest since they are all statistically significant and have small 
standard errors. All of the income elasticities are positive which 
illustrates the well known economic principle that as income in­
creases the consumer purchases more of all the commodities. The 
exception to this principle exists when one of the commodities is 
an inferior good and none of the commodities considered in this 
investigation could be reasonably classified as an inferior good. 
The relative magnitudes of the four estimated income elasticities 
are also very interesting. A fairly well accepted fact is that the 
income elasticities of basic subsistence goods are smaller than 
those corresponding to luxury items. The income elasticities 
presented in Table i fall into two distinct groups: Food and Cloth­
ing have low income elasticities and Household Operating and 
Furnishings and Miscellaneous have high income elasticities. One 
would certainly expect Food to have a low income elasticity. Clothing 
would be expected to have a high income elasticity for majiy types 
of consumers. However, Clothing is more of a subsistence item 
for non-urban households and so the low empirical income elasti­
city characterizes this phenomenon. The high income elasticities 
for Household Operating and Furnishings and Miscellaneous are 
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certainly easily explained by the fact that these two groups of con­
sumer goods contain many luxury items. 
The price zind income elasticities presented in Table 2, page 60 
were computed mainly for the purpose of evaluating the utility fiinc-
tion obtained by using Wald's technique. Unfortunately the variances 
of these elasticities are very difficult to obtain and so there is no 
way of testing the statistical significance of these results. In 
general the price elasticities presented in Table 2 are smaller than 
those in Table 1. Many of the price elasticities in Table 2 satisfy 
definite economic conditions: three of the four direct price elas­
ticities are negative and nine of the twelve cross elasticities are 
positive. And so the signs of twelve of the sixteen price elastici­
ties conform to what might be expected on the basis of economic 
theory. However, the relative magnitudes of the direct price elas­
ticities present a peculiar picture. The direct price elasticity for 
Food is the largest in absolute value and on the basis of economic 
theory one wovild expect this elasticity to be the smallest in 
absolute value. 
The income elasticities presented in Table 2 satisfy the economic 
condition of being positive. However, these four elasticities are 
all distinct as far as relative magnitudes are concerned and when 
ordered from smallest to largest form the sequence Clothing, Food, 
Miscellaneous, and Household Operating and Furnishings. This 
result is disconcerting as far as our everyday experience is con­
cerned. The absence of any measure of precision of these elasti­
cities limits their evaluation to a very great extent. 
70 
The comparisons of the empirical results of this investigation 
with those of other investigations is of great interest. It is unfortun­
ate that there are so few other investigations with which comparisons 
can be made. Richard S one's and D. A. Rowe's analysis of con­
sumer expenditure in the United Kingdom during the inter-war 
period resulted in an estimate of the price elasticity of demand 
for Food of -.35 with standard error . 28 and an estimate of the 
income elasticity of demand for Food of +. 53 with standard error . 04. 
The direct price elasticity of demand for Food obtained in this empi­
rical investigation is 39 with standard error . 37 and this result 
is in direct agreement with Stone's and Rowe's estimate. The income 
elasticity of demand for Food obtained in this investigation is +. 83 
with standard error . 08 and this result differs quite a bit from the 
one obtained by Stone and Rowe. However, the inclusion of the pur­
chase value of home raised and consumed food in income in this 
investigation leads to a high estimate of the income elasticity of 
demand for Food and this may account for the large difference. Of 
course it is not reasonable to assume that Iowa farmers who are 
members of the Iowa Farm Business Association have identical tastes 
and desires as individuals in the United Kingdom, but they probably 
have similar characteristics as far as a basic commodity such as 
food is concerned. 
Richard Stone has also completed some empirical work in demand 
5 
analysis for the United States over the years 1929 through 1941. He 
5 Richard Stone. The role of measurement in economics. Cambridge, 
Cambridge University Press. 1951. pp. 75-86. 
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computed price and income elasticities for over thirty commodities 
and his resxilts for Food and Clothing are comparable with the re­
sults obtained in this investigation. Stone's estimate of the price 
elasticity of demand for Food is -.44 with standard error . 10 and 
his estimate of the income elasticity of demand for Food is +.59 
with standard error . 06. The results obtained in this investigation 
which correspond to the above two estimates are -. 39 with standard 
error . 37 and -f. 83 with standard error . 08 respectively. There 
is a reasonable degree of agreement between these two sets of 
estimates. Stone's estimate of the price elasticity of demand for 
Clothing is -.66 with standard error . 34 and his estimate of the 
income elasticity of demand for Clothing is +.67 with standard 
error . 10. The restilts obtained in this investigation which corres­
pond to the above two estimates are -4, 35 with standard error 1. 80 
and -.82 with standard error . 13 respectively. The two income 
elasticities agree pretty well, but the price elasticity obtained in 
this investigation is quite a bit larger in absolute value than the one 
obtained by Stone. 
Gerhard Tintner has completed an empirical investigation to es­
timate static supply and demand functions for agricultural products 
in the United States over the period 1920 through 1943. His price 
and income elasticities of demand for agricultural products should 
be approximately comparable with the price and income elasticities 
^Tintner, op. cit. , pp. 132-133. 
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of demand for Food because most agricultural products eventually 
reach the consumer in the form of food. Tintner's estimate of the 
price elasticity of demand for agricultural products is 123 and 
his estimate of the income elasticity of demand for agricultural 
products is +. 309. Both of these are quite a bit smaller in absolute 
mlue than those obtained in this investigation and this indicates that 
the demand for Food is more sensitive to changes in price and 
income than the demand for agricultural products. 
R. G. D. Allen's and A. L. Bowley's analysis of the household 
expenditures of 269 New York farmers in 1928 and 1929 resulted in 
the estimation of income elasticities for basically the same groups 
of consumer goods as considered in this investigation. They obtained 
empirical income elasticities of +. 7; +1. 1; +. 9; and +1.2 for Food; 
Clothing; Rent, Furniture, Fuel and L.ight; eind Other Items which 
correspond respectively to the values +. 83, +. 82, +1. 36, and +1. 21 
which were obtained in this investigation. When one considers the 
fact that the first set of figures applies to the years 1928 and 1929 
and the second set to 1934 through 1942, it is reasonable to expect 
some differences in the income elasticities for Clothing and house­
hold items. During the 1920's there was certainly a boom in the 
clothing industries as a result of increased public attention to apparel. 
This died out during the depression years and so one would expect 
the income elasticity in the second period to be smaller than that in 
the first. The tremendous need for additional housing and household 
furnishings which developed after the lean years of the depression 
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certainly suggests an increase in the income elasticity over the late 
1920's when the need for housing and related items had been satisfied 
by the boom in the early 1920's. One may therefore conclude that 
these two sets of estimates agree to a very reasonable extent. 
The estimated differential equations which were used to estimate 
two utility functions are presented on pages 57 and 58. It may be 
seen that ail of the estimated constants in these differential equations 
are subject to large standard errors of estimate and that none of 
these constants may be established as being statistically significant. 
Of course the estimated standard errors are approximate and may 
themselves be subject to biases and large variances. The two utility 
functions resulting from these differential equations, which are 
presented on pages 58 and 59, must be recognized as very approxi­
mate since their constants are also subject to large errors of estimate. 
However, these utility functions are of particular interest since empiri­
cal utility fimctions of these forms have never been presented. 
The utility function obtained by using Wald's method is also of 
particular interest because many of the elasticities resiilting from this 
function have the expected economic characteristics. It does corres­
pond to the classical notion of a utility function since it is a function of 
all four of the commodities considered. Unfortunately the statistical 
significance of the constants in this fimction is not known and so it is 
difficult to evaluate the true significance of the empirical function. 
The prediction capabilities of the estimated model are certainly very 
interesting. It may be a little unreasonable to assume that the consumers' 
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tastes and desires were the same in 1947 as in the period 1934 through 
1942 because the war and rationing during the early 1940's and the pros­
perity of the middle 1940*s probably had a large effect in changing con­
sumers' expenditure habits. Although the predicted average quantities 
are not very near to the observed average quantities, three of the four 
predicted quantities do not differ significantly from the observed aver­
ages. This indicates a fairly good predictive ability of the model in a 
time period when prices and income were much higher than in the 
period under initial investigation. However, the joint evaluation of the 
estimates shows that the deviations between observed and estimated 
average quantities are larger than would be expected as the result of 
sampling. A careful examination of the conditions in 1947 gives rise 
to a logical explanation of why the estimated model is not applicable 
for prediction in 1947. The two basic commodities Food and Clothing 
were in sufficient supply during the early 1940's but the l\ixury and 
household items were not in sufficient supply during this period. This 
situation probably caused the consumers to have increased desires to 
purchase the commodities which were in short supply. After the war 
the prosperity and increased supply of items which were scarce during 
the war resulted in the consumers' fulfillment of their tastes and 
needs which developed during the war. Assuming that the above state­
ments are reasonable, one would expect that the estimates of the 
average quantities of Food and Clothing wovild be a little high and that 
the estimates of the average quantities of Household Operating and 
Furnishings and Miscellaneous would be very low. These expectations 
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are fairly well fulfilled by the empirical facts given in Table 3 except 
for the commodity Household Operating and Furnishings. In this case 
the estimated average quantity is only a little lower than the observed 
average quantity. The fact that the prices of many housing items 
increased much more rapidly after the war than the prices of some 
of the Miscellaneous goods suggests that changes in price ratios may 
have some effect upon the parameters of the utility fxinction. 
76 
V. DISCUSSION AND SUGGESTIONS FCR FURTHER 
STUDY 
Any statistical technique which is developed to fulfill many different 
types of purposes should be classified as an imposing effort. A statis­
tical technique designed to estimate all of the basic characteristics of 
consumer behavior is likely to be less efficient in estimating a parti-
ciilar characteristic of consumer behavior than one developed for 
serving only this one purpose. However, the more comprehensive 
technique may be of greater interest since it results in the empirical 
presentation of the many interrelated characteristics of consumer 
behavior. 
The statistical technique developed in this thesis must be recog­
nized as a result of a sanguine belief in rational consumer behavior. 
The attempt to establish the mathematical model in the fundamental 
economic framework related to the classical theory of consumer 
choice necessitates the use of approximations in the obtainment of 
empirical results. However, these approximations lead to the appli­
cation of powerful well known statistical techniques. The use of multi­
variate normal linear regression analysis has been accepted as a 
very useful technique in the analysis of concomitant behavior relation­
ships consisting of linear functions of the variables. 
Unfort\inately the validity of any mathematical model and computa­
tional approximations must be established on the basis of empirical 
findings. This pragmatic method of verification is the direct result 
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of ddving into an area of unknown mathematical forms where only cer­
tain consequences may be hypothesized on the basis of economic theory 
or self introspection. The empirical findings presented in this dis­
sertation therefore provide the basis for the evaluation of the econo­
metric technique. 
Since the empirical results are of such great consequence, it is 
important to consider some of the basic characteristics of the raw data. 
The information provided by the records of the members of the Iowa 
Farm Business Association must be accepted as fairly accurate. There 
are certainly very few sources comparable to this since the accurate 
recording of weekly household expenditures for long periods of time 
must be an appalling operation. However, these records do present 
some problems because of the peculiarities of living on a farm. The 
xmcertainty and seasonal characteristics of income must definitely 
have some effect in the area of budgeting living expenses. The home 
consumption of many home produced items provides for the satisfaction 
of needs and desires by meains not considered in the classical develop­
ment of the determinants of consumer behavior. It is therefore appar­
ent that the use of the information in the farm household records to 
obtain empirical estimates of the parameters in a classical model 
describing consumer behavior is itself an approximation. 
The basic weakness of the raw data lies in the area of price informa 
tion. This weakness is the result of two causes; both of which are 
almost impossible to remedy. The first cause is the result of the fact 
that price indices must be used and that these are available for only a 
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few geographical areas and for a small group of generalised commodities. 
The inaccessibility of price information for such commodities as insur­
ance, investment, and savings necessitated the exclusion of these items 
from the empirical analysis. The second cause is the result of the fact 
that all price information must be historical in nature and it is likely 
that the prices which actually occur are of very small relative fluctua­
tion. One must therefore be very optimistic to expect all consumers 
to react rationally to a two percent drop in the relative price of one 
commodity and to believe that a statistical analysis could detect what­
ever happens in this case. 
Despite the shortcomings of the raw data which were available, it-
was decided that the empirical results would be of utmost interest in 
the evaluation of the econometric technique. The important thing to 
note is that the use of this data introduced approximations which are 
not explicitly presented in the econometric technique. 
The empirical results are not presented for the sake of describing 
the present characteristics of consumer behavior. In fact the attempted 
estimation of quantities purchased in 1947 by members of the Iowa Fa.rm 
Business Association indicates that the empirical estimates are not 
applicable to post-war years. The definite descriptive application of 
the empirical results is the characterization of members of the Iowa 
Farm Business Association during the years 1934 through 1942. The 
main reason for the inclusion of these empirical results in this disser­
tation is to show that the technique is practical and that the empirical 
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estimates are reasonable. 
The fact that many of the estimated constants related to the model 
could not be established as being statistically significant requires some 
careful evaluation. There are at least four reasons why this could occur. 
The first is that the mathematical model is not appropriate; the second 
is that the raw data is not accurate; the third is that the required 
homogeneity over time of tastes among consumers may not be satis­
fied; and the fourth is that the true constants may indeed be zero. The 
appropriateness of the mathematical model is that which is under examin­
ation and this cannot be judged on the basis of a priori information. 
The raw data is definitely subject to some limitations but it is likely 
that it is fairly accurate. The historical nature of the price informa­
tion is a very serious limitation since this is completely opposed to that 
which is desired on a statistical basis. It is fairly likely that there be 
homogeneity of tastes as far as the basic commodities are concerned, 
but when one considers certain luxury items it is reasonable to expect 
different tastes even though the persons londer examination are all 
farmers with relatively high incomes. K the demand for a particular 
commodity is actually independent of the price of some other commodity 
then one certainly cannot condemn a statistical technique which leads to 
this conclusion. 
The empirical results of this investigation are statistically com­
parable to those obtained in many other investigations and these results 
have the added adveuitage of describing all of the basic characteristics 
of consumer behavior. All of the statistically significant empirical re­
sults have reasonable economic interpretations and many of the point 
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estimates which, cannot be established as being statistically significant 
have reasonable economic properties. Therefore, if the justification 
of the mathematical model and the statistical technique is to rest upon 
the empirical results which they can generate, this econometric 
technique may be accepted as one which is comparable to many of the 
well established techniques. 
There are several aspects of this econometric technique where 
additional study would be of utmost interest. The application of the 
technique to a set of data which exactly satisfies the assumptions of 
the mathematical model would be of primary interest. This would re­
sult in the generation of empirical results which would be free from 
all approximations not explicitly contained in the statistical analysis 
and these empirical results would certainly provide for a better evalua­
tion of the technique. The development of a statistical technique which 
is free of some of the approximations explicitly contained in this pro­
cedure would also be of great interest since this could be used to 
determine the severity of the approximations. Finally, a reformulation 
of the mathematical representation of the marginal rate of substitution 
into a form involving exponential or logarithmic terms would be of in­
terest because this may give rise to a more accurate description. 
However, this is likely to lead to very difficult problems in establish­
ing the identification of the individual structural equations. 
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vn. APPENDICES 
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Appendix A.  Development of Variance Formulas 
Consider the 3 by 3 matrix K with its corresponding 9 by 9 variance-
A A 
covariance matrix D is obtained by inverting K and the problem 
A A 
is to find the terms in the 9 by 9 matrix V{D*) where D* is a 9 by 1 
A 
matrix formed by arranging consecutively the 3 colimins of D into 1 
column. 
Let 
D = 
'11  
'21  
'31 
^12 ^13 
^22 ^^23 
'32 
= ( D, 
d 33 
D- D ,)• 
£(D) = 
€d €d 
11 12 ®*^13 
€d^, €d ed-21 ""22 ""23 
e d ^ ,  s d . .  ^  e d « ^  31 32 33 
= |ej(D) £2(D) ^3(0)]-, 
€(K) = 
€k 11 *12 "^13 
•^21 >^22 *^23 
dc,, ek,_ ek--31 32 33 
=  | € j ( K )  6 2 ( K )  € 3 ( K )  y  
These quantities have been previously defined on pages 23 and 27 of the 
A 
text. Subdivide W23. the variance-covariance matrix of K*, into nine 
3 by 3 submatrices and define these by the following: 
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W 33 
''^33,11 ^33,12 "^33,13 
^^33,21 ^33,22 ^33,23 ^ 
.^'33,31 ^33,32 ^33,33 
Subdivide V(D'0 into nine 3 by 3 submatrices and define these by the 
following: 
V(D ) = ME\:^{DU\{D) > . 
€3(0)5'(D) =3(0)^^(0) ^3{D)€^{D) _ 
A A 
Using the approximation s(D) = -Dc(K)D, which is given on page 27 of 
the text, it follows that 
3 
Then 
..(D) = -D.(K)D. = - D [ r d^.^^(K ) ] . 
.(£),!(£)= D[Fd^.^(K)][ X d .;(5)]d' . 
and 
3 3 
ME [.(£),!(£)]= d\_T S d,,d^.W33_^jD. 
r s 
3 3 
= ^ dri^sj(°^33.rs°') ' 
^ s 
The above expression is the 3 by 3 submatrix in the (i, j) position of the 
A 
approximate formula for V(D"^). 
Next consider the 3 by 1 matrix C which is obtained by premulti-
plying KC by D . The problem is to determine the elements of the 
A 
3 by 3 matrix V{C). 
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Let 
A f  ^  A j 
-:'(C) eC2 Cj ^  , 
'(KC) =||(KC)i "(KG) 2 s{KC)3|. 
These quantities have been previously defined on pages 15 and 28 of 
A 
the text. ^22 variance-covariance matrix of KC and sub­
divide W23 into three 3 by 3 submatrices and define these by the follow 
ing; 
^23 ={^23,1 ^23,2 '^23.3}-
A A A 
Using the approximation -(C) = Ds(KC) - Ds(K)C, which is given on 
page 28 of the text, it follows that 
5(C)e'(C) = d[€(KC) -  r  c . i .{K)][«'(KC) - r. c d(K)]D' . 
J 
3 ^ ^  3  
=  D r € ( K Q € ' ( K C )  -  S C. £ . ( K ) « ' ( K C )  -  S  c M K C ) d { K )  
L  . 1 1  j  J  J  
3 3 . . 
+  S  Z C . C . € . ( K ) 6 ' ( K )  D '  .  
.  J 1 J ' J 
Then 
V(C) =ME [ £(C)c'(C)] 
3 3 3 
= D W,, - 2S c.W,, . + S S c.c.W-, .. D' L 22 . 1 23,1 ^ . 1 J 33, ij J 
3 3 3 
= DW22D' - 2 Zc.{DW23,iD') + E Z c.c . ( D W 3 3  ..D') .  
A 
Next consider the 3 by 2 matrix B which is obtained by premultiply 
A «>» 
ing KB by D, The problem is to determine the elements of the 6 by 6 
matrix V(B*). 
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Let 
B' 
^10 ^20 ^30 
L ^ l i  ^ 2 1  ^ 3 i  
B I 
B^ 
'(B) = 
'"*10 '*^0 '''30 
S b j j  S b j j  t b j j .  
_ < 
e'(B) 
€'{KB) = 
(KB)JQ ^(KB),^ 20 '30 
.:{KB)jj €(KB)2I «(KB)3JJ 
These quantities have been previously defined on pages 15 and 28 of the 
A 
text. is the variance-covariance matrix of KB''= and subdivide it 
into four 3 by 3 subrnatrices and define these by the following: 
W , = < 
w J J - A 
^11,11 ^"^11, 12 
^11,21 ^11,22 
Also subdivide into six 3 by 3 subrnatrices and define these by the 
following: 
^ 1 3 , 1 1  ^ 1 3 , 1 2  ^ ^ 1 3 , 1 3  
W 13 W W W  
"'13,21 "^13,22 *13,23 
The variance-covariance matrix of B''- will be denoted by V(B') and it is 
defined by the following; 
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^ Q(B)2'(B) 
V(B^:') = ME 
= j{B)s^(B) i^j{B):'^{B) 
«*> A A 
Using the approximation £(B)= DefKB - Ds{K)B, which is given on page 28 
of the text, it follows that 
.(B) i D:.{KB) - Ds{K)B. 
Then 
= D«. (KB) - D Z ^ (K)b . . 
P ^ 
^ J J 
.(B).!(i) = D [ .-j(KB) - I- bpi=p(K)] [ .j(KB) - X ] D' 
= D [ !j(KB)£!(KB) - r bpj«p(K)e!(kB) - Z b^«j(KB)<^(K) 
P q 
3 3 - -
+ r Z b .b .5 (K)e' (K) B' , pi qj p* q J 
and 
3 3 
MeF «.(B)?!(B)1 = dTw, , - 2 b .W,, . - Z b 
•- i' ' j' ' J L 11, ij „ pi 13, JP .W qj 13.iq 
3 3 
+ Z Z b .b_ . W ^ . ,  1d '  3 pq J P q pi qj 3 '  
r - J J 
ME c,(B)-!(B) = DW,, ..D' - Sb -(DW,, . D») - 2 b .(DW,, . D' L 1 J J 11.ij _ pi^ 13,jp ' qj^ i3,iq 
P 
3 3 
+ Z Zb .b .{DW,, DM p q Pi qj^ 33, pq ' 
The above expression is the 3 by 3 submatrix in the (ij j) position of the 
approximate formula for V(B'''). 
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Finally consider the 3 by 3 matrix A which is obtained by adding CZ' 
A 
to D. The problem is to determine the elements of the 9 by 9 matrix 
V(A^O. 
Let 
^(A) = 
'^11 ^^12 ^^13 
^^21 ~^22 ®^23 
*^^31 ^^32 ^^33 
= {^i{A) .^(A) «3(A)), 
Z' = [ ^2 ^3 ) •  
These quantities have been previously defined on pages 15, 25, and 
A A 
29 of the text. V(A- ) is the variance-covariance matrix of A-^ and is 
defined by the following: 
' J{A).'(A) €J{A)£^(A) aj(A)^^(A) ' 
V(A^-) =Md€2<^)e'j{A) 52<^)6^(A) 
.£3(A)€\{A) €3(A)6^{A) .3{A)£^(A) . 
A 
Subdivide the variance-covariance matrix of D-^ into nine 3 by 3 sub-
matrices and define these by the following: 
'  V j j ( D : )  V J 2 ( D ' - - )  
y{Dn =  ]  V 2 i( D : )  V 2 2 ( D - )  V 2 3 ( D = : )  
. V3j(D=:) V32(D;=) ¥33(0'^^) 
A A 
Using the approximation e(A) = €(D) + €{C)Z, which is given on page 29 
of the text, it follows that 
89 
e.(A) = £.(D) + z.£(C) 
= D [ Z d^.€^(K) + z . , {KC) - z .  res (K)] 
s S 
Then 
and 
..(A)d(A) = [€.(D) + z.'4C)][d{D) + Zj^'(C)] 
= ,.(D)d(D) + z.z.€(C)€'(C) + 'z.€{C)e!(D) + z.e.(D)£'(C) 
i ..{D)€!(D) + z.z.£(C):'(C) + i. E dp.D6(KC)£^{K)D' 
P 
33 3 
-z. r r c d Df {K)€'(K)D' + a. S d -De {K)s'(KC)D' 
' • s p ® P i ®  P  
3 3 ^ ^ 
- z. S 2 d .c Df: (K)c' (K)D' , 
J r q ^ H 
^ ^ A ^ J 
ME[e.(A)£j(A)]= V..{D-) + ^.z.VfC) + i. S dp.(DW23 pD>) 
3 3 
- z. S S c d .(DW,, D') + z. S d -(DW,, D') 1 s p ® PJ 33, sp J y 23, r 
3 3 
- z. E S c d .(DW,, D') 
3 J. q q 33, rq 
The above expression is the 3 by 3 submatrix in the (i, j) position of the 
A 
approximate formula for V(A'^)* 
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Appendix B. Data 
Table 4. Sample Value of Total Household Expenditures on 
Individual Commodities, Total Purchase Value of 
Home Grown and Consumed Food, and Lagged 
Total Expenditures 
Household 
Year number 
^Itii ^'lti2 ^2ti ^3ti ^4ti >^t-l 
1 212 503 208 222 238 756 
2 148 535 80 60 25 447 
3 87 274 81 138 140 578 
4 162 815 49 94 363 916 
5 168 818 55 146 153 753 
6 101 468 145 79 282 684 
7 148 359 ]55 120 179 812 
8 120 497 58 40 167 586 
9 103 450 40 10 35 447 
10 95 1250 61 57 169 1 ]04 
11 298 485 167 228 209 892 
12 118 347 427 324 497 1241 
13 97 324 85 54 297 1067 
14 185 529 197 319 678 1887 
15 230 435 91 188 325 999 
16 275 744 161 165 161 994 
17 113 1014 61 53 108 515 
18 !67 950 149 78 184 1233 
19 153 497 17 184 163 807 
20 166 379 104 183 358 513 
1 172 470 59 233 63 1382 
2 161 450 104 68 92 848 
3 118 215 83 82 146 720 
4 305 465 183 310 405 1466 
5 287 478 144 296 297 1598 
6 205 876 122 179 230 1483 
7 192 812 180 178 544 1599 
8 186 434 56 229 336 1340 
9 126 299 105 149 3 38 961 
10 106 258 182 598 315 1070 
1934 
1935 
a These symbols are defined on pages 47 and 48 of the text. 
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Table 4 (continued) 
Household 
Year urnber 
^Itil ^lti2 2ti ^3ti ^4ti n-l 
11 119 674 95 77 297 857 
12 224 963 216 365 616 1908 
13 170 317 102 143 166 1108 
14 165 562 73 75 167 855 
15 189 690 84 416 198 1267 
16 106 179 47 108 136 638 
17 219 659 107 116 383 1528 
18 170 613 63 253 148 1014 
19 178 644 142 139 267 1190 
20 264 766 129 71 203 1021 
1 238 875 162 73 239 1680 
2 250 930 125 162 360 1572 
3 184 725 140 535 243 1586 
4 203 312 148 125 245 895 
5 379 1600 169 423 382 2951 
6 191 535 138 553 176 1385 
7 157 625 97 216 285 1252 
8 244 842 75 232 627 1398 
9 243 675 98 218 241 1596 
10 331 847 190 307 499 1301 
11 299 365 105 181 319 1586 
12 330 745 149 287 526 1530 
13 215 852 55 315 504 1361 
14 171 575 184 179 405 1306 
15 254 625 69 47 125 1331 
16 351 550 104 453 520 2152 
17 I'i'c 417 38 343 180 1053 
18 221 615 66 195 308 1099 
19 106 650 175 146 273 1441 
20 346 1875 297 468 506 3457 
1 403 540 212 109 115 1978 
2 273 433 230 100 699 1220 
3 232 1193 115 553 656 1645 
4 219 905 234 290 579 1671 
5 101 971 151 71 218 1316 
1935 
1936 
1937 
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Table 4 (continued) 
— Household — 
Year number v,.., v,.., v_.. v,.. Itil ItiE Zti  3ti 4ti ^t-li 
6 229 490 559 89 208 1250 
7 383 829 231 204 358 1641 
8 245 1069 329 633 821 2091 
9 276 593 116 139 354 1513 
10 192 481 315 123 577 1421 
11 472 536 162 211 219 1440 
12 121 429 60 71 96 1707 
13 238 857 59 142 400 1195 
14 282 1217 212 184 155 2012 
15 200 493 117 75 366 1185 
16 151 348 197 120 102 967 
17 540 1071 125 108 357 1431 
18 150 324 144 232 295 1098 
19 263 250 209 146 1053 964 
20 383 752 126 260 164 1532 
1 207 190 436 398 615 1807 
2 374 826 177 130 537 1653 
3 305 477 201 136 360 1461 
4 328 790 242 288 527 1922 
5 175 526 143 200 696 1261 
6 146 921 54 52 306 2365 
7 151 508 40 193 459 1356 
8 223 733 235 314 559 1144 
9 399 318 138 379 465 2366 
10 256 749 116 602 338 1897 
11 278 587 165 118 376 1306 
12 289 695 229 136 585 2159 
13 359 792 189 246 436 1810 
14 126 302 71 362 148 1171 
15 168 513 65 109 212 783 
16 241 474 232 199 206 1028 
17 219 633 100 56 175 1239 
18 233 1041 87 350 425 1689 
19 221 533 129 671 279 1459 
20 220 733 191 389 310 1353 
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Table 4 (continued) 
Household 
Year niimber v,^., v,.., v^,. v-^. y. Itil lti2 2ti 3ti 4ti 't-li 
1 387 716 201 280 533 2207 
2 286 776 116 276 371 1410 
3 449 666 96 323 452 1606 
4 441 716 158 516 455 2275 
5 281 640 166 250 352 1241 
6 287 621 185 279 387 2631 
7 360 847 272 339 366 1566 
8 200 716 93 29 333 1498 
9 266 868 172 229 326 1711 
10 156 684 198 329 420 1392 
11 252 1698 108 307 235 2160 
12 326 1061 262 344 1486 2572 
13 301 1316 107 870 682 2537 
14 307 692 219 210 604 1588 
15 218 295 80 151 193 1365 
16 239 547 105 145 312 1683 
17 259 332 185 517 432 1494 
18 160 1397 193 102 438 1805 
19 319 1053 304 379 794 1992 
20 141 600 113 62 254 878 
1 343 1405 198 61 829 2084 
2 569 857 149 320 311 1709 
3 344 845 118 113 461 1283 
4 92 750 117 144 204 1384 
5 113 692 56 119 127 883 
6 78 872 70 173 297 989 
7 182 780 59 291 285 1454 
8 179 615 176 347 279 1705 
9 567 787 444 1272 1284 2942 
10 281 430 107 329 394 1435 
11 156 402 48 20 77 839 
12 197 670 66 114 126 1282 
13 357 980 203 316 299 2231 
14 144 842 124 354 828 1767 
15 150 402 42 247 249 1280 
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Table 4 (continued) 
HouLseHoIH ~~~ 
Year number v,.., v,..- v-.. v v... y. Itil lti2 2ti 3ti 4ti ^t-li 
16 183 527 36 89 86 638 
17 347 540 153 337 707 795 
18 306 545 204 353 563 1471 
19 81 257 15 115 91 513 
20 163 542 39 199 364 805 
1 184 695 81 279 847 2018 
2 371 1084 145 307 347 2116 
3 758 1324 629 1010 2111 5507 
4 530 738 385 587 885 2352 
5 912 0 593 1328 1714 3851 
6 282 616 183 332 335 1691 
7 298 654 288 213 328 1513 
8 228 747 182 410 305 1079 
9 202 177 118 150 235 1173 
10 298 896 234 409 286 1478 
11 289 638 371 329 1057 2869 
12 307 699 392 228 576 3103 
13 539 638 212 393 267 1713 
14 211 874 339 174 1156 2292 
15 348 618 304 364 438 1477 
16 176 127 95 400 451 1289 
17 152 844 79 477 384 1218 
18 167 339 113 283 351 961 
19 255 380 156 386 763 1763 
20 160 482 88 583 872 2316 
1 312 571 302 727 916 2005 
2 208 860 128 294 238 1447 
3 363 642 276 311 431 2128 
4 369 458 147 245 255 1424 
5 759 610 351 861 995 5678 
6 166 385 64 120 573 685 
7 515 802 372 514 1320 3039 
8 843 0 494 956 1930 4547 
9 331 587 162 416 420 1676 
10 230 554 105 213 355 1705 
Table 4 (continued) 
_ Household 
Year number v,.., v,.._ v-.. v,.. v.,. y, Itil ltx2 2ti 3ti 4ti 't-li 
11 231 742 234 383 376 1785 
12 524 946 400 1451 502 2040 
13 197 625 374 "378 1015 2692 
14 469 625 296 503 536 1975 
15 414 629 467 141 665 2201 
16 404 454 322 912 349 1542 
17 317 894 288 297 1155 2660 
18 234 1710 148 214 127 1937 
19 374 723 341 621 340 2099 
20 469 464 236 312 362 1840 
1 871 962 913 1186 2571 5921 
2 313 558 590 1075 3571 8369 
3 610 887 102 401 403 2292 
4 959 1292 836 2303 3621 5905 
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Table 5. Cost of Living Index and Individual Commodity 
Price Indices for Kansas City, Missouri for 
Period December 15, 1932 through November 
15, 1934^ 
(1917 as base) 
Cost of Price of Price of Price of Price of Price of 
Date Living Food Clothing Fuel, House- Misc. 
Index Index Index Electricity hold Index 
and Ice Furnish-
Index ings 
Index 
Dec. 15, 1932 89. 5 61. 6 78.4 109.4 78. 9 135.9 
June 15, 1933 87. 3 61. 5 77.2 108.0 79. 7 133.6 
Dec. 15, 1933 89. 6 64. 0 84.8 109.7 88. 1 132.9 
June 15. 1934 90. 3 67. 0 86. 2 111.2 87. 1 131.6 
Nov. 15, 1934 92. 2 71. a 85.9 111. 1 87. 4 132. 3 
Adapted from United States Bureau of Labor Statistics. Monthly 
Labor Review, vols. 36-40. Data are obtained from published figures 
in sections titled "United States Cost of Living". 
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Table 6. Cost of Living Index and Individual Coinmodity Price 
Indices for Kansas City, Missouri for Period 2 
November 15, 1934 through December 15, 1939 
(1923-1925 Average as Base) 
Cost of Price of Price of Price of Price of Price of 
Living Food Clothing Fuel, House- Misc. 
index Index Index Electricity hold index 
and Ice Furnish-
Index ings 
Index 
Nov. 15, 1934 79. 1 76.9 76. 0 82. 7 74.0 98.0 
Nov. 15, 1935 80.6 81.8 76. 0 82. 9 74. 2 97.9 
July 15, 1935 79.5 80. 3 75. 9 81.0 73.6 96.8 
Oct. 15, 1935 80.0 81.0 76. 6 81.9 74. 7 97. 2 
Jan. 15, 1936 80. 2 81.5 76. 8 81.5 74.3 97. 2 
Apr. 15, 1935 7 9 . 6  79.4 76. 9 81. 7 74.4 97. 1 
July 15, 1936 81.9 87.5 76. 6  79.8 74. 1 96.9 
Sept. 15, 1936 82.6 89.6 75. 9 81. 7 73. 3 96.9 
Dec. 15, 1936 81.5 84.6 77. 6 81.5 74.5 97.1 
Mar. 15, 1937 84. 1 90. 2 79. 9 81. 2 78.0 98. 1 
June 15, 1937 85.3 91.3 81. 2 82. 0 80. 1 100, 0 
Sept. 15, 1937 84.5 87.0 83. 3 83. 7 81.4 100. 1 
Dec. 15, 1937 83. 2 82.0 83. 1 84.5 82.4 99.8 
Mar. 15, 1938 82.0 78.6 82. 2 84. 2 81. 7 100. 2 
June 15, 1938 82.6 82.0 81. 7 79.4 80.3 100. 2 
Sept. 15, 1938 81.8 79.9 81. 5 79.5 78. 2 100. 1 
Dec. 15, 1938 81. 7 79.8 81. 1 80.5 77. 9 100. 2 
Mar. 15, 1939 81.5 78.5 81. 0 80.6 79. 0 100. 5 
June 15, 1939 81.5 78.0 80. 7 79.9 79.0 101. 7 
Sept. 15, 1939 82. 7 81.3 80. 9 81.0 79.4 101.8 
Dec. 15, 1939 81.4 77. 2 81. 6 81.0 80.5 101. 5 
^Ibid., vols. 40-50. 
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Table 7, Cost of Living Index and Individual Commodity Price 
Indices for Kansas City, Missouri for Period ^ 
December 15, 1939 through December 15, 1942 
(1935-1939 Average as Base) 
Cost of Price of Price of Price of Price of Price c 
Living Food Clothing Fuel, House­ Misc. 
Index Index Index Electricity hold Index 
and Ice Furnish­
Index ings 
Index 
Dec. 15, 1939 99. 3 93. 6 102. 1 98. 1 102. 1 102. 3 
Mar. 15, 1940 98. 3 91. 2 103. 3 97.9 97. 1 101. 6 
June 15, 1940 98.6 92.9 102.9 97. 3 97. 5 101. 0 
Sept. 15. 1940 97. 8 89.8 102.8 98.6 98. 3 100. 9 
Nov. 15, 1940 98. 3 91.6 102. 7 100. 7 98. 5 100. 6 
Dec. 15. 1940 98. 6 92.9 102. 1 100. 7 99. 1 100. 1 
Jan. 15, 1941 98. 2 92.4 100. 6 100. 7 98. 8 99.9 
Feb. 15, 1941 98. 5 93.6 100. 2 100. 7 99. 0 100. 0 
Mar. 15, 1941 99. 2 94.8 102. 3 100. 8 99.9 - 100. 1 
Apr. 15, 1941 IOC. 1 97.4 102.8 100.8 100. 2 100. 1 
May 15, 1941 100. 2 97.9 102. 9 100.8 100. 3 100. 0 
June 15, 1941 101.8 101. 3 103.5 101. 0 103. 2 101. 1 
July 15, 1941 102. 2 iOl, 2 104. 4 101. 2 105. 1 102. 0 
Aug. 15, 1941 103. 3 101.8 107. 1 102.6 106. 0 102. 3 
Sept. 15, 1941 105.4 107. 3 109. 6 102. 7 107. 2 103. 0 
Get. 15, 1941 107. 2 107. 1 112. 5 102. 7 112. 1 105. 9 
Nov. 15, 1941 107.9 108. 2 114. 2 102. 7 114. 1 105. 9 
Dec. 15, 1941 108. 3 108. 3 114.9 102.8 114. 6 106. 5 
Jan. 15, 1942 109. 8 112. 2 114. 1 102.8 113. 4 107. 8 
Feb. 15, 1942 111. 1 112. 7 118. 2 105. 5 116. 0 108. 9 
Mar. 15, 1942 112. 9 116. 5 121. 6 105. 6 116. 9 109. 7 
Apr. 15, 1942 113. 7 117. 2 124.4 105.6 118. 4 110. 3 
May 15, 1942 114. 1 118.8 123. 0 105. 7 118. 3 110. 3 
June 15, 1942 114. 1 119. 0 122. 5 106. 0 117. 2 110. 7 
July 15, 1942 113.8 118. 3 122.5 106. 0 117. 0 110. 5 
Aug. 15, 1942 114.9 121. 2 122.4 106.0 116.4 111. 1 
Sept. 15, 1942 114. 7 120. 7 127. 5 106. 0 116. 9 110. 6 
Oct. 15. 1942 116.4 124. 0 123. 1 106. 0 117. 2 113. 0 
Nov. 15. 1942 117. 0 125. 0 123. 1 106. 0 117. 1 114. 0 
Dec. 15. 1942 117. 7 127. 2 122. 6 106. 0 117. 0 114. 0 
^Ibid. , vols. 50-56. 
Table S. Cost of Living Index and Individual Commodity 
Price Indices for Kansas City, Missouri for 
Period January 15, J946 through January 15, 
1949^ 
(1935-1939 Average as Base) 
Cost of Price of Price of Price of Price of Price oi 
Living Food Clothing Fuel, House­ Misc. 
Index Index Index Electri­ hold Index 
city Furnish­
and Ice ings 
Index Index 
Jan. 15, 1946 128. 0 
Feb. 15, 1946 127.6 
Mar. 15, 1946 127. 7 
Apr. 15, 1946 128. 5 
May 15, 1946 129. 0 
June 15, 1946 129. 4 
July 15, 1946 136.4 
Aug. 15, 1946 140. 4 
Sept. 15, 1946 141. 1 
Oct. 15, 1946 142. 1 
Nov. 15, 1946 146. 8 
Dec. 15, 1946 147. 0 
Jan. 15, 1947 178.6 167. 4 121. 2 168. 1 137. I 
Feb. 15, 1947 179. 3 169. 5 121.2 168. 2 137. 1 
Mar. 15, 1947 182. 5 170. 5 121. 2 168. 9 137. 2 
Apr. 15, 1947 182. 7 170, 2 121. 2 169. 1 137. 6 
May 15, 1947 180. 7 170. 0 121. 3 170. 2 137. 9 
June 15, 1947 180. 0 169. 0 109. 4 171. 4 138. 3 
July 15, 1947 181. 3 168. 5 112. 6 171. 5 138. 3 
Aug. 15, 1947 183. 5 115. 2 
Sept. 15, 1947 193. 5 117. 2 
Oct. 15, 1947 193. 5 181. 2 117. 1 175. 3 140. 4 
Nov. 15, 1947 194. 2 119. 3 
Dec. 15, 1947 197. 3 119. 1 
Jan. 15, 1948 199.4 185. 3 120. 5 179. 2 145. 8 
Ibid. , vols. 62-66. 
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Table 9. Spliced, Averaged, and Combined Price 
Indices for Kansas City, Missouri for 
Periods 1933 to 1942 and 1946 to 1947 
(1935-1939 Average as Base) 
a a a a a 
P t  P i t  P 2 t  P 3 t  P 4 t  
1933 92.58 
1934 94.99 88.09 94.92 95. 46 98.69 
1935 97.63 98. 27 95.30 95.33 98. 10 
1936 98.99 102.47 95.97 95. 09 97.83 
1937 102,65 106.52 101.87 100.92 100.07 
1938 100.22 97. 30 102.33 100.59 100.94 
1939 99.78 95. 76 101.35 99.79 102.07 
1940 98.36 91.65 102.82 98, 25 101.12 
1941 102.69 300.94 106.25 104.18 102.23 
1942 119.40 121. 75 114,01 110.91 
1946 135.33 
1947 185.59 173.54 155.80 139.07 
These symbols are defined on page 46 of the text. 
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Table 10. Farmer's Share of Consumer's Dollar 
for Periods 1933 throush i942 and 
1946 through 1947^ 
Year P.atio of Sale to 
Purchase Value 
]933 . 32 
1934 . 34 
1935 . 39 
1936 . 40 
1937 . 4 2  
1938 . 39 
1939 . 38 
1940 . 4 0  
1941 . 44 
1942 . 4 8  
1946 . 53 
1947 . 52 
5 United States Department of Agriculture, op. cit. , p. 669. 
