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Chemical separations are usually accomplished in counter-current reactors, 
because in these reactors the chemical equilibrium continually shifts toward 
increasing the purity of the product stream as it flows through the reactor. 
However, as a result of the counter-current design, these devices are often governed 
by forward/backward (two-way diffusion) equations. In this article we analyze the 
mathematical model of a single-interface counter-current separator introduced by 
Fitt, Ockendon, and Shillor for relatively ong reactors. For such reactors, the 
mathematical model, which is a forward/backward iffusion system, can be solved 
by eigenfunction expansions. We construct these expansions using complex variable 
methods developed for kinetic theory. From this analysis we obtain explicit 
formulas for the power of the reactor, both in terms of the average purity of 
the output stream and in terms of the equivalent number of theoretical p ates. 
0 1991 Academic Press, Inc. 
1. INTRODUCTION 
Chemical separations are normally performed in counter-current mass 
transfer devices. In such devices, the product stream is brought into contact 
with a second stream which selectively adsorbs unwanted chemical species 
from the product stream. As shown in Fig. 1, the product stream and 
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purifying stream flow in opposite directions. At the reactor’s inlet (X = 0) 
the product and purifying stream are both at their least pure, while at the 
outlet (x= L) both streams are at their purest. Consequently, as the 
product stream flows through the reactor, the equilibrium between the two 
streams progressively shifts toward a purer product stream. 
Due to this counter-current configuration, these chemical separators are 
often governed by forward/backward or two-way diffusion equations [3-53. 
In order to gain a mathematical understanding of these devices, in this 
paper we analyze one of the simplest counter-current separators. Specifi- 
cally, we analyze the mathematical model introduced by Fitt et al. [ 1, 21 
for a separator in which thin sheets of liquid run down rigid plates and 
are purified by a counter-flowing gas stream. We will only investigate he 
asymptotic regime corresponding to relatively ong reactors, inwhich there 
are diffusion boundary layers at each end. As we shall see, this regime can 
be analyzed explicitly b the construction of half-range expansions: Where 
in a normal eigenfunction expansion one must reconstruct a given function 
over the entire domain using all the eigenfunctions, fora half-range expan- 
sion one must reconstruct a given function over half the domain using only 
half the eigenfunctions [4, 51. Here the needed half-range expansions will 
be constructed explicitly b using complex variable techniques developed 
for kinetic theory [48]. This will then allow us to find the reactor’s 
separation efficiency, in terms of both the purity of the output stream and 
the number of theoretical p ates of the reactor. 
To introduce the mathematical model, consider a layer of impure liquid 
entering the reactor at x = 0, with pure gas entering the reactor at x = L. 
As shown in Fig. 1, let h be the depth of the liquid layer, let H be the height 
t Y 
.v=H 
v. 
d Gas Stream 
cc;= 0 
e 
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FIG. 1. Counter-current separator in which a liquid product stream is being purified by a 
counter-flowing gas stream. 
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of the gas layer, and let CL(x, y) and CG(x, y) be the concentrations (mass 
fractions) ofthe contaminant in the liquid and gas. Finally, let pL, uL, ho, 
and vo be the density and the volume-averaged velocity of the liquid 
and gas, respectively. The model of Fitt et al. is obtained by balancing 
advection in the x-direction with diffusion in the y-direction [l]. For 
steady operation this yields 
vL C,L = D, CkY for -h<y<O, O<x<L (l.la) 
-v&=D,C; for O<y<H, O<x<L (l.lb) 
in the liquid and gas layers, respectively. At the gas/liquid nterface, conser- 
vation yields 
PJW;=PLDLC) at y =O, O<x<L. (l.lc) 
Assuming that the concentrations are in chemical equillibrium at the 
gas/liquid nterface, 
CG = ICL at y =O, (l.ld) 
where 1 is Henry’s constant, while at the reactor walls 
c;=o at y= -h, c;=o at y=H. (l.le) 
At the reactor’s inlet we take the contaminant concentration i the liquid 
to be Ck. Without loss of generality, we also assume that the gas stream 
is initially pure: 
CL(O, y) = co” for -h<y<O, P(L, y) = 0 for O<y<H. 
(l.lf) 
The boundary value problem (l.lat( l.lf) forms the mathematical 
model of the counter-flow separator. Besides the simple situation described 
here, one can also regard (l.la)-(l.lf) as a lumped model for other 
counter-current separators [2]. Note that this model is a two-way diffusion 
problem: +x is the timelike direction for Eq. (l.la), while -x is the 
timelike direction in Eq. (l.lb) [3-51. 
To non-dimensionalize this model effectively, define the dimensionless 
concentration 
4% Y) = 
CL/C,” for -h<y<O 
c”/hz,” for O<y<H, 
(1.2a) 
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and define 
X new = x/L, (1.2b) 
~PGDG y”=w = - . 
HP,& 
Y for -h<y<O, y”““=y/H for O<y<H. 
(1.2c) 
In terms of the new variables, u and U, are then continuous at y = 0, 
24(x, o-)= u(x, O’), u&G 0 ~ ) = u,.(x, 0 + ), (1.3) 
where we are omitting the “new” superscripts for clarity. Consequently. the 
model can be written compactly as 
ET(Y) % = uyy for -d<y< 1, O<x<l ( 1.4a )
with the boundary conditions 
UJX, -d) = 0, UJ x, 1) = 0 (1.4b) 
and with the “half-known” conditions 
403 Y) = 
1 for -d<y<O for -d<y<O 
31 . . for O<JJ< 1, for O<y<l 
(1.4c) 
at the inlet and outlet of the reactor. Here the continuity of u and u,. at 
J’,= 0 is to be understood, and 
r(Y)= 1 for -d<y<O, r(y)= -b for O<y<l (1Sa) 
with 
E = P~D,vLH~ - 
p&D;LA’ ’ 
b _ P~DGVG~~ 
P?.&VL ' 
dE Pd,Ah 
PLDLH' 
(1Sb) 
In this paper we solve the boundary value problem (1.4) in the 
asymptotic regime E < 1, which corresponds to relatively ong reactors. 
From this solution we then obtain the power of the reactor, both in terms 
of the average purity of the output stream, 
I?=;!” 41, y) 4, (1.6a) 
d 
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and in terms of the equivalent number of theoretical plates (see 
Appendix A): 
N~jlog(l~o~l~~~)}/log~ for o#l, 
Ns(l-U)/U for 0= 1. (1.6b) 
Here, 
(1.7) 
Order of magnitude estimates for N are given in [ 1 ] for situations where 
E is both small and large; our aim is to give more precise formulas when 
E is small. The parameter Q plays a key role in this analysis and represents 
the amount of contaminant entering the reactor compared to the amount 
that can be caried by the gas stream when the liquid and gas are in 
equilibrium throughout, and not just at y = 0. 
2. EIGENFUNCTION EXPANSIONS 
Separating variables in (1.4) yields the generalized igenvalue problem 
Lw3v,=hqy)w for -d<y< 1 (2.la) 
yv( - 4 = 0, w,(l)=O. (2.lb) 
We will solve (1.4) by expanding the concentration U(X, y) in the eigen- 
functions of (2.1) at each x. 
Solving (2.1) shows that the eigenvalues Iz are the solutions of 
tanh$d=&tanJbil. (2.2) 
Consequently, all eigenvalues are real and, if (T # 1, simple. (If (T = d/b = 1, 
then 2 = 0 is a double eigenvalue.) To avoid needless complexity, from now 
on we assume that 0 # 1; the results for the special case 0 = 1 can be 
obtained by continuity, asin (1.6b). 
In the inner product 
L is self-adjoint: 
(2.3) 
(2.4) 
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If we suppose that w1 and w2 are eigenfunctions with eigenvalues i, and &, 
then 
~,(rw,, w2)=(Lw,, ~~)=(w,,Lw~)=i.,(r~~,, w2). (2.5) 
Thus, eigenfunctions belonging to distinct eigenvalues are orthogonal in 
the sense that 
(YWI, w*) =o. (2.6) 
Moreover, (2.4) shows that (w, Lw) < 0 unless w(y) is constant. So L is 
a negative semi-definite operator and A( rw, w) = (w, LM’) < 0 for any 
eigenfunction w(JJ) with 1# 0. So 
(rw, w ) > 0 if 2 < 0, (rw, w) <o if i > 0. (2.7) 
Additionally, since w( JI) = 1 for I = 0, we have 
(YW, w) >o at %=O if CJ= d/h> 1 (2.8a) 
(TM’, w) <o at A=0 if (T = d/h < 1. (2.8b) 
Equation (2.2) shows that there is an infinite s quence of both positive 
and negative eigenvalues. Let the eigenvalues and corresponding eigen- 
vectors be 
A= -pk, w = f$“( y) for k=O, 1, 2, (2.9a) 
i=Sk, w = It/“(Y) for k=O, 1,2 ,..., (2.9b) 
where 
. . . < -,u2< -p, < -po60Qs,<s, <s*< ... 
Here, & are the SOhtiOnS Of 
tan&d=&tanh& with k2n2/d2 < pk < (k + $)’ x2/d’ 
and 
(2.9~) 
(2.10a) 
4”(y) = cash fi cos J;I (d+y) for -d<y<O (2.10b) 
~k(~)=cos&dcosh&(l--L’) for O<y<l, (2.1Oc) 
while 
tanh$d=&tan,/% with k2n2/b < sk < (k + $)’ x2/b 
(2.1 la) 
Il/k(y)=~~~,,&osh~(d+y) for -d<y<O (2.11b) 
@(y)=cosh&dcos,,/%(l--y) for O<J’<~. (2.1 lc) 
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In particular, the non-zero eigenvalue with smallest magnitude crosses zero 
as 0 passes through 1. Since -pO < sO, the enumeration of the eigenvalues 
depends on whether a 5 1: 
if a<l, so = 0 and *O(Y) = 1, (2.12a) 
if a> 1, cLo=o and 4”(Y) = 4 (2.12b) 
and 
if a=l, so = 0 and po=o. (2.12c) 
In the latter case, 4’ and tj” are combinations of unity and the so-called 
“diffusion” solution [lo], which is linear in x. Also, from (2.7) and (2.8) 
Mk, dk > > 0, (rtik, *” > < 0 for k = 0, 1, 2, . . . . (2.13) 
Since L is negative semi-definite, it is known that the set of eigen- 
functions is complete [3-51. Using the orthogonality property (2.6), an 
arbitrary square-integrable function f(y) can be expanded over the full 
range -d<y<l as 
f(Y)= f akdk(.d+ f bktik(y) for -d<y<l, (2.14a) 
k=O k=O 
where 
ak= (r#kTf>l<rdkT~k>, bk= (r$k,f>/(r@k, $k>, (2.14b) 
It is also known that the set of eigenfunctions i half-range complete 
[3-51. Specifically, it is known that the set of eigenfunctions w(y) with 
(rw, w ) > 0 is complete over the portion of the range where r(y) > 0. From 
(2.13), then, an arbitrary function f(y) can be expanded for negative values 
of y as 
f(y)= f ak#k(y) for -d<y<O. (2.15a) 
k=O 
Similarly, the eigenfunctions with (rw, w) < 0 are complete over the “half- 
range” where r(y) < 0. So an arbitrary f(y) can be expanded for positive 
Y as 
f(v) = f Bktik(.d for O<y<l. (2.15b) 
k=O 
Moreover, these half-range expansions are unique. Unfortunately, since the 
eigenfunctions are not orthogonal over the half-range, there is no easy 
procedure for obtaining the coefficients elkand Pk. 
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2.1. Reduction to Half-Range Expansions 
Let us now expand the concentration u(x, y) in the eigenfunctions ofL. 
Using (1.4) we may write 
where the coefficients A, B, ak, and h, are unknown. To determine these 
coefficients, we apply the conditions at the reactor’s entrance x = 0 and exit 
x = 1. Since the eigenvalues pk and sk are bounded away from zero for all 
k # 0, this yields 
1 - BIC/O( y) e -sdc = 
Ado(y)+ f akdk(??) for all -d<y<O 
k=l 
(2.17a) 
-@O(Y) e -JQ”= B+‘(y) + f lq,bk(y) for all 0 <y < 1 
k=l 
(2.17b) 
to within a transcendentally small error. Here we are treating e-‘O” as 
being 0( 1 ), since so is zero for all 0 < 1 and is small for cr near 1. Similarly, 
we are treating em P0/E as being 0( 1). In this way our solution will be valid 
to within a transcendentally small error of O(e-“I’” + ePP1/‘) for all 0. 
Suppose that we could somehow explicitly determine the half-range 
expansions 
kzo xk#kbd = 11/‘(Y) for -d<y<O, (2.18) 
kto bk+k(y)=do(y) for O<.v< ’ (2.19) 
(indeed this will be done in Section 3), then our problem would essentially 
be solved. For in the case of r~ -C 1, we have so = 0 and $“(y) = 1, so clearly 
A = (1 - B) uo, a,=(1 -@Cl, (2.20a) 
B= -fioAe-M’c, h, = -fi,Ae Mic, (2.20b) 
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Solving (2.20) yields 
A = ao/( 1- a,/IoePPo”) 3 B= -~o/?oePMo/“/(l -~,/?,e-~“). (2.21a) 
So when (T < 1, the concentrations u(x, y) are given by 
u(x,y)z [l -Cr,/I,ePM’E]-l ao~o(y)ePHO”‘“+ f ak@(y)eMP@” 
k=l 
- aoD0e 
-PO~L~~~-PO/~ f /jk,$kly) e-~k(l-x)/~ (2.21b) 
k=l 
to within a transcendentally small error. 
Similarly, inthe case of 0 > 1, we have p. = 0 and d”(y) = 1, so 
A = 1 - aoBe-“o’“, ak = -akBe-‘OIE (2.22a) 
B= -/?,A, b, = -PkA. (2.22b) 
Then 
A = l/( 1- ao/?oe-“o’“) 3 B= -PO/(1 -aoBoeP”O’“). (2.23a) 
So when 0 > 1, the concentrations u(x, y) are given by 
4x, Y) = Cl - aoPoe --So/y-I (I +poe-“Ol” f ak(jqy)e-Pkx/& 
k=l 
-~ofJ(Y)e-“O(~-“‘/“- m 
k;l pktik(y) e-sk(lpx)‘E 
I 
(2.23b) 
to within a transcendentally small error. 
Thus the analysis of the counter-current separator educes to finding the 
half-range expansions (2.18) and (2.19). Inthe next section we obtain these 
expansions by using ideas developed for kinetic (transport) equations 
[4,6-g]. The purity of the output stream, and hence the equivalent 
number of theoretical p ates of the reactor, can then be easily determined 
from either (2.21) (if e < 1) or (2.23) (if 0 > 1). 
3. HALF-RANGE EXPANSIONS 
Let us first construct the half-range xpansion (2.18). Consider the 
problem 
vt = Pvv for -d<y<l, O<l<co (3.la) 
Py=O aty= -d and y=l, o<t<cc (3.lb) 
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with the half-known initial condition 
PKh Y) = 
tiO(Y) for -d<y<O 
77 . for O<y<l 
and with ~(5, y) composed only of the eigenfunctions @(JJ): 
(3.lc) 
(3.ld) 
k=O 
At < = 0 this is just the half-range expansion (2.18). Therefore the coef- 
ficients CQ are unique,’ so clearly we must find the unique function ~(0, y) 
which satisfies (3.1~) for y d 0, and which lies entirely in the space spanned 
by the 4”(y). Following the approach in [4], we take the Laplace 
transform 
(3.2) 
Then (3.1) becomes 
P.,.,. - ArP = -r(Y) $“(Y) for -d<y<O 
unknown for O<y<l, 
(3.3a) 
with 
P), = 0 at y=-d and y= 1. (3.3b) 
Although Eq. (3.3a) has an unknown right-hand side for y > 0, we can at 
least solve (3.3) for y < 0. A particular solution is given by $‘(v)/(n -so), 
so the general solution can be written as 
P(i,y)=z-F(A)H(E.,y) for -d<y<O. (3.4) 6 0 
Here F(A) is an (as yet) unknown coefficient, and H(& y) is the solution of 
the initial value problem 
H,,,.? - ArH = 0 for -d<y<l, (3Sa) 
H= 1, H,.=O at y= -d. (3.5b) 
Note that H(A, y) satisfies the bottom boundary condition H-,(2., -d) = 0; 
the other condition H(%, -d) = 1 is just for normalization. In particular, 
H(i, y) = cash 4 (d+ y) for -d<y<O. (3.6) 
’ Uniqueness also follows from a straightforward “energy” estimate. See Ref. [4] 
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Equation (3.4) provides a representation fP(1, y) in which the function 
F(/z) is unknown. Alternatively, taking the transform of (3.ld) yields the 
representation 
for -d<y<l, 
where the coefficients ak are unknown. We shall solve the half-range 
expansion problem (3.1) by equating (3.4) and (3.7) as functions of A. 
Specifically, since (3.4) and (3.7) represent he same function, clearly (3.4) 
cannot have any singularities n 1 which are not present in (3.7). Since 
H(L, y) is an entire function of 1, comparing (3.4) and (3.7) will identify the 
singularities of F(L). Factoring out these singularities will then leave us 
with an entire function of 1. Finally, comparing the asymptotics of (3.4) 
and (3.7) as ( 11 + co will then identify this entire function. 
Since (3.7) is analytic at A= s,,, clearly F(‘(n) must have a simple pole at 
1 =s,, to cancel out the pole in the particular solution. We can write 
F(1) = F(l)/(n --so). Additionally, F(1) has simple poles at 1= -pk for 
k = 0, 1, 2, . . . . To factor out these poles, define 
N(A)= fj t1 +A/pk)? (3.8) 
k=l 
and note that N(1) converges uniformly in every bounded region of the 
complex 1 plane (see (2.10a)). Therefore N(1) is an entire function of 1 
with simple zeros at the eigenvalues -pk. We now write F(1) as 
E(1)/(1- s,)(l + ,L~) N(1), so that (3.4) becomes 
The denominator (;1- s,)(l + po) N(1) explicitly accounts for every 
singularity present in (3.7). If E(A) contained any singularity, then (3.9) 
would possess a singularity hat (3.7) shows us cannot be there. So E(A) 
must be an entire function of 1. To identify this entire function, note that 
(3.7) shows that at each y 
p(Ay Y) - f f ak4k(y)) when (i( ti 1 with IargII #x. (3.10) 
k=O 
On the other hand, in Appendix B it is shown that 
j,T(+K~-‘12-hl”eJSid when (II 9 1 with Iarg1( #rc, (3.11a) 
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where B0 is given by 
B0 = arctan .&, 0<6,<n/2 (3.1 lb) 
and where K is a constant. So for each 3’ < 0, (3.9) yields 
P(A,y)------- 3/2 + 8o.h &L* 
when j/!J& 1 with jargA/ #K. (3.12) 
For (3.12) to be consistent with (3.10) (especially at y =O), we must require 
that 
I EWJ Ii2 ~0*/X 1 < constant as /A/ -+ c;c;. (3.13) 
Since E(A) is entire, (3.13) implies that it is constant. The constant E is now 
determined by the requirement hat (3.9) must be analytic at 1. = sO. This 
yields 
,(+fQL c~s~Ja(~o+~o) W,
b-s, w%)(~+kl)m) 
Wi., v) for -d<ydO. (3.14) 
We now need only invert he Laplace transform by integrating along the 
Bromwich contour, 
(3.15) 
The asymptotic formula (3.12) permits the Bromwich contour to be 
deformed into the Hankel contour. See Fig. 2. Collapsing the contour onto 
the negative real axis then converts the integral to a sum of residues. Using 
we thus obtain the half-range expansion 
k=O 
where 
~0 = CDS m N(s,)/cosh ,,&b N( -po) (3.17b 
&k = - (%I + PO) cos G Nb%)/(~k + %dbk - PO) cash & N’( -Pk). 
(3.17c 
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t 
Imi 
FIG. 2. The Bromwich and Hankel contours. 
Equation (3.17) provides an explicit representation f the half-range 
expansion (2.18) in terms of the entire function N(1). In particular, tlo can 
be written more simply as 
uo = Wash ,,‘% NC - ~0 1 if fl<l (3.18a) 
cr,=c0s&&v(s,) if 6> 1. (3.18b) 
The half-range xpansion (2.19) can be obtained in a very similar 
manner. Consider the problem 
wr = qv.” for -d<y<l, -cxx&co (3.19a) 
4v=o aty= -d and y=l, -co<c<O (3.19b) 
with the “final” condition 
4(0, Y) = 
?? for -d<y<O 
dO( y) for O<y<l, 
(3.19c) 
and with q(t, y) composed only of the eigenfunctions tik(y). Then clearly 
(3.19d) 
k=O 
After taking the negative Laplace transform, 
Q@, Y) = j” e-‘%(L y) dt, (3.20) 
-00 
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we obtain 
with 
Q,.=O sty=-d and I’= I, (3.21b) 
and with Q(1, -y) of the form 
Q%Y)= - f $-+Y) for -. d < 2’ < 1. (3.21c) 
k-0 h 
Arguments very similar to the ones above can now be used to solve (3.21) 
for Q(J., y). After inverting the Laplace transform, one then obtains the 
second half-range expansion, 
with 
(3.22) 
Po = c~&“iih) MC - ho )/COW,/‘& 4 Mb, 1 (3.23a) 
where M(n) is defined by the product 
k&i)= fi (I-R/Sk). 
k=l 
As before, PO can be written more simply as 
(3.24) 
PO = cos(Ja) MC -cc0 1 if D< 1, (3.25a) 
Po = l/‘cosQ’h Mso) if CT> I. (3.25b) 
4. REACTOR EFFECTIVENESS 
Recall that u( 1, y) = 0 for all y > 0 at the reactor’s outlet. So the average 
purity ii of the output stream is 
(4.1) 
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Since the eigenfunction 1 is orthogonal to all other eigenfunctions, from 
(2.21) and (2.23) we find that this is 
u- 1-c EOPoePPo’” 
o 1 _ ao~oe-~O/E + t.s. error if o<l (4.2a) 
o-l 1 2 = - o 1 _ aO~oe-“O/& + t2. error if cr> 1, (4.2b) 
where “t.s. error” stands for “to within a transcendentally small error.” The 
number of theoretical p ates equivalent o the reactor 
N = nO/E + n 1 + t.s. error, 
where 
is thus 
(4.3a) 
PO 
n”=GgiJ$ n’ = - 
WaoPo14 
log( l/G) 
if o<l (4.3b) 
SO 
nO=loga’ n,= - 
lod~aoBo 1 
l%(O) 
if 0> 1. (4.3c) 
See Appendix A. Obviously the reactor’s performance is determined solely 
by the leading eigenvalues p. and so, and by the product aoPo: 
- 
a 
0 
Do = COS(JPo4 M -Po) 
cash & N(-clo) 
if a<1 (4.4a) 
aoPo = 
cos &,b N(s,) 
cos&/‘ih) Mso 1 
if cr> 1. (4.4b) 
These eigenvalues have been determined numerically and are graphed in 
Figs. 3a and 3b. The product aoBo has been similarly graphed in Fig. 4. 
Clearly the most advantageous case occurs when cr < 1, i.e., when the 
carrying capacity of the gas stream is greater than the amount of contami- 
nant in the liquid stream. In this case the contaminant concentration i the 
liquid stream decays exponentially throughout the reactor’s length, apart 
from an O(E) boundary layer at the reactor’s inlet. This results in the high 
average purity exhibited in (4.2a). Note that the average purity U improves 
exponentially as the reactor’s length increases, while the best possible 
separation by a co-current reactor is only ii = o/( 1 + rr), equivalent o a 
single theoretical p ate. 
The case of 0 near 1 represents a more difficult separation. In this case 
3(a- 1) 
so=-+ . . . . 
3(1-a) 
po=b(l+ ...) aopo = 1 + . . . , (4.5a) 
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FIG. 3(a). The eigenvalue pco as a function of (r at fixed values of 6. Shown are the graphs 
for b= l/3, for b = 1, and for b= 3. Note that p,,=O for all C> 1. (3b) The eigenvalue sg as 
a function of 0 at fixed values of b. Shown arc the graphs for b = l/3, for b = 1, and for h = 3. 
Note that s0 = 0 for all CI < 1. 
so the reactor’s performance is given by 
1-O 3 
~-e3(1-n),eh(I+h)- 1 + ...’ N- &b(l +h)+ ... 
(4Sb) 
to leading order, regardless of whether 0 is slightly arger or smaller than 
unity. The contaminant variation is now nearly uniform throughout the 
reactor, and, when o is exactly unity, then U = sh( 1 + b)/3 + ... , so the 
purity of the reactor’s output is proportional to its length. 
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.2 .5 1. 2. 5. 0 
FIG. 4. The product cl&, as a function of O. Shown are the curves for 6 = l/3, for b = 1, 
and for b = 3. Note that this product depends mainly on O, and not on b and d separately. 
Finally, when (T > 1 the gas stream has an equilibrium carrying capacity 
which is less than the amount of contaminant entering the reactor. In this 
case the gas stream becomes saturated with contaminant in an O(E) bound- 
ary layer near the reactor’s exit, so little s paration can be accomplished 
elsewhere in the reactor. Consequently, a separation better than U = 
(a - 1)/a cannot be achieved, regardless of the reactor’s length. 
APPENDIX A: THEORETICAL PLATES 
The effectiveness of counter-current devices is usually measured by 
comparing it to the separation ability of a sequence of trays. Consider N 
trays connected together counter-currently as shown in Fig. 5. In each tray 
the distribution fcontaminant between the liquid and gas is assumed to 
be in equilibrium, 
cy = nc,L for k = 1, 2, . . . . N. (A.la) 
To match our reactor, we take the liquid and gas flow rates to be pLvLh 
and pGoGH from one tray to another. Then conservation yields 
wdCkL-, + PGVGHC:+, 
=p+LhC;+pGvGHC; for k = 1, 2, . . . . N. (A.lb) 
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c,L C CT; 
A 
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Clr,l CT+, 
Liquid Gas 
1 
tray k-l 
tray k 
tray k+l 
FIG. 5. Theoretical trays 
Finally, let the contaminant concentration entering tray 1 be Ck, while 
initially pure gas enters tray N. Then 
c:=c,” at k = 0, c;=o atk=N+l. (A.lc) 
To nondimensionalize (A. 1 ), define 
u; = c;/nc,“, u,” = c;/c,“. (A.21 
From (A.la) we then have ui=uy =uk. So 
uk+,+cUkm ,=(l+OjUk for k = 1, 2, . . . . N (A.3a) 
ug= 1, U - 0. IV+I-- (A.3b) 
Hence 
Uk=(c7N+‘-d)/(crN+1- l), (A.4) 
and the purity of the output is 
U-U,=(dN+I-ON)/(ON+l-l). (A.5 1 
Thus the number of trays needed to achieve a given purification U is 
(A.61 
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Conversely, if a counter-current separator achieves the final separation U, 
then (A.6) is the reactor’s equivalent number of theoretical p ates; the 
greater the number of theoretical p ates, the better the purification. 
APPENDIX B: ASYMPTOTIC BEHAVIOR 
Here we determine the asymptotic behavior of the functions 
N(A)= ii (1 +wPk)? M(1)= fj Cl-Ws,), (B.1) 
k=l k=l 
where ,uk and Sk are defined by (2.10) and (2.11). Note that for k B 1 we 
have 
,uk N (kn + 8,)*/d2 + transcendentally small terms 
sk - (kn + $c - &,)‘/ZJ + transcendentally small terms, 
where the constant B,, is defined by 
8, = arctan &, 0 < 8, < n/2. 
See (2.10a) and (2.11a). 
(B.2a) 
(B.2b) 
(B.2c) 
To determine the asymptotic behavior of N(L), it is simplest o use an 
intermediate limit. Consider 
m-1 
log WA)= c f(k)+ f f(k), 
where 
k=l k=m 
f(k) = l%(l + /2/pk) 
and where 
m%l withm/11’3< 1 as 111 --f co. 
Using the Euler-Maclaurin sum formula [9], we have 
k~mf(k)=f~f(k) dk+ if(m)+ 0(1/m). 
Substituting (B.2a) and integrating yield 
/,=f(k)dk-&-d+i( 
m 
mn+f?,){log(~)-1} 
- (m7c + tl,)3/37zld2 + O(m5/A2) (B.5) 
(B.3a) 
(B.3b) 
(B.3c) 
(B.4) 
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as 1 A 1 + co, provided that 1 arg II < 7~. Additionally, 
m- 1 
kg, f(k) + &f(m) = (2m - 1) log {$@I 
m-l 
- 2 1 log@ + O&c) - log(m + B”/Tc) 
k=l 
+ S+ (mn + f3,)3/3n%d2 + O(m-’ + m2/A + m’/E.‘), 
(B.6a) 
where the constant S is defined by 
s=2 f log ((k7c+Bo)/d&). 
k=l 
(B.6b) 
Working out the remaining sum yields 
logN(E.)=$d-(1 +2O,/~)log (*d/n) 
+ 2 log Z( 1 + (?,/n) - log(27c) + S + O(m mm1 + m2/i + m5/A2). 
(B.7) 
Consequently, the asymptotic behavior of N(L) is 
N(A) - Ki - 112 ~eOfneJ;id for I i I 9 1 with 1 arg 1” 1# TC, (B.8) 
where K is some constant. 
A similar asymptotic analysis hows that 
~(+~(-~)-‘+w+= for I 1% Iti 1 with I arg -i I # rr 03.9) 
for some constant g. 
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