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Abstract
A Hausdorff topological group (G, τ) is called an s-group and τ is called an s-topology if
there is a set S of sequences in G such that τ is the finest Hausdorff group topology on G
in which every sequence of S converges to the unit. The class S of all s-groups contains all
sequential Hausdorff groups and it is finitely multiplicative. A quotient group of an s-group
is an s-group. For a non-discrete topological group (G, τ) the following three assertions are
equivalent: 1) (G, τ) is an s-group, 2) (G, τ) is a quotient group of a Graev free topological
group over a metrizable space, 3) (G, τ) is a quotient group of a Graev free topological group
over a sequential Tychonoff space. The Abelian version of this characterization of s-groups
holds as well.
1 Introduction
I. Notations and preliminaries result. A group G with the discrete topology is denoted by Gd.
The unit of G is denoted by eG. The subgroup generated by a subset A of G is denoted by 〈A〉.
The group of all permutations of the set {0, 1, . . . , n− 1} is denoted by Sn. Set ω = N ∪ {0}. The
filter of all open neighborhoods of eG of a topological group (G, τ) is denoted by UG.
Let u = {un} be a non-trivial sequence in a group G. The following very important question has
been studied by many authors as Graev [16], Nienhuys [22], and others:
Problem 1.1 Is there a Hausdorff group topology τ on G such that un → eG in (G, τ)?
Protasov and Zelenyuk [32, 33] obtained a criterion that gives the complete answer to this question
[33, Theorems 2.1.3 and 3.1.4] (see also the cases (ii) and (iii) in Section 2). Following [32], we say
that a sequence u = {un} in a group G is a T -sequence if there is a Hausdorff group topology on
G in which un converges to eG. The group G equipped with the finest Hausdorff group topology
τu with this property is denoted by (G, τu). A T -sequence u = {un} is called trivial if there is n0
such that un = eG for every n ≥ n0. Evidently, if u is trivial, then τu is discrete. A sequence
u = {un}n∈ω in G is called one-to-one if un 6= um for all n,m ∈ ω such that n 6= m.
One of the most important notions in the article is the notion of a Graev free (Abelian) topological
group introduced in [16].
Definition 1.2 [16] Let X be a Tychonoff space with a fixed point (basepoint) e ∈ X. A topolog-
ical group F (X) is called the Graev free topological group over X if F (X) satisfies the following
conditions:
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(i) There is a continuous mapping i : X → F (X) such that i(e) = eF (X) and i(X) algebraically
generates F (X).
(ii) If a continuous mapping f : X → G to a topological group G satisfies f(e) = eG, then there
exists a continuous homomorphism f¯ : F (X)→ G such that f = f¯ ◦ i.
The Graev free Abelian topological group A(X) over a Tychonoff space X with a fixed point is
defined similarly. Note that A(X) is a quotient group of the Graev free topological group F (X).
Let us note also that the mapping i : X → F (X) (respectively i : X → A(X)) is a topological
embedding and i(X) is closed in F (X) (respectively in A(X)) [16].
The following group is the simplest and, as it turns out, the most important example of an Abelian
topological group with the topology generated by a T -sequence (see Theorem 5.6 below). For
simplicity’s sake, let us denote by ZN0 the direct sum
⊕
N
Z ⊂ ZN. Then the sequence e = {en} ∈ Z
N
0 ,
where e1 = (1, 0, 0, . . . ), e2 = (0, 1, 0, . . . ), . . . , converges to zero in the topology induced on Z
N
0 by
the product topology on (Zd)
N. Thus e is a T -sequence. The topology τe and the dual group
of (ZN0 , τe) are described in [11] explicitly. The convergent sequence e with zero forms a compact
metrizable space E := e ∪ {0}. Denote by F (e) (respectively A(e)) the Graev free topological
(respectively Abelian) group generated by E (0 is basepoint of E). By the definitions of F (e), A(e)
and τe, we obtain that
F (e) ∼= (F, τe) and A(e) ∼= (Z
N
0 , τe),
where F is the free group over the alphabet e = {e1, e2, . . . }.
A subset A of a topological space Ω is called sequentially open if whenever a sequence {un}
converges to a point of A, then all but finitely many of the members un are contained in A. The
space Ω is called sequential if any subset A is open if and only if A is sequentially open. Every
sequential Hausdorff space is a k-space [9, Theorem 3.3.20]. Recall that a topological space X is
called a k-space if X is Hausdorff and a subset A of X is closed in X if and only if A∩K is compact
for every compact subset K of X . Let Ω be a sequential space. For a subset E of Ω the set of all
limit points of all convergent sequences in E is denoted by [E]s. Clearly, [E]s ⊆ cl(E). Set [E]0 = E,
[E]α+1 = [[E]α]
s and [E]α = ∪β<α[E]β for a limit ordinal α. The sequential order so(Ω) of Ω is the
least ordinal α such that [E]α = cl(E) for every subset E ⊆ Ω. Note that so(Ω) ≤ ω1, where ω1
is the first uncountable ordinal [2, Proposition 1.3]. The space Ω is a Fre´chet-Urysohn space if for
any point x in the closure of an arbitrary subset E there is a sequence in E converging to x. So Ω
is Fre´chet-Urysohn if and only if so(Ω) = 1. For more about sequential and Fre´chet-Urysohn spaces
see [9, 10]. Franklin [10] gave the following characterization of sequential spaces:
Theorem 1.3 [10] A topological space is sequential if and only if it is a quotient of a metric space.
Now we formulate the most important properties of the topology τu generated by a T -sequence u
in a group G (see Theorems 2.3.1 and 2.3.10, Corollary 4.1.5 and Exercise 4.3.1 of [33]). Recall
that a topological space X is called hemicompact if there exists an increasing sequence {Kn}n∈ω of
compact subsets of X such that every compact subset K of X is contained in Kn for some n ∈ ω
(see [9, 3.4.E]).
Theorem 1.4 [33] Let u be a non-trivial T -sequence in a group G. Then (G, τu) is a sequential
space of sequential order ω1. Moreover, if G is countable, then (G, τu) is hemicompact.
For other non-trivial examples of sequential Hausdorff Abelian groups see [8].
Let X and Y be topological spaces. Following Siwiec [30], a continuous mapping f : X → Y is
called sequence-covering if whenever {yn}n∈ω is a sequence in Y converging to a point y ∈ Y , there
exists a sequence of points xn ∈ f−1(yn) for n ≥ 1 and x ∈ f−1(y) such that xn → x. It is clear that
any sequence-covering mapping must be surjective. If X and Y are topological groups, a continuous
homomorphism p : X → Y is sequence-covering if and only if it is surjective and for every sequence
2
{yn} converging to the unit eY there is a sequence {xn} converging to eX such that p(xn) = yn. A
mapping f : X → Y is called sequentially continuous if xn → x0 in X implies that f(xn)→ f(x0) in
Y . Sequentially continuous mappings on products of topological spaces were considered by Mazur
[20]. The following important notion was introduced by Noble [23]:
Definition 1.5 [23] A Hausdorff topological group (G, τ) is called an s-group if each sequentially
continuous homomorphism from (G, τ) to a Hausdorff topological group is continuous.
Let us note that this definition gives an external characterization of s-groups. Following [23],
we denote by s the first cardinal such that there exists a noncontinuous, sequentially continuous
mapping f : 2s → R. Mazur proved that s is weakly inaccessible (i.e., s is uncountable, regular,
and a strong limit cardinal) [20]. In particular, s > ℵ0. The following theorem is proved by Noble
[23, Theorem 5.4], who changed the Mazur’s factorization method by a stronger one:
Theorem 1.6 [23] Every sequentially continuous homomorphism from a product of less than s
s-groups into a Hausdorff group is continuous, i.e., the product is an s-group.
Husˇek [18] reproved Noble’s theorem 1.6. Other results and historical remarks about s-groups can
be found in [3, 18, 27].
II. Main results. This article was inspired by the following two arguments. Firstly, it is natural
to know the answer to the following generalization of Problem 7.2:
Problem 1.7 Let G be a group and S be a set of sequences in G. Is there a Hausdorff group
topology τ on G in which every sequence of S converges to the unit eG?
Secondly, it is interesting to understand for which class of topological groups including all sequential
groups we can obtain an analogue of the Franklin theorem 1.3. Of course, we cannot obtain all
sequential groups as Hausdorff quotients of metric ones.
By analogy with T -sequences we define:
Definition 1.8 Let G be a group and S be a set of sequences in G. The set S is called a Ts-set of
sequences if there is a Hausdorff group topology on G in which all sequences of S converge to eG.
The finest Hausdorff group topology with this property is denoted by τS.
The set of all Ts-sets of sequences in a group G we denote by T S(G). It is clear that, if
S ∈ T S(G), then S ′ ∈ T S(G) for every nonempty subset S ′ of S and every sequence u ∈ S is a
T -sequence. Evidently, τS ⊆ τS′. Also, if S contains only trivial sequences, then S ∈ T S(G) and τS
is discrete. By definition, τu is finer than τS for every u ∈ S. Thus, if U is open in τS, then it is open
in τu for every u ∈ S. So, by definition, we obtain that τS ⊆
∧
u∈S τu, where
∧
u∈S τu denotes the
intersection of the topologies τu (i.e., U is open in
∧
u∈S τu if and only if U ∈ τu for every u ∈ S).
Denote by inf τu the infimum of the topologies τu in the lattice of all group topologies.
Theorem 1.9 A non-empty family S of T -sequences on a group G is a Ts-set if and only if infu∈S τu
is Hausdorff. In such a case, τS = infu∈S τu.
Let us note that Definition 1.5 of s-groups differs from the following one. Nevertheless, we shall
show in Theorem 1.11 that both definitions define the same class of topological groups.
Definition 1.10 A Hausdorff topological group (G, τ) is called an s-group and the topology τ is
called an s-topology on G if there is S ∈ T S(G) such that τ = τS.
In other words, G is an s-group if and only if its topology is completely determined by convergent
sequences.
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The family of all s-groups (respectively all Abelian s-groups) is denoted by S (respectively by
SA). Evidently, if H is an open subgroup of a topological group G and if H is an s-group, then G
is an s-group as well.
We shall show that our definition of s-groups has essential advantages than Noble’s one. Firstly,
Definition 1.10 is internal and does not use any external objects as homomorphisms into other
topological groups. Secondly, this internal characterization allows us to describe a base BG of UG
of an s-group (G, τ) and to solve Problem 7.3 (Section 2). The description of BG has been used
repeatedly throughout the article. For instance, we prove the equivalence of Definitions 1.5 and
1.10 with the help of this description (Section 3). Thirdly, making use of the topology of s-groups
important properties of s-groups are established (Sections 4-5). In particular, it is shown that
every sequential group is an s-group. At last, we characterize s-groups as quotients of the Graev
free topological group over metrizable spaces (Section 6). This result can be viewed as a natural
analogue of Franklin’s theorem 1.3. To prove these results is the mail goal of the article.
One of the most natural way to find Ts-sets of sequences is as follows. Let (G, τ) be a Hausdorff
topological group. We denote the set of all sequences of (G, τ) converging to the unit by S(G, τ);
that is,
S(G, τ) = {u = {un} ⊂ G : un → eG in τ} .
It is clear that S(G, τ) ∈ T S(G) and τ ⊆ τS(G,τ). Below (see Proposition 3.3) we shall show that
the set S(G, τ) defines the s-topology τ .
The article is organized as follows. In Section 2, Problem 7.3 is solved. More precisely, we give a
criterion for a subset S of sequences in a group G to be a Ts-set of sequences essentially generalizing
Theorem 2.1.3 of [33].
The next theorem is the main result of Section 3:
Theorem 1.11 A topological group (G, τ) is an s-group if and only if every sequentially continuous
homomorphism from (G, τ) to a Hausdorff topological group (X, σ) is continuous.
So Theorem 1.11 shows that Definitions 1.5 and 1.10 are equivalent.
In Section 4 we consider some basic properties of s-groups. We show that the class S closed
under taking quotients and is finitely multiplicative:
Theorem 1.12 Let S be a Ts-set of sequences in a group G, H be a closed normal subgroup of
(G, τS) and let pi be the natural projection from G onto the quotient group G/H. Then pi(S) is a
Ts-set of sequences in G/H and G/H ∼= (G/H, τpi(S)).
Theorem 1.13 Let (G, τ) and (H, ν) be Hausdorff topological groups. The following conditions are
equivalent:
(i) (G, τ) and (H, ν) are s-groups;
(ii) The direct product (G, τ)× (H, ν) is an s-group.
In spite of Noble’s theorem 1.6 is essentially stronger than Theorem 1.13, we give the proof of
Theorem 1.13 to demonstrate our (sequential) approach to s-groups.
The next theorem shows that the class S contains the class Seq of all sequential Hausdorff
groups:
Theorem 1.14 If (G, τ) is a sequential Hausdorff group, then it is an s-group. More precisely,
τ = τS(G,τ) =
∧
u∈S(G,τ) τu.
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It is well known that a closed subgroup of a sequential group is sequential as well. The example in
[6, Theorem 6] (see Example 4.7 below) shows that s-groups may contain closed subgroups which
are neither s-groups nor k-spaces. So the class S contains properly the class Seq. This example
shows also that the class Seq is not closed under taking finite products, contrarily to the class S
(Theorem 1.13).
Theorem 1.14 justifies the following:
Definition 1.15 Let (G, τ) be a Hausdorff topological group. The group (G, τS(G,τ)) is called s-
refinement of (G, τ) and we denote it by s(G, τ).
So, (G, τ) is an s-group if and only if s(G, τ) = (G, τ).
Let (G, τ) be an s-group. Then, by definition, there is S ∈ T S(G) such that τ = τS. It is natural
to consider the following cardinal number:
Definition 1.16 Let (G, τ) be an s-group. Set
rs(G, τ) = min {|S| : S ∈ T S(G) and τS = τ} .
In other words, rs(G, τ) is the minimal possible cardinality of those Ts-sets of sequences in the group
G which generate the s-topology τ . In Section 5 we prove the following:
Theorem 1.17 Let (G, τ) be a non-discrete s-group. If rs(G, τ) < ω1, then (G, τ) is sequential
and so(G, τ) = ω1.
Let (G, τ) be a non-discrete Fre´chet-Urysohn group. Then so(G, τ) = 1 and (G, τ) is an s-group by
Theorem 1.14. Thus Theorem 1.17 immediately yields:
Corollary 1.18 If (G, τ) is a non-discrete Fre´chet-Urysohn (in particular, metrizable) group, then
rs(G, τ) ≥ ω1.
This means that the topology of a Fre´chet-Urysohn group cannot be described by a countable set
of sequences converging to the unit.
Nyikos in [24, Problem 4] asked whether the sequential order of a sequential topological group is
ω1 if the group is not Fre´chet-Urysohn. Under the Continuum Hypothesis Shibakov [28, 29] gave a
consistent negative answer to Nyikos’ question by constructing a sequential topological group of any
sequential order. Nevertheless, without any additional set-theoretic assumption beyond ZFC, the
answer to Nyikos’ question is still open. The difficulty of this question is explained by Theorem 1.17:
the topology of an s-group (G, τ) with 1 < so(G, τ) < ω1 cannot be determined by a countable
Ts-set of sequences (that implies, in particular, major technical difficulties of constructing such
sequential groups, see [28, 29]).
In Section 6 a characterization of s-groups is given. It turns out that we can describe s-groups as
quotients of Graev free topological groups over sequential Tychonoff spaces. The following theorem
is the main in the article:
Theorem 1.19 Let (G, τ) be a non-discrete Hausdorff (respectively Hausdorff Abelian) topological
group. The following assertions are equivalent:
(i) (G, τ) is an s-group;
(ii) (G, τ) is a quotient of a Graev free (respectively Graev free Abelian) topological group over a
metrizable space;
(iii) (G, τ) is a quotient of a Graev free (respectively Graev free Abelian) topological group over a
Fre´chet-Urysohn Tychonoff space;
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(iv) (G, τ) is a quotient of a Graev free (respectively Graev free Abelian) topological group over a
sequential Tychonoff space.
In particular, assume that a metrizable space X is such that the set of all its non-isolated points is
not separable. Then the tightness of the Graev free Abelian topological group over X is uncountable
[4]. Hence there are s-groups whose tightness is uncountable.
The natural analogue of Problem 7.2 for precompact group topologies on Z is studied by Raczkowski
[26]. Following [7] and motivated by [26], we say that a sequence u = {un} is a TB-sequence in a
group G if there is a precompact Hausdorff group topology on G in which un → eG. The group G
equipped with the finest precompact Hausdorff group topology τbu with this property is denoted by
(G, τbu).
The counterparts of Problem 7.3 and Definitions 1.8 and 1.10 for precompact group topologies
are defined as follows:
Problem 1.20 Let G be a group and S be a set of sequences in G. Is there a precompact Hausdorff
group topology τ on G in which every sequence of S converges to the unit eG?
Definition 1.21 Let G be a group and S be a set of sequences in G. The set S is called a Tbs-set
of sequences if there is a precompact Hausdorff group topology on G in which all sequences of S
converge to eG. The finest precompact Hausdorff group topology with this property is denoted by τbS.
The set of all Tbs-sets of sequences in a group G we denote by T BS(G). Clearly, if S ∈ T BS(G),
then S ′ ∈ T BS(G) for every nonempty subset S ′ of S, τbS ⊆ τbS′ and every sequence u ∈ S is a
TB-sequence. Evidently, if S ∈ T BS(G), then S ∈ T S(G) as well. But, in general, the converse
is not true even for one T -sequence. For instance, there is a T -sequence v on Z such that the
group (Z, τv) has no non-trivial characters [32], but every precompact group has sufficiently many
continuous characters.
Definition 1.22 A Hausdorff topological group (G, τ) is called a bs-group and the topology τ is
called a bs-topology on G if there is S ∈ T BS(G) such that τ = τS.
In the article we deal with Ts-sets of sequences and s-topologies only. The class BS of all bs-groups
and its connection with the class S will be considered in forthcoming articles.
In the last section we pose some open questions.
2 A criterion to be a Ts-set of sequences
First of all we prove Theorem 1.9:
Proof of Theorem 1.9. Let us prove that infu∈S τu is the finest group topology on G in which all
sequences from S converge to eG. Indeed, since un → eG in τu for every u ∈ S, obviously un → eG
in infu∈S τu. Conversely, if all u ∈ S converge to eG in some group topology τ on G, then τ ≤ τu
for every u ∈ S by the definition of τu, and hence τ ≤ infu∈S τu.
Now let S be a Ts-set of sequences in G. Then τS is Hausdroff, and by its definition, it coincides
with infu∈S τu. Conversely, if infu∈S τu is Hausdorff, then obviously S is a Ts-set and τS = infu∈S τu.

Let G be an infinite group and S be a set of sequences in G. The main result of this section is
Theorem 2.2. This theorem allows us to check whether S is a Ts-set of sequences, and it gives an
explicit description of a base of the topology τS assuming that S ∈ T S(G). Such a description was
given only for Abelian case of one T -sequence in [32, 33] (see the case (iii) below). Let us note that
Theorem 2.2 generalizes Theorems 2.1.3 and 3.1.4 of [33] and it is used repeatedly in the article.
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Let G be a group and S = {ui}i∈I ,ui = {u
i
n}n∈ω, be a non-empty family of sequences in G. By
J we denote the set of all functions j from ω × I ×G into ω which satisfy the condition
j(k, i, g) < j(k + 1, i, g), ∀k ∈ ω, ∀i ∈ I, ∀g ∈ G.
For j ∈ J one puts:
Aim := {eG,
(
uim
)±1
,
(
uim+1
)±1
, . . . }, ∀m ∈ ω;
An(j) :=
⋃
i∈I
⋃
g∈G
g−1Aij(n,i,g)g, ∀n ∈ ω;
SPn∈ωAn(j) :=
⋃
n∈ω

 ⋃
σ∈Sn+1
Aσ(0)(j)Aσ(1)(j) · · ·Aσ(n)(j)

 .
Note that SPn∈ωAn(j) is an increasing union over n ∈ ω.
The next lemma is [33, Lemma 3.1.1], we prove it for the convenience of the readers.
Lemma 2.1 Let U be an open neighborhood of the unit in a topological group G. Then there is a
decreasing chain {Vk}k∈ω ⊂ UG such that⋃
n∈ω
⋃
σ∈Sn+1
Vσ(0)Vσ(1) · · ·Vσ(n) ⊆ U. (2.1)
Proof. Set V−1 := U . For every k ∈ ω choose a Vk ∈ UG such that (Vk ∪ VkVk ∪ VkVkVk) ⊆ Vk−1.
Let {i0, i1, . . . , in} be a subset of ω, and let il = min{i0, i1, . . . , in}. It is enough to show that
Vi0Vi1 · · ·Vin ⊆ Vil−1. The proof is by induction over n ∈ ω. For n = 0 we have il = i0 and
Vi0 ⊆ Vi0−1 by the choice of the sequence {Vk}. Let n > 0. If 0 < l < n, then, by the inductive
assumption,
(Vi0Vi1 · · ·Vil−1)Vil(Vil+1 · · ·Vin) ⊆ VilVilVil ⊆ Vil−1.
If either l = 0 or l = n, then Vi0Vi1 · · ·Vin ⊆ VilVil ⊆ Vil−1. 
Theorem 2.2 Let G be a group and S = {ui}i∈I ,ui = {uin}n∈ω, be a non-empty family of sequences
in G. The following statements are equivalent:
1) S ∈ T S(G);
2)
⋂
j∈J SPn∈ωAn(j) = {eG}.
If 1)− 2) are fulfilled, the sets SPn∈ωAn(j), j ∈ J , form an open base at the unit of τS.
Proof. 1) ⇒ 2) Let U ∈ U(G,τS). Since τS is Hausdorff, it is enough to show that there is j ∈ J
such that SPn∈ωAn(j) ⊆ U . Moreover, we shall prove that for any Hausdorff group topology τ ′
on G in which every u ∈ S converges to eG and for every U ∈ U(G,τ ′) there is j ∈ J such that
SPn∈ωAn(j) ⊆ U . We construct such a j inductively. Choose a sequence {Vk}k∈ω of open symmetric
neighborhoods of eG which satisfies condition (2.1) of Lemma 2.1.
Let k = 0. For every i ∈ I and every g ∈ G, since uin → eG in τ
′, we may choose j(0, i, g) such
that g−1uing ∈ V0 for every n ≥ j(0, i, g). Then
A0(j) =
⋃
i∈I
⋃
g∈G
g−1Aij(0,i,g)g ⊆ V0.
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Let k = 1. For every i ∈ I and every g ∈ G, since uin → eG in τ
′, we may choose j(1, i, g) >
j(0, i, g) such that g−1uing ∈ V1 for every n ≥ j(1, i, g). Then
A1(j) =
⋃
i∈I
⋃
g∈G
g−1Aij(1,i,g)g ⊆ V1.
And so on. Thus we can construct j ∈ J such that, by (2.1),
SPn∈ωAn(j) =
⋃
n∈ω
⋃
σ∈Sn+1
Aσ(0)(j)Aσ(1)(j) · · ·Aσ(n)(j) ⊆
⋃
n∈ω
⋃
σ∈Sn+1
Vσ(0)Vσ(1) · · ·Vσ(n) ⊆ U.
2)⇒ 1) The family U of all sets of the form SPn∈ωAn(j), j ∈ J , forms a base of some Hausdorff
group topology on G if and only if U satisfies the following conditions [17, Theorem 4.5]:
(a) every member of U contains eG;
(b) for every U ∈ U there is a V ∈ U such that V −1 ⊆ U ;
(c) for every U ∈ U there is a V ∈ U such that V · V ⊆ U ;
(d) for every U ∈ U and g ∈ U there is a V ∈ U such that g · V ⊆ U ;
(e) for every U ∈ U and h ∈ G there is a V ∈ U such that h−1V h ⊆ U ;
(f) for every U, V ∈ U there is a W ∈ U such that W ⊆ U ∩ V .
Let us check (a)-(f) for U . Fix SPn∈ωAn(j) ∈ U . (a) and (b) are obvious.
(c) Set
j1(r, i, g) := j(2r + 1, i, g), ∀r ∈ ω, ∀i ∈ I, ∀g ∈ G.
It is clear that j1 ∈ J and Ar(j1) = A2r+1(j) for every r ∈ ω. Let k, l ∈ ω. Fix arbitrary α ∈ Sk+1
and β ∈ Sl+1.
Assume that k < l. Put
σ(r) = 2α(r) + 1, if 0 ≤ r ≤ k;
σ(k + 1 + q) = 2β(q), if 0 ≤ β(q) ≤ k and 0 ≤ q ≤ l;
σ(k + 1 + q) = k + 1 + β(q), if k < β(q) ≤ l and 0 ≤ q ≤ l.
Then σ ∈ Sk+l+1. Since Am+1(j) ⊆ Am(j) for m ∈ ω, for every 0 ≤ r ≤ k and 0 ≤ q ≤ l we have
Aα(r)(j1) = A2α(r)+1(j) = Aσ(r)(j), if 0 ≤ r ≤ k;
Aβ(q)(j1) = A2β(q)+1(j) ⊆ A2β(q)(j) = Aσ(k+1+q)(j), if 0 ≤ β(q) ≤ k;
Aβ(q)(j1) = A2β(q)+1(j) ⊆ Ak+1+β(q)(j) = Aσ(k+1+q)(j), if k < β(q) ≤ l.
Hence
Aα(0)(j1) · · ·Aα(k)(j1) · Aβ(0)(j1) · · ·Aβ(l)(j1) ⊆ Aσ(0)(j) · · ·Aσ(k+l+1)(j) ⊆ SPn∈ωAn(j).
Analogously we consider the cases k > l and k = l. By the definition of the sets SPn∈ωAn(j), we
obtain
SPn∈ωAn(j1) · SPn∈ωAn(j1) ⊆ SPn∈ωAn(j).
(d) Let x ∈ SPn∈ωAn(j) and k be the smallest index n such that x ∈ Aα(0)(j)Aα(1)(j) · · ·Aα(n)(j)
for some α ∈ Sn+1. Set
j2(n, i, g) := j(k + 1 + n, i, g), ∀n ∈ ω, ∀i ∈ I, ∀g ∈ G.
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Then j2 ∈ J . Let l ∈ ω and β ∈ Sl+1 be arbitrary. Set
σ(r) = α(r), if 0 ≤ r ≤ k;
σ(k + 1 + r) = k + 1 + β(r), if 0 ≤ r ≤ l.
Then σ ∈ Sk+l+1. For every 0 ≤ r ≤ l, we have Aβ(r)(j2) = Ak+1+β(r)(j) = Aσ(k+1+r)(j). Thus
x · Aβ(0)(j2)Aβ(1)(j2) · · ·Aβ(l)(j2) ⊆ Aσ(0)(j) · · ·Aσ(k+l+1)(j) ⊆ SPn∈ωAn(j).
Hence x · SPn∈ωAn(j2) ⊆ SPn∈ωAn(j).
(e) Set j3(r, i, g) := j(r, i, gh), ∀r ∈ ω, ∀i ∈ I, ∀g ∈ G. It is clear that j3 ∈ J and for every r ∈ ω
and each i ∈ I we have
⋃
g∈G
g−1Aij3(r,i,g)g =
⋃
g∈G
g−1Aij(r,i,gh)g =
⋃
g∈G
h(gh)−1Aij(r,i,gh)gh · h
−1 = h
(⋃
g∈G
g−1Aij(r,i,g)g
)
h−1.
Thus Ar(j3) = hAr(j)h
−1 and h−1SPn∈ωAn(j3)h = SPn∈ωAn(j).
(f) Let SPn∈ωAn(j4), SPn∈ωAn(j5) ∈ U . Set
j6(r, i, g) := max{j4(r, i, g), j5(r, i, g)}, ∀r ∈ ω, ∀i ∈ I, ∀g ∈ G.
Then j6(r, i, g) ∈ J and Aij6(r,i,g) ⊆ A
i
j4(r,i,g)
∩ Ai
j5(r,i,g)
. Hence SPn∈ωAn(j6) ⊆ SPn∈ωAn(j4) ∩
SPn∈ωAn(j5). Thus U is an open basis at eG for some Hausdorff group topology.
In the first part of the proof we have shown that the topology generated by U is finer than an
arbitrary Hausdorff group topology τ on G in which every sequence of S converges to eG. Thus, by
definition, U is an open basis at the unit of τS. 
Now we give the explicit form of the open basis at the unit in Theorem 2.2 both for the Abelian
case and for the case of one T -sequence. These forms will be applied in the sequel (see Proposition
3.1 and Theorem 5.5).
(i) The Abelian general case. Let G be an Abelian group and S = {ui}i∈I ,ui = {uin}n∈ω, be a
non-empty family of sequences in G. By M we denote the set of all functions m from ω× I into ω
which satisfy the condition
m(k, i) < m(k + 1, i), ∀i ∈ I, ∀k ∈ ω.
For m ∈M one puts
Aim :=
{
0,±uin, n ≥ m
}
, ∀m ∈ ω;
Ak(m) :=
⋃
i∈I
Aim(k,i), ∀k ∈ ω;∑
k
Ak(m) :=
⋃
k∈ω
(A0(m) + A1(m) + · · ·+ Ak(m)) .
Let j ∈ I. For every k ∈ ω and i ∈ I set m(k, i) = min{j(k, i, g) : g ∈ G}. Clearly, m ∈ M. Since
G is Abelian we have⋃
g∈G
g−1Aij(k,i,g)g = A
i
m(k,i) and hence SPn∈ωAn(j) =
∑
k
Ak(m).
Thus Theorem 2.2 asserts that S ∈ T S(G) if and only if
⋂
m∈M
∑
k Ak(m) = {0}. In such a case,
the sets
∑
k Ak(m),m ∈M, form an open base at zero of τS.
9
(ii) The non-Abelian case of one T -sequence. Let u = {un}n∈ω be an arbitrary sequence in a
group G. In this case the set of indices I contains only one element. So, for the sake of simplicity
we drop the index i and denote by L = L(G) the set of all functions l from ω × G into ω which
satisfy the condition
l(k, g) < l(k + 1, g), ∀k ∈ ω, ∀g ∈ G.
For l ∈ L one puts:
Aum = Am := {eG, u
±1
m , u
±1
m+1, . . . }, ∀m ∈ ω;
An(l) :=
⋃
g∈G
g−1Al(n,g)g, ∀n ∈ ω;
SPn∈ωAn(l) :=
⋃
n∈ω
⋃
σ∈Sn+1
Aσ(0)(l)Aσ(1)(l) · · ·Aσ(n)(l).
Then u is a T -sequence if and only if
⋂
l∈L SPn∈ωAn(l) = {eG}. In such a case, the sets SPn∈ωAn(l), l ∈
L, form an open base at eG of τu.
Note also that the subgroup 〈u〉 is open in (G, τu).
(iii) The Abelian case of one T -sequence. This case was already described explicitly in Theorem
2.1.3 of [32]. Let u = {un}n∈ω be an arbitrary sequence in an Abelian group G. Following [32], for
every m ∈ ω and an increasing sequence 0 ≤ j0 < j1 < . . . one puts
Aum = Am := {0,±un : n > m};∑
n
Ajn :=
⋃
n∈ω
(Aj0 + Aj1 + · · ·+ Ajn) .
If u is a T -sequence, then the sets of the form
∑
nAjn form a base of symmetric neighborhoods at
zero of τu [32, 33]. In what follows we shall use the following sets defined in [32]: for every m, k ∈ ω
one puts
A(k,m) := Am + · · ·+ Am︸ ︷︷ ︸
k+1
.
Clearly, the sets of the form Am and A(k,m) are compact in τu.
3 A characterization of s-groups
In the following proposition we characterize continuous homomorphisms from (G, τu) into a topo-
logical group.
Proposition 3.1 Let u be a T -sequence in a group G and p be an homomorphism from (G, τu)
into a topological group (X, τ). Then p is continuous if and only if p(un)→ eX in τ .
Proof. The necessity is evident. Let us prove the sufficiency. Let U ∈ UX . By Lemma 2.1 choose a
decreasing chain {Vk}k∈ω of open symmetric neighborhoods of eX satisfying the condition (2.1).
Let k = 0. Since p(un) → eX , for every g ∈ G we may choose l(0, g) such that p(g−1ung) ∈ V0
for every n ≥ l(0, g). Since V0 is symmetric, then
p (A0(l)) = p
(⋃
g∈G
g−1Al(0,g)g
)
⊆ V0.
Let k = 1. Since p(un) → eX , for every g ∈ G we may choose l(1, g) > l(0, g) such that
p(g−1ung) ∈ V1 for every n ≥ l(1, g). Then
p (A1(l)) = p
(⋃
g∈G
g−1Al(1,g)g
)
⊆ V1.
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And so on. Thus we constructed l ∈ L such that, by Lemma 2.1,
p (SPn∈ωAn(l)) = p

⋃
n∈ω
⋃
σ∈Sn+1
Aσ(0)(l)Aσ(1)(l) · · ·Aσ(n)(l)

 ⊆ ⋃
n∈ω
⋃
σ∈Sn+1
Vσ(0)Vσ(1) · · ·Vσ(n) ⊆ U.
By the particular case (ii) of Theorem 2.2, SPn∈ωAn(l) ∈ U(G,τu). Thus p is continuous. 
The following theorem generalizes Proposition 3.1 and gives a convenient criterion for automatical
continuity of homomorphisms from s-groups.
Theorem 3.2 Let G be a group, S ∈ T S(G) and p be a homomorphism from (G, τS) into a
topological group (X, σ). The following statements are equivalent:
(i) p is continuous;
(ii) for any W ∈ UX the set p−1(W ) is open in τu for every u ∈ S, i.e., p−1(W ) ∈
∧
u∈S τu;
(iii) p(un)→ eX for every u = {un} ∈ S.
Proof. (i) ⇒ (iii) is trivial.
(iii) ⇒ (ii). Let p(un) → eX for every u = {un} ∈ S and let W ∈ UX . By Proposition 3.1, p is
a continuous homomorphism from (G, τu) into X for every u ∈ S. Thus p−1(W ) is open in τu for
every u ∈ S.
(ii) ⇒ (i). We know that τS ⊆
∧
u∈S τu. So, assuming that p is not continuous, a family
U0 := {U ∩ p−1(W ) : U ∈ U(G,τS) and W ∈ UX} forms an open basis at eG of the Hausdorff group
topology τ0 on G that is strictly finer than τS. To obtain a contradiction we have to show that
every sequence u ∈ S converges to the unit in τ0. By hypothesis, every set U ∩ p−1(W ) is open in
τu. Since u converges to eG in τu, u converges to the unit in τ0. 
The following proposition shows that we may restrict ourselves only to the sets of the form
S(G, τ):
Proposition 3.3 Let S be a Ts-set of sequences in a group G. Then τS = τS(G,τS). In particular,
if (G, τ) is an s-group, then τ = τS(G,τ).
Proof. Since S ⊆ S(G, τS), we have τS ⊇ τS(G,τS) by the definition of the topology τS. Let
id : (G, τS(G,τS)) → (G, τS), id(g) = g, be the identity map. For every u = {un} ∈ S(G, τS), by the
definition of S(G, τS), id(un) = un → eG in τS. By Theorem 3.2, id is continuous. Thus τS ⊆ τS(G,τS)
and hence τS = τS(G,τS). 
As a corollary of the last theorem we obtain the following characterization of topologies of the
form τS:
Theorem 3.4 Let (G, τ) be a Hausdorff topological group and S be a set of sequences in G. The
following statements are equivalent:
(i) S ∈ T S(G) and τ = τS;
(ii) for every homomorphism p from (G, τ) into an arbitrary Hausdorff topological group (X, σ),
p is continuous if and only if p(un)→ eX for each {un} ∈ S.
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Proof. (i) ⇒ (ii) follows from Theorem 3.2.
(ii)⇒ (i). The identity map id : (G, τ)→ (G, τ), id(g) = g, is continuous. Thus un → eG in τ for
each {un} ∈ S. So S ∈ S(G, τ) and hence S ∈ T S(G). By the definition of the topology τS we have
τ ⊆ τS. On the other hand, by hypothesis, the identity isomorphism id : (G, τ)→ (G, τS), id(g) = g,
is continuous as well. So, τ ⊇ τS. Thus τ = τS. 
Proof of Theorem 1.11. Let (G, τ) be an s-group and τ = τS for some S ∈ T S(G). Let
p : (G, τ) → (X, σ) be a sequentially continuous homomorphism. Then, in particular, p(un) → eX
for each {un} ∈ S. Hence p is continuous by Theorem 3.4.
Conversely, let every sequentially continuous homomorphism p from (G, τ) into a Hausdorff
topological group (X, σ) be continuous. Setting S = S(G, τ) we obtain that τ = τS by Theorem
3.4. 
4 Basic properties of s-groups
We begin this section from the proof of Theorem 1.12.
Proof of Theorem 1.12. Set Q := pi(S). We have to show that G/X with the quotient topology
is topologically isomorphic to (G/X, τQ). Since every sequence of Q converges to the unit in the
quotient topology τ onG/X , Q is a Ts-set of sequences inG/X and τ is weaker than τQ. If τ 6= τQ, we
may find a strictly finer Hausdorff group topology τ ′ on G in which every sequence u ∈ S converges
to the unit, namely: the topology generated by the sets of the form U ∩ pi−1(W ), U ∈ τS,W ∈ τQ.
This contradicts to the definition of the topology τS . 
Lemma 4.1 Let (G, τ) and (H, ν) be topological groups. Set S = S(G, τ), R = S(H, ν), T =
S(G×H, τ × ν) and
S × R := {{(un, vn)} : u = {un} ∈ S and v = {vn} ∈ R} .
Then T = S × R.
Proof. Denote by piG and piH the projections of G × H onto G and H respectively. By the
definition of the product topology we have: (un, vn) converges to the unit in τS × τR if and only if
piG(un, vn) := un → eG in τS and piH(un, vn) := vn → eH in τR, i.e., if and only if u = {un} ∈ S and
v = {vn} ∈ R. 
Proof of Theorem 1.13. (i) ⇒ (ii). Let (G, τS) and (H, τR) be s-groups, where, by Proposition
3.3, we may assume that S = S(G, τS) and R = S(H, τR). Set T := S(G×H, τS × τR). By Lemma
4.1, T = S × R. In particular, u = {un} ∈ S if and only if {(un, eH)} ∈ T .
We claim that
S ⊆ S(G, τT |G) and R ⊆ S(H, τT |H). (4.1)
Let u = {un} ∈ S. Then {(un, eH)} ∈ T . So, for every open neighborhood U of the unit in τT
almost all members (un, eH) are contained in U and, hence, in U ∩ (G× {eH}). Thus, un → eG in
τT |G and S ⊆ S(G, τT |G). Analogously, R ⊆ S(H, τT |H).
We claim that
τS = τT |G and τR = τT |H . (4.2)
Indeed, by the definition of T , τS × τR ⊆ τT . Thus, τS = τS × τR|G ⊆ τT |G. By the definition of the
topology τS and (4.1), we have τT |G ⊆ τS. Thus, τT |G = τS. Analogously, τT |H = τR.
To prove that τS × τR = τT we have to show that τS × τR ⊇ τT . Let U be an arbitrary open
neighborhood of the unit in τT . Choose an open neighborhood of the unit V in τT such that
V · V ⊆ U . For the natural projections piG and piH onto G and H respectively one puts
VG = piG(V ∩ (G× {eH})) and VH = piH(V ∩ ({eG} ×H)).
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By (4.2), VG is open in τS and VH is open in τR. So VG × VH ∈ τS × τR and
VG × VH ⊆ (VG × {eH}) · ({eG} × VH) ⊆ V · V ⊆ U.
Thus, τS × τR = τT .
(ii) ⇒ (i). By Theorem 1.12, G = piG(G×H) and H = piH(G×H) are s-groups. 
Lemma 4.2 Let (G, τ) be a Hausdorff topological group. Then S(G, τS(G,τ)) = S(G, τ).
Proof. Since τ ⊆ τS(G,τ), then S(G, τS(G,τ)) ⊆ S(G, τ). Conversely, if u ∈ S(G, τ), then u ∈
S(G, τS(G,τ)) by the definition of τS(G,τ). 
We recall that the sequential modification Xseq of a topological space (X, τ) is the set X with
the new topology τ seq such that U is open if and only if U is sequentially open in (X, τ). In the
case of Hausdorff topological groups we can describe τ seq as follows:
Proposition 4.3 Let (G, τ) be a Hausdorff topological group. Then τ seq =
∧
u∈S(G,τ) τu.
Proof. Let U ∈
∧
u∈S(G,τ) τu. We have to show that U is sequentially open in τ . Let un → g ∈ U
in τ . We may assume that g = eG. Then u = {un} ∈ S(G, τ). Since U ∈ τu and u converges
to the unit in τu by definition, all but finitely many members of u are contained in U . Thus U is
sequentially open in τ .
Conversely, let U be sequentially open in τ . Then U is sequentially open in τu for every u ∈
S(G, τ). (Indeed, if vn → g ∈ U in τu, then vn → g ∈ U in τ either. Because of U is sequentially
open in τ , almost all vn are contained in U .) Since, by Theorem 1.4, (G, τu) is sequential, U is open
in τu. Thus, U ∈
∧
u∈S(G,τ) τu. 
Theorem 4.4 Let (G, τ) be a Hausdorff topological group.
(i) A set U is sequentially open in τS(G,τ) if and only if U is sequentially open in τ , i.e., τ
seq
S(G,τ) =
τ seq.
(ii) The topology τS(G,τ) is the finest Hausdorff group topology on G whose open sets are sequentially
open in τ .
Proof. (i) Let U be sequentially open in τS(G,τ) and a sequence g = {gn} converge to g ∈ U in
τ . We may assume that g = eG. So g ∈ S(G, τ). By Lemma 4.2, g ∈ S(G, τS(G,τ)). Since U is
sequentially open in τS(G,τ), gn ∈ U for all sufficiently large n. Hence U is sequentially open in τ .
Since τ ⊆ τS(G,τ), the converse assertion is trivial.
(ii) By (i) we have to show only the minimality of τS(G,τ). Let τ0 be an arbitrary Hausdorff group
topology on G whose open sets are sequentially open in τ . By the definition of τS(G,τ), we have to
prove that any u = {un} ∈ S(G, τ) converges to the unit also in τ0. Assume the converse and there
is an open neighborhood U of the unit in τ0 that does not contain an infinitely many terms {unk}
of u. Set v = {unk}. Then v ∈ S(G, τ) and v ∩ U = ∅. Hence U is not sequentially open in τ .
This is a contradiction. 
Proof of Theorem 1.14. Since (G, τ) is sequential, by Theorem 4.4(i), we have
τS(G,τ) ⊇ τ = τ
seq = τ seq
S(G,τ) ⊇ τS(G,τ).
Thus, τ = τS(G,τ) = τ
seq =
∧
u∈S(G,τ) τu by Proposition 4.3, and hence (G, τ) = (G, τS(G,τ)) is an
s-group. 
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Theorem 4.5 Let (G, τ) be a Hausdorff topological group. The following statements are equivalent:
(i) (G, τS(G,τ)) is sequential;
(ii) τS(G,τ) =
∧
u∈S(G,τ) τu;
(iii) τ seq is a Hausdorff group topology.
Proof. (i)⇒(ii). Let (G, τS(G,τ)) be sequential. By the definition of sequential spaces, Theorem
4.4(i) and Proposition 4.3, we have τS(G,τ) = τ
seq
S(G,τ) = τ
seq =
∧
u∈S(G,τ) τu.
(ii)⇒(iii) follows from Proposition 4.3.
(iii)⇒(i). By Theorem 4.4(ii) and the hypothesis, τS(G,τ) = τ
seq. Thus, by Theorem 4.4(i),
τS(G,τ) = τ
seq = τ seq
S(G,τ). So (G, τS(G,τ)) is sequential. 
The following proposition is a simple observation that immediately follows from the definitions
of k-spaces and s-groups.
Proposition 4.6 Every non-discrete Hausdorff topological group (G, τ) without infinite compact
subsets is neither an s-group nor a k-space and s(G, τ) = Gd.
Proof. Clearly, every convergent sequence in (G, τ) is trivial. Thus the topology τS(G,τ) is discrete.
Hence s(G, τ) = Gd and (G, τ) is not an s-group.
Let us show that (G, τ) is not a k-space. Let A be an arbitrary subset of G. Then for every
compact subset K of (G, τ) the intersection A ∩K is finite and hence closed in τ . Assuming that
(G, τ) is a k-space we obtain that A is closed in τ . Since A is arbitrary this means that τ is discrete
that contradicts the assumption of the proposition. Thus (G, τ) is not a k-space. 
The next example is taken from [6, Theorem 6]. For the convenience of the readers we present
a more transparent proof.
Example 4.7 [6] There is an Abelian countably infinite s-group (G, τ) containing a closed subgroup
∆ such that (∆, τ |∆) is not discrete but contains no infinite compact subsets. In particular, (∆, τ |∆)
is not an s-group.
Proof. Consider the metrizable topology τ ′ on ZN0 generated by the base {Un}n∈ω, where
Un = {(ni) ∈ Z
N
0 : ni ∈ 2
n · Z for i ≥ 1}, n ∈ ω.
Set G = (ZN0 , τe) × (Z
N
0 , τ
′). By Theorems 1.13 and 1.14, G is an s-group. Let ∆ = {((ni), (ni)) :
(ni) ∈ Z
N
0 } be the diagonal subgroup of G. Denote by τ∆ the induced topology of τe× τ
′ on ∆. We
have to show that (∆, τ∆) is neither an s-group nor a k-space. By Proposition 4.6 it is enough to
prove that (∆, τ |∆) has no infinite compact subsets. We shall prove this in the following two steps.
Step 1. We claim that (∆, τ∆) is not discrete.
This follows from the fact that for every n ∈ ω and every open neighborhood U =
∑
nAjn ∈ τe
(see Section 2(iii)) of zero the intersection Un ∩ U is infinite. Indeed, U ∩ Un contains the sequence
{2nei}i≥m, where m = j2n .
Step 2. We claim that every compact subset of (∆, τ∆) is finite.
Indeed, let K be a compact subset of (∆, τ∆). We shall identify ∆ with Z
N
0 . Clearly, K is
a compact subset in the topology τe. Since e generates Z
N
0 , by Theorem 4.1.4 of [33] (see also
[12, Lemma 2] or Theorem 5.7 below), K is contained in A(k, 0) for some k > 0. Assume for a
contradiction that K is infinite. Let K = {an}n∈ω be a one-to-one enumeration of the elements of
K. Since all the coordinates of an are less or equal to k+1, we obtain that an− am 6∈ U4k for every
n 6= m. So (an + U8k)∩(am + U8k) = ∅ for every n 6= m since, otherwise, an−am ∈ U8k−U8k ⊆ U4k
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that is impossible. Thus the sets an + U8k are open in τ∆, mutually disjoint and cover K. So the
set K is not compact. This contradiction shows that K is finite. 
Recall that the supremum τ := τ1 ∨ τ2 of two group topologies τ1 and τ2 on a group G is the
weakest group topology on G such that the identity maps (G, τ)→ (G, τi), i = 1, 2, are continuous.
Clearly, the group (G, τ1 ∨ τ2) may be identified with the diagonal of the product (G×G, τ1 × τ2).
Let us remind that the group (ZN0 , τe) is sequential and that every sequential space is a k-space. So,
as a corollary of Proposition 4.6 and Example 4.7, we obtain:
Corollary 4.8 (i) There is an Abelian countably infinite s-group (G, τ) with a closed subgroup
H such that (H, τ |H) is not an s-group.
(ii) There is an Abelian countably infinite s-group that is not a k-space.
(iii) The supremum of two s-topologies may not be an s-topology.
(iv) The product of a sequential group with a metrizable one may not be even a k-space.
Remark 4.9 It is well-known that the properties to be sequential or Fre´chet-Urysohn are not well-
behaved in general under the finite product, and Corollary 4.8(iv) demonstrates this. Nevertheless,
the product of a first countable group with a Fre´chet-Urysohn one is always Fre´chet-Urysohn [8,
Theorem 1.6].
5 The case of countable Ts-sets of sequences
Let (G, τ) be an s-group. Then τ = τS for some S ∈ T S(G). Now we discuss the minimality of
|S| of Ts-sets S which generate τ . The following proposition shows that the number rs(G, τ) is
essentially infinite.
Proposition 5.1 Let (G, τ) be an s-group. If rs(G, τ) is finite, then rs(G, τ) = 1.
Proof. Let S = {u0 = {u0n}n∈ω, . . . ,u
q−1 = {uq−1n }n∈ω} be such that τ = τS. Set d = {dn}, where
dkq+i = u
i
k for k ∈ ω and 0 ≤ i < q. Since S ∈ T S(G), the sequence d converges to the unit
in τS. Hence d is a T -sequence and the topology τd is finer than τS. On the other hand, since d
converges to eG, then all its subsequences u
i also converge to eG in τd. So τS is finer than τd and
hence τd = τS = τ . Thus rs(G, τ) = 1. 
Proposition 5.1 shows that the simplest case which may essentially differ from the case of one
T -sequence is the case of a countably infinite Ts-set of sequences S. Example 5.3 below confirms
this assertion. Now we show that many important properties (for example, sequentiality and com-
pleteness) are kept also for a countably infinite S. Theorem 5.2 below generalizes Theorem 1.4.
Let {(Xn, τn)}n∈ω be a sequence of topological spaces such that Xn ⊆ Xn+1 and τn+1|Xn = τn
for all n ∈ ω. The union X = ∪n∈ωXn with the weak topology τ (i.e., U ∈ τ if and only if
U ∩ Xn ∈ τn for every n ∈ ω) is called the inductive limit of the sequence {(Xn, τn)}n∈ω and it is
denoted by (X, τ) = lim
−→
(Xn, τn). Recall (see [33]) that a topological space is called a kω-space if it
is the inductive limit of an increasing sequence of its compact subsets. A topological group (G, τ)
is called a kω-group if its underlying topological space is a kω-space. Let us recall also that the sets
of the form V lU = {(x, y) ∈ G × G : x
−1y ∈ U}, where U ∈ NG, form a base of the left uniform
structure on (G, τ). In fact, the following theorem is contained in Chapter 4 of [33]. Our proof of
the sequentiality of (G, τS) is essentially simpler than the one proposed in [33].
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Theorem 5.2 Let S = {un}n∈ω be a countable Ts-set of sequences in a group G. Assume that
〈u0,u1, . . . 〉 = G. For every n ∈ ω, put Kn := ∪ni=0A
ui
0 , Xn := Kn · · ·Kn with n + 1 factors Kn,
and τn = τS|Xn. Then:
1) Kn and Xn are compact metrizable subsets of (G, τS) for every n ∈ ω;
2) (G, τS) = lim
−→
(Xn, τn). In particular, every compact subset of (G, τS) is contained in some Xn;
3) (G, τS) is a kω-group;
4) (G, τS) is complete in the left uniformity;
5) if τS is not discrete, then (G, τS) is sequential and so(G, τS) = ω1.
Proof. 1) Since, by definition, every Aun0 , n ∈ ω, is compact in τS, all the sets Kn and Xn are
compact. Since every Kn and Xn are countable, they are metrizable by [9, Theorem 3.1.21].
2) By hypothesis, G = ∪n∈ωXn. Since all the (Xn, τn) are compact, the inductive limit (G, τ ′) :=
lim
−→
(Xn, τn) is a (Hausdorff) kω-space, and every its compact subset is contained in some Xn [31,
Lemma 9.3].
Let τ0 be the finest Hausdorff group topology on G such that τ0|Xn = τn = τS|Xn for every n ∈ ω.
Then τ0 ⊇ τS. Since every sequence un converge to eG in Xn and hence in τ0, we have τ0 ⊆ τS by
the definition of τS. Thus τ0 = τS. Hence, to prove that (G, τS) = (G, τ
′) it is enough to show that
τ ′ is a group topology. This follows from Lemma 4.1.3 of [33], but we give here a much simpler
proof repeating word-for-word the proof of Theorem 1 of [19].
To show that (G, τ ′) is a topological group, we must to prove that the map f : (G, τ ′)×(G, τ ′)→
(G, τ ′) given by f(x, y) = xy−1 is continuous.
Since (G, τ ′) is a kω-space, (G, τ
′)× (G, τ ′) is also a kω-space. Thus, to show that f is continuous
we only have to show that f is continuous on all compact subsets of (G, τ ′)× (G, τ ′).
Let K be a compact subset of (G, τ ′) × (G, τ ′). Then K ⊆ K1 × K1, where K1 is a compact
subset of (G, τ ′). Since (G, τ ′) is a kω-space with decomposition G = ∪n∈ωXn, we see that K1 ⊆ Xn,
for some n. Thus
f(K) ⊆ f(K1 ×K1) ⊆ f(Xn ×Xn) ⊆ X2n+1.
Noting that K is compact and τ ′ ⊇ τS, we see that K has the same induced topology as a subset
of (G, τ ′) × (G, τ ′) as it has as a subset of (G, τS) × (G, τS). Since τ ′|X2n+1 = τS|X2n+1 and τS is
a group topology, f : K → X2n+1 is continuous. So f is continuous on all compact subsets of
(G, τ ′)× (G, τ ′). Hence (G, τ ′) is a topological group.
3) follows from item 2 and the definition of kω-groups.
4) follows from 3) and from Theorem 4.1.6 of [33].
5) (G, τS) is sequential by items 1)-3) and Lemma 1.5 of [8]. Exercise 4.3.1 of [33] asserts that
the sequential order of (G, τS) is ω1. 
Proposition 5.1 asserts that every finite Ts-set of sequences of a group G can be replaced by a
single T -sequence. The next example shows that in general this proposition cannot be generalized
to all countably infinite Ts-sets of sequences.
Example 5.3 Let {Gn}n∈ω be a sequence of infinite Abelian groups and un be a non-trivial T -
sequence in Gn for every n ∈ ω. Then S = {un}n∈ω is a Ts-set of sequences in the direct sum
G =
⊕
n∈ω Gn because every un converges to zero in the product topology of τun . We claim that
rs(G, τS) = ℵ0. Indeed, assuming the converse, by Proposition 5.1, we can find a sequence v such
that τv = τS. By Theorem 5.2, v is contained in G0 + ... + Gk for some k. Hence the subgroup
G0+ ...+Gk is open in τv. Thus, for every n > k, the sequence un does not converge to zero. This
is a contradiction.
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Remark 5.4 Let S ∈ T S(G) for a group G. In general, the group (G, τS) may be not complete.
Indeed, let G be a countable dense subgroup of a compact infinite metrizable group. Then G is
metrizable and non complete. By Theorem 1.14, (G, τS) is an s-group, but it is not complete.
Proof of Theorem 1.17. Let rs(G, τ) < ω1 and S be a countable Ts-set of sequences in G such
that τ = τS. Then, by Theorem 5.2, the open subgroup H of (G, τ) generated by S is sequential
and so(H, τ) = ω1. Hence also (G, τ) is sequential and so(G, τ) = ω1. 
In the rest of this section we deal with the case of one T -sequence. In spite of this simplest case
was thoroughly studied in [33], to the best of our knowledge these results are new.
In the next theorem we prove that the topologies of the form τu are well behaved under the
product.
Theorem 5.5 Let u = {un}n∈ω and v = {vn}n∈ω be T -sequences in groups G and H respectively.
Set d = {dn}n∈ω, where d2n+1 = (un, eH) and d2n = (eG, vn). Then d is a T -sequence in G×H and
τd = τu × τv.
Proof. It is clear that d converges to the unit in τu × τv. So d is a T -sequence in G × H and
τu × τv ⊆ τd. To prove that τu × τv = τd it is enough to show that every basic neighborhood
W = SPn∈ωAn(l), l ∈ L(G × H), of the unit in τd contains a set of the form Wu × Wv, where
Wu ∈ τu and Wv ∈ τv.
Let l1, l2 ∈ L(G × H). We say that l1 ≤ l2 if l1(k, (g, h)) ≤ l2(k, (g, h)) for every (k, (g, h)) ∈
ω×G×H . Clearly, if l1 ≤ l2, then SPn∈ωAn(l2) ⊆ SPn∈ωAn(l1). So we may assume that for every
k ∈ ω, g ∈ G, h ∈ H ,
l(2k, (g, h)) = 2l′(k, (g, h)) + 1 and l(2k + 1, (g, h)) = 2l′′(k, (g, h)),
where l′, l′′ ∈ L(G×H). For every k ∈ ω, g ∈ G, h ∈ H , set
lu(k, g) := l′(k, (g, eH)) and l
v(k, h) := l′′(k, (eG, h)).
Then lu ∈ L(G) and lv ∈ L(H), and
Aulu(k,g) × {eH} =
{
eG, u
±1
lu(k,g), . . .
}
× {eH} =
{
(eG, eH),
(
u±1
lu(k,g), eH
)
, . . .
}
=
{
(eG, eH), d
±1
l(2k,(g,eH))
, . . .
}
⊂ Adl(2k,(g,eH)),
{eG} × A
v
lv(k,h) = {eG} ×
{
eH , v
±1
lv(k,h), . . .
}
=
{
(eG, eH),
(
eG, v
±1
lv(k,h)
)
, . . .
}
=
{
(eG, eH), d
±1
l(2k+1,(eG,h))
, . . .
}
⊂ Adl(2k+1,(eG,h)).
Thus
Ak(l
u)× {eH} ⊂ A2k(l) and {eG} × Ak(l
v) ⊂ A2k+1(l).
For every n ∈ ω and σ′, σ′′ ∈ Sn+1 put
σ(k) = 2σ′(k) and σ(n+ 1 + k) = 2σ′′(k) + 1, 0 ≤ k ≤ n.
Then σ ∈ S2n+1 and(
Aσ′(0)(l
u) · · ·Aσ′(n)(l
u)
)
×
(
Aσ′′(0)(l
v) · · ·Aσ′′(n)(l
v)
)
=
(
Aσ′(0)(l
u)× {eH}
)
· · ·
(
Aσ′(n)(l
u)× {eH}
)
·
·
(
{eG} ×Aσ′′(0)(l
v)
)
· · ·
(
{eG} × Aσ′′(n)(l
v)
)
⊆ Aσ(0)(l) · · ·Aσ(2n+1)(l).
17
Set Wu = SPn∈ωAn(l
u) ∈ τu and Wv = SPn∈ωAn(l
v) ∈ τv. Then
Wu ×Wv =
⋃
n∈ω
⋃
σ′,σ′′∈Sn+1
(
Aσ′(0)(l
u) · · ·Aσ′(n)(l
u)
)
×
(
Aσ′′(0)(l
v) · · ·Aσ′′(n)(l
v)
)
⊆
⋃
n∈ω
⋃
σ∈S2n+1
Aσ(0)(l) · · ·Aσ(2n+1)(l) =W.

In the next theorem we show that, in fact, an arbitrary (respectively Abelian) group of the form
(〈u〉, τu) is a quotient group of (F, τe) (respectively (ZN0 , τe)):
Theorem 5.6 Let u = {un} be a T -sequence in a (respectively Abelian) group G such that 〈u〉 = G.
Then (G, τu) is a quotient group of (F, τe) (respectively (Z
N
0 , τe)) under the homomorphism
pi
(
eε1i1 e
ε2
i2
. . . eεmim
)
= uε1i1u
ε2
i2
. . . uεmim , where εj = ±1,
(respectively pi((n1, n2, . . . , nm, 0, . . . )) = n1u1 + n2u2 + · · ·+ nmum) .
Proof. It is clear that pi is an algebraic epimorphism. Since pi(en) = un → eG in τu, pi is continuous
by Proposition 3.1. By Theorem 1.12, the quotient group (F, τe)/ ker pi is topologically isomorphic
to (G, τu). 
The last theorem of the section shows that any topology of the form τu on Abelian groups can
be characterized by the smallness of its compact sets (condition 2(b)).
Theorem 5.7 Let (G, τ) be a Hausdorff Abelian topological group. Then the following statements
are equivalent:
1. τ = τu for some T -sequence u in G.
2. (a) (G, τ) is a k-space;
(b) there is a sequence u in G converging to zero in τ such that for every compact subset K
in (G, τ) there are n ∈ N and g1, . . . , gm ∈ G for which
K ⊆
m⋃
i=1
(gi + A(n, 0)) .
Proof. 1.⇒ 2. Let τ = τu for some T -sequence u. By Theorem 1.4, G is a k-space. Condition (b)
holds by [12, Lemma 2].
2. ⇒ 1. By condition (b), u is a T -sequence. By the definition of τu, we have τ ⊆ τu. In
particular, every compact subset K in (G, τ) is closed in τu. By condition (b) and since A(n, 0)
is compact in τu, the set K is compact in τu either. Hence τ and τu have the same compact sets.
Since (G, τ) and (G,u) are k-spaces, the topologies τ and τu coincide. 
Remark 5.8 The following example shows that we can not drop the requirement on G to be a
k-space. Let (Z, τ b) be the group of integers Z equipped with the Bohr topology τ b. By Glicksberg’s
theorem [15], Zd and (Z, τ
b) have the same compact subsets. Thus, every compact subset of (Z, τ b)
is finite and hence (Z, τ b) has no non-trivial convergent sequences. So condition (b) holds if and
only if a T -sequence u is trivial. On the other hand, for every trivial T -sequence u the group (Z, τu)
is discrete and infinite. Since τ b is precompact we have τu 6= τ
b.
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6 Structure of s-groups
All statements of this section are proved only for F (X). All analogous assertions for the Abelian
case follow from Theorem 1.12 and the fact that A(X) is a quotient of F (X) (note also that they
can be proved analogously to the non-Abelian case).
We start from the following:
Proposition 6.1 Let (X, e) be a sequential Tychonoff space with basepoint e and the topology τ .
Then the Graev free (respectively Graev free Abelian) topological group (F (X), τF ) (respectively
(A(X), τA)) is an s-group.
Proof. We will proof the proposition only for F (X) since in the Abelian case the proof is the same.
As usual, F2(X) stands for a subset of F (X) formed by all words whose reduced length is less or
equal to 2 (recall that the reduced length of an element g ∈ F (X) is the number of letters in the
reduced word representing g). Set
S = {{un} ⊂ F2(X) : un → e in τF} .
The set S contains trivial sequences and hence it is not empty. We will show that τF = τS. By the
definition of τS we have τF ⊆ τS . In particular, τ = τF |X ⊆ τS|X . To prove the converse inclusion,
by the definition of τF , it is enough to show that τS|X = τ .
Assuming the converse we can find a closed subset E of X in τS such that E is not closed in
τ . Since X is sequential, there exists a sequence {an} ⊆ E that converges to a ∈ X \ E in τ and
hence in τF . Thus the sequence un := an · a−1 ∈ F2(X) converges to e in τF . By the definition of
τS, un → e in τS either. Hence an = un · a converges to a in τS. Since E is closed in τS , we obtain
that a ∈ E. This is a contradiction. 
In what follows we need the following notion:
Definition 6.2 Let (G, τ) be a non-discrete s-group. The set
S∗(G, τ) = {u = {un}n∈ω ∈ S(G, τ) : u is one-to-one and un 6= e for every n ∈ ω}
is called the star of the s-group G.
Proposition 6.3 Let (G, τ) be a non-discrete s-group. Then
(i) all the elements of all the sequences of S∗(G, τ) generate the whole group G;
(ii) if u ∈ S∗(G, τ) and g ∈ G, then g−1ug ∈ S∗(G, τ);
(iii) τ = τS∗(G,τ).
Proof. Since (G, τ) is non-discrete, S(G, τ) contains a non-trivial sequence. Let u = {un}n∈ω ∈
S(G, τ) be an arbitrary non-trivial sequence. We will show the following:
(α) there is a sequence v ∈ S∗(G, τ) such that v and u converge to the unit (or diverge) simulta-
neously in any group topology on G.
We will construct such a v as follows.
Let u0 6= e. Since u→ e in τ , there is at most finite set of indices I1 such that i ≥ 1 and ui = u0
for every i ∈ I1. Set v0 = u0. Denote by u1 = {u1n}n≥1 the sequence u \ [{u0}
⋃
∪i∈I1{ui}] with the
natural enumeration. If u0 = e, set u
1 = {u1n}n≥1, where u
1
n = un. It is clear that u
1 → e in τ .
Consider the sequence u1. Let u11 6= e. Since u
1 → e in τ , there is at most finite set of indices I2
such that i ≥ 2 and ui = u11 for every i ∈ I2. Set v1 = u
1
1. Denote by u
2 = {u2n}n≥2 the sequence
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u1 \ [{u11}
⋃
∪i∈I2{u
1
i }] with the natural enumeration. If u
1
1 = e, set u
2 = {u2n}n≥2, where u
2
n = u
1
n.
It is clear that u2 → e in τ .
And so on. Since u is not trivial, this process is infinite and we can construct the sequence v (it
is a subsequence of u) such that it is one-to-one and does not contain the unit, i.e., v ∈ S∗(G, τ).
It is clear that we can obtain the sequence u from the sequence v by the following way: there is the
subset I ⊆ ω of indices and the natural number ni for every i ∈ I such that it is need to add to v
exactly ni terms vi and some set (maybe infinite) of the units. By construction, v and u converge
to the unit simultaneously in any group topology on G.
(i) By (α), the set S∗(G, τ) is non empty. Let u ∈ S∗(G, τ) and g 6= e be an arbitrary element
of G. If g ∈ u, then g ∈ 〈S∗(G, τ)〉. If g 6∈ u we may add g to u, and then this new sequence also
belongs to S∗(G, τ). Thus, g ∈ 〈S∗(G, τ)〉 and (i) follows.
(ii) is trivial.
(iii) Since S∗(G, τ) ⊂ S(G, τ), we have τ ⊆ τS∗(G,τ). Conversely, let u ∈ S(G, τ). By the
definition of s-topology, we have to show only that u → e in τS∗(G,τ) either. If u is trivial or
u ∈ S∗(G, τ), this is clear. Assume that u is nether trivial nor belongs to S∗(G, τ). Then u→ e in
τS∗(G,τ) by (α). 
Now we recall the construction of the Fre´chet-Urysohn fan over an arbitrary set Q of sequences.
Let Q = {u}u∈Q be a non-empty set of one-to-one sequences in a set Ω. The disjoint sum of these
sequences with basepoint e is denoted by XQ, i.e.,
XQ =
⊕
u∈Q
u⊕ {e} = X0Q ⊕ {e}.
Let B(Q) be the set of all functions from Q into ω. The topology νQ on XQ is defined as follows:
each point of X0Q is isolated and the base at e is formed by the sets of the form
W (β) := {e} ∪
⋃
u∈Q
{
uβ(u), uβ(u)+1, . . .
}
, β ∈ B(Q).
Then XQ is a Fre´chet-Urysohn Tychonoff space.
Proposition 6.4 Let S∗(G, τ) be the star of a non-discrete (respectively Abelian) s-group (G, τ)
and let XS∗(G,τ) = X
0
S∗(G,τ)⊕{e} be the Fre´chet-Urysohn fan over S
∗(G, τ). Then (G, τ) is a quotient
of the Graev free (respectively Abelian) topological group F (XS∗(G,τ)) (respectively A(XS∗(G,τ))). The
quotient map is sequence-covering.
Proof. By Proposition 6.3(iii) we may assume that τ = τS∗(G,τ).
Define the following map from XS∗(G,τ) into (G, τ):
p(x) = x, if x ∈ X0S∗(G,τ), and p(e) = eG.
We claim that p is continuous. Since only e is a non-isolated point in XS∗(G,τ), we have to show
only the continuity of p at e. Let j ∈ J and SPn∈ωAn(j) ∈ UG. Set
β(u) := j(0,u, eG) for every u ∈ S
∗(G, τ).
Then
p(W (β)) ⊆
⋃
u∈S∗(G,τ)
Auj(0,u,eG) ⊂ A0(j) ⊂ SPn∈ωAn(j),
and so p is continuous.
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By the definition of F (XS∗(G,τ)) we can extend p to a continuous homomorphism from F (XS∗(G,τ))
into (G, τ) that will be denoted also by p. By the construction of XS∗(G,τ) and Proposition 6.3(i),
p(XS∗(G,τ)) generates G and hence p is surjective. Taking into consideration assertion (α) in the
proof of Proposition 6.3, p is sequence-covering.
We claim that p is a quotient map. To prove this we have to show that p is open [17, Theorem
5.27], i.e., the image of an arbitrary open neighborhood of e in F (XS∗(G,τ)) contains a neighborhood
of eG in (G, τ).
Let U be an arbitrary open neighborhood of e in F (XS∗(G,τ)). By Lemma 2.1, there exists a
decreasing sequence of symmetric neighborhoods {Vn}n∈ω of e in F (XS∗(G,τ)) such that⋃
n∈ω
⋃
σ∈Sn+1
Vσ(0)Vσ(1) · · ·Vσ(n) ⊆ U. (6.1)
Since Vn ∩ XS∗(G,τ) is an open neighborhood of e in XS∗(G,τ), we can find a sequence {βn}n∈ω ∈
B(S∗(G, τ)) such that
1. βn(u) < βn+1(u) for all u ∈ S∗(G, τ), and
2. W (βn) ⊆ Vn.
By Proposition 6.3(ii), we may define
j(n,u, g) := βn(g
−1ug), ∀n ∈ ω, ∀u ∈ S∗(G, τ), ∀g ∈ G.
Then, by the choice of βn, j ∈ J . For every g ∈ G and each u ∈ S∗(G, τ) we have
g−1
{
uj(n,u,g), uj(n,u,g)+1, . . .
}
g =
{
g−1uβn(g−1ug)g, . . .
}
⊂ p(W (βn)).
Since Vn is symmetric, we obtain that
g−1Auj(n,u,g)g ⊂ p(Vn), ∀n ∈ ω, ∀u ∈ S
∗(G, τ), ∀g ∈ G.
Hence An(j) ⊆ p(Vn) for every n ∈ ω. By (6.1), we have SPn∈ωAn(j) ⊆ p(U). Thus p is open. 
Proof of Theorem 1.19. (i) ⇒ (iii) follows from Proposition 6.4.
(iii) ⇒ (iv) is trivial.
(iv) implies (i) by Proposition 6.1 and Theorem 1.12.
(ii) ⇒ (iv) is trivial.
(iv)⇒ (ii). It is enough to show that every Graev free topological group over a sequential space is
a quotient group of the Graev free topological group over a metrizable space. Let Y be a sequential
space and eY a base point in Y . By Franklin’s theorem 1.3, Y is a quotient space of a metric space
X . Let q : X → Y be the quotient mapping. Choose an arbitrary preimage eX of eY in X , that is,
q(eX) = eY . Then F (Y ) is a quotient group of F (X) = F (X, eX) by Corollary 7.1.9 of [5]. For the
convenience of the reader we repeat this proof.
By the definition of F (X), q extends to a continuous homomorphism qˆ : F (X) → F (Y ). Since
q is onto qˆ is onto as well. We have to show only that qˆ is open.
Denote by Tq the family of all images qˆ(U), where U is open in F (X). Since qˆ is an epimorphism,
Tq is a group topology on the abstract group Fa(Y ) (i.e., Fa(Y ) is the underlying abstract group
F (Y )). Since qˆ is continuous Tq is not weaker than the topology T of F (Y ), i.e., T ≤ Tq.
Let us show that Tq induces on Y its original topology τY . It suffices to verify that the set
V = qˆ(U) ∩ Y is open in Y for every open subset U of F (X). Denote by N the kernel of qˆ. It is
easy to see that q−1(V ) = X ∩ NU . Thus q−1(V ) is open in X . Since q is quotient, the set V is
open in Y .
Since T is the finest group topology on Fa(Y ) that induced on Y the topology τY [16], we obtain
that Tq = T . In other words, qˆ(U) is open in F (Y ) for every open set U in F (X). Thus qˆ is a
quotient map. 
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Remark 6.5 Let us note that we cannot weaken Theorem 1.19 to spaces of countable tightness.
Indeed, let G be a countable group without convergent sequences (for example, the group of integers
(Z, τ b) with the Bohr topology). Clearly, the groups G and F (G) have countable tightness. By
Lemma 2.11 of [21], G is a quotient group of F (G). Since G is not an s-group, F (G) is not an
s-group as well by Theorem 1.12.
7 Open questions
Since every sequential group is an s-group, it is interesting to characterize the class Seq of all
sequential groups as a subclass of the class S of all s-groups.
Problem 7.1 Characterize the class Seq as a subclass of the class S.
Recall that a space X is of countable tightness if for each set A ⊆ X , and every x from the
closure cl(A) of A, there exists a countable subset B ⊆ A such that x ∈ cl(B). Recall also that
every sequential space has countable tightness. It is well-known that every closed subgroup of a
sequential group is sequential and hence an s-group.
Problem 7.2 Let (G, τ) be an s-group of countable tightness such that all its closed subgroups are
also s-groups. Is (G, τ) sequential?
Since every sequential Hausdorff group must be also a k-space, one can ask:
Problem 7.3 Let (G, τ) be an s-group of countable tightness that is also a k-space. Must (G, τ) be
sequential?
Let us note that the condition on (G, τ) to have countable tightness in Problems 7.2 and 7.3 is
essential. Indeed, it is known (see [1]) that every locally compact group of countable tightness
is metrizable. Let G be the direct product of κ-many copies of the torus T where ℵ0 < κ < s.
Then, by Theorem 1.6, G is a compact (hence a k-space) non-metrizable s-group. It can be shown
that every subgroup of G is an s-group as well. Thus the answers to these problems without the
assumption of countable tightness are negative.
We would like to know which groups from the most important classes of topological groups are
contained in S.
Problem 7.4 Which locally compact groups are s-groups?
It is well-known that every Abelian locally compact group (G, τ) is topologically isomorphic to the
direct product Rn ×H , where n ∈ ω and H has an open compact subgroup K. Thus, by Theorem
1.13, (G, τ) is an s-group if and only if K is an s-group. So in the Abelian case we ask:
Problem 7.5 Which Abelian compact groups are s-groups?
The case of vector spaces is of independent interest. For a topological space X let Cp(X)
(respectively Cc(X)) be the set of all real-valued continuous function with the pointwise (respectively
compact-open) topology.
Problem 7.6 Which real vector spaces (for example, Cp(X) or Cc(X)) are s-groups?
Let us recall that by result of Pytkeev [25] and Gerlits [13], if a vector space V is either Cp(X) or
Cc(X), then V is Fre´chet-Urysohn ⇔ it is sequential ⇔ it is a k-space. It is interesting to know
whether this sequence of equivalences can be extended:
Problem 7.7 Let V = Cp(X) or V = Cc(X) be an s-group. Is V Fre´chet-Urysohn?
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A cover U of a space X is called an ω-cover if every finite subset of X is contained in some
element U ∈ U . A space X has property (γ) if every open ω-cover U of X contains a sequence
{Un}n∈ω ⊆ U such that X =
⋃
n∈ω
⋂
k≥n Uk. It is known that Cp(X) is sequential if and only if X
has property (γ) [14]. Thus, if for some X that has no property (γ) the space Cp(X) is an s-group,
we disprove Problem 7.7 for Cp(X). So, prove or disprove Problem 7.7 we can answering to the
following question:
Problem 7.8 For which topological spaces X the spaces Cp(X) and Cc(X) are s-groups?
By Corollary 1.18, rs(G, τ) ≥ ω1 for every Fre´chet-Urysohn group (G, τ).
Problem 7.9 Is there a (countable) Fre´chet-Urysohn group (G, τ) such that rs(G, τ) = ω1?
Problem 7.10 Let (G, τ) be a separable metrizable group. Is rs(G, τ) = c?
Problems 7.9 and 7.10 are of independent interest by the following. Let us recall the Malyhin
problem [27, Problem 3.11]: is every countable Fre´chet-Urysohn group metrizable? Now, assume
for the moment that there is a countable Fre´chet-Urysohn group (G, τ) such that rs(G, τ) = ω1
and the answer to Problem 7.10 is in the affirmative. Then the group (G, τ) disproves the Malyhin
problem under the negation of the Continuum Hypothesis. This strengthens Malyhin’s result [27,
Corollary 2.10]: MA+⌉CH implies the existence of a countable Fre´chet-Urysohn group that is not
metrizable.
By Proposition 6.1, if X is a sequential space with a fixed point, then F (X) is an s-group. It
remains open whether the converse is true:
Problem 7.11 (A. Leiderman) Let the Graev free topological group F (X) over a Tychonoff space
X with a fixed point is an s-group. Is X sequential?
Acknowledgement: It is a pleasure to thank the anonymous referee for careful reading the paper
and finding inaccuracies and numerous suggestions which essentially improve the exposition of the
article.
References
[1] A. V. Arhangel’skii, Classes of topological groups, Russian Math. Surv. 36 (3) (1981), 151–174.
[2] A. V. Arhangel’skii, S. P. Franklin, Ordinal invariants for topological spaces, Michigan Math.
J. 15 (1968), 313–320.
[3] A. V. Arhangel’skii, W. Just, G. Plebanek, Sequential continuity on dyadic compacta and
topological groups, Comment Math. Univ. Carolin. 37 (4) (1996), 775–790.
[4] A. V. Arhangel’skii, O. G. Okunev, V. G. Pestov, Free topological groups over metrizable
spaces, Topology Appl. 33 (1989), 63–76.
[5] A. V. Arhangel’skii, M. G. Tkachenko, Topological groups and related strutures, Atlantis
Press/ World Scientific, Amsterdam-Raris, 2008.
[6] T. O. Banakh, Topologies on groups determined by sequences: answers to several questions of
I. Protasov and E. Zelenyuk. Matematychni Studii, (2) 15 (2001), 145–150.
23
[7] G. Barbieri, D. Dikranjan, C. Milan, H. Weber, Answer to Raczkowski’s question on conver-
gent sequences of integers, Topology Appl. 132 (2003), 89–101.
[8] M. J. Chasco, E. Martin-Peinador, V. Tarieladze, A class of angelic sequential non-Fre´chet-
Urysohn topological groups, Topology Appl. 154 (2007), 741–748.
[9] R. Engelking, General topology, Panstwowe Wydawnictwo Naukowe, 1985.
[10] S. P. Franklin, Spaces in which sequences suffice, Fund. Math. 57 (1965), 107–115.
[11] S. S. Gabriyelyan, Groups of quasi-invariance and the Pontryagin duality, Topology Appl.
157 (2010), 2786–2802.
[12] S. S. Gabriyelyan, On T -sequences and characterized subgroups, Topology Appl. 157 (2010),
2834–2843.
[13] J. Gerlits, Some properties of C(X), II, Topology Appl. 15 (3), 255–262.
[14] J. Gerlits, Zs. Nagy, Some properties of C(X), I, Topology Appl. 14 (2), 151–161.
[15] I. Glicksberg, Uniform boundedness for groups, Canad. J. Math. 14 (1962), 269–276.
[16] M. Graev, Free topological groups, Izv. Akad. Nauk SSSR Ser. Mat. 12 (1948), 278–324 (In
Russian). Topology and Topological Algebra. Translation Series 1, 8 (1962), 305–364.
[17] E. Hewitt, K. A. Ross, Abstract Harmonic Analysis, Vol. I, 2nd ed. Springer-Verlag, Berlin,
1979.
[18] M. Husˇek, Sequentially continuous homomorphisms on products of topological groups, Topol-
ogy Appl. 70 (1996), 155–165.
[19] J. Mack, S. A. Morris, E. T. Ordman, Free topological groups and the projective dimension of
a locally compact Abelian group, Proc. Amer. Math. Soc. (1) 40 (1973), 303–308.
[20] S. Mazur, On continuous mappings on Cartesian products, Fund. Math. 39 (1952), 229–238.
[21] S. A. Morris, Varieties of topological groups, Bull. Austral. Math. Soc. 1 (1969), 145–160.
[22] J. Nienhuys, Construction of group topologies on Abelian groups, Fund. Math. 75 (1972),
101–116.
[23] N. Noble, The continuity of functions on Cartesian products, Trans. Amer. Math. Soc. 149
(1970), 187–198.
[24] P. J. Nyikos, Metrizability and the Fre´chet-Urysohn property in topological groups, Pros. Amer.
Math. Soc. 83 (4) (1981), 793–801.
[25] E. G. Pytkeev, Sequentiality of spaces of continuous functions, Uspekhi Mat. Nauk 37 (5)(227)
(1982), 197–198. (Russian)
24
[26] S. U. Raczkowski, Totally bounded topological group topologies on the integers, Topology Appl.
121 (2002), 63–74.
[27] D. Shakhmatov, Convergence in the presence of algebraic structure, Recent progress in general
topology, II, North-Holland, Amsterdam, 2002, 463–484.
[28] A. Shibakov, Sequential group topology on rationals with intermediate sequential order, Pros.
Amer. Math. Soc. 124 (8) (1996), 2599–2607.
[29] A. Shibakov, Sequential topological groups of any sequential order under CH, Fund. Math.
155 (1998), 79–89.
[30] F. Siwiec, Sequence-covering and countably bi-quotient mapping, General Topology Appl. 1
(1971), 143–154.
[31] N. E. Steenrod, A convenient category of topological spaces, Michigan Math. J. 14 (1967),
133–152.
[32] E. G. Zelenyuk, I. V. Protasov, Topologies on abelian groups, Math. USSR Izv. 37 (1991),
445–460. Russian original: Izv. Akad. Nauk SSSR 54 (1990), 1090–1107.
[33] E. G. Zelenyuk, I. V. Protasov, Topologies on groups determined by sequences, Monograph
Series, Math. Studies VNTL, L’viv, 1999.
25
