Abstract-A joint design scheme has been proposed to optimize the source encoder and the modulation signal constellation based on the minimization of the end-to-end distortion including both the quantization error and channel distortion. The proposed scheme first optimizes the vector quantization (VQ) codebook for a fixed modulation signal set, and then the modulation signals for the fixed VQ codebook. These two steps are iteratively repeated until they reach a local optimum solution. It has been shown that the performance of the proposed system can be enhanced by employing a new efficient mapping scheme between codevectors and modulation signals. Simulation results show that a jointly optimized system based on the proposed algorithms outperforms the conventional system based on a conventional quadrature amplitude modulation signal set and the VQ codebook designed for a noiseless channel.
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I. INTRODUCTION

I
N MODERN practical communication systems, the source coder is designed, in most cases, separately from the channel coder both physically and conceptually. However, this design approach might be inefficient for applications involving the transmission of video and images. This fact is generally acknowledged by researchers [1] - [5] , but efficient methods of combining source and channel coders into a joint system are still under investigation. In this paper, we introduce a technique for combining vector quantization (VQ) and quadrature amplitude modulation (QAM) signaling. Our results are important, since VQ is widely used for signal compression [6] and QAM is a very common modulation method for high-speed data transmission [7] - [10] .
A useful technique to combat channel noise is to design a VQ codebook optimized for noisy channels. The resulting encoder is often referred to as "channel-optimized vector quantization" (COVQ) and is optimized for a given set of crossover probabilities of the codevectors [11] - [14] .
The design of the QAM signal set has been considered in [7] - [10] . Foschini [7] considered equally probable signal points and an equal cost for error events, and optimized the signal constellation under the criterion of minimum symbol-error prob-ability. Sundberg et al. [8] derived the weighted QAM constellations for 8-bit pulse-coded modulation, where the positions of the QAM constellation points are modified into the weighted square QAM constellations. In [7] and [8] , the modulation signals were modified to reduce the symbol-error probability without considering codevectors. Liu et al. [9] optimized the QAM signals for general codebook by considering the relative effect of each codevector to the overall distortion. While the systems described in [7] and [9] had been optimized for additive white Gaussian noise (AWGN) channel, Webb [10] proposed the star QAM constellation for Rayleigh fading channels to reduce the symbol-error probability.
While existing studies have considered those two problems (COVQ codebook optimization and QAM signals optimization) individually, in this work we propose a design scheme that jointly optimizes the COVQ encoder and QAM signal to minimize end-to-end distortion. The design of the QAM signal constellation is matched to minimize the expected distortion of the COVQ. Likewise, the COVQ codebook is optimized for the codevector crossover probabilities determined by the QAM signals.
A similar study was conducted by Liu [9] , who has also studied the problem of the joint design of the source coder and modulation signal. In optimizing the modulation signal constellations, Liu used Lagrange multiplier to produce the objective cost function to be minimized, and a conventional gradient search algorithm is directly applied.
In this paper, we have optimized the QAM signal constellations by partitioning the modulation signal space with an energy constraint. Additionally, an efficient mapping scheme between codevectors and modulation signals has been proposed to enhance the performance of the proposed system. We compare the performance of the jointly optimized system based on the proposed scheme with those of subsystems optimized individually: COVQ optimized for a given square QAM signal, and new QAM signals optimized for a VQ encoder based on a noiseless channel. Further distortion reduction can be achieved when the mapping scheme between codevectors and modulation signals is taking into account before the proposed joint optimization algorithm is applied for the COVQ codebook and QAM signals.
The algorithms proposed in this paper are appropriate for QAM-based systems operating over noisy channels, such as are found in telephone and cable modems. When the channel bandwidth is limited [16] , it makes sense to give different levels of protection to the data according to their importance. The data from video source encoders of HDTV are already classified into two priority classes; for example, the data presenting the low-frequency components of the video signal carrying more important information than the high-frequency components. In this case, while the more important data are transmitted after applying the channel coding technique, the less important data can be transmitted without error protection using the communication system proposed in this paper.
The paper is organized into seven sections as follows. In Section II, a general communication system model is described and the design problem considered in this paper is formulated. In Section III, the optimization method for QAM signal constellation for the fixed VQ codebook is proposed. In Section IV, a COVQ is derived for the optimized QAM signals. An overall iterative algorithm for the system design is presented in Section V. In Sections V-A and V-B, two efficient mapping algorithms (MAs) between codevectors and modulation signals are proposed. In Section VI, the simulation results are presented for the optimized systems. These results are compared to the performance of the conventional communication systems. Section VII contains the summary and conclusions.
II. SYSTEM MODEL
It is assumed that the only channel effect is Gaussian noise and that all other transmission impairments (linear distortion, phase jitter, frequency offset, etc.) have been eliminated [7] - [10] . The system model considered is represented in Fig. 1 , which shows a communication system using VQ encoder over a noisy channel, where denotes the AWGN of the channel. A -dimensional source vector is to be encoded by means of a vector quantizer. If belongs to a region among the disjoint partition of the space , where is the size of VQ codebook, the vector quantizer assigns a codevector drawn from a finite reproduction alphabet (codebook) . The codevector can be directly mapped into the modulation signal as considered in [9] and [4] . The set forms the QAM signal constellation represented in Fig. 2 , where denotes the number of signals.
The modulated signals , , are assumed to be transmitted over the noisy channel that is exposed to AWGN. The transmitted signal is displaced to the received signal due to AWGN. As shown in Fig. 3 , hard-decision detector maps the received signal into a modulation signal if belongs to a region among the disjoint partition of the two-dimensional received signal space . The performance of the above system is measured in terms of the mean squared error (MSE) between the source vector and its reconstructed vector . Let the transition probabilities , denote the probability that the codevector is received, given that is transmitted. Then, the overall distortion due to both the quantizer and the channel error is given by (1) where is the squared difference between and , i.e.,
. In (1), includes the distortions due to the quantization error of VQ encoder and the channel noise. Since 's are directly mapped into 's, the transition probability is . Therefore, (1) can be rewritten as
For the fixed dimension and codebook size , we wish to design and to minimize . The joint optimization of signal constellation and the VQ encoder is performed as follows. First, given a fixed VQ codebook , we minimize the by adjusting the transition probabilities through optimization of modulation signal set . Then, for the adjusted transition probabilities , a vector quantizer will be optimized so that can be minimized.
III. OPTIMIZATION OF QAM SIGNAL CONSTELLATION
In this section, for a fixed VQ codebook is minimized by the optimal construction of modulation signal constellation, or equivalently, by the optimal partition of the modulation signal space.
When the modulated signals , are transmitted over the AWGN channel, the transition probability in (2) is given by (3) Substituting (3) into (2) gives (4) When a particular is in a region , i.e., , the amount of distortion introduced by becomes
where (7) Thus, for each , a region number should be chosen to minimize . The optimum partition is such that (8) Another interpretation of (8) can be given as follows. The VQ codebook and partition are assumed to be known and fixed. Recall that the objective is to minimize the overall distortion given by (4) . Since is a nonnegative quantity, to minimize it suffices to minimize
Therefore, to minimize , it suffices to obtain a that minimizes (9) for every value of . The optimization can be achieved by obtaining (8) .
On the other hand, the well-known estimation-theoretic results imply that for a fixed is minimized when the 
where denotes the conditional mean squared distance between the received signal and the signal vector when belongs to the region . Upon the completion of (8) and (10), the average energy of tends to be changed unless the energy constraint is incorporated. Thus, the signals are normalized as follows: (11) where and are the modulation signal calculated in (10) and the initial signal, respectively. Equations (8), (10) , and (11) result in and that satisfy the necessary and sufficient conditions for optimality for a fixed and .
The optimization algorithm for QAM signals is described in Table I . A successive application of (8), (10) , and (11) results in a sequence of signal set and the partition pairs for which the corresponding channel distortions 's form a nonincreasing sequence of nonnegative numbers, hence it converges. Despite the fact that (8) and (10) are both necessary and sufficient conditions when and are fixed, respectively, the final solution obtained by the iterative algorithm need not satisfy the sufficient conditions for the system's optimality. That is, the final solution obtained by this algorithm is only a locally optimum solution.
We will refer the final -pair as the optimal QAM (O-QAM) signal constellation for AWGN channel. Since codevectors are considered in the optimization of QAM signal set, when two codevectors are similar, the corresponding modulation signals become close in the modulation signal space.
IV. CHANNEL-OPTIMIZED VQ (COVQ)
In this section, we consider the problem of minimizing by optimizing when modulation signal 's are fixed.
From (4), when a particular belongs to a partition , the amount of distortion introduced by becomes (12) Thus, for each , a partition number should be chosen to minimize . The optimum partition is found as (13) where represents the number of training source vectors. Then, for the fixed , the optimum codebook is obtained as (14) Note that (13) and (14) are the modified representation of optimal COVQ [11] where is equivalent to .
V. AN ITERATIVE JOINT OPTIMIZATION FOR AND
In the previous two sections, the optimization procedures of the modulation signal constellation and the COVQ codebook are described, individually. In this section, the strategy for jointly optimizing these two subsystems will be discussed. The goal of our joint system design is to minimize the overall distortion in (2). Rewriting (4) using (5), (12) , and In O-QAM, the modulation signal constellation is obtained by minimizing , which minimizes with fixed , and in COVQ, the VQ codebook is designed by minimizing , which minimizes with fixed . The joint design algorithm is summarized in Table II . In Step 3, a new QAM signal set has been designed for a given VQ codebook. The iterative design process then goes to Step 4 to minimize for the new QAM signal set obtained in Step 3. For a fixed and , updating the modulation signal set and corresponding space partition according to Step 3 does not increase the overall distortion . For a fixed and , constructing VQ codebook and according to Step 4 does not increase the , either. Therefore, it is easy to see that the overall distortion is a nonincreasing function of iteration index, and the joint optimization algorithm for the design of and converges.
Since a local optimal solution is guaranteed by this design procedure, it is important to choose the proper initial values for the VQ codebook, the modulation signal set, and the mapping between codevectors and signals . Both the convergence rate and the performance of the final system can be improved substantially if the initial state of the design process is set properly. We found empirically that a squared QAM signal set and a VQ codebook made by LBG algorithm [17] for a noiseless channel are appropriate for the initialization in most cases.
A. Heuristic Initial Mapping Between Codevectors and Modulation Signals
In this section, we introduce a heuristic mapping scheme between and . For the construction of VQ codebook , the splitting algorithm is used as in [17] . In labeling modulation signals , we first classify the entire 's into two sets, and , where a horizontal center line of the entire signal set is used as a threshold, and we call the resulted sets as and , respectively. Then, the two sets are partitioned into , where a vertical center line of each subset, , is used as a threshold for each partition, and the generated sets are represented as , and
. If we continue in this manner, the number of sets is doubled each time, we will end up with sets which are labeled as . Each set has one signal , i.e., each signal can be indexed with a -bit binary vector.
Finally, codevector and signal having the same -bit binary index are mapped for an initial assignment of Overall Optimization Algorithm in Table II .
B. Proposed Initial Mapping Between Codevectors and Modulation Signals
Here, we propose an efficient mapping scheme between the codevectors and modulation signals for a good initial mapping. For a sufficiently high channel-to-noise ratio (CSNR), the only significant type of error occurs when the received signal is perturbed to a-decision region adjacent to . In this case, the transition probability between two signals and in (3) can be approximated as [7] (19) Thus, in the calculation of for a high CSNR, the summation will be significant only over the part of decision region which is close to the boundary with .
where shares a boundary with and . Equation (2) Table III results in a sequence of the codevector mappings for which the corresponding form a strictly decreasing sequence of positive numbers, where a mapping of codevectors is different from any one that the MA had previously generated. The switching of two codevectors does not exclude the finding of the globally optimal mapping, but the algorithm converges to a locally optimal solution due to 
VI. SIMULATION RESULTS
Computer simulation using real images were performed to evaluate the performance of the proposed algorithm. In designing the COVQ codebook and O-QAM signals, and assigning codevectors to modulation signals with MA, 19 different 512 512 monochromatic images including "baboom," "barbara," "toy," "bridge," "f16," and "pepper" images are used as the training data. The pixels of all images are represented by 8 bit. The codevector dimension and the number of codevectors are set to and , respectively, and the compression ratio is 0.375 bits/pixel. The simulation was performed for the LENA image which is not in the training image set, and the results are presented in terms of peak signal-to-noise ratio of the received image data. The performance is measured at different values of the CSNRs whose values vary with the value of , where CSNR is defined as (34) and (35) which have been used as a measure of the system performance in [9] and [14] .
A. Results for VQ Codevector Assignment to Modulation Signal Sets (MA)
In Fig. 4 , the performance of the MA proposed in Section V-B is compared with those of the conventional system (without MA) and the heuristic mapping scheme described in Section V-A. The codevectors are assigned to the signals by applying the MA with dB. This figure shows that the system using the proposed mapping scheme outperforms Fig. 4 . The performance comparison between the proposed system (with MA described in Table III ) and the conventional system (without MA).
other systems in reducing the overall distortion. It can be observed that the proposed algorithm gives significant performance gain at low CSNRs. However, the gain of the proposed system becomes smaller at higher CSNRs. The reason is that is very small at high CSNR, i.e., the conventional systems become insensitive to the channel noise.
B. Results for Optimization of QAM (O-QAM)
In this section, numerical results on the performance of the O-QAM system are given and compared them with those of other QAM systems. In the simulation, 's are generated by uniform sampling of signal space , where . By making the number of sampled 's very large , we let the interval between the 's become small and effectively cover the continuous signal space.
The resulting O-QAM signal constellation is different from the square QAM signal constellation in Fig. 2 . Foschini's [7] constellation had been obtained by minimizing symbol-error probability for equally probable signal points. The constellation proposed by Liu [9] has been obtained by minimizing the averaged distortion due to AWGN for the general codebook.
In obtaining the results presented in Fig. 5 , the modulation signals are assumed to be transmitted over AWGN channels. O-QAM signals have been optimized by applying (8) and (10) at dB. This figure shows that O-QAM and Liu's systems significantly outperform Foschini's and the square QAM systems. This is due to the fact that O-QAM and Liu's systems are optimized for the general codebook, while Foschini's is designed for equiprobable signals. Fig. 6 represents the procedure of optimization of the modulation signals at dB. As modulation signals are optimized, signals assigned to different codevectors which are far in source data space are also located far from each other in modulation signal space and cause large contributions to the overall distortion when transmission errors do occur. From these results, it can be assured that the O-QAM is very effective in reducing the overall distortion. 
C. Results for COVQ
The VQ codebook has been generated and the result is shown in Fig. 7 . In applying COVQ, due to computational problems in integrating functions over irregular regions of two-dimensional Euclidean space , a training sequence approach is used for the computation of the transition probability in (3) and its associated centroid. "COVQ ( dB)," "COVQ ( dB)," and "COVQ ( dB)" represent the cases that the COVQ codebooks are optimized for dB, dB, and dB, respectively. According to Fig. 7 the performances of COVQs are excellent at the range of CSNR where the COVQ codebooks are optimized. It can be seen from the results in Fig. 7 that the codebook for the case with dB is not suitable for the channel condition with dB.
D. Results for Joint Optimization Algorithm
Fig . 8 shows the results of applying the overall optimization algorithm described in Table II . Various conventional systems are presented for comparison. The separately optimized conventional system considered in the comparison is either uniformly spaced square type QAM constellation or the system whose VQ codebook is optimized for noiseless channel. Conventional systems (O-QAM/normal VQ and Liu QAM/normal VQ) were designed by using the O-QAM algorithm and Liu QAM [9] , respectively, with a VQ codebook optimized for noiseless channel. "Square QAM/COVQ" represents the system obtained by applying COVQ algorithm with the square type QAM. The system with "Joint Opt" which represents the proposed system outperforms other systems for the wide range of CSNRs. The gains of the designed system are mainly due to the optimal construction of both COVQ and the signal constellation. The performance of the source encoder without any transmission errors is 28.9338 dB.
By comparing two conventional systems (Foschini QAM/Normal VQ and square QAM/Normal VQ), it can be observed that it is important to reduce the overall distortion by considering the joint optimization of the VQ codevectors, especially in the low CSNR region, where the performances of the systems designed for equally probable signal points are poor.
The performance of "joint opt. ( R-MA)" which uses random initial mapping is slightly better than that of square QAM/COVQ. It means that O-QAM of the "joint opt. ( R-MA)" is not sufficiently effective since MA is absent, i.e., codevectors and modulation signals are randomly mapped. It is interesting to note that the performance of the jointly designed system is enhanced if H-MA (heuristic MA) or MA (proposed MA) are applied before joint optimization algorithm is applied since they provide a good choice of initial mapping between codevectors and modulation signals. Experimental results on the real image indicate that the proposed system significantly outperforms the conventional system, especially at low channel signal-to-noise ratio.
E. Performance of Joint Optimization Algorithm for Gauss-Markov Source
In order to make the results more general, the algorithms are tested for standard synthetic data produced by a Gauss-Markov source and the results are given in Fig. 10 . The first-order Gauss-Markov processes are of the form (36) where is a zero-mean, unit-variance, Gaussian white noise process. In this test, the performances are represented in terms of signal-to-noise ratio (SNR) of the received data, defined as (37) where and are the signal and noise variances, respectively. According to Fig. 10 , it can be observed that the proposed system outperforms the conventional systems for the Gauss-Markov sources.
VII. CONCLUDING REMARKS
We have described an iterative procedure to optimize a VQ source encoder and a QAM signal set jointly. The proposed scheme optimizes a VQ-based communication system by minimizing end-to-end distortion including both quantization error and channel distortion. Although the computational complexity of the design is quite high, it can be done off-line, and does not impact system operation. Our joint design scheme outperforms several conventional systems optimized individually. Additionally, the initial mapping scheme between codevectors and modulation signals enhances the robustness of the proposed system. It is possible to further enhance the performance, by introducing advanced initial mapping technique between VQ codevectors and QAM signals. (A23)
