The work reported here was done within the applied research project Fusepool. 
INTRODUCTION
The work reported in this article was done within the applied research project Fusepool. Fusepool is an international research project to develop a set of integrated software components to ease the publishing of open data based on an open-source Linked Data Platform and a set of associated best practices [26] . The integrated components support the linked data value chain from revealing the data (e.g. structured and unstructured data sources), over refining the data (e.g. text extraction, enrichment) and reusing it in novel ways (e.g. mashups, visualizations), to the release of data (e.g. data governance, privacy) and running the linked data ecosystem (e.g. via data-driven applications).
The goal of the applied research project is to make publishing and reusing linked data as easy as possible based on a thriving data market economy with data providers, enhancers, and component developers along the linked data value chain. Making data reusable and interoperable requires a fundamentally different approach to 'storing' knowledge. "The best name is probably a Logical Data Warehouse…because it focuses on the logic of information and not the mechanics that are used… [for] giving integrated access to all forms of information assets" [5] .
This article provides researchers and laypersons interested in Linked Open (Government) Data an overview of the concepts, methodologies, and tools employed in the research project. The overarching research addresses the question of how to make data actionable. 'Actionable' here refers to the common sense of "information that allows a decision to be made or action to be taken." 1 Many decisions are made without taking into account all data, even if it is available. Sometimes, evidence is intentionally ignored. Evidence-based decision making, according to the Australian Bureau of Statistics, "requires a systematic and rational approach to researching and analysing available evidence to inform the policy making process" [1] . Often, citizens or businesses question how decisions were reached. To do so more effectively, they need evidence, that is, data to feed their inquiry. But making data actionable not only refers to citizens and businesses becoming more effective in holding government agencies accountable. Making data actionable refers to citizens and businesses becoming more effective in their decisions and actions based on data that informs the task at hand.
The article is structured in four sections including this first introductory section. The second section introduces the main concepts, such as open government and open government data and technological enablers such as semantic web and linked data. The third section presents the methodologies for publishing Linked Open Government Data along the Fusepool R5 framework: Reveal, Refine, Reuse, Release, and Run the data. Finally, the fourth section provides an overview of some of the tools that are or will likely be involved in the Fusepool research project.
Open government
Open government can be understood as anti-thesis to the secrecy often constructed around government work. One such example, to illustrate the case, goes as follows (as quoted in [20] In this quoted example, this federal department constructed a sense of secrecy because NASA experts had already answered the questions in a one-minute phone call. While there are cases that indisputably require secrecy, such as citizens' private data or undercover police deployments, open government requires openness to be the new default and secrecy the exception in all cases where it is warranted. What warrants secrecy must be clearly defined by lawmakers rather than by government officials. 
Political efficiency
Political efficiency, in contrast to technological and economic efficiency, "enable[s] the political machinery to keep working": focusing only on technological and economic efficiency endangers the efficiency of the political system [23] . The 'political machinery' itself has been opened to involve many more players in the policy process [7] . Multi-nodal politics refers to the political process in which new opportunities for political action arise, interest groups and social/political movements and coalitions intervene, and new policy spaces on local and supranational levels create a multi-layered, multi-stakeholder policy-making process [8] . However, despite these fundamental changes in policy-making, the way essential information that is required for sound policy-making is distributed among stakeholders has not changed much. This, in turn, leads to inefficiency of the political system. More concretely, it leads to alienation of citizens because of the lack of crucial information to engage in policy processes. Indeed, political gridlock and low voter turnout are evidence that the political machinery may no longer work efficiently.
The research on political efficiency is large and dates back at least 50 years, yet continuously attracts attention. Efficiency in politics, as well as in economics, is the result of informed and rational participants interacting and competing with each other but also able to reach agreement on a deal [24] . If there is no agreement, then there is no deal, which is highly inefficient. Wittman [24] also argues that even if there is a deal, an efficient solution is less likely to be overthrown in later stages. Indeed, efficient solutions are those that are supported by the majority of influential stakeholders and are characterized by self-selection of influential participants, by opposing views aligned through mutual adjustment, and incremental decision-making [14] . The focus in this line of thinking is on the efficiency of the policy-making process, that is, how sustainable and equitable are the outcomes. If they are more sustainable and equitable for more stakeholders, then they are more efficient. Open government, that is, access to information required for political decisions, precisely addresses the need to have informed and rational participants involved in policy processes.
Open government data
Many governments and public bodies around the world have started to make their non-classified and non-personal data available to the public. Examples include location of public swimming pools, construction sites, bike lanes, air-quality monitoring, tax expenditures per area, farm subsidy spending, parliament sessions, and much more. Services can be developed on top of that data. For example, Mapnificent 2 is a service that finds places to live taking into account the duration of the commute to work and housing prices.
There are at least two motivations for doing so: socio-political and socio-economic ones. Both interact closely together to improve the social system. Transparency and citizens' rights are of sociopolitical nature while social and particularly economic innovation have clear economic implications. Both are essential for the wellbeing of political systems and economic markets [7] .
Socio-political motivations can be attributed to the open government movement aiming at ensuring participation, transparency, and citizens' rights to access government documents [16] . This is sometimes extended by arguing that the tax money spent on the data collected by the government gives taxpayers the right to own that data. This move is partly due to the advance of information technologies under the rubric of Open Government Data (OGD) [11] .
Socio-economic motivations for making government data available to the public are dominating the current debate on OGD. Here at least two arguments emerged where one emphasizes social and economic innovation and the other public sector efficiency. The former stresses the potential for social and economic innovation that could result from opening government data and letting citizens and entrepreneurs reuse this data to develop innovative services, such as location services showing nearby museums or other attractions. Here the basic idea is that reuse of existing data (e.g. statistical data, geo-data, traffic data, financial data) may create new value [18] . The reasoning behind public sector efficiency holds that data sharing and collaboration between public agencies may make the production and distribution of public services more efficient, enhance the quality, and expose inefficiencies and fraud [2] .
However, in order for open government data to improve sociopolitical and socio-economic realities, the uptake and reuse of that data must occur and have an effect on day-to-day life. In order to yield that transformative effect, both politically and economically, the easy access to public data is essential [15] along the principles of stewardship and, particularly, usefulness [11] . For example, it is not sufficient to make government data 'available' -it must become 'actionable'. Government data is 'available' if citizens call for an appointment to inspect that data. However, this is inefficient and hinders broader uptake. An improvement would be the publication of closed files on a government website so that citizens, once they find what they need, can download the data. Still, this is highly inefficient both for public agencies creating and uploading the files and for citizens and data users. In order to yield a tangible impact, government data must become reliable and accessible data resources that can be accessed via multiple devices and tools, including mobile applications in order to become 'actionable' data. New intermediaries between the data-producer and the data-user can be integrated within conventional structures in modern democracies in addition to classical mass media and parties [13] .
Semantic web and linked (open) data
Governments hold rich data in many areas that are of direct interest for citizens or companies and other data consumers, including other government agencies. Examples include city planning, traffic, administrative data, environment, education, leisure information, infrastructure, and many more. Publishing this data for re-use by others can quickly become both inefficient, due to the administrative overhead, and ineffective, if it fails to address the needs of data consumers. One major reason why these efforts become ineffective concerns data delivery: data comes in unsuitable data structures or in legacy data formats and trapped in closed files or in fragmented databases. Semantic Web technology, and Linked (Open) Data in particular, lends itself to large-scale integration and sharing of distributed data sources [2] .
Data structures and models
Data structures and models are typically poorly modeled and often unsuitable for any other than the initially envisioned use case. But precious and relevant data has become too important and scarce to neglect how it is structured and thereby made more usable. Data structures and models (just like hierarchical file systems) define structure and the better they are described and aligned to the task(s) at hand, the more actionable they become. In addition, one person's data needs may very well be similar to another person's needs. Rather than reinventing many low-specified data structures and models for similar use cases, community-driven standards are able to pool the expertise and resources to develop richer data structures and models that are not only well-designed but also widely shared and adopted. 
Semantic web technologies
Semantic web technologies enable data to be shared and reused across application, enterprise, and community boundaries [27] . This creates, in the words of Tim Berners-Lee, the 'founder' of the hyperlinked world-wide-web, "a web of data that can be processed directly and indirectly by machines" [4] . The power of the semantic web lies in the simple, scalable data structure and model using web addresses to uniquely describe and identify data. These web addresses, similar to those used to open web pages, point to information. But this information is machine-readable data comparable to data stored in a database about one entity. This entity, which is described by this data, can be people, places, organizations, other real objects (e.g. Internet of things), or abstract concepts. The web address uniquely identifies a resource but unlike a traditional web page, it exposes the properties (e.g. attributes or relationships) and property values associated with the resource identified by that web address. The entity represented by that web address points to other web addresses with a web link.
The data model is based on a simple subject-predicate-object combination to form so-called triples. Data structures, formats, models, and storage adhere to basic standards that are widely shared, at least within a domain, profession, or field so that data can be shared and processed more efficiently among members. The community-driven World Wide Web Consortium (W3C) 3 is the major driver of common standards in the Semantic Web.
In the semantic web, data structures are defined ontologies that model the domain of the data (e.g. representing sets of classes and their properties or attributes) as well as the semantics of data (e.g. expressing constraints such as inheritance relationships). 4 For example, there is a W3C working draft for describing people, such as names or addresses and how to relate people to other things, for example to organizations or projects. 5 This information on the structure of the data, so-called metadata (data about data and relationships to other data), is called a schema.
With the semantic web, (database) schemas are no longer confined to a closed and proprietary local system but opened and shared among other participants. Shared schemas enable large amounts of data currently being trapped in existing databases and applications to be published and reused by others including other software -within the same enterprise or publicly across the web.
In the semantic web, data models make statements about entities in the form of subject-predicate-object expressions, similar to entity-relationship or class diagrams in classical approaches. These expressions, called triples, describe one entity (subject) by defining its relationship (predicate) to another entity (object). For example, a geographic aspect of the Eiffel tower can be described as follows: Eiffel tower (subject) is located in (predicate) Paris (object). It can also be differently described: Eiffel tower (subject) has coordinates (predicate) 48.8584°N, 2.2946°E (object). Given these two statements about the same subject, it is possible to use reasoning to validate them. For example, another triple may describe the city of Paris as covering a specific geographic area. Because the coordinates 48.8584°N, 2.2946°E are within that area, the reasoner concludes that these statements appear valid. However, for this to work, these data about entities (also called resources) must be uniquely identified via web addresses. Framework) is the propagated data model for triples originally designed as a data model for metadata. It has become the general method for modeling data implemented in web resources. However, given its capacity, particularly regarding reasoning across distributed and external data resources, implementing RDF is complex at first. In addition, because it has the flexibility to use various syntax formats, the particular way in which a resource or triple is encoded varies from format to format (e.g. from simple text files to enterprise-grade data stores, socalled triple stores). But RDF excels when reusability and sharing of data is the main concern: every statement becomes part of a large graph of knowledge distributed across the Internet. An application can retrieve and integrate these statements from anyone who follows the basic RDF data model. An SQL-like query language for the RDF data model, called SPARQL, is used to query the web of RDF data. 6 
RDF (Resource Description

Linked (Open) Data
Linked (Open) Data primarily describes the result of consistently applying semantic web principles and technologies when publishing data. The exponential growth of subject-predicateobject expressions creating links between formerly disparate resources leads to what has been called the Linked Data cloud. Relentlessly, public and private organizations as well as individuals contribute their data following Semantic Web standards. In 2006, Tim Berners Lee stipulated that interlinking all this data makes it more useful if 5 simple principles are followed: 1) available on the internet, 2) machine-readable, 3) non-proprietary data formats, 5 Terms for describing people (W3C Working Draft) http://www.w3.org/TR/2012/WD-vocab-people-20120405 6 SPARQL for RDF: http://www.w3.org/TR/rdf-sparql-query 4) RDF data format, and 5) interlinked to other data by pointing at it. [3] In 2007, the linked open data cloud had two billion RDF triples interlinked by over two million RDF links and in 2011, it had 31 billion RDF triples interlinked by around 504 million RDF links [10] .
METHODOLIGIES
Methodologically (see Figure 1 below), the data is revealed (exploration), refined (extraction), reused (enrichment), released (quality), and then run (delivery). Revealing is the first task of the linked data value chain, where data providers or third-party data enhancers add structural and descriptive metadata to make the data more explicit for finding, consolidating, and interrogating it. Several initiatives exist in working towards shared metadata standards. 7 The second task concerns refining the relevant data from the metadata fields or from raw text using text feature extraction methods. The third task concerns reusing data, that is, given shared meaning to the data so it can be interlinked with other data assets. In the fourth task, data accuracy, accessibility, consistency, and completeness as well as data visibility, cataloguing, promotion, and compliance and data privacy is checked before the data is released. Finally, the data can be accessed by software applications on multiple devices. Running these apps on multiple devices enables gathering usage data to further optimize the data exploration, for example, revealing additional data sets to be used. 
Revealing data
Revealing the data involves the identification and gathering of potentially relevant data sources to be published as linked (open or enterprise) data. Data sources can be unstructured or semistructured, e.g. raw text, as well as structured, e.g. text fields for last name and first name or statistical data. Initially when embarking on a Linked Data strategy, the goal is to only select the relevant data sources promising high business value if interlinked with other sources. Hence, a first outcome here must be best practices for selecting potentially relevant data sources drawing from experiences already made elsewhere in similar situations. Learning from others is greatly facilitated by the reuse of shared ontologies and vocabularies to model the data. Hence, a second outcome must be best practices to model the data along commonly shared and interoperable conventions (e.g. DCAT). In addition, data providers should understand the benefits of linked data and the 7 Best Practices for Producing Linked Data [25] .
Revealing the data concerns usable data publications methodologies and best practices. Particularly, the target groups are data publishers with deep expertise in the subject matter of the data but little or no technological expertise. The authors are currently working with public agencies, including the Swiss statistics office, the city of Zurich, the province of Trento, and the Tuscany region, to develop data publications best practices and automated tools. For example, the city of Zurich wants to deliver their open data via a streamlined process to a free and open data platform. In addition, authors are currently working with private organizations to make the most of both worlds: turning their private data into Linked Enterprise Data and enriching it with external data from the LOD cloud. A common request concerns not only data publishing best practices but also the process of prioritizing potentially relevant data to publish, given that linked data publishing is a complex time-consuming, and costly process.
The focus is on identifying data sources where publication and reuse of data is of great benefit. For example, tourism could benefit greatly from the provision of rich and up-to-date linked data services from internal and external sources. The sector is also of strategic importance to the European economy: tourism accounts for more than 5% of the EU-27's gross domestic product (GDP), with total employment estimated between 12 million and 14 million people. Hence, tourism is a strategic asset for public agencies, both for promoting commerce in general and as a direct source of income. In addition, European tourism is also largely a SME-dominated field, with over 99% of firms employing fewer than 250 individuals. The involvement of public bodies from different regions serves to develop best practices for sharing and reuse and learning from each other's experiences. Public agencies have an incredible amount of information of extreme value for this sector. Too often, this valuable information is kept in closed legacy systems and data silos -the so-called walled gardens.
For example, the Region of Toscana launched its open data portal where a large number of datasets related to tourism are hosted, including lists of accommodations and restaurants, the catalog of historical places and leisure resorts etc. According to a survey in Berlin, respondents there are interested to see more data on city planning, environment, controls and infrastructures [21] . In Vienna, the access statistics of the OGD-portal show interest on traffic data, education and leisure (http://data.wien.gv.at). However, in most cases, the publication approach is quite basic: data is published as text (in CSV format) where single datasets can be downloaded and only simple searches can be executed.
In this form datasets are not easily and promptly usable. Several limitations hinder the full exploitation of their potential, e.g. the 'flat' files lack context, since entities are not related amongst themselves and with concepts of the Web of Data, and they lack geographical references, since only a very limited amount of data provides geographical coordinates to identify entities. Also data is irregularly updated and historical series are discarded, so it becomes impossible to assess the evolution of specific information over time.
Refining data
Refining data concerns data extraction and mapping and developing usable data publication methodologies and tools, adapted to the operating conditions of typical public bodies. The target groups are also data publishers but with a technological focus. The goal is to connect current processes with processes that create sustainable open data publishing operations and develop usable tools for data curation and data publishing that are easy to learn, to use, and to maintain.
What is often underestimated is the amount of time required to get the data into a usable format. In data analytics projects, the majority of the entire project time is easily spent on making data reusable and interoperable. Data extraction and mapping refers to elements of Forrester's BI Reference Architecture such as extract, transform, load (ETL), master data management (MDM), data quality, and data governance [12] . We also include here elements from that Reference Architecture such as text analytics and natural language processing (NLP) for extracting additional meaning from data as well as complex event processing (CEP) for monitoring the data stream for meaningful events. It also includes the direct mapping and parsing of structured data sources. The results obtained through these steps are expressed as RDF and stored in a triple store.
A very common scenario within public administrations and private organizations publishing Linked Data involves gathering data from several highly heterogeneous sources. Often this includes getting raw data from different data sources including databases, spreadsheets, existing websites of the organization, document management systems etc. These sources contain messy, unclean and redundant data, which needs to be cleaned at some stage of the publishing pipeline. Even when this data originates from the same department, it is very often expressed according to non-uniform schemas. The process of cleaning up the data and remapping it to a common schema is a non-trivial activity, which requires a deep understanding of the specific domain. Unfortunately, the existing traditional ETL (extract-transformload) tools are not targeted at domain experts who often lack the technical skills to use complex IT tools. This data profiling can also be extended to the metadata itself by profiling against the structure of the metadata model [17] .
Reusing data
Reusing data concerns enrichment and semantics as well as the methods and tools for linking open datasets produced by public bodies and creating machine-readable taxonomies and ontologies/ vocabularies. Particularly, the target groups here are individuals who use ontologies and data identifiers (web addresses) in their work and provide them easy to deploy and easy to use tools for the interlinking of datasets, particularly in the web and enabling reuse of ontologies and entity identifiers.
Much time is spent to understand how the data relates to the business needs -and business means any type of professional work. This understanding goes beyond identifying potential scenarios and data sources with business value. It requires indepth specialist domain knowledge formalized and represented by machine-readable taxonomies and ontologies expressed in an ontology representation language. Data enrichment and semantics refers to elements of Gartner's Logical Data Warehouse, such as taxonomy and ontology resolution as well as metadata management. Perhaps the three most salient aspects are using semantics that (1) are defined externally to the application through data creation and use case processes in a data management layer, (2) orchestrate internal and external integration and sharing of The Proceedings of the 14th Annual International Conference on Digital Government Research data assets, and (3) leverage both steady-state data assets in repositories and services in a flexible, audited model [6] .
Because different publishers can use different web addresses for the same entity, a method is needed to find and express when two different web addresses refer to the same entity, so that the RDF triples describing the two entities can be merged. This is a wellknown problem in database management where it is referred to as duplicate detection, record linkage, or entity reconciliation. The same solutions that have been found for databases are used in the semantic web and linked data. The techniques are based on the use of some similarity functions to compare two entity's representations. In the case of RDF data, the semantics of predicates can leverage the precision of the disambiguation. This step also involves reasoning by interlinking tools as well as correction and annotations by humans in order to achieve satisfying results. Whereas data extraction and mapping are primarily useful for data publishers, the components for data enrichment and semantics primarily target component developers and end users, i.e. those who consume the data.
Vocabularies in the semantic web are crucial for data integration, especially when there is ambiguity concerning different terms being used in the data sets. Moreover, the metadata of vocabularies may uncover new relationships between the data. Here is an exemplary quote from the W3C description of vocabularies: Vocabularies are important to organize knowledge in the semantic web. Organizations that need to manage large collections of content, such as documents, historical artifacts, glossaries, use vocabularies based on standard formalisms to exploit the power of linked data.
Releasing data
Releasing data concerns data governance and data privacy including methods and tools for optimizing data made available for applications running on multiple devices and platforms. Another aspect concerns tools to ease the cross-platform development and maintenance of data and data applications as well as data-aware application development toolkits to deliver data and applications via multiple channels, including touchenabled graphic interfaces for all major platforms, desktop and 8 http://www.w3.org/standards/semanticweb/ontology mobile. For example, easy access to data visualization libraries enables developers and data journalists to more quickly and intuitively display and understand the data. Consuming Linked Data is still not easy for both developers and users.
It refers to elements of Forrester's BI Reference Architecture such as event-driven alerting, portal integration, and mobile apps as well as collaboration. We also include here the provision of easyto-use tools and best practices that support the cross-platform development and maintenance of data and data applications as well as the compliance and integration of linked data with existing desktop or mobile applications:
• data accuracy, accessibility, consistency, and completeness;
• data visibility, cataloguing, promotion, and compliance;
• data privacy: notice (users), purpose (specific), consent (disclosure), security (no misuse), disclosure (to whom), access (of user to user's data), accountability (enforce principles).
Releasing data also involves the creation of a larger data ecosystem based on free and open-source software components and linked data platforms already in place. The goal is to make publishing and reuse of linked data as easy as possible for the end user thanks to a thriving market economy with data providers, enhancers, and developers along the linked data value chain.
Running data / data-driven apps
Data assembly and usage concerns methods and tools for optimizing open data applications. Particularly, the target groups here are application developers and data re-use developers that assemble useful applications
Publishing large data sets is of no value if it cannot be consumed via appropriate software applications or mash-ups to support decision-making (e.g. a traveller asking for nearby bus stations or a manager asking for public infrastructure investments). Data assembly and usage refers to elements of Forrester's BI Reference Architecture such as reports, ad-hoc queries, OLAP, dashboards and similar tools for deriving insights from large, multidimensional data sets. We also include here elements from Gartner's Logical Data Warehouse concerning performance evaluation and optimization in order to identify highly requested data that could point to related data currently not available. As multidimensional data, linked data lends itself to analytical processing such as consolidation (e.g. aggregation within a dimension), drill-down (e.g. navigating through the details), and slicing and dicing (e.g. viewing an aspect from different dimensions).
The second aspect concerns assessing how data is used and whether it creates value. The difficulty to evaluate open data value and to identify use scenarios is confirmed in a recent report by Deloitte Analytics (see http://bit.ly/XkGnUq).
TOOLS
From the technological perspective, first the data must become machine-readable so that software programs can find and consume the required data without the user intervening along all the steps in the process. This element of the value chain, extraction, involves tools for natural language processing to extract entities and classifications from raw text or for mapping of structured data sources, cleaning, and conversion into RDF. Second, the data must be linked to other data by pointing at it.
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This element of the value chain, enrichment, involves reasoning based on the available metadata associated with the data to infer possibly related data resources that are automatically interlinked.
Data platform components
Data platform and storage concerns creating a process and software stack where all the most common steps in the publishing and reusing of data are addressed from the perspective of the practitioner.
A platform provides an integrated and controlled environment, where a seamless workflow and high interoperability can be better guaranteed compared to a collection of single, self-contained components. The approach favored here is a federated ecosystem based on a set of common standards that guarantee interoperability but within which variation can take place. In addition, the federated ecosystem is compatible with commercial and proprietary solutions. , which is a commercial-friendly license i.e. permissive and nonviral. In addition, a client library will be provided, for various languages including Java, PHP, and Javascript, as a convenient API abstraction around the core web services.
Virtuoso is available in open source form, under GPL license and can be built for most popular server operating system including Windows, Linux and Mac OS X for deployment. On Linux it can be built as deployable RPM or Debian packages with dependency checking for automatic installation on such systems or as a self contained installation package. The installation can also be configured to automatically start and be online on server startup, with minimal maintenance of the server being required once suitably performance tuned for the hardware running on.
Data refinery components
The main focus is on the base extraction and transformation of structured datasets from both web accessible and local sources to RDF/Linked Data and storage in the data repository as the first stage of the classical ETL phase of the Linked Data processing pipeline. The core tools that are envisioned for this are the Virtuoso Web Content Crawler, WebDAV repository and Sponger Extract Cartridge Middleware from OpenLink Software and Open Refine (formerly Google Refine) data cleansing tool, with its key RDF and LODGRefine extensions. Open Refine provides a reconciliation service API that enables reconciling legacy data with data that is published by well-recognized data repositories, such as Freebase or or OpenCorporates. 9 Closer integration of these three tools will be necessary enabling them to function in harmony to ease the data ingestion process.
While Open Refine lowers the learning curve, some commonly needed data cleaning tasks are still difficult to perform and require the user to write scripts (in GREL, Jython) whose complexity is too high for the average domain expert. Additionally, the mentioned RDF extensions are not integrated within each other and still lack some critical usability features. Furthermore, Open Refine does not scale to deal with large datasets nor can it deal with streaming data.
The implementations of these features make OpenRefine a fullfledged and easy to use Linked Data ETL tool, tightly integrated within the linked data pipeline. The integrated data pipeline that results from these activities will be tested on a set of specific use cases. Our current use cases focus on the tourism sector, which represents an ideal sector both in terms of economic importance and regarding the volume and variability of data. Data intensive applications in this domain often need to combine large quantities of data, including streaming live data (e.g. weather, traffic), but also require handling highly heterogeneous and variable data including geographical data (Point of Interests), user generated and social data (e.g. reviews and comments), sensor data (e.g. GPS), and semi-structured data (e.g. news, cultural resources, events) as well as statistical data.
Data reuse components
Apache Stanbol manages different knowledge bases that can be used to interlink a dataset. While the reconciliation support available from Open Refine (see 1.2.2) is just a protocol with which a column from a table can be sent to a data repository to find matches, the link discovery framework SILK can make comparisons and rankings of entities coming from two different RDF data sources. No development effort is needed with SILK once the dataset the user wants to interlink with a particular 9 Freebase is a large collaborative knowledge base consisting of metadata composed mainly by its community members.
OpenCorporates is a website which shares data on corporate entities as open data.
knowledge base is transformed into RDF. Silk needs a configuration file to make the comparisons between entities from the two sources. The results of the comparison are ranked based on values of the similarity measure used.
Regarding user corrections and annotations, project partners contribute existing technologies such as the annotation tool Pundit. 10 Pundit is a semantic annotation tool that enables end users to create structured data "around" unstructured web documents. Annotations are produced in RDF format and enrich the data. Pundit can incorporate specific ontologies and vocabularies to produce annotations that are compliant to predefined data models. Its versatility makes it easy to integrate in different points of the Linked Data pipeline (e.g. during data collection to mark data sources and adding basic metadata; during data enrichment to manually add metadata).
It would be useful to leverage SILK using OpenRefine and the RDF Extension to reconcile the records in a table, after they have been aligned to an ontology, e.g. with SILK and a target knowledge base in Stanbol. This would make it easy to reconcile entities with different types of knowledge bases, triple stores or information retrieval systems such as Apache SOLR, either when a reconciliation service on top of a knowledge base has been set up or when the RDF triple store is available for SILK.
Data release and run components
The goal is to provide a user interface (UI) framework for app developers that reduce the complexity of interacting with Linked Data. The UI framework is using the expressiveness of RDF to create powerful dynamic user interfaces rather than a static view hard-wired into the app by the developer. Each view can be represented as RDF graph and be adapted and shared yielding a network of views on linked data. To find the best representation of the view, the UI framework analyzes referred RDF schemas and ontologies to determine the optimal rendering of the data on the particular device. For example, the UI framework understands that foaf:based near is a special case of a spatial thing defined in the geo vocabulary WGS84 (World Geodetic System 1984) and can therefore use any class which can render a spatial thing, e.g. a map that displays the point. However, visually impaired users may opt to instead render it as voice navigation to that point. Regarding data visualization, open source tools like LodLive.it, Relfinder, and new developments based on modern Javascript visualization libraries (e.g. D3 JavaScript library, http://d3js.org) are leveraged to provide intuitive graph exploration tools, timeline-based and geo-based visualizations. The component provides APIs for web applications designed to speed up the development of vertical data visualization apps (e.g. supporting JSON, JSONP).
To optimize presentation to a large amount of target devices the user interface is adapted to allow an optimized interaction given the specific input/output capabilities of the user device. Also interaction shall be designed in a way to offer a coherent user experience with the device operating system as to minimize the learning effort required by the user. The incubating Apache DeviceMap project is creating a device database so that optimization can be implemented based on the device properties and not for every device individually, this will also allow reasonable support for new devices without adaptations of the software. The UI framework embraces the variety of different platforms like mobile operating systems or web. The final decision on how something is displayed to the user is done on the interface device itself. Hence, user interfaces can adapt to the capabilities of a particular device and the requirements and situation of the user. Optimized interfaces adapting to the requirements of users like those of visually impaired users or adapting to specific situations like hands-off mode can greatly facilitate the usability of the software and device.
Regarding usage statistics and data value assessment, information is extracted from the automatic analysis of logging and auditing data produced by data requests from publishing portals and APIs but also from qualified feedback from users, all of which will be elaborated in reports for data publishers.
IMPACT AND FURTHER WORK
The following section discusses the potential impact of the Linked Data Platform described in this paper as well as areas for further improvement.
Creation and reuse of Linked Data
Based on the Fusepool R5 framework, the research project will provide a set of core software components for seamless data publishing, cleaning and extracting, as well as reuse and exploitation. Development and delivery is guided by the need of both data publishers and developers: close collaboration with public agencies ensures that some of their most pressing problems when publishing open data are solved while the involved SMEs and their developer communities serve as reference points for improving the uptake, reuse, and exploitation of open data through data-driven apps.
In addition to the technological design and implementation specified in this paper, the methodologies for publishing and reusing including the licensing framework, governance model, and business case must be broadly discussed in the relevant communities. This requires addressing common fears of data security and provenance as well as platform lock-in. The opensource software stack on which this research builds on uses proven tools from reputable providers such as Apache Software Foundation and can be downloaded and installed locally as well as in a cloud computing environment.
Typical for network effects where the benefit increases exponentially with the growth of adopting the technology, the creation of data-driven apps becomes rewarding only when there is sufficient data that is interoperable and easy to integrate into these apps. Researchers involved in the project are or have been involved in related projects and have strong cross collaborations and partnerships, for example, through the FP7 projects LATC, LOD2, and Fusepool. 11 In addition, widely-used standards such as SDMX for statistical data and MARC for library data are employed and worked out together with the respective communities.
End-user apps using open data records
The Linked Data Platform described in this paper can have a strong impact on the uptake of open data because of its focus on an integrated publishing and development environment. Data publishers cannot be bothered with installing many different components and tweaking around to get results. Similarly, app developers at large, not the few early adopters, want a stable and proven environment in which they release their software. When these elemental infrastructure requirements are met and the 11 http://latc-project.eu, http://lod2.eu, http://www.fusepool.eu benefits become visible, a self-sustaining momentum is likely to set in that accelerates the adoption of open data.
Simplicity of use is the key to widespread adoption. The research project integrates the mature and proven technologies from both open-source and proprietary providers, including tools from the FP7 research projects LATC and LOD2 and commercial solutions, and bundles them into a pipeline to ease data publishing as well as the development of apps.
Our experience shows that public agencies are interested but overwhelmed with publishing open data and they actively seek best practices proven elsewhere. They understand that doing it alone locally or regionally risks hitting hurdles, particularly concerning interoperability, finding, and interlinking of datasets. Another focus of this research is therefore to inform about and adopt standards and best practices.
Enriching public data with user data
The Linked Data Platform described in this paper goes beyond existing related projects because its focus is on creating a consistent and integrated software stack rather than individual applications. This enables data publishers to stream updated data and app developers to reuse that data without much manual intervention. Because data is up-to-date, adheres to metadata standards, and is served from a high-performance platform, app developers can integrate that data into their apps and present that to their end users.
The demo apps developed in this project showcase the capabilities of the platform to serve multiple devices -whether desktop or mobile. The use cases in the tourism sector serve as business case for the development of apps that combine public data (e.g. tourism sites) with private data (e.g. restaurant descriptions) and user data (e.g. geo-location, preferences).
The market for mobile is confined to app "stores" that are controlled by one or a few players -not the open market that is known to drive innovation and growth. Moreover, each "store" requires using specific protocols and programming that creates a lock-in for both app developers as well as app consumers as end users. The Linked Data apps enabled by the Linked Data Platform in contrast run via proven W3C mobile web application standards 12 and can be developed and consumed by all webcapable devices.
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