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Re´sume´ – Nous proposons dans cet article une nouvelle classe d’estimateurs re´cursifs de la de´rive´e de signaux e´chantillonne´s
bruite´s, base´e sur le principe du maximum de vraisemblance.
Abstract – In this paper, we present a new class of velocity estimators based on the maximum likelihood principle.
1 Introduction
L’e´valuation de la de´rive´e de signaux e´chantillonne´s et
bruite´s intervient dans de nombreuses applications pra-
tiques du traitement du signal, que ce soit en radar, en
traitement de la parole, dans les te´le´communications, dans
la lecture des codes a` barres, dans le traitement de si-
gnaux de mesure ou en re´gulation de vitesse de machines
e´lectriques. Pour re´soudre ce proble`me, plusieurs solutions
ont e´te´ pre´sente´es dans la litte´rature. Comme on le verra
au paragraphe 2, celles-ci peuvent se re´partir en trois cate´-
gories. La premie`re, de type de´terministe, correspond a`
la synthe`se de filtres dont la re´ponse fre´quentielle s’ap-
proche le plus possible de la fonction de transfert d’un
filtre de´rivateur ide´al G(λ) = 2piλ. La seconde, e´galement
de type de´terministe, correspond a` l’approximation d’un
ope´rateur de de´rivation dxdt (t) a` l’aide de valeurs du si-
gnal mesure´es aux instants d’e´chantillonnage. La troisie`me
cate´gorie, a` laquelle appartient la classe des estimateurs
propose´e ici, est de nature statistique : elle s’appuie sur
une de´composition du signal mesure´ en une somme d’un
bruit et d’une composante de´terministe caracte´rise´ par
un mode`le d’e´volution simple, et dont on peut de´duire
aise´ment l’expression d’une de´rive´e.
Dans cet article, nous proposons une nouvelle classe
d’estimateurs re´cursifs de la de´rive´e de signaux e´chantil-
lonne´s bruite´s, base´e sur le principe du maximum de vrai-
semblance. Les estimateurs obtenus sont base´s sur trois
hypothe`ses de complexite´ croissante sur l’e´volution du si-
gnal : mouvement a` vitesse constante, a` acce´le´ration cons-
tante ou a` jerk constant. Dans chaque cas, les expressions
des estimateurs sont accompagne´es des caracte´ristiques
statistiques des estimateurs obtenus et de leurs re´ponses
fre´quentielles. Ces estimateurs sont ensuite utilise´s dans
deux domaines d’application diffe´rents : le premier concer-
ne la caracte´risation de ve´rins pneumatiques et le second
correspond a` la mesure de vitesse a` partir du codeur incre´-
mental d’une machine tournante.
2 Un bref e´tat de l’art
Bien e´videmment, l’approche pre´sente´e au paragraphe
3 n’est pas la seule possible. Pour la replacer dans son
contexte, quelques unes de autres approches possibles vont
eˆtre rappele´es ci-dessous.
2.1 Synthe`se de filtres de´rivateurs
Une premie`re fac¸on de calculer une valeur approche´e
de la de´rive´e d’un signal e´chantillonne´ consiste a` utiliser
un filtre a` re´ponse impulsionnelle finie dont la re´ponse
fre´quentielle H(λ) s’approche le plus possible d’un filtre
de´rivateur ide´al G(λ) = 2piλ. Les premie`res solutions de
ce type peuvent eˆtre obtenues en de´calant et en tronquant
la transforme´e de Fourier inverse de G(λ), g[n] = cos(npi)n
(voir [1], p 461). Mais du fait de la de´croissance tre`s lente
de g[n], cette technique ne´cessite des filtres d’ordre tre`s
e´leve´s. D’autres filtres ont e´te´ obtenus en utilisant l’al-
gorithme de Remez [2, 3]. Une autre me´thode relevant
de cette cate´gorie consiste a` concevoir un filtre RIF de
type III dont la re´ponse fre´quentielle H(λ) a la meˆme va-
leur et les meˆmes de´rive´es (jusqu’a` un ordre donne´) que
G(λ) a` la fre´quence nulle 1 (λ = 0) ou en milieu de bande
(λ = 1/4, soit f = λFe = Fe/4, Fe e´tant la fre´quence
d’e´chantillonnage) [5, 6]. Pour e´viter une amplification
trop importante des bruits en hautre fre´quence, un com-
portement passe-bas peut aussi eˆtre obtenu en imposant a`
H(λ) et a` quelques unes de ses de´rive´es successives d’eˆtre
nulles en λ = 1/2 [7]. Dans tous les cas, les filtres obtenus
se de´duisent de la re´solution d’un syste`me line´aire, et ont
des coefficients a` valeurs re´elles.
Pour toutes ces approches, l’unique degre´ de liberte´ est
l’ordre du filtre. Celui-ci doit eˆtre e´leve´ pour que le module
de l’e´cart |H(λ)−G(λ)| soit faible, mais la de´termination
1. Imposer a` H(λ) et a` ses de´rive´es d’avoir des de´rive´es correctes
en λ = 0 permet d’obtenir des estimateurs sans biais de la vitesse
pour des signaux ayant une trajectoire polynomiale [4].
de l’ordreminimal convenant pour une application donne´e
n’est pas e´vidente.
2.2 Approximations de l’ope´rateur
de de´rivation
Une deuxie`me approche possible consiste a` approximer
un ope´rateur de de´rivation a` l’aide d’une combinaison
line´aire de valeurs du signal. Une premie`re solution de
ce type est base´e sur les polynoˆmes d’interpolation de La-
grange (voir [8], p 230). Ainsi a` l’ordre 2, on peut appro-
ximer x(nTe + uTe) au voisinage de l’instant nTe par le
polynoˆme en u qui passe par x[n], x[n− 1], et x[n− 2] en
u = 0, u = −1 et u = −2
P (u) =
(u+ 1) (u+ 2)
2
x[n]− u (u+ 2) x[n− 1] + u (u+ 1)
2
x[n− 2],
ou` Te est la pe´riode d’e´chantillonnage et x[n] = x(nTe).
La valeur en u = 0 de la de´rive´e P ′(u) constitue alors une






x[n]− 2 x[n− 1] + 1
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Ce raisonnement peut eˆtre applique´ a` des ordres plus
e´leve´s, et a` des filtres non-causaux.
Une deuxie`me technique de ce type est base´e sur des
de´veloppements limite´s de Taylor (voir [9] p 294). Si par
exemple on suppose que le signal x(t) peut eˆtre correc-
tement approxime´ a` l’instant nTe par un de´veloppement
limite´ au deuxie`me ordre sur l’intervalle [(n− 2)Te, nTe] :









On obtient alors un syste`me de 2 e´quations a` deux incon-
nues en prenant τ = −Te et τ = −2Te :
















La re´solution de ce syste`me conduit pour dxdt (nTe)Te a`
l’expression de´ja` donne´e 2 en 1, et pour la de´rive´e seconde
a` l’expression bien connue :
d2x
dt2
(nTe)T 2e ≈ x[n]− 2x[n− 1] + x[n− 2] (3)
L’ope´rateur 1 obtenu correspond a` une diffe´rence arrie`re
d’ordre 2. En prenant τ = −Te et τ = +Te dans 2, on
obtient une diffe´rence centre´e, et en prenant τ = Te et
τ = 2Te, une diffe´rence avant [9]. Le tableau 1.a pre´sente
les estimateurs de vitesse obtenus en fonction de l’ordre du
de´veloppement limite´. On peut remarquer que ces estima-
teurs ont des coefficients rationnels, ce qui permet de les
mettre en œuvre efficacement sur des micro-controˆleurs a`
faible couˆt. Mais dans cette approche, le nombre de points
sur lesquels est re´alise´e l’estimation de vitesse est e´gale
a` l’ordre du de´veloppement de Taylor ou du polynoˆme
d’interpolation de Lagrange. Choisir un ordre e´leve´ pour
tenter de re´duire la variance de l’estimation de vitesse
d’un signal bruite´ conduit a` autoriser la trajectoire du
signal a` suivre un polynoˆme d’ordre e´leve´, ce qui n’est pas
ne´cessairement adapte´.
2. Les polynoˆmes de Lagrange et les de´veloppements de Taylor
correspondant tous les deux a` des mode`les polynomiaux du signal,
ce re´sultat n’a rien d’e´tonnant.
Tab. 1: Ope´rateurs de diffe´rence arrie`re d’ordre 1 a` 4
(a) Ope´rateurs de diffe´rence arrie`re
n vˆ[k]Te
1 x[k]− x[k − 1]
2 12 (3 x[k]− 4 x[k − 1] + x[k − 2])
3 16 (11 x[k]− 18 x[k − 1] + 9 x[k − 2]− 2 x[k − 3])
4 112 (25 x[k]− 48 x[k − 1] + 36 x[k − 2]− 16 x[k − 3] + 3 x[k − 4])
(b) Mouvement a` vitesse constante
n vˆ[k]Te
1 x[k]− x[k − 1]
2 15 (3 x[k]− x[k − 1]− 2 x[k − 2])
3 114 (6 x[k]− x[k − 1]− 2 x[k − 2]− 3 x[k − 3])
4 130 (10 x[k]− x[k − 1]− 2 x[k − 2]− 3 x[k − 3]− 4 x[k − 4])
(c) Mouvement a` acce´le´ration constante
n vˆ[k]Te
2 12 (3 x[k]− 4 x[k − 1] + x[k − 2])
3 138 (42 x[k]− 31 x[k − 1]− 26 x[k − 2] + 15 x[k − 3])
2.3 Approches statistiques
Dans des applications concre`tes, les proble`mes d’estima-
tion de vitesse sont plus souvent dus a` la pre´sence de bruits
dans les signaux de mesure qu’a` des proble`mes de dyna-
mique d’e´volution. Les mouvements observe´s sont relati-
vement lents, mais ils sont mesure´s avec des capteurs qui
se comportent comme des sources de bruit importantes. Il
semble donc approprie´ de conside´rer ce proble`me comme
un champ d’application possible de la the´orie de l’estima-
tion.
Une premie`re approche possible consiste a` conside´rer
les parame`tres inconnus (vitesse, acce´le´ration . . . ) comme
des variables ale´atoires. Si on suppose que le signal mesure´
x(t) est la somme d’un bruit w(t) (centre´ et de variance
r) et d’une trajectoire m(t) a` acce´le´ration constante, des
de´veloppements limite´s a` l’ordre 3, 2 et 1 de la position
p(t), de la vitesse v(t) et de l’acce´le´ration γ(t) autour de
l’instant t = kTe conduisent au mode`le d’e´tat [10]
X[k + 1] =










X[k + 1] + w[k + 1],
X[k]T =
(
p[k] v[k]Te γ[k]T 2e
)
ou` δ[k] = d
3p
dt3 (kTe) est le jerk, conside´re´ comme une va-
riable ale´atoire centre´e de variance q. Le filtre de Kal-
man stationnaire [11, 12, 13] conc¸u sur ce mode`le fournira
une estimation conjointe de la position, de la vitesse et de
l’acce´le´ration, parame´tre´e uniquement par le rapport qr .
3 Estimation par maximum
de vraisemblance
La me´thode propose´e constitue une deuxie`me approche
statistique, et correspond a` une extension de la deuxie`me
technique du paragraphe 2.2. Dans l’exemple donne´ (e´q.
2), les solutions obtenues pour les 2 parame`tres inconnus
(vitesse, acce´le´ration) a` partir de 2 e´quations s’ave`rent
inutilisables dans des situations re´elles en pre´sence de bruit.
Il semble donc ne´cessaire d’estimer ces deux parame`tres
a` l’aide d’un syste`me sur-de´termine´ d’e´quations, afin de
re´duire la variance de l’erreur d’estimation. Ceci implique
donc de faire la diffe´rence entre le nombre de points sur
lesquels est re´alise´e l’estimation et le nombre de degre´s de
liberte´ de la trajectoire du signal, que l’on va supposer
faible. Contrairement a` l’approche de´crite au paragraphe
2.3, les parame`tres de cette trajectoire seront conside´re´s
comme des grandeurs de´terministes inconnues.
3.1 Mouvement a` vitesse constante
Ce premier cas, particulie`rement simple, va permettre
de pre´senter clairement la de´marche propose´e. On suppose
en effet que sur un intervalle de validite´ d’hypothe`se de
largeur T = NTe (avec N ≥ 1), le signal mesure´ peut eˆtre
correctement approxime´ par son de´veloppement de Taylor
au premier ordre :
x(t− τ) = x(t)− dx
dt
(t) τ + w(t− τ), ∀ τ ∈ [0;T ]
ou` l’erreur de mode´lisation w(t) est conside´re´e comme un
bruit centre´ et stationnaire. Apre`s e´chantillonnage a` la
pe´riode Te, cette e´quation conduit a`
x[k − n] = x[k]− n v[k]Te + w[k − n]
soit x[k − n]− x[k] = −n v[k]Te + w[k − n]
avec t = k Te, x[k] = x(k Te), v[k] = dxdt (k Te) et w[k] =
w(k Te). L’ensemble de toutes les e´quations obtenues en
faisant varier n de 1 a` N conduit a` une e´criture matricielle




















et X = v[k]Te. L’estimateur de maximum de vraisem-
blance [14] de la de´rive´e v[k] du signal, obtenu sous hy-
pothe`se de bruit blanc gaussien est alors























N(N+1)(2N+1)/6. Le tableau 1.b pre´sente les estimateurs
de vitesse obtenus en fonction de N . Dans les conditions
pre´cise´es sur le bruit w[k], cet estimateur est non biaise´ et
sa variance de´croit en 1/N2 :





Il a la structure d’un filtre a` re´ponse impulsionnelle finie a`
phase non line´aire, dont le gain statique est nul et le gain
en variance de´croit en 1/N3.
P 21 + P2
P 22
=
3(N + 2)(3N + 1)
N(N + 1)(2N + 1)2
L’ordre N de l’estimateur doit donc eˆtre choisi pour trou-
ver un compromis entre la variance des fluctuations de la
vitesse estime´e et la validite´ de l’hypothe`se de mouvement
a` vitesse constante dans l’intervalle [t−NTe; t].
3.2 Mouvement a` acce´le´ration constante
Dans ce deuxie`me cas, on suppose que le signal mesure´
peut eˆtre correctement approxime´ par son de´veloppement









+w(t−τ), ∀ τ ∈ [0;T ]
avec T = NTe et N ≥ 2. Apre`s e´chantillonnage, cette
nouvelle e´quation devient




+ w[k − n],
avec γ[k] = d
2x
dt2 (k Te). L’ensemble de toutes les e´quations
obtenues en faisant varier n de 1 a`N conduit a` une e´criture




















Sous les meˆmes hypothe`ses que pre´ce´demment, l’estima-
teur obtenu dans ce deuxie`me cas s’e´crit
vˆ[k]Te =
(P1 P4−P2 P3)x[k] +
∑N
n=1 (P3 n















de´croit lui aussi en 1/N3. Le tableau 1.c
pre´sente les estimateurs de vitesse obtenus en fonction de
N . On peut ve´rifier que ces filtres ont eux aussi un gain
statique nul, et leur gain en variance, calcule´ avec mupad,
de´croit en 1/N2. Cet estimateur de vitesse peut eˆtre as-




(P1 P3−P 22 )x[k] +
∑N
n=1 (P2 n
2−P3 n)x[k − n]
P2 P4−P 23
,
Dont la variance, e´gale a` P2
P2 P4−P 23
, de´croit en 1/N5.
3.3 Mouvement a` jerk constant
Le dernier cas conside´re´ correspond a` un de´veloppement
de Taylor au troisie`me ordre :















avec τ ∈ [0;T ], T = NTe et N ≥ 3. En se basant sur
la meˆme technique de synthe`se que dans les deux para-

























5 = N2(N+1)2(2N2+2N−1)/12 et P6 =∑N
n=1 n










de´croit toujours en 1/N3. Des estimateurs de l’acce´le´ration
et du jerk, ainsi que leur variance, peuvent eˆtre e´galement
donne´s.
4 Des applications










(b) différence arrière d’ordre 2






(c) estimateur ML accéleration constante, N=45
Fig. 1: Signal re´el de mesure de pression, et estimation de
sa de´rive´e.













(a) estimateur ML acceleration constante, N=7












(b) estimateur ML jerk constant, N=7















Fig. 2: Re´ponse du moteur a` courant continu a` des
e´chelons de vitesse.
L’utilisation des estimateurs propose´s a e´te´ teste´e dans
deux domaines d’application dife´rents. Le premier corres-
pond a` la caracte´risation d’un servo-distributeur pneuma-
tique [15]. Le fonctionnement de ces ve´rins est re´gi par la
loi physique d’e´volution thermodynamique de l’air dans






dt (t) est le de´bit
massique de l’air circulant a` l’entre´e du servo-distributeur,
Pv(t) est la pression absolue dans le volume de remplis-
sage, k est le coefficient polytropique de l’air, r est la
constante des gaz parfais relative a` l’unite´ de masse d’air,
Tr est la tempe´rature de l’air entrant et V est le volume
de remplissage. De´river le signal de mesure de pression
permet donc de mesurer indirectement le de´bit massique
sans utiliser de de´bitme`tre. La figure 1.a montre le signal
de pression mesure´. La variation importante de ce signal
ne permet pas de voir l’importance du bruit de mesure.
La figure 1.b montre l’estimation de de´rive´e obtenue par
une diffe´rence finie d’ordre 2 (expression 1). Les fluctua-
tions trop importantes de cette estimation ne permettent
pas son utilisation dans des traitements ulte´rieurs. La fi-
gure 1.c montre le re´sultat obtenu par un estimateur base´
sur une hypothe`se de mouvement a` acce´le´ration constante,
avec N = 45. Les possibilite´s d’utilisation pratique de ce
re´sultat semblent bien supe´rieures, du fait de la diminu-
tion importante des fluctuations, ce qui montre l’inte´reˆt
de la se´paration entre l’ordre du mode`le et la largeur de
l’intervalle de stationnarite´.
Ce type d’estimateur a aussi e´te´ utilise´ pour faire de
la re´gulation de vitesse d’un moteur a` courant continu. A`
partir des signaux fournis par un codeur incre´mental ayant
une re´solution de 12 bits, un estimateur de vitesse base´
sur une hypothe`se de mouvement a` acce´le´ration constante
avec N = 7 a e´te´ implante´ sur un FPGA [16], associe´
a` une re´gulation en cascade de la vitesse et du courant
[17]. L’estimateur a e´te´ implante´ en virgule fixe sur 17
bits, avec une fre´quence d’e´chantillonnage de 4096 Hz.
Les re´sultats obtenus (voir fig. 2.a) sont particulie`rement
inte´ressants a` faible vitesse, ou` l’ope´rateur de diffe´rence
arrie`re d’ordre 1, classiquement utilise´ [18], pre´sente un
bruit de quantification important (fig. 2.c). Un estima-
teur de meˆme longueur base´ sur une hypothe`se de jerk
constant pre´sente par contre des fluctuations plus impor-
tantes (fig. 2.b), du fait de sa plus forte variance. Des
re´sultats comple´mentaires sont disponibles a` l’adresse http:
//crttsn.univ-nantes.fr/~auger/publis.html.
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