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ABSTRACT
The deployment of applications in hybrid and multi-cloud
environments avoids vendor lock-in and reliance on a sin-
gle cloud provider. The virtual compute infrastructures of
IaaS provides enables enterprises to build large scale, geo-
graphically distributed applications. Each IaaS provider of-
fers virtual machines that can communicate with each other
over a virtual network. However, each IaaS provider exposes
subtle differences in the support for virtual machines, stor-
age, networking, routing, etc. In this position paper we ar-
gue that configuration management is an enabler for multi-
cloud environments by making abstraction of the above men-
tioned differences in the IaaS platforms, through configura-
tion management. We illustrate this claim by using con-
figuration management to address the challenges associated
with multi-cloud environments.
Categories and Subject Descriptors
C.2.3 [Computer - Communication Networks]: Net-
work Operations; C.2.4 [Computer - Communication
Networks]: Distributed Systems
Keywords
IaaS, multi-cloud, configuration management, distributed
systems
1. INTRODUCTION
Cloud computing provides elastic resources to its users.
Cloud services are often offered in three service levels: IaaS,
PaaS and SaaS. The lowest abstraction level in cloud offer-
ings is virtual compute infrastructures (IaaS). Primarily, it
provides virtual machines and network virtualization. Plat-
form and Software as a service offers its users a higher level of
abstraction at the price of reduced flexibility. This position
paper focusses on the IaaS level of cloud computing. IaaS
can be private (on-premise), public or a mix of the two in a
hybrid cloud or multi-cloud infrastructure. The multi-cloud
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model offers the capability to shift load between a private
cloud with fixed capacity and a public cloud with higher
costs, yet high elasticity. The goal of a multi-cloud infras-
tructure is to ensure that cloud capacity is always available
and to avoid the reliance on a single provider.
At the IaaS level multi-cloud is straight-forward in the
sense that most cloud providers offer virtual machines that
can communicate privately with each other and access the
internet. Therefore, virtual machines at multiple IaaS pro-
viders can communicate with each other and host a sin-
gle distributed system. However, each Cloud provider offers
slightly different services that can be programmed with their
own API’s. Abstraction layers, such as JClouds [2], offer a
single API for multiple IaaS providers. Table 1 gives an
overview of available infrastructure services at well known
IaaS providers. The table shows that although the basic of-
fering is similar there are subtle difference between IaaS pro-
viders. An operational multi-cloud infrastructure requires
more than virtual machines at multiple IaaS providers. Op-
erating, deploying and managing, a distributed application
in such an environment encounters the following issues:
• Small differences in operating system between provi-
ders such 32 vs 64 bit or different types of virtualiza-
tion (full or para-virtualization).
• The architecture and implementation of many distri-
buted systems assume that components or nodes in
the system can communicate securely with each other.
This requires that the virtual machines connect to each
other through a private network, isolated from other
tenants. Additionally, inter-IaaS communication can-
not be routed over the public internet without addi-
tional security.
• Many distributed systems use discovery mechanisms
that rely on broadcast and multicast. These are not
supported by most IaaS providers. Many communi-
cation libraries solve this by employing IaaS specific
workarounds, for example the aws-ping and rackspace-
ping discovery protocols of JGroups [7]. However, they
do not work in a multi-cloud environment.
• Each IaaS provider offers a limited number of types
(sometimes named“flavors”) of virtual machines. Each
type has a specific performance profile (number of cpu’s,
amount of memory, storage, type of storage, etc.) with
its associated pricing.
• Public IaaS providers give virtual machines a public
IP address and a hostname. However, the naming con-
vention is highly provider dependent. This complicates
management and troubleshooting because these host-
names reveal nothing about its function.
The aforementioned challenges for multi-cloud deployment
at the IaaS level can be addressed by adding services to the
infrastructure and configuring virtual machines to use them.
In this paper we give an overview of how these challenges
can be solved by means of adding infrastructure services and
configuration. However, this increases the effort and com-
plexity to deploy and manage the multi-cloud infrastructure.
Configuration management tools can reduce the increased
management complexity by automating the deployment and
management of the distributed system.
Next in this paper we give a short overview of configu-
ration management tools. This overview is followed by a
description of how additional configuration can solve multi-
cloud challenges and how configuration management tools
automate this configuration. Then we give a short overview
of related work and conclude this position paper.
2. CONFIGURATION MANAGEMENT
Configuration management tools offer a structured ap-
proach to system administration automation. These tools
exist in a broad range of automation and abstraction capa-
bilities. At one end of the spectrum are tools that merely
provide a framework to distribute, schedule and execute cus-
tom imperative scripts and generate reports from the exe-
cution. On the other end of the spectrum are tools that
offer a desired state configuration model of the managed in-
frastructure. The latter effectively provide infrastructure as
code [8, 6]. In this paper we focus on the tools that use a
declarative configuration model for the desired state of the
complete infrastructure.
Figure 1 shows a simplified diagram of a reference archi-
tecture for desired state tools. A central repository stores an
input specification that describes the desired configuration
of the managed distributed system. One or more translation
agents generate the desired state of each of the resources the
tool manages on each IaaS and the virtual machines. A de-
ployment agent retrieves the desired state of each of the
resources it manages. The deployment agent then enforces
the desired state of each of its managed resources.
In a cloud setting configuration management tools are a
prerequisite because of the level of automation they help to
achieve. Only with sufficient automation the full elasticity
of cloud computing can be leveraged. Sufficient automation
entails: 1. starting and stopping virtual machines. 2. ensur-
ing that each virtual machine has its basic install (logging,
monitoring, etc.) 3. installing, configuring and starting the
software services that should run on the virtual machine.
4. integrate the virtual machine in the existing infrastruc-
ture: add it to DNS, logging, monitoring and configure it
in the existing distributed system. For example, adding an
additional node in a webserver cluster to the loadbalancers.
3. MULTI-CLOUD IAAS
The challenges of a multi-cloud IaaS can be addressed
by adding additional services and configuration to the in-
frastructure. In this section we sketch solutions for these
challenges and explain how configuration management can
automate the management of the proposed solutions.
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Figure 1: A reference architecture for configuration
management tools.
Networking. Most IaaS providers give virtual machines
public and private networking. The public network is used
to communicate with the internet. The private interface is
used to communicate with other services hosted on virtual
machines at the same IaaS provider. This network uses non-
routable IP addresses, as such the traffic cannot end up on
the public Internet. Additionally, most IaaS providers use
network virtualization techniques to separate network traffic
of their tenants.
In a multi-cloud setting the traffic between virtual ma-
chines on different providers is routed over the Internet. A
VPN connection can secure Inter-IaaS traffic. It encrypts
traffic before it is routed over the Internet. This requires
VPN endpoints in each IaaS and routing rules for all vir-
tual machines to route traffic for VM’s in other clouds to
the VPN endpoint. The limited survey of IaaS providers in
table 1 finds that most providers do not offer managed VPN
services and some not even custom routing rules.
A solution is to deploy VPN endpoints on a virtual ma-
chine in each IaaS. Inside the IaaS we either add routing
rules to the gateway of the IaaS provider if this is sup-
ported, or deploy routing rules for the private networks of
the other IaaS providers on each virtual machine. A config-
uration model can describe the entire configuration of the
VPN endpoints, the required PKI to setup private keys and
certificates and routing rules on all virtual machines. Man-
agement agents on each virtual machine install the private
keys, certificates, VPN software and add routing rules on
each virtual machine.
Discovery. Distributed systems (middleware platforms,
storage systems, . . . ) use discovery mechanism to find other
nodes of a distributed system. A discovery mechanism re-
duces configuration complexity because it often only requires
a cluster name in the configuration. In many IaaS environ-
ments the network virtualization does not support broadcast
and multicast. Indeed, many different and IaaS specific dis-
covery mechanisms exist [7, 5]. Multi-cloud environments
make this even harder because each IaaS requires a specific
discovery mechanism that often uses an storage API and
predefined storage keys.
A configuration model that models all nodes in a distri-
buted systems can configure distributed systems statically
IaaS Provider Virtual machine types Private network Routing configuration inter-cloud VPN
Amazon EC2 23 yes yes yes
Google Compute Engine 15 yes yes no
DigitalOcean 9 yes no no
RackSpace 12 yes yes (with special vm) yes (with special vm)
Azure 10 yes yes yes
OpenStack (private) user defined yes yes yes
Table 1: An overview of features and services in the offering of IaaS providers.
without any manual management overhead and disable dis-
covery mechanisms altogether ( failure detection is still re-
quired). Therefore, it is trivial to configure a distributed
system for single or multi-cloud environment, given that
direct communication between all nodes is possible. The
configuration management tool generates a static list of IP
addresses of other nodes to connect to, and use that list in
a configuration file.
Naming. IaaS providers assign DNS names to their vir-
tual machines. However, each provider has their own con-
vention on how this name is generated. Many service rely on
a correct and fast DNS infrastructure. In multi-cloud con-
figuration management can configure a set of nameservers
(master-slaves) located at each IaaS provider and that can
autonomously resolve addresses of all virtual machines. This
ensures consistent naming (one authoritative source) and
fast lookups (one or more DNS servers at each IaaS) Alter-
natively, a configuration management tool can also maintain
a static hosts file that is deployed on each virtual machine.
Computing. Each IaaS platform provides multiple types
of virtual machines, each with different specifications. Easy
scaling and migration between different IaaS providers re-
quires a mapping of virtual machine types. A straightfor-
ward solution is to define our own virtual machine types in
the configuration model and use these types to define vir-
tual machines in the configuration model. Inside the config-
uration a mapping is provided between our virtual machine
types in the configuration model and the types on each IaaS.
Based on the selected IaaS provider, the configuration man-
agement tool can select the correct virtual machine type to
boot a new virtual machine.
4. RELATEDWORK
In the current state-of-practice three tools are well known
for using a desired state configuration model: CFengine [3],
Chef [4] and Puppet [9]. Many companies use these tools to
automate configuration management in the cloud. Addition-
ally, software such as Brooklyn [1] or Amazon OpsWorks [11]
uses Chef to deploy configuration changes. The problem
with these tools is that they compile a configuration model
per managed device. This means that it is hard for these
tools to generate for example a list of all hostnames and
the associated IP-addresses. This information has to be
externalised from the configuration model and stored in a
database. This results in increased management overhead.
IMP [10] is a research tools from our research group that
creates a complete configuration model of the entire infras-
tructure. It also supports iterative deployment of a config-
uration model if not all configuration is known beforehand.
For example, the IP addresses of virtual machines are only
known after they are booted. IMP can first boot virtual ma-
chines and when their IP addresses is known, configure the
virtual machine and for example, update DNS records. This
complete configuration model comes at the price of reduced
scalability because the entire configuration needs to be com-
piled when only one configuration parameter changes.
5. CONCLUSION
In this paper we argue that adding services and configu-
ration to all virtual machines of an infrastructure, a multi-
cloud IaaS can function as a single infrastructure for the up-
per layers of the execution environment. The key enabling
factor for this is extensive automation of deployment and
configuration with configuration management tools.
This approach is already possible with existing config-
uration management tools, albeit with different trade-offs
between management overhead and scalability. We illus-
trated this for a number of challenges associated with multi-
cloud. Future work should investigate if other challenges
occur when distributed systems are deployed in a multi-
cloud IaaS as described in this paper. However, not all chal-
lenges can be addressed with configuration. For example,
the latency between datacenter or management of applica-
tion state (such that there is no single point of failure) must
be handled higher in the application stack.
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