We investigate several complexity issues related to branch-and-cut algorithms for 0-1 integer programming based on lifted cover inequalities (LCIs). We show that given a fractional point, determining a violated LCI over all minimal covers is NPhard. The main result is that there exists a class of 0-1 knapsack instances for which any branch-and-cut algorithm based on LCIs has to evaluate an exponential number of nodes to prove optimality.
Introduction
Consider the set P of feasible solutions to a 0 ? 1 knapsack problem with integer coecients, i.e., P = fx 2 B n : X j2N a j x j bg where, without loss of generality, we assume a j > 0 for j 2 N (since 0 ? 1 variables can be complemented) and a j b for j 2 N (since a j > b implies x j = 0). A set C N is called a cover if P j2C a j > b. A cover C is minimal if it is minimal with respect to this property. For any minimal cover C, the inequality X j2C x j jCj ? 1 is called a cover inequality and is valid for the convex hull of P, which we call the 0-1 knapsack polytope.
Assuming, without loss of generality, that a 1 a 2 : : : a n , Laurent and Sassano 1992] show that if the sequence a n ; a n?1 ; :::; a 1 is weakly superincreasing, i.e., satis es a n + : : : + a q a q?1 for q = n; :::; 2, then conv(P) is fully described by the cover inequalities.
Cover inequalities can be strengthened considerably by a process called lifting. A sequential lifted cover inequality (LCI) is of the form where (C 1 ; C 2 ) is a partition of a cover C with jC 1 j 2 and j for j 2 N n C and j for j 2 C 2 are nonnegative integers. An LCI is obtained by starting from the cover inequality P j2C 1 x j jC 1 j ? 1 and maximally lifting up all variables in N n C, i.e., making the coe cients j as large as possible, and maximally lifting down all variables in C 2 , i.e., making the coe cients j as small as possible, in some speci ed order. An LCI de nes a facet of the 0-1 knapsack polytope. See Gu, Nemhauser, and Savelsbergh 1994] for a more detailed discussion of LCIs.
An important special case arises when we take C 2 = ; so that C 1 = C. In this case, the LCI has the form X j2C x j + X j2NnC j x j jCj ? 1
and is called a simple LCI.
Padberg 1980] generalized simple LCIs to a class of facets called (1; k)-con guration inequalities. He also gave a condition on the knapsack coe cients for conv(P) to be described by these inequalities. It can easily be shown that (1; k)-con guration inequalities are in fact LCIs, although not simple LCIs.
LCIs have been used successfully in branch-and-cut algorithms for the solution of 0?1 integer programs (Crowder, Johnson, and Padberg 1983] , Ho man and Padberg 1991], Gu, Nemhauser, and Savelsbergh 1994] It is well-known that in general LCIs do not completely describe conv(P). Weismantel 1994] He identi es a class of facet inducing inequalities that cannot be obtained as LCIs, but are necessary in a complete description of the polytopes P 1 and P 2 . Balas and Zemel 1984] show that all the facets of a 0-1 knapsack polytope can be obtained by simultaneous lifting (Padberg 1975 ], Zemel 1974 ) and complementing (Wolsey 1975] ) of cover inequalities.
In this paper, we focus on three complexity issues associated with simple LCIs. For a given minimal cover, di erent lifting sequences may result in di erent simple LCIs. Therefore, it is natural to ask whether it is hard, given a fractional point and a minimal cover, to determine a simple LCI that is violated by this fractional point. A closely related question is whether it is hard, given a fractional point, to determine a violated simple LCI over all minimal covers. In Section 2, we show that both problems are NP-hard.
In Section 3, we show that not all simple LCIs can be obtained directly from the original knapsack constraint, i.e., there exist higher-order simple LCIs that can only be obtained from previously generated simple LCIs.
Although the 0?1 knapsack problem is NP-complete (Garey and Johnson 1979] ), it is well-known that most instances can be successfully solved by dynamic programming or branch-and-bound, see for instance Martello and Toth 1990] . However, there exist classes of di cult 0 ? 1 knapsack problems, see for instance Jereslow 1974] , Chv atal 1980] , and Chung et al. 1988] . Chv atal 1980 ] presents a class of 0?1 knapsack problems for which he shows that linear programming based branch-and-bound algorithms have to evaluate an exponential number of nodes to prove optimality. In Section 4, we strengthen Chv atal's result by presenting a class of 0 ? 1 knapsack problems for which branch-andcut algorithms based on simple LCIs have to evaluate an exponential number of nodes to prove optimality.
Complexity of identifying violated simple LCIs
In this section, we are concerned with the complexity of identifying violated simple LCIs.
An important result in this area is the fact that for a given minimal cover C a sequential simple LCI can be computed in O(n 2 ) by dynamic programming, see Nemhauser and Wolsey 1988] and Zemel 1989] . However, in a companion paper (Gu, Nemhauser, and Savelsbergh 1996] ), we show that this dynamic programming algorithm may take exponential time to compute a sequential LCI. It is still an open question whether an arbitrary LCI can be computed in polynomial time for a given minimal cover C. Some related results can be found in Hartvigsen and Zemel 1992] . They discuss, among other things, the complexity of recognizing simple LCIs, i.e., the complexity of deciding whether a given inequality is a simple LCI, and show that this can also be done in O(n 2 ) time.
Let C = fj 1 ; j 2 ; : : :; j r g be a minimal cover with a j 1 a j 2 : : : a jr , 0 = 0, h = P h i=1 a j i for h = 1; : : :; r, and = r ? b.
Theorem 1 (Balas 1975] ) Every facet-de ning simple LCI satis es the following conditions:
1. If h a j h+1 ? , then j = h. 2. If h+1 ? + 1 a j h+1 ? 1, then j 2 fh; h + 1g.
Although Theorem 1 nearly determines all the lifting coe cients, it does not give su cient conditions on the j to obtain facets since it does not specify whether certain 's can be equal to h+1 or must be equal to h to preserve validity. The following theorem extends Theorem 1 by giving necessary and su cient conditions on which subsets of 's take the larger values in facet-de ning simple LCIs. We need the following For k 2 N nC, let k = h if h a k h+1 ? 1 and for Q N n C de ne (Q) = P i2Q ( i + 1). A set S N n C is called independent if for all nonempty Q S, X i2Q a i > (Q) ? :
Theorem 2 (Nemhauser and Vance 1994] ) A simple LCI is facet-de ning for P if and only if j = j + 1 for all j in a maximal independent set S N n C and j = j for all j 2 N n (C S).
As a consequence of Theorem 2, the problem of determining whether there exists a violated simple LCI for a given fractional point and a given minimal cover is equivalent to determining whether there exists an independent set S such that P j2S x j > jCj ? 1 ? P j2C x j + P j2NnC j x j , since P j2C x j + P j2NnC j x j is equal to P j2C x j + P j2Nn(C S) j x j + P j2S ( j + 1)x j .
Theorem 3 Given a 0-1 knapsack constraint, a feasible fractional point x , and a minimal cover C, deciding whether there exists a violated simple LCI is NP-complete.
Proof: Transformation from Knapsack. Theorem 4 Given a 0-1 knapsack constraint and a feasible fractional point x , deciding whether there exists a violated simple LCI is NP-complete.
Proof: We use the instance de ned in the proof of Theorem 3. Let C = fn + 1; : : :; 2ng be the given minimal cover, and C 0 be an arbitrary minimal cover. C 0 contains at least one element of fn + 1; : : :; 2ng. So 1 = 2W. We use 0 j for the coe cients of a simple LCI with minimal cover C 0 and j for those of a simple LCI with minimal cover C. By Theorem 1, 0 j 1 for j = 1; : : :; n and 0 j = 1 for j = n+1; : : :; 2n.
Case (a):
For an arbitrary simple LCI with C 0 , let S 0 = fj : 0 j = 0; 1 j ng and S 1 = f1; : : :; ng n S 0 . Then 0 j = 1 for j 2 S 1 , since 0 j 1. We show that this simple LCI is equal to the simple LCI obtained from C when the variables in S 1 are lifted rst and the variables in S 0 are lifted last; the order within S 1 and S 0 is arbitrary. Suppose that the lifting order for S 1 is fj 1 ; j 2 ; : : :; j k g. We rst show that j = 1 for j 2 S 1 .
Suppose not, then let j l be the rst element in fj 1 ; j 2 ; : : :; j k g such that j l = 0. From the simple LCI with C 0 , we know that
x j i n ? 1 is valid, so j l 1 which contradicts j l = 0. Next, we show that j = 0 for j 2 S 0 . Suppose not, then the simple LCI with C is stronger than the simple LCI with C 0 which contradicts the fact that any simple LCI de nes a facet for the knapsack polytope. 
For this inequality C = f8; 9; : : :; 14g is a minimal cover with r = jCj = 7. This gives h = 4h for h = 0; 1; : : :; 7, and = 7 ? b = 28 ? 27 = 1. By Theorem 1, we have j = h if 4h a j 4(h + 1) ? 1 = 4h + 3. So , where a n m represents an n m matrix with elements equal to a and I n represents an n n identity matrix. It is easy to see that each row of A de nes a feasible solution to (??) that satis es (??) at equality, and that det(A) 6 = 0 (since det(B) 6 = 0 and det(C) 6 = 0). Hence (??) de nes a facet of P. This example also shows that we can obtain a facet inducing inequality of P by lifting a non-minimal cover inequality and that this facet inducing inequality cannot be obtained by lifting a minimal cover inequality. If we take C = f8; 9; :::; 14g as a (non-minimal) cover and lifting sequence f1; 2; : : :7; 15; 16; : : :; 42g, we obtain (??).
We call facet inducing inequalities order 1 if they are derivable as a simple LCI directly from the original knapsack constraint, and we call facet inducing inequalities order k + 1 if they are derivable as a simple LCI from a simple LCI of order k, but not derivable as a simple LCI from the original knapsack constraint or from a simple LCI of order k ?1 or lower. We have shown that simple LCIs of order 2 exist, but we conjecture that even higher order simple LCIs exist. Note that the set of facet inducing inequalities derivable as simple LCIs (of arbitrary order) does not de ne conv(P), since the maximal coe cient of a simple LCI is less than n.
It is not true that a second order simple LCI can always be obtained by lifting a non-minimal cover inequality, as shown by the following example. 4 Branch-and-cut based on simple LCIs Chv atal 1980] identi ed a class of instances of the 0-1 knapsack problem for which linear programming based branch-and-bound algorithms have to evaluate an exponential number of nodes to prove optimality. In this section, we strengthen Chv atal's result by showing that there exists a class of instances of the 0-1 knapsack problem for which branch-and-cut algorithms based on simple LCIs have to evaluate an exponential number of nodes to prove optimality. More precisely, we show that there exists a class of instances with 20n variables for which all nodes in the search tree of depth less than or equal to n cannot be fathomed. Therefore, the number of nodes that has to be evaluated to prove optimality is greater than or equal to 2 n . 
where x j for j 2 I denotes the value of the xed variable x j , and (??) induces a facet of the 0-1 knapsack polytope de ned by the 0-1 knapsack constraint (??) for n 10.
Proof: Let b = 6n ? P j2I a j x j , let P I denote the set of 0-1 solutions to (??), let F = fx 2 P I : P j2NnI a j x j = bg, and let F 0 = fx 2 P I : P j2NnI j x j = bg be an arbitrary facet of conv(P I ) containing F, i.e., F 0 F.
For presentational convenience, we assume b is even. At the end of the proof it will be clear that the same proof technique can be applied in case b is odd.
Since b 6n we need to set at most 3n variables in N 1 to 1 to construct a feasible point x 2 F. Furthermore, since jIj n, we have jN 1 n Ij 11n. De ne S 1 = fj 2 N 1 n I : a j = j g; S 2 = fj 2 N 1 n I : a j < j g; and S 3 = fj 2 N 1 n I : a j > j g: Suppose jS 1 j < 3n, then either jS 2 j 3n or jS 3 j 3n. Suppose jS 2 j 3n (the case jS 3 j 3n is handled analogously). Construct a feasible point x 2 F using only variables with an index in S 2 . Obviously, x = 2 F 0 , which contradicts F 0 F. Now suppose 3n jS 1 j < jN 1 n Ij. Consider any variable x k with k in S 2 S 3 , i.e., any variable with j 6 = a j . Construct a feasible point x 2 F using x k and variables with an index in S 1 . Obviously, x = 2 F 0 , which contradicts F 0 F. Consequently, jS 1 j = jN 1 n Ij and j = a j for all j 2 N 1 n I. Analogously, we can show that j = a j for all j 2 N 2 n I. Therefore, j = a j for all j 2 N and F = F 0 , i.e., F is a facet of conv(P). 2 Proposition 6 The facet-de ning inequality (??) cannot be obtained by lifting a cover inequality plus xing at most n variables (The cover inequality can be for the original knapsack constraint as well as for a simple LCI).
Proof: Compare the simple LCI (??) with (??). If we x some variables of (??) and move the corresponding terms to the right-hand side, then the value of the right-hand side cannot increase. Suppose that we obtain (??) by xing variables of (??). Since the right-hand side of (??) is greater than or equal to 3n, jCj > 3n in (??). Since (??) has no variables with coe cients equal to one, we need to x at least 3n variables to eliminate all the variables with coe cients equal to one in (??). However, we are only allowed to x at most n variables. 2
Next, we present two propositions concerning slightly perturbed versions of the above class of 0-1 knapsack constraints, namely 12n X j=1 (2 2 n ? j )x j + 20n X j=12n+1 (3 2 n ? j )x j 6n 2 n ; (9) for n 10; j 2 f0; 1; : : :; b2 n?1 =3nc for 1 j 20ng. Let P n 2 be the set of 0-1 solutions to (??).
Proposition 7 P n 1 = P n 2 .
Proof: If x 2 P n 1 , then x 2 P n 2 since j 0, j 2 N. If x 2 P n 2 for all j , then < 6n + 1: Hence x 2 P n 1 . 2 Note that if we x some variables to the same values in P n 1 and P n 2 , they are still equal. Therefore, we have Proposition 8 Inequality (??) de nes a facet of the polytope for P n 2 for n 10 where all variables x j , j 2 I are xed. Now, we are ready to introduce the class of instances for which we will show that branchand-cut algorithms based on simple LCIs have to evaluate an exponential number of nodes to prove optimality. Consider the following class of instances of 0-1 knapsack problems (KP): (60n 2 n ) 20n ? 20n 2 n = 6n + 40n 2 n : Hence by Proposition 9, bz i lp c 6n + 40n 2 n > z KP , i.e. node i cannot be fathomed, so all nodes of the branching tree at depth n cannot be fathomed. Hence the number of the nodes of the branching tree is at least 2 n . 2
It is easy to see that the input length of KP is t = O(n
