We propose a quantum walk defined by digraphs (mixed graphs). This is like Grover walk that is perturbed by a certain complexvalued function defined by digraphs. The discriminant of this quantum walk is a matrix that is a certain normalization of generalized Hermitian adjacency matrices. Furthermore, we give definitions of the positive and negative supports of the transfer matrix, and clarify explicit formulas of their supports of the square. In addition, we give tables by computer on the identification of digraphs by their eigenvalues.
Introduction
The Grover walks are the simplest quantum walks to be defined by providing graphs, and they are recently well-studied, including topics on quantum search; see [12] and its references therein, graph isomorphism problem [1] , periodicity [7, 10, 14, 15] , relation to the Ihara Zeta function [8, 13, 9] , and so on. They are originally defined by undirected graphs, but we will extend them to directed graphs in this paper.
In order to define our quantum walk, we introduce a certain complexvalued function θ and generalize the shift operator, which can be regarded as perturbations by θ. We define such function θ from digraphs and consider something like Grover walk equipped with θ. This quantum walk can be seen as the one to have information of digraphs. Moreover, the discriminant of our quantum walk coincides a matrix that is a certain normalization of Hermitian adjacency matrices, which should have been introduced in the context of spectral graph theory [4, 11] .
As Emms, Hancock, Severini and Wilson [1] attempted to distinguish strongly regular graphs by their spectrum of matrices coming from quantum walks, we also want to use matrices coming from quantum walks to identify digraphs. For this purpose, we give explicit formulas for the positive and negative supports of the square of the transfer matrix of our quantum walk. In the case of undirected regular graphs, the eigenvalues of the positive support of the square of the Grover transfer matrices are determined by the eigenvalues of the adjacency matrices [2] . However, we will see that this is not always true for directed graphs. In addition, we give tables by computer on the identification of digraphs by their eigenvalues.
This paper is organized as follows. In Section 2, we review basic terminologies related to graphs and quantum walks, and give a definition of our quantum walk. In Section 3, we give a definition of generalized Hermitian adjacency matrices, and state that our quantum walk and these matrices are related to each other. In Section 4, we show so-called spectral mapping theorem, that is, we show that the eigenvalues of the transfer matrix can be written roughly by the ones of generalized Hermitian adjacency matrices. In Section 5, we calculate the eigenvalues of the transfer matrix of the digraphs cospectral with K n in the sense of Hermitian adjacency matrices found by Guo and Mohar [4] . In fact, it can be seen that these digraphs are also cospectral in the sense of our transfer matrix. In Section 6, we give a definition of the positive and negative supports of our transfer matrix to the n-th power. For the case of n = 2, we show that these matrices can be roughly expressed by the ones of Grover transfer matrix on the underlying graph. In Section 7, we confirm that Guo-Mohar's digraphs, which could not be identified even by the eigenvalues of our transfer matrix, can be partially identified by the supports of the square. In Section 8, consideration by computer on the identification of digraphs by the eigenvalues of matrices newly obtained in this study is given. In this consideration, tables similar to the ones for adjacency matrices and Hermitian adjacency matrices made by Guo and Mohar [4] are given.
Grover walks and their generalization
First, we review several notations on graphs. Let G = (V (G), E(G)) be a finite simple and connected graph with the vertex set V (G) and the edge set E(G). For an edge uv ∈ E(G), the arc from u to v is denoted by (u, v) . The origin and terminus vertices of e = (u, v) are denoted by o(e), t(e), respectively. We express e −1 as the inverse arc of e. We define
which is the set of the symmetric arcs of G.
2.1. Grover walks on undirected graphs. Let G be a finite simple and connected graph. Then, G defines the following three complex matrices K, S, C. First, K = K(G) is the complex matrix whose rows are indexed by V (G) and columns are indexed by A(G), defined by
where δ a,b is the Kronecker delta symbol. Note that KK * = I. Second,
The matrices S and C are called the shift operator and the coin operator, respectively. Usually, it is customary for these matrices K, S, C to be defined as mappings on l 2 -spaces on V (G) and A(G), but we would like to study quantum walks from the viewpoint of spectral graph theory, so these operators are displayed in matrix and we will discuss by using matrices. The Grover transfer matrix U = U (G) is the product of the shift operator and the coin operator, that is,
Since S and C are unitary, U is also a unitary matrix, so U can define a quantum walk on a given graph G. We call this quantum walk the Grover walk. Note that U is the complex matrix indexed by A(G) and the (a, b)component can be calculated as
so some papers directly give a definition of the Grover transfer matrix by this computation.
2.2.
Quantum walks defined by digraphs. Based on the Grover walks, our quantum walks will be defined. Let G be a finite simple and connected graph and let θ :
We consider a condition where S θ is unitary and self-adjoint. The following Lemma is easy, but it should be confirmed.
Lemma 2.1. With the above notation, we have the following:
By this Lemma, the matrix U θ = S θ C is also unitary, where C = C(G) is the coin operator given in the previous subsection. We call U θ the transfer matrix of a graph G. In this paper, we discuss the quantum walks defined by U θ . Now, we check several terminologies on digraphs. A digraph G consists of a finite set V (G) of vertices together with a subset
is so-called the underlying graph of a digraph G, and this is often regarded as an undirected graph. If (x, y) ∈ A(G) ∩ A(G) −1 , we say that the unordered pair
. Throughout this paper, we assume that digraphs are weakly connected, i.e., for any digraph G, we suppose that G ± is connected.
A function θ which satisfies the condition (ii) of Lemma 2.1 can be defined from digraphs. Let η ∈ R. For a digraph G = (V (G), A(G)), we define a function θ :
Clearly, θ(a) + θ(a −1 ) = 0 (2.2) holds for any a ∈ A(G ± ). We call this the η-function of a digraph G. Then, we can think that a digraph G equipped with an η-function θ defines the transfer matrix U θ = S θ (G ± )C(G ± ). The operators (matrices) used in our quantum walks are summarized in Table 1 , where G = (V (G), A(G)) is a digraph equipped with an η-function θ.
Notation Name Indices of rows and columns Table 1 . The operators (matrices) used in our quantum walk
Hermitian adjacency matrices
Guo-Mohar [4] and Li-Liu [11] independently defined the Hermitian adjacency matrix as a new matrix determined by a digraph. Since this matrix is Hermitian, the eigenvalues are real numbers and the interlacing theorem can be used, so this is a convenient matrix for estimating invariants of graphs. Basic properties of the Hermitian adjacency matrix can be seen in both papers. In [4] , we can see estimation on the maximum eigenvalue and the spectral radius. In [11] , consideration of the Hermitian energy is carried out.
For a digraph G, the Hermitian adjacency matrix H = H(G) is the complex matrix indexed by the vertex set V (G), where
When every edge of G lies in a digon, H(G) coincides with the adjacency matrix, so in this sense, the Hermitian adjacency matrices can be seen as a generalization of the ordinary adjacency matrices of undirected graphs. We generalize this matrix by interpreting the complex value i as e π 2 i . For η ∈ R and a digraph G, the η-Hermitian adjacency matrix H η = H η (G) is the complex matrix indexed by the vertex set V (G), where
Note that H π 2 = H. Due to the spectral mapping theorem which will be described in Section 4, the eigenvalues of U θ are roughly expressed by the ones of a matrix indexed by the vertex set, called discriminant. In the case of Grover walks, the discriminant corresponds to the transition matrix of the simple random walk. As we will see, the discriminant of our quantum walk is a certain normalized Hermitian adjacency matrix. For a digraph G, we define the degree matrix D = D(G) by D xy = (deg G x)δ x,y for vertices x, y ∈ V (G). For η ∈ R, we define the normalized η-Hermitian adjacency matrixH η bỹ
This implies that the eigenvalues ofH η can be determined by H η .
The following can be easily confirmed by calculating each components directly, but this equality is valuable in the sense of connecting quantum walks and spectral graph theory. Theorem 3.1. Let η ∈ R and G be a digraph equipped with the η-function θ. Then we haveH
Supplementing a property of the eigenvalues of the normalized η-Hermitian adjacency matrix, we complete this section. In general, it is revealed that the eigenvalues of the discriminant are in the closed interval [−1, 1] (See the proof of Proposition 1 in [6] ), but we give a proof of this fact from the viewpoint of spectral graph theory Proof. Pick a vector f ∈ C n . From A * = A and A 2 = A,
so f, Af is a real number. Since the eigenvalues of A are only 0, 1, we can write as f = g 0 + g 1 , where g i is an eigenvector of i ∈ {0, 1}. Then we have Proof. Let f be an eigenvector ofH η =H η (G) of an eigenvalue λ. Then
so we have the desired inequality.
Spectral mapping theorem
The eigenvalues of the normalized η-Hermitian adjacency matrix are real, and they are in the closed interval [−1, 1] ⊂ R from Proposition 3.3. In fact, most eigenvalues of the transfer matrix U θ are values obtained by lifting the eigenvalues ofH η onto the unit circle. Such facts are often called spectral mapping theorems, and well-studied in quantum walks on graphs (see e.g., [9] and its references therein). In 2014, Higuchi, Konno, Sato and Segawa [6] introduced certain quantum walks, which are called twisted Szegedy walks, and revealed a spectral mapping theorem derived from twisted random walks. In this section, we confirm that spectral mapping theorem holds for our quantum walk via twisted Szegedy walks.
For a digraph G, a path of G is a sequence of arcs (a 1 , a 2 , . . . , a r ) with t(a j ) = o(a j+1 ) for j = 1, . . . , r − 1. If t(a r ) = o(a 1 ), then it is said to be closed. We denote the set of all closed paths of G by C(G). A function
for all a ∈ A(G ± ).
Lemma 4.1. Let G be a digraph. Then the transition probability p defined by
Proof. Considering the positive valued function m defined by
we can check m(o(a))p(a) = 1 = m(t(a))p(a −1 ).
4.1.
Twisted Szegedy walks. In this subsection, we review twisted Szegedy walks. Let G be a finite simple and connected graph. A function w :
for any a ∈ A(G). The operators (matrices) related to twisted Szegedy walks are summarized in Table 2 .
Notation
Name Indices of rows and columns 6]). Let G be a graph equipped with a weight function w and a 1-form function θ. Denote m ±1 by the multiplicities of the eigenvalues ±1 of T (w,θ) , respectively. Then we have
4.2.
Spectral mapping theorem for our quantum walk. The function
is clearly a weight function, and any η-function θ is a 1-form function by (2.2).
Theorem 4.3. Let G be a digraph equipped with an η-function θ and U θ be the transfer matrix. Denote m ±1 by the multiplicities of the eigenvalues ±1 ofH η (G), respectively. Then we have
Proof. We consider the twisted Szegedy walk on G ± associated with w 0 and θ. By Theorem 4.2, it is enough to show thatH η (G) = T (w 0 ,θ) and U θ is similar to U (w 0 ,θ) . The following equalities can be checked immediately:
Thus, as for the discriminant operators, we have
In addition,
We have the desired statement.
In [6] , the values m ±1 are also determined with a general weight function and a 1-form function. In the quantum walks we consider, the situations of case division can be summarized slightly simpler.
Fix a digraph G with an η-function θ. For a function f : A(G ± ) → C and a closed path c = (a 1 , . . . , a r ), we define
In determining m ±1 , the value c argw in [6] is the key. In our situation, the modified weight functionw : A(G ± ) → C is nothing but the one defined bỹ
so for a closed path c = (a 1 , . . . , a r ), we have
Again, for a digraph G equipped with an η-function θ, we define the function
for a closed path c = (a 1 , . . . , a r ). We consider four situations:
(i) G ± is bipartite and I(c) ∈ 2πZ for any closed path c;
(ii) G ± is non-bipartite and I(c) ∈ 2πZ for any closed path c;
(iii) G ± is non-bipartite and for any closed path c,
if c is an even length closed path,
if c is an odd length closed path;
(iv) otherwise.
Then, Lemma 2 in [6] can be rewritten as follows.
Proposition 4.4. Let G be a digraph equipped with an η-function θ. Denote m ±1 by the multiplicities of eigenvalues ±1 ofH η (G), respectively. Then we have
In our quantum walk, we consider the transition probability p defined by p(e) = 1/ deg G ± o(e), but p is reversible by Lemma 4.1, so the condition on reversibility vanishes.
As a consequence of this Proposition, a necessary and sufficient conditions for the Hermitian adjacency matrix of a k-regular digraph to have eigenvalues ±k is clarified. This may be interesting also from the viewpoint of spectral graph theory. Proof. Since G is k-regular, we haveH π 2 (G) = 1 k H. Thus, the statement follows from Proposition 4.4.
Guo-Mohar's H-cospectral mates for K n
Let η ∈ R and let G and G be digraphs. G is H η -cospectral for G if Spec(H η (G)) = Spec(H η (G )). Guo and Mohar [4] determined all Hcospectral mates for the complete graph K n . They are the following graphs. Let a ∈ {0, 1, . . . , n}. The digraph Y a,n−a is defined by V (Y a,n−a ) = {1, 2, . . . , a} {a + 1, a + 2, . . . , n} = {1, 2, . . . , n},
where [n] = {1, 2, . . . , n}. For convenience, we call the first a vertices the upper vertices and the last n − a vertices the lower vertices. Roughly speaking, this digraph is the two complete graphs K a and K n−a with all possible arcs from K a to K n−a . Note that Y n,0 = Y 0,n = K n . Proposition 5.1 (Proposition 8.6 in [4] ). For each n, there are precisely n non-isomorphic H-cospectral digraphs for K n . These are the digraphs Y a,n−a for a ∈ {0, . . . , n − 1}.
This digraphs Y a,n−a can be obtained from K n by the following deformation. Let G be a digraph and S ⊂ V (G). Define δ(S) = {(x, y) ∈ A(G) | |{x, y} ∩ S| = 1}. If δ(S) contains only digons, then G and the digraphs obtained by replacing each digon {x, y} with x ∈ S and y ∈ S by the arc (x, y) have the same spectrum in the sense of the Hermitian adjacency matrix (Proposition 8.3 in [4] ). This can be generalized to the η-Hermitian adjacency matrix for any η ∈ R. Moreover, we can also see the following. Recall that the function ϕ is defined by ϕ(z) = (z + z −1 )/2. Lemma 5.3. Suppose n ≥ 3. Let G be a digraph Y a,n−a equipped with an η-function θ for a ∈ {0, 1, . . . , n − 1}. Then the spectrum of U θ = U θ (G) is
.
In particular, the digraphs Y a,n−a are U θ -cospectral for K n .
Proof. The H η -spectrum of K n is {n − 1 (1) , −1 (n−1) }. By Proposition 5.2, the H η -spectrum of Y a,n−a is also {n − 1 (1) , −1 (n−1) }. Since Y ± a,n−a is (n − 1)regular, we have Spec(H η (Y a,n−a )) = 1 (1) , − 1 n−1 (n−1) . Considering the inverse image of ϕ, a set of eigenvalues
. In order to determine the multiplicity of the eigenvalues ±1, we next investigate the value I(c) for any closed path c on Y ± a,n−a . Since c is a closed path, the number of arcs from an upper vertex to a lower vertex and the one from a lower vertex to an upper vertex have to be same. This implies that I(c) is always zero. Thus, Y a,n−a is always in the case (ii) of Proposition 4.4, so we have (m 1 , m −1 ) = (1, 0). Therefore, a set of eigenvalues 1 (n(n−1)/2−n+1) , −1 (n(n−1)/2−n) (5.2) of U θ (Y a,n−a ) is born. Combining (5.1) and (5.2), we have the statement.
We summarize this Section. By Proposition 5.2, we see that the Hcospectral mates Y a,n−a for K n constructed by Guo and Mohar are actually H η -cosprctral for K n . Moreover, they have the same spectrum in the sense of the transfer matrix U θ with any η-function θ by Lemma 5.3. In the next section, we suggest a positive support of U θ in a sense. This enables us to partially distinguish the digraphs Y a,n−a by their spectrum.
The positive and negative supports
As Emms, Hancock, Severini and Wilson [1] attempted to distinguish strongly regular graphs by the spectrum of matrices come from quantum walks, we also want to define new matrices similar to the positive support of the Grover transfer matrix and consider the isomorphism problem of graphs by eigenvalues from the viewpoint of quantum walks. Also, we define the negative support M − of M by swapping the orientation of the inequality sign. The following is a basic formula on the positive support of the Grover transfer matrix.
Lemma 6.1 ([1] ). Let G be an undirected connected k-regular graph and U = U (G) be the Grover transfer matrix. Then we have
Consideration of the positive support of the n-th power has been done in various papers. Godsil and Guo [2] revealed a clear formula on the positive support (U 2 ) + of the square of U , which is that (U 2 ) + = (U + ) 2 + I holds for k-regular graphs with k ≥ 3. In addition, consideration of (U 3 ) + was carried out in [3, 5] . More generally, (U n ) + has been investigated in [9] . On the other hand, those consideration always has assumptions on regularity or a condition on girth, and it seems that it has not been investigated much in general situation so far. Now, we want to define the positive support of our transfer matrix U θ = U θ (G), but this is a complex matrix, so we have to consider how to define its positive support. Considering the similarity to the one on undirected graphs, we propose the following definition. 
otherwise.
We will also consider the negative support of U θ . Define U (n,−) θ by swapping the orientation of the inequality sign.
If G is an undirected graph, then θ is the zero function, so D θ = I and U θ (G) = U (G), where U (G) is the Grover transfer matrix of the undirected graph G. Then D θ U n θ = U (G) n , so we have U θ (G) (n,+) = (U (G) n ) + for any positive integer n.
In the discussion below, our quantum walk on a digraph G and the Grover walk on G ± are intermixed, so we need to read cautiously. Lemma 6.3. Let G be a digraph equipped with an η-function θ. Then we have
Proof. (i) This statement can be checked by calculating the components of both sides. (ii) Remarking that C = C(G) = C(G ± ), we have
By this Lemma, we see that the positive support of the first power of our transfer matrix is the same as the one of the Grover transfer matrix. The reason for giving Definition 6.2 is to make this equality hold.
Proof. By (ii) of Lemma 6.3, we have
for any arcs a, b ∈ A(G ± ). Considering the negative support as well, we see that the first statement follows. If G is k-regular, then G ± is also k-regular, so we have the second statement by Lemma 6.1.
6.3.
The negative support of the Grover transfer matrix. Before discussing the positive support U (2,+) θ of the square, we consider the negative support of U for undirected graphs. Actually, we will see that U (2,ε) θ can be expressed by the positive and negative supports of U 2 .
Let G be a k-regular undirected graph and U = U (G). Recalling that
we see that U ab < 0 if and only if δ a −1 ,b = 1. Thus, we have the following. Proposition 6.5. Let G be a k-regular undirected graph with k ≥ 3 and U be the Grover transfer matrix of G. Then we have
Next, we discuss the negative support (U 2 ) − of the square. For general description, digraphs are assumed. Let G = (V, A) be a k-regular digraph equipped with an η-function θ and U = U (G ± ) be the Grover transfer matrix of G ± . For arcs a, b ∈ A ±1 , define the set A(a, b) as follows:
Classification of arcs a, b ∈ A ± to give |A(a, b)| = 1 is the key to determine the positive and negative supports of the square. Remarking that (δ t(z),o(a) , δ a,z −1 ) = (0, 1) does not happen, (6.1) is equivalent to (δ t(z),o(a) , δ a,z −1 ) = (1, 0), (1, 1) . Dealing with (6.2) similarly, there are precisely 2 × 2 cases we have to consider. In each case, we have δ t(z),o(a) = δ t(b),o(z) = 1, so z is determined to be the arc (t(b), o(a)). This implies that |A(a, b)| ≤ 1. Moreover, the 2 × 2 cases we have are nothing but the ones of (i), (ii), (iii), (iv) in our statement. Proof. By Lemma 6.6, we see that (U 2 ) ab = 0 if and only if |A(a, b)| = 1. From this, we have (U 2 ) ab > 0 if (a, b) is in ether (i) or (iv), and (U 2 ) ab < 0 if (a, b) is in ether (ii) or (iii).
By this Corollary, we get to be interested in the cases (ii) and (iii) to find (U 2 ) − . In order to describe these situations in matrix, we introduce the following matrices.
Let G be a digraph. We define the two matrix F t and F o whose rows are indexed by V (G) and columns are indexed by A(G) ±1 , respectively, where
Lemma 6.8. Let G be a digraph equipped with an η-function θ. Then we have
Proof. Proven by direct calculation.
On regular digraphs, we have the following. Lemma 6.9. Suppose k ≥ 3. Let G be a k-regular digraph equipped with an η-function θ. Then we have
Proof. In order to prove (i), we first state
This is proven by
Therefore, we have
We next prove (ii). Remark that U 
(by (i) of Lemma 6.8)
Now, we give the structure of (U 2 ) − . Proposition 6.10. Suppose k ≥ 3. Let G be a k-regular undirected graph and U be the Grover transfer matrix of G. Then we have
Proof. For ε ∈ {o, t}, we can confirm that
so by Corollary 6.7, we have , argument must be divided by the value of η. Let G = (V, A) be a digraph. Then the digraph G −1 = (V, A −1 ) is socalled the transpose graph of G. Also, when G is equipped with an η-function θ, we sometimes write as θ = θ G . For an η-function θ, we define a function −θ by (−θ)(a) = −θ(a) for an arc a. Clearly,
follows. First, we state the following. Proposition 6.11. Let G be a digraph equipped with an η-function θ. Then we have
Proof. It is enough to show that
holds for any arcs a, b ∈ A(G ± ). Writing as U = U (G ± ), we can calculate as follows:
From the above Proposition, we unfortunately cannot distinguish G and G −1 by U (2,ε) θ . Lemma 6.12. Let G be a digraph equipped with an η-function θ. Then we have
Proof. By (6.4), we have
For an η-function θ, the function −θ is nothing but the (−η)-function. By Lemma 6.12, we need to consider only the range 0 ≤ η ≤ π since we consider η to be the rotation angle. Now, we determine the structure of U 
so the value of (D θ U 2 θ ) ab is, roughly speaking, either rotated U 2 ab or nonrotated U 2 ab , and it depends on whether m(a, b) ∈ A(G) ∩ A(G) −1 or not. Therefore, we define the following matrix R, which is indexed by A(G ± ), such that
By using this matrix, U (2,ε) θ can be described depending on the value of η as follows. For ε ∈ {+, −}, we denote the element of {+, −} \ {ε} by −ε. Theorem 6.13. Let G be a digraph equipped with an η-function θ and U = U (G ± ) be the Grover transfer matrix of G ± . For ε ∈ {+, −}, we have
Proof. We only provide a proof in the case of ε = +. Fix arcs a, b ∈ A(G ± ). If m(a, b) ∈ A(G ± ), then (D θ U 2 θ ) ab = 0 by Lemma 6.6. From (6.5),
In the case of η = π 2 , we see that Re(D θ U 2 θ ) ab > 0 if and only if (U 2 ) ab > 0 and m(a, b) ∈ A(G)∩A(G) −1 by (6.6). This implies (U ) ab = ((U 2 ) + ) ab R ab + ((U 2 ) − ) ab (1 − R ab ). Summarizing the above, we have the statement.
By this Theorem, we see that the structure of U
On the other hand, if π 2 ≤ η ≤ π, the information of digraphs live. However, if a digraph G does not have any digons, R is determined to be the zero matrix, so we have
In any case, it may be interesting that the structure of U (2,ε) θ is represented by the positive and negative supports of the underlying graph and it moreover changes by the value of η.
Counting digons
In this section, we find the number of digons via U 
. For any arc a ∈ A(G ± ), the pair of arcs (a, a) is in (i) of Lemma 6.6, so ((U 2 ) + ) aa = 1 by Corollary 6.7. Suppose 0 ≤ η < π 2 . By Theorem 6.13, we have Using this, we see that Guo-Mohar's digraphs Y a,n−a can be identified about half by eigenvalues of U (2,+) θ . Corollary 7.2. Let π 2 ≤ η ≤ π and we consider the η-function θ. Suppose a ≥ n − a and b ≥ n − b, i.e., a, b ≥ n 2 . If a = b, then Φ(U
where Φ(M ) denotes the characteristic polynomial of a matrix M .
Proof. We denote the number of digons in the digraph Y k,n−k by d(k). Then
Without loss of generality, we can assume a > b. Since a + b > n, we have
In particular, d(a) = d(b). By (ii) of Proposition 7.1, it can be seen that the coefficients of the characteristic polynomials are different.
Note that we have d(a) = d(n − a), but Y a,n−a and Y n−a,a are not isomorphic to each other unless a ∈ {0, n}. However, Y −1 n−a,a = Y a,n−a , so we unfortunately have Φ(U
(Y n−a,a )) by Proposition 6.11. The two digraphs Y a,n−a and Y n−a,a cannot be identified by the spectrum of U (2,+) θ .
Tables
Up to the previous section, we have obtained several new matrices defined by digraphs. In this section, using computer, we observe the behavior that small digraphs can be identified by eigenvalues of these matrices with how much. Here, we made the following tables similar to the one for adjacency matrices and Hermitian adjacency matrices made by Guo Table 6 . The H η -spectra of small digraphs with η = 2 3 π Let E n = ({1, 2, . . . , n}, ∅) be the empty graph with n vertices. We give tables on U (2,+) θ , but the transfer matrix cannot be defined from E n , so this graph is excluded from the following tables. -spectra of small digraphs except E n with π 2 < η ≤ π
Further remarks
In this paper, we proposed a quantum walk defined by digraphs, and stated that the transfer matrix relates to Hermitian adjacency matrices. By the spectral mapping theorem, the eigenvalues of our transfer matrix are roughly determined from the ones of Hermitian adjacency matrices. Therefore, eigenvalue analysis of Hermitian adjacency matrices themselves seems to be important in order to study properties of the quantum walk brought by features that each digraph has. For example, research to determine periodic digraphs while establishing a method for eigenvalue analysis of Hermitian adjacency matrices may be interesting. Also, research using matrices associated with quantum walks to determine or estimate invariants of digraphs may be worthwhile.
Additionally, the structure of U (2,ε) θ was clarified in this study, but the values in Table 7 and Table 8 are by no means good. Considerations for n ≥ 3 should be done as our future tasks. Finding an explicit formula on U (n,ε) θ is also interesting.
