This paper is concerned with a stability problem for a class of stochastic recurrent impulsive neural networks with both discrete and distributed time-varying delays. Based on Lyapunov-Krasovskii functional and the linear matrix inequality (LMI) approach, we analyze the global asymptotic stability of impulsive neural networks. Two numerical examples are given to illustrate the effectiveness of the stability results.
INTRODUCTION
Over the past decades, the recurrent neural networks with time varying delays have found their important applications in various areas such as image processing, pattern recognition, optimization solvers and fixed point computation [4, 5, 6] . Stability analysis is the basic knowledge for dynamical systems and is useful in the application to the real life systems. Many important results have been proposed to guarantee the global asymptotic or exponential stability for the recurrent neural networks with time delays, see example [3] [4] [5] [6] . On the other hand time delays are often encountered in neural networks due to the finite switching speed of amplifiers and the inherent communication time of neurons.
Neural networks have a spacial nature due to the presence of parallel pathways with a variety of axon sizes and lengths, so it is desirable to model them by introducing unbounded delays. In recent years there has been a growing research interest in the study of neural networks with both discrete and distributed delays [17, 23, 24, 25, 29] . It should be mentioned that using linear matrix inequality (LMI) approach the sufficient global asymptotic stability conditions have been derived in [23] for a general class of neural networks with both discrete and distributed delays. Dynamical systems are often classified into two categories of either continuous-time or discrete-time systems. These two dynamic systems are widely studied in population models and neural networks, yet there is a somewhat new category of dynamical systems, which is neither continuous-time nor purely discrete-time; these are called dynamical systems with impulses. A fundamental theory of impulsive differential equations has been developed in [20] . For instance, in the implementation of neural networks, the state of the networks is subject to instantaneous perturbations and experiences abrupt changes at certain instants, which may be caused by the switching phenomenon, frequency change or other sudden noise that is it exhibits impulsive effects [27, 28, 30]. Neural networks are often subject to impulsive perturbations that in turn affect dynamical behaviors of the systems. Therefore, it is necessary to take both time delays and impulsive effects in to account on the dynamical behaviors of neural networks.
When performing the computation, there are many stochastic disturbances that affect the stability of neural networks. A neural network could be stabilized or destabilized by certain stochastic inputs [1] . It implies that the stability of stochastic neural networks also has primary significance in the research of neural networks. Hence the stability analysis problem for stochastic neural networks becomes increasingly significant and some results related to this problem have recently been published, see [1, 12-14, 16, 19, 21, 22, 24, 26] . We establish new stability conditions for the recurrent impulsive neural networks to be globally asymptotically stable by utilizing Lyapunov-Krasovskii functional method and using some well-known inequalities. Compared with the earlier results in the literature, those results are less restrictive and less conservative.
Motivated by the above discussions, this paper aims to develop the global asymptotic stability in the mean square for stochastic recurrent impulsive neural networks with both discrete and distributed delays. For the best of author's knowledge there were no global stability results for stochastic recurrent impulsive neural networks with both discrete and distributed delays. Based on Lyapunov stability theory and linear matrix inequality technique, the stability conditions are given in terms of LMIs which can be easily checked by LMI control toolbox in MATLAB. We provide two numerical examples to illustrate the effectiveness of the stability results. 
PRELIMINARIES

GLOBAL STABILITY RESULTS
In this section, we establish the global asymptotic stability of the addressed network by using linear matrix inequality method and Lyapunov functional technique. …. (4) …. (5) …. (6) where , .
Then system (3) is globally asymptotically stable.
Proof. We use the following Lyapunov function to derive the stability result (7) where Thus, for ensuring negativity of for any possible state, it suffices to require be a negative definite matrix. From (7), . , if and only if .
When , we have
Based on the Lyapunov-krasovskii stability theorem, the impulsive neural network (3) is globally asymptotically stable. …. (10) where , ,
Then the dynamics of the delayed stochastic impulsive neural network (3) 
NUMERICAL EXAMPLES
Now, we give two numerical examples to illustrate the effectiveness of our main results. 
The obtained result shows that the delayed stochastic recurrent neural network (12) with impulsive effect is globally asymptotically stable.
