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Abstract: Energy saving, reduction of greenhouse gasses and increased use of renewables are 
key policies to achieve the European 2020 targets. In particular, distributed renewable energy 
sources, integrated with spatial planning, require novel methods to optimise supply and 
demand. In contrast with large scale wind turbines, small and medium wind turbines (SMWTs) 
have a less extensive impact on the use of space and the power system, nevertheless,  
a significant spatial footprint is still present and the need for good spatial planning is a 
necessity. To optimise the location of SMWTs, detailed knowledge of the spatial distribution 
of the average wind speed is essential, hence, in this article, wind measurements and 
roughness maps were used to create a reliable annual mean wind speed map of Flanders at 
10 m above the Earth’s surface. Via roughness transformation, the surface wind speed 
measurements were converted into meso- and macroscale wind data. The data were further 
processed by using seven different spatial interpolation methods in order to develop regional 
wind resource maps. Based on statistical analysis, it was found that the transformation into 
mesoscale wind, in combination with Simple Kriging, was the most adequate method to create 
reliable maps for decision-making on optimal production sites for SMWTs in Flanders (Belgium). 
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1. Introduction 
Next to energy savings and reduction of emissions, an increased share of renewables in the European 
energy mix is a key priority of the Energy Union [1]. With a target of 20% by 2020 and 27% by 2030, 
Europe has set ambitious goals for renewable energy, requiring a broad mix of clean technologies,  
both large and small scale, to take a share.  
Over time, technical research and innovation projects on distributed renewable energy sources 
(DRES)—such as small and medium wind turbines (SMWTs)—have been a primary focal area of 
interest. However, wind energy generation is difficult to manage because of the irregular nature of wind 
flows. Further, the current transition in energy demand and supply also encompasses many aspects,  
such as the resource availability evaluation, the compliance with environmental and legal constraints, 
and many more technical aspects. In this complex context, understanding the spatial distribution of the  
long-term average wind speed is essential for decision-making, particularly in regards to the siting of 
wind turbines. Hence, the current transition in distributed energy demand and supply prompts a new area 
of research: spatial energy planning. Further, by combining technical and spatial wind research and 
integrating it with regulatory, economic and social constraints, a new interdisciplinary research and 
innovation area is unfolded with a high valorisation potential for energy prosumers on a local scale. 
Understanding the spatial distribution of the long-term mean wind speed is essential for  
decision-making, particularly in regards to the siting of wind turbines. However, there is often a lack of 
measurements to enable accurate wind speed mapping. Despite the long evolution of wind mapping and 
method development for assessing wind as a resource, along with increasing computational capabilities, 
a single general method for creating predicative wind maps does not exist. Indeed, a reliable approach 
depends on a number of factors that are context-related: the size of the analysed area, the required 
resolution of the results, the climatic and topographical characteristics of the analysed area, the density 
of the available meteorological measurements, etc. [2].  
In regions like Flanders (Belgium), an area of 13,522 km2 with ca. 6.4 million inhabitants and a high 
potential in terms of wind power generation, efficient energy planning based on renewables is a complex 
task. In fact, the region is characterised by a composite topography, a compound of land covers and 
dispersed buildings. The open space is no longer a monofunctional agricultural production area but, 
rather, a complex structure of fragments with varying densities and functions [3]. Marked by a dense 
matrix of meteorological stations, this region is challenging for identifying optimal SMWT locations. 
Next to meteorological data, basic wind speed measurements are equally available at various heights, 
covering the entire Flemish region. As shown in Figure 1, a primary wind study for Belgium was 
performed in 1984 by Hirsch. Although an interesting effort, it provides insucient insight in local wind 
availabilities to enable detailed siting for SMWTs. In 2014, a roughness map was generated for the Flemish 
region by converting land cover categories into sequences of roughness length [4]. 
Energies 2015, 8 8684 
 
 
 
Figure 1. Annual mean wind speed map of Belgium [5]. 
This article starts from the results of the latter study and develops a detailed low-height wind speed 
map, providing a useful tool for the identification of optimal locations for SMWTs in Flanders.  
The research aim is not to develop new methodologies, although some are described in Section 3, but to 
analyse data by applying already existing methods and producing an updated wind map, which is 
valuable for deployment of micro-wind energy.  
Another advantage of the proposed methodology is that it uses open source data and software. 
Compared to the method we propose here, more sophisticated models (i.e., Wasp or windPRO) and data 
assimilation techniques have been developed in literature, but they are not affordable for use by  
small municipalities.  
In Section 2, the wind speed measurements for Flanders and the roughness map are presented, 
providing the geo-database used in this study. Section 3 describes two types of exposure corrections and 
introduces the seven interpolation methods assessed in this study. The results are discussed and mapped 
in Section 4, and presents the conclusions of the selected methodologies for wind resource mapping.  
In order to demonstrate how the Annual Energy Production (AEP) can be calculated for a specific small 
or medium wind turbine, an AEP map is created in Section 5 for a 10 kW 3-blade, upwind, horizontal 
axis wind turbine. A Rayleigh distribution, which is identical to a Weibull distribution with shape  
factor 2, is used as the reference wind speed frequency distribution.  
2. Data collection  
2.1. Wind speed Measurements 
This work is based on the wind data recorded in a number of Flemish meteorological stations spread 
over the region. The study used recent observed data since both the wind climate and the environment 
have changed in the past decades. The collected data, location of meteorological stations, relative 
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recording dates and local wind speed measurements used in this study are summarised in Table 1.  
The geographic location of the meteorological stations is visualised in Figure 2.  
 
Figure 2. Location of the measurement stations used. 
Daily wind speed observations obtained from the National Climatic Data Center (NCDC) of the US 
National Oceanic and Atmospheric Administration (NOAA) [6] were collected for all available stations 
in Belgium, with the addition of some frontier mast data from the Netherlands and France. All stations 
are equipped with an anemometer at the height of 10 m, hence, the observed wind speed is the so-called 
“surface wind speed”, which is further averaged over a calendar year so as to rule out seasonal bias.  
Data validation is performed by using the more accurate and precise dataset created by the  
Royal Meteorological Institute (RMI), which refers to a smaller group of 18 stations selected from the  
original number.  
The data from NCDC include the average wind speed at 10 m for France, the Netherlands and Belgium. 
The data are validated through comparison with the corresponding dataset from RMI (for Flanders). 
Apart from being rounded to one decimal place, both sets are identical, therefore the extensive open-source 
database of NCDC is selected for producing regional wind maps in this study. 
Since recent studies suggest that climate change is affecting the prevailing wind profiles, 40-year-old 
observations are considered inadequate for future wind modelling [7]. Likewise, the landscape in 
Flanders has significantly changed over the past decades due to the development of built-up areas [8]. 
Therefore, meteorological stations with recent wind data (2010–2014) were selected and the annual 
mean wind speed was calculated based on five years of measurements, with the exception of  
Sint-Katelijne-Waver (only 2013–2014 available). Even with a reduced number of recent observations 
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as recorded in Table 1, it is observed that there is a decreasing trend of the annual mean wind speed over 
the last five years.  
Table 1. Summary of the measurement stations (height 10 m). The recent data is  
(2010–2014) indicated in bold letter type [6].  
Station 
Roughness 
[m] 
Latitude 
[°]  
Longitude 
[°]  
Begin Date End Date  
Mean Wind 
Speed  
[m/s] 
Mean Wind 
Speed 
(2010–2014) 
[m/s] 
Beauvechain  0.03 50.758 4.768 1/01/1973 42.004 3.88 3.70  
Beitem  0.469 50.900 3.116 1/02/2008 42.035 3.69 3.67  
Brasschaat  0.14 51.333 4.500 1/02/1973 31/01/2006 3.26  
Brussels NATL  0.037 50.902 4.485 1/01/1973 31/12/2014 3.99 3.62  
Brussels South  0.2 50.459 4.453 1/01/1973 31/12/2014 3.96 4.00  
Buzenol  0.6 49.616 5.583 26/10/2009 25/10/2014 2.76 2.74  
Casteau/Heli  0.8 50.500 3.980 1/01/2011 31/12/2014 2.18  
Chievres  0.1 50.575 3.831 1/01/1973 31/12/2014 3.73 3.75  
Deurne  0.896 51.189 4.460 1/01/1973 31/12/2014 3.55 3.58  
Diepenbeek  0.08 50.916 5.450 1/01/2010 31/12/2014 2.92 2.92  
Dourbes  0.6 50.100 4.600 1/01/2010 31/12/2014 2.52 2.52  
Elsenborn  0.6 50.466 6.183 1/01/1987 31/12/2014 3.11 3.12  
Ernage  0.1 50.583 4.683 1/01/2008 31/12/2014 4.06 4.04  
Florennes  0.15 50.243 4.645 1/01/1973 31/12/2014 3.75 3.69  
Genk/Zwartberg  0.676 51.012 5.522 7/01/1973 6/01/2004 3.60  
Gent/Industrie  0.021 51.187 3.799 1/01/1985 31/12/2014 3.31 3.32  
Humain  0.4 50.200 5.250 1/03/2010 28/02/2015 3.69 3.66  
Kleine Brogel  0.054 51.168 5.470 1/01/1973 31/12/2014 3.01 3.01  
Koksijde  0.06 51.090 2.652 1/01/1973 31/12/2014 4.68 4.57  
Liege  0.15 50.637 5.443 1/01/1973 31/12/2014 4.07 4.11  
Melle  0.2 50.983 3.816 1/01/2010 31/12/2014 3.42 3.42  
Mont-Rigi  0.2 50.516 6.066 16/01/2008 15/01/2015 3.83 3.74  
Oostende  0.64 51.198 2.862 1/01/1973 31/12/2014 5.22 4.75  
Oostende (Pier)  0.98 51.235 2.914 1/01/1973 31/12/2005 6.91  
Retie  0.118 51.216 5.033 26/10/2009 25/10/2014 2.64 2.63  
Saint Hubert Mil  0.2 50.035 5.404 1/01/1973 31/12/2014 3.88 3.29  
Schffen  0.03 51.000 5.066 2/01/1973 1/01/2015 3.93 3.21  
Semmerzake  0.231 50.933 3.666 1/01/1973 31/12/2014 3.70 3.26 
Sinsin 0.3 50.266 5.250 20/09/1984 19/09/1995 3.49  
Sint  
Katelijne-waver  
0.278 51.070 4.535 1/10/2012 30/09/2014 3.02 3.05  
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Table 1. Cont. 
Station  
Roughness 
[m] 
Latitude 
[°]  
Longitude 
[°]  
Begin Date End Date  
Mean Wind 
Speed  
[m/s] 
Mean Wind 
Speed 
(2010–2014) 
[m/s] 
Sint Truiden  0.03 50.791 5.201 1/01/1973 31/12/1991 3.62  
Spa/La 
Sauveniere  
0.1 50.483 5.916 1/01/1974 31/12/2014 3.87 3.74 
Uccle 0.621 50.800 4.350 1/01/1973 31/12/2014 3.48 3.44 
Zeebrugge  0.001 51.350 3.200 26/10/2009 25/10/2014 6.05 6.02 
Dunkerque  0.01 51.050 2.333 2/01/1973 1/01/2015 6.20 5.26 
Lesquin  0.1 50.561 3.089 1/01/1973 31/12/2014 4.37 4.09 
Eindhoven  0.1 51.450 5.374 1/01/1973 31/12/2014 3.94 3.64 
Ell AWS  0.15 51.200 5.766 1/01/2002 31/12/2014 3.53 3.46 
Gilze Rijen  0.05 51.567 4.931 1/01/1973 31/12/2014 3.81 3.53 
Maastricht  0.05 50.911 5.770 1/01/1973 31/12/2014 4.25 4.06 
Vlissingen  0.25 51.450 3.600 1/01/1973 31/12/2014 6.07 6.10 
Westdorpe  0.25 51.233 3.866 1/01/1995 31/12/2014 4.02 4.00 
Woensdrecht  0.3 51.449 4.342 1/01/1996 31/12/2014 3.45 3.48 
2.1.1. Roughness Map Flanders  
To account for the different surfaces in Flanders, a roughness map, developed in 2014 [4], was used. 
The map uses the roughness length of a land mark as indicator, defined by [9]. In this case, a resolution 
of 250 by 250 meters is presented (see Figure 3). 
 
Figure 3. Roughness map of Flanders [4]. 
Whilst the roughness length (z0) is not a physical length, it can be considered as a length-scale 
representing the roughness of the surface: for example, forests have a much larger roughness length than 
open sea areas. At a low height above the ground, or the surface layer, the roughness of a terrain affects 
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the turbulence intensity as well as the vertical wind pattern and, by consequence, the wind speed.  
The roughness map was constructed by the Flemish Institute for Technological Research (VITO)  
based on the CoORdination of INformation on the Environment (CORINE) Land Cover 2000 data set [9]. 
In this project, the National Geographic Institute (NGI) constructed the national land cover map using 
high resolution (Landsat Thematic Mapper) satellite images [10]. The detailed map enables correction 
of the observations for local sheltering and topography.  
3. Methodology 
In this section, the statistical interpretation process of the wind time series is explained. In detail,  
the section describes how seven different interpolation methods are tested and assessed in order to select 
the most performant way to generate a wind resource map of Flanders.  
3.1. The PBL Two Layer Model 
Over the last two decades, several studies have been carried out with the aim of creating an adequate 
statistical model for describing the wind speed frequency distribution. One of the more recent studies 
developed for the Netherlands [11] used the Planetary Boundary Layer (PBL) two-layer model. This 
two-layer transformation model from Wieringa [12] was further developed by Verkaik [13–17] and more 
recently by Wever and Groen [18]. The methodology is generally accepted and recommended [19–22], 
however, the report admits to not having explored the potential benefits of using Kriging  
(see Section 3.2.2), as detailed in Section 3.3 of [11]. 
In the research carried out by Wieringa in the 70s and 80s [12,23], wind speed variations on a 
resolution of 250 by 250 meters are caused mainly by differences in atmospheric stability and surface 
roughness. At a certain so-called blending height [12] these variations become negligible compared to 
the average speed, yielding a spatially homogeneous dataset suitable for interpolation. A roughness 
correction is applied to the observations by using the measured surface wind speed to calculate the 
regional wind speed that is representative for a larger area by using the roughness length of the 
meteorological station. After completion of the spatial interpolation, the regional winds are used to 
calculate the wind speed at 10 m by using the inverse roughness correction and by using the roughness 
map of Flanders [24]. Finally, according to this methodology, two different regional wind speeds are 
used for interpolation. This “roughness blending height” is set to be zb = 60 m [23]. The macrowind 
speed is measured at the top of the PBL. 
3.1.1. Mesowind  
At the blending height zb defined above, land covers and local obstacles have a minimal influence on 
the wind speed. This height is set to be zb = 60 m. The observed surface wind speed, Us, can be used to 
calculate the mesowind speed, Umeso, by assuming a logarithmic wind profile [24]:  
Umeso=Us 
୪୬ሺ ೥್೥బೞሻ
୪୬ሺ ೥ೞ೥బೞሻ
 (1) 
with z0s as the roughness length at the meteorological station site and zs as the anemometer height, equal 
to 10 m for all stations in this study. For all stations in Flanders, Wallonia, France and the Netherlands, 
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the roughness length z0s was estimated from a terrain description and by using data based on satellite 
images of the sites [25].  
It is shown that the mesoscale wind climate is spatially more homogeneous than the surface  
wind [11], hence, it is better suited for interpolation. The interpolated Umeso values in Flanders are then 
reconverted to the surface wind speed at 10 m, U10m, by using [24]:  
U10m = Umeso 
୪୬ሺభబ೥బሻ
୪୬ሺ೥್೥బሻ
 (2) 
with z0 as the roughness length at each 250 m pixel from the roughness map. 
3.1.2. Macrowind  
The use of macrowind for interpolation purposes is described by Wieringa and is further used to create 
a gridded wind speed map of the Netherlands [11]. In this method, two layers are defined. In the lower 
layer, the surface layer, Monin-Obukhov theory is used [26,27]. In this theory, the logarithmic wind 
speed profile is used to express the increase in wind speed U in the lower layer [28]: 
*
0
 ln( )κ s
z
z
uU   (3) 
by using the local roughness length at the site ݖ଴௦  and the Von Kármán constant κ = 0.4 [29,30].  
ݑ∗ is the friction velocity and is constant with height over homogeneous terrain, which makes it possible to 
calculate ݑ∗ at the meteorological stations. 
Geostrophic drag relations apply in the second higher layer, the planetary boundary layer (PBL).  
In the PBL, the wind speed increases further and in addition the wind direction veers (turns clockwise) 
such that a second wind speed component perpendicular to the surface wind speed (Vmacro) is formed [31]: 
κሺܷ െ ܷ୫ୟୡ୰୭ሻ
ݑ∗ ൌ ൤ln ൬
ݖ ݂
ݑ∗ ൰ ൅ ܣ൨ (4) 
Vmacro = B ௨
∗
ச  (5) 
with the Coriolis parameter f = 1.129 × 10−4 at 51°N [32]. The stability parameters A and B are equal to 
1.9 and 4.5 respectively, as is generally accepted in literature [17] when assuming neutral stability [33]. 
The vertical extrapolation methods rely on the neutral stability assumption; although neutral conditions 
characterised by log-profiles are common in general, stable and unstable conditions with non-log vertical 
profiles occur often as well [34].  
The wind at this PBL is called the macrowind, Smacro, and varies on a larger scale than the  
mesowind [12]. The macrowind Smacro consists of two components: Umacro is parallel to the surface wind 
and Vmacro is perpendicular to Umacro. Matching the two layers at the mesolevel according to  
Equations (3) and (4) leads to [17]: 
ܷ୫ୟୡ୰୭ ൌ ݑ
∗
κ ൤ln ൬
ݑ∗
݂ ݖ଴௦൰ െ ܣ൨ (6) 
The PBL ranges from a few hundred meters to a few kilometres above the surface of the Earth [35], 
the height of the top of the PBL is given by [17]: 
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݄ ൌ ݑ
∗
݂݁஺ (7) 
Both components Umacro and Vmacro and the root of the squared sum (macrowind speed, Smacro) are 
interpolated by using Simple Kriging separately onto the 250 m resolution grid of the regional surface 
roughness map. Such obtained Smacro values are cross-checked with the values calculated from the 
interpolated Umacro and Vmacro, yielding differences that are negligibly small.  
After spatial interpolation of the Smacro values at different location points, Smacro is used to calculate 
the surface wind speed at these locations, by using the inverse process. First the friction velocity ݑ∗ 
needs to be calculated, by using Equations (5) and (6), in order to calculate the surface wind speed U10m 
with Equation (3) using	ݖ଴	instead	of	ݖ଴௦ (see Figure 4b). 
3.2. Spatial Interpolation Methods  
In order to obtain an accurate picture of the Flemish wind potential, in addition to the roughness map 
and meteorological observations, the wind speed was estimated at un-recorded sites via spatial 
interpolation of the measured data. 
Various interpolation techniques are available, of which seven are commonly used for generating 
lacking data in meteorological variables (rainfall, solar radiation, sunshine, temperature, etc.). In [36] an 
overview of climatological studies using different interpolation methods is presented. For wind speed, 
spatial interpolation is commonly used [11,37–42].  
In this study, seven interpolation methods are tested: Inverse Distance Weighting (IDW), Global 
Polynomial Interpolation (GPI), Local Polynomial Interpolation (LPI), Radial Basis Functions (RBF), 
Ordinary Kriging (OK), Universal Kriging (UK) and Simple Kriging (SK).  
Prior to the interpolation process, the wind data at the different meteorological stations are used to 
calculate the wind speed at the blending height in order to reduce the wind speed variations and to obtain 
a spatially homogeneous dataset suitable for interpolation. The two different blending height methods, 
mesoscale wind (see Section 3.1.1) and macroscale wind (see Section 3.1.2), are used and compared to 
accomplish this exposure correction. The maps are evaluated by using Leave-One-Out-Cross-Validation 
(LOOCV) where one data point is discarded from the sample and the remaining observations are used 
to estimate the missing value [43]. A comparison between the observed and predicted wind speeds then 
leads to statistical values on which the quality of the methods can be validated. All methods are applied 
to create wind speed maps that are further analysed in Section 3.3. Based on this analysis, the most 
appropriate spatial interpolation technique for wind resource mapping was selected.  
Upon correction of the observed wind speed for the influence of the land cover and local obstacles,  
a spatial interpolation is required to construct a gridded wind speed map. In this section, the basic 
principles of the interpolation techniques used in the study are explained. All interpolations are 
performed by using the Geostatistical Analyst from the geographic information system ArcGIS 10.1.  
In general, interpolation methods are either denoted as deterministic or as geostatistical. Deterministic 
interpolation techniques use the configuration of sample points to create a surface defined by a 
mathematical function, while geostatistical techniques make use of the statistical properties of sample 
data to create a surface.  
Energies 2015, 8 8691 
 
 
3.2.1. Deterministic methods  
Inverse Distance Weighted (IDW) 
Inverse Distance Weighted (IDW) is one of the most simple interpolation methods. It is based on the 
assumption that the influence of each sample point is reduced with distance. Every predicted value is 
calculated by a linear combination of the surrounding measured values within a search neighbourhood, 
multiplied by a weight that is proportional to the inverse of the distance. Therefore, the closest values 
will have a larger influence on the estimated values than sample points that are located farther away. 
IDW is a so-called exact method, meaning that the surface passes through all measured sample points. 
The estimated value at location s0, መܼs0 can be determined from [44,45]:  
መܼ௦଴ ൌ ∑ ܼ௜
ே௜ୀଵ ݀௜ି௣
∑ ݀௜ି௣ே௜ୀଵ
 (8) 
with Zi as the sample values, N as the total number of sample values, di as the distance between the 
sample point and the estimated point and p as the inverse distance weighting power (IDP). The IDP 
factor determines the rate at which the influence of the sample point decreases with distance [40,46]. In 
this study, IDP values ranging from 1 to 5 are tested and the minimum and maximum number of points 
are set to 10 and 15 respectively.  
Global Polynomial Interpolation (GPI) 
Global Polynomial Interpolation (GPI) fits a polynomial function on all sample points by using a 
least-squares regression fit in order to create a surface. The degree of the polynomial can be adjusted so 
the surface can describe a physical process. A first-order global polynomial fits a flat plane through the 
sample points, while going to higher order polynomials will allow for bends, such that valleys and peaks 
can be represented by the surface [46]. In this study, a first-order global polynomial is used.  
Local Polynomial Interpolation (LPI) 
Local Polynomial Interpolation (LPI) creates a surface by combining many different polynomials,  
all fit for smaller (overlapping) neighbourhoods, in contrast to GPI, which fits a polynomial function 
over the entire data set. Therefore, LPI is able to better account for more short-range variations.  
Again the order of the polynomial function can be chosen and similar. As for GPI, the coefficients of the 
polynomials are found using the least-squares method [46,47]. For GPI, first-order polynomials are 
selected for this interpolation method. 
Radial Basic Functions (RBF) 
Radial Basic Functions (RBF) or spline interpolation tries to minimise the curvature of a basis 
function in order to create a smooth surface that goes through all the measured points. Therefore, like 
IDW, RBF is an exact interpolator. However, in contrast to IDW, RBF is able to predict values above or 
below the measured maximum or minimum value, respectively. RBF can be seen as fitting a rubber 
membrane through the sample points while still keeping the surface as smooth as possible. RBF is 
Energies 2015, 8 8692 
 
 
appropriate for slowly varying surface values but is less suitable when the sample data are subject to 
measurement errors [46,48]. Here the choice was made to use the “completely regularised spline” as 
basis function.  
3.2.2. Geostatistical Methods  
Geostatistical techniques are predominantly found within the Kriging family. Similar to IDW, Kriging 
uses linear interpolation of the neighbouring measured points to estimate the unsampled points. 
However, with Kriging, both the distance and the degree of variation between the measured data points 
are taken into account. For the latter, a variogram is required, which indicates the rate at which the values 
change with distance. This is obtained by calculating the semi-variance from the sample data. The 
expression to predict the unmeasured data is similar to IDW but the weights, λi, are calculated differently:  
መܼ௦଴ ൌ ෍λ௜ܼ௜
ே
௜ୀଵ
 (9) 
The weight λi depends on the distance to the estimated value, a trend model fitted through the 
measured data and an auto-correlation as a function of distance. For Kriging methods, the variable of 
interest, Z, can be broken down into a deterministic trend, µ, and an error term, ε:  
ܼሺݏሻ ൌ μሺݏሻ ൅ εሺݏሻ (10) 
with s denoting the location. The way µ(s) is modelled depends on the Kriging method that is used.  
The error term is estimated by using the variogram and by assuming spatial autocorrelation.  
Kriging is most appropriate when there is a spatially correlated distance or directional bias in the  
data [40,46,48]. Three types of Kriging methods are used in this study—Ordinary Kriging, Universal 
Kriging and Simple Kriging:  
Ordinary Kriging (OK) is the most widespread Kriging method. In OK, the trend in Equation (10) is 
assumed to be an unknown constant µ(s) = µ over a local subset [46,49].  
Universal Kriging (UK) models the trend µ(s) as a deterministic function. The function is subtracted 
from the measured data to obtain random errors, ε(s). The autocorrelation is then calculated from these 
errors. Later, the deterministic function is added back to the model that was fitted on the random errors 
to get the predicted data [36,46]. In this study, a first-order trend model is used.  
Simple Kriging (SK) uses the trend as a known constant and therefore the errors are also known 
exactly. Hence, the expected mean of the residuals equals 0 and all variation is statistical [46,50].  
3.3. Validation  
In order to evaluate and compare the different interpolation methods, LOOCV is used [43].  
As detailed above (see Section 3.2), one observation is temporarily removed from the measured data set, 
upon which the wind speed at that site is estimated with the remaining measurements. This procedure is 
done one at a time for all observations in Flanders. Next, the estimated wind speeds are compared with 
the observed wind speed initially discarded from the data set. The following test statistics are used in  
this study:  
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1. Mean Error (ME) indicates the degree of bias. A negative value signifies an underestimation while 
a positive ME means that the predictions are an overestimation of the real values:  
ܯܧ ൌ ଵே∑ ሺ̂ݖሺݏ௜ሻ െே௜ୀଵ ݖሺݏ௜ሻ) (11) 
2. Mean Absolute Percentage Error (MAPE) is a simple measure of accuracy:  
ܯܣܲܧ ൌ 100ܰ ෍ሺ
ே
௜ୀଵ
|̂ݖሺݏ௜ሻ െ ݖሺݏ௜ሻ|
ݖሺݏ௜ሻ ሻ (12) 
3. Root mean square error (RMSE) represents the standard deviation and is sensitive to outliers:  
ܴܯܵܧ ൌ ඩ1ܰ෍ሺ|̂ݖሺݏ௜ሻ െ ݖሺݏ௜ሻ|²
ே
௜ୀଵ
ሻ (13) 
4. R2 indicates how well the predicted data match the observations: 
ܴଶ ൌ 1 െ ∑ ሺ̂ݖሺݏ௜ሻ െ ݖሺݏ௜ሻሻ²
ே௜ୀଵ
∑ ሺݖ̅ሺݏ௜ሻ െ ݖሺݏ௜ሻሻ²ே௜ୀଵ  (14) 
with N representing the number of observations in Flanders, z(si) as the observed values, ̂ݖ(si) as the 
predicted values and ݖ̅(si) as the mean observed value.  
4. Results and Discussion  
4.1. Exposure Correction  
The measured surface wind speeds are used to calculate either mesowinds, Umeso, or macrowinds, 
Smacro, in order to correct for the influence of the terrain or local obstacles. These regional wind speeds 
are both interpolated by using SK before calculating the surface wind speeds at 10 m by using the 
roughness map. All available data summarised in Table 1 are used to create both maps. In Figure 4,  
the two surface wind maps resulting from the two methods are shown. Table 2 gives the statistics of the 
prediction errors.  
From Table 2 it is clear that the methods produce very different results. The statistical values in  
Table 2 are all largely in favour of the Umeso method. For the Smacro method, the values indicate a larger 
error in the prediction map in comparison with the Umeso method. The poor results obtained here by using 
Smacro are in direct contrast to good results presented in [11], where the same method was applied.  
Two possible reasons for this difference are given. The first is that for this method the roughness has a 
very large influence. In this study the roughness length at the stations is obtained by using satellite 
images of the sites and updated pictures of the surrounding areas, identifying the relative land use.  
In a second step, the land uses derived were assigned their relative roughness through the use of 
roughness tables available in literature [25]. However, in [11] the roughness lengths at the masts are 
determined by analysing the wind gust ratio. This method is more accurate and less dependent on the 
exact mast location. Another reason is that the relationship between the mesoscale wind and the macrowind 
is based on the PBL similarity theory, which assumes a homogeneous PBL with neutral stability. 
However, in coastal areas horizontal temperature gradients are present and the method is unlikely to be 
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applicable [12]. This may explain the failure of this method since the wind climate in Flanders is heavily 
determined by the presence of the sea. On the other hand, the Umeso exposure correction model gives 
much better results. It is expected that the results will even ameliorate when only recent observations 
recorded in Table 1 are used. Therefore, it was decided to use the recent data, together with the Umeso 
method, for the evaluation of the interpolation methods.  
 
Figure 4. Yearly mean surface wind speed generated using the mesowind method and the 
macrowind method (a) Mesoscale wind interpolation. (b) Macroscale wind interpolation.  
Table 2. Statistical details of the measurement errors for the Umeso and Smacro exposure 
correction methods. 
Method ME [m/s] MAPE [%] RMSE [m/s] R2 
Umeso  −0.069  13.82  0.596  0.68 
Smacro 0.035 19.42 0.945 0.56 
4.2. Spatial Interpolation Methods Comparison 
The comparison of different interpolation methods is here presented, showing differences in the 
yearly mean surface wind speed, with a direct consequence on turbine sitting. The annual mean wind 
speed maps generated with the different interpolation methods are all shown in Figure 5. The evaluation 
of the results is again done by comparing the LOOCV validation statistics and is summarised in Table 3.  
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Figure 5. Yearly mean surface wind speed generated using different spatial interpolation 
methods. (a) Inverse Distance Weighted IDP = 1. (b) Inverse Distance Weighted IDP = 2. 
(c) Inverse Distance Weighted IDP = 3. (d) Inverse Distance Weighted IDP = 4. (e) Global 
Polynomial Interpolation. (f) Local Polynomial Interpolation. (g) Radial Basic Function.  
(h) Ordinary Kriging. (i) Universal Kriging. (j) Simple Kriging. 
When comparing the statistics from SK where only recent data are used (Table 3) with the SK results 
where all data are used (Table 2), it is clear that the use of recent, overlapping data is most effective.  
The results from IDW are largely dependent on the IDP value. The IDP = 3 is the power factor with 
the best overall performance. The GPI produces the most inaccurate results, with the highest RMSE and 
MAPE values and a large over-prediction. The LPI method also has a large negative ME value but the 
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other statistical values are somewhat better. This is due to the fact that the mesoscale is smaller than the 
area of Flanders and hence GPI is not applicable here.  
It can be seen that the Kriging methods and the RBF method yield very good results: they all have an 
RMSE value of about 0.48 m/s. OK and UK give similar results, with UK being slightly better than OK. 
This is caused by the fact that in Flanders a linear trend of the wind speed can be assumed, with higher 
values near the sea and decreasing values farther inland; this is a trend that can be incorporated in the 
UK method. Still, the RBF and SK methods rendered an even smaller MAPE value of 0.5%.  
Table 3. LOOCV statistical values for the different spatial interpolation methods. 
Method ME [m/s] MAPE [%] RMSE [m/s] R2 
IDW 1 −0.143 14.58 0.577 0.56 
IDW 2 −0.127 13.06 0.520 0.64 
IDW 3 −0.121 12.10 0.509 0.67 
IDW 4 −0.125 11.93 0.521 0.68 
IDW 5 −0.132 12.29 0.540 0.68 
GPI −0.258 17.43 0.688 0.43 
LPI −0.257 13.15 0.504 0.77 
RBF −0.125 10.88 0.479 0.74 
SK −0.030 10.82 0.484 0.67 
OK −0.133 11.37 0.487 0.72 
UK −0.144 11.38 0.477 0.72 
It is difficult to prefer one of the latter two methods over the other without additional verification 
measurements since the RBF method has a better R2-value but with SK, the ME value is closer to 0. 
Nevertheless, the under-prediction of the wind speed when using the RBF method is undesirable since 
it leads to an underestimation of the power production by a potential wind turbine. When comparing the 
maps (g) and (j) from Figure 5, the largest difference between the two interpolation methods is situated 
around Antwerp, where RBF predicts higher wind speeds than SK. This is due to the high wind speed 
recorded in Deurne (Antwerp city district) which has a higher influence on the RBF interpolation as it is 
an exact method. Hence, the predicted surface is forced through the measured points and thus the SK 
method is considered more robust and more suited to deal with wind speed measurement uncertainties.  
As the station of Brasschaat (Table 1) in the Antwerp region only has recorded data up to 2006, it is 
not used for the construction of the wind speed maps but can be applied for evaluation of both maps. For 
Brasschaat, the RBF and SK methods predicted a mean wind speed of 3.40 m/s and 3.21 m/s, 
respectively. Knowing that the average measured wind speed from 1973 to 2006 in Brasschaat is  
3.26 m/s, the prediction error equals to 4.20% for RBF and 1.36% for SK. Hence, it is demonstrated that 
SK has the best performance for this observation point, with RBF acting as a valuable alternative method 
since a small margin of error is equally observed.  
The above reasoning leads to the conclusion that the SK spatial interpolation method is slightly more 
realistic than RBF for the interpolation of the annual mean wind speed in Flanders. With the method 
described above, it is possible to create wind resource maps on different heights (see Figure 6). 
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Figure 6. Annual mean wind speed, (a) 15 m, (b) 20 m, (c) 30 m, (d) 40 m. 
5. Energy Resource Mapping 
Mean wind speed is not a representative value for energy production assessment by itself. 
Accordingly, in this section we use a Rayleigh distribution as an indicator to estimate energy yield, 
which is a Weibull distribution with a shape factor of 2 [51–54]. 
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The International Standard IEC 61400-12-1 [55] describes methods for determining the power 
performance of electricity producing horizontal axis wind turbines. The annual energy production (AEP) 
curve, described in this standard, allows the estimation of the annual production at different reference 
wind speed frequency distributions, assuming 100 % availability. A Rayleigh distribution, which is 
identical to a Weibull distribution with a shape factor of 2, is used as the reference wind speed frequency 
distribution. Starting from the wind speed map of Flanders, energy resource maps could be developed 
for different wind turbines, based on their AEP curve (see Figure 7). In order to demonstrate how the 
AEP can be calculated, in this article an AEP map is created for a 10 kW 3-blade, upwind, horizontal axis 
wind turbine. 
 
Figure 7. Estimated Annual Energy Production for a 10 kW 3-blade, upwind, horizontal axis 
wind turbine (reference air density: 1.225 kg/m3). 
The horizontal axis wind turbine in this example has a swept area of 40.7 m2. The above-described 
small wind turbine (SWT) is certified by the Small Wind Certification Council to be in conformance 
with the American Wind Energy Association (AWEA) Small Wind Turbine Performance and Safety 
Standard (AWEA Standard 9.1–2009) [56].  
The equation of the best-fit curve needs to be calculated. With this, it becomes possible to calculate 
the estimation of the AEP in Flanders for this wind turbine (See Figure 8). This is the equation for the 
best fit curve: 
AEP = −1 × 10−5 x6 – 0.0011x5 + 0.0696x4 − 1.3928x3 + 12.477x2 – 42.413x + 51.124 (15) 
with x representing the annual average wind speed (m/s), and taking into account the cut-in wind speed 
of 2.2 m/s. 
In Figure 9 the estimated simple payback period is visualised for the above-described SWT. Hence it 
is possible to predict an area with reasonable payback times for the wind turbine. In Figure 9 only red to 
orange areas yield payback times that are commercially acceptable; the blue area is ruled out for the 
concerned SWT at a height of 15 m. 
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Figure 8. Estimated annual energy production (kWh) for a 10 kW 3-blade, upwind, 
horizontal axis wind turbine at 15 m height. 
 
Figure 9. Estimated simple payback period (years). 
6. Conclusions 
The present study has produced a reliable wind speed map of Flanders based on measurement data 
and roughness maps, and likewise has provided insight on spatial interpolation methods. The study 
demonstrated how local wind conditions, and thus the local wind energy generation potential, can be 
calculated by modelling available wind measurements.  
The method used is based on a traditional wind mapping methodology but adds an integrated spatial 
interpolation and transformation model to create reliable location-specific wind resource maps. 
By applying the model to Flanders, it was observed that transformation of the surface wind to the 
mesoscale level yielded better results for wind resource mapping than the macroscale level. Likewise, 
the comparison of seven different spatial interpolation methods led to the observation that geostatistical 
and RBF methods outperformed IDW and Polynomial interpolation methods.  
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In contrast to the findings of [11,37,38,47], the robust Simple Kriging interpolation method was found 
to produce the best results for developing regional wind resource maps since it has the lowest MAPE,  
a very low RMSE of 0.48 m/s and a negligible bias (see Table 3).  
As an overall conclusion, based on statistical analysis, it was found that the transformation of surface 
wind measurements into mesoscale wind data in combination with Simple Kriging interpolation is the 
most adequate method to create reliable wind resource maps that enable the selection of optimal 
production sites for SMWTs in Flanders.  
A limitation of the study is that an average wind speed map alone is not sufficient for wind energy 
applications. Accordingly, further steps for research might include additional information, such as 
seasonal maps and statistics on diurnal variability, to improve the energy map applications.  
Another open issue is the transferability of our results, and to what extent this application for Flanders 
can be used as a reference for other implementations. Further steps for research should analyse whether 
phenomena described in the study are general characteristics under the practical applications. 
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