In this paper, we are concerned with a class of Clifford-valued neutral high-order Hopfield neural networks with leakage delays. Although the multiplication of Clifford numbers does not satisfy the commutativity, which brings great difficulties to the study of Clifford-valued systems, we have found a method that does not decompose Clifford-valued systems into real-valued systems to study the existence and global exponential stability of pseudo-almost periodic solutions of this class of neural networks. Our results are completely new. Finally, two examples are given to illustrate the effectiveness and feasibility of our main results.
I. INTRODUCTION
It is well known that time delays always exist in real systems. Therefore, in the past decades, neural networks with various types of time delays and their dynamic characteristics have been extensively studied, and many excellent results related to the subject have been obtained. It is worth mentioning that high-order Hopfield neural networks have better performance than low-order Hopfield neural networks in approximation, convergence speed, storage capacity, fault tolerance and so on. Therefore, they have attracted more and more attention. Their dynamics have been extensively studied [1] - [12] .
On the one hand, in recent years, it has been found that complex-valued and quaternion-valued neural networks have more advantages than real-valued neural networks in some practical applications. Therefore, there have been many studies on complex-valued and quaternion-valued neural networks [13] - [26] . Clifford algebra is a generalization of real number, complex number and quaternion, which has important and extensive application fields. In particular, in recent The associate editor coordinating the review of this manuscript and approving it for publication was Jun Hu . years, Clifford-valued neural networks have been found to be superior to real-valued, complex-valued and quaternionvalued neural networks in dealing with high-dimensional spatial data and problems involving spatial transformation [27] . Therefore, the research of Clifford-valued neural networks has become a hot topic. However, due to the noncommutativity of the Clifford numbers' multiplication, the known results on Clifford-valued neural networks are very few [12] , [28] - [31] . In particular, there are fewer results about their dynamics. Moreover, most of the existing results are obtained by decomposing Clifford-valued neural networks into realvalued neural networks. However, the results obtained by decomposition method often need to know the explicit expressions of coefficients and activation functions in the network, which brings many difficulties to practical application. Therefore, it is of great theoretical and practical significance to study the dynamics of Clifford-valued neural networks and to explore non-decomposition methods to study Clifford-valued neural networks. At the same time, it is a challenging job.
On the other hand, for autonomous neural networks, the existence and stability of equilibrium points are very VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ important dynamics. For non-autonomous systems, the existence and stability of periodic solutions, almost periodic solutions and almost automorphic solutions are as important as the existence and stability of the equilibrium points of autonomous neural networks. At present, there is no direct method to study the almost periodicity of Clifford-valued neutral high-order Hopfield neural networks. In addition, pseudo almost periodicity is a nature generalization of almost periodicity. Besides, as we all know, both the leakage delays and neutral type terms in a system may change the dynamic characteristics of the system [7] , [12] , [25] , [32] - [36] , so the main purpose of this paper is to study the existence and global exponential stability of almost periodic solutions for a class of Clifford-valued neutral high-order Hopfield neural networks with leakage delays by direct method. Our results obtained in this paper are new and our methods proposed in this paper can be used to study the problem of almost periodic solutions and almost automorphic solutions for other types of Cliffordvalued neural networks. This paper is organized as follows. In Section 2, we introduce some definitions, lemmas and give a model description.
In Section 3, we study the existence of pseudo almost periodic solutions. In Section 4, we discuss the global exponential stability of pseudo almost periodic solutions. In Section 5, an example is given to demonstrate the proposed results. A brief conclusion is drawn in Section 6.
II. PRELIMINARIES AND MODEL DESCRIPTION
The real Clifford algebra over R m is defined as
Moreover, e ∅ = e 0 = 1 and e h , h = 1, 2, . . . , m are said to be Clifford generators and satisfy e 2 p = 1, p = 1, 2, . . . , s, e 2 p = −1, p = s + 1, s + 2, . . . , m, where s < m, and e p e q +e q e p = 0, p = q, p, q = 1, 2, . . . , m. Let = {∅, 1, 2, . . . , A, . . . , 12 · · · m}, then it is easy to see
For more knowledge about Clifford algebra, we refer the reader to [37] .
In this paper, we are concerned with the following Clifford-valued neutral high-order Hopfield neural network with delays in the leakage term:
where i = 1, 2, . . . , n, x i (t) ∈ A corresponds to the state of the ith unit at time t, a i (t) ∈ R + represents the rate with which the ith unit will reset its potential to the resting state when disconnected from the network and external inputs at time t, b ij (t) ∈ A denotes the strength of the jth unit on the ith unit at time t, d ijk (t) ∈ A is the second-order synaptic weight of the neural network, e ij (t) ∈ A represents the neutral delayed strength of connectivity between cells i and j at time t,
We will adopt the following notation:
The initial value of system (1) is given by
Throughout the rest of this paper, BC(R, A n ) denotes the set of all bounded continuous functions from R to A n . Note that (BC(R, A n ), · 0 ) is a Banach space with the norm
is said to be almost periodic, if for every ε > 0, it is possible to find a real number k = k(ε) > 0, for each interval with length k(ε), there is a number τ = τ (ε) in this interval such that
The collection of all such functions will be denoted by AP(R, A n ).
Let
Definition 2: A function f ∈ BC(R, A n ) is said to be pseudo almost periodic if it can be expressed as f = f 1 + f 0 , where f 1 ∈ AP(R, A n ) and f 0 ∈ PAP 0 (R, A n ). The collection of all such functions will be denoted by PAP(R, A n ).
From the above definition, similar to the proofs of the corresponding results in [38] , one can prove the following two lemmas.
Lemma 4: Let f ∈ C(A, A n ) satisfy the Lipschitz condition and ϕ ∈ PAP(R, A), then f (ϕ(·)) ∈ PAP(R, A n ).
Lemma 5:
Consequently, we have
From x 1 (· − ν(·)) ∈ AP(R, A n ) it follows that x 1 is uniformly continuous. Therefore, for each ε > 0, there exists a positive constant ς ∈ (0, ε 2 ) such that for any t, s ∈ R with |t −s| < ς,
Since ν and x 1 are almost periodic, for this ς > 0, there exists a k(ς ) > 0 such that in every interval with length k(ς ), there is a δ satisfying
for all t ∈ R. It follows from (2) and (3) that
which implies that x 1 (· − ν(·)) ∈ AP(R, A n ). Moreover, let s = t − ν(t) and noticing that
Throughout this paper, we make the following assumptions:
III. THE EXISTENCE OF PSEUDO ALMOST PERIODIC SOLUTIONS
For any ϕ ∈ X, we define the norm of ϕ as ϕ X = max{ ϕ 0 , ϕ 0 }. Let
and take a positive constant R > ϕ 0 X . Define
Then, for every ϕ ∈ X 0 , we have VOLUME 7, 2019 Proof: Since F ∈ PAP(R, A), it can be expressed as
. As a consequent,
, for any ε > 0, we can find a number l(ε) such that in every interval of length l there is a number τ such that
Hence, we have
By Fubini's theorem, we have
Consequently, by the Lebesgue dominated convergence theorem, we obtain lim T →+∞
On the other hand, we have
Hence, we have lim
Theorem 7: Assume that (H 1 )-(H 3 ) hold. Then system (1) has at least one pseudo almost periodic solution in X 0 .
Proof:
then x is also a solution of system (1) . Define an operator T :
Then by Lemmas 3-5, we have F i ∈ PAP(R, A), i = 1, 2, . . . , n. Therefore, by Lemma 6, we obtain that T ϕ ∈ PAP(R, A n ). In order to prove this theorem, we divide it into the following two steps.
Step 1. We will prove that the mapping T is a self-mapping from X 0 to X 0 . In fact, for each ϕ ∈ X 0 , we have
Thus, we obtain
which implies that ϕ(X 0 ) ⊂ X 0 .
Step 2. We will prove that T is a contracting mapping. In fact, for any ϕ, ψ ∈ X 0 , we have that
Hence,
Noticing that r < 1, T is a contraction mapping. Therefore, T has a unique fixed point in X 0 , that is, system (1) has a pseudo almost periodic solution in X 0 . The proof is complete.
IV. GLOBAL EXPONENTIAL STABILITY
In this section, we investigate the global exponential stability of pseudo almost periodic solutions of system (1) by using reduction to absurdity. Definition 8: Let x = (x 1 , x 2 , . . . , x n ) T be a pseudo almost periodic solution of system (1) with the initial value ϕ = (ϕ 1 , ϕ 2 , . . . , ϕ n ) T ∈ C([−ξ, 0], A n ) and y = (y 1 , y 2 , . . . , y n ) T be an arbitrary solution of system (1) with the initial value ψ = (ψ 1 , ψ 2 , . . . , ψ n ) T ∈ C([−ξ, 0], A n ), respectively. If there exist positive constants λ and M such that
Then the pseudo almost periodic solution x of system (1) is said to be globally exponentially stable. Theorem 9: Assume that (H 1 )-(H 3 ) hold. Then system (1) has a pseudo almost periodic solution that is globally exponentially stable.
Proof: By Theorem 7, system (1) has a pseudo almost periodic solution, let x(t) be the pseudo almost periodic solution with the initial value ϕ(t) and y(t) be an arbitrary solution with the initial value ψ(t). Taking
wheref
Let i and i be defined, respectively, by 
where i = 1, 2, . . . , n. When ω = 0, we get i (0) > 0 and i (0) > 0.
Since
. . , n. Take α = min{ε 1 , ε 2 , . . . , ε n , ε * 1 , ε * 2 , . . . , ε * n }, then we have i (α) ≥ 0, i (α) ≥ 0, i = 1, 2, . . . , n. Hence, for every fixed positive constant λ ∈ (0, min{α, a − 1 , a − 2 , . . . , a − n , λ 0 }), we have i (λ) > 0 and i (λ) > 0 for i = 1, 2, . . . , n. Therefore, 
Multiplying both sides of (7) by e s 0 a i (u)du and integrating on [0, t], we have
×h j (z j (s − ν ijk (s))) + n j=1 e ij (s)Ī j (ż j (s − µ ij (s))) ds, i = 1, 2, . . . , n.
(8)
It is easy to see that
We claim that
To prove (9) holds, we show that for any β > 1, the following inequality holds
If (10) does not hold, then there must be some t 1 > 0 such that
{ z i (t 1 ) 0 , ż i (t 1 ) 0 } = βM φ ξ e −λt 1 (11) and
By (5), (8) , (11) , (12) , we have
Differentiating (8) , and by (6), (11) and (12), we have
which contradicts the equality (11) , and so (10) holds. Letting β → 1, then (9) holds. Hence, the pseudo almost periodic solution of (1) is globally exponentially stable. The proof is complete. Remark 10: When system (1) degenerates into realvalued, complex-valued or quaternion-valued system, Theorems 7 and 9 remain new.
V. EXAMPLES
In this section, we present two examples to show the feasibility of our main results of this paper.
Example 11: In system (1), let n = m = 2, s = 1, and for i, j = 1, 2, take 
Therefore, all of the conditions of Theorem 9 are satisfied. Hence, system (1) has a pseudo almost periodic solution that is globally exponentially stable (see Figures 1-3 ). Example 12: In system (1), let n = 2, m = 3, s = 1, and for i, j = 1, 2, take Therefore, all of the conditions of Theorem 9 are satisfied. Hence, system (1) has a pseudo almost periodic solution that is globally exponentially stable (see Figures 4-7) .
VI. CONCLUSION
In this paper, without decomposing the Clifford-valued systems into real-valued systems, we obtained the existence and global exponential stability of pseudo almost periodic solutions for a class of Clifford-valued neutral high-order Hopfield neural networks with leakage delays. Two examples were given to illustrate the effectiveness and feasibility of our main results. Our results are new and our methods can be used to study the almost periodicity and pseudo almost periodicity for other types of Clifford-valued neural networks.
