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a b s t r a c t
In this paper a newmethod for computing the action of the matrix exponential on a vector
eAtb, where A is a complexmatrix and t is a positive real number, is proposed. Our approach
is based on vector valued rational approximation where the approximants are determined
by the denominator polynomialswhose coefficients are obtained by solving an inexpensive
linear least-squares problem. No matrix multiplications or divisions but matrix-vector
products are required in the whole process. A technique of scaling and recurrence enables
our method to be more effective when the problem is for fixed A, b and many values of
t . We also give a backward error analysis in exact arithmetic for the truncation errors to
derive our new algorithm. Preliminary numerical results illustrate that the new algorithm
performs well.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The matrix exponential is by far the most studied matrix function because of the fundamental role that the exponential
function plays in linear differential equations. Mathematical models of processes in many fields such as control theory
involve systems of linear constant coefficient ordinary differential equations x˙(t) = Ax(t)with an initial condition x(0) = x0.
Here A is a given n-by-n matrix and x0 is a given n-dimensional vector. In principle, the solution is given by x(t) = eAtx0,
where the matrix exponential can be formally defined by the convergent power series
eAt = I + At + A
2t2
2! +
A3t3
3! + · · · . (1.1)
The matrix exponential problem has always been a hot topic in computational and applied mathematics. A wide variety
of methods for computing the matrix exponential can be seen in Moler and Van Loan’s papers [1,2]. However, in many
applications, such as the initial problem above, it is not eAt that is required but rather the action of eAt on a vector: eAtb. In
this paper we consider a numerical method for the eAtb problem.
Obviously, it is too expensive to compute eAt first and then to post-multiply it by b if A is large-scale. To this end, practical
methods are appealed. There are several categories of methods for computing eAtb: Krylov subspace methods, contour
integration methods, ordinary differential equation methods and polynomial methods. Among them, Krylov subspace
methods are most developed in both theory and practice. The main idea is to approximately project the exponential of a
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largematrix onto a small Krylov subspace by using the famous Arnoldi process. Formore details on Krylov subspacemethods
and other methods, see [3–5,1,2,6] and references therein.
In this paper, we propose a new method for computing eAtb for fixed A, b and many values of t > 0 based on a class of
vector-valued rational approximations [7]. No matrix multiplications and divisions but a minimal assumption that matrix-
vector products can be formed is required. These rational approximants are determined by their denominator polynomials.
The coefficients of the denominators are obtained by solving an inexpensive linear least-squares problem for the purpose
of reducing the truncation error. To achieve high accuracy and efficiency, a scaling and recurrence approach is carried out.
Moreover, one can also combine our algorithm with Krylov subspace methods in order to improve the efficiency for large-
scale problems.
The paper is organized as follows. Our new vector-valued rational approximation method is introduced in Section 2. In
Section 3, we present the scaling and recurrence technique. The new algorithm is formally stated in Section 4 and numerical
results are shown in Section 5. Section 6 is devoted to some final remarks.
2. Vector-valued rational approximation
In this section, we propose a newmethod for computing eAtb based on vector valued rational approximations. The theory
of vector valued rational approximation goes back at least to Graves-Morris [8]. According to the power series form of the
matrix exponential eAt defined by (1.1), we immediately have
eAtb = b+ Abt + A
2b
2! t
2 + A
3b
3! t
3 + · · · =
∞
j=0
Ajb
j! t
j. (2.1)
According to (2.1), we can view eAt as a vector valued coefficient power series of t . Then we can construct a class of rational
approximants as follows. Given two positive integers p, q such that 1 ≤ q ≤ p, we define
Dq(t) = 1+ c1t + · · · + cqtq =
q
j=0
cjt j, (2.2)
where c0 = 1 and cj, j = 1, . . . , q, are some real coefficients. In the spirit of Sidi [7] or Li, Zhu, and Gu [9], we construct
Np(A, b, t) =
p
j=0

min(q,j)
i=0
Aj−ib
(j− i)! ci

t j, (2.3)
and
Rpq(A, b, t) = Np(A, b, t)Dq(t) . (2.4)
In fact Rpq(A, b, t) is a rational approximant to eAtb. Note that the denominator Dq(t) is a scalar coefficient polynomial of t
and the numerator Np(A, b, t) is a vector coefficient polynomial of t . Therefore, rational approximants, such as Rpq(A, b, t),
involve no matrix multiplications or divisions but the matrix-vector products. Hence, our method may be less expensive
than some other existing methods in both computations and storages. For more references on vector-valued rational
approximations see, e.g., [10,11].
Truncation errors of the Taylor series expansion are bounded in the following fundamental lemma.
Lemma 1 ([12]). Suppose f has a Taylor series expansion with radius of convergence r of the form
f (z) =
∞
j=0
aj(z − α)j.
If A ∈ Cn×n with ρ(A− αI) < r then for any matrix normf (A)− k−1
j=0
aj(A− αI)j
 ≤ 1k! max0≤t≤1 ∥(A− αI)kf (k)(αI + t(A− αI))∥. (2.5)
Based on Lemma 1, we have the following result.
Theorem 1. Let Rpq(A, b, t) be defined by (2.2)–(2.4) for some given A ∈ Cn×n and t ≥ 0. If Dq(t) ≠ 0 then
∥eAtb− Rpq(A, b, t)∥ ≤ ξ∥b∥tp+1, (2.6)
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where
ξ = 1|Dq(t)|
q
j=0
|cj|
(p+ 1− j)! max0≤t≤1 ∥A
p+1−jeAt∥. (2.7)
Proof. It is easy to verify that Np(A, b, t) is the pth-order Taylor approximant of Dq(t)eAtb. More formally, we have
Np(A, b, t) =
q
j=0
cjt jTp−j(At)b
= [Tp(At)+ c1tTp−1(At)+ · · · + cqtqTp−q(At)]b,
where Tj(At) is the jth-order Taylor approximant of eAt . It then follows from (2.5) that
∥Dq(t)eAtb− Np(A, b, t)∥ ≤ ∥b∥
 q
j=0
cjt j(eAt − Tp−j(At))

≤ ∥b∥
q
j=0
|cj|t j
(p+ 1− j)! max0≤t≤1 ∥(At)
p+1−jeAt∥
≤ tp+1∥b∥
q
j=0
|cj|
(p+ 1− j)! max0≤t≤1 ∥A
p+1−jeAt∥.
Hence, the desired inequality follows immediately. 
The task we are facing with now is how to choose the coefficients c1, . . . , cq of Dq(t). Appropriate values for these
coefficients will lead to a good approximation. We generalize the idea of [7] to choose these coefficients. It follows from
(2.3) and q ≤ p that
Dq(t)eAtb− Np(A, b, t) =
∞
j=p+1

min(q,j)
i=0
Aj−ib
(j− i)! ci

t j
=
∞
j=p+1

q
i=0
Aj−ib
(j− i)! ci

t j.
We aim to reduce the norm of the above power series as much as possible. A practical way is to replace this power series
with the truncation of its first several terms which we trust to dominate the whole power series. To be specific, we choose
a positive integer r and extract the first r terms from this power series, i.e.,
p+r
j=p+1

q
i=0
Aj−ib
(j− i)! ci

t j =
q
i=0

p+r
j=p+1
Aj−ib
(j− i)! t
j

ci
=
p+r
j=p+1
t jAjb
j! +
q
i=1
ci

p+r
j=p+1
Aj−ib
(j− i)! t
j

= u0 +
q
i=1
ciui,
where
ui =
p+r
j=p+1
t j
(j− i)!A
j−ib, i = 0, . . . , q. (2.8)
We choose c1, . . . , cq in the sense that they solve the following linear least-squares problem
min
c1,...,cq∈R
1
2
u0 + q
i=1
ciui

2
2
. (2.9)
For simplicity, we denote c = [c1, . . . , cq],U = [u1, . . . , uq]. Then problem (2.9) can be rewritten as
min
c∈Rq
1
2
∥u0 + Uc∥22. (2.10)
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Therefore any solution of (2.10) must satisfy the following normal equation
Re[U∗U]c = −Re[U∗u0]. (2.11)
Furthermore, if Re[U∗U] is nonsingular, (2.11) has a unique solution
cˆ = −(Re[U∗U])−1Re[U∗u0]. (2.12)
The following result gives a sufficient condition for the uniqueness of the solution of (2.11).
Theorem 2. Suppose q+ r − 1 ≤ n and u˜0, Au˜0, . . . , Aq+r−2u˜0, are linearly independent, where
u˜0 = Ap−q+1b. (2.13)
Then the n-by-q matrix U has full column rank, and therefore system (2.11) has a unique solution.
Proof. We have from (2.8) and (2.13) that
ui =
p+r
j=p+1
t j
(j− i)!A
j−ib
=
p+r
j=p+1
t j
(j− i)!A
j−i−p+q−1u˜0
= [Aq−iu˜0, . . . , Aq+r−1−iu˜0]

tp+1
(p+ 1− i)! , . . . ,
tp+r
(p+ r − i)!
T
.
It then follows that
[uq, uq−1, . . . , u1] = U˜B,
where
U˜ = [u˜0, Au˜0, . . . , Aq+r−2u˜0],
and
B =

tp+1
(p− q+ 1)!
...
tp+1
(p− q+ 2)!
...
...
. . .
tp+r
(p− q+ r)!
...
...
tp+1
p!
tp+r
(p− q+ r + 1)!
...
...
. . .
...
tp+r
(p+ r − 1)!

.
Then we have
U˜Bx = 0 H⇒ Bx = 0 H⇒ x = 0.
Therefore, U = [u1, . . . , uq] has full column rank. It is easy to see that
Re[U∗U] = Re[U]TRe[U] + Im[U]T Im[U]
and
Im[U∗U] = Re[U]T Im[U] − Im[U]TRe[U].
Hence the nonsingularity of Re[U∗U] follows immediately from the full rank of U . 
In practice, whether U has full rank or not, problem (2.10) can be solved via QR or SVD procedures, both of which cost
about O(nq2)+O(q3) flops. Therefore, if q is much smaller than n, solving (2.10) is not very expensive. See, e.g., [13] for more
details on various numerical methods for least-squares problems.
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3. Scaling and recurrence
The roundoff error and the computing costs of the Padé approximants to eAt can be reduced by exploiting the following
fundamental property of the matrix exponential:
eAt = (eAt/s)s. (3.1)
The idea is to choose s to be a power of 2 for which eAt/s can be reliably and efficiently computed, and then to form (eAt/s)s
by repeated squaring. This is the well-known scaling and squaring method which goes back at least to Lawson [14] and is
further developed by many authors, e.g., Higham [15,16].
Unfortunately, the scaling and squaringmethod is not efficient for computing eAtb for a given vector b andmany values of
t > 0, for instance, t = t1, t2, . . . , tτ , where τ ∈ N+. But we can still gain some inspiration from this method. Our idea is to
choose s to be a general positive integer, and then to recursively compute the action of a matrix exponential on a vector. The
idea is also similar to ordinary differential equation methods for matrix exponential problems [1,2]. Specifically, we derive
from (3.1) the following recurrence:
t0 = 0
b1,0 = b
for k = 1 : τ
∆tk = tk − tk−1
Choose sk, pk, qk, rk
for j = 1 : sk
bk,j = Rpkqk(A/sk, bk,j−1,∆tk)
end
bk+1,0 = bk,sk
fk = bk,sk
end
(3.2)
Hence, fk, k = 1, . . . , τ generated above are the computed eAtkb, k = 1, . . . , τ . If maxk=1,...,τ ∥A∆tk∥ is sufficiently small,
we can choose sk = 1, k = 1, . . . , τ , and therefore this recurrence can be very efficient.
Theorem 3. Let fk, k = 1, . . . , τ be the vectors generated by recurrence (3.2) and let
Fi,j = bi,j − eA∆ti/sibi,j−1, j = 1, . . . , si, i = 1, . . . , τ . (3.3)
Then
∥fk − eAtkb∥ ≤
 k
i=1
si
j=1
eA(tk−ti−1−j∆ti/si)Fi,j
 . (3.4)
Proof. We first define
Ei,j = bi,j − eA(ti−1+j∆ti/si)b, j = 1, . . . , si, i = 1, . . . , τ . (3.5)
Then
Ei,j+1 = bi,j+1 − eA(ti−1+(j+1)∆ti/si)b
= bi,j+1 − eA∆ti/sibi,j + eA∆ti/sibi,j − eA(ti−1+(j+1)∆ti/si)b
= bi,j+1 − eA∆ti/sibi,j + eA∆ti/si(bi,j − eA(ti−1+j∆ti/si)b)
= Fi,j+1 + eA∆ti/siEi,j.
Using the facts bi+1,0 = bi,si and F1,1 = E1,1 we have by induction that
Ek,sk =
k
i=1
si
j=1
eA(tk−ti−1−j∆ti/si)Fi,j. (3.6)
Then the desired inequality immediately follows from (3.6) and the fact fk = bk,sk . 
From Theorem 3 the truncation error ∥fk− eAtkb∥ can be evaluated by inequality (3.4), where we need to bound Fi,j. Since
(2.6) with (2.7) is only an upper bound for general vector valued rational approximants, we should carry out a practical way
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to bound Fi,j. In fact, if we choose c1, . . . , cq = 0 then Rpq(A, b, t) = Tp(At)b is exactly the pth-order Taylor polynomial of
eAtb. Therefore the constant in (2.7) is reduced to
ξ = 1
(p+ 1)! max0≤t≤1 ∥A
p+1eAt∥. (3.7)
It is easy to see that (3.7) is probablymuch sharper than (2.7) in contradiction to the purpose of our choice of ci, i = 1, . . . , q.
We now consider the truncation error in the sense of Higham’s backward error analysis [15].
Theorem 4. Let the Taylor approximant Tp(A∆tk/sk) to eA∆tk/sk satisfy
e−A∆tk/skTp(A∆tk/sk) = I + Gk, (3.8)
where ∥Gk∥ < 1 and the norm is any consistent matrix norm. Then
Tp(A∆tk/sk) = eA∆tk/sk+E,
where E commutes with A and
∥E∥
∥A∆tk/sk∥ ≤
− log(1− ∥Gk∥)
∥A∆tk/sk∥ . (3.9)
Proof. The proof is identical to that of Theorem 2.1 of [15]. 
Define the function
σ(x) = 1− e−xTp(x)
=

1− x+ x
2
2! −
x3
3! + · · ·

xp+1
(p+ 1)! +
xp+2
(p+ 2)! + · · ·

=
∞
j=p+1
αjxj, (3.10)
where
αp+j =
j−1
i=0
(−1)i
(p+ j− i)! .
Hence from (3.8) and (3.10) we have
∥Gk∥ = ∥σ(A∆tk/sk)∥ ≤
∞
j=p+1
|αj|θ jk := gp(θk), (3.11)
where
θk = ∥A∥∆tk/sk.
Combining (3.9) and (3.11) we have
∥E∥
∥A∆tk/sk∥ ≤ −
log(1− gp(θk))
θk
. (3.12)
In the spirit of [15], we require the right-hand-side of (3.12) does not exceed a given constant ϵ. Note that
− log(1− gp(θk))
θk
≤ ϵ (3.13)
implies
∥Gk∥ ≤ gp(θk) ≤ 1− e−ϵθk . (3.14)
Replacing Rpq(A/sk, bk,j−1,∆tk)with Tk(A∆tk/sk)bk,j−1 in recurrence (3.2), we generate the associated sequences
{b′i,j}, {E ′i,j}, {F ′i,j}, j = 1, . . . , si, i = 1, . . . , τ .
Then, reasoning as in the proof of Theorem 3, we have
∥E ′k,sk∥ ≤
 k
i=1
si
j=1
eA(tk−ti−1−j∆ti/si)F ′i,j
 . (3.15)
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Assume that (3.13) holds and that
∥Ek,sk∥ ≤ ∥E ′k,sk∥ (3.16)
and note that Gi commutes with eAt for all t . Then it follows from (3.8) and (3.14)–(3.16) that
∥Ek,sk∥ ≤
 k
i=1
si
j=1
eA(tk−ti−1−j∆ti/si)(Tp(A∆i/si)− eA∆ti/si)b′i,j−1

=
 k
i=1
si
j=1
eA(tk−ti−1−j∆ti/si)eA∆ti/siGib′i,j−1

=
 k
i=1
si
j=1
eA(tk−ti−1−(j−1)∆ti/si)Gib′i,j−1

=
 k
i=1
si
j=1
GieA(tk−ti−1−(j−1)∆ti/si)b′i,j−1

≤
k
i=1
∥Gi∥

si
j=1
eA(tk−ti−1−(j−1)∆ti/si)b′i,j−1

≈
k
i=1
si∥Gi∥∥eAtkb∥
≤
k
i=1
si(1− e−ϵθi)∥eAtkb∥. (3.17)
Since 1− e−θiϵ = θiϵ + O(ϵ2) ≈ θiϵ we have from (3.17) that
∥Ek,sk∥ . ϵ∥eAtkb∥
k
i=1
siθi = ϵ∥eAtkb∥
k
i=1
∥A∥∆ti = ϵ∥eAtkb∥∥Atk∥.
Thus
∥fk − eAtkb∥
∥eAtkb∥ =
∥Ek,sk∥
∥eAtkb∥ . ϵ
k
i=1
siθi = ϵ∥Atk∥. (3.18)
The assumption (3.16) is fairly reasonable because of the method we choose c1, . . . , cq.
From (3.18) we can view ϵ as an upper bound of the backward error in some sense. In fact, if there exists a perturbation
E such that E commutes with A, fk = eAtk+Eb and ∥E∥ ≤ ϵ∥Atk∥, then
∥fk − eAtkb∥
∥eAtkb∥ =
∥(eE − I)eAtkb∥
∥eAtkb∥ ≤ ∥e
E − I∥
≤ ∥E∥e∥E∥ ≤ ϵ∥Atk∥eϵ∥Atk∥ ≈ ϵ∥Atk∥.
Based on the inequalities above, we set ϵ = 2−53, which is the unit roundoff in IEEE double precision arithmetic, and define
Θp = max

θ : − log(1− gp(θ))
θ
≤ ϵ

. (3.19)
Given scaling numbers sk, we should choose pk to satisfy ∥A∆tk/sk∥ ≤ Θpk , k = 1, . . . , τ .
4. The new algorithm
In this section we are ready to state our complete algorithm based on the methods derived in the previous sections.
Similar to [9], considering the computational costs, we can rewrite (2.3) as follows:
Np(A, b, t) =
p
j=0

min{q,p−j}
i=0
cit i+j
j!

Ajb. (4.1)
The algorithm is now presented as follows.
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Table 1
Θp calculated by (3.19).
p 3 4 5 6 7 8 9 10
Θp 1.9e–4 1.5e–3 5.8e–3 1.6e–2 3.5e–2 6.4e–2 1.1e–1 1.6e–1
p 11 12 13 14 15 16 17 18
Θp 2.3e–1 3.1e–1 4.1e–1 5.1e–1 6.3e–1 7.6e–1 9.0e–1 1.1e0
p 19 20 21 22 23 24 25 26
Θp 1.3e0 1.4e0 1.6e0 1.8e0 2.0e0 2.2e0 2.4e0 2.6e0
p 27 28 29 30 31 32 33 34
θk 2.8e0 3.1e0 3.3e0 3.5e0 3.8e0 4.0e0 4.3e0 4.5e0
p 35 36 37 38 39 40 41 42
Θp 4.7e0 5.0e0 5.2e0 5.5e0 5.7e0 6.0e0 6.2e0 6.5e0
p 43 44 45 46 47 48 49 50
Θp 6.7e0 7.0e0 7.2e0 7.5e0 7.8e0 8.0e0 8.3e0 8.5e0
Algorithm 1. Vector valued rational approximation method for computing eAtkb for k = 1, . . . , τ .
t0 = 0
f0 = b
for k = 1 : τ
∆tk = tk − tk−1
Choose a positive integer sk
θk =∥ A∆tk/sk ∥1
Find the smallest positive integer pk which satisfiesΘpk ≥ θk
Choose positive integers qk, rk with qk ≤ pk and qk + rk − 1 ≤ n
b0 = fk−1
A˜ = A/sk
for l = 1 : sk
w0 = bl−1, wj = A˜wj−1, j = 1, . . . , pk + rk
uj =pk+rki=pk+1 (pk+1−qk)!(i−j)! (∆tk)iwi−j, j = 0, . . . , qk
U = [u1, . . . , uqk ]
Solve for c1, c2, . . . , cqk the least-squares problem (2.10)
D = 1+qkj=1 cj(∆tk)j
N =pkj=0 αjwj where αj =min{qk,pk−j}i=0 ci(∆tk)i+j/j!, j = 0, . . . , pk
bl = N/D
end
fk = bsk
end
return fk for k = 1, . . . , τ
Costs:
τ
k=1 2sk(pk + rk)n2 flops (only terms of n2 are considered).
We emphasize here that the total cost of Algorithm 1 is only O(n2) since the main computational operations are matrix-
vector products.
In Algorithm 1 one can find pk quickly if Θp for a large amount of p have been calculated as prior data stored in the
computer program. To this end, we report the detailed results ofΘp with p = 3 : 50 to two significant figures in Table 1. In
practice, we suggest to choose p from Table 1 to be the smallest integer such thatΘp ≥ γ θ with some constant γ ∈ (0.5, 1].
The reason why γ is introduced is that we expect to reduce the effect of overscaling. Algorithms to deal with overscaling in
the case of computing eA can be seen in [17].
When coping with large-scale problems, to further improve the efficiency, one can modify Algorithm 1 by adding Krylov
subspace approximations as traditional methods always do. Specifically, the Arnoldi process produces the factorization
AVm = VmHm + hm+1,mvm+1eTm, (4.2)
where Vm = [v1, . . . , vm]with v1 = b/∥b∥2 forms an orthonormal basis for the Krylov subspaceKm(A, v1) and Hm = (hij)
is k× k upper Hessenberg. It follows from (4.2) that
V ∗mAVm = Hm.
Then we compute
fm(t) = VmeHmtV ∗mb = ∥b∥2VmeHmte1
to approximate eAtb, where Algorithm 1 is used for eHmte1.
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Theorem 5 ([6]). Let A ∈ Cn×n and Qm,Hm be the result of m steps of the Arnoldi process on A. Then for any polynomial Pj of
degree j ≤ m− 1 we have
Pj(A)v1 = VmPj(Hm)e1.
From the form of Np(A, b, t) in (4.1) and Theorem 5 we know that if the degree p is not very large then we can choose
m = p+ 1 for the number of steps of the Arnoldi process.
5. Numerical experiments
In this section we present several numerical experiments to show the high accuracy and efficiency of the new algorithm
stated in Section 4.
Experiment 1. We first look at a simple example which indicates that our new rational approximant is superior to the Taylor
approximant in accuracy. Let
A =
−3 1
−3 1/2

, b =

1
1

.
We have
A =

1 1
2 1
 −3/2 0
0 −1
 
1 1
2 1
−1
,
and so
eAb =

1 1
2 1
 
e−3/2 0
0 e−1
 
1 1
2 1
−1 
1
1

=

2e−3/2 − e−1
3e−3/2 − 2e−1

,
which, to 6 decimal places, is
eAb ≈

0.078381
−0.066368

.
We obtain
T6 =
6
i=0
Aib
i! =

1933/23040
−2681/46080

≈

0.083898
−0.058181

,
T7 =
7
i=0
Aib
i! =

2771/35840
−4871/71680

≈

0.077316
−0.067955

,
T8 =
8
i=0
Aib
i! =

405457/5160960
−682253/10321920

≈

0.078562
−0.066097

,
T9 =
9
i=0
Aib
i! =

7278799/92897280
−12338579/185794560

≈

0.078353
−0.066410

.
Next we compute R6,2 with r = 1. We have
u0 = A
7b
42
=
−2123/2688
−6305/5376

, u1 = A
6b
6
=

697/192
2059/384

, u2 = A5b =
−227/16
−665/32

,
and
U = [u1, u2] =

697/192 −227/16
2059/384 −665/32

.
Then
c0 = 1,

c1
c2

= c = −(UTU)−1UTu0 =

5/14
1/28

.
So we obtain
R6,2 =
6
j=0
min(2,j)
i=0
Aj−ib
(j−i)! ci
1+ c1 + c2 =

17611/224640
−29807/449280

≈

0.078397
−0.066344

.
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Table 2
Relative errors for various approximants.
method T6 T7 T8 T9 R6,2
relative error 9.612e–2 1.860e–2 3.175e–3 4.849e–4 2.829e–4
Fig. 1. Normwise relative errors for three methods.
The relative errors in 2-norm to four significant are shown in Table 2. We observe from Table 2 that R6,2 is preferable to the
others since R6,2 is even more accurate than T9 while requiring at most A7b. Such examples could be multiplied indefinitely.
Experiment 2. We next present some numerical experiments carried out in MATLAB R2009b that provide some insight into
the accuracy of Algorithm 1. We took 47 test matrices: all of themwere obtained by MATLAB’s gallery function and most of
themwere of 10×10. The vector b and the number t were fixed: b = (1, . . . , 1)T and t = 1. The exact eAbwere obtained at
100-digit precision using the Symbolic Math Toolbox. For Algorithm 1, we set s = 1 and chose p to be the smallest integer
such that γ ∥A∥1 ≤ Θp if γ ∥A∥1 ≤ Θ30 ≈ 3.5385; otherwise, we set s = ⌈γ ∥A∥1/Θ30⌉ and p = 30 with γ = 0.8. The
integers q and r were chosen to be 3. Fig. 1 compares the relative errors in 2-norm for Algorithm 1 with that of MATLAB’s
functions expm(A)b and funm(A,@exp)b. It can be observed from Fig. 1that Algorithm 1 is the most accurate method of
them in general.
Experiment 3. We now present some numerical experiments carried out in MATLAB R2009b that provide some insight
into the efficiency of our method for compute eAt for large-scale A and many various t . We chose A = gallery(‘lotkin’,n)
for n = 100, 500, 1000, 2000, 3000. The Lotkin matrix is a Hilbert matrix with its first row altered to all ones. We set
tk = k/50, sk = 1, k = 1, . . . , 50 and b = (1, . . . , 1)T . The rules for choosing pk, qk, rk, k = 1, . . . , 50 are the same as those
of Experiment 2. Fig. 2 reports the computing time for the following five methods:
• expm: expm(Atk)b for k = 1, . . . , τ ;
• Algor.1: Algorithm 1;
• expm+: expm(Atk)b with Krylov subspace approximations, where we chose m = 21, 27, 30, 33, 35 (to achieve a good
approximation in the sense that hm+1,m ≤ 2−53);
• Algor.1+: Algorithm 1 with Krylov subspace approximations, where we chosem = 21, 27, 30, 33, 35;
• Algor.1++: Algorithm 1 with Krylov subspace approximations, where we chose m = p + 1 (p is the degree of the
numerator);
It can be observed from Fig. 2 thatwithout the aid of Krylov subspacemethods, Algorithm 1 savesmuch time throughout;
with the aid of Krylov subspace methods, Algorithm 1 is preferable for large-scale matrices of n > 1000.
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Fig. 2. Computing time for various methods.
6. Final remarks
The problem of computing the matrix exponential operation eAtb has long been studied in applied and computational
mathematics. In practice, eAt is not required but rather its action on a vector b is required. In this paper, a newmethod based
on vector valued rational approximations is proposed. This method involves no matrix multiplications or divisions. Both
theoretical analysis and numerical results demonstrate the efficiency of the new algorithm. But there still exist some areas
to be improved. On one hand, the rounding errors of our method has not been studied though the algorithm has performed
in a numerically stable way throughout the experiments. On the other hand, considering the computational costs for large-
scale problems, one can improve our method by some modifications. One way is to employ Krylov subspace methods as
shown in our numerical experiments in Section 5. Another way is to employ the Schur decomposition A = QTQ ∗ reducing
the problem to the triangular case.
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