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Abstract
Consider the notion of finite representation type (FRT for short): An integral domain R has FRT
if there are only finitely many isomorphism classes of indecomposable finitely generated torsion-
free R-modules. Now specialize: Let R be of the form D+ cO where D is a principal ideal domain
whose residue fields are finite, c ∈D is a nonzero nonunit, andO is the ring of integers of some finite
separable field extension of the quotient field of D. If the D-rank of R is at least four then R does
not have FRT. In this case we show that cancellation of finitely generated torsion-free R-modules is
valid if and only if every unit of O/cO is liftable to a unit of O. We also give a complete analysis
of cancellation for some rings of the form D + cO having FRT. We include some examples which
illustrate the difficult cubic case.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
In its most general terms, the cancellation question for modules asks whether L⊕M ∼=
L⊕ N implies M ∼= N . Here, L, M and N are modules, usually assumed to be finitely
generated, over a ring. Until the mid-seventies, research on the cancellation question
focused mainly on finitely generated projective modules over polynomial rings and,
more generally, coordinate rings of algebraic varieties. The reason for this focus was the
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number of variables over a field, is every finitely generated projective module free? This
question reduces to the cancellation question: If P and Q are finitely generatedR-modules
such that P ⊕R ∼=Q⊕R, are P and Q necessarily isomorphic? Serre’s question inspired
a huge amount of research on the cancellation question for projective modules, from the
Bass Cancellation Theorem [2, Chapter IV, (3.5)] (which gives a positive answer if the rank
of P is greater than the number of variables) to the eventual solution by Quillen [19] and
Suslin [23].
Efforts to answer Serre’s problem resulted in many important results on cancellation
and failure of cancellation for projective modules over more general rings; see [17,26,27].
Moreover, research on these questions continued long after the solution of Serre’s problem;
see [3,13,22,24,35].
The modules we will consider in this paper will not in general be projective. Much
less is known about cancellation in general. Among the first results was the theorem,
due to Vasconcelos [29], that says cancellation holds for finitely generated modules over
commutative semilocal rings. Other early results on cancellation can be found in [7,28].
The rings we will consider are Noetherian integral domains, and the modules are finitely
generated and torsion-free. The first result on cancellation in this context (beyond the
classical result for Dedekind domains, due to Steinitz) was due to Chase [4], who proved
that torsion-free cancellation holds over the polynomial ring K[x, y], provided K is an
algebraically closed field of characteristic zero. In [32] R. Wiegand began a systematic
study of cancellation for torsion-free modules over Noetherian rings of dimension one
and two. This work was continued in joint work with S. Wiegand in [33,34], and in [25]
Swan applied the Wiegands’ methods in a non-commutative setting. More recently, in [8,9]
Guralnick and Levy also considered the cancellation problem for torsion-free modules over
one-dimensional rings.
Definitive results pertaining to cancellation for orders in quadratic number fields were
obtained in [32]. In this paper, we extend the study of cancellation to orders in number
fields of higher degree. When the degree is at least four, we give a complete answer to the
cancellation question for a large family of orders. Number fields of degree three pose the
greatest difficulties and hence our results are less conclusive. All the results we obtain in
this paper are valid not only for number fields but also for algebraic function fields in one
variable over a finite field of constants.
2. Definitions and preliminary results
All rings in this paper are commutative. If R is a ring then the group of units of R is
denoted by R×. If M is an R-module then M(r) denotes the direct sum of r copies of M . If
R is a local ring with maximal ideal m then the m-adic completion of R is denoted by R̂.
All local rings in this paper will be Noetherian.
Definition 1. SupposeR is a one-dimensional Noetherian domain. We say that cancellation
holds for R provided the implication L ⊕M ∼= L ⊕ N ⇒M ∼= N holds for all finitely
generated torsion-free R-modules L, M and N ; otherwise we say cancellation fails for R.
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R-module is sometimes referred to as an R-lattice in the literature.
Definition 3. An Artinian pair consists of an Artinian ring A contained in a commutative
ring B such that B is finitely generated as an A-module. Such a pair will be denoted
A ↪→ B . An A ↪→ B module consists of a finitely generated projective B-module W and
an A-submodule V of W such that BV =W . Such a module will be denoted V ↪→ W .
An A ↪→ B-morphism from V1 ↪→ W1 to V2 ↪→ W2 is defined to be a B-linear map
α :W1 →W2 such that α(V1)⊆ V2. We say that the A ↪→ B-module V ↪→W has constant
rank provided W is a free B-module.
All of the modules we will construct will have constant rank. We mention that there is a
well-defined notion of direct-sum decomposition in the category of modules over A ↪→ B .
For the remainder of this section, let A ↪→ B denote any Artinian pair. We now describe
some matrix constructions that can be used to build constant-rank modules over A ↪→ B .
Most of the material in this section appears either in [31, Section 2] or in [34, Section 3].
Definition 4. Let r be any positive integer. Let ν denote the r-by-r nilpotent matrix having
1’s on the super-diagonal and 0’s elsewhere. Let 1r denote the r-by-r identity matrix.
Suppose τ is an r-by-r matrix over a (commutative) ring T having entries τij . We say τ
is striped if τi,j = τi+1,j+1 for all i, j . We say τ is upper triangular if τi,j = 0 whenever
i > j .
The matrices ν and 1r will continue to appear throughout the rest of this section. The
next lemma is easy to prove and is well known for matrices over a field k. See [10, III.15,
Ex. 1].
Lemma 5. Let ν be the matrix given in Definition 4. Suppose τ is an r-by-r matrix over a
ring T . If τν = ντ then r is an upper triangular striped matrix. ✷
The following construction is taken from [34, Section 3].
Construction 6. Let W := B(r) and represent elements of W as column vectors. Let X
be any r-by-s matrix over B , where s  r . Let xj denote the j th column of X and let
V denote the A-submodule of W generated by the xj ’s. If BV =W then V ↪→ W is a
constant-rank A ↪→ B-module. Usually, we will take the left r-by-r submatrix of X to be
identity matrix 1r ; then BV =W is automatic.
More generally, suppose we can represent B as a direct product: B =∏ti=1 Bi . Then
W =⊕ti=1B(r)i . For each i from 1 to t , let Xi be any r-by-s matrix over Bi . We let xj
be the element of W whose ith component is the j th column of Xi . Let V denote the
A-submodule of W generated by the xj ’s. Again, if BV =W then V ↪→W is a constant-
rank A ↪→ B-module.
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is a consequence of a general fact concerning endomorphisms of modules over Artinian
pairs (see [34, the remarks preceding Proposition 3.2]).
Lemma 7. Suppose V ↪→W is a (constant-rank) A ↪→ B-module produced by Construc-
tion 6. A sequence of matrices (ϕ1, . . . , ϕt ), where each ϕi is an r-by-r matrix over Bi ,
represents an endomorphism of V ↪→W if and only if there is one s-by-s matrix λ over A
such that ϕiXi =Xiλ holds simultaneously for all i .
We take t = 1, specialize the matrix X, and analyze the endomorphisms of the resulting
module V ↪→W . The following corollary is a generalization of part of an argument used
in [31, Proposition 2.6].
Corollary 8. Suppose a positive integer r is given. Let a, b ∈ B and set X := (1r |a1r+bν).
Build V and W as in Construction 6 above. Suppose the r-by-r matrix ϕ represents an
endomorphism of V ↪→W . Then ϕ = σ + ar + bντ and
aσ + bσν + a2τ + ab(ντ + τν)+ b2ντν = µ+ a(+ bν( (1)
for suitable r-by-r matrices σ , τ , µ and ( over A.
As above, let A ↪→ B be any Artinian pair. We need a definition which appears in [34,
Section 1].
Definition 9. Suppose V ↪→ W is a constant-rank A ↪→ B-module. The delta group of
V ↪→W in B , denoted ∆(V ↪→W), is defined to be the subgroup of B× consisting of the
determinants of all automorphisms of V ↪→W . We will often use the plain symbol ∆ in
contexts where the dependence on V ↪→W is clear.
It is useful to know the delta group is well behaved with respect to direct sums. The next
lemma is the same as [34, Lemma 1.7] except that our notation here is slightly different
from the notation there.
Lemma 10. Suppose V1 ↪→ W1 and V2 ↪→ W2 are two constant-rank A ↪→ B-modules.
Let ∆1 and ∆2 be the corresponding delta groups. Then the delta group of (V1 ↪→W1)⊕
(V2 ↪→W2) is ∆1 ·∆2.
The following proposition extends part of the proof of [31, Proposition 2.6]. In the
statement of the proposition below, note that A× is assumed to be finite. A proof of the
proposition may be found in [12].
Proposition 11. Let A ↪→ B be an Artinian pair with A× finite. Suppose there are
a, b ∈ B such that {1, a, a2, b} is linearly independent over A. Then there is a constant-
rank A ↪→ B-module V ↪→W with delta group ∆= 1.
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Suppose D is a principal ideal domain having the property that all of its residue fields
are finite. Denote the quotient field of D by F . Next, suppose K is a finite separable field
extension of F . Let O be the integral closure of D in K . Our assumptions on K imply,
in particular, that each residue field of O is a finite field extension of some residue field
of D. We use d to denote the degree [K : F ] of K over F . The notation and assumptions
introduced in this paragraph will remain in force throughout the rest of this paper.
Since D is integrally closed in F we have O ∩ F =D. More generally, (IO) ∩D = I
for each ideal I ⊆ D. We let {ω1, . . . ,ωd } be a basis of the free D-module O. It is often
desirable to have an integral basis of the form ωi := θ i−1 for some θ ∈ O. However,
Dedekind found an example of a cubic number field in which the integral closure of Z
does not have a basis of this form. In any case, the following lemma allows us to assume
ω1 = 1.
Lemma 12. With notation as above, there is a D-basis ω1, . . . ,ωd of O such that ω1 = 1.
Proof. We want to show that D is a direct summand of O. It suffices to show that O/D
is torsion-free (and hence free) as a D-module. Given α ∈O, if bα ∈D for some nonzero
b ∈D then α ∈O ∩F =D. ✷
Definition 13. Recall that F is the quotient field of D. A subring R of O containing D
is called a D-order, or an order for short, if FR = K . Now suppose R is an order and
consider the R-ideal cR := (R :R O). It is the largest O-ideal contained in R and is called
the conductor of R. The image of O× in (O/cR)× under the quotient map is denoted by
ΛR and is called the group of liftable units O/cR .
One of the main techniques in studying an order R is to kill the conductor in both R and




Sometimes it is easier to work with a larger order S which contains the given order R.
Lemma 14. Suppose R ⊆ S ⊆O where R and S are orders. If cancellation fails for S then
cancellation fails for R.
Proof. If M and N are S-lattices then of course every S-linear map ϕ :M → N is
R-linear. We claim the converse is true. Suppose ϕ :M → N is R-linear. Take a nonzero
element c ∈ cR . Then c ∈ R and cs ∈ R for all s ∈ S. For all x ∈M we have cϕ(sx) =
ϕ(csx)= csϕ(x). Since N is torsion-free, ϕ(sx)= sϕ(x) and thus ϕ is S-linear. Therefore
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clear. ✷
We now establish a general criterion for cancellation. See Section 2 for the definitions
related to delta groups. The next proposition is based on results in [34].
Proposition 15. Let R be any proper order in O. Let A := R/cR and B := O/cR . Then
cancellation fails for R if and only if there is an A ↪→ B-module V ↪→W with constant
rank and with delta group ∆ such that ∆ ·ΛR = B×.
Proof. If ∆ ·ΛR = B× for some A ↪→ B-module V ↪→W with BW free of rank r , choose
u ∈ B× −∆ ·ΛR . Referring to item (i) on p. 432 of [34], we take C :=O and P :=O(r).
We define M to be the pullback of P and V over W . In the notation of [34, (1.3)] we put
N :=Mu (M “twisted” by u). By [34, Proposition 1.4] we have M⊕O ∼=N⊕O, whereas
M N by [34, Lemma 1.6], Hence cancellation fails.
Conversely, suppose we have ∆ · ΛR = B× for all constant-rank A ↪→ B-modules
V ↪→ W , where ∆ is the delta group of V ↪→ W . Let L, M and N be R-lattices.
If M ⊕ L ∼= N ⊕ L then Mu ∼= N for some u ∈ B× by [34, Proposition 1.4]. By
assumption, ∆M · ΛR = B×, where ∆M denotes the delta group of the A ↪→ B-module
M/cRM ↪→OM/cRM . Note that OM/cRM is a free O/cR-module since R is a domain.
Since u ∈ ∆M · ΛR , we gather from [34, Lemma 1.6] that M ∼= N . Hence cancellation
holds. ✷
4. A family of orders and finite representation type
We keep the notation and assumptions introduced at the beginning of Section 3. It is a
well-known fact that every order R in a quadratic number field has the form R = Z+ cO
for some c ∈ Z. While this fact is no longer true for orders in higher-degree fields, we will
restrict most of our attention in this paper to orders having the form D + cO.
Consider an element c ∈ D. We assume throughout that c is a nonzero nonunit of D.
Let R :=D+ cO; then R is an order properly contained in O. By Lemma 12 we can write
R =D⊕Dcω2 ⊕ · · · ⊕Dcωd . The conductor cR can be determined quite explicitly.
Lemma 16. With the notation above, cR = cO.
Proof. Since cO⊆R it follows that c ∈ cR and hence cO ⊆ cR . For the reverse inclusion,
suppose r ∈ cR . Set M :=Dω2 ⊕ · · · ⊕Dωd . Recall that we have assumed d = 1. We can
write r = b+ cm, where b ∈D and m ∈M . It suffices to show b ∈ cD. Since b ∈ cR , bω2
is an element of R. Therefore bω2 ∈Dcω2 and hence b is a multiple of c. ✷
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following form:
D + cO O
D/cD O/cO
(3)
Definition 17. Suppose R is a one-dimensional Noetherian domain. We say R has finite
representation type if there are only finitely many isomorphism classes of indecomposable
finitely generated torsion-free R-modules.
The next lemma follows immediately from the proof of Lemma 14.
Lemma 18. Suppose R ⊆ S ⊆O where R and S are orders. If R has finite representation
type then S has finite representation type.
We can decide when R :=D + cO has finite representation type.
Proposition 19. Assume D is a principal ideal domain, all the residue fields of D are
finite, F is the quotient field of D, K is a finite separable field extension of F having
degree d > 1, and O is the integral closure of D in K . Let R :=D + cO, where c ∈D is
a nonzero nonunit. Then R :=D + cO has finite representation type if and only if either
(1) d = 2 or (2) d = 3 and c is squarefree.
Proof. Set A := D/cD and B := O/cO. It follows from [31, Corollary 5.2 and
Remark 1.10.1] that R has finite representation type if and only if the following two
conditions hold: (DR1) the A-module B can be generated by 3 elements; (DR2) the A-mo-
dule (JB+A)/A is trivial or is cyclic, where J := radA. These conditions were introduced
by Drozd and Roı˘ter in [6]. Note that d = 2 or d = 3 ensures that (DR1) holds and hence
it suffices to consider (DR2) in each case. If d = 2 then B/A is a cyclic A-module; since
A is a principal ideal ring, (DR2) holds. If d = 3 and c is squarefree then J := radA= 0
and condition (DR2) holds.
Conversely, suppose d = 3 and there is a prime p ∈ D such that p2|c; then R is
contained in the order D + p2O. By the proof of Lemma 14 it is enough to show that
D + p2O does not have finite representation type. In other words, we can assume c= p2.
Thus A is local, J = pA and J 2 = 0; denote the residue field of A by k. Note that the
annihilator of the A-module (JB + A)/A is J and hence (JB + A)/A is naturally a
k-module. Since B =A⊕Aω2 ⊕Aω3, we have (JB +A)/A= Apω2 ⊕Apω3 and hence
(JB + A)/A has k-dimension equal to 2. Thus (DR2) fails. Finally, if d  4 then (DRl)
fails. ✷
In the proof above, when d = 3 we see that (JB + A)/A is either trivial or has
k-dimension 2, depending on whether or not c is squarefree. The reader might wonder
about the absence of dimension 1. As we have seen, (JB +A)/A cannot have dimension
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D[cθ ] =D +Dcθ +Dc2θ2 so that (JB +A)/A has dimension 1. However, I do not yet
have any general results for orders having the form D[cθ ].
5. Main results
Suppose D is a complete discrete valuation ring with finite residue field. As above,
denote the quotient field ofD by F . Then the valuation on the quotient field F ofD extends
uniquely to a valuation of K . The following fact comes from [30, Proposition 3.3.3].
Lemma 20. Suppose D is a complete discrete valuation ring having a finite residue field.
Let K be a finite separable extension of the quotient field of D and let O be the integral
closure of D in K . Then there is a unit u ∈ O× such that {1, u, . . . , ud−1} is a D-basis
for O.
Now suppose D is any principal ideal domain having all of its residue fields finite,
Since we will be dealing later on with rings of the form D/pmD, where p ∈D is a prime
element, it will be useful to examine the completion D̂p of D localized at p := pD. Let
the prime factorization of pO be written as qe11 · · ·q
eg
g , where the prime ideals qi ⊂O are
distinct and ei  1 for each i . For ease of notation, we write Oi for the localization Oqi .
For all positive integers m we have
D/pm = D̂p/pmD̂p and Oi/qmeii Oi = Ôi/qmeii Ôi; (4)




)∩Dp = (pmOi)∩Dp = pmDp. (5)
Let fi be the degree of qi over p; that is, fi := [O/qi :D/p]. For the rest of this section,
we set di := eifi .
Proposition 21. For each i there is a unit ui ∈ Ôi× such that{




is a D̂p-basis for Ôi .
Proof. The quotient field Ki of each Ôi is a finite extension of the quotient field of the
complete discrete valuation ring D̂p. It is well known that the degree of the extension is
eifi and that Ôi is the integral closure of D̂p in Ki . Now we apply Lemma 20. ✷
Let m be a positive integer and set A := D/pm and B := O/pmO. By the Chinese
Remainder Theorem we have an A-isomorphism B ∼=∏gi=1Bi , where we have set Bi :=
O/qmeii for each i . Consideration of Ôi ⊗D D/pm with respect to (4) and (5) leads
immediately from the preceding proposition to the following result.
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is an A-basis for Bi .
Remark 23. Recall that di := eifi . If some di = 1 then we will set vi := 1.
In particular, each Bi is a free A-module of rank eifi , B is a free A-module of rank
d = e1f1+ · · ·+ egfg and every nonempty subproduct of∏gi=1 Bi contains A as a subring
in an obvious way.
We now return to the situation given pictorally by the diagram (3). Proposition 11 is the
primary tool we need in order to begin building the proof of the next theorem.
Theorem 24. Suppose D is a principal ideal domain, all the residue fields of D are finite,
F is the quotient field ofD, K is a finite separable field extension of F having degree d , and
O is the integral closure of D in K . Let R :=D + cO, where c ∈D is a nonzero nonunit.
Let A :=D/cD and B :=O/cO. If d  4 then there is a constant-rank A ↪→ B-module
having a trivial delta group.
Proof. Take A :=D/cD and B :=O/cO as in the statement of the theorem. Note that A×
is finite. In order to get a constant-rank A ↪→ B-module having a trivial delta group, we
know by Proposition 11 it suffices to find a, b ∈ B such that {1, a, a2, b} is A-independent.
We can most easily find such elements if we assume A is local, so we begin by imposing
that assumption. Thus we can write c= pn for some prime element p ∈D.
Write the prime factorization of pO as qe11 · · ·q
eg
g . Let fi denote the degree of qi . By the
Chinese Remainder Theorem we have an A-isomorphismB ∼=∏q1 Bi , where Bi :=O/qneii
for each i . Therefore, to give a, b ∈B such that {1, a, a2, b} is A-independent it will suffice
to work in
∏g
1 Bi instead of in B . Hence we identify B with
∏g
1 Bi for the rest of this
section. In what follows we will use repeatedly the fact, from above, that each Bi is a free
A-module with basis {vj−1i : 1 j  eifi}, where each vi ∈B×i . Also, if the A-rank of Bi
is 1 then vi := 1 (see Remark 23). Below, the word “rank” will mean A-rank.
Here is some new notation. For each i let εi ∈ B denote the primitive idempotent
corresponding to Bi . Also, let us set v := (v1, . . . , vg) ∈ B×. We now continue with the
assumption that A is local and d  4.
First, suppose g = 1. Since d  4 we know that B = B1 has rank at least 4. Set a := v
and b := v3. Then {1, a, a2, b} = {1, v, v2, v3} is A-independent.
Next, suppose g = 2. If B1 has rank at least 3 we take a := vε1 and b := ε2 so that
{1, a, a2, b} = {1, vε1, v2ε1, ε2}. We claim this set is A-independent. Suppose we have a
relation in B of the form w+xvε1+yv2ε1+ zε2 = 0, where w,x, y, z ∈A. Project to B1;
we find out that w = x = y = 0. Now project to B2 and see that z= 0. Thus {1, a, a2, b} is
A-independent.
By symmetry, if B2 has rank at least 3 then {1, vε2, v2ε2, ε1} is A-independent. Now
assume both B1 and B2 have rank 2. We claim that {1, vε1, v2ε1, vε2} is A-independent.
Suppose we have a relation in B of the form w + xvε1 + yv2ε1 + zvε2 = 0, where
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xv1 + yv21 = 0. Since v1 is a unit in B1 we see that x = y = 0. The claim is established.
Suppose g = 3. Then there is some i such that the rank of Bi is at least 2. Without loss of
generality, we may assume i = 1. We claim {1, vε1, v2ε1, ε2} is A-independent. Suppose
we have a relation in B of the form w + xvε1 + yv2ε1 + zε2 = 0, where w,x, y, z ∈ A.
Projection to B3 shows us that w = 0, and then projection to B2 reveals that z = 0.
Projection to B1 gives us xv1 + yv21 = 0. Since v1 is a unit in B1 we see that x = y = 0.
The claim is established.
Finally, suppose g  4. If there is an i such that the rank of Bi is at least 2 then we
can proceed exactly as in the case g = 3. Hence it now suffices to assume that B is a
direct product of g copies of A. Suppose there exists u ∈ A× such that u − 1 ∈ A×. Set
a := ε1 + uε2. We claim {1, a, a2, ε3} is A-independent. Suppose we have a relation in B
of the form w + xa + ya2 + zε3 = 0. Projection to B4 and B3 gives us w = 0 and z= 0,
respectively. Projection to B2 and B1 gives us ux + u2y = 0 and x + y = 0, respectively.
Therefore u(1− u)x = 0 and hence x = y = 0.
We are now left with a product B of four or more copies of the local ring A and for all
u ∈A either u or u− 1 is a nonunit (for an example of this situation consider A= Z/2Z).
It is not possible to find an A-independent set of the form {1, a, a2, b} in some rings B of
the type that we have left. Fortunately, it turns out that a construction by E.C. Dade can
be used in order to build an A ↪→ B-module having a trivial delta group. For a proof of
Dade’s Theorem see [31, Theorem 2.9]. Before completing the proof of Theorem 24 in the
local case, we state and prove a result using the same construction as in [31].
Theorem 25. Let A and B be defined as in the statement of Theorem 24. Suppose A is
local and B =∏gi=1A, where g  4. Then there exists a constant-rank A ↪→ B-module
having a trivial delta group.
Proof. We will use the general construction of a V ↪→ W -module given above in
Construction 6. To allow for the case g > 4, we take Bi := A for i  3 and put B4 :=∏g
i=4 A. The action of A on B4 is given by the diagonal embedding of A into B4.
Let r := |A×| and let W := B(r) We use t := 4 in our construction; in other words,
we write B =∏4i=1 Bi and take W :=⊕4i=1 B(r)i . Set X1 := (1r |0), X2 := (0|1r), X32 :=
(1r |1r ) and X4 := (1r |ν), where 1r is the r-by-r identity matrix over A and, as before, ν
is the r-by-r nilpotent matrix over A having 1’s on the super-diagonal and 0’s elsewhere.
Note that s = 2r in this construction.
Let xj be the column vector in W whose ith component (in (B(r)i ) is the j th column
of Xi . We take as generators of the A-module V the column vectors xj . One can check that
BV =W ; thus V ↪→W is an A ↪→ B-module. Consider an arbitrary B-endomorphism ϕ
of W ; we can represent ϕ as a 4-tuple (ϕ1, ϕ2, ϕ3, ϕ4), where each ϕi is an r-by-r matrix
over Bi . By fact 7 we know that ϕ represents an endomorphism of V ↪→W if and only if
there is a single s-by-s matrix λ over A that simultaneously satisfies ϕiXi =Xiλ for all i .
Since λ is a 2r-by-2r matrix over A we have λ = ( σ µτ ( ) for suitable r-by-r matrices
σ , τ , µ, and ( over A. Now consider each ϕi in turn. From the equation ϕ1X1 =X1λ we
get ϕ1 = σ and µ = 0. Since ϕ2X2 = X2λ we get τ = 0 and ϕ2 = (. Next, the equation
ϕ3X3 = X3λ implies that (ϕ3|ϕ3) = (σ + τ |µ+ () and hence ϕ3 = σ = (. Finally, since
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σν = ν(= νσ . The equality σν = νσ implies that σ is an upper triangular striped matrix,
by Lemma 5.
We conclude that ϕ has the form (σ,σ,σ,σ ). If ϕ is an automorphism of V ↪→W then
we see that the determinant of the r-by-r matrix σ is 1 and hence the determinant of ϕ is
equal to 1. ✷
Now we can finish the proof of Theorem 24. We still writeA :=D/cD andB :=O/cO.
We have just completed our construction of a constant-rank A ↪→ B-module having a
trivial delta group when A is local, that is, when c = pn for some prime p ∈ D. Now
suppose c ∈D is any nonzero nonunit. The Artinian ring A :=D/cD is a product of local
rings, say A =∏m1 As . We get a corresponding decomposition B =∏m1 Bs having the
property that each As ↪→ Bs is an Artinian pair. To construct a constant-rank A ↪→ B-
module having a trivial delta group, it is not difficult to see that it suffices to build, for
each s, a constant-rank As ↪→ Bs -module Vs ↪→ Ws having a trivial delta group. We
take r := |A×| and build a rank r module Vs ↪→ Ws over each pair As ↪→ Bs using the
constructions we have just described. Note that |A×s | divides r for each s; therefore, for
each s we get a constant-rank As ↪→ Bs -module that has a trivial delta group. Together,
these modules yield a constant-rank A ↪→ B-module having a trivial delta group. ✷
When d < 4 it can happen that every constant-rank A ↪→ B-module has a nontrivial
delta group. For example, suppose d = 2. Then every ideal of R :=D+ cO is 2-generated,
so a result of Bass [1] implies that every R-lattice is a direct sum of R-ideals (see [32,
p. 444] for a more thorough statement in this situation). With A :=D/cD and B :=O/cO,
it follows that every constant-rank A ↪→ B-module is a direct sum of A ↪→ B-modules of
rank 1. The remarks preceding [34, Lemma 1.6], coupled with Lemma 10, imply that the
delta group of every constant-rank A ↪→ B-module contains the group (D/cD)×, which
certainly need not be trivial.
Here is our main result concerning cancellation for the order R =D + cO.
Theorem 26. Suppose D is a principal ideal domain, all the residue fields of D are finite,
F is the quotient field of D, K is a finite separable field extension of F having degree d ,
and O is the integral closure of D in K . Let R := D + cO, where c ∈ D is a nonzero
nonunit. Assume d  4. The order D + cO has cancellation if and only if every unit of
(O/cO)× is liftable.
Proof. By Theorem 24 there is a constant-rank A ↪→ B-module V ↪→W with delta group
∆ such that ∆= 1. By Lemma 16, cR = cO. Now apply Proposition 15. ✷
6. Cubic orders without finite representation type
In this section we still hold onto the assumptions and notation from Section 3. In
particular, d := [K : F ]. What happens when d = 3? Since Proposition 11 works only
when d  4 we need a new construction to build modules having a trivial delta group when
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D-basis of O.
Proposition 27. Suppose d = 3 and R = D + p2O, where p ∈ D is prime. Let A :=
D/p2D and B := O/p2O. Then there is a constant-rank A ↪→ B-module having delta
group ∆ such that the image ∆ of ∆ in (B/pB)× is trivial.
Proof. Set a := pω2 ∈ B and b := pω3 ∈ B , where ω2 and ω3 are the images of the
integral basis elements ω2, ω3 in O/p2O. Take r := |(A/pA)×| and build V ↪→ W as
described in Construction 6 by setting X := (1r |a1r + bν). Suppose ϕ is an automorphism
of V ↪→W . By Corollary 8 we have ϕ = σ + aτ + bντ and
aσ + bσν + a2τ + ab(ντ + τν)+ b2ντν = µ+ a(+ bν(
for suitable r-by-r matrices σ , τ , µ and ( over A. Since p2 = 0 in B we have
aσ + bσν = µ+ a(+ bν(.
Hence all the entries of µ are in pB . Since pB ∩A= pA we may write µ= pλ for some







λ+ ω2((− σ)+ω3(ν(− σν)≡ 0 modpB.
By the A/pA-linear independence of the images of {1,ω2,ω3} in B/pB we gather that
p = σ modpA, and then that νp ≡ σν modpA. Thus σν ≡ νσ modpA and hence
the images of the entries of σ in A/pA give us an upper triangular striped matrix, by
Lemma 5. Since σ is an r-by-r matrix, the image of the determinant of σ , and hence that
of ϕ = σ +pω2τ +pω3ντ , is equal to 1 in B/pB . Therefore, the image of ∆ in (B/pB)×
is indeed trivial. ✷
The preceding proposition leads to the following partial result on cancellation for cubic
orders.
Corollary 28. Suppose d = 3 and R =D + p2O, where p ∈D is prime. If the image ΛR
of O× in (O/pO)× is proper then cancellation fails for R.
Proof. Let A := D/p2D and B := O/p2O. By Proposition 27 there is a constant-rank
A ↪→ B-module having delta group ∆ such that the image ∆ of ∆ in (B/pB)× is trivial.
If the imageΛR ofO× in (B/pB)× = (O/pO)× is proper then of course∆ ·ΛR =ΛR is a
proper subgroup of (O/pO)× . Thus∆ ·ΛR = (O/p2O)×. By Proposition 15, cancellation
fails for R. ✷
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possible to build an A ↪→ B-module having a trivial delta group under the hypotheses of
Proposition 27. If there is such an A ↪→ B-module having ∆= 1 in B× = (O/p2O)× then
cancellation holds for R :=D+p2O if and only if ΛR = (O/p2O)× (by Proposition 15).
It is desirable to find a module having a trivial delta group since it can happen that some
unit in (O/p2O)× may not be liftable to O× even when every unit in (O/pO)× is liftable
to O× (see Example 32).
7. Cubic orders with finite representation type
Now we consider some special cubic orders R of the form D + pO. Again, suppose
d = 3. Let k :=D/pD, where p ∈D is a prime. For the remainder of this section, suppose
pO is a prime ideal in O. Then the field @ :=O/pO is an extension of k of degree 3. Let
σ and τ be the distinct nontrivial elements of the Galois group of @/k. Let us consider
indecomposable modules over the Artinian pair k ↪→ @. The structure of these modules is






where δ is the diagonal embedding, γ is given by γ (x) := (x, xσ , xτ ) and the other two
maps are the inclusions. This diagram represents “change of rings” between the “bottom”
Artinian pair k ↪→ @ and the “top” Artinian pair δ : @ ↪→ @× @× @. From [33, Theorem 3.9
and Proposition 2.10] we have the following fact.
Lemma 29. Every indecomposable k ↪→ @-module is isomorphic to some direct summand
of some indecomposable @ ↪→ @ × @ × @-module. Furthermore, every indecomposable
@ ↪→ @×@×@-module is isomorphic to either @ ↪→ 0×0×@, @ ↪→ 0×@×@, @ ↪→ @×@×@
or one of the four others obtained by permuting the factors. (In each case, the map is the
diagonal embedding δ followed by projection.) Finally, @ ↪→ @× @× @ itself is isomorphic
as a k ↪→ @-module to the direct sum of three copies of k ↪→ @.
In particular, every indecomposable k ↪→ @-module has rank 1 or 2. It is not hard to see
that the delta group of every k ↪→ @-module of rank 1 contains k×. For the k ↪→ @-module
@ ↪→ 0× @× @ given in Lemma 29 we have the following result.
Proposition 30. With the notation and assumptions related to diagram (6) above, the delta
group of the k ↪→ @-module @ ↪→ 0× @× @ is (@×)2.
Proof. We resort to matrix reduction techniques. First we write @= k(θ) for some θ ∈ @
with θ3 − sθ2 + tθ − u= 0, where s, t, u ∈ k. Without loss of generality, we may assume
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variable; in characteristic 3 we can actually take s = 0 and t − 1; see [14, Theorem 6.4] for
example.) We have
θ3 = u− tθ and θ4 = uθ − tθ2; (7)
we also have
θσ + θτ =−θ, θσ θτ = t + θ2,
θ2σ + θ2τ =−2t − θ2, θ2σ θ2τ = t2 + uθ + tθ2;
and finally
θ2σ θ2τ + θ2τ θ2σ =−u.
Since we are viewing @ ↪→ 0 × @× @ as a k ↪→ @-module via the vertical maps in (6),
the @-module structure on 0× @× @ is given by z · (0, x, y)= (0, zσ x, zτ y). Let W := @× @
with the usual @-module structure, and note that the map Φ :W → 0× @× @ taking (x, y)
to (0, xσ , yτ ) is an @-module isomorphism. Thus we can simply replace the k ↪→ @-module
@ ↪→ 0× @× @ by the more tractable k ↪→ @-module ε : @ ↪→W , where the map ε takes z
to Φ−1((0, z, z))= (zτ , zσ ).
We have thus replaced our k ↪→ @-module by an isomorphic copy V ↪→W , where V is







Note that we can do column operations over k without changing V ↪→ W ; we can also
do row operations over @ without changing the isomorphism class of V ↪→W . Using row
operations over @, we replace X by
X′ :=
(
1 0 −θσ θτ















Thus we may assume that V is generated by the columns of X′′.







748 R. Karr / Journal of Algebra 273 (2004) 734–752is a 3-by-3 matrix over k. Use the first two columns of X′′ to get
ϕ =
(
a + cθ d + f θ
b+ cθ2 e+ f θ2
)
.




)T )= ( fu+ (a − f t)θ + (c+ d)θ2
cu+ (b− ct + f u)θ + (e− f t)θ2
)
.
This vector must have the form (g+ jθ,h+ jθ2)T . Thus a = e, b= ct−f u, and d =−c.
Conversely, the validity of these equations implies that ϕ is an endomorphism of V ↪→W
(by Lemma 7 again). Now ϕ has the form
ϕ =
(
e+ cθ −c+ f θ
ct − fu+ cθ2 e+ f θ2
)
.
Set ε := e− f t − cθ − f θ2. We claim that the eigenvalues of ϕ are precisely εσ and ετ .
In other words, εσ + ετ is the trace of ϕ and εσ ετ is the determinant of ϕ. The trace of ϕ
is 2e+ cθ + f θ2and the determinant of ϕ is(
e2 + c2t − cf u)+ (ec− cf t + f 2u)θ + (ef + c2)θ2.
At this point we’ll use the relations in (7) to verify the claim directly.
First, we have
eσ + ετ = (e− f t − cθσ − f θ2σ )+ (e− f t − cθτ − f θ2τ )
= 2e− 2f t − c(θσ + θτ )− f (θ2σ + θ2τ )
= 2e− 2f t − c(−θ)− f (−2t − θ2)
= 2e+ cθ + f θ2
and hence εσ + ετ is the trace of ϕ. Next, εσ ετ is equal to
(e− f t)2 − c(e− f t)(θσ + θτ )− f (e− f t)(θ2σ + θ2τ )
+ c2(θσ θτ )+ cf (θ2σ θτ + θ2τ θσ )+ f 2(θ2σ θ2τ ),
and in turn is equal to
(e− f t)2 − c(e− f t)(−θ)− f (e− f t)(−2t − θ2)
+ c2(t + θ2)+ cf (−u)+ f 2(t2 + uθ + tθ2).
Collecting coefficients gives us
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(e− f t)2 + 2ef t − 2f 2t2 + c2t − cf u+ f 2t2)
+ (c(e− f t)+ f 2u)θ + (f (e− f t)+ c2 + f 2t)θ2,
and hence εσ ετ is equal to the determinant of ϕ, as claimed.
Note that e can be made to equal any given element of @ by choosing c, e and f
correctly. Thus the delta group ∆ consists of the images of δσ δτ as δ ranges over all
elements of @×. We claim this image is equal to (@×)2.
Let q := |D/pD| = |k|. After swapping σ and τ if necessary, we may assume that
δσ = δq and δτ = δq2 . Then δσ δτ = δq2+q = (δ(q2+q)/2)2 ∈ (@×)2. Conversely, let ξ be a
generator of @×. We want to find δ ∈ @× so that δσ δτ = ξ2. The order of @× is q3 − 1 and
thus it suffices to find an integer t so that (with δ := ξ t )
q(q + 1)t ≡ 2 mod (q − 1)(q2 + q + 1).
If q is odd, one can easily check that q(q+12 ) and (
q−1
2 )(q
2 + q + 1) are relatively prime.
If q is even one easily checks that q(q + 1) and q3 − 1 are relatively prime. ✷
Proposition 30 leads us to another partial result on cancellation for cubic orders.
Theorem 31. Keep the notation and assumptions above. Suppose d = 3 and pO is a prime
ideal. Then cancellation holds for R :=D+pO if and only if (D/pD)× ·ΛR = (O/pO)×
and ((O/pO)×)2 ·ΛR = (O/pO)× .
Proof. Suppose k× ·ΛR = @× and (@×)2 ·ΛR = @×, where k :=D/pD and t =O/pO.
By Lemma 29 and Proposition 30 above, the delta subgroup of every indecomposable
k ↪→ @-module contains either k× or (@×)2. By Lemma 10, the same holds for k ↪→ @-mo-
dule, indecomposable or not. By Proposition 15 cancellation holds.
Conversely, suppose (@×)2 ·ΛR = @×. Since the k ↪→ @-module V ↪→ W of constant
rank 2 constructed in Proposition 30 has ∆= (@×)2, cancellation fails by Proposition 15.
Finally, suppose k× ·ΛR = @×. The pair k ↪→ @ itself has its delta group equal to k× and
again cancellation fails by Proposition 15. ✷
If k× · ΛR = @× then by results in [32] there exists an invertible ideal I of R such
that I ⊕ O ∼= R ⊕ O but I  R. This situation gives us a somewhat boring failure of
cancellation. However, we will show in Section 8 that there exist orders R as above such
that k× ·ΛR = @× and (@×)2 ·ΛR = @× (see Example 33).
In the cases where d = 3 and pO is not prime one can probably carry out an analysis
similar to the one above and obtain an explicit condition for cancellation to hold for
R =D+pO. However, such an analysis still remains to be completed. Finally, we remark
that explicit conditions which settle the d = 2 case appeared in [32].
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Here is an example of a cubic order R := Z+ pO having the property that all units of
O/pO are liftable. The cubic order R in the following example has finite representation
type, by Proposition 19.
Example 32. Let θ be a root of the polynomial f (x) := x3 + x + 1 and let K := Q(θ).
This K corresponds to the complex cubic number field of discriminant−31 which appears
in [18, Table 3.2]. LetO be the ring of integers of K . The table shows thatO = Z[θ ]. Also,
the table gives ε := θ as a fundamental unit.
Take p := 2 and let ξ denote the image of θ in O/pO. Let Λ be the image of O×
in O/pO. We claim Λ= (O/pO)× . The polynomial f is irreducible modulo 2 and thus
pO is prime by [18, Chapter 6, (2.27)]. Hence O/pO is a finite field F with 8 elements.
Since ξ is nontrivial in F× it necessarily generates F×. This proves the claim. Finally, let
R := Z+ pO. By Proposition 15, cancellation holds for R since Λ= (O/pO)× .
By the way, one can show directly that the image of O× in (O/p2O)× has order 28,
whereas (O/p2O)× itself has order 56. Thus O/p2O has units which do not lift to O×
even though all units of O/pO lift to O×.
In the example above we obtained cancellation for R “cheaply” since all the units of
O/pO were liftable—a condition which can arise only if p is small enough (see [12,
Corollary 7.1]). Example 34 below is much more typical.
Our next two examples involve more cubic orders R of the form Z+ pO. In the next
example, we show how cancellation can fail for R even when the map Pic(R)→ Pic(O) is
injective. This example stands in sharp contrast with the quadratic ordersQ studied in [32],
where it is shown that the injectivity of PicQ→ PicO is equivalent to cancellation holding
for Q.
Example 33. As in the previous example, let θ be a root of the polynomial f (x) =
x3 + x + 1 and let K := Q(θ). From [18, Table 3.2] we find O = Z[θ ] and θ is a
fundamental unit. It follows that O× is generated by −1 and θ .
Take p = 5 and let Λ denote the image of O× in O/pO. Since f is irreducible
modulo 5, it follows from [18, Chapter 6, (2.27)] that pO is a prime ideal Set k := Z/pZ
and @ :=O/pO. Let ξ be the image of θ in O/pO.
We have |@×| = 31 · 4 and, by a direct computation, the image Λ of the subgroup
generated by −1 and ξ in @× has index 2. Thus Λ = (@×)2 and hence (@×)2 · Λ = @×.
By Theorem 31, cancellation fails for R := Z+pO. However, k× ·Λ= @× since k× has a
nonsquare. From the Mayer–Vietoris exact sequence (see [16])
1→ R× → (R/cR)× ×O× → (O/cR)× → Pic(R)→ Pic(O)→ 1
it follows that Pic(R)→ Pic(O) is injective.
This time we show how cancellation can hold for an order even in the presence of
nonliftable units. By Theorem 26, it is necessary that the number field containing the order
under consideration has degree at most 3.
R. Karr / Journal of Algebra 273 (2004) 734–752 751Example 34. Keep the same setup from Example 33 but take p = 59; then pO is a prime
ideal. Again, set k := Z/pZ and @ :=O/pO. The order of @× := (O/pO)× is 3541 ·29 ·2.
A direct computation shows the image Λ of the subgroup generated by −1 and ξ in @× has
order 3541 · 2. Since |(k×)2| = 29 and gcd(29,3541 · 2)= 1 it follows that (k×)2 ·Λ= @×
and thus k× ·Λ= (@×)2 ·Λ= @×. By Theorem 31, cancellation holds for R := Z+ pO,
even thoughO/pO has nonliftable units.
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