On quantum information by Paszkiewicz, Adam & Sobieszek, Tomasz
ar
X
iv
:1
20
3.
33
29
v1
  [
cs
.IT
]  
15
 M
ar 
20
12
ON QUANTUM INFORMATION
ADAM PASZKIEWICZ AND TOMASZ SOBIESZEK
Abstract. We investigate the following generalisation of the entropy of quan-
tum measurement. Let H be an infinite-dimensional separable Hilbert space
with a ‘density’ operator ρ, tr ρ = 1. Let I(P) ∈ R be defined for any parti-
tion P = (P1, . . . , Pm), P1 + . . . + Pm = 1H, Pi ∈ ProjH and let I(PiQj, i ≤
m, j ≤ n) = I(P) + I(Q) for Q = (Q1, . . . , Qn),
∑
Qj = 1H and PiQj = QjPi,
tr ρPiQj = tr ρPi tr ρQj (P, Q are physically independent). Assuming some
continuity properties we give a general form of generalised information I,
Theorem 1, formula (1).
1. Preliminaries and main results
Throughout the paper we shall use the following notations. H is an infinite
dimensional seperable Hilbert space. By ρ we denote a fixed positive trace-class
operator with trρ = 1. It is convenient to identify ρ with the functional B(H) ∋
A 7→ trρA i.e. write ρ(A) for trρA. We will also consider
P = {P ∈ ProjH : P, P⊥ are both infinite dimensional} ∪ {0, 1H}
We shall always write P for a sequence (P1, . . . , Pm) of orthogonal projections with
P1 + · · · + Pm = 1H, Pi ∈ P. Thus Pi are mutually orthogonal. Every such P
will be callled a partition of 1H. Let Q = (Q1, . . . , Qn) be another partition
of 1H. We write P ⊥ Q when P and Q are physically independent i.e. when
PiQj = QjPi and ρ(PiQj) = ρ(Pi)ρ(Qj). In such case we shall write P · Q =
(PiQj; i = 1, . . . ,m, j = 1, . . . n).
The paper is devoted to the investigation of the following general notion.
Definition 1. We say that a real function I, defined on partitions of 1H is an
additive quantum infrmation (or an information for short) if does not depend
on the order of P1, . . . , Pm and if
I(P ·Q) = I(P) + I(Q)
for any P ⊥ Q.
Definition 2. Information I is continous if for any mutually commuting P, P1, P2, . . . ∈
P such that 0 < ρ(P) < 1, and ρ
(
|P − Pn|
)
−→ 0 we have
I(Pn, P
⊥
n ) −→ I(P, P⊥).
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Definition 3. Information I is bounded if for any 0 < ε < 1 the set of values
{I(P, P⊥) : P ∈ P, ρ(P) = ε}
is bounded.
Definition 4. A real function Is on probability distributions that is sequences p =
(p1, . . . , pm), pi ≥ 0,
∑
pi = 1 is called a symmetric information if it does
not depend on the order of elements pi and if for any probability distributions
p = (p1, . . . , pm), q = (q1, . . . , qn) we have
Is(p⊗ q) = Is(p) + Is(q).
By p⊗ q we mean here a sequence (piqj : 1 ≤ i ≤m, 1 ≤ j ≤ n).
Given any function Is on probability distributions we shall write (Isρ)(P) for
Is(ρ(P1), . . . ρ(Pm)).
Even though the notions of continuity and of boundedness of our information
I were introduced using only 2-element partitions (P, P⊥) they suffice to prove the
following general result.
Theorem 1. Let I be any bounded, countinous information. There exists a self-
adjoint trace-class operator µ with trµ = 0 and a symmetric infromation Is such
that
(1) I(P) = (Isρ)(P) +
m∑
i=1
trµPi log ρ(Pi).
Here as throughout the paper we use base 2 logarithms. The notation (Isρ)(P)
denotes Is(ρ(P1), . . . , ρ(Pm)). In the same way as for ρ we shall denote trµP by
µ(P).
The proof is long and essentially depends on the following two non-trivial results.
The first one is the celebrated Gleason theorem. (c.f [7], theorem 7.23). In our
notation the crucial part of this theorem can be formulated as follows
Theorem 2 (Gleason). Let p be any function p : ProjH 7→ [0, 1] satisfying
p
(∑
k≥1 Pk
)
=
∑
k≥1 p(Pk), for any sequence of mutually orthogonal projections
P1, P2, . . . ∈ ProjH, and p(1H) = 1. Then there exists a unique state ρ (i.e. a
positive operator with trρ = 1) satisfying p(P) = trρP.
The sum
∑
PK above relates to strong (or equivalently weak) operator topology.
The next result is new and is contained in [5].
With some exceptions, we will use the notation and terminology introduced in [5].
Nonetheless, we present here all the denotations necessary for the statement of that
result. In particular, we write A = (A1, . . . , Am), B = (B1, . . . , Bn) for any finite
partitions of [0, 1) into borel sets. Moreover we write
A ⊥ B if λ(Ai ∩ Bj) = λ(Ai)λ(Bj), 1 ≤ i ≤ m, 1 ≤ j ≤ n,
and
A ·B = (Ai ∩ Bj : 1 ≤ i ≤ m, 1 ≤ j ≤ n) for A ⊥ B.
Definition 5. We say that a real function IBorel[0,1) on finite partitions is an
information on a boolean structure1if
IBorel[0,1)(A ·B) = IBorel[0,1)(A) + IBorel[0,1)(B) for any A ⊥ B.
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Definition 6. Information IBorel[0,1) on a boolean structure is continuous if for
any sequence A,A1, A2, . . . of borel subsets of [0, 1) such that 0 < λ(A) < 1, and
λ(An △ A) −→ 0 we have
IBorel[0,1)(An, A
c
n) −→ IBorel[0,1)(A,Ac).
Despite the fact that continuity of IBorel[0,1) is defined using only 2-element
partitions (A,Ac), we have the following general result.
Theorem 3 ([5], Theorem 2). For any continuous information IBorel[0,1) on Borel [0, 1)
there exists a unique signed measure m : Borel [0, 1) → R and a symmetric infor-
mation Is such that
m
(
[0, 1)
)
= 0,
I(A) = (Isλ)(A) +
m∑
i=1
m(Ai) log λ(Ai)
for any partition A = (A1, . . . , Am). Moreover m is absolutely continuous with
respect to λ. (The notation (Isλ)(A) denotes Is(λ(A1), . . . , λ(Am)).)
The following definition makes it possible to transfer the above result into the
Hilbert space setting.
Definition 7. By a boolean structure we shall mean a lattice homomorphism
B : Borel [0, 1) 7→ P such that
B
(⋃
Aj
)
=
∑
B(Aj), for disjoint A1, A2, . . . ∈ Borel [0, 1) ,(2)
λ(A) = ρ(B(A)), for A ∈ Borel [0, 1) .(3)
We shall denote the space of all boolean structures by B.
The proof of Theorem 1 makes use of a certain connectedness property of the
family of all boolean structures B. This property is shown in section 2. The
remaining part of the proof, which applies Theorems 2 and 3 is given is section 3.
Some remarks on the assumptions of Theorem 1 and several natural conjectures
are gathered in sections 4.1, 4.2, 4.3. Given the proposed conjectures, it seems
that the connectedness described in section 2, Theorem 4, can have a few further
applications.
Sections 4.4 and 4.5 gather some basic results and show the role and interpreta-
tion Theorem 1 plays.
2. Connectedness of the space of boolean structures
In this section we show that we can pass from one boolean structure to another
in small steps by means of the following definition.
Definition 8. Fix k ≥ 1. We say that B, B1 ∈ B are k-equivalent (B ∼k B1) if
there are B = B0, . . . , BN = B1 in B and sets A1, . . . , AN ∈ Borel [0, 1) such that
for 1 ≤ n ≤ N we have
λ(An) ≤
1
k
,
Bn−1(A) = Bn(A) for A ∩An = ∅.
We say that B, B1 are equivalent (B ∼ B1) if B ∼k B1 for all k ≥ 1.
1In paper [5] an information on a boolean structure is called an additive partition entropy.
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Theorem 4. For any B, B1 ∈ B we have B ∼ B1.
The proof is done by elementary reasoning and is devided into two steps:
1. For any boolean structures B, B1 and k ≥ 1 there exist boolean structures B ′
and B ′1 such that B ∼k B
′, B1 ∼k B
′
1 and also Q ∈ P such that
ρQ = Qρ, ρ(Q) < 1
k
,
B ′ [0, ε] = B ′1 [0, ε] = Q for some ε ≥ 0 (Corollary 2).
2. Then for any k ≥ 1 and any projection Q with ρQ = Qρ, ρ(Q) < 1
k
we
construct a partition P1 + . . . + Pk = 1H satisfying Q
⊥PlQ
⊥ = 1
k
Q⊥, ρ(Pl) ≤
2
k
.
This is an example of dilatation method. This result is used to show that B ′ ∼k B
′
1
for the boolean structures constructed in step 1. (Lemma 8.)
Theorem 4 is a straightforward consequence of these steps.
We begin with some auxillary properties of boolean structures.
Lemma 1. There exists B ∈ B.
Proof. Our state ρ has a representation ρ =
∑
k∈Z ρk |ek〉 〈ek|, where ρk ≥ 0,
in some orthonormal basis (ek) of the space H. Consider the unitary operator
U : H→ L2[0, 1], given by
(Uek)(x) = e
2pikix,
and the boolean structure B where B(A) = U∗1A(·)U. Then
ρ(B(A)) =
∑
k∈Z
ρk‖1A(·)e
2piki·‖2 = λ(A).

For such B we obviously have B({0}) = 0.
Lemma 2. Given P1 + · · · + Pn = 1H, Pi ∈ P, ρ(Pi) > 0, there exists B ∈ B with
B([αi−1, αi)) = Pi, for αi = ρ(P1 + · · · + Pi), 0 ≤ i ≤ n. The same is true for a
countable family of projections
∑
Pi = 1H, ρ(Pi) > 0.
Proof. Set ρi(·) = 1
αi−αi−1
ρ(Pi · Pi). Let Bi be a boolean structure in PiH, ρi in
place of H, ρ (Lemma 1). Now, it suffices to set
B(A) = Bi
(
(A − αi−1)
1
αi−αi−1
)
for A ∈ [αi−1, αi) .

We shall take on the convention that [α,α] = {α} for α ∈ R.
Corollary 1. Given P1+ · · ·+Pn = 1H, Pi ∈ P, (ρ(Pi) = 0 is possible now), there
exists B ∈ B with Pi ≤ B([αi−1, αi]), for αi = ρ(P1 + · · ·+ Pi), 0 ≤ i ≤ n.
We also have
Lemma 3. Let D ∈ Borel [0, 1), with λ(D) > 0. Given a projection P ∈ P with
ρ(P) = λ(D) there exists a projection-valued measure BPD : BorelD → ProjH such
that
(4) BPD(D) = P and ρ(B
P
D(A)) = λ(A) for A ∈ BorelD.
ON QUANTUM INFORMATION 5
Proof. Choose an arbitrary orthonormal basis (ek), k ∈ Z in PH that satisfies
PρP =
∑
k∈Z ρ
P
k |ek〉 〈ek| for some ρ
P
k ≥ 0. Now, consider a unitary operator V :
PH→ L2(D) given by
V(ek) = exp
(
2πik
λ(D∩[0,x))
λ(D)
)
It suffices to set BPD(A) = V
∗1A(·)V (c.f. Lemma 1). 
Remark 1. For any boolean structure B ∈ B, k ≥ 1 and any permutation σ of
{1, . . . , k} we have
B ∼k B
σ
where
Bσ(A) = B
(
A − l
2k
+
σ(l)
2k
)
for A ⊂
[
l−1
2k
l
2k
)
, 1 ≤ l ≤ 2k.
Moreover:
Lemma 4. For any partitions A1 ∪ . . .∪An = C1 ∪ . . .∪Cn = [0, 1), with λ(Al) =
λ(Cl) ≤
1
2k
, and B ∈ B there exists B1 ∈ B such that
B(Al) = B1(Cl) for 1 ≤ l ≤ n,
B ∼k B1
Proof. Consider a partition E1 ∪ . . . ∪ En which is independen both to Ai and Ci
(i.e. λ(Ai ∩Ej) = λ(Ai)λ(Ej) and λ(Ci ∩Ej) = λ(Ci)λ(Ej)). It suffices to prove the
lemma with Ei substituted for Ci.
Consider a linear ordering
(Dl)
l=n(n−1)/2
l=1 of the system (Ai ∩ Ej; 1 ≤ i < j ≤ n),
and denote D ′l := Aj ∩ Ei for Dl = Ai ∩ Ej.
The sequence B = B0, B1, . . . , Bn(n−1)/2 = B1 can be defined as follows
Bl+1(A) = Bl(A) for A ∩ (Dl ∪D
′
l) = ∅,
and
Bl+1(Dl) = B
l(D ′l),
Bl+1(D ′l) = B
l(Dl),
which can be done in view of Lemma 3. 
We now come over to the first step in the proof of theorem 4. The main objective
is Corollary 2 below.
Given any nonzero vector x ∈ H by x^ we shall denote the projection |x〉〈x|
‖x‖2
.
Lemma 5. Suppose that fi ∈ H, ‖fi‖ ≥ ε > 0, fi −→ 0 weakly. Then for any
η > 0 there exists (gi) ⊂ (fi) with
ρ

∨
j≥k
ĝj

 ≤ η.
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Proof. Observe that fi‖fi‖ −→ 0 weakly. This gives f̂i −→ 0 weakly. For any finitely-
dimensional projection P we have ‖P⊥fi‖ ≥ ε/2 for i large enough and P⊥fi −→ 0
weakly. Then ρ
(
P̂⊥fi
)
−→ 0, in particular
ρ(P ∨ f̂i) = ρ(P) + ρ(P̂⊥fi) −→ ρ(P).
By induction we can find a sequence i(1) ≤ i(2) ≤ . . . with
ρ

 ∨
1≤s≤t
f̂i(s)

 ≤ (1− 1
2k
)
η.
Indeed, ρ(Pk+1 − Pk) = ρ
(
P̂⊥k fi(k)
)
< η
2k+1
for P0 = 0, Pk = f̂i(1) ∨ . . . ∨ f̂i(k−1)
and for i(k) large enough. 
Lemma 6. For any orthonormal system (en), n ≥ 1, k ≥ 1 and a boolean structure
B ∈ B there exists a subsequence (en(i)) and B
′ ∈ B such that
B ∼k B
′,
ên(i) ≤ B
′
[
0, 1
k
)
.
Proof. Choose 1 ≤ l ≤ 2k and a subsequence of indices n0(i) in such a way that∥∥B [ l−1
2k
, l
2k
)
en0(i)
∥∥2 ≥ 1
2k
.
There exists (c.f. Remark 1) B0 ∼k B that satisfies
B0(A) = B(A) for A ∩
([
0, 1
2k
)
∩
[
l−1
2k
, l
2k
))
= ∅,(5)
B0
[
0, 1
2k
)
= B
[
l−1
2k
, l
2k
)
,
B0
[
l−1
2k
, l
2k
)
= B
[
0, 1
2k
)
.
In particular, ∥∥B0 [0, 1
2k
)
en0(i)
∥∥2 ≥ 1
2k
.
There exists a second subsequence n1(i) ⊂ n0(i) and a boolean structure B1 ∈ B
satisfying
B0(A) = B1(A) for A ∩
[
0, 1
k
)
= ∅,(6)
ên1(i) ⊥ B
1
[
1
2k
, 1
k
)
,(7) ∥∥B1 [0, 1
2k
)
en1(i)
∥∥2 ≥ 1
2k
, i ≥ 1.(8)
In fact, ‖fi‖ ≥
1
2k
for fi = B
0
[
0, 1
k
)
en0(i). Therefore there exists a subsequence
gi = B
0
[
0, 1
k
)
en1(i) which satisfies ρ(
∨
i≥1 ĝi) <
1
2k
(Lemma 5). Thus we can
choose B1 so that we would not only have equation (6) but also
B0
[
0, 1
k
)
= B1
[
0, 1
k
)
,
B1
[
1
2k
, 1
k
)
⊥ gi,
that is equation (7) and next (8).
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Continuing in this way we shall find sequences of indices n0(i) ⊃ n1(i) ⊃ . . . ⊃
n2k−1(i) and structures B
0, B1, . . . , B2k−1 such that
Bl−1(A) = Bl(A) for A ∩
([
0, 1
2k
)
∩
[
l
2k
, l+1
2k
))
= ∅,(9)
ênl(i) ⊥ B
1
[
l
2k
, l+1
2k
)
,(10) ∥∥Bl [0, 1
2k
)
enl(i)
∥∥2 ≥ 1
2k
, i ≥ 1,
for 1 ≤ l ≤ 2k − 1. For B ′ = B2k−1 we have B ∼k B
′ (by (9) and (5)), and
̂en2k−1(i) ⊥ B1
[
1
2k
, 1
)
,
by (9) and (10). 
Recall the convention that [0, α] = {0} for α = 0.
Corollary 2. For B, B1 ∈ B and k ≥ 1 there exist boolean structures B ′ and B ′1
such that
B ∼k B
′, B1 ∼k B
′
1
and also for some 0 ≤ α ≤ 1
k
(11) B ′ [0, α] = B ′1 [0, α] =: Q,
with dimQ =∞, ρQ = Qρ.
Proof. Let ρ =
∑
i≥1 ρnên, where (en) is a given orhonormal system, ρn ≥ 0,
n ≥ 1. Using Lemma 6 we can find subsequences (en) ⊃ (en(i)) ⊃ (em(i)) and
structures B ′′, B ′′1 that satisfy
B ′′ ∼k B, B
′′
1 ∼k B1,
ên(i) ⊥ B
′′
(
1
2k
, 1
)
, êm(i) ⊥ B
′′
1
(
1
2k
, 1
)
, i ≥ 1.
Then Q =
∑
êm(i) satisfies
Q ≤ B ′′
[
0, 1
2k
)
∧ B ′′1
[
0, 1
2k
)
i.e. equation (11) for some B ′ ∼2k B
′′, B ′1 ∼2k B
′′
1 . 
We now come over to the second stage in the proof of Theorem 4.
Lemma 7. A. Let P,Q, P ⊥ Q, be infinite-dimensional projections. For any k ≥ 1
there exist mutually orthogonal projections P1, . . . , Pk such that
P1 + · · · + Pk = P +Q,(12)
PPlP =
1
k
P.(13)
B. Whenever ρP = Pρ conditions (12) and (13) imply
(14) ρ(Pl) ≤
1
k
ρ(P) + ρ(Q)
C. For any partition P = P1+ . . .+Pr, conditions (12), (13) imply the existence
of partitions
Pl = P
1
l + . . .+ P
r
l , 0 ≤ l ≤ k,
Q = Q1 + . . .+Qr
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satisfying
Ps +Qs =
∑
1≤l≤k
Psl ,(15)
PsPslP
s = 1
k
Ps, 1 ≤ s ≤ r, 1 ≤ l ≤ k.
Proof. For an arbitrary orthonormal system (el,n)
l≤k
n≥1, consider projcections P
′
l =∑
n≥1 êl,n, and P
′ =
∑
n≥1
̂(e1,n + · · ·+ ek,n). Then P ′P ′lP
′ = 1
k
P ′. We can find
a partial isometry U such that UU∗ =
∑
1≤l≤k P
′
l, U
∗U = P +Q and U∗P ′U = P.
This gives (12) and (13) for Pl = U
∗P ′lU.
If we also have ρP = Pρ then
tr ρPl = tr(P + P
⊥)ρPl = tr PρPPl + tr P
⊥ρP⊥Pl
= tr ρPPlP + tr ρP
⊥PlP
⊥ = tr ρPPlP + tr ρQPlQ
≤
1
k
trρP + trρQ.
Moreover, for any partition P = P1 + . . . + Pr, the operator U can be taken in
such a way that
U∗P ′sU = Ps, 1 ≤ s ≤ r,
where P ′s =
∑
n≥1
̂es1n + . . .+ e
s
kn, for some grouping of the sequence (el,n)n≥1
into subsequences (
e1l,n
)
n≥1
, . . . ,
(
erl,n
)
n≥1
.
It suffices to take
P ′sl =
∑
n≥1
êsln,
Q ′s =
∑
n≥1
(
ês1n + . . .+ ê
s
kn
)
− P ′s,
and Psl = U
∗P ′sl U, Q
s = U∗Q ′sU, for 1 ≤ s ≤ r, 1 ≤ l ≤ k. 
Lemma 8. Consider a pair of boolean structures B, B1 such that
B [0, α] = B1 [0, α] = Q,
where dimQ =∞, α = ρ(Q) < 1
4k
, and ρQ = Qρ. Then
B ∼k B1.
Proof. Denote Q⊥ = P = B (α, 1). Using Lemma 7 we can find projections P1 +
· · ·+ P4k = 1H, such that
(16) PPlP =
1
4k
P
We shall focus our attention on B for a while. Consider any partition into disjoint
sets A1 ∪ . . . ∪A4k = (α, 1), with 0 < λ(As) ≤ 1
4k
.
This partition generates (Lemma 7 A., C.)
P = B(A1) + · · · + B(A4k),
Pl = P
1
l + · · · + P
4k
l ,
Q = Q1 + · · ·+Q4k,
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so that ∑
1≤l≤4k
Psl = B(A
s) +Qs, Psl =
1
2k
PlB(A
s)Pl 1 ≤ l, s ≤ 4k.
We construct B0, B1, . . . , B2k ∈ B in the following way. Let
B0(A) = B(A) for A ∩ [0, α] = ∅
Qs ≤ B0
[
αs−1, αs
]
, for αs = ρ(Q1 + · · ·+Qs), (then α4k = α),
(αs−1 = αs is possible, then
[
αs−1, αs
]
= {αs} c.f. Corollary 1). Obviously B0 ∼4k
B. We now define
Bs(A) = Bl−1(A) for A ∩
([
αs−1, αs
)
∪As
)
= ∅
and
Bs(Asl) = P
s
l
for some partition As1 ∪ . . . ∪ A
s
2k = A
s ∪
[
αl−1, αs
)
, (then the value of Bs{αs} is
also uniquely defined). Obviously B ∼2k B
α+1. Finally, as is easy to check
B4k(A1l ∪ . . . ∪A
4k
l ) = Pl.
We have obtained B ′ = B4k which satisfies
B ′ ∼2k B, B
′(Al) = Pl
for Al = A
1
l ∪ . . . ∪A
4k
l .
In a similar way we can build B ′1 such that
B ′1 ∼2k B1, B
′
1(A1,l) = Pl.
for some partition A1,1 ∪ . . . ∪A1,4k = [0, 1). Moreover, we have
λ(Al) = λ(A1,l) = ρ(Pl)
and ρ(Pl) <
1
2k
(by (16), the assumption ρ(Q) < 1
4k
and Lemma 7 B). Lemma 4
leads to B ′ ∼k B
′
1. 
The proof of Theorem 4 follows directly from Corollary 2 and Lemma 8.
3. Description of quantum information
Before we can combine Theorem 4 with Theorem 3 which describes the informa-
tion on a single boolean structure we still need the following lemma.
Lemma 9. Consider two continuous informations on boolean structures I and I1
and let m, m1 denote the measures of their corresponding nonsymmetric parts, (c.f.
Theorem 3). For l ≥ 1 the condition
(17)
[
0, 1
l
)
⊂ A1 =⇒ I(A) = I1(A),
for any partition A = (A1, . . . , An) of [0, 1), implies
(18) m
([
0, k
l
))
= m1
([
0, k
l
))
, for all 1 ≤ k ≤ l.
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Proof. We can assume that l ≥ 3. Let ε ≤ 1
l
. Set
α = σ
({[
i
l
, i+1
l
)
: i = 0, . . . , l− 1
})
,
(the σ-field generated by a partition).
Observe that condition (17) implies
(19) I(A) = I1(A) for σ(A) ⊂ α
Given arbitrary disjoint boolean sets V,W and a partition A = (A1, A2, . . . , An)
such that V ⊂ A1, W ⊂ A2, by TVWA we shall denote the partition
(A1 △ V △W,A2 △ V △W, . . . , An).
Since l ≥ 3, for any disjoint V,W ∈ α with µ(V) = µ(W) = 1
l
there is a parti-
tion with σ(A) ⊂ α, V ⊂ A1, W ⊂ A2 and such that λ(A2) = 2λ(A1). Then
σ(TVWA) ⊂ α and Theorem 3 gives
I(TVWA) − I(A) = [m(A2 △ V △W) log(2λ(A1)) + m(A1 △ V △W) log(λ(A1)) ]
− [m(A2) log(2λ(A1)) + m(A1) log(λ(A1)) ]
= [m(A2 △ V △W) − m(A2) ] log 2(20)
= m(V) − m(W).
In the same way
I1(TVWA) − I1(A) = m1(V) − m1(W).
We have obtained that
m(V) − m(W) = m1(V) − m1(W).
This is satisfied also when W = V . Avaraging this equality over all considered W
and using m([0, 1)) = m1([0, 1)) = 0 we get
m(V) = m1(V)
i.e. equation (18) 
From now on we fix a continous information I : P 7→ I(P) ∈ R. Given a boolean
structure B ∈ B by mB we shall denote the measure corresponding to the non-
symmetric part of the continous information on a boolean structure I ◦ B : A 7→
(I ◦ B)(A), where (I ◦ B)(A1, . . . , Am) = I(B(A1), . . . , B(Am)).
Lemma 10. For B [0, α) = P = B1 [0, α) we have mB([0, α)) = mB1([0, α)).
Proof. Suppose first that B(A) = B1(A) for any A ∈ Borel (α, 1). Using Theorem 4
and Lemma 9 we can easly show that mB = mB1 on
[
0, l
k
)
for any l
k
> α. By
absolute continuity of mB, mB1 with respect to λ we get
mB [0, α) = mB1 [0, α)
The same conclusion will hold if B(A) = B1(A) for any A ∈ Borel [0, α). For a
general B1 we only need to introduce B2 so that
B2(A) =
{
B(A); A ∈ Borel [0, α)
B1(A); A ∈ Borel (α, 1)
.

ON QUANTUM INFORMATION 11
Given last result we can define one m : P→ R by setting
m(P) = mB(P)
whenever B is a boolean structure with B [0, α) = P (Lemma 2).
Lemma 11. If a countinous information I is bounded (see Definition 3) then the
function m : P→ R that it generates is bounded and countably additive.
Proof. Suppose that for every partition P = (P, P⊥) with ρ(P) = 1/3 we have
|I(P)| ≤ M. We will show that |m(P)| ≤ 2M for any projection P, such that
ρ(P) ≤ 1/3. Consider any P ∈ P as stated, and a boolean structure B through P, i.e.
B(A) = P, for some A ∈ Borel [0, 1). Let mB denote the measure corresponding to
the non-symmetric part of IB. Fix any set V ∈ Borel [0, 1) with rational Lebesgue
measure which is not greater that 1/3. For any set W ∈ Borel [0, 1) such that
λ(V) = λ(W) we can easily show that
−2M ≤ mB(V) − mB(W) ≤ 2M.
In fact, take V ′ = V\W,W ′ = W\V , a partition A = (A1, A2), V
′ ⊂ A1,W ′ ⊂ A2
with λ(A2) = 2λ(A1) = 2/3 and use a version of (20).
For some l ≥ 1 we can avarage this inequality over all sets
W ∈ σ({[i/l, (i+ 1)/l)} : 0 ≤ i < l}), with λ(W) = λ(V).
Now using the fact that mB([0, 1)) = 0 we obtain −2M ≤ mB(V) ≤ 2M. Since
V was arbitrary with rational λ(V) ≤ 1/3 and since mB is continous with respect
to λ it follows that −4M ≤ mB(C) ≤ 4M for any C ∈ Borel [0, 1). This proves the
boundedness of m.
To prove countable-additivity consider a partition
∑
n≥1Qn = Q of a projection
Q with Q,Qn ∈ P. Let (Pn) = (Qn;n ≥ 1, ρ(Qn) > 0) and P =
∑
Pn. Then there
exists a boolean structure B and a partition A =
∑
An into disjoint sets such that
B(An) = Pn, B(A) = P (see proof of Lemma 2). Then
m(Q) = m(P) = mB(A) =
∑
mB(An) =
∑
m(Pn) =
∑
m(Qn)

In order to be able to use Gleason’s theorem (in its classical form given by
Theorem 2) we need to extend m to the familly of all projections.
Lemma 12. Each function m : P→ R countably-additive on orthogonal projections
has a unique extension to a countably-additive function m˜ : ProjH → R. If m is
bounded so is m˜.
Proof. Let S be the family of one-dimensional projections in H. Given e ∈ S, P ∈ P
such that e ⊥ P we write
mPe = m(P + e) −m(P)
We claim that mPe does not depend on P. In fact, for Q ∈ P, e ⊥ Q with P ⊥ Q,
and (P +Q)⊥ infinitely dimensional we have
P +Q+ e ∈ P.
Additivity of m gives
m(P + e) + m(Q) = m(Q + e) + m(P)
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Thus
(21) mPe = m
Q
e
For arbitrary P,Q ∈ P, with e ⊥ P, e ⊥ Q there exist R, S ∈ P such that
R ⊥ (P + e), S ⊥ (Q + e), R ⊥ S,
(P + R)⊥, (R + S)⊥, (S+Q)⊥ are all infinite dimensional
Using (21) we have
(22) mPe = m
R
e = m
S
e = m
Q
e
Now, we can define
me = m
P
e , for any P ∈ P, e ⊥ P.
We show now that for P ∈ P
(23) m(P) =
∑
mei if P =
∑
ei.
Indeed, take mutually orthogonal Qi ∈ P, with P +
∑
Qi ∈ P. Then
m(P) = m(P +
∑
Qi) −m(
∑
Qi)
=
∑
m(ei +Qi) −
∑
m(Qi) =
∑
mei .
We are ready to define m˜,
m˜(P) =
∑
mei
if P =
∑
ei, P ∈ ProjH. To show that m˜ is well defined consider first finitely-
dimensional projection P = e1 + · · · + en = f1 + · · · + fn, ei, fi ∈ S. Take any
Q =
∑
j≥1 gj ∈ P orthogonal to P, gj ∈ S. By (23)∑
mei +
∑
mgj = m(P +Q) =
∑
mfi +
∑
mgj .
We conclude showing that m˜ is well defined by considering P ∈ ProjH such that
P⊥ = e1 + · · · en for some ei ∈ S. For any (en+i)i≥1 such that
∑
i≥1 en+i = P we
have
m˜(P) =
∑
i≥1
men+i =
∑
i≥1
mei −
∑
1≤i≤n
mei = 0− m˜(P
⊥).
Countable additivity follows easily from definition of m˜. If m is bounded we need
to show boundedness of m˜ on finitely dimensional projections. This follows from
m˜(P) = m(P +Q) − m(Q)
whenever P is finitely dimensional and Q ∈ P is orthogonal to it. 
Lemma 13. Given a bounded, countably-additive function m˜ : ProjH → R there
exists a trace-class operator µ = µ∗, such that trµ = 0 and
m˜(P) = trµP for each P ∈ ProjH.
Proof. For any space K ⊂ H, 3 ≤ dimK < ∞, consider nonnegative additive
functions ProjK ∋ P 7→ m˜(P) + M dimP. Making use of Gleason’s theorem we
obtain an operator µK = µ
∗
K such that trµKQ = m˜(Q) for Q ∈ ProjK. The
operator µK is uniquely defined by K. In particular,
µK = PKµLPK for K ⊂ L ⊂ H,
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where PK is the orthogonal projection of L onto K. Thus
〈e|µ |f〉 = 〈e|µK |f〉 , for K ∋ e, f,
is well defined. Then
m˜
(∑
êk
)
=
∑
m˜
(
êk
)
=
∑
〈ek|µ |ek〉 ,
for any orthonormal sequence (ek). This means that µ is a trace-class operator and
trµP = m˜(P) for any P ∈ ProjH.

The last three lemmas imply that given an information I and a boolean structure
B there exists a symmetric commutative information IBs such that
(24) IBs (ρB(A)) = I(B(A)) −
∑
i
trµB(Ai) log ρ(B(Ai))
Lemma 14. Given any B, B1 we have
IBs = I
B1
s .
Proof. Fix p1, . . . , pn ≥ 0 with
∑
pi = 1. We can assume that p1 > 0, and let
k > 1
p1
. According to Theorem 4 we have B ∼k B1. This means that there are
C1, . . . , CM ∈ B [0, 1) and structures B = B0, . . . , BM = B1 such that Bm−1(A) =
Bm(A) for A ∩Cm = ∅, λ(Cm) ≤ 1/k.
Fix 1 ≤m ≤M. Consider A = (A1, . . . , An) such that
λ(Ai) = pi and Cm ⊂ A1.
then Bm−1(A) = Bm(A). Finally,
IB
m−1
s
(
(pi)
)
= I
(
Bm−1(A)
)
−
∑
i
trµB(Ai) logpi
= I
(
Bm(A)
)
−
∑
i
trµB(Ai) logpi = I
Bm
s
(
(pi)
)
.

Theorem 1 is a direct consequence of (24) and of Lemma 14.
4. Remarks and Conjectures
4.1. Remarks on continuous quantum information. We have shown that if
information I (defined on partitions P =
(
(P1, . . . , Pm): Pi ∈ P
)
satisfies
(α) is continous, in the sense of definition 2,
(β) is bounded, in the sense of definition 3,
then it is of form (1).
Remark 2. Replacing the condition (β) with the simpler
(β ′) the set {I(P, P⊥) : P ∈ P} is bounded,
would be too restrictive.
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In fact, we will construct an information I which satisfies (α), (β) and does not
satisfy (β ′). Let ρ be a state, which we now assume to be faithful (i.e. ρ(A), A ≥ 0
implies A = 0) and let B be arbitrary boolean structure. Consider any
µ = −f̂0 +
∑
i≥1
1
2i
f̂i, fi ∈ B
[
2−2
2i+2
, 2−2
2i
)
, ‖fi‖ = 1,
and let
I(P) =
∑
µ(Pi) log ρ(Pi)
Since ρ is faithful information I satisfies condition (α). While the function P 7→ trµP
is bounded I satisfies condition (β). However, for Pn = B
[
0, 2−2
2n
)
we have
lim
n−→∞
I(Pn, P
⊥
n ) = lim
n−→∞
trµPn · log ρ(Pn) = lim
n−→∞
1
2n−1
log 2−2
2n
= −∞.
Remark 3. The assumption (α) is necessary. The boundedness (β) alone does not
imply (1) of Theorem 1.
This is shown by the following example. Let ξ be any nonnegative continous
functional on l∞, that satisfies ξ((an)) = a whenever limn−→∞ an = a. Let (en)
be an orthonormal system in H. The function m(P) = ρ(P) − ξ
(
(‖Pen‖
2
)
)
for
P ∈ P is finitely additive, however not countably additive on mutually orthogonal
projections. Moreover m(1) = 0. The function I(P) =
∑
m(Pi) log ρ(Pi) satisfies
the condition of boundedness (β) and is not of shape (1).
It is not obvious whether the condition (β) is indispensible for getting (1). Before
we pose other questions let us formulate a weaker condition of continuity.
(α ′) Whenever P1 ≤ P2 ≤ . . . ∈ P, Pn −→ P, with ρ(P) < 1 we have I(Pn, P⊥n ) −→
I(P, P⊥).
Questions 1. Is it true that for information I the condition (α) implies (β)? Does
(α ′) imply (α)? Do (α ′),(β) imply (α)?
4.2. Quantum information with no continuity assumptions. The paper [6]
investigates informations on boolean structures A→ I(A) ⊂ R on borel partitions
A = (A1, . . . , Am) of the interval [0, 1), with no assumptions about continuity.
Then we have the following general result. ([6], Theorem 1)
Let (R̂,+) be the additive group of all endomorphisms of (R,+). Given an in-
formation I on a boolean structure there exists exactly one ’endomorphism-valued
measure’ A 7→ m(A)(·) ∈ R̂ and exactly one symmetric information Is on distribu-
tions p1 + . . .+ pn = 1, such that
I(A) = (Isλ)(A) +
m∑
i=1
m(Ai)
(
log λ(Ai)
)
.
By an endomorphism-valued measure we hereby mean a function satisfyingm(A)(·) =
m(A1)(·) + . . .+m(Am)(·) for Ai ∩Aj = ∅,i 6= j,
⋃
Ai = A,
The following result which is analogical to Theorem 1 can be easily obtained.
Theorem 5. For any information I on partitions P = (P1, . . . , Pm) of 1H, with
Pi ∈ P there exists a mapping P 7→ m(P)(·) ∈ R̂ defined on projections P ∈ P,
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ρ(P) ∈ Q (the set of rationals) and a function Is defined on distributions p =
(p1, . . . , pm), pi ∈ Q such that
(25)
m(P1 + . . . + Pn)(·) =
∑
m(Pi)(·)
Is(p ·q) = Is(p) + Is(q)
for ρ(Pi), pi, qj ∈ Q and
(26) I(P) =
∑
1≤i≤n
m(Pi)
(
log ρ(Pi)
)
+ (Isρ)(P)
for any partition P = (P1, . . . , Pn) with ρ(Pi) ∈ Q.
Proof. An analogue of Lemma 9 can be obtained for any (non-continous) informa-
tions I, I1 and their endomorphism-valued measures m, m1 on sets. Subsequently,
Theorem 4 can be used, just as in the proofs of Lemma 10 and Lemma 14 to de-
fine the required endomorphism-valued measure m and the symmetric informa-
tion Is. 
The following concjecture is much more interesting.
Conjecture 1. In Theorem 5 the function m satisfying (25) can be defined for any
P ∈ P, Is can be definded for any distribution p, and (26) is valid for any partition
with Pi ∈ P.
4.3. Information on partitions with finitely-dimensional projections. Let
us consider information I on the class of all partitions P = (P1, . . . , Pm) where
Pi ∈ ProjH, that is we now allow dim Pi < ∞. Again, we assume that I(P · Q) =
I(P)+ I(Q) when the partions P, Q are physically independent (c.f. Section 1). We
say that I is continous if
(α) I(Pn, P
⊥
n ) −→ I(P, P⊥) for any mutually commuting P, P1, P2, . . . ∈ ProjH
such that ρ
(
|P − Pn|
)
−→ 0.
The information I is bounded if
(β) for any 0 < α < 1 the set of values of {I(P, P⊥) : P ∈ ProjH, ρ(P) = α} is
bounded.
We have proved that (1) is satisfied for P = (P1, . . . , Pm), Pi ∈ P. However
(1) does not have to be satisfied when some of the projections Pi are finitely-
dimensional.
Example. Fix one-dimensional projections ê ⊥ f̂, ρ(ê), ρ(f̂) > 0. Denote by π
the class (of permutations) of partitions
(ê, f̂, P, P1, . . . , Pn) ⊂ ProjH; ρ(Pi) = 0, for 1 ≤ i ≤ n,
and set I(P) = 1 when P ∈ π and I(P) = 0 when P 6∈ π.
Then for P ∈ π and for Q being physically independent with P we have P ·Q ∈
π, Q 6∈ π. Moreover if the partitions P,Q ∈ π then these partitions cannot be
physically independent. Thus I is an information, moreover it satisfies (α), (β).
The formula (1) is satisfied for P = (P1, . . . , Pm), Pi ∈ P if and only if Is = 0,
µ = 0. Then (1) is not satisfied for P ∈ π.
We will give a condition, stronger than (α), which makes such a situation im-
possible.
Theorem 6. Let I be an information on partitions P = (P1, . . . , Pm), with Pi ∈
ProjH that satisfies the boundedness (β
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(α’) I(Pn) −→ I(P) for any mutually commuting partitions P = (P1, . . . , Pm),
Pn = (Pn1 , . . . , P
n
m) ⊂ ProjH such that ρ
(
|Pi − Pni |
)
−→ 0 as n −→∞.
Then I is of shape (1) for any partitions P ⊂ ProjH.
Proof. For any partition of unity P = (P1, . . . , Pm), Pi ∈ ProjH, we can find
partitions Pn = (Pni ), Q = (Qi), Q
n = (Qni ), 1≤ i ≤m, for n ≥ 1 such that
(27)
Pni ր Pi or Pni ց Pi,
Qni ր Qi or Qni ց Qi,
for 1 ≤ i ≤m, and
Pni , Qi, Q
n
i ∈ P,(28)
Pi − P
n
i = Qi −Q
n
i , ρ(Pi) = ρ(Qi)(29)
for 1 ≤ i ≤m, n ≥ 1.
In fact, this can be done as follows. For some 1 ≤ j ≤ m we have dimPi = ∞.
For the sake of simplicity let j = 1. Then
P1 = E +
∑
1≤i≤m,
n≥0
Eni
for some infinite dimensional projections E, Eni , and
E +
∑
2≤i≤m
Pi = F+Q2 + . . . +Qm
for some projections F,Q2, . . . , Qm ∈ P which satisfy ρ(F) = ρ(E), ρ(Qi) = ρ(Pi),
2 ≤ i ≤m, (as dim(E +
∑
i≥2 Pi) =∞).
It follows that
Q1 := 1H −
∑
2≤i≤m
Qi = F+
∑
2≤i≤m,
n≥1
Eni ∈ P.
Moreover we have dimP = dim P⊥ =∞, and therefore P ∈ P, whenever P is one of
the projections
Pn1 := P1 −
∑
2≤j≤m,
k≥n
Ekj , P
n
i := Pi +
∑
k≥n
Eki ,
Qn1 := Q1 −
∑
2≤j≤m,
k≥n
Ekj , Q
n
i := Qi +
∑
k≥n
Eki ,
with 2 ≤ i ≤m, and with n ≥ 1. For just obtained partitions P = (Pni ), Q = (Qi),
and Qn = (Qni ) all required conditions (27), (28), and (29) are satisfied.
Let us denote
an = (Isρ)P
n +
∑
1≤i≤m
µ(Pni ) log ρ(P
n
i )
− (Isρ)P −
∑
1≤i≤m
µ(Pi) log ρ(Pi)
bn = (Isρ)Q
n +
∑
1≤i≤m
µ(Qni ) log ρ(Q
n
i )
− (Isρ)Q −
∑
1≤i≤m
µ(Qi) log ρ(Qi).
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then
an − bn =
∑ [(
µ(Pni ) − µ(Q
n
i )
)
log ρ(Pni ) −
(
µ(Pi) − µ(Qi)
)
log ρ(Pi)
]
, by (29).
If for some i, ρ(Pi) = 0, then µ(Pi) = µ(Qi) = 0 and µ(P
n
i ) = µ(Q
n
i ), by (29),
and we obviously assume that 0 ·∞ = 0. Thus an − bn tends to 0, by (27). On
the other hand equations (27), and (28) imply that bn = I(Q
n) − I(Q) −→ 0,
an = I(P
n) − (Isρ)P −
∑
µ(Pi) log ρ(Pi), and I(P
n) −→ I(P), by (27). 
4.4. A comparison of measures of information in classical case. It seems
worthwhile to collect at the end some concepts of (additive) quantum informa-
tion. We shall do so in Section 4.5. First, however, we present some classical
(commutative-probability) concepts of information as theories of increasingly gen-
eral classes of functions I.
Throughout this section we shall assume that A 7→ I(A) is a function which
is additive i.e. satisfies I(A · B) = I(A) + I(B) for measurable partitions A =
(A1, . . . , Am), B = (B1, . . . , Bn) of the interval [0, 1) with A ⊥ B i.e. λ(Ai ∩ Bj) =
λ(Ai)λ(Bj).
The classical results of Khinchin and Fadeev axiomatize the Shannon entropy
with the use of the following minimal conditions
Theorem 7 (Re´nyi, Theorem 1, chapter IX. ). Let I satsify
1◦ I(A) = Is(λ(A1), . . . , λ(Am)) for (uniquely defined) function Is on finite proba-
bility distributions,
2◦ Is(1/2, 1/2) = 1,
3◦ Is(p, 1− p) is a continuous function of p,
4◦ Is(p1, . . . , pm) = Is(p1 + p2, p3, . . . , pm) + (p1 + p2)Is
(
p1
p1+p2
, p2
p1+p2
)
2
Then I(A) =
∑
λ(Ai) log
1
λ(Ai)
(the Shannon entropy).
In a way, the idea of Re´nyi boils down to imposing less restrictive conditions on I.
For any finite distribution p = (p1, . . . , pm) consider the cumulative distribution
function of Shannon entropy
Fp(x) =
∑
logpi<x
pi
Theorem 8. Let I be additive and satisfy 1◦ and 2◦ and
5◦ Fp ≥ Fq , Fp 6= Fq imply Is(p) < Is(q),
6◦ if the distributions p,p1,p2,p1t ,p
2
t satisfy for 0 ≤ t ≤ 1
Is(p
1) = Is(p
2),
Fpǫt (x) = tFp(x) + (1− t)Fpǫ(x), ǫ = 1, 2,
then Is(p
1
t) = Is(p
2
t),
7◦ for ǫ > 0, M> 0 there exists δ > 0 such that |Is(p)−Is(q)| < ǫ when |Fp−
Fq | < δ for x ∈ R, and p,q are concentrated on an interval of length M.
2This version of the grouping axiom (c.f. [5]) is often called the recursivity. It implies the
additivity of I.
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Then I = Iα for some α ∈ R when
I1(A) =
∑
λ(Ai) log
1
λ(Ai)
;(30)
Iα(A) =
1
α−1
log
∑
λ(Ai)
α for α 6= 1.(31)
Outline of the proof will be given somewhat later. The classical interpretation
of informations Iα is provided only for the special case of α > 0 (see [4], chapter
IX, 7) as was stressed by A. Re´nyi.
The paper [5] considers additive functions I under a weak assumption on conti-
nuity (definition 6). Moreover, all the assumptions 1◦–7◦ are dropped. Theorem 1,
we cited in Section 1, says that I(A) = (Isλ)(A) +
∑
m(Ai) log
1
λ(Ai)
.
In order to obtain the simplest interpretation of this formula let us confine our-
selves to the special case of
(32) I(A) =
∑
pE(Ai) log
1
λ(Ai)
for E ⊂ [0, 1) and for conditional probability pE(A) = λ(A ∩ E)/λ(E). Assume
now that the outcome of the experiment Ai always ‘carries information’ of weight
log λ(Ai), in accordance with the basic interpretation of Shannon entropy (Theorem 7).
Then formula (32) gives the conditional expectation of information carried by the
experiment A, under condition E.
Theorem 8, as given here, requires a bit of explanation. A. Re´nyi was seeking
a description of the gain of information between two distributions. As such he
was solving a somewhat different problem. (cf Theorem IX.6.1 in [4]). Theorem 8
however is a relatively simple consequence of Re´nyi’s fundamental theorem on a
functional of cumulative distribution functions (analysis of Postulates I’,III’,V,VI
Chapter IX.6 in [4]).
Theorem 9. Let J(F) ∈ R be a number defined for each cumulative distribution
function of a finite distribution and let the following conditions be satisfied
i) J(D1) = 1 for D1 being the cumulative of δ1,
ii) J(F ∗ F1) = J(F) + J(F1),
iii) F ≤ F1, F 6≡ F1 implies J(F) > F(F1),
iv) J(F1) = J(F2) implies J(tF + (1 − t)F1) = J(tF + (1 − t)F2) for 0 ≤ t ≤ 1,
for arbitrary cumulative distribution functions F, F1, F2 of finite distributions.
Then J = Jα, α ∈ R, where
J1(F) =
∫
xF(dx),
Jα(F) =
1
α−1
log
∫
2αxF(dx) for α 6= 1.
4.5. The comparison of measures of information in the quantum case.
A good description of quantum measurements is given by physical indepence of
partitions 1H onto mutually orthogonal projections (see Section 1).
For this reason it is natural to formulate the conditions imposed on information
I(P) on partitions (P) = (P1, . . . , Pm) of unit 1H by using ‘cuts of I to boolean
structures’. One needs for instance to assume that IB(·) = (I ◦ B)(·) for boolean
structures B : Borel [0, 1)→ P, ρ(B(A)) = λ(A).
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We will always assume that IB(A ◦B) = IB(A) + IB(B) for partitions A ⊥ B of
the interval [0, 1) and for any boolean structure B.
A more limiting additional assumtion on functional IB by Fadeev and Re´nyi
automatically give:
Theorem 10. If IB satisfies also the conditions 1
◦, 2◦, 3◦, 4◦, then I = I1 where
(33) I1(P) =
∑
ρ(Pi) log
1
ρ(Pi)
for P = (P1, . . . , Pm), Pi ∈ P,
is a von Neumann’s information.
Theorem 11. If IB satisfies also the conditions 1
◦, 2◦, 5◦, 6◦, 7◦ then I = Iα
where I1 is von Neumann’s information (33), while
(34) Iα(P) =
1
α−1
log
∑
ρ(Pi)
α for α 6= 1.
Proof. According to Theorem 8, there is a number α(B) with IB(A) = Iα(B)(A).
Then α(B) is determined by the values of IB(A) for A = (A1, . . . , Am), with Ai ∩[
0, 1
2
)
= ∅. By Theorem 4 there exists α = α(B) independent from B. 
A major difficulty crops up when we take on only weak assumptions on the
continuity of the function IB. Our Theorem 1 gives an (almost) exhaustive answer.
A particular case of our formula (1) is
(35) I(P) =
∑ ρ(EPiE)
ρ(E)
log
1
ρ(Pi)
for a fixed projection E ∈ P, ρ(E) > 0. Let us suppose that the measure of
information contained in the outcome Pi of an experiment described by P is given
by the number log ρ(Pi). Then the quantity (35) can be interpreted as a conditional
avarage information when we know that the event E has occured and we avarage
with respect to the state P 7→ ρ(EPE)/ρ(E).
It should be explained that formula (33) gives the entropy of quantum measure-
ment in von Neumann’s sense, see [1]. Such a measurement is described by the
partition P. In the simplest case, when the initial state ρ is simple i.e. ρ = ê
or ρ(·) = 〈·e|e〉, the state after measurement is given by ρP =
∑
ρ(Pi)êi, for
êi = Pie/‖Pie‖. Then I1(P) is the famous von Neumann entropy of the state ρP,
(and thus it is an information given by measurement P). This quantity, which was
introduced by von Neumann in [1], was widely investigated what can be found in
[2], [3].
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