Abstract. We extend a function u which satisfies the Hölder estimate
1. Introduction. Given a function f defined on a closed subset S of a larger set Ω we wish to extend f to the larger set such that certain characteristics of the original function f are retained. The origin of the idea of analytically extending a function defined on a smaller set to a larger set goes back to the work of Whitney [13, 14, 15] in 1934. Since the publication of Whitney's work, the problem of extending a function to a larger domain has been examined by multiple authors. Of relevance to this paper is the work of Jonsson and Wallin [7, 8, 9] who have addressed the question of extending functions defined on special d-sets (of which the fractal Koch curve is one type) to larger domains. Their extension results rely on the use of certain trace and Besov space properties. Also relevant to this paper is the work done by Brudnyi and Shvartsman [1, 2] who not only generalized Whitney's extension theorem but also investigated the existence of linear extension operators. Finally, most recently, Fefferman has also considered extension of C m functions where m ≥ 1 by linear extension operators [3, 5, 4, 6] .
We begin by recalling the extension results of Jonsson and Wallin [8, Theorem 3, p.155] . In this theorem α > 0, B p,q β (F ) Is the Besov space defined on the set F , and Λ p,q α (R n ) is the Besov space on R n .
Theorem 0. Let F ⊂ R n be a d-set, 0 < d ≤ n, 1 ≤ p, q ≤ ∞, β = α − (n − d)/p, and k < β ≤ k + 1, where k is a nonnegative integer. Then there is an operator E from B for Hölder continuous functions defined on a fractal set to a larger domain.
No algorithm was given by Jonsson and Wallin to prescribe the values of the extension function at points in the larger domain and we consider an explicit construction of the extension operator for Hölder continuous functions on a Koch curve. Our algorithm to prescribe values in the domain was motivated by a desire to perform numerical calculations on domains with prefractal boundaries. Recall that a prefractal curve is a polygonal curve which is a precursor to a fractal curve, assuming the fractal is constructed iteratively. A more detailed description of these curves and their construction is found in Section 2. This leads to the observation that the results presented in this paper are different from the results of Jonsson and Wallin in another key aspect; whereas Jonsson and Wallin consider extensions from only the fractal curve, we now consider the problem of determining an extension operator that is valid for both the (finite) prefractal curves and the (infinite) fractal curve.
Another important difference between our work and the work of previous authors is that we restrict to the special case of extending functions which are Hölder continuous, instead of all functions in the Besov space. This is motivated by the study of certain special boundary problems (such as the transmission problem) that have a second order condition. One unique identifying characteristic of these functions (when the boundary is a fractal boundary) is that the functions have finite energy that is intrinsic within the fractal set. These finite energy functions are Hölder continuous with a specific exponent β, which is dependent on the fractal and has value 0 < β ≤ 1. We study the special set of nested prefractal Koch curves because they support equations which share features with the classic Laplace equations. These special sets are also relevant in connection with boundary value problems where we wish to consider 2-dimensional domains with boundaries that have dimension greater than 1. (See for example the works by Lancia, Vivaldi and Mosco [10, 11] in which certain boundary problems of transmission type are considered.)
Our approach is more constructive than previous works. In fact, our work seeks to exploit both the self-similarity of the fractal and the iterative process used to define the fractal set. In fact, we use the finite element spaces utilized when numerically approximating boundary value problems as the scaffolding of our extension. The use of finite element spaces as scaffolding is particularly helpful when numerically approximating prefractal boundary value problems because no re-approximation must occur. (In the case of previous works the extension was done on the fractal curve, but any numerical work relied on re-approximated values on the prefractal.) We construct an extension operator Π n at every step of the prefractal iteration by considering both the original function u defined at the vertices of the prefractal curve and the extension operator at the previous iteration Π n−1 . We then construct the fractal extension operator Πu * as the limit of the sequence of prefractal extensions u * n . We say that the extension presented in this work is an adaptive extension because it easily adapts to the family of prefractals for a given fractal.
We begin with a function u defined on a Koch curve S which satisfies the Hölder estimate |u(x) − u(y)| ≤ C 0 |x − y| β , for all x, y on S. The constant C 0 is fixed and dependent on u, the minimal value of which is equal to the Hölder seminorm |u| S,β . (Here β is constant and 0 < β ≤ 1.) What we wish to achieve is a linear extension of u to a domain Ω with the construction of a function u * that is defined everywhere in Ω, is Hölder continuous everywhere in Ω, and corresponds with u at every point on S. Moreover, we wish for the function to satisfy the estimate |u * | Ω,β ≤ C u S,β with a constant C independent of u. Here u S,β is the Hölder norm of u and is defined as u S,β = |u| S,β + sup x∈S |u(x)|.
In the following theorem Ω is an arbitrary open domain in R 2 such that the Koch curve S is contained in Ω. The main theorem of our work is: Theorem 1. Given a Koch curve S and a domain Ω there is a linear continuous operator Π such that for all u ∈ C β (S) the following holds:
and u n+p = u| V n+p . Here C 1 and C 2 are numerical constants independent of u.
The format of the paper is as follows. First in Section 2, we will introduce notation related to the Koch curve and introduce an intermediate domain ω. Next, we briefly describe the construction of the conformal triangulation on ω that will be the scaffolding for our extension. Then in Section 3 we will detail the methodology for extending the function u to Ω. In Section 4 we will present a few preliminary lemmas and their associated proofs. We then consider the iterative process used to build up the extension function in Section 5. Finally in Section 6, we prove our main theorem. In future work we will adapt the methodology developed here to different classes of fractal sets including the Sierpinski gasket, the Koch snowflake and the non-standard Koch curve.
The Koch curve and the triangulation of an intermediate domain.
In this section we introduce some preliminary information and notation specific to the Koch curve. We also introduce an intermediate domain ω and construct a triangulation that will serve as the scaffolding for the extension.
2.1. The Koch curve. Let α ∈ (2, 4] and define θ = cos −1 α 2 − 1 . We consider the 4 contractive similitudes {ψ 1 , ψ 2 , ψ 3 , ψ 4 } in R 2 :
where z ∈ C.
For each integer n > 0, we will consider arbitrary n-tuples of indices i|n = (i 1 , i 2 , . . . , i n ) ∈ {1, 2, 3, 4}
n . We then define
Let V 0 = {A, B}. For every integer n > 0, let
where
i|n in the preceding notation. We put
the closure being in R 2 . The set S is the Koch curve in R 2 and has Hausdorff dimension of (ln 4)/(ln α). We note that V n ⊂ V ∞ ⊂ S and that as n increases the number of points in V n also increases. We will denote by S n the prefractal (polygonal) curve of iteration number n created by connecting the points in the set V n in a prescribed manner. Although the Koch curve exists for all values of α such that 2 < α ≤ 4, we restrict ourselves to only the standard case where α = 3. Remark 1. We note that the prefractal polygonal curves of different iteration number are not nested. That is to say S n−1 S n S. For this reason we work with the set of vertices V n correspondent to each curve S n .
Induced triangulation of an intermediate domain. We define ω as the polygonal domain with vertices
, and
, and S the fractal Koch curve with end points A and B. Additionally we will require that the vertices of the prefractal set V n are nodes of the triangulation T V n (that is to say the triangulation induced by the prefractals set V n ). We will use the same triangulation defined previously in works by Lancia and Vivaldi [10] and Vacca [12] . We define the initial triangulation T V 1 as follows:
We start by constructing the equilateral triangle with vertices (1/3, 0), (2/3, 0), 1/2, √ 3/6 and we proceed constructing five other equal triangles such that the union of the six equilateral triangles gives the regular hexagon centered in 1/2, √ 3/6 . The triangle ABC is the union of 9 congruent equilateral triangles. By proceeding in a symmetric way in the triangle ABD we complete the triangulation of ω.
By proceeding in this regular way we can construct the triangulation T V n+1 of ω by subdividing each triangle of T V n into nine congruent subtriangles.
3.
A methodology for the extension. We construct the extension function on the domain Ω in an iterative manner. We begin by constructing a base extension function u * 0 = Π 0 u 0 from the function u 0 ; we then construct the function u * 1 = Π 1 u 1 , using information from both u 1 and u * 0 . We continue in a step by step manner constructing the extension function u * n from u n and u * n−1 .
Before continuing with our extension methodology we wish to define what we mean when we refer to the sidecar triangles of the prefractal set V n and to the transition triangles of the prefractal set V n .
Definition 1. Given a prefractal set V n we define the triangles which share one or more vertices with the vertices of the polygonal prefractal curve to be the sidecar triangles. See the light gray triangles in Figure 1 . Definition 2. Given a prefractal set V n we define the triangles which share one or more vertices with the vertices of the sidecar triangles of V n to be the transition triangles. See the white triangles in Figure 1 . 
This division is illustrated in Figure 1 where the light gray triangles are T n SC , the white triangles are T n T R , and the dark triangles are T n EX . We will consider these three domains separately when constructing u * n .
The Base Extension. We begin by constructing u * 0 . For this case we do not subdivide ω into three domains, but rather treat ω as the union of two sidecar triangles. To construct u * 0 we set u *
to be the affine function determined by the values of u * 0 at the three vertices of the triangles ABC and ABD respectively; i.e., u * Figure 1 ).
To construct the extension function u * n in ω we use values of u at the vertices of the set V n and values of u * n−1 from the domain ω. First we obtain the triangulation of ω induced by V n . We then consider the three subdomains defined earlier and construct the extension as follows:
Extending to T n SC . First we identify the prefractal set V n and the sidecar triangles associated with this set. We observe that each triangle in T n SC has one or more vertices that are elements of V n and hence have values of u defined at these points. Therefore the value of u * n is predetermined at one, two or three vertices of each triangle. We will divide these triangles into three distinct groups. The first group (primary sidecar triangles) will contain those sidecar triangles which have two or three vertices which are elements of V n . The second group (secondary sidecar triangles) will contain those sidecar triangles which have one vertex which is an element of V n and one or two vertices which are also a vertex of a primary sidecar. The third group (tertiary sidecar triangles) will contain those sidecar triangles which have a single vertex in V n and no vertices shared by a primary sidecar.
We first extend u to u * n in the primary sidecar triangles. We do this by identifying the vertices in the primary sidecar triangles where u * n is undetermined. Let J be one of the vertices where u * n is undetermined, and T J be the set of primary sidecar triangles which have J as a vertex. We set u * n at J to be the average of the values of u at each element of V n which is also a vertex of one of the triangles of T J . Now each primary sidecar triangle has u * n determined at every vertex and we set the extension function u * n to be the affine function on the triangle determined by the values of u * n at the three vertices.
We now extend u * n to the secondary sidecar triangles. We proceed in a manner similar to that of the primary sidecar triangles by first identifying the vertices in the secondary sidecar triangles where u vertices where u * n is undetermined, and T J be the set of secondary sidecar triangles which have J as a vertex. We set u * n at J to be the average of the values of u * n at each vertex of the triangles T J where the value of u * n is predetermined. We then set the function u * n to be the affine function on the triangle determined by the value of u * n at the vertices. Having performed this extension on the secondary sidecar triangles, u * n will be predetermined at each vertex of the tertiary sidecar triangles. We set the extension inside these triangles to be the affine function determined by the values of u * n at the vertices of the triangle.
Remark 2. We note that the maximum depth of averaging is two. That is to say, in order to find the value of u * n at the vertex of a sidecar triangle we may have to perform two averaging steps (one for those in the primary sidecars, and one for the secondary sidecars) but we never perform three averaging steps. This maximum depth is independent of the iteration number n.
Extending to T n T R . Prior to this step u has been extended to u * n in T n SC , and hence values for u * n are predetermined at every vertex common between T n SC and T n T R . Additionally, the function u * n−1 is defined everywhere on the domain ω. Extension to T n T R is done on a triangle by triangle basis by setting the value of u * n to be equal to the value of u * n−1 at any vertex where the value of u * n is not predetermined. We then set u * n to be the function which is affine on the triangle and determined by the values of u * n at the three vertices of the triangle. In this manner we proceed in an iterative fashion to construct each function u * n on T V n . We summarize the extension methodology with the following definition This definition is shown visually for steps 0, 1, 2, and 3 in Figure 1 .
Extending to T

Extending to Ω. We introduce an additional intermediate domain γ where γ is the convex polygonal domain with vertices
, and J = (0, − √ 3). We subdivide γ into sixteen congruent triangles, two of which are the triangles ABC and ABD, which composed the domain ω. The function v * n is constructed on γ by a combination of operations of rotation, reflection and translation applied to the function u * n defined on the two triangles ABC and ABD. These operations are shown visually in Figure 2 . In this figure, the light gray triangles indicate those triangles where the value of v * n is obtained by translation and rotation of the function u * n defined on ABC and the lined triangles are obtained by translation and rotation of the function u * n defined on the triangle ABD. The dark gray triangles are obtained by first reflecting the triangle ABC across the x-axis and then translating and rotating the reflected function. Similarly the dotted triangles are obtained by reflecting the function u * n in ABD across the x-axis then translating and rotating the function. Clearly if the function u *
We will utilize the standard finite element "hat" function in relationship to the sixteen triangle coarse mesh. The function η A corresponds to the function with value 1 at point A, zero on the boundary of the hexagon created by the six triangles with A as a vertex, and affine on each of the triangles. In a similar manner we create functions η B , η C , and η D centered at points B, C, and D respectively. We set η = η A + η B + η C + η D , and observe that η ∈ H 1 (γ), η(X) = 1 for all X ∈ ω, and η(X) =0 for all x ∈ ∂γ. We define the function z * n (X) = η(X)v * n (X) for X ∈ γ and z * n (X) = 0 for X ∈ R \ γ. We set the extension function u * n to z * n and restrict u * n to the given domain Ω. Proof. Let S be a Koch curve and u, v be two Hölder continuous functions defined at the vertices on the curve that satisfy
β , for all X, Y ∈ V n and for some β ≤ 1. We also let κ, h ∈ R. First, we assume X is an element of ω. By construction the value of Π n u n (X) is the linear combination of the values of Π n u n (X 1 ), Π n u n (X 2 ), and Π n u n (X 3 ), where X 1 , X 2 , and X 3 are the vertices of the triangle T X . Also by construction the value of
and the values of a i
are independent of u. Therefore:
4. Preliminary results. The purpose of this section is to provide a few preliminary results needed for the proof of Theorem 1 for the Koch curve. The first lemma is specific to the primary sidecar triangles, the second to the secondary sidecar triangles and the third specific to the tertiary sidecar triangles. Lemmas 4-5 consider the Hölder estimate on two or more triangles. Lemma 1. Given a triangle T with vertices P, Q, and J, and a function u defined at the vertices of the prefractal V n such that |u(A) − u(B)| ≤ |u| S,β |A − B| β where A, B ∈ V n and β ≤ 1. Moreover P, Q ∈ V n . Then there exists an extension function u * defined on T such that
Proof. We consider the case where the value of u * at point J is determined by the value of u at five vertices of the prefractal curve. (The case where u * at point J is determined by two, three or four vertices proceeds in a similar manner, with the right hand side of (1) equal to a|u| S,β , with a → 1 as the number of vertices decreases). We let P, Q, R, S and T be five consecutive vertices along the prefractal curve. (See Figure 3 for an illustration of the scenario considered.) We begin by constructing the extension function u * , by prescribing its value at J. We set u
) and let u * be the affine function defined by these three points. We now check that u * satisfies the estimate (1). To facilitate our calculations we introduce a reference triangleT . The triangleT is the equilateral triangle withP located at the origin,Q located on the x-axis, and |P −Q| = |P − Q|. With this triangle we associate the map τ :X → X in R 2 which brings the vertexP to P , and the vertexQ to Q. Here τX = x 0 + BX where x 0 is a 2 × 1 vector and B is the rotational matrix with θ = − arctan[(y Q − y P )/(x Q − x P )]. We note that |X − Y | = |X −Ŷ | and observe that
Therefore it suffices to show the estimate inT . It can easily be checked that the function u * satisfieŝ
We also observe that
Remark 3. We observe that the Hölder seminorm is invariant under translation and rotation. For Lemmas 2-3 and 6-8 we will use this observation and without loss of generality assume that the triangle under consideration T is located with one vertex at the origin and a second vertex along the x-axis. Remark 4. We observe the following relationship between the vertices that are elements of V n and the vertex J (here P i ∈ V n ):
and for 2 ≤ M ≤ 5 the following estimate holds
Lemma 2. Given a triangle T with vertices P, Q, and R, and a function u defined at the vertices of the prefractal V n such that |u(A) − u(B)| ≤ |u| S,β |A − B| β where A, B ∈ V n and β ≤ 1. Moreover P, Q, R ∈ V n . Then there exists an extension function u * defined on T such that
Proof. We begin by letting u * be the affine function defined by the value of u at the three vertices of the triangle. We now check that u * satisfies the estimate (2).
By Remark 3 we may assume T is a triangle with P located at the origin and J is located on the x-axis. It can easily be checked that
Let X 1 = (x 1 , y 1 ) and X 2 = (x 2 , y 2 ) be arbitrary points in T .
The following Lemma holds for any of the secondary sidecar triangles.
Lemma 3. Let T be a triangle with vertices P, J and K and let u be a function defined at P and J. Let us suppose that there exists β ≤ 1 such that Fig. 4 . Four sample secondary sidecar triangles (Note: the secondary triangles appear dotted, the primary triangles appear gray, and the tertiary triangles appear black).
Proof. First we observe that the secondary sidecar triangles can be classified into four groups as illustrated in Figure 4 . In the first scenario (see Figure  4(a) ), the value of u at point K is predetermined by a primary sidecar triangle. In the second scenario (see Figure 4(b) ), the value of u * at K is set to be u(K) = 1 2 (u(P ) + u(J)). In the third scenario (see Figure 4(c) ), the value of u at K is set to be u(K) = 1 3 (u(P ) + u(Q) + u(J)) where two of these points (P and Q) are elements of V n and the third point J / ∈ V n . In the last scenario (see Figure 4(d) ), the value of u at K is set to be
where two of these points (L and J) are sidecar vertices and the third point P is an element of V n . In all four scenarios we let u * be the function on T defined by the values of u at the three vertices. We now check that u * satisfies the estimate (3).
We now consider the term |2u(K) − u(P ) − u(J)| √ 3|P − J| β for each of the scenarios separately.
CASE 1: u(K) was set by a primary sidecar triangle.
In all four cases
The following Lemma holds for any of the tertiary sidecar triangles.
Lemma 4. Let T be a triangle with vertices P, J and K and let u be a function defined at P, J and K. Let us suppose that there exists β ≤ 1 such that
Then there exists a function u * defined for x ∈ T with u * (P ) = u(P ), u * (J) = u(J) and u * (K) = u(K) such that
Remark 5. In Equations (4) and (5) the right hand side is less then or equal to 4|u| S,β . This may seem in contradiction to the previous lemma which sets the Hölder constant for a secondary sidecar triangle at 5|u| S,β . The reason for this discrepancy is that those secondary sidecar triangles in the first group (i.e. those triangles where the value of u * n is predetermined by the primary sidecar triangles at all three vertices) never share a side (and hence two vertices) with a tertiary sidecar triangle. This allows us to use the sharper estimates from secondary sidecar triangles of types 2, 3 and 4.
Proof. We begin by letting u * be the affine function defined by the value of u at the three vertices of the triangle. We now check that u * satisfies the estimate (6).
The next Lemma considers the case of two triangles each with an affine function defined on them.
Lemma 5. Let T V and T W be two triangles such that T V ∩ T W = ∅. Let v be an affine function defined on T V and w an affine function defined on T W such that v| TV ∩TW = w| TV ∩TW . We also require that for some β ≤ 1 there exists constants C V and C W such that sup
Proof. For ease of notation we define W := T V ∪ T W . Let X and Y be arbitrary points in W. If X and Y are points in the same triangle the inequality holds trivially. We now consider the case where X and Y are in different triangles and without loss of generality will assume X ∈ T V and Y ∈ T W . We note that if T V ∩T W = ∅ then T V and T W share either an entire side, or only a single point. In the first case XY ⊂ W since every triangle is equilateral and we define P as the intersection of XY and T V ∩ T W . In the second case we define P = T V ∩ T W . We also recall that v and w are affine functions on T V and T W respectively. Clearly
Since X and Y were arbitrary we have shown (7).
Lemma 6. Let n be fixed, V n a prefractal set and given a function u defined on V n such that |u(P ) − u(Q)| ≤ |u| S,β |P − Q| β for all P, Q ∈ V n and for some β ≤ 1. Let u * n be an extension to the domain ω as defined in Definition 3, then for any X, Y in T n SC the following holds
Proof. We define C MSC as the maximum Hölder constant from Lemmas 1-4, therefore C MSC ≤ 11|u| S,β . We also observe that if X and Y are elements of the same triangle T , then (8) holds due to those lemmas. Moreover, if X and Y are elements of two triangles that share either an entire side or a single point, (8) holds by Lemma 5. We now consider the case where X and Y are elements of T X and T Y respectively and that T X ∩ T Y = ∅.
We let P X be an element of V n closest to X, that is to say |P X − X| ≤ |R − X| for all R ∈ V n (we know that at least one such element exists). Similarly define P Y to be the element of V n closest to Y. Let L be the length of the side of a triangle in our mesh (i.e. L = 3 −n ), therefore we have
5. Iterative process. The purpose of this section is to provide a few results necessary to show that u * n satisfies the Hölder estimate when n ≥ 1. The first three lemmas consider the Hölder estimate of T ∈ T n where n ≥ 1. The fourth lemma is similar to Lemma 6 and shows an estimate for two points in T n SC ∪ T n T R . The fifth lemma gives a Hölder estimate on each triangle T of the triangulation T n . Finally we consider the Hölder estimate for the function u * This lemma corresponds to those transition triangles where the value for u * n is determined by the sidecar triangles at two vertices, and the value at the third vertex is determined by the function u * n−1 . This is shown in Figure 5(a) . Lemma 7. Given a triangle T with vertices J, K, and L, a function u defined at points J, K and L such that |u(J) − u(K)| ≤ 11|u| S,β |J − K| β , where β ≤ 1. Suppose we are also given two points P and Q in V n such that 
Remark 6. In this lemma the value of u at points J and K is determined by the extension function u * n in the sidecar region and we therefore have the estimate |u(J) − u(K)|/|J − K| β ≤ 11|u| S,β . The value of u at point L is determined by the previous extension function u * n−1 . We use this information to determine the relationship between L and a point in
. These relationships drive both the estimates and geometrical assumptions (i.e. the distance between points) in the theorem statement.
Remark 7. For some transition triangles of this type, the scenario will occur that P ∈ V n−1 . In this case there is no need for a distinct point Q, so we will set Q = P. We observe that all of the estimates and geometrical assumptions are still true in this case.
Proof. We begin by letting u * be the affine function defined by the value of u at the three vertices of the triangle. We now check that u * satisfies (9) .
By Remark 3 we may assume T is a triangle with P located at the origin and J located on the x-axis. It can easily be checked that
If Q = P then:
This lemma corresponds to those transition triangles where the value of u * n at two vertices is determined by the function u * n−1 , and the value at the third vertex is determined by the sidecar triangles. See Figure 5 (b).
Lemma 8. Given a triangle T with vertices J, K, and L, and a function u defined at points J, K and L such that
where β ≤ 1. Suppose we are also given two points P and Q, such that
Moreover the following relationships hold |J −K|
Remark 8. In this Lemma the value of u at L is determined by the extension function u * n in the sidecar region. This knowledge drives the assumption |u(L) − u(Q)|/|Q − L| β ≤ 11|u| S,β . The value of u at points J and K are determined by the previous extension function u * n−1 and J and K are both elements of the same triangle T ∈ T n−1 SC . These relationships drive both the estimates and geometrical assumptions (e.g. the distance between points) in the theorem statement.
Remark 9. For some transition triangles of this type, the scenario of Lemma 7 may also occur where P ∈ V n−1 . As in the previous lemma, we set Q = P and observe that the estimates and geometrical constraints still hold.
Proof. The proof of this lemma proceeds in a manner similar to the proof of Lemma 7. This lemma corresponds to those transition triangles where the value for u * n is determined by the sidecar triangles at all three vertices. This is shown in Figure 5 
Proof. We begin by letting u * be the affine function defined by the value of u at the three vertices of the triangle. We now check that u * satisfies (11) . By Remark 3 we may assume T is a triangle with K located at the origin and J located on the x-axis. It can easily be checked that
We now present a lemma similar to Lemma 6 except here we consider two points in T 
Proof. We begin by defining C MT R as the maximum Hölder constant for triangles in the transition region, specifically C MT R = 65|u| S,β . By T X and T Y we refer to the triangles containing the points X and Y respectively. We observe that if X and Y are elements of the same triangle (i.e. T X = T Y ) the inequality holds due to Lemmas 1-4 and 7-9. Moreover if X and Y are elements of two triangles that share one or more points, the inequality also holds by application of Lemma 5. We now consider the case where
We observe that for any two points J and K in the sidecar region the following inequality holds by Lemma 6
Therefore if X, Y ∈ T n SC then (12) holds by Lemma 6.
We now consider the case with X, Y ∈ T n T R . We let P X be the point in T n SC ∩ T X closest to X (we know at least one such point exists). Similarly define P Y to be the point in T 
Finally we consider the case with X ∈ T n SC and Y ∈ T n T R . Again we define P Y to be the point in T n SC ∩ T Y closest to Y. (There is no need to define P X since X ∈ T n SC ). Moreover if L is the length of the side of one triangle in our mesh (i.e. L = 3 −n ) we (12) holds. This lemma considers the Hölder estimate on an individual triangle T of the triangulation T n of ω.
Lemma 11. Let T n be the induced triangulation of ω for the extension function u * n , then for any X, Y in a single triangle T ∈ T n the following holds
Proof. If T ∈ T n SC ∪ T n T R the inequality holds by Lemmas 1-4 and 7-9. We now consider the case when T ∈ T n EX (the dark region of Figure 1) . We identify by m the iteration where the value of u * n (T ) was last set, that is to say u * m (X) = u * m−1 (X) for some X ∈ T but u * m (X) = u * m+i (X) where 1 ≤ i ≤ n − m for all X ∈ T . We identify by T m the triangle from the triangulation T m which contains T .
By construction of the extension function in
The next Lemma considers the step u * 0 to u * 1 illustrated in Figure 1 . Lemma 12. Let n = 1 and given a function u defined on the prefractal set V 1 such that |u(P ) − u(Q)| ≤ |u| S,β |P − Q| β for all P, Q ∈ V 1 and for some β ≤ 1. Let u * 1 be the first extension to the subdomain ω as defined in Definition 3, then for any X, Y in ω the following holds
Proof. First we make a few definitions. We define C MSC as the maximum sidecar constant from Lemmas 1-4, specifically C MSC ≤ 11|u| S,β . We define C MT R as the maximum transition triangle constant from Lemmas 7-9, specifically We let P X be the point in T n SC ∩ T X such that |P X − X| is minimized. (Note that if X ∈ T n SC , than P X = X.) Moreover we identify by Q X the element of V 1 closest to the point P X and by Q Y the element of V 0 closest to Y. (We recall that when u * 0 was constructed every point in ω was an element of the sidecar region). We let L be the length of the side of a triangle in induced triangulation
6. Main results.
Proposition 2. Given a prefractal Koch set, V n , with iteration number n ≥ 1 and a function u defined at the vertices of the curve that satisfies |u(X) − u(Y )| ≤ |u| S,β |X − Y | β for all X, Y ∈ V n and for some β ≤ 1. Let u * n be the nth extension to the domain ω. Then for any X, Y in ω the following holds
e. the dark region in Figure  1 ) u * n (X) = u * n−1 (X). This observation will be especially relevant in the proof below. Proof. By Lemma 12, (16) is true for the extension function u * 1 . Let u * n−1 be the (n − 1)th extension to the domain ω and we assume that the following estimate holds for all X, Y in ω
We now show that the estimate holds for u * n with identical constant on the right hand side.
For ease of notation we set C MSC to be the maximum sidecar constant from Lemmas 1-4, specifically C MSC ≤ 11|u| S,β and C MT R to be the maximum transition triangle constant from Lemmas 7-9, specifically C MT R ≤ 65|u| S,β . We also recall the definition of ω as the polygonal domain with vertices A = (0, 0), B = (1, 0), C = 
holds. Combining this estimate with Lemma 5, (16) holds for any two triangles in T n that share one or more points. We now assume that X and Y are in two distinct triangles which do not share any points.
We begin by observing that the values of u * n in T n EX are historically stratified. This stratification can be observed by noting that the values of u * n at points in this region are layered according to when the value of u * n was last set. Specifically T n EX can be broken into subregions where the value of u * n was last set at iterations n − 1,n − 2, . . . , 0. The stratification for n = 3 is shown in Figure 6 . We identify by m X = n the current iteration (recall X ∈ T n SC ∪ T n T R so the value of u * n (X) is set at this iteration). We identify by T X the triangle from T mX which contains the point X. We let P X be the point in T mX SC ∩ T X such that |P X − X| is minimized. (We note that if X ∈ T mX SC then P X = X). We also identify by Q X the point in V mX such that |Q X − P X | is minimized. We let L be the length of the side in T mX (i.e. L = 3 −n ) and observe that Figure 7(a) ).
Similarly Proposition 3. For every n and every u n ∈ C β (V n ) we construct a linear extension operator Π n that brings functions defined on V n to functions defined on Ω which have the following properties for every 0 < β ≤ 1:
2. Π n u n Ω,β ≤ 1302 u S,β .
Proof. By Proposition 2 we know that for X, Y in ω and u * n the following inequality holds:
First we recall the definition of the domain γ found in Section 3.0.2 as a convex polygonal domain which contains ω. Section 3.0.2 also details the methodology to extend the function u * n to γ and then to Ω. Let X 1 and X 2 be arbitrary points in γ. We now present the proof of the Theorem 1.
Proof. We claim Π : C β (S) → C β (Ω). We begin by showing that Πu Ω,β ≤ C 1 u S,β and Πu = lim n→∞ Π n (u| V n ) uniformly in Ω. We let u be a Hölder continuous function defined on the fractal curve S with exponent β ≤ 1 and constant C 0 = |u| S,β , (i.e. |u(x) − u(y)| ≤ C 0 |x − y| β ∀x, y ∈ S). We recall that for a given n, V n is a subset of the fractal S, and thus given a Hölder continuous function u on S we have u n ∈ C β (V n ). From Proposition 3 we can construct an extension function u * n on Ω such that
for all X, Y ∈ Ω. (Here we emphasize that the estimate is independent of n.) Therefore each extension u * n is equicontinuous on Ω. Moreover we know u is bounded on S with |u(X)| ≤ u S,β for all X ∈ S. We therefore can say that |u * n (X)| ≤ u S,β for all X ∈ Ω. By the Arzelà-Ascoli theorem there exists a subsequence which converges uniformly to a Hölder continuous function u * . We now easily show that uniform convergence preserves the Hölder exponent β and constant 1302 u S,β . Since u * n converges to u uniformly given ǫ > 0 there exists N such that for all n ≥ N, |u * (X) − u * n (X)| < ǫ for all X in Ω. Therefore (20) is less then or equal to 2ǫ + |u * n (X) − u * n (Y )| |X − Y | β .
