Abstract
Introduction
It is known that gene expressions are regulated by transcription factors (TFs) binding to specific transcription factor binding sites (TFBS) or motifs in promoter regions [15] . Therefore, the discovery of binding sites is critically important to study the problem of gene regulation. Experimental approaches for discovering and verifying TFBS are quite time consuming and costly. In recent years, considerable attentions have been paid to computational approaches for resolving this problem [18, 23] . The most common approach for computational discovery of motifs is to collect a set of upstream sequences which are associated with a set of genes having similar functional annotation or gene expression. Subsequently, searching algorithms can be employed to identify the over-represented motifs according to motif model optimization techniques and/or statistical criteria [11, 14] . Due to uncertainties occurring in motif presentation and low signal-to-noise rate, it becomes a challenging task to distinguish true motifs from false positive patterns. Although there are many tools available on-line to extract motifs for a given DNA dataset, it is still difficult to achieve reliable solutions with higher prediction accuracy. Furthermore, most of existing tools for mining motifs demonstrate inability to get feasible solutions for large scope of datasets.
Data mining techniques aim to discover significant or interesting patterns from databases. Clustering techniques are powerful tools for knowledge acquisition from unlabeled data. It has been shown that clustering techniques are effective for pattern discovery in biological sequences [6, 11, 12] . So far, most of the work related to this study are associated with Kohonen's Self-Organizing Map (SOM) [10] . SOM is a powerful tool for clustering data and visualizing the results in low dimensional space. The standard [1] and augmented hierarchical SOM networks [6, 12] have been applied to motif discoveries. The idea behind hierarchical SOM approaches is to successively partition the whole data set into clusters located at different levels according to a similarity metric and criteria for branching and merging clusters. Recently, [12] and [14] made progresses in this direction. In [14] , a SOM-based algorithm called SOMBRERO using a new cluster prototype was introduced to replace the standard weight vector representation; whereas in later work, a new hierarchical learning algorithm with top-down subnet-layer network architecture was proposed. The SOMBRERO performs reasonably well for the Saccharomyces cerevisiae and Drosophila melanogaster datasets, but sometimes results in higher false positive rate due to non-optimal architectural setup and heuristic updating rules. Similarly, the algorithm proposed in [12] is sensitive to the initial setup of the network, the order of inputs applied to the network, and the threshold settings for branching nodes.
The remainder of this paper is organized as follows: Section 2 gives some preliminaries related to computational approaches for motif discoveries; Section 3 details the proposed hierarchical clustering algorithm; and Section 4 reports some experimental results with comparisons, where two sets of DNA sequences and three well-known tools for finding motifs were employed for performance evaluation. A brief discussion is also given in this section.
Concepts Related to Motifs Discovery

Motif Representation
Motif is an abstract concept referring to a collection of binding sites that may be binded by certain TFs to regulate gene expressions. It can be expressed as consensus or probabilistic profiles [21] . Profile representations such as Position Frequency Matrix (PFM) assign a relative frequency to each possible nucleotide at each position in the motif.
The problem of motif discovery in DNA sequences can be formulated as follows: Given a set of unaligned DNA sequences, determine the length of binding sites and locate all binding sites with the constrained length that these sequences hold. A subsequence is considered as a binding site if it matches a possible appearance indicated by consensus or by one of the motif representations.
In this paper, we employ the PFM representation to discover putative binding sites in a given dataset. To implement our algorithm, we first encode nucleotide strings to numerical type of data. Let kmer represent a segment with k nucleotides, i.e., kmer
For simplicity, we use K to stand for a kmer in the subsequent sections. A binary matrix is used to encode K, that is,
The Hamming distance between two Ks can be calculated by
where
Prototype and Similarity Score
Consider a cluster with p kmers, denoted by
where f (i, j) represents the mean of each base i ∈ {A, C, G, T } appearing at the j-th position of the kmers within the cluster N p . Notice that the matrix M coincides with the motif model, i.e., the position frequency matrix (PFM). In clustering techniques, similarity metrics must be employed to assign data to a cluster. For our purpose, similarity metrics used should reflect the nature of "closeness" in the biological sense. In this paper, we adopt Quandt's matrix similarity score [17] .
Cluster Quality Measures
The quality of clusters is evaluated by Maximum a Posteriori (MAP) [13] . The MAP score measures the conservation property of cluster prototypes with respect to the species background. Because rare motifs in the background can achieve a higher MAP score, this measure can be used to distinguish a true motif model from false ones. The background can be modeled by using a Markov chain model [4] generated from all upstream sequences of a species under study. This model can be used to assign a probability of a K, namely p0(K|B), under the background B. For instance, using the 3rd order model, the probability of the sequence AT GCG can be calculated by p0
The MAP score of the cluster N p can be calculated by (3) , and it will be employed for ranking the clusters in this paper.
where |N p | represents the cardinality of the cluster N p , k is the length of Ks and E(M ) is the Shannon's entropy.
Algorithm: MISCLUSTER
The main idea of our mismatch-based hierarchical clustering algorithm (MISCLUSTER) is to initially partition the Ks extracted from the promoter sequences into initial clusters, and subsequently each cluster is further partitioned at different hierarchical layers. Unlike conventional problem domain, clustering Ks for motif discovery has two distinctive characteristics that influence our algorithm framework. Firstly, not all clusters are useful for analysis but only motif clusters. This implies that some non-interesting clusters can be discarded during the hierarchical partitioning. For instance, motifs with repetitive kmers such as AAAAAAA or CGCGCGCG can be removed during clustering. Secondly, the background information of the species plays an important role in the clustering process because it determines the significance of a cluster.
Cluster Initialization
To achieve noisy clusters reduction and enlarge the possibility of finding motifs, it is beneficial to properly initialize clusters before performing clustering. Motivated by the use of seed Ks in enumerative motif discovery algorithms [13, 16, 20] , we employ a similar technique to initialize the clusters. The initialization starts from defining seed Ks in a small subset of the set of input sequences. We select one K in the selected subset and then find all Ks having at most e (≤ k) mismatches to it according to formula (1) and this produces a cluster. We then select a new K and repeat the same process until no new clusters can be formed. This produces a limited number of clusters and each of them is associated with a PFM and a MAP score. The top m clusters ranked using the MAP scores are then saved as the initial clusters. With these prototype clusters and the similarity score [17] , we scan the remaining input sequences and assign them into the prototype clusters if its similarity score is greater than a specific threshold. In this paper, we empirically set the admissible mismatch threshold value as 0.5 × L for cluster initialization and partition, where the L denotes the length of motifs. This estimation sets a mild upper bound for the number of mismatch parameter used in our clustering algorithm.
Cluster Branching and Merging
The number of branches from each cluster is determined automatically by utilizing the mismatch measures in our algorithm. The algorithm works by randomly selecting a K 0 from a cluster and searching for other Ks within the same cluster, and a sub-cluster can be formed by collecting these
This process is repeated until all Ks have been grouped. These initially branched subclusters are results of local searching and need further optimizing operations. Hence an iteratively updating of clusters follows with similar data assignment as done in K-means clustering approach. The cost function for this updating is given by the relative entropy of cluster prototype M:
where p(i) is a species background base frequency. The IC value is an indicator of relative bases conservation as contrasted to the random background base distributions [21] . A higher value of the relative entropy indicates a stronger potential of the cluster to be the true motif model. Merging clusters may take place if some clusters share significant similarity in terms of position probability distribution in their PFMs. This signifies that these clusters might have overlapped binding sites associated with the same transcription factor. In this paper, the cross-entropy score [5] is employed as the similarity metric to measure the closeness between two clusters.
Heuristic Cluster Classification
Evaluation of the quality of the clusters is important so that unfavorable clusters can be effectively identified and eliminated. In MISCLUSTER, each cluster is classified into one of the three classes, i.e., false (F), uncertain (U) and potential (P) classes. Unlike existing clustering techniques, our approach splits one cluster into different number of sub-clusters at each hierarchical level, and the number of clusters in each branch can be determined automatically. Notice that the PFM of clusters could not completely reveal the quality of a motif model. This is because many uninteresting repetitive kmers in the input sequences may result in a PFM with higher position conservation property. Fortunately, these spurious clusters have lower complexity scores and they can be effectively eliminated. The complexity measure used in this paper is given by [14] ,
In this paper we employ two types of quality assessment metrics, i.e., complexity and information content, to classify the clusters. With the understandings of these two metrics as discussed above, the following three heuristic rules for clusters classification are proposed:
• Rule 1(class F): If J(M j ) < α, then the cluster will be discarded for further processing.
• Rule 2 (class P): The α value by default is fixed at 0.1 according to our empirical studies on some real datasets. The λ parameter is not a subjective measure and can be determined objectively. This value can be viewed as the assumption we make on the number of binding sites appearing in a sequence.
Cluster Refinement and Ranking
Two post-processing steps are applied to refine the candidate clusters before ranking, that is, block scanning followed by adding and one-pass filtering. Inspired by the work reported in [8] , we implemented a block scanning step to add Ks (if any) into the candidate clusters. The scanning starts from identifying continuous nucleotide positions (length > 2 and termed as a block) that have information gain [19] 
f (i, j) log 2 f (i, j) is larger than 1 bit. Using these positions in the block, we scan for all Ks in input sequences and store these Ks with at least 0.9 similarity score to these block positions according to the similarity score [17] . A K will be permanently added to the candidate cluster if it meets the following additional conditions: (a) its overall similarity score to the candidate cluster must be larger than a threshold T (user specified parameter); and (b) it improves the MAP score of the cluster. The one-pass filtering aims to remove a single K from a candidate cluster without reducing its MAP score. The refined clusters are ranked using the MAP scores and the top n (specified by users) clusters will be saved as putative motifs.
Evaluation and Discussion
Datasets
To demonstrate the effectiveness of our proposed algorithm, two sets of datasets are prepared. In the first set of datasets, promoter sequences associated with 9 TFs were downloaded from [7] for ChIP genome wide binding sites location analysis on Saccharomyces cerevisiae(SC). The sequences used in this study were obtained from [7] , where the YPD (Yeast Promoter Databases) condition probes apply. The TFs are: ABF1(178), CAD1(29), FHL1(131), GAL4(18), GCN4(59), HSF1(97), INO4(32), LEU3(57), MIG1(9), YAP1(68). The MIG1(9) sequences, however, was downloaded from SCPD [26] . The average lengths of these datasets ranged from 466 to 800. The purpose of this experiment is to study the ability of MISCLUSTER to discover motifs that are conformed to those experimentally verified in the literatures. The second dataset consists of 10 TFs obtained from SCPD and [24] . The motifs are composed of prokaryotes and eukaryotes species which include Saccharomyces cerevisiae, Escherichia coli and Mammalian.
Parameters Setting
In our MISCLUSTER, the number of initial sequences for generating seed clusters was set less than 15, depending on the number of input sequences. The default values for α and λ used in the heuristic rules were in [0.1, 0.15] and (no of sequences) ×1.5, respectively. For the first set of datasets, motif consensuses produced from each benchmark algorithm are listed and compared to the known motif patterns, which were obtained from TRANSFAC [25] , SGD [3] and [7] . The second set of datasets has information available on locations of true binding sites. So, the commonly used evaluation metrics for information retrieval, i.e., recall, precision and F-measure are employed to compare the performance among MEME [2] , AlignACE [9] , SOMBRERO [14] and our MISCLUSTER. The performance takes average values over 10 runs. For each run, only the best results in terms of the F-measure are recorded, which are from the the top 10 highest ranked clusters. A prediction is considered as a true positive (TP) if its location overlaps a true site for at least x positions in any strand. We took 4 overlaps for all datasets except for SRF, GCN4, MEF2 and MYOD, for them 2 overlaps are applied because the lengths of their expected binding sites are shorter.
We ran MEME with the "only one" or "any number" model option. Different combinations of parameters were used for each run. For AlignACE, we set the default parameters and also adjusted the "number of columns to align" and "CG background" parameter to suit different datasets. In SOMBRERO, we used the default heuristic (i.e. 1:10 # of nodes to # of Ks ratio) method to set the number of output nodes. In our experiments, both strands of the input sequences are scanned. Table 1 shows the motif consensuses discovered by three algorithms as compared to known consensuses. The consensuses are produced by using Convert-matrix tool [22] . The consensuses discovered by MISCLUSTER conform to known consensuses reported in the literature and motifs discovered by MEME and AlignACE. It has been observed that all discovered motifs from MISCLUSTER are from clusters ranked within top 3, which implies the effectiveness of our method. As compared to MEME and AlignACE, MISCLUSTER performed comparably for datasets associated with TFs: GAL4, HSF1, LEU3 and YAP1. However, MISCLUSTER achieved better results in terms of model ranking. This is because MEME and AlignACE rank highly the models with low complexity. Similarly, AlignACE returned GTGTGT(G/T)GTGTG and (A/G)A/(A/G)AAAA(A/G)(A/T)A as the two highest ranked motifs. The complexity filtering method used in MISCLUSTER can effectively remove clusters with low complexity. When we set a threshold value for the complexity as 0, the true motifs will disappear from the final ranking clusters. MISCLUSTER also successfully discovered the MIG1 consensus, but MEME failed. For CAD1 motif, our discovered consensus GmTTAcTAAT is better than that obtained by MEME as compared to the known motif patterns. Similarly, for INO4, MISCLUSTER returned consensus that closely conforms to the known pattern as compared to that discovered by MEME. The score figures given in Table 1 are evaluated by MAP for MISCLUSTER [13] , information content for AlignACE [9] and e-value for MEME [2] . Table 2 shows the comparative results, where the figures take average values over 10 runs. The overall performance [7] of our proposed MISCLUSTER outperforms MEME, AlignACE and SOMBRERO in term of the precision and the Fmeasure for the testing datasets. For the recall performance, MISCLUSTER performs slightly lower than AlignACE and SOMBRERO but better than MEME. For the MYOD TF, all algorithms could not perform well and our MISCLUSTER produces the best result for this case.
Results and Comparisons
Discussion
It is observed that MISCLUSTER achieved higher precision in almost all of the test cases except ABF1. This is because our data initialization step improved the ratio between binding sites signal and noise. Surprisingly, SOM-BRERO achieved highest average recall rate for most of the cases despite the lowest precision. The reason for this can be of the inherent weakness in SOM such as suboptimal number of output nodes and initialization. On the positive side, SOMBRERO is able to collect similar binding sites although they are mixed with random Ks. Its precision rate will be greatly improved if some further post processing can be performed. It has been noticed that the scoring function plays a critical role for ranking motif models. For instance, SOMBRERO obtained worst result for MEF2 mainly due to the shortcoming of the z-score cluster evaluation function used. This function is not able to rank highly a cluster even though the real binding sites are grouped in one of the output nodes. The MAP function used for MISCLUSTER can perform reasonably well for our purpose.
Initialization of clusters is important to our proposed MISCLUSTER. Robustness analysis with respect to the selection of seeds in cluster initialization will be investigated in further studies. The main shortcoming of MISCLUSTER is that it requires more parameters to be set than other tools. However, the most crucial parameter is the number of mismatch for cluster initialization and partition. It has been noticed that most existing tools for motifs discovery suffer from both reliability and scalability. Thus, robust data mining algorithms that can cope with large scale of datasets will be more valuable. 
