Multiple testing with discrete data: proportion of true null hypotheses
  and two adaptive FDR procedures by Chen, Xiongzhi et al.
Multiple testing with discrete data: proportion of true null
hypotheses and two adaptive FDR procedures
Xiongzhi Chen∗, Rebecca W. Doerge† and Joseph F. Heyse‡
Abstract
We consider multiple testing with false discovery rate (FDR) control when p-values have
discrete and heterogeneous null distributions. We propose a new estimator of the propor-
tion of true null hypotheses and demonstrate that it is less upwardly biased than Storey’s
estimator and two other estimators. The new estimator induces two adaptive procedures,
i.e., an adaptive Benjamini-Hochberg (BH) procedure and an adaptive Benjamini-Hochberg-
Heyse (BHH) procedure. We prove that the the adaptive BH procedure is conservative
non-asymptotically. Through simulation studies, we show that these procedures are usually
more powerful than their non-adaptive counterparts and that the adaptive BHH procedure
is usually more powerful than the adaptive BH procedure and a procedure based on random-
ized p-value. The adaptive procedures are applied to a study of HIV vaccine efficacy, where
they identify more differentially polymorphic positions than the BH procedure at the same
FDR level.
Keywords: Discrete p-values; false discovery rate; heterogeneous null distributions; mul-
tiple hypotheses testing; proportion of true null hypotheses.
1 Introduction
Multiple testing with false discovery rate (FDR) control has been widely conducted in genomics,
genetics and finance. Accordingly, many FDR procedures have been developed; see, e.g., the
Benjamini-Hochberg (BH) procedure in Benjamini and Hochberg (1995) and Storey’s procedure
in Storey et al. (2004). However, most of these procedures were originally developed for the
“continuous paradigm” where p-values have continuous and identical null distributions. In
contrast to the continuous paradigm, there are many multiple testing scenarios, which we refer
to as the “discrete paradigm”, where p-values have discrete and heterogeneous distributions.
For example, discrete data in the form of counts have been collected in genomics using next
generation sequencing (NGS) technologies (Auer and Doerge, 2010), in clinical studies (Koch
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et al., 1990), on adverse drug reactions by the Medicines and Healthcare Products Regulatory
Agency in UK, in genetics (Gilbert, 2005), and in linkage disequilibrium studies (Chakraborty
et al., 1987). To analyze these data, binomial test and Fisher’s exact test have been used, and
their p-values have discrete and heterogeneous distributions under the null hypotheses. This
leads to multiple testing in the discrete paradigm.
There has been evidence that the BH procedure and Storey’s procedure tend to be less
powerful or may yield unreliable results when applied to the discrete paradigm; see, e.g., Gilbert
(2005) and Pounds and Cheng (2006). To develop better FDR procedures for the discrete
paradigm, three major approaches have been taken: (i) modify the step-up sequence in the BH
procedure according to the achievable significance level of a discrete p-value distribution; see,
e.g., Tarone (1990), Gilbert (2005) and Heyse (2011); (ii) use randomized p-values or midP-
values; see, e.g., Kulinskaya and Lewin (2009), Heller and Gur (2012) and Habiger (2015); (iii)
propose less conservative estimators of the proportion pi0 of true null hypotheses and use them
to induce more powerful adaptive FDR procedures; see, e.g., Benjamini et al. (2006), Pounds
and Cheng (2006), Blanchard and Roquain (2009), Chen and Doerge (2014), Liang (2015) and
Dialsingh et al. (2015).
In this article, we focus on the third approach. Specifically, we propose a new estimator
of pi0 for the discrete paradigm where the p-values are discrete and have heterogeneous null
distributions. We prove that the new estimator is conservative and demonstrate that it is less
upwardly biased than the estimators of pi0 in Storey et al. (2004), Benjamini et al. (2006) and
Pounds and Cheng (2006). The new estimator induces an adaptive version of the Benjamini-
Hochberg-Heyse (BHH) procedure in Heyse (2011), referred to as the “adaptive BHH procedure”,
and an adaptive version of the BH procedure, referred to as the “adaptive BH procedure”.
We prove that the adaptive BH procedure is conservative. Further, we empirically show that
the adaptive BHH procedure is conservative and more powerful than the BHH procedure, the
procedure in Habiger (2015), the adaptive BH procedure, and the BH procedure for multiple
testing based on p-values of the binomial test and Fisher’s exact test.
The rest of the article is organized as follows. In Section 2 we present the new estimator and
prove its conservativeness. In Section 3, we provide the induced adaptive procedures, prove the
conservativeness of the adaptive BH procedure, and discuss how to choose the guiding values
for the new estimator. A simulation study for the new estimator and adaptive procedures is
provided in Section 4. In Section 5 we illustrate the improvement the new estimator and induced
adaptive procedures can bring by applying them to a study on the efficacy of an HIV vaccine.
We end the article with a discussion in Section 6. The proofs are relegated into the appendices.
An R package “fdrDiscreteNull” has been created to implement the new estimator and adap-
tive procedures, and it is available on CRAN.
2
2 A new conservative estimator of the proportion
We start by describing a typical setting for multiple testing. Let there be m null hypotheses
to test simultaneously, I0 denote the set of true null hypotheses, and I1 that of the false null
hypotheses. Then the proportion pi0 of true null hypotheses is just the ratio of the cardinality
m0 of I0 to m, i.e., pi0 = m0m
−1. Since pi0 is unknown and is often less than 1, employing
a good estimator of pi0 can induce an adaptive FDR procedure that is more powerful than its
non-adaptive counterpart; see, e.g., Benjamini et al. (2006) or Blanchard and Roquain (2009)
for examples of adaptive FDR procedures and their constructions.
It is widely known that a conservative estimator pˆi0 of pi0, i.e., pˆi0 having nonnegative bias,
may help make its induced adaptive FDR procedure conservative. However, excessive conser-
vativeness of pˆi0 does not help increase the power of the induced adaptive FDR procedure since
it tends to reduce the magnitude of the threshold sequence of the procedure. Further, the con-
servativeness of an adaptive FDR procedure can be achieved without necessarily requiring the
employed estimator pˆi0 to be conservative. These facts can be seen from Sections 3 and 5 of
Benjamini et al. (2006) and Section 3 of Blanchard and Roquain (2009). Among various esti-
mators of pi0 (some of which have been mentioned in Section 1), Storey’s estimator in Storey
et al. (2004) may be the most popular. However, it is mainly designed for multiple testing in the
continuous paradigm, and we will show that it can be too conservative when applied to discrete
p-values. This serves as a motivation for us to develop the new estimator of pi0.
To present the results, we introduce some notations. Assume that all p-values {Pi}mi=1 are
defined on the same probability space (Ω,F ,P), where Ω is the sample space, F the σ-algebra
on Ω and P the probability measure. For each i = 1, . . . ,m, let Pi be the p-value associated with
the ith null hypothesis. For a p-value Pi whose associated null hypothesis is true, let Fi denote
its cumulative distribution function (CDF), for which we take the convention that any CDF is
right continuous with left limits. Let Unif (0, 1) denote the random variable that is uniformly
distributed on the closed interval [0, 1] and also its CDF. We assume the following:
A0) Each Fi is has a non-empty support Si = {t ∈ R : Fi (t)− Fi (t−) > 0} .
A1) A p-value Pi whose associated null hypothesis is true stochastically dominates Unif (0, 1),
i.e., Fi (t) ≤ t for all t ∈ [0, 1].
We make three remarks: (i) A0) simply means that we are considering discrete p-values; (ii) A1)
is a convention used in hypothesis testing; (iii) Fi (c) = c for each c ∈ Si for each i = 1, . . . ,m.
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2.1 Excessive upward bias of Storey’s estimator in discrete paradigm
For a p-value Pj whose associated null hypothesis is false, let Gj be its CDF. Storey’s estimator
of pi0 (see Section 2.2 of Storey et al. (2004)) is defined as
pˆiS0 (λ) = (1− λ)−1m−1
(
1 +
m∑
i=1
1{Pi>λ}
)
(1)
for a tuning parameter λ ∈ [0, 1), where 1A is the indicator function of the set A. Its bias is the
sum of (1− λ)−1m−1 and
b0 = (1− λ)−1m−1
∑
i∈I0
[λ− Fi (λ)] (2)
and
b1 = (1− λ)−1m−1
∑
i∈I1
[1−Gi (λ)] . (3)
Call a p-value whose associated null hypothesis is true a “null p-value” and that whose
associated null hypothesis is false an “alternative p-value”. Then the bias b0 is associated with
the null p-values, and it is zero when they are uniformly distributed on [0, 1]. However, b0 is
usually positive when p-values have discrete distributions with different supports. In contrast,
the bias associated with the alternative p-values, b1, is usually positive regardless of if the p-
values have continuous or discrete distributions, and it cannot be reduced unless information
on the p-value distributions under the alternative is available. Fortunately, when p-values have
discrete distributions, it is possible to significantly reduce the bias b0 by choosing for each p-
value its own tuning value from the support of its CDF. This is achieved by the new estimator
to be presented next.
2.2 New estimator and its conservativeness
The new estimator, denoted by pˆiG0 , of the proportion of true null hypotheses is stated in Algo-
rithm 1. To explain the rationale behind pˆiG0 , we start from a trial estimator β (τj) for a fixed j
stated in (4). There are 3 components in β (τj), each with its own functionality:
• The first summand ((1− τj)m)−1 in (4) is technical and used to prove the conservativeness
of the adaptive BH procedure in Theorem 2. When τj is small and m is large, this term
is negligible.
• The second summand in (4) is the key component and specifically designed for discrete p-
values. Note that λij is chosen from the support Si of the CDF of p-value Pi for 1 ≤ i ≤ m.
So, for each i ∈ I0, the term λ− Fi (λ) in the expression for the bias b0 in (2) for Storey’s
estimator pˆiS0 changes into λij − Fi (λij), being exactly 0. Therefore, the bias of β (τj)
associated with the null p-values is 0; see Theorem 1 for a justification.
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Algorithm 1 New estimator of the proportion of true null hypotheses
1: Let Qs = {1, . . . , s} for each natural number s. Set qi = inf {c : c ∈ Si} for each i ∈ Qm
and γ = max {qi : i ∈ Qm}. Pick a sequence of n increasing, equally spaced “guiding values”
{τj}nj=1 such that τ0 ≤ τ1 ≤ . . . ≤ τn < 1, for which τ0 is set as follows: (i) if γ = 1, set
τ0 = max {qi : qi < 1}; (ii) if γ < 1, set τ0 = γ.
2: Let C = {i ∈ Qm : qi = 1}. For each i ∈ Qm \ C and j ∈ Qn, set
Tij = {λ ∈ Si : λ ≤ τj}
and λij = sup {λ : λ ∈ Tij}. For each j ∈ Qn, define the “trial estimator”
β (τj) =
1
(1− τj)m +
1
m
∑
i∈Qm\C
1{Pi>λij}
1− λij +
1
m
|C| , (4)
where |A| the cardinality of a set A. Truncate β (τj) at 1 when it is greater than 1.
3: Set
pˆiG0 =
1
n
n∑
j=1
β (τj) (5)
as the estimate of pi0.
• The third summand in (4) is a deterministic quantity and specifically designed for discrete
p-values. It accounts a null hypothesis as being true if the support of the CDF of its
associated p-value is a singleton or equivalently if the CDF of its associated p-value is a
Dirac mass. For example, when the total observed count from two independent binomial
(or Poisson) random variables is 1, for a Fisher’s exact test (or binomial test) the CDF
of its two-sided p-value is a Dirac mass (our simulation study in Section 4 will simulate
such cases). This summand seems only to add to the upward bias of the new estimator.
However, Theorem 1 shows that it is not so.
Since each β (τj) tends to have smaller upward bias than pˆi
S
0 , the new estimator pˆi
G
0 , being
the average of {β (τj)}nj=1, will also tend to be so and be more stable than each one of them.
An illustration of the construction of pˆiG0 is provided in Figure 1. Note that pˆi
G
0 is a functional of
the supports of all p-value CDFs and is essentially different than the estimators of pi0 in Storey
et al. (2004), Benjamini et al. (2006), Pounds and Cheng (2006), Liang and Nettleton (2012)
and Liang (2015).
The following Theorem 1 shows that pˆiG0 is conservative. However, we point out again
that conservativeness of pˆiG0 is not necessarily needed for its induced adaptive procedure to be
conservative; see Theorem 2 in Section 3. We will discuss in Section 3 the choice of guiding
values {τj}nj=1 in Algorithm 1 once we prove the conservativeness of the adaptive BH procedure.
Theorem 1. Recall C = {i ∈ Qm : qi = 1}, where qi = inf {c : c ∈ Si}. For each 1 ≤ j ≤ n, the
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Figure 1: The new estimator applied to two-sided p-values of binomial tests. The conservative,
trial estimator β (τ) (on the vertical axis) of the proportion pi0 is plotted against the guiding
value τ . The new estimator of pi0 is the average of the {β (τj)}nj=1 for an adaptively chosen
sequence of n guiding values {τj}nj=1, and it is indicated by the horizontal dashed line; see
Algorithm 1 for details on constructing the new estimator. In this example, the true pi0 = 0.8
(indicated by the dot dashed line), the new estimator is 0.8226 (indicated by the dashed line),
Storey’s estimator in Storey et al. (2004) with λ = 0.5 is 1, the estimator in Benjamini et al.
(2006) based on the median of p-values is 1, the estimator in Pounds and Cheng (2006) is 0.999.
bias of the trial estimator β (τj) is
δj = E (β (τj)− pi0) = 1
(1− τj)m +
1
m
∑
i∈I1\C
1−Gi (λij)
1− λij , (6)
and δj ≥ 0, where E denotes expectation. So, the bias of pˆiG0 is δ = n−1
∑n
j=1 δj. Therefore,
β (τj) is conservative for each 1 ≤ j ≤ n, and so is the new estimator pˆiG0 .
Theorem 1 shows that the summand m−1 |C| in the definition (4) of the trial estimator adds
0 bias to the new estimator. It is hard to determine which among Storey’s estimator pˆiS0 and the
new estimator pˆiG0 is less conservative without information on the CDF’s Gi of the alternative
p-values. Specifically, if δ ≤ b0 + b1, then E
(
pˆiG0
) ≤ E (pˆiS0 ), i.e., pˆiG0 is less conservative than
pˆiS0 , where b0 is defined in (2) and b1 in (3). However, to show that δ ≤ b0 + b1 to hold,
restrictive assumptions on Gi’s may be needed when the p-value distributions are discrete and
heterogenous. So, we do not pursue this further here.
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3 Two adaptive procedures induced by the new estimator
Now we introduce two adaptive FDR procedures based on the new estimator pˆiG0 , i.e., the
adaptive BH procedure and the adaptive BHH procedure. Let the nominal FDR level be α ∈
(0, 1). The adaptive BH procedure is obtained by applying the BH procedure in Benjamini and
Hochberg (1995) at new nominal FDR level α/pˆiG0 . Similarly, the adaptive BHH procedure is
obtained by applying the BHH procedure in Heyse (2011) at new nominal FDR level α/pˆiG0 . For
readers’ convenience, the BH procedure and the BHH procedure are provided in Appendix B,
and two misinterpretations of the BHH procedure are given in Appendix C. Note that the BHH
procedure accounts for the discreteness of p-value distributions, can be regarded as an extension
of the BH procedure, and has been shown to be more powerful than the BH procedure under
some settings; see Heyse (2011) for a simulation study on this. The adaptive procedures induced
by pˆiG0 can be more powerful than their nonadaptive counterparts when pi0 < 1 and pˆi
G
0 6= 1.
3.1 Conservativeness of the adaptive BH procedure
To state the result on the conservativeness of the adaptive BH procedure, we introduce some
notations. Recall that I0 is the index set of true null hypotheses. For each k ∈ I0, let
p0,k = {P1, . . . , Pk−1, 0, Pk+1, . . . , Pm} .
Correspondingly, let βk (τj) be the trial estimator with guiding value τj obtained by applying
Algorithm 1 to p0,k and set
pˆiG0,k = n
−1
n∑
j=1
βk (τj) . (7)
Recall Qs = {1, . . . , s} for any natural number s and C = {i ∈ Qm : qi = 1} where qi =
inf {c : c ∈ Si}.
Theorem 2. If I0 ⊆ Qm \ C and the p-values are independent, then the following hold:
1. For each k ∈ I0 and j ∈ Qn with any positive integer n,
E (1/βk (τj)) ≤ pi−10 and E
(
1/pˆiG0,k
) ≤ pi−10 . (8)
2. The adaptive BH procedure induced by the new estimator pˆiG0 is conservative.
Theorem 2 justifies a crucial property, i.e., inequality (8), that may be used to prove the
conservativeness of the adaptive BHH procedure. Further, it ensures that the adaptive BH
procedure is conservative and potentially more powerful than the BH procedure when pi0 < 1
and pˆiG0 < 1. The condition I0 ⊆ Qm \ C requires that no null p-value should have its CDF
as a Dirac mass, which easily holds for binomial test (or Fisher’s exact test) as long as the
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total observed count is bigger than 1 for each pair of independent Poisson (or binomial) random
variables. Even though this condition is violated in our simulation study (see Section 4), our
simulation results show that the adaptive BH procedure is still conservative when applied to
independent p-values.
3.2 Adaptive choice of guiding values for the new estimator
In this section we discuss the choice of the guiding values {τj}nj=1 in Algorithm 1. Based on
the decomposition of the bias of the new estimator pˆiG0 given in the proof of Theorem 1, it is
better to pick a τn, the maximum of the τj ’s, that is much smaller than 1, so that the term
((1− τj)m)−1 is negligible when m is relatively large. On the other hand, maxi∈Qm\C λij ≤ τj
for each j ∈ Qn, and a null p-value tends to assume relatively large values. So, if the CDF’s
Gi of the alternative p-values increase much slower than the identity function, a small τj may
make big the second summand in the definition of β (τj), leading to large upward bias of pˆi
G
0
and smaller gain in power for the induced adaptive FDR procedure. Thus, our principle is not
to set τ1, the smallest of the τj ’s, too small and not to set τn big.
Specifically, the guiding values {τj}nj=1 are set as follows. Recall τ0 defined in Algorithm 1.
If τ0 < 0.5, set τ1 = τ0 + 0.5 × (0.5− τ0), n = 100 and τn = 0.5, meaning that the step size
d = τj+1 − τj = 100−1 (τn − τ1); otherwise, set τ1 = τn = 0.5 and n = 1. In other words, when
τ0 < 0.5, only 100 trial estimators will be computed, so as not to take much computational time.
Note that Theorem 1 and Theorem 2 are valid for any guiding sequence described in Algorithm 1.
Our simulation study in Section 4 will show that the above choice for {τj}nj=1 works well and
maintains the accuracy and stability of the new estimator and the conservativeness of the induced
adaptive procedures.
4 Simulation study
Now we assess the performance of the new estimator pˆiG0 and adaptive procedures via simulation
studies based on discrete p-values of binomial tests and Fisher’s exact tests (FETs). The estima-
tors of pi0 we compare are the new estimator pˆi
G
0 , Storey’s estimator pˆi
S
0 (λ) in (1) with λ = 0.5,
the estimator pˆiPC0 = min
{
1, 2m−1
∑m
i=1 Pi
}
in Pounds and Cheng (2006), and the median based
estimator pˆiBKY0 = m
−1 (m− [m/2] + 1) (1− P([m/2]))−1 in Benjamini et al. (2006).
We choose pˆiS0 (0.5) since other methods provided by the qvalue package to implement pˆi
S
0 give
more upwardly biased estimate of pi0 than pˆi
S
0 (0.5) for the simulations. In contrast, we set pˆi
BKY
0
using the median of the p-values to make it robust since it is not designed for discrete p-values.
However, we will not investigate the estimator pˆiPC∗0 = min
{
1,m−1
∑m
i=1 Piµ
−1
i
}
proposed by
Pounds and Cheng (2006) where µi is the mean of Pi computed under the null hypothesis,
since we have observed in Chen and Doerge (2014) that pˆiPC∗0 is usually 1 when pi0 ≥ 0.5 for
a similar simulation setup (see Section 4.1 for the simulation design). In addition, we will not
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consider estimators in Dialsingh et al. (2015) since they are based on the two-groups model for
the p-values.
We will compare the adaptive BHH procedure (“aBHH”) with the BHH procedure in Heyse
(2011), the procedure (denoted by “SARP”) in Habiger (2015) that is based on applying Storey’s
procedure in Storey et al. (2004) to randomized p-values obtained from the discrete p-values,
the adaptive BH procedure (“aBH”), and the BH procedure (“BH”). However, we will not
investigate the fuzzy FDR procedure in Kulinskaya and Lewin (2009) or the discrete Benjamini-
Liu (“DBL”) procedure in Heller and Gur (2012), since results from the former do not usually
have a straightforward interpretation and the latter is not necessarily as powerful as the BHH
procedure at the same nominal FDR level. Finally, we will implement SARP exactly according
to Habiger (2015).
4.1 Simulation study design
The simulation is set up as follows:
1. Set m = 1000, pi0 ∈ {0.5, 0.6, 0.7, 0.8, 0.95}, m0 = mpi0, and nominal FDR level to be 0.05.
For each value for pi0, do the following:
2. Generate data:
(a) Poisson data: let Pareto(l, σ) denote the Pareto distribution with location l and shape
σ and Unif (a, b) be the uniform distribution on the interval [a, b]. Generate m θi1’s
independently from Pareto (3, 8). Generate m1 ρi’s independently from Unif (1.5, 4.5).
Set θi2 = θi1 for 1 ≤ i ≤ m0 but θi2 = ρiθi1 for m0 + 1 ≤ i ≤ m. For each 1 ≤ i ≤ m
and g ∈ {1, 2}, independently generate a count ξig from the Poisson distribution
Poisson (θig) with mean θig.
(b) Binomial data: generate θi1 from Unif (0.15, 0.2) for i = 1, . . . ,m0 and set θi2 = θi1
for i = 1, . . . ,m0. Set θi1 = 0.2 and θi2 = 0.5 for i = m0 + 1, . . . ,m. Set n = 20,
and for each g ∈ {1, 2} and i, independently generate a count ξig from the binomial
distribution Bin (θig, n) with probability of success θig and number of trials n.
3. With ξig, g = 1, 2 for each i, conduct the binomial test for Poisson data and Fisher’s exact
test (FET) for binomial data to test Hi0 : θi1 = θi2 versus Hi1 : θi1 6= θi2 and obtain the
two-sided p-value Pi of the test, or to test Hi0 : θi1 = θi2 versus Hi1 : θi1 < θi2 and obtain
the one-sided p-value Pi of the test, where Hi0 denotes a true null hypothesis. Observe
that θi1 < θi2 for each false null hypothesis for the simulated data.
4. Apply the four estimators of pi0 and FDR procedures to the m p-values {Pi}mi=1 or the
corresponding randomized p-values.
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5. Repeat Steps 2. to 4. 250 times to obtain statistics for the performance of each estimator
and FDR procedure.
For the simulated data, the difference between the Poisson means ranges from small to large
values, so that the binomial tests are not dominated by very large effect sizes and that the
discrete p-values induced by these tests range more sufficiently from 0 and 1. The simulation
scheme for the binomial data is similar to that employed by Gilbert (2005) for a study on the
genetics of immunological difference to the HIV. In view of these, our simulation study design
induces fair comparison between the estimators of pi0 and FDR procedures and is practical.
For each test, its two-sided p-value is computed according to the formula in Agresti (2002),
i.e., it is the probability computed under the null hypothesis of observing values of the test
statistic that are equally likely as or less likely than the observed test statistic. For the simulated
data, θi1 < θi2 for each false null hypothesis. So, a one-sided p-value is directly computed as the
probability under the null hypothesis of observing values of the test statistic that are smaller
than or equal to the observed test statistic.
4.2 Simulation study results
An estimator of the proportion pi0 is better if it is less conservative (i.e., having smaller upward
bias), has small standard deviation, and induces a conservative adaptive FDR procedure. Fig-
ure 3 and Figure 4 present the biases and standard deviations of the estimators when they are
applied to p-values of binomial tests or FETs. For all settings we have considered, the new esti-
mator pˆiG0 is conservative, the most accurate, and stable (i.e., having small standard deviation).
The improvement of pˆiG0 over the other estimators can be considerable when pi0 is not very close
to 1. In contrast, all other three estimators have more upward biases than the new estimator,
and they can be very close to 1 quite often even when pi0 = 0.8.
All estimators tend to be slightly more conservative when applied to two-sided p-values than
one-sided p-values. This is due to two things: (1) two-sided p-value are more likely to be 1 than
one-sided ones, and in the simulation the number of two-sided p-values being 1 is often larger
than that of one-sided p-values; (2) in the simulation there are p-values whose CDF’s are Dirac
masses at different singletons, i.e., there are p-values which take only the value 1 almost surely,
inducing more upward bias to each estimator.
We use the expectation of the true discovery proportion (TDP), defined as the ratio of the
number of rejected false null hypotheses to the total number of false null hypotheses, to measure
the power of an FDR procedure. Recall that the FDR is the expectation of the false discovery
proportion (FDP, Genovese and Wasserman, 2002). We also report the standard deviations
of the FDP and TDP since smaller standard deviations for these quantities mean that the
corresponding procedure is more stable in FDR and power. An FDR procedure is better if it
is more powerful at the same nominal FDR level and stable. Figure 5 and Figure 6 record the
FDRs and powers of the five FDR procedures, BH, aBH, BHH, aBHH and SARP, when they
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are applied to p-values of binomial tests or FETs at nominal FDR level 0.05. The adaptive BH
procedure and adaptive BHH procedure are conservative (i.e., their FDRs are upper bounded
by the nominal FDR level) and stable. In particular, the adaptive BHH procedure is the most
powerful among the five for all settings we have considered. This is expected since (i) the new
estimator is less conservative than the other three estimators, (ii) the adaptive BHH procedure
improves the BHH procedure and the latter the BH procedure, (iii) SARP constructs randomized
p-values based on the observed, discrete p-values and is exactly Storey’s procedure in Storey et al.
(2004) applied to the randomized p-values, and (iv) the adaptive BH procedure and Storey’s
procedure differ only by the estimators of pi0 they employ. However, the FDRs of the BH,
aBH, BHH, and aBHH procedures are well below the nominal level when applied to two-sided
p-values, indicating room for further improvement on the power of the aBHH procedure.
For two-sided p-values of FETs, the estimator of pi0 are very conservative due to the reasons
described previously and the improvements of the adaptive FDR procedures upon their non-
adaptive counterparts are small; see Figure 6. For this setting, the FDR procedures are less
powerful when there are more p-values taking values 1, likely due to a potential power decrease
in their associated tests when the corresponding observed total counts are small. This is more
obvious when there is a considerable proportion of p-values whose CDF’s are Dirac masses since
these p-values almost surely are 1 and their associated null hypotheses are usually not rejected
by the FDR procedures even if some of them are false null hypotheses. However, in these
situations, the BHH procedure is much more powerful than the BH procedure, adaptive BH
procedure and SARP, indicating the advantage of the BHH procedure in settings where tests
have low (to moderate) power or p-value CDF’s are Dirac mass.
We have found that the estimates of pi0 given by SARP have relatively large variance and
often are much smaller than pi0. This may explain why the FDRs of SARP are slightly larger
than the nominal level, i.e., SARP being anti-conservative, when applied to one-sided p-values
and pi0 is not close to 1; see the right column of Figure 5. This reveals that, due to the use of
randomized p-values, SARP may introduce unfavorable randomness and instability to multiple
testing in the discrete paradigm. In addition, we have found out that the adaptive BH procedure
is less powerful than SARP when applied to one-sided p-values and that they are equally powerful
when applied to two-sided p-values. However, since SARP can be anti-conservative, for multiple
testing based on two-sided p-values of binomial tests or FETs, it may be better to apply the
adaptive BH procedure rather than SARP.
A simulation study under approximate positive, block-wise dependence is given in Appendix D.
For each setting of this simulation indicated by a value of pi0 and a type of test, the empirical
CDF of the p-values has a bimodal distribution, with well separated modes and one mode being
around 0. All estimators of pi0 are more conservative than when they are applied to independent
p-values. In particular, Storey’s estimator with tuning parameter λ = 0.5 is more conservative
than the other estimators. For one-sided p-values, the estimator pˆiPC0 in Pounds and Cheng
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(2006) seems to be the least conservative, likely due to the fact that the mean of the p-values is
sufficiently smaller than 0.5, and the new estimator the second least conservative. In contrast,
for two-sided p-values, the new estimator seems to be the least conservative, and the median
based estimator estimator pˆiBKY0 in Benjamini et al. (2006) the second least conservative but
with relatively large variance. Note that pˆiBKY0 can be very accurate when pi0 = 0.5 and it is
applied to two-sided p-values of FETs, likely due the fact that in this scenario the median of the
p-values is close to 0. The FDR procedures either have very low power (e.g., when applied to
p-values of Fisher’s exact tests) or have some power but uncontrolled FDRs (e.g., when applied
to p-values of binomial tests), likely due to the bimodality of the empirical CDF’s of the p-values
mentioned previously. However, the BHH procedure and adaptive BHH procedure are slightly
more powerful than the others.
5 An application to multiple testing with discrete data
We now apply the new estimator and the induced adaptive procedures to multiple testing in a
study of HIV vaccine efficacy. The aim of the study is to identify, among m = 118 positions,
the “differentially polymorphic” positions, i.e., the positions where the probability of a non-
consensus amino-acid differs between the two amino-acid sequence sets, where the sequence sets
were obtained from n = 73 individuals infected with subtype C HIV (categorized into Group 1)
and n = 73 individuals with subtype B HIV (categorized into Group 2), respectively. Details
on how the data were collected and processed can be found in Gilbert (2005) and references
therein.
The multiple testing problem can be stated formally as follows. For each i = 1, . . . , 118, let
θi1 and θi2 respectively be the probabilities of a non-consensus amino-acid at position i for Group
1 and Group 2 sequences. The goal is to test simultaneously the null hypotheses Hi0 : θi1 = θi2
for each i, for which the proportion of true null hypotheses is simply pi0 = m
−1| {i : θi1 = θi2} |.
Let c1i and c2i be the number of observed non-consensus amino-acids in the sample from Group
1 and Group 2 respectively. Then cig for each i and g ∈ {1, 2} can be modelled by a binomial
random variable Bin (θig, n) with probability of success θig and number of trials n = 73. Set
ci = c1i + c2i as the total observed count for each position i = 1, . . . , 118. For each i conditional
on ci and n, Fisher’s exact test (FET) can be applied to test Hi0 and its two-sided p-values Pi
can be obtained.
A summary of the data is provided in Table 1 in Gilbert (2005). In particular, there are 50
positions for which the total observed counts ci are identically 1, meaning that the corresponding
50 two-sided p-values almost surely take value 1 and their CDF’s are Dirac mass at the singleton
{0.5}. A QQ-plot of the p-values is given by Figure 2, where the 50 p-values that are identically
1 together form a “handle” at height 1. Based on our findings from the simulations study, these
p-values carry too little information about the status of their associated null hypotheses and
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tend to reduce the power of step-up FDR procedures. Therefore, it may be preferred to exclude
these positions from multiple testing. In the following, we will conduct two different analyses of
this data set at a nominal FDR level 0.05.
For the first analysis, all m = 118 positions are tested simultaneously. Gilbert (2005) used his
modified BH procedure and found 15 differentially polymorphic positions. The new estimator
of pi0 is 1, meaning that the induced adaptive procedures reduce to their non-adaptive version.
Specifically, the BH procedure found 12 and the BHH procedure 20 differentially polymorphic
positions. In the second analysis, we exclude the 50 positions for which the total observed
counts are 1. The new estimator of pi0 is 0.7019. The adaptive BHH procedure found 25,
the BHH procedure 20, the adaptive BH procedure 16, and the BH procedure 15 differentially
polymorphic positions, respectively. If the number of observed non-consensus amino-acids are
independent, which we tend to believe so, then Theorem 2 on the conservativeness of the adaptive
BH procedure suggests that the extra differentially polymorphic positions found by the adaptive
BH procedure compared to the BH procedure is worthy of further investigation into its effects on
HIV vaccine efficacy. It is not surprising to observe that, after excluding the 50 positions whose
corresponding p-values almost surely take value 1, Gilbert’s procedure and the BH procedure
found the same number, 15, of differentially polymorphic positions since Gilbert’s procedure
essentially excluded these same 50 p-values. However, for this analysis we have not compared
the BH and BHH procedure with Gilbert’s procedure since the latter is coded in Fortran and S.
In either analysis, the extra differentially polymorphic position found by the (adaptive) BHH
procedure are worthy of further investigation in the efficacy study, had we been able to prove
the conservativeness of these two procedures.
6 Discussion
We have proposed a new estimator of the proportion pi0 of true null hypotheses for multiple test-
ing in the discrete paradigm, where p-values have discrete and heterogeneous null distributions.
It is conservative and less upwardly biased than three popular estimators of the proportion.
For multiple testing in the discrete paradigm, the new estimator induces two adaptive FDR
procedures, i.e., an adaptive Benjamini-Hochberg procedure that is theoretically proved to be
conservative, and an adaptive Benjamini-Hochberg-Heyse (BHH) procedure that is empirically
shown to be conservative and more powerful than three other procedures.
The new estimator of pi0 is designed for discrete p-values whose distributions are heteroge-
neous. Liang (2015) developed an estimator pˆiL0 of pi0 for p-values that have discrete but identical
distributions, such as those induced by permutation test. We have compared our estimator with
pˆiL0 based on p-values of permutation test and found out that our estimator is more conservative
than pˆiL0 . However, the estimator pˆi
L
0 in Liang (2015) cannot be applied to the simulation settings
we have considered where p-values have heterogeneous distributions. Thus, our estimator and
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Figure 2: QQ plot of the two-sided p-values of Fisher’s exact tests (FETs) in the study of HIV
vaccine efficacy. 50 of these p-values almost surely take value 1, forming a “handle” at height 1
in the plot.
pˆiL0 are essentially different and not directly comparable.
The BHH procedure and its adaptive version are empirically shown to be conservative by
our simulation study. However, a theoretical justification of the observation is very challenging
in the discrete paradigm where null p-values have discrete, heterogeneous distributions. In fact,
we do not even have a complete understanding of the threshold sequence implicitly used by
the BHH procedure, and the criteria given in Blanchard and Roquain (2008) that ensure the
conservativeness of an FDR procedure may not be applicable to the BHH procedure. We leave
the endeavor along this line to future research.
Acknowledgements
We would like to thank Joshua D. Habiger for explaining how to implement his procedure in
Habiger (2015) and Arnold Janssen for providing two references, i.e., Heesen and Janssen (2015)
and Heesen and Janssen (2016) on inequalities for some adaptive FDR procedures.
14
Binomial test Fisher's exact test
l
l
l
l
l
l
l
l
l
l
0.0
0.1
0.2
0.0
0.1
0.2
0.0
0.1
0.2
0.3
0.00
0.05
0.10
0.15
0.20
0.00
0.01
0.02
0.03
0.04
0.05
pi0=0.5
pi0=0.6
pi0=0.7
pi0=0.8
pi0=0.95
New Storey BKY PC New Storey BKY PC
Method
B
ia
s
Method
l
New
Storey
BKY
PC
0.00
0.01
0.02
0.03
0.04
0.05
Std Dev
Figure 3: Bias and standard deviation (indicated by the color legend “Std Dev”) of each
estimator of the proportion pi0 of true null hypotheses. All estimators have been applied to one-
sided p-values of a type of test indicated by the horizontal strip name. The dashed line marks
zero bias; “pi0” the vertical strip names refers to pi0. An estimator of pi0 is said to be better if
it has smaller non-negative bias and small standard deviation. The new estimator (indicated by
“New” and the triangle) is conservative and the best. An estimator can have standard deviation
very close 0 when it is always very close to 1, and this happens to the estimators in Storey et al.
(2004), Pounds and Cheng (2006) and Benjamini et al. (2006) when pi0 = 0.8 or 0.95.
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Figure 4: Bias and standard deviation (indicated by the color legend “Std Dev”) of each estima-
tor of the proportion pi0 of true null hypotheses. All estimators have been applied to two-sided
p-values of a type of test indicated by the horizontal strip name. The dashed line marks zero
bias; “pi0” the vertical strip names refers to pi0. An estimator of pi0 is said to be better if it
has smaller non-negative bias and small standard deviation. The new estimator (indicated by
“New” and the triangle) is conservative and the best. An estimator can have standard deviation
very close 0 when it is always very close to 1, and this happens to the estimators in Storey et al.
(2004), Pounds and Cheng (2006) and Benjamini et al. (2006) when pi0 = 0.8 or 0.95.
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Figure 5: False discovery rate (FDR) and power of the competing FDR procedures when
they are applied to one-sided p-values of a type of test indicated by the horizontal strip name.
In the vertical strip names, “pi0” refers to pi0; the color gradient is the standard deviation
(Std Dev) of the false discovery proportion whose expectation is the FDR. The adaptive BHH
procedure “aBHH”, indicated by solid triangle, has FDR below the nominal FDR level 0.05, and
it is the most powerful. However, the procedure “SARP” in Habiger (2015) may have slightly
larger FDRs than the nominal level in this setting. This is likely because the estimator of the
proportion pi0 employed by SARP under-estimates pi0.
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Figure 6: False discovery rate (FDR) and power of the competing FDR procedures when they
are applied to two-sided p-values of a type of test indicated by the horizontal strip name. In
the vertical strip names “pi0” refers to pi0; the color gradient is the standard deviation (Std
Dev) of the false discovery proportion whose expectation is the FDR. All procedures have FDRs
below the nominal FDR level 0.05, and the adaptive BHH procedure “aBHH”, indicated by solid
triangle, is the most powerful.
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Appendices
We provide in Appendix A the proofs of the conservativeness of the new estimator and of
the adaptive Benjamini-Hochberg (BH) procedure, in Appendix B the Benjamini-Hochberg-
Heyse (BHH) procedure, in Appendix C two misinterpretations of the BHH procedure, and in
Appendix D a simulation study on the new estimator and the adaptive BH and adaptive BHH
procedures under dependence.
A Proofs
A.1 Proof of Theorem 1
Recall that I0 is the set of true null hypotheses and I1 that of the false null hypotheses. Pick
any j between 1 and n. Recall
β (τj) =
1
(1− τj)m +
1
m
∑
i∈Qm\C
1{Pi>λij}
1− λij +
1
m
|C| .
Let δj2 = ((1− τj)m)−1. It is easy to see
E (β (τj)) = δj2 +
1
m
∑
i∈I0\C
1− Fi (λij)
1− λij +
1
m
|C|+ 1
m
∑
i∈I1\C
1−Gi (λij)
1− λij
= δj2 +
1
m
|I0 \ C|+ 1
m
|C|+ 1
m
∑
i∈I1\C
1−Gi (λij)
1− λij
= δj2 +
1
m
|I0|+ 1
m
∑
i∈I1\C
1−Gi (λij)
1− λij ,
where the second equality follows from Fi (λij) = λij since λij ∈ Si. So, the bias
δj = E (β (τj)− pi0) = δj2 + δj1,
where
δj1 =
1
m
∑
i∈I1\C
1−Gi (λij)
1− λij .
In other words, the bias of β (τj) associated with the null p-values is exactly 0. Since δj2 > 0
and δj1 ≥ 0, β (τj) is conservative. Since pˆiG0 = 1n
∑n
j=1 β (τj), the claims hold.
A.2 Proof of Theorem 2
Recall the following: Qs = {1, . . . , s} for each natural number s; pˆiG0 = n−1
∑n
j=1 β (τj); p0,k =
{P1, . . . , Pk−1, 0, Pk+1, . . . , Pm} for each k ∈ I0; βk (τj) is the trial estimator with guiding value
τj obtained by applying Algorithm 1 to p0,k; pˆi
G
0,k = n
−1∑n
j=1 βk (τj).
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Our proof will use the identity provided by the proof of Lemma 1 of Benjamini et al. (2006)
and Theorem 11 of Blanchard and Roquain (2009). In particular, the inequalities (8), i.e.,
E (1/βk (τj)) ≤ pi−10 and E
(
1/pˆiG0,k
)
≤ pi−10 , will be proved in the process of proving the conser-
vativeness of the adaptive BH procedure.
Let α be the nominal FDR level. Since the adaptive BH procedure induced by pˆiG0 is non-
increasing and self-consistent with the linear threshold sequence
{
iα
mpˆiG0
, 1 ≤ i ≤ m
}
(see Defini-
tion 3 of Blanchard and Roquain (2009) for the non-increasing and self-consistent property of
an FDR procedure) and 1/pˆiG0 as an estimator of pi
−1
0 is non-increasing coordinate-wise in Pi,
by Theorem 11 of Blanchard and Roquain (2009), to show that the FDR of the adaptive BH
procedure is bounded α, it suffices to show that
E
(
1
pˆiG0,k
)
≤ 1
pi0
for each k ∈ I0. (A.1)
By the convexity of the mapping x 7−→ 1x for x > 0, we see
1
pˆiG0,k
=
1
n−1
∑n
j=1 βk (τj)
≤ 1
n
∑n
j=1
1
βk (τj)
and
E
(
1
pˆiG0,k
)
≤ 1
n
∑n
j=1
E
(
1
βk (τj)
)
.
So, it suffices to show
E
(
1
βk (τj)
)
≤ 1
pi0
for each j ∈ Qn. (A.2)
Now fix a j ∈ Qn = {1, . . . , n}. We will split the rest of the proof into two cases: C = ∅ and
C 6= ∅. We will only provide detailed arguments for the case C = ∅ since the treatment of the
case C 6= ∅ is very similar.
Case 1: C = ∅. In this case,
β (τj) =
1
(1− τj)m +
1
m
∑m
i=1
1{Pi>λij}
1− λij
and
βk (τj) =
1
(1− τj)m +
1
m
∑
{i:i 6=k}
1{Pi>λij}
1− λij .
Set yij = (1− λij)−1 1{Pi>λij} for i ∈ Qm = {1, . . . ,m}. Then βk (τj) can be rewritten as
βk (τj) =
1
(1− τj)m +
1
m
∑
{i:i 6=k} yij .
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So,
mβk (τj) ≥ (1− τj)−1 +
∑
i∈I0\{k}
yij . (A.3)
and
E
(
1
βk (τj)
)
≤ mE
(
1
(1− τj)−1 +
∑
i∈I0\{k} yij
)
. (A.4)
Recall yij = (1− λij)−1 1{Pi>λij}. Since λij ∈ Si and Si is the support of p-value Pi, we have
Fi (λij) = λij , i ∈ I0
P (yij = 0) = λij , i ∈ I0
P
(
yij =
1
1−λij
)
= 1− λij , i ∈ I0
(A.5)
Since maxi∈Qm λij ≤ τj , the identity (A.5) implies yij ≥ 11−τj when yij 6= 0. Set wij = 1{Pi>λij}.
Then {
yij = 0 if and only if wij = 0
yij ≥ 11−τj > wij = 1 whenever yij 6= 0
and ∑
i∈I0\{k}
yij ≥ 1
1− τj
∑
i∈I0\{k}
wij . (A.6)
So, setting Wj,k =
∑
i∈I0\{k}wij gives
E
(
1
(1− τj)−1 +
∑
i∈I0\{k} yij
)
≤ (1− τj)E
(
1
1 +Wj,k
)
. (A.7)
On the other hand, setting w˜ij = 1{Pi>τj} gives wij ≥ w˜ij again due to maxi∈Qm λij ≤ τj .
Let W˜j,k =
∑
i∈I0\{k} w˜ij . Then W˜j,k is a Binomial random variable with probability of success
1− τj and total number of trials m0 − 1. Further,
E
(
1
1 +Wj,k
)
≤ E
(
1
1 + W˜j,k
)
=
1− τm0j
m0 (1− τj) , (A.8)
where the equality has been derived from the identity provided in the proof of Lemma 1 of
Benjamini et al. (2006). Combining (A.4), (A.7) and (A.8), we obtain
E
(
1
βk (τj)
)
≤ (1− τj) m
m0
1− τm0j
1− τj =
m
m0
(
1− τm0j
)
(A.9)
<
m
m0
=
1
pi0
.
Namely, (A.2) holds, and so does (A.1), i.e., (8) holds. Therefore, the adaptive BH procedure is
conservative.
21
Case 2: C 6= ∅. In this case,
β (τj) =
1
(1− τj)m +
1
m
∑
i∈Qm\C
1{Pi>λij}
1− λij +
1
m
|C| .
Since |C| ≥ 1 and I0 ⊆ Qm \ C, we see
β (τj) ≥ 1
(1− τj)m +
1
m
∑
i∈I0
1{Pi>λij}
1− λij +
1
m
(A.10)
and
βk (τj) ≥ 1
(1− τj)m +
1
m
∑
i∈I0\{k}
1{Pi>λij}
1− λij +
1
m
. (A.11)
Applying the arguments for the case C = ∅ directly leads to (A.3), (A.4), (A.7) and (A.8) and
(A.9). So, (A.2) and (A.1) hold, and the adaptive BH procedure is conservative.
B The Benjamini-Hochberg-Heyse Procedure
Let {Pi}mi=1 be p-values such that under the true null hypothesis P (Pi ≤ t) ≤ t for t ∈ [0, 1]. For
each 1 ≤ i ≤ m, let pi be the observed value of Pi, Hi be the null hypothesis associated with
pi,
{
p(i)
}m
i=1
the order statistics of {pi}mi=1 such that p(1) ≤ p(2) ≤ · · · ≤ p(m), and H(i) the null
hypothesis associated with p(i).
The Benjamin-Hochberg (BH) procedure of Benjamini and Hochberg (1995) sets
θ = max
{
i : p(i) ≤
i
m
α
}
(B.1)
and rejects H(j) for 1 ≤ j ≤ θ if θ exits. In Heyse (2011) the BH procedure is equivalently
rephrased as follows: let p[m] = p(m),
p[i] = min
{
p[i+1],
mp(i)
i
}
for 1 ≤ i ≤ m− 1 (B.2)
and
ε = max
{
i : p[j] ≤ α
}
; (B.3)
then reject all H(j) for which j ≤ ε if ε exits.
In order to account for the discreteness of p-value distributions, Heyse (2011) proposed the
“Benjamini-Hochberg-Heyse (BHH)” procedure, a modification and extension of the BH proce-
dure, that is empirically shown to be conservative and more powerful than the BH procedure
for multiple testing based on discrete p-values. For each 1 ≤ j ≤ m and p ∈ [0, 1], let gj (p) be
the largest value achievable by Pj that is less than or equal to p, for which gj (p) = 0 is set if
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the smallest value achievable by Pj is larger than p. Define
Q
(
p(i)
)
=
m∑
j=1
gj
(
p(i)
)
for i = 1, . . . ,m. (B.4)
The BHH procedure is defined as follows. Let p〈m〉 = p(m),
p〈i〉 = min
{
p[i+1], i
−1Q
(
p(i)
)}
for 1 ≤ i ≤ m− 1 (B.5)
and
η = max
{
i : p〈j〉 ≤ α
}
; (B.6)
then reject all H(j) for which j ≤ η if η exits. It is important to note that the BHH procedure
accounts for the step-up sequence induced by the BH procedure; see (B.8) of Lemma B.1 for the
expression for p〈i〉.
We have the following result:
Lemma B.1. The following hold:
1. p[m] = p(m) = p〈m〉. For 1 ≤ i ≤ m − 1, p[i] ≤ p[i+1], p〈i〉 ≤ p〈i+1〉, p[i] ≥ p〈i〉 and
Q
(
p(i)
) ≤ Q (p(i+1)). If all p-values have continuous distributions, then p〈i〉 = p[i] for all
1 ≤ i ≤ m.
2. For any 1 ≤ s ≤ m− 1,
p[m−s] = min
{
p(m),
mp(m−1)
m− 1 , . . . ,
mp(m−s+1)
m− s+ 1 ,
mp(m−s)
m− s
}
. (B.7)
3. For any 1 ≤ s ≤ m− 1,
p〈m−s〉 = min
{
p(m),
mp(m−1)
m− 1 , . . . ,
mp(m−s+1)
m− s+ 1 ,
Q
(
p(m−s)
)
m− s
}
. (B.8)
4. The BH procedure and its rephrased version are equivalent, i.e., they always reject the same
set of null hypotheses.
Proof. The first claim is obvious. By the definition in (B.2), we see
p[m−1] = min
{
p(m),
mp(m−1)
m− 1
}
.
By mathematical induction, we obtain (B.7) for any 1 ≤ s ≤ m− 1. By the definition in (B.5),
we see
p〈m〉 = min
{
p(m), (m− 1)−1Q
(
p(m−1)
)}
.
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Using (B.5) and (B.7), we obtain (B.8) for any 1 ≤ s ≤ m− 1. The two quantities p[i] and p〈i〉
differ by the last element from which the minima are taken.
Now we show the equivalence between the BH procedure and its rephrased version. Recall
the indices defined in (B.1) and (B.3). θ does not exist if and only if p(i) >
i
mα for all 1 ≤ i ≤ m
if and only if p[i] > α for all 1 ≤ i ≤ m if and only if ε does not exit. In other words, neither
procedures make any rejections or both make some rejections. Therefore, it is left to show θ = ε
when either θ or ε exists.
Fix some index l between 1 and m. Then, p(l) ≤ lmα and
mp(j)
j > α for all j > l if and only
if p[l] =
mp(l)
l by (B.8), p[l] ≤ α and p[j] > α for all j > l. However, p[i] is nondecreasing in i for
1 ≤ i ≤ m. Therefore, θ = ε. This completes the proof.
C Two misinterpretations of the BHH procedure
In this section, we point out two misinterpretations of the the Benjamini-Hochberg-Heyse (BHH)
procedure, one from Heller and Gur (2012) and the other from Do¨hler (2016).
Section 2.2 of Heller and Gur (2012) mistakenly rephrased the BHH procedure as follows:
let
p{i} = min
j≥i
∑m
j=1 Pr
(
Pj ≤ p(i)
)
j
(C.1)
and reject H(i) if i is such that p{i} ≤ α. Clearly, p{m} = Q(p(m))m and p{m} ≤ p(m). Further,
p{i} = min
j≥i
Q
(
p(j)
)
j
= min
{
Q
(
p(m)
)
m
, . . . ,
Q
(
p(i)
)
i
}
, (C.2)
and p{i} ≤ p{i+1} for 1 ≤ i ≤ m− 1. So, p{i} is not almost surely equal to
p〈i〉 = min
{
p(m),
mp(m−1)
m− 1 , . . . ,
mp(i+1)
i+ 1
,
Q
(
p(i)
)
i
}
for all 1 ≤ i ≤ m− 1; see (B.8) in Lemma B.1 for the expression for p〈i〉. Namely, the rephrased
version does not account for the step-up sequence induced by the BH procedure and is not equiv-
alent to the BHH procedure. In particular, we have the following. Let ξ = max
{
i : p{i} ≤ α
}
.
Then the rephrased procedure is equivalent to rejecting H(i) if i ≤ ξ when ξ exists. If Q(p(j))j > α
for all 1 ≤ j ≤ m, then p〈j〉 > α for all 1 ≤ j ≤ m. However, even though p〈j〉 > α for all
1 ≤ j ≤ m, p{m} < α can happen when
Q
(
p(m)
)
m
< α < p(m). (C.3)
Namely, the rephrased version is not equivalent to the BHH procedure when the latter rejects
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all null hypotheses.
Appendix 1 of Do¨hler (2016) mistakenly rephrased the BHH procedure as follows: let p˜(m) =
p(m) and
p˜(i) = min
{
p˜(i+1), i
−1Q
(
p(i)
)}
(C.4)
for i = 1, . . . ,m − 1; reject reject H(i) if i is such that p˜(i) ≤ α. Obviously, this rephrased
procedure is not equivalent to the BHH procedure, since the BHH procedure contains a modified
step-up sequence induced by the BH procedure (see (B.2), (B.5) and Lemma B.1) which is
missing from (C.4). Specifically,
p˜(m−s) = min
{
p(m),
Q
(
p(m−1)
)
m− 1 , . . . ,
Q
(
p(m−s+1)
)
m− s+ 1 ,
Q
(
p(m−s)
)
m− s
}
(C.5)
for any 1 ≤ s ≤ m−1. Clearly, p˜(m) = p〈m〉 and p˜(m−1) = p〈m−1〉. However, p˜(m−s) is not almost
surely equal to
p〈m−s〉 = min
{
p(m),
mp(m−1)
m− 1 , . . . ,
mp(m−s+1)
m− s+ 1 ,
Q
(
p(m−s)
)
m− s
}
for all s = 2, . . . ,m− 1; see (B.8) of Lemma B.1 for the above expression for p〈m−s〉.
Since the rephrased versions of the BHH procedure in Heller and Gur (2012) and Do¨hler
(2016) are not equivalent to the BHH procedure, the counterexamples to the rephrased versions
given by these articles, where all null hypotheses are true and the FDR is equal to the familywise
error rate (FWER), cannot be regarded as counterexamples to the conservativeness of the BHH
procedure.
Finally, Do¨hler et al. (2017) rephrases the BHH procedure (see equation (8) there) as follows.
Let F¯ (t) = m−1
∑m
i=1 Fi (t) for t ∈ [0, 1], where Fi is the CDF of pi obtained by assuming Hi is
true, and let A be the union of all supports of Fi, i = 1, . . .m. Reject Hi if pi ≤ τkˆ, where
kˆ = max
{
k ∈ {1, . . . ,m} : p(k) ≤ τk
}
and
τk = max
{
τ ∈ A : F¯ (t) ≤ αk
m
}
for 1 ≤ k ≤ m.
However, this rephrased version does not account for the step-up sequence induced by the BH
procedure and is equivalent to the rephrased version in Heller and Gur (2012) (see (C.1)),
meaning that it is not equivalent to the BHH procedure.
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D Simulation study under dependence
We will generate vectors of binomial or Poisson random variables whose correlation matrices
approximately are block diagonal and have nonnegative entries, since block diagonal correlation
matrix is plausible when functional groups exist in data from various sources. In other words,
the generated binomial or Poisson random variables approximately have positive, blockwise
correlation. The estimators and FDR procedures we compare are the same as those given
in Section 4. However, to ensure that the FDR procedures have moderate power under such
dependency, we generate data as follows:
1. Set m = 1000. Let D = diag {D1,D2,D3,D4,D5} be a block diagonal matrix with 5
blocks each of size 200 × 200, such that the main diagonal entries of D are identically 1
and the off-diagonal entries of Di are identically 0.1 × i for i = 1, . . . , 5. In other words,
D is a block diagonal correlation matrix such that each of its blocks represents a random
vector whose entries are equally correlated. There is no specific reason for choosing 5
blocks.
2. Generate a realization z = (z1, . . . , zm) from the m-dimensional Normal random vector
with zero mean and correlation matrix D, and obtain the vector u = (u1, . . . , , um) of
lower-tail probabilities such that ui = Φ(zi), where Φ is the CDF of the standard Normal
random variable.
3. Generate m-dimensional vectors of binomial or Poisson random variables using the vector u
as the quantiles of the corresponding marginal binomial or Poisson distribution as follows:
(a) Poisson data: Generatem θi1’s independently from the Pareto distribution Pareto (5, 8)
with location parameter 5 and shape parameter 5. Generate m1 ρi’s independently
from Unif (2.5, 4.5). Set θi2 = θi1 for 1 ≤ i ≤ m0 but θi2 = ρiθi1 for m0 + 1 ≤ i ≤ m.
For each 1 ≤ i ≤ m and g ∈ {1, 2}, generate a count ξig from the Poisson distribution
Poisson (θig) whose quantile is ui.
(b) Binomial data: generate θi1 from Unif (0.15, 0.2) for i = 1, . . . ,m0 and set θi2 = θi1
for i = 1, . . . ,m0. Set θi1 = 0.2 and θi2 = 0.5 for i = m0 + 1, . . . ,m. Set n = 30,
and for each g ∈ {1, 2} and i, generate a count ξig from the binomial distribution
Bin (θig, n) whose quantile is ui.
4. Maintain other settings in Section 4.1 in the main paper;
The simulation results are presented in Figure D.1, Figure D.2, Figure D.3 and Figure D.4.
A discussion on the simulation results for this setting is provided at the end of Section 4.2.
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Figure D.1: Bias and standard deviation (indicated by the color legend “Std Dev”) of each
estimator of the proportion pi0 of true null hypotheses. All estimators have been applied to
one-sided p-values of a type of test indicated by the horizontal strip name. The dashed line
marks zero bias; “pi0” the vertical strip names refers to pi0. An estimator of pi0 is said to be
better if it has smaller non-negative bias and small standard deviation. All estimators are very
conservative. The estimator in Pounds and Cheng (2006) (indicated by “PC” and the diamond)
is overall the best and the new estimator (indicated by “New” and the triangle) the second best.
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Binomial test Fisher's exact test
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Figure D.2: Bias and standard deviation (indicated by the color legend “Std Dev”) of each
estimator of the proportion pi0 of true null hypotheses. All estimators have been applied to
two-sided p-values of a type of test indicated by the horizontal strip name. The dashed line
marks zero bias; “pi0” the vertical strip names refers to pi0. An estimator of pi0 is said to be
better if it has smaller non-negative bias and small standard deviation. All estimators are very
conservative. The new estimator (indicated by “New” and the triangle) is the best overall and
the estimator in Benjamini et al. (2006) (indicated by “BKY” and the square) the second best.
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Binomial test Fisher's exact test
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Figure D.3: False discovery rate (FDR) and power of the competing FDR procedures when
they are applied to one-sided p-values of a type of test indicated by the horizontal strip name.
In the vertical strip names, “pi0” refers to pi0; the color gradient is the standard deviation (Std
Dev) of the false discovery proportion whose expectation is the FDR. All FDR procedures have
very low power (e.g., when applied to p-values of Fisher’s exact tests) or have some power but
uncontrolled FDRs (e.g., when applied to p-values of binomial tests). However, the adaptive
BHH procedure “aBHH”, indicated by solid triangle, is overall slightly more powerful than other
procedures.
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Binomial test Fisher's exact test
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Figure D.4: False discovery rate (FDR) and power of the competing FDR procedures when they
are applied to two-sided p-values of a type of test indicated by the horizontal strip name. In
the vertical strip names “pi0” refers to pi0; the color gradient is the standard deviation (Std
Dev) of the false discovery proportion whose expectation is the FDR. All FDR procedures have
very low power (e.g., when applied to p-values of Fisher’s exact tests) or have some power but
uncontrolled FDRs (e.g., when applied to p-values of binomial tests). However, the adaptive
BHH procedure “aBHH”, indicated by solid triangle, is overall slightly more powerful than other
procedures.
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