The symmetrical difference kernel SAR image edge detection algorithm based on the Canny operator can usually achieve effective edge detection of a single view image. When detecting a multi-view SAR image edge, it has the disadvantage of a low detection accuracy. An edge detection algorithm for a symmetric difference nuclear SAR image based on the GAN network model is proposed. Multi-view data of a symmetric difference nuclear SAR image are generated by the GAN network model. According to the results of multi-view data generation, an edge detection model for an arbitrary direction symmetric difference nuclear SAR image is constructed. A non-edge is eliminated by edge post-processing. The Hough transform is used to calculate the edge direction to realize the accurate detection of the edge of the SAR image. The experimental results show that the average classification accuracy of the proposed algorithm is 93.8%, 96.85% of the detection edges coincide with the correct edges, and 97.08% of the detection edges fall into the buffer of three pixel widths, whichshows that the proposed algorithm has a high accuracy of edge detection for kernel SAR images.
Introduction
The generative adversarial network (GAN) is a generative model proposed by Goodfellow in 2014. GAN is structurally inspired by the two-person zero-sum game in game theory (that is, the sum of the interests of two people is zero, and the gain of one party is the loss of the other party). The system consists of a generator and a discriminator. The generator captures the potential distribution of real data samples and generates new data samples; the discriminator is a binary classifier used to determine whether the input is real data or generated samples [1, 2] . Both the generator and the discriminator can use the currently heated deep neural network. The GAN network model is a minimax game problem in the optimization process of edge detection for symmetric difference nuclear SAR images. The objective of optimization is to achieve Nash equilibrium so that the generator can estimate the distribution of data samples [3] .
In the current boom of artificial intelligence, the proposed GAN network model meets the research and application needs in many fields, and injects new impetus into these fields. The GAN network model has become a hot research direction in the field of artificial intelligence. Le Cun, a famous scholar, even calls it "the most exciting idea in the field of machine learning in the past decade" [4] . At present, SAR imagery and vision is one of the most widely used areas in the research and application The remainder of this paper is organized as follows.
The implementation steps of the symmetrical differential SAR image edge detection algorithm based on the GAN network model are described in Section 2. The GAN network model appears in Section 2.1, the multi-view data generation of a symmetrical differential nuclear SAR image appears in Section 2.2, and the edge detection of a symmetrical differential nuclear SAR image appears in Section 2.3. The analysis of experimental results is described in Section 3. Through the comparison of various algorithms, the effectiveness and feasibility of the algorithm are verified by simulation experiments. The discussion is described in Section 4, which verifies the innovation of the algorithm. The summary and prospect of this research method are described in Section 5.
Edge Detection Algorithm of a Symmetric Difference Kernel Sar Image Based on the Gan Network Model

GAN Network Model
Inspired by a two-person zero-sum game, Goodfellow et al. proposed a generative antagonism network GAN, which consists of a generator G and a discriminator D. A zero-sum game is based on the idea that the sum of two people's interests in the game is zero; that is, one party's income is the other party's loss [12] . Generator G captures the distribution model of real data samples first, and then generates new data samples using the captured distribution model. The discriminator D is a two valued classifier that determines whether the input is real or G generated. G and D optimize their parameters iteratively by competing and restricting each other to improve their generating and discriminating abilities [13] . In fact, this learning optimization process is a minimax game problem; that is, to find a balance point between the two. If the balance point is reached, D cannot judge whether the data comes from G or real samples, and then G reaches the optimal state. A large number of practices have proved that the GAN network model can be used to solve the problem of too few samples in a training set, such as Gurumurthy and other improved GAN network models employed to enhance small data sets and improve the classification accuracy of the trainer [14] . Domestic scholars have proposed several GAN derivative models to enhance data sets [15] .
The structure of the GAN network model is shown in Figure 2 . D and G represent discriminators and generators, respectively. Their structures are CNN. The input of D is real data x and the output is 1 or 0; the input of G is one-dimensional random noise vector Z and the output is G(z). The goal of training is to make the distribution of G(z) as close as possible to the distribution of real data. The goal of D is to achieve the binary classification of input data [16] . If the input comes from real samples, the output of D is 1; if the input is G(z), the output of D is 0. The goal of G is to make the performance of the data G(z) generated by D(z) on D(G(z)) nearly identical to that of the real data x on D(x). E z−P z represents the variation of random noise. The loss function of G is calculated according to Formula (1):
Formula (1) describes that the data G(z) generated by G in the process of continuous antagonistic learning is getting closer to the real sample, and the discrimination of G(z) by D is becoming more and more blurred. The loss function of D is calculated by Formula (2):
Among them, E x−P data represents the degree of variation of data x. In summary, the overall loss function of G and D can be described in Formula (3): Figure 2 shows that the generated model G can be obtained by inputting a one-dimensional random noise variable z. The generated model G can be closer to the actual data distribution. At this time, inputting real data x, together with the generated model G, results in discrimination of the discriminant model. Finally, the discriminant model will give out whether the data comes from the actual data x or the generated model G. If the actual data x is judged, the output result is true; on the contrary, the output result is false. Formula (1) describes that the data G(z) generated by G in the process of continuous antagonistic learning is getting closer to the real sample, and the discrimination of G(z) by D is becoming more and more blurred. The loss function of D is calculated by Formula (2):
Among them, data x P E  represents the degree of variation of data x.
In summary, the overall loss function of G and D can be described in Formula (3): Figure 2 shows that the generated model G can be obtained by inputting a one-dimensional random noise variable z. The generated model G can be closer to the actual data distribution. At this time, inputting real data x, together with the generated model G, results in discrimination of the discriminant model. Finally, the discriminant model will give out whether the data comes from the actual data x or the generated model G. If the actua l data x is judged, the output result is true; on the contrary, the output result is false.
Multi View Data Generation of Symmetric Difference Kernel SAR Images Based on the GAN Network Model
Symmetrical difference kernel SAR image edge detection is based on multi-view data generation. Based on the GAN network model proposed in the previous section, for any source view of testing symmetrical difference kernel SAR image instance, we can obtain a general representation vector [17] for the example. The next task is to reconstruct other views through the representation vector. The GAN network originates from Nash equilibrium in game theory. It uses 
Symmetrical difference kernel SAR image edge detection is based on multi-view data generation. Based on the GAN network model proposed in the previous section, for any source view of testing symmetrical difference kernel SAR image instance, we can obtain a general representation vector [17] for the example. The next task is to reconstruct other views through the representation vector. The GAN network originates from Nash equilibrium in game theory. It uses CNN to construct a generation model (G) and discriminant model (D), respectively. It predicts the potential distribution of real data and generates new samples through the iterative antagonism between the generation model and discriminant model. The objective of network optimization is defined as the game between the generating model and discriminant model [18] , and the objective function is shown in the above Formula (3).
In order to generate multi-view data of symmetrical difference nuclear SAR images, GAN networks can be constructed for all views respectively, and the data of corresponding views can be generated [19] [20] [21] . However, because the standard GAN generation model takes the random variable z as the input, it can not specify the view data corresponding to the representation vector. In order to solve this problem, an effective method is to build a conditional generation confrontation network. Its basic idea is to introduce conditional variables into the generation model and discriminant model, and use conditional variables to guide data generation [22] . Therefore, a multi view data generation algorithm based on the GAN network model for symmetric differential kernel SAR images is proposed. In the generation model and the discriminant model, the representation vector c is added as the constraint condition and as part of the input layer, so that the representation vector can be used to guide the generation of new view data. Based on the GAN network model, the frame of multi view data generation for symmetric difference kernel SAR images is shown in Figure 3 . The objective of each GAN network optimization is redefined as a game between the generated model and the discriminant model with the constraint of the representation vector. n order to solve this problem, an effective method is to build a conditional generation onfrontation network. Its basic idea is to introduce conditional variables into the generation model nd discriminant model, and use conditional variables to guide data generation [22] . Therefore, a ulti view data generation algorithm based on the GAN network model for symmetric differential ernel SAR images is proposed. In the generation model and the discriminant model, the epresentation vector c is added as the constraint condition and as part of the input layer, so that he representation vector can be used to guide the generation of new view data. Based on the GAN etwork model, the frame of multi view data generation for symmetric difference kernel SAR mages is shown in Figure 3 . The objective of each GAN network optimization is redefined as a ame between the generated model and the discriminant model with the constraint of the epresentation vector. As can be seen from Figure 3 , the GAN network of each SAR view generates the representation ector c [23, 24] from the coding model before the training begins. In the training process, the model is generated with the random variable z sampled from the normal distribution as the input and he representation vector c as the constraint condition. Discriminant model D takes the real training ata or the data generated by the model as the input, and takes the representation vector c as the onstraint condition. The generation model and discriminant model in the GAN network model pproximate the potential distribution of real data under constraint c through confrontation raining, and generate new samples. In the process of testing, the representation vector c is enerated from the symmetrical difference core SAR source image by an encoding model. Due to As can be seen from Figure 3 , the GAN network of each SAR view generates the representation vector c [23, 24] from the coding model before the training begins. In the training process, the model G is generated with the random variable z sampled from the normal distribution as the input and the representation vector c as the constraint condition. Discriminant model D takes the real training data or the data generated by the model as the input, and takes the representation vector c as the constraint condition. The generation model and discriminant model in the GAN network model approximate the potential distribution of real data under constraint c through confrontation training, and generate new samples. In the process of testing, the representation vector c is generated from the symmetrical difference core SAR source image by an encoding model. Due to the limitation of optimizing the target conditions, the vector c contains the complete reconstruction information of SAR image instances, and can be transferred as a constraint condition to any other view generation model. The corresponding view generation model takes random variable z as the input and representation vector c as the constraint to generate data matching with the source view, which provides conditions for the edge extraction of symmetric difference nuclear SAR images.
Edge Detection of Symmetric Difference Kernel SAR Images
Initial Edge
Based on the results of multi-view data generation of symmetrical difference nuclear SAR images obtained in the previous section, an edge detection model of an arbitrary direction symmetrical difference nuclear SAR image is constructed with (x, y) as the detection center.
Formula (4) denotes the weighted average of the sample points in the front window W(x, y, θ) of (x, y); Formula (5) denotes the weighted average of the sample points in the back window W(x, y, θ + π) of (x, y); and Formula (6) denotes the absolute difference of the weighted average values in the two windows. x u and y u denote the abscissal and longitudinal coordinates of the current pixel u, respectively; M is the core of the symmetric difference; θ is the detection direction; z is the pixel gray value; K is the two-element kernel function; and p is the window. Compared with a given scale window, for pixels far from the edge, two symmetrical windows in any direction of detection are always located in the same homogeneous region, so their M value is smaller; for pixels near the edge, there is a window that spans different homogeneous regions, making the M value larger; and for edge pixels, there is always a detection, the two symmetric windows in the direction are located in different homogeneous regions, and the M is of the maximum value [25] . Thus, the maximum M value in all detection directions can be used to judge whether a given pixel is an edge pixel or not.
Formula (7) represents the direction of the maximum M value in all detection directions at (x, y), and the maximum M value is
After traversing the image domain D, we get C = C(x, y) : (x, y) ∈ D and use it to get the pixel edge strength set of 0 to 255.
In the formula, EI is a threshold in the range of 0 to 255, and binary processing (edge pixel value is 1) is performed to obtain the initial binary edge H (x, y) of the symmetric difference kernel SAR image. 
Edge Post Processing
The initial edge is eliminated by non-edge processing.
In the formula, N(
The H f in Formula (11) is obtained by traversing the (x i , y i ) in Formula (10) through the image domain D, and the new H f is obtained by processing the H f in Formula (10) so that the iteration is repeated until the H f does not change. When N(x i , y i ) passes through the edge trunk of the SAR image, more than half of the pixels are the detected initial edges, so it needs to be preserved at this time. On the contrary, when N(x i , y i ) passes through the edge trunk of the SAR image, less than half of the initial edge pixels will be deleted at the edge of the main edge or at the noise point, and finally, the edge trunk will be left to filter out the noise point [26] . Figure 4 is a schematic diagram of initial edge removal of non-edge and noise points in symmetrical difference SAR images. The arched black area in Figure 4a represents the thicker initial edge, and the scattered black spots represent the noise points; Figure 4b is a partial enlargement of the area where the blue box is located in Figure 4a ; and Figure 4c shows the use of a neighborhood to preserve edges. In the backbone, which removes non-edge processing, the box numbered 1 represents the scattered noise points that can be eliminated in edge detection, the box numbered 2 represents the inaccurate edge and error detection edge in edge detection, and the box numbered 3 represents the preservation of the symmetrical difference core SAR image edge trunk; Figure 4d represents the edge trunk. For the final result of the whole processing of Figure 4a , the edge trunk of the symmetrical difference nuclear SAR image is retained and the error edge is removed. After removing the noise points from the initial results, the coarse initial edges are refined by morphology, and then the edge detection is completed.
Calculation of Edge Direction by Hough Transform
The commonly used edge detection methods for symmetric difference nuclear SAR images can only detect the edge intensity of the image, but cannot calculate the edge direction. The Hough transform is often used to detect linear features of images, which is less affected by noise and line spacing. The basic idea is the duality of points and lines, i.e., the collinear points in the image space correspond to the intersecting lines in the parameter space [27] [28] [29] [30] . Conversely, all lines intersecting at the same point in the parameter space correspond to collinear points in the image space. Considering the high resolution of symmetrical difference SAR images and the vast image scene, by using the excellent direction selectivity of the Hough transform and the idea of integration, the edge direction is obtained according to the local linear feature orientation, and the symmetrical difference SAR is completed by judging the accumulative degree of intersection points [31] .
Assuming that the linear characteristics of the local edge region on the symmetric difference kernel SAR image space (x, y) satisfy the equation: y = ax + b, the polar coordinate equation (ρ = xcosθ + ysinθ) is used in practical calculation, so that x, y will be taken as a known parameter, ρ represents the distance from the straight line to the origin, and θ is the angle between the straight line normal and the x axis as an independent variable in the (x, y) plane. Any point corresponds to a sine curve on the space (θ, ρ). Because of the serious edge waveform of the high-resolution SAR image, in order to get more accurate detection results, a downscaling factor λ with a value of 0-1 is introduced in the Hough transform of pixels. The improved polar coordinates equation is
Therefore, the introduction of λ reduces the dynamic range of ρ changes and improves the accuracy of edge direction detection. If a given set of points (x, y) intersects at one point on the (θ, ρ) plane, then all points in the set of points (x, y) are on the same line, and the edge directions of all points in the set of points can be obtained.
noise point, and finally, the edge trunk will be left to filter out the noise point [26] . Figure 4 is a schematic diagram of initial edge removal of non-edge and noise points in symmetrical difference SAR images. The arched black area in Figure 4a represents the thicker initial edge, and the scattered black spots represent the noise points; Figure 4b is a partial enlargement of the area where the blue box is located in Figure 4a ; and Figure 4c shows the use of a neighborhood to preserve edges. In the backbone, which removes non-edge processing, the box numbered 1 represents the scattered noise points that can be eliminated in edge detection, the box numbered 2 represents the inaccurate edge and error detection edge in edge detection, and the box numbered 3 represents the preservation of the symmetrical difference core SAR image edge trunk; Figure 4d represents the edge trunk. For the final result of the whole processing of Figure 4a , the edge trunk of the symmetrical difference nuclear SAR image is retained and the error edge is removed. After removing the noise points from the initial results, the coarse initial edges are refined by morphology, and then the edge detection is completed. The specific process is as follows: set the accumulator array A(x, y), for SAR image edge feature point r i (x, y), let θ take all possible values on the θ axis, and calculate the corresponding ρ according to Formula (12) . By adding 1 to the accumulator A i (x, y) corresponding to its points, the number of collinear points can be obtained from the number of A i (x, y). The maximum value in the array corresponds to the collinear lines of multiple points in the SAR image. According to the obtained lines, the edge directions of all points on the line can be obtained. The complexity of the Hough transform is the same as that of common edge detection methods, and the operation principle is very simple. The parameter dependence is relatively small, and the Hough transform pays attention to the correlation between a single pixel and local edge direction when calculating edge direction. Therefore, the robustness and accuracy of direction calculation are relatively improved. The flow chart of the algorithm is shown in Figure 5 . According to Figure 5 , the SAR image is detected and the image edge intensity graph R1 is obtained. The detection steps are repeated to get the edge intensity image R2. The edge intensity maps R1 and R2 are thinned separately. After thinning, the image to be calculated is obtained by non-extreme suppression processing. According to the principle steps of the above Hough transform employed to calculate the edge direction, the Hough transform is used to calculate the edge direction of the image. Finally, the image output of the edge is calculated.
Experimental Analysis
Classification Effect Analysis of Multi View Data for Symmetric Difference Kernel SAR Images
In order to verify the superiority of the proposed edge detection algorithm, an experiment was carried out. The configuration of the experimental environment is as follows: the CPU is Intel Core i7 9280, the memory is 16 GB DDR4, and the GPU is NVIDIA GTX1080. Software aspect: The operating system is Windows 64 bit version, and the platform is based on python's Tensorflow framework, which includes the support of CUDA9.1 and CUDNN7 acceleration package.
An SAR image from the National Laboratory website was selected as the experimental object. Its resolution is 1 m. It is an airborne SAR image slice of a racetrack. The original SAR image is given as shown in Figure 6 . The channel with ROI location information of 4 × 8 bits and low-frequency approximate subb and mean of 2 × 16 bits is selected to transmit the SAR image and complete the process of input and generation. According to Figure 5 , the SAR image is detected and the image edge intensity graph R1 is obtained. The detection steps are repeated to get the edge intensity image R2. The edge intensity maps R1 and R2 are thinned separately. After thinning, the image to be calculated is obtained by non-extreme suppression processing. According to the principle steps of the above Hough transform employed to calculate the edge direction, the Hough transform is used to calculate the edge direction of the image. Finally, the image output of the edge is calculated.
Experimental Analysis
Classification Effect Analysis of Multi View Data for Symmetric Difference Kernel SAR Images
An SAR image from the National Laboratory website was selected as the experimental object. Its resolution is 1 m. It is an airborne SAR image slice of a racetrack. The original SAR image is given as shown in Figure 6 . The channel with ROI location information of 4 × 8 bits and low-frequency approximate subb and mean of 2 × 16 bits is selected to transmit the SAR image and complete the process of input and generation.
The original SAR image shown in Figure 6 is processed by the GAN network model constructed by the algorithm. Three sets of data sets are obtained, which are the fog weather condition map data set, clear sky weather map data set, and thunderstorm weather condition map data set. According to the three data sets, the following experiments are carried out.
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An SAR image from the National Laboratory website was selected as the experimental object. Its resolution is 1 m. It is an airborne SAR image slice of a racetrack. The original SAR image is given as shown in Figure 6 . The channel with ROI location information of 4 × 8 bits and low-frequency approximate subb and mean of 2 × 16 bits is selected to transmit the SAR image and complete the process of input and generation. In order to compare the enhancement effect of the proposed algorithm with that of the traditional data generation algorithm, three comparative experiments are designed. The original SAR image is generated by the proposed algorithm and the traditional algorithm respectively. One is the blank control group, which does not use the data generation algorithm. The other two data generation algorithms are the present algorithm and the affine transformation algorithm. The contrast diagrams of enhancement effects of two different data generation algorithms are given, as shown in Figure 7 . The original SAR image shown in Figure 6 is processed by the GAN network model constructed by the algorithm. Three sets of data sets are obtained, which are the fog weather condition map data set, clear sky weather map data set, and thunderstorm weather condition map data set. According to the three data sets, the following experiments are carried out.
In order to compare the enhancement effect of the proposed algorithm with that of the traditional data generation algorithm, three comparative experiments are designed. The original SAR image is generated by the proposed algorithm and the traditional algorithm respectively. One is the blank control group, which does not use the data generation algorithm. The other two data generation algorithms are the present algorithm and the affine transformation algorithm. The contrast diagrams of enhancement effects of two different data generation algorithms are given, as shown in Figure 7 . According to Figure 7 , the blank control group does not use the data generation algorithm, so its data enhancement effect remains unchanged. The data enhancement effect of the affine transformation algorithm for the SAR image is far less than that of the algorithm in this paper, which fully verifies that the data generation effect of the algorithm in this paper is better.
The data generation algorithm is used to generate SAR images. Three data sets are generated, which are the heavy fog weather situation map data set, clear weather situation map data set, and thunderstorm weather situation map data set. The experiment will be carried out on three different sets of symmetrical differential nuclear SAR image data. In the three different data sets, the number of samples in the training set, test set, and other control variables is the same, except for the different data generation algorithms used in each experiment. Table 1 records the average classification accuracy and over-fitting ratio of three comparative experiments on three data sets, and nine experiments in total. Figure 8 shows the trend of the average classification accuracy with the number of iterations on the data set. According to Figure 7 , the blank control group does not use the data generation algorithm, so its data enhancement effect remains unchanged. The data enhancement effect of the affine transformation algorithm for the SAR image is far less than that of the algorithm in this paper, which fully verifies that the data generation effect of the algorithm in this paper is better.
The data generation algorithm is used to generate SAR images. Three data sets are generated, which are the heavy fog weather situation map data set, clear weather situation map data set, and thunderstorm weather situation map data set. The experiment will be carried out on three different sets of symmetrical differential nuclear SAR image data. In the three different data sets, the number of samples in the training set, test set, and other control variables is the same, except for the different data generation algorithms used in each experiment. Table 1 records the average classification accuracy and over-fitting ratio of three comparative experiments on three data sets, and nine experiments in total. Figure 8 , it can be seen that the distribution curve of the experimental group without the data enhancement algorithm is the lowest for each data set, and the average classification accuracy is the lowest, with values of 22.3%, 35.6%, and 12.1% respectively. The experimental group with this algorithm has the highest distribution curve for each data set, and the From Table 1 and Figure 8 , it can be seen that the distribution curve of the experimental group without the data enhancement algorithm is the lowest for each data set, and the average classification accuracy is the lowest, with values of 22.3%, 35.6%, and 12.1% respectively. The experimental group with this algorithm has the highest distribution curve for each data set, and the average classification accuracy is the highest, with values of 89.1%, 93.8%, and 79.5%, respectively, and the highest is 93.8%. This shows that the algorithm in this paper has a high classification accuracy. The distribution curves of the experimental group using the affine transformation algorithm on each data set are in the middle, and the average classification accuracy is low, with values of 75.4%, 77.2%, and 65.2%, respectively. The over-fitting ratio is an index reflecting the degree of over-fitting data. The lower the over-fitting ratio, the better the generalization of the model, the higher the diversity, and the worse the generalization. Table 1 shows the over-fitting ratios of nine experiments. Because of the high similarity of training samples in the experimental group without the data enhancement algorithm, the over-fitting ratios are the highest, with values of 4.48, 2.17, and 3.47, respectively. The over-fitting ratios of the experimental group using this algorithm are the lowest, with values of 1.08, 0.94, and 1.25, respectively, and the lowest is 0.94. The method of generating symmetric difference kernel SAR images has the highest diversity of edge data. In summary, this algorithm has the characteristics of fast convergence and a high average accuracy after the same iteration stability. Experiments using real data prove that this algorithm is an accurate and reliable image classification method.
Edge Detection Based on Symmetric Difference Kernel SAR Simulation
In order to detect the edges of symmetrical difference nuclear SAR images in all directions, 16 symmetrical windows corresponding to different angles are generated by a 5 × 5 window to detect edges. The SAR template image shown in Figure 9a is added with independent and identically distributed Gauss noise to form a 256 × 256 pixel analog image shown in Figure 9b . average classification accuracy is the highest, with values of 89.1%, 93.8%, and 79.5%, respectively, and the highest is 93.8%. This shows that the algorithm in this paper has a high classification accuracy. The distribution curves of the experimental group using the affine transformation algorithm on each data set are in the middle, and the average classification accuracy is low, with values of 75.4%, 77.2%, and 65.2%, respectively. The over-fitting ratio is an index reflecting the degree of over-fitting data. The lower the over-fitting ratio, the better the generalization of the model, the higher the diversity, and the worse the generalization. Table 1 shows the over-fitting ratios of nine experiments. Because of the high similarity of training samples in the experimental group without the data enhancement algorithm, the over-fitting ratios are the highest, with values of 4.48, 2.17, and 3.47, respectively. The over-fitting ratios of the experimental group using this algorithm are the lowest, with values of 1.08, 0.94, and 1.25, respectively, and the lowest is 0.94. The method of generating symmetric difference kernel SAR images has the highest diversity of edge data. In summary, this algorithm has the characteristics of fast convergence and a high average accuracy after the same iteration stability. Experiments using real data prove that this algorithm is an accurate and reliable image classification method.
In order to detect the edges of symmetrical difference nuclear SAR images in all directions, 16 symmetrical windows corresponding to different angles are generated by a 5 × 5 window to detect edges. The SAR template image shown in Figure 9a is added with independent and identically distributed Gauss noise to form a 256 × 256 pixel analog image shown in Figure 9b . Analysis of Figure 9 shows that the symmetrical differential SAR image edge detection algorithm based on the GAN network model can accurately detect the sample image with Gauss noise, considering different directions, and finally get a clear simulation image. The validity of the proposed detection algorithm is verified.
Five contrast algorithms are used to detect the edges of symmetrical difference SAR images. The contrast algorithms include the Canny operator, ROA detector (5 × 5 window), affine transform algorithm (5 × 5 window), ROEWA detector, and wavelet transform. All algorithm results are processed by morphological refinement. Figure 10 is the detection of edge intensity generated by symmetric difference kernel SAR simulated images by using the ROA detector, affine transform algorithm, ROEWA detector, wavelet transform, and algorithm presented in this paper. Analysis of Figure 9 shows that the symmetrical differential SAR image edge detection algorithm based on the GAN network model can accurately detect the sample image with Gauss noise, considering different directions, and finally get a clear simulation image. The validity of the proposed detection algorithm is verified.
Five contrast algorithms are used to detect the edges of symmetrical difference SAR images. The contrast algorithms include the Canny operator, ROA detector (5 × 5 window), affine transform algorithm (5 × 5 window), ROEWA detector, and wavelet transform. All algorithm results are processed by morphological refinement. Figure 10 is the detection of edge intensity generated by symmetric difference kernel SAR simulated images by using the ROA detector, affine transform algorithm, ROEWA detector, wavelet transform, and algorithm presented in this paper. From Figure 10 , it can be seen that the ROA detector, affine transform algorithm, and wavelet transform are all disturbed by noise, so the contrast between real edge and noise background is not obvious. Although the contrast between real edge and noise background of the ROEWA detector is obvious, the lack of direction edge calculation limits its detection performance. In contrast, the window of the proposed algorithm is uniform and contains relatively more sample points. Through the detection of many directions, the interference caused by noise is reduced as much as possible, and the comparison between the real edge and the noise background is obvious. Figure 11 is the edge result of each contrast algorithm for analog image detection. Figure 11a -e is the edge result extracted by the Canny operator, ROA detector, affine transform algorithm, ROEWA detector, and wavelet transform, and all of them are the best threshold results selected by a human. Figure 12a -c are the initial edges detected by the proposed algorithm, the edges of noise points removed by post-processing, and the final edges refined, respectively. From Figure 10 , it can be seen that the ROA detector, affine transform algorithm, and wavelet transform are all disturbed by noise, so the contrast between real edge and noise background is not obvious. Although the contrast between real edge and noise background of the ROEWA detector is obvious, the lack of direction edge calculation limits its detection performance. In contrast, the window of the proposed algorithm is uniform and contains relatively more sample points. Through the detection of many directions, the interference caused by noise is reduced as much as possible, and the comparison between the real edge and the noise background is obvious. Figure 11 is the edge result of each contrast algorithm for analog image detection. Figure 11a -e is the edge result extracted by the Canny operator, ROA detector, affine transform algorithm, ROEWA detector, and wavelet transform, and all of them are the best threshold results selected by a human. Figure 12a -c are the initial edges detected by the proposed algorithm, the edges of noise points removed by post-processing, and the final edges refined, respectively. From Figure 11 , we can see that the Canny operator can overcome the noise image well, but there will still be false edge detection. The difference between the real edge and noise of the ROA detector is very insignificant due to the limitation of the window and direction, and it has a better anti-noise performance for shallow color areas in analog images, but worse performance for deeper areas. Because the change rate in the window of the affine transform algorithm is not significant, the difference between edge and noise detected by the difference of change rate is not obvious, and there will still be many non-edge and noise points. The ROEWA detector has a limited anti-noise ability due to the lack of a multi-direction calculation, resulting in some noise points; the noise immunity of the wave transform is not ideal. In Figure 12 , the edge detection results of the proposed algorithm are clearer and more complete than those of other methods, which verifies the superiority of the proposed algorithm in image edge detection.
In order to judge the accuracy of the algorithm, quantitative evaluation is adopted. Quantitative evaluation is based on the buffer analysis method, which takes the correct edge of template image as the center and the radius of three pixels as the buffer. The percentage ( From Figure 11 , we can see that the Canny operator can overcome the noise image well, but there will still be false edge detection. The difference between the real edge and noise of the ROA detector is very insignificant due to the limitation of the window and direction, and it has a better anti-noise performance for shallow color areas in analog images, but worse performance for deeper areas. Because the change rate in the window of the affine transform algorithm is not significant, the difference between edge and noise detected by the difference of change rate is not obvious, and there will still be many non-edge and noise points. The ROEWA detector has a limited anti-noise ability due to the lack of a multi-direction calculation, resulting in some noise points; the noise immunity of the wave transform is not ideal. In Figure 12 , the edge detection results of the proposed algorithm are clearer and more complete than those of other methods, which verifies the superiority of the proposed algorithm in image edge detection.
In order to judge the accuracy of the algorithm, quantitative evaluation is adopted. Quantitative evaluation is based on the buffer analysis method, which takes the correct edge of template image as the center and the radius of three pixels as the buffer. The percentage (B i , i = 1, 2, 3) and the cumulative percentage (S i , i = 1, 2, 3) of the extracted edges falling into the buffer of different radii are calculated.Because the results of the ROA detector, affine transform algorithm, and wavelet transform have a poor visual effect, they are no longer evaluated quantitatively. They are only evaluated quantitatively by comparing the Canny operator and ROEWA detector with the algorithm presented in this paper. Table 2 is the result of quantitative evaluation. From Table 2 , 96.85% of the detection edges coincide with the correct edges, 84.29% of the detection edges fall into the buffer of a one-pixel width, 94.35% of the detection edges fall into the buffer of a two-pixels width, and 97.08% of the detection edges fall into the buffer of a three-pixels width. In the Canny operator method, 40% of the detected edges coincide with the correct edges, 79.88% of the detected edges fall into the buffer of a one-pixel width, 85.71% of the detected edges fall into the buffer of a two-pixels width, and 90.40% of the detected edges fall into the buffer of a three-pixels width. In the ROEWA detector method, 38.79% of the detection edges coincide with the correct edges, 80.89% of the detection edges fall into the buffer of a one-pixel width, 88.03% of the detection edges fall into the buffer of a two-pixels width, and 93.06% of the detection edges fall into the buffer of a three-pixels width. Based on the above quantitative evaluation results, the edge detection accuracy of the symmetrical difference kernel SAR image by using this algorithm is better than that of the Canny operator method and ROEWA detector method.
Discussion
In this paper, a symmetric difference kernel SAR image edge detection algorithm based on the GAN network model is proposed. By using the excellent anti-noise and direction selectivity of the Hough transform, the defect that the ROEWA detector cannot calculate the edge direction is solved. Compared with the Canny operator detection algorithm, this algorithm has simple parameter setting, less computation, and improves the robustness and accuracy of edge direction calculation. At the same time, based on the traditional edge detection algorithm, the refinement and the edge location performance are improved. This algorithm provides an effective way to detect large combined targets, such as airport runways and road networks, in SAR images. This algorithm overcomes the characteristics of the fixed shape of a traditional window and relatively few sampling points. The edge intensity image is obtained by repeated detection of the SAR image, the edge of thinned image is processed by non-extreme suppression, and the edge direction of the image is calculated by the Hough transform, so that the gray jump amplitude and gradient direction on both sides of the edge can be fully estimated in any direction detection window, and the edges in all directions can be detected under the same intensity. This is because the sampling points are more evenly distributed in the window. After the post-processing algorithm in this paper, the effect of noise can be eliminated to the greatest extent and the real edge information can be reflected; judging the edge by the absolute value of the difference weighted by the kernel function will make the comparison between the edge and non-edge more obvious, and the results will be more accurate, especially for those affected by noise. However, because the window containing more pixels will smooth the edges with sharp edges, thus losing the details of the fine edges, the problem will be further studied in the future.
Conclusions
In order to overcome the drawbacks of the traditional Canny operator image edge detection method, this paper proposes a symmetrical difference kernel SAR image edge detection algorithm based on the GAN network model. The GAN network model is used to generate multi-view data of a symmetrical difference kernel SAR image. According to the results of multi-view data generation, the symmetrical difference kernel SAR image edge in any direction is constructed. The model is used to detect the edges of symmetric difference kernel SAR images. The experimental results show that the distribution curve of the experimental group using this algorithm is at the top of each data set, and the average classification accuracy is the highest, which is 89.1%, 93.8%, and 79.5% respectively, and the highest is 93.8%. This algorithm has a high classification accuracy; the experimental group using this algorithm has the lowest over-fitting ratio, which is 1.08, 0.94, and 1.25, respectively. The lowest is 0.94, which shows that the diversity of edge data generated by this algorithm is the highest. In this algorithm, 96.85% of the detected edges coincide with the correct edges, 84.29% of the detected edges fall into the buffer of a one-pixel width, 94.35% of the detected edges fall into the buffer of a two-pixels width, and 97.08% of the detected edges fall into the buffer of a three-pixels width, which shows that the algorithm has a higher accuracy of image edge detection. 
