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résumé et mots clés
Nous présentons ici un algorithme de segmentation en régions pouvant s'appliquer à des problèmes très variés car il n e
tient compte d'aucune information a priori sur le type d'images traitées . Il donne de bons résultats aussi bien sur des image s
possédant des objets homogènes au sens des niveaux de gris que sur des images possédant des régions texturées . C'est un
algorithme de type division-fusion. Lors d'une première étape, l'image est découpée en fenêtres, selon une grille . L'algorithme
de division travaille alors indépendamment sur chaque fenêtre, et utilise un critère d'homogénéité basé uniquement sur le s
niveaux de gris . La texture de chacune des régions ainsi obtenues est alors calculée . A chaque région sera associé un vecteu r
de caractéristiques comprenant des paramètres de luminance, et des paramètres de texture . Les régions ainsi définies jouen t
alors le rôle de sites élémentaires pour le processus de fusion. Celui-ci est fondé sur la modélisation des champs exploité s
(champ d'observations et champ d'étiquettes) par des champs de Markov . Nous montrerons les résultats de segmentatio n
obtenus sur divers types d'images.
Segmentation, Région, Texture, Markov .
abstract and key words
This paper presents a region-based segmentation algorithm which can be applied to various problems since it does not requir e
a priori knowledge concerning the kind of processed images . This algorithm, based on a split and merge method, gives reliable
results both on homogeneous grey level images and on textured images . First, images are divided into rectangular sectors . The
splitting algorithm works independently on each sector, and uses a homogeneity criterion based only on grey levels . The mergin g
is then achieved through assigning labels to each region obtained by the splitting step, using extracted feature measurements .
We modeled exploited fields (data field and label field) by Markov Random Fields (MRF), the segmentation is then optimall y
determined using the Iterated Conditional Modes (ICM) . Input data of the merging step are regions obtained by the splitting step
and their corresponding features vector. The originality of this algorithm is that texture coefficients are directly computed from these
regions . These regions will be elementary sites for the Markov relaxation process . Thus, a region- based segmentation algorith m
using texture and grey level is obtained . Results from various images types are presented .
Segmentation, Region, Texture, Markov .
réaliser un suivi de route, une détection d'obstacles, ou encoreintroduction
	
une reconnaissance de la scène . Tous ces travaux demandent une
même étape initiale : structurer les informations contenues dan s
les images . C'est la segmentation .
Le problème de guider un véhicule de manière autonome a fait
	
Les images de route sont d'une grande diversité . Elles peuvent
l' objet de nombreuses recherches ces dernières années. Une façon
	
néanmoins être classées en deux grandes catégories selon que l a
de le résoudre est d'utiliser un système de vision active pour
	
route possède ou non un marquage au sol .
Segmentation d'images de scènes routière s
La détection et la modélisation des routes avec marquage au so l
ont déjà donné des résultats très satisfaisants [CHA91] . Pour ce s
images, la détection des bords est souvent réalisée en faisan t
appel à des techniques de convolution . Cela implique une grande
discontinuité de la luminance entre la région route et ses région s
voisines.
La détection de routes sans marquage au sol pose plus de
problèmes : les contrastes ne sont généralement pas assez fort s
pour employer des algorithmes de détection de contours . Ces ima -
ges nécessitent donc l'utilisation d'une segmentation en régions .
On ne recherche plus des discontinuités, mais au contraire de s
zones homogènes au sens d'un ou plusieurs critères donnés . Nous
nous placerons dans cette problématique et nous caractériseron s
nos régions par leur luminance et par leur texture .
Plusieurs travaux utilisant la texture existent dans la littérature .
Ils se décomposent néanmoins en trois grandes classes :
• La première catégorie d'algorithmes consiste à partitionne r
l'image originale en plusieurs fenêtres selon une grille . Le s
paramètres de texture sont alors déterminés sur chacune de ce s
fenêtres . La résolution finale de la segmentation sera alors cell e
de la grille initiale [DER91], [HAR73],[LEC91] .
• Pour la seconde classe d'algorithmes, les coefficients de texture
sont calculés en chaque pixel grâce à une fenêtre glissante . Le s
temps de calcul sont alors considérables, mais la résolution de l a
segmentation est de un pixel [KER94] [LIU93] .
• Il existe enfin une approche hiérarchique où une segmentatio n
grossière est obtenue dans un premier temps . Elle s'affine ensuite
de manière locale au cours des itérations . Une résolution de un
pixel est ainsi obtenue avec des temps de calcul situés entre ceux
des deux approches précédentes [BOU91], [SPA94], [COH87] .
Notre approche utilise une collaboration originale des deu x
premières méthodes définies précédemment . Elle consiste à
réaliser dans un premier temps une division de l'image au sens des
niveaux de gris . Cela nous permet d'extraire des régions ayant u n
sens physique, sur lesquelles nous pouvons déterminer des coef-
ficients de texture . Un processus de fusion est alors engagé . Le s
résultats de cet algorithme de segmentation présentent la particu-
larité d'être obtenus avec de faibles temps de calcul et de posséde r
une bonne résolution .
Dans la première partie de ce document, un état de l'art su r
la segmentation en régions, l'extraction de caractéristiques de
texture et la modélisation markovienne est réalisé .
L'approche proposée est détaillée dans un second temps . L'étape
de division est tout d'abord explicitée . Elle est réalisée en utilisant
un critère d'homogénéité fondé sur les niveaux de gris . La fusion
elle, s'appuie sur une méthode statistique et plus particulièrement ,
sur une modélisation des champs exploités (champ de données e t
champ d'étiquettes) par des champs de Markov .
Des résultats expérimentaux sont présentés sur des images de
route sans marquage au sol et sur d'autres types de scène s
d'intérieur et d'extérieur .
Z. état de l'art
2.1 . segmentation en régions
Le problème de la segmentation non supervisée d'images rest e
fondamental dans tout processus d'analyse d'images . Le but d e
la segmentation est de décomposer l'image en un ensemble d e
régions , chacune d'entre elles étant homogène au sens d'attribut s
préalablement définis . Une bonne définition de la segmentation
en régions est donnée dans [MONG87] . Dans la littérature, nous
pouvons distinguer trois grandes approches de segmentation e n
régions :
• la division
L'image originale est découpée en régions, elles même redivisée s
si elles ne sont pas homogènes au sens d'un critère donné, e t
ainsi de suite . L'algorithme est récursif et se termine lorsqu e
toutes les régions sont homogènes . Nous pouvons citer comm e
exemple l'algorithme de Olhander [OLH78] qui utilise les pic s
de l'histogramme de niveaux de gris comme critère de division .
Un inconvénient des méthodes de division est qu'elles se basen t
sur des statistiques globales ; Une petite région située à côté d'une
grande sera donc rarement restituée [BEV74] .
• la fusion
Cette technique consiste à regrouper des régions si elles son t
semblables au sens d'un critère d'homogénéité défini antérieure-
ment et, bien sûr, si elles sont connexes . Ici, les régions initiale s
sont des pixels ou des fenêtres carrées appelées sites élémen-
taires . Ces fenêtres conduisent à une moins bonne résolution, mai s
améliorent les temps de calcul . Nous pouvons citer les travau x
[MON87], [SHE90], [MAL86] et [HOU91] à titre d'exemples
d'algorithme de fusion .
La fusion est très coûteuse en temps de calcul . En effet, elle
implique à chaque itération une recherche sur toute l'image des
deux régions les plus aptes à fusionner. Des méthodes permet -
tent de réduire les temps de calcul . Elles consistent à réaliser une
recherche de minima locaux et à fusionner les régions corres-
pondantes . Malheureusement, la segmentation dépend alors de
l'ordre dans lequel la fusion des différentes régions est réalisé e
[CHA90] . D'autre part, seules des caractéristiques locales son t
utilisées pour autoriser ou interdire la fusion de deux régions . Ce s
méthodes sont donc très sensibles au bruit.
• la division-fusion
La décision de fusionner ou non deux éléments ne peut pas re -
poser sur les seules caractéristiques locales ou globales [BEV74] .
Horowitz et Pavlidis [HOR74] ont regroupé les deux méthode s
précédentes pour arriver à la division-fusion : tout d'abord, 1' ima-
ge est divisée en zones homogènes en utilisant des caractéristiques
globales, puis certaines de ces régions sont fusionnées grâce à de s
caractéristiques locales .
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Un exemple de ce type de méthode est l'algorithme développé pa r
Beveridge et al. [BEV74] . L'image est préalablement découpée en
fenêtres rectangulaires . La division est alors appliquée indépen-
damment à chacune de ces fenêtres en utilisant les pics de leur
histogramme de niveaux de gris . Une seule itération est nécessaire
pour réaliser la division . La seconde étape (fusion) regroupe le s
régions suffisamment proches au sens d'un critère appelé "merge -
score" . Ce critère dépend du niveau de gris des deux régions, d e
leur taille et de la longueur de leur contour commun .
Chassery [CHA89] utilise une partition initiale de l'image com-
posée de polygones de Voronoï : toutes les régions initiales sont
des polygones . Pour la fusion, il utilise ensuite une représentatio n
sous forme de graphe entre ces polygones . Chaudhuri [CHA92 ]
a développé un algorithme de division-fusion où la fusion es t
réalisée en étudiant la densité de données dans différentes direc-
tions .
La division-fusion permet de réduire de façon considérable l e
coût algorithmique de la segmentation de part la nature même
du traitement : beaucoup de régions n'ont pas à être fusionnée s
puisqu'elles n'ont pas été divisées . Un autre avantage de cette
méthode est qu'elle conduit à des algorithmes facilement parai-
lélisables : toute une partie du traitement peut être réalisée d e
manière locale [CHA90] et peut donc être partagée sur différent s
processeurs .
Pour toutes les raisons précédemment décrites, nous avons décid é
d'utiliser un algorithme de segmentation en régions de type
division-fusion .
2.2. textures et utilisation
de modèles markoviens
Dans l'optique de réaliser un algorithme de segmentation d'ima
-
ges de route sans marquage au sol, nous utilisons des caractéris-
tiques de niveaux de gris et des caractéristiques de texture pou r
représenter nos régions . Nous exposons ici différents travaux exis -
tants sur l'extraction de paramètres de texture et leur utilisation ,
ainsi que ceux portant sur l'intégration de ces paramètres dans u n
processus de relaxation markovienne .
2.2.1 . les paramètres de texture
Dans la littérature, de nombreuses méthodes permettent d'extraire
des paramètres caractérisant la texture . Elles se décomposent
en deux grandes classes : l'approche structurale et l'approche
statistique [HAR79] .
L'approche structurale consiste à repérer les éléments de base d e
la texture, ainsi que leurs arrangements . Cette méthode exige donc
une texture très régulière, bien qu'une certaine souplesse puiss e
être apportée [LU78] permettant de rendre les algorithmes moin s
sensibles au bruit. Néanmoins, cette méthode est beaucoup plu s
délicate à mettre en oeuvre pour les problèmes de segmentation ,
que les méthodes statistiques .
L' approche statistique s' applique en particulier aux textures ne
possédant pas de primitives élémentaires autres que le pixel . Le s
statistiques les plus usitées sont les statistiques d'ordre inférieur
ou égal à deux . Les statistiques d'ordre un sont calculées à partir
des histogrammes de niveaux de gris de la fenêtre étudiée . Elle s
sont peu discriminantes du fait de l'utilisation des niveaux de gri s
de manière globale, et de l'absence de considération de voisinage .
Les statistiques d'ordre deux sont, quant à elles, beaucoup plu s
discriminantes . En effet, l' oeil ne peut pas discerner deux texture s
si leurs caractéristiques de premier et second ordre sont identique s
[JUL73] . Il existe néanmoins des contre-exemples sur des texture s
de synthèse . De nombreux travaux utilisant des caractéristiques de
texture existent déjà dans la littérature . Nous pouvons citer Harlow
[HAR86] qui utilise des opérateurs de texture pour améliore r
la segmentation d'images aériennes . Ohanian [OHA92] étudie
quatre types de texture et compare les différents opérateurs d e
détection de texture qu'il utilise .
Citons également des travaux menés sur une application réelle
tels que ceux de Hospital [HOS85] qui utilise la texture pou r
discriminer les images électriques de puits de forage ; ceux de
Maleprade [MAL86] qui caractérise des images volcaniques, e t
ceux de Dupont [DUP94] qui se sert de la texture pour identifie r
de façon automatique des défauts sur des tôles décapées .
Les travaux de Cohen et al. [COH91] ont eux été implantés su r
une machine de détection de défauts de tissu .
Nous pouvons enfin citer les travaux de Kanade [KAN79] ,
Van. Gool [VAN83] et Reed [REE93] qui définissent de manière
générale les différentes caractéristiques de texture connues à c e
jour.
2.2.2 . modèles Markovien s
Le problème de réaliser une segmentation d'images texturées es t
difficile . En effet, il n'existe toujours pas de définition précise d e
la texture . De nombreux travaux ont néanmoins été réalisés dan s
ce domaine .
Derin et Elliot [DER87] utilisent les champs de Gibbs pour
modéliser et segmenter des images bruitées et texturées . Graf-
figne [GRA86] réalisent des segmentations d'images texturées d e
manière supervisée, en modélisant la texture par des champs d e
Markov et en utilisant un algorithme de relaxation de type recui t
simulé . Dans [MAN91], un même genre de modélisation de tex-
ture est utilisé, par contre un algorithme de relaxation de type IC M
(Iterated Conditional Mode) est requis pour la segmentation .
Nous pouvons également citer les travaux de Derras [DER91 ]
et ceux de Kervrann [KER93] où des paramètres statistique s
extraits des matrices de cooccurrence caractérisent la texture . U n
algorithme ICM est ensuite utilisé . Dans [MOD92] et [KIM94] ,
les champs de Markov sont définis sur des graphes d' adjacence e t
ce, pour réaliser une interprétation d'images ou une segmentatio n
d'images respectivement . Une autre application des champs de
Markov sur des graphes est définie dans [AZE92] afin de réaliser
une segmentation non supervisée.
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Dans notre algorithme, un graphe d'adjacence est construit avec
les régions issues d'une première étape de division . La texture
de chacune de ces régions est déterminée à partir de paramètre s
extraits des matrices de cooccurrence . Les champs de Marko v
sont alors définis sur le graphe d'adjacence . L'algorithme requi s
pour la relaxation est de type ICM . Nous détaillerons les raison s
de ce choix dans le chapitre 3 .1 .2, lors de l'approche statistique .
2.2.3. critiques et synthèse
Parmi les différentes approches existantes pour extraire de s
paramètres de texture, nous avons choisi d'utiliser les matrice s
de cooccurrence . Celles-ci présentent l'avantage d'être simple à
mettre en oeuvre et de mener à des paramètres de texture particu-
lièrement discriminants . Nous les calculons dans les directions 0
et 90 degrés, à une distance de un pixel et avec un voisinage de
huit pixels (figure 1) .
135
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Figure 1. — Définition du voisinage.
Ces matrices, basées sur des statistiques d'ordre deux, s'appuien t
sur des relations spatiales entre les niveaux de gris . Haralick
[HAR73] extrait quatorze caractéristiques de texture de ces ma-
trices . Parmi celles-ci, nous en retenons deux qui sont particu-
lièrement discriminantes dans notre cas, à savoir :
• l'homogénéité :
• l'énergie :
i=N j=N
où les P(i, j) sont les éléments de la matrice. N représente l e
nombre de niveaux de gris . Plus les variations de niveaux d e
gris dans l'image sont faibles et plus l'homogénéité (ou momen t
des différences inverses) sera élevée . Quant à l'énergie, elle est
d'autant plus forte que les niveaux de gris sont groupés, et don c
qu'il y aura de fortes valeurs dans la matrice de cooccurrence .
Comme nous l'avons vu dans l'introduction, trois approches
existent pour réaliser une segmentation au sens de la texture .
• La première approche consiste à découper l'image en fenêtre s
d'intérêt, selon une grille. Les paramètres de texture sont alors
déterminés indépendamment sur chacune de ces fenêtres . Lors
d'une seconde étape, un algorithme de fusion de régions es t
appliqué, permettant d'obtenir une segmentation en régions . Le
gros inconvénient de ce type d'algorithme est que la résolutio n
de la segmentation finale est égale à la taille des fenêtres initiale s
(généralement 16 x 16 pixels) . L'avantage de cette approche est
de présenter des temps de calcul très faibles . A titre d'exemples,
nous pouvons citer les travaux [DER91], [HAR73], [LEC91] .
• La deuxième catégorie d'algorithmes pallie ce problème de
résolution . Les paramètres de texture sont calculés en chaque pixel
et ce, en ramenant au pixel central les paramètres calculés sur une
fenêtre glissante . Malheureusement, de forts temps de calcul son t
ainsi engendrés . Cette méthode est bien définie dans [KER94] et
[LIU93] .
• Il existe enfin une approche hiérarchique [BOU91], [SPA94] ,
[COH87] permettant d'obtenir une bonne résolution avec d e
moindres coûts algorithmiques . Ils restent néanmoins relative -
ment importants . D'autre part, la méthode est bien plus difficile à
mettre en oeuvre que les deux précédentes .
Nous proposons ici une collaboration des deux premières métho-
des permettant d'obtenir une résolution relativement fine, ave c
de faibles temps de calcul . L'algorithme est basé sur le princip e
division-fusion . Dans un premier temps, l'image est divisée e n
utilisant un critère basé sur les niveaux de gris . Cela nous permet
d'obtenir des régions ayant un sens physique réel (dont le s
contours correspondent aux contours d'objets de la scène) . On
se ramène alors à la première classe d'algorithmes répertoriée :
nous calculons les paramètres de texture sur les régions issues de
la division . Un processus de fusion est alors engagé . Il est basé sur
la modélisation du champ de régions (défini à partir d'un graph e
d'adjacence entre les régions issues de la division) par un champ
de Markov. Afin d'obtenir de faibles coûts de calcul, la relaxatio n
sera réalisée à partir de l'algorithme ICM .
La suite de l'article s'organise comme suit : dans un premier
temps, nous présentons la description algorithmique de la divi-
sion, ainsi que les résultats de celle-ci sur deux images "tests" .
La seconde partie décrira l'étape de fusion, avec en particulier l a
relaxation markovienne . Des résultats seront ensuite montrés su r
différents types d'images, et en particulier sur les images de notr e
application .
3. approche proposée
3 .1 . description algorithmique
Rappelons que l'algorithme proposé ici est fondé sur le princip e
division-fusion. Nous allons détailler dans les deux paragraphe s
suivants chacune de ces deux phases.
H=
i=N j=N
1+ (i j) ZP(i,j )
E_ P(i , j ) 2
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3.1 .1 . la division
Introduction
L'algorithme de division que nous décrivons ici est fondé sur l'uti -
lisation des matrices de cooccurrence. De nombreux algorithme s
de segmentation sont fondés sur ces matrices . Parkleinen et Oj a
[PAR86] utilisent comme vecteur de caractéristiques la matric e
elle-même et cela, afin d'éviter la perte d'informations due à
l'extraction de caractéristiques .
Chen et Pavlidis [CHE79] définissent un algorithme de division -
fusion fondé sur un principe hiérarchique. Ils décomposent l'ima-
ge en fenêtres initiales ; chacune de ces fenêtres est redécoupée en
quatre, formant ainsi quatre régions "filles" . Une région est alor s
considérée homogène si et seulement si ses quatre régions "fille"
sont similaires . Le critère de similarité est fondé sur les matrices de
cooccurrence des quatre régions "filles" . Dans un second temps ,
ils utilisent un algorithme de fusion pour supprimer les petite s
régions .
Haddon et Boyce [HAD90] réalisent une segmentation utilisant
les régions et les contours en étudiant la forme des matrice s
de cooccurrence : un pic sur la diagonale de la matrice est
caractéristique d'une région, tandis qu'un pic hors diagonale
représente un contour.
Houzelle et Giraudon [HOU91] quant à eux utilisent un algo-
rithme de croissance de régions . Le critère d'homogénéité de s
régions est fondé sur la forme des matrices de cooccurrence . Nous
pouvons également citer les travaux de Elfadel et Picard [ELF94 ]
dans lesquels les matrices de cooccurrence sont redéfinies à parti r
d'ensembles particuliers : les "aura" .
L'algorithme de division
Etudions la forme des matrices de cooccurrence comme l'ont fait
Houzelle et Giraudon [HOU91] . Considérons une fenêtre d'intérêt
à l'intérieur de laquelle se trouvent trois régions de niveaux de gri s
uniformes a, b, et c, comme le montre la figure 2 .
Figure 2 . — Fenêtre d'intérêt .
La matrice de cooccurrence de cette fenêtre dans une direction de 0
degré et sa diagonale peuvent être schématisées par la figure 3, où
la grosseur des points à l'intérieur de la matrice est proportionnell e
au nombre de transitions (niveau de gris - niveau de gris) présente s
dans la fenêtre d'intérêt .
nombre de
transition s
a b c
	
a
	
b
Figure 3 . — Matrice de cooccurrence .
Nous constatons qu'à chacune des trois régions de la fenêtre, es t
attaché un pic de la diagonale de la matrice de cooccurrence . Dans
le cas d'une image bruitée, la matrice va être entachée de brui t
dû aux pixels ne possédant pas exactement le niveau de gris de l a
région à laquelle ils sont rattachés . Les pics de la matrice restent
néanmoins significatifs dans la plupart des cas . Ils sont en effet
bien plus distincts que les pics obtenus par histogrammes locaux
et ce, grâce à la considération de statistiques d'ordre deux lors d e
l'établissement de la matrice .
Cela constitue le principal avantage de cette méthode .
Nous allons donc utiliser les pics de la diagonale des matrice s
de cooccurrence pour diviser les images en régions homogène s
au sens des niveaux de gris . L'algorithme de division que nous
proposons ici se décompose en cinq phases :
• Découpage de l'image en fenêtres :
Le découpage est réalisé indépendamment des données et consist e
à poser une grille sur l'image . Nous discuterons ultérieurement
de la taille des éléments à donner à cette grille .
• Calcul de la matrice de cooccurrence de chaque fenêtre :
Pour chaque fenêtre, nous calculons la diagonale de la matrice d e
cooccurrence . La matrice est calculée à partir d'une distance de
un pixel, d'un voisinage de huit pixels et des orientations de 0 e t
90 degrés (figure 1) . Puis, afin d'éviter les pics dus au bruit, nou s
effectuons un lissage de la diagonale en réalisant un moyennag e
local sur un voisinage de taille L . Ce paramètre L est indépendan t
du type d'images traitées . Nous l'avons fixé à 3 .
• Extraction des classes : Nous allons maintenant extraire le s
différentes classes de la diagonale. Une classe est définie par un
pic de la diagonale de la matrice et ses deux vallées . La sélection
des classes consiste donc à rechercher tous les maxima locaux .
Une fois ceux-ci déterminés, le minimum local entre deux pic s
est identifié comme étant une vallée [GON87] .
• Etiquetage de l'image :
Nous créons une image d'étiquettes dans laquelle à chaque pixe l
est donnée l'étiquette de la classe à laquelle il appartient . Deu x
parties non connexes de la fenêtre auront donc la même étiquett e
si elles appartiennent à la même classe de niveaux de gris . Il
est donc nécessaire d'appliquer sur chaque fenêtre un algorithm e
d'étiquetage qui donne une étiquette différente à chaque ensembl e
a
b
c
a
b
c
• •
niveau de
c gri s
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de pixels connexes appartenant à la même classe (voir figure 4) .
Nous appellerons région chacun de ces ensembles . Le processu s
d'étiquetage est alors appliqué de manière indépendante sur
chaque fenêtre .
Figure 4 . — Etiquetage.
• Suppression des petites régions :
Les petites régions non significatives (dont le nombre de pixel s
est inférieur à un seuil) sont supprimées en les fusionnant ave c
la région voisine possédant la moyenne de niveaux de gris l a
plus proche . Nous déterminerons la valeur du seuil définissant le s
petites régions dans le paragraphe 3 .1 .2 .
Résultats expérimentaux de la division
Les résultats de la division obtenus sur des images de route san s
marquage au sol sont présentés ici . La taille des fenêtres initiales
est de 32 x 32 pixels et nous ne travaillons que sur une tram e
(d'où des fenêtres de 32 x 64 pixels sur les images résultats) .
Les figures 5 et 6 représentent les images originales sur lesquelle s
nous avons effectué les traitements, ainsi que le résultat de la di -
vision appliquée à ces images, chaque région étant représenté e
par ses contours . Quand deux régions voisines possèdent des
moyennes de niveaux de gris très différentes, leur contour com -
mun est très bien détecté et le résultat de la division suffit à ini-
tialiser le processus de fusion . Par contre, lors de la présence d e
zones texturées, de luminance similaire (bord gauche de la rout e
sur l'image 6b), l'algorithme de division, qui utilise uniquemen t
les niveaux de gris, ne partitionne pas les deux régions . Il est donc
nécessaire d'utiliser des caractéristiques de texture dans l'algo-
rithme de segmentation . Nous avons décidé d'introduire ces carac-
téristiques uniquement au niveau de la fusion . Nous détailleron s
les raisons de ce choix dans le paragraphe suivant .
3.1 .2. la fusion
Comme nous l'avons remarqué précédemment (voir figure 6b) ,
il n'est pas suffisant d'utiliser les données niveaux de gris pour
segmenter une image (dans le but de retrouver les bords de la
route) . Nous allons donc inclure des paramètres de texture . Nou s
définissons les paramètres de texture employés par l'algorithm e
lors du paragraphe 2 .2 .1 .
Introduction
Nous utilisons trois composantes pour caractériser les région s
issues de la division : une composante représentant l'homogénéit é
des niveaux de gris, et deux composantes caractérisant la texture .
Les régions et leur vecteur de caractéristiques ainsi définis son t
modélisés par des champs de Markov . Un processus de relaxatio n
réalise alors de façon optimale la fusion entre ces régions .
Les donnée s
Une originalité de l'algorithme consiste alors à calculer directe -
ment les coefficients de texture sur les régions issues de l'étape
de division . Cela nous permet de déterminer les paramètres d e
texture sur des régions possédant un sens physique et non pas su r
des sites découpés selon une grille comme clans [DER1] .
Rappelons que la dernière étape du processus de division est l a
suppression des petites régions, une petite région étant définie pa r
un nombre de pixels inférieur à un seuil . Nous allons fixer ce seui l
au nombre minimal de pixels à considérer pour que le calcul d e
la texture ait un sens . Nous avons fixé ce seuil à cinquante pixels .
0
1 3
~2
a) Image originale b) Résultat de la division
Figure 5 . — Résultats .
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a) Image originale b) Résultat de la division
Figure 6 . — Résultats .
Il est important de remarquer que la plupart des régions auront u n
nombre de pixels supérieur à ce seuil . Chaque région issue de la
division sera modélisée par un vecteur de caractéristiques form é
par trois éléments :
• la moyenne de niveaux de gris de la région ;
• l'homogénéité ;
• l'énergie .
A l'entrée de l'étape fusion, les données sont modélisées par un
graphe d'adjacence (figure 7) où chaque noeud représente un e
région et son vecteur de caractéristiques .
ale
Approche statistique
Les données de départ en notre possession sont les régions Ri
issues de la division et leur vecteur de caractéristiques . Ces régions
sont élémentaires, dans le sens où elles ne pourront pas être
redivisées; nous les appelons sites élémentaires . Elles forment l e
champ de données R = {R 1 , R2 , . . ., Rn } . Le problème est alors
de mettre en correspondance ce champ de données R et un champ
d'étiquettes E dans lequel une étiquette représente un ensembl e
de sites homogènes (de vecteurs de caractéristiques semblables) .
Pour cela, nous modélisons les champs exploités par des champ s
markoviens que nous intégrons dans un formalisme bayésien afi n
d'utiliser des contraintes issues d'informations a priori .
Le problème de segmentation est alors assimilé au problème
de minimisation de l'énergie a posteriori U(E/R) . Nous n e
détaillerons pas ici la théorie des champs de Markov explicitée
dans [KIM94), [GEM84], [CHO90] et [AZE87] .
Nous avons utilisé pour la relaxation l'algorithme ICM (Iter-
ated Conditional Mode) déjà exploité dans [BES86], [DUB90 ]
et [MAN91 ] . A chaque visite du site s, l'étiquette corres pondan t
à l'énergie minimale est sélectionnée . Comme l'énergie n'aug-
mente pas à chaque itération, la procédure converge forcément ,
même si ce n'est généralement pas au minimum global . Nous
avons choisi d'utiliser cet algorithme, car il présente des temps d e
convergence très faibles, au détriment parfois de la convergenc e
vers le minimum global .
Nous modélisons l'énergie a posteriori par :
U(E/R) = U(R/E) + U(E )
où :
• U(E) est l'énergie a priori relative au champ des étiquettes .
•U(R/E) est l'énergie représentant la vraisemblance de l'obser-
vation étant donné un champ d'étiquettes .
– Modélisation des connaissances a prior i
Nous définissons un système de voisinage g = {ÇR , , Ri E R}
sur R tel que toutes les régions vérifient :
•Ri gR ,
•Ri E gR, f--> Ri E gR ,
Dans notre approche, nous dirons que Ri est voisine de Rj si et
seulement si les régions Ri etRj sont connexes au sens de la huit
connexité .
Nous aurons donc, pour une région ,
U(E/Ri )
= e
min [U(Ri /
Nous définissons l'énergie a priori par rapport à l'étiquette ej ,
connaissant les étiquettes des régions voisines à Ri : U(ej /egR . )
R2
Ri R4
R3
Figure 7 . — Graphe d'adjacence .
) + U(eileg ) ]
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de telle sorte qu'elle favorise l'appartenance de deux région s
voisines à la même étiquette . La fonction d'énergie s'écrit alors :
U ( ejle çRi ) = A
	
V(eil eRk lgRi )
Rk EgR i
où :
• V est le potentiel de l'énergie tel que :
0 si ej = e k
1 sinon
• A est un coefficient de pondération . Nous donnons figure 8 un
exemple de calcul de potentiel .
U(e„ e 1 /eç R, ) = 3
U(e„ e 2 /eçRi ) = 6
U(ej , esleçR i ) = 5
— Modélisation du processus de transposition observation -
étiquette
Les données en notre possession sont modélisées par un graph e
d' adjacence, où chaque noeud représente une région et son vecteu r
de caractéristiques . Ce vecteur comprend trois éléments :
• la moyenne de niveaux de gris de la région (notée µ) .
• l'homogénéité (notée H) .
• l'énergie (notée E) .
Afin de modéliser l'énergie de transposition U(R i/ej ), nous
avons besoin de définir une distance entre les vecteurs de carac -
téristiques . Derras [DER93] utilise la distance du x 2 , Geman et a l
[GEM90], quant à eux, se servent de la distance de Kolmogorov-
Smirnov, définie sur des histogrammes . Il est important de re-
marquer qu'une distance du x 2 ne peut pas être utilisée ici . En
effet, celle-ci réalise de manière automatique un réajustement de s
paramètres de façon à ce qu'ils varient dans la même échelle . Or,
il est possible d'avoir des images ne possédant pas, par exempl e
d'objets texturés . Un réajustement de la texture par rapport au x
niveaux de gris, utilisant la distance du x 2 conduirait dans ce cas
à une mauvaise segmentation .
Nous utilisons dans notre algorithme la distance euclidienne ca r
elle est simple à mettre en oeuvre, et est suffisamment discrimi-
nante pour nos images . Pour cela, nous réajustons nos paramètres :
l'homogénéité et l'énergie restent inchangées puisque, par défini -
tion, elles varient entre 0 et 1 . Par contre, les niveaux de gris seront
divisés par 256 . Nous modélisons donc l'énergie de transposition
par la distance euclidienne entre le vecteur de caractéristiques de
la région Ri et celui de l'étiquette ej :
U ( R i/ei) = (µRD — µe, ) 2 + (HR, — He, )2 + (ERi — Ee, ) 2
La remise à jour des vecteurs de caractéristiques correspondant s
aux différentes étiquettes est réalisée de manière globale, évitan t
ainsi une nouvelle extraction de paramètres . Pour l'étiquette ej
correspondant à nj régions Rk , nous aurons par exemple :
1
E
ei =
	
ERk x (nb — p2x) R ,
3
avec :
Nj _ ~(nb — pix)R k
k= O
où (nb — pix) Rk représente le nombre de pixels de la région R k .
Seul le graphe d'adjacence est utilisé pour réajuster les vecteur s
de caractéristiques des étiquettes, nous ne redescendons pas au
niveau "données image", d'où un gain de temps lors de cette
étape .
résultats
Nous présentons les résultats de la segmentation obtenus sur le s
deux images utilisées précédemment (figure 9), ainsi que ceu x
obtenus sur d'autres images de la même séquence (figure 10) .
Pour toutes les images de route, nous avons choisi : A = 5 .
Lorsque deux régions voisines, peu texturées, possèdent de s
niveaux de gris dissemblables, leur contour commun est déterminé
avec une résolution de un pixel . C'est le cas de la segmentation
représentée figure 10-a. Ceci est dû au fait que les frontières des
régions ont été détectées lors de la phase division, et donc, que le s
niveaux de gris seuls auraient suffi à la segmentation . La texture
ne joue ici qu'un petit rôle (ou aucun) pour la détection de la route .
Par contre, pour deux régions adjacentes de textures différentes ,
et de niveaux de gris voisins, la frontière est déterminée ave c
la résolution de celle de la grille initiale . On peut voir cette
configuration figure 9-b, sur le bord gauche de la route . Ici, le s
contours n'ont pas été détectés lors de l'étape de division, il s
sont retrouvés avec la résolution des fenêtres initiales lors de l a
fusion . Dans ce cas, la texture a joué un rôle prépondérant pour la
segmentation, sans elle le bord de la route n' aurait pas été détecté .
Nous présentons également des résultats obtenus sur d'autre s
images figure 11 et figure 12 . Le coefficient A varie avec le type
d'image utilisé . Le but ici n'est pas de tester l'algorithme sur
V(ej, ek/gRi
Figure 8. — Exemple de potentiel.
Hei =
µRk x (nb — pix) R k
Hf? , x (nb — pix) R k
3.2.
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tous les types d'images afin de le comparer à d'autres technique s
de segmentation en régions . En effet, l'algorithme décrit ici a
été développé dans le cadre d'une application précise (images d e
route), par rapport à laquelle nous nous référons . Nous présenton s
néanmoins des résultats sur des images de types différents afin d e
montrer la généralité de la méthode employée .
Remarquons que la taille de la fenêtre initiale (ici 32 x 3 2
pixels) dicte directement la résolution de la segmentation de s
objets texturés, connexes et de même moyenne de niveaux de
gris . La taille de ces fenêtres peut bien sûr être diminuée (a u
détriment des temps de calcul) . Il faut néanmoins que le calcu l
des matrices de cooccurrence sur celles-ci reste cohérent . Nou s
pensons qu'il ne serait pas raisonnable de prendre des fenêtres de
taille inférieure à 16 x 16 pixels . Il faut tout de même remarquer
que cette résolution intervient seulement lors de la présenc e
d'objets texturés connexes, possédant des moyennes de niveau x
de gris semblables, ce qui limite les cas de mauvaise résolution .
De manière générale, nous voyons que la segmentation détect e
bien les bords de la route, avec, dans le pire des cas, une résolution
égale à celle de la grille initiale . Elle est donc apte à fournir les
éléments nécessaires à un éventuel processus d'interprétation . De
plus, il est important de remarquer que cet algorithme comport e
un seul seuil dépendant du type d'images choisi : "A" . Ce seuil
sera fixé pour une application donnée . Dans le cas des images de
route qui nous intéresse, nous avons fixé A 5 . L'algorithme
devient alors entièrement non supervisé .
3.3. analyse algorithmique
L' algorithme précédemment décrit est rapide, du fait de la modéli -
sation des champs de Markov sur un graphe d'adjacence . Le
nombre de régions traitées est en effet bien inférieur au nom-
bre de pixels dans l'image (utilisé dans le cas de l'emploi d e
fenêtre glissante) . D'autre part, cette méthode permet d'obtenir
une meilleure résolution que celle obtenue en utilisant des site s
[DER93j, avec des temps de calcul similaires . La convergence est
obtenue avec un nombre approximatif de 5 itérations, ce nombr e
dépendant des images traitées . A titre d'exemple, pour les images
512 x 512 présentées précédemment, la segmentation est obtenu e
en 1 .5 secondes CPU, sur un HP9000/735 .
3.4. limite de l'approche
L'algorithme développé ici ne donne pas de bons résultats su r
des images possédant des objets de petite taille . Ceci est dû à l a
nature même du traitement : toutes les régions de taille inférieure
à cinquante pixels sont supprimées . Cette restriction n'est pa s
gênante dans le cadre de notre application, le but étant ici d e
détecter la zone route.
Iusi®n
Nous avons développé un algorithme de segmentation de typ e
division-fusion utilisant des caractéristiques de luminance et d e
texture . Dans un premier temps, une division de l'image es t
réalisée en utilisant un critère d'homogénéité fondé sur les niveau x
de gris . Puis, nous calculons la texture des régions ainsi obtenues .
Les deux paramètres (texture et niveaux de gris) sont utilisé s
pour réaliser la fusion . L'originalité de cet algorithme est que le s
coefficients de texture sont calculés directement sur les région s
issues de la division . Cela nous permet d'obtenir les frontières de s
régions avec une résolution de un pixel lorsque deux objets voisin s
possèdent des niveaux de gris différents (le contour aura ét é
détecté lors de la division) . Une résolution égale à celle de la grill e
initiale sera obtenue pour la frontière de deux objets possédan t
des niveaux de gris semblables et des textures différentes . La
résolution des contours est donc, dans le pire des cas, égale à
celle de la grille initiale .
a) image 1 b) image 2
Figure 9. — Résultats sur les deux images précédentes.
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a) image 3
=s
c) image 5
e) image 7 ~
	
_
.
Figure 10. — Résultats sur les images de la même séquence .
b) image 4
d) image 6
f•) image 8
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a) Secteur 32x32, A = 2
b) Secteur 32x - b) Secteur 16 ;
	
A = 3= 4
Cet algorithme de segmentation a été appliqué et donne de bon s
résultats sur des scènes de route sans marquage au sol . De manière
générale, les résultats de la segmentation sont très satisfaisants sur
des images de scènes ne possédant pas d'objets de petite taille (par
rapport à la taille de la grille initiale) . II pourra être appliqué auss i
bien sur des images texturées que sur des images non texturées .
La suite logique de ce travail va être dans un premier temps
de réaliser une segmentation adaptative, permettant de fixer l e
paramètre A automatiquement en fonction du type d'images
c) Secteur 16x16, A ~ 3
Figure 12. — Résultats sur des images de types différents .
utilisé . Une seconde étape sera d'engendrer un processus d'in-
terprétation utilisant les résultats de la segmentation . C'est une
démarche allant dans le sens de la vision active .
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