Introduction
In the last few decades, fractional-order models are found to be more adequate than integer order models for some real world problems. Fractional derivatives provide an excellent tool for the description of memory and hereditary properties of various materials and processes. This is the main advantage of fractional differential equations in comparison with classical integer-order models. Fractional differential equations arise in many engineering and scientific disciplines as the mathematical modeling of systems and processes in the fields of physics, chemistry, aerodynamics, electrodynamics of complex medium, polymer rheology, and so forth, involves derivatives of fractional order. In consequence, the subject of fractional differential equations is gaining much importance and attention. For examples and details, see [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11] and the references therein. However, the theory of boundary value problems for nonlinear fractional differential equations is still in the initial stages and many aspects of this theory need to be explored. There has been a significant development in the theory of fractional order differential equations in details by many authors [12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23] .
Boundary value problems with integral boundary conditions constitute a very interesting and important class of problems. They include two, three, multi point, and nonlocal boundary value problems as special cases. For boundary value problems with integral boundary conditions and comments on their importance, we refer the reader to the papers [31, 32, 33, 34, 35] and the references therein.
In this paper, we discuss the following boundary value problem for a nonlinear fractional differential equation with integral boundary conditions has nonnegative solutions.
associated with the the boundary conditions
and
are given functions and in (1.3) the integral is meant in the RiemannStieljes sense.
Preliminaries
We begin in this section with recall and introduce some notations, definitions and preliminary facts that will be used in the remainder of this paper [4, 5, 7, 31] . We shall denote by R the real line, by R + the interval [0, ∞), and by I the interval [0, 1]. Let also C 1 0 (I) be the space of all functions y : I −→ R, whose first derivative y ′ is absolutely continuous on I and y(0) = 0. The set C 1 0 (I) is a Banach space when it is furnished with the norm ∥ ∥ ∞ defined by ∥y∥ ∞ = sup{|y ′ (t)| : t ∈ I}. The set AC(I) is the space of absolutely continuous real-valued functions defined on I, endowed wit the norm ∥ . ∥ AC , i.e., ∥y∥ AC := sup t∈I |y(t)|, y ∈ AC(I). We denote by L 1 (I, R) the space of all functions y : [0, 1] −→ R which are Lebesgue integrable on I, endowed with the usual norm ∥y∥ 1 A very usual technique to get such results is based on fixed-point theorems in cones and especially on the following well-known fixed-point theorem due to Krasnoselskii [31] . 
Then F has a fixed point in K ∩ Ω 2 \Ω 1 .
Definitions of Caputo and Remann−Liouville fractional derivative/integral and their relation are given bellow [4, 5, 10] . 
and Remann−Liouville fractional derivative of u of order α > 0 defined by
} ,
} .
An important of relation among of Caputo fractional derivative and Riemanna−Lioville fractional derivative is the following expression
The interchange of the differentiation operators in formula (6) is allowed under 
Main results
Consider equation (1.1) associated with the conditions (1.2) and (1.3). It is clear that, without loss of generality, we can assume that g(0) = 0. By a solution of this boundary value problem we mean a function y ∈ C 1 0 (I) satisfying condition (1.3), as well as equation (1.1) for almost all t ∈ I. Searching for the existence of solutions, we shall first reformulate the problem to an operator equation of the form y = F y, where F is a suitable operator. To find F , using Theorem (2.2) (6) consider an equation of the form
subject to condition (1.2) and (1.3). Using Lemma (2.1) we get
Applying the condition (1.1c), we find that
By integration on [0, t], t ∈ I and using condition (1.1b) we get
This process shows that solving the boundary value problem (1.1)-(1.3) is equivalent to solving the operator equation y = F y in C 1 0 (I) where F is the operator defined by
Before presenting next results, we give the notation and the list of our assumptions, which we use in this paper. Note that, for each y ∈ C 1 0 (I) is continuous on a compact set I, hence ∥y∥ is finite for every y ∈ C 1 0 (I). Thus the map Y :
and K + := {y ∈ C 1 0 (I) : y ≥ 0, y is nondecreasing and y ′ is nonincreasing} which is a cone in C 1 0 (I). (1) . Proof. The proof will be given in three steps.
Step 1. F is continuous. Let y m be a sequence such that y m → y in C 1 0 (I). Then
Since f is continuous and y m and y belongs to
Step 2. F maps bounded sets into bounded sets in C 1 0 (I). Indeed, it is enough to show that there exists a positive constant ρ such that for each y ∈ B r = {y ∈ C 1 0 (I) : ∥y∥ ≤ r} one has ∥F (y)∥ ≤ ρ. Let y ∈ B r . Then by (H2), for each t ∈ [0, 1] we have
Step 3. F maps bounded set into equicontinuous sets of C 1 0 (I). Let t 1 , t 2 ∈ [0, 1], t 1 < t 2 and B r be a bounded set of C 1 0 (I) as in step 2. Let y ∈ B r and t ∈ [0, 1] we have |F (y)(
As t 2 −→ t 1 the right-hand side of the above inequality tends to zero. Then F (B r ) is equicontinuous. As a consequence of Step 1 to 3 together with Arzela-Ascoli theorem we can conclude that F : C 1 0 (I) −→ C 1 0 (I) is completely continuous. It is easy to see that, under condition (H1), the operator F maps the cone K + into itself.
Lemma 3.2. Consider the functions f , q and g satisfying assumptions (H1) and (H2).
Then there exists m > 0 such that for any y ∈ K + with ∥y∥ = m, we have ∥F y∥ ≥ ∥y∥.
Proof. We assume the contrary. Then for every positive integer n, there exists a function y n ∈ K + , with ∥y n ∥ = n −1 and ∥F y n ∥ < ∥y n ∥. Let ω n = y ′ n . Then for all n and every
which implies that ω n → 0 in AC(I). So, we must have
which, due to positive the right-hand side of the above inequality, is a contradiction. Now we are ready to give our first main result.
Theorem 3.1. Consider the functions f, q and g satisfying assumptions (H1), (H2) and (H3). Then the boundary value problem (1.1)-(1.3) has at least one nonnegative solution.
Proof. For each positive integer n, define the function
and consider the problem (3.5), (1.2), (1.3) where Eq. (3.5) stands for the equation
Since the function f n satisfies assumption (H1), by Lemma (3.2), there exists a positive real number m n such that for every y ∈ K + with ∥y∥ = m n , it holds that ∥F n y∥ ≥ ∥y∥, where
Hence, by Theorem (2.1), there exists a solution y n ∈ C 1 0 (I) of the problem (3.5), (1.2) and (1.3), such that m n ≤ ∥y n ∥ ≤ M n . Now we claim that the set {y n } ∞ n=1 is a precompact subset of C 1 0 (I). To prove the claim, we shall use the classical Arzela-Ascoli Theorem. Thus, it is enough to show that the sets {y ′ n } ∞ n=1 and {y ′′ n } ∞ n=1 are bounded. Keep also in mind that y n (0) = 0 for all n = 1, 2, · · · . Let n be a fixed index and define x n =: y ′ n . Then observe that x n ≥ 0 ≥ x ′ n , and for every t ∈ I we have
this implies that ∫ xn (0) xn (1) 
On the other hand, from condition (1.3) and the fact that g(0) = 0, we get
Hence,
. 4) . Thus, the sequence {x n (0)} is bounded and by, Eq. (3.7), also the sequence {x ′ n (0)} is bounded. Our claim is proved. Consequently, we can assume that the sequence {y n } converges in C 1 0 (I) to a certain y. This is equivalent to saying that y n → y and y ′ n → y ′ uniformly on I. Then, from the Eq. (3.5), by using continuous dependence arguments, we can easily obtain that y is a nonnegative solution of the problem (1.1)-(1.3).
Lemma 3.3. Consider the functions f, q and g satisfying Assumptions (H1) and (H4).
Then there exists a certain T > 0 such that for every y ∈ K + , with ∥y∥ = T , we have ∥F y∥ ≥ ∥y∥.
Proof. Because of (H4), there is T > 0 such that
Let y be a point in the cone K + , with ∥y∥ = T . Then for every r ∈ I, the numbers y(r), y ′ (r) belong to the interval [0, T ], and hence, we obtain
Let us consider the following result. Proof. This follows by applying Theorem (2.1), when we take into account Lemma (3.2) and Lemma (3.4) and set Ω 1 := {y ∈ C 1 0 (I) : ∥y∥ < r 1 }, Ω 2 := {y ∈ C 1 0 (I) : ∥y∥ < r 2 }, with r 1 := min{m, T } and r 2 := max{m, T }. (3.14)
We observe that, the boundary condition (3.13) reduces to the boundary condition y ′ (1) = Hence, for every µ such that µe µ < 2 (hence, for every µ < 0.85259), we have that assumption (H3) is fulfilled. Since, obviously, assumptions (H1) and (H2) are also satisfied, by Theorem (3.3) the boundary value problem (3.11)-(3.13) has at least one nonnegative solution, provided that µ < 0.85259.
Conclusion
The existence of nonnegative solutions for the nonlinear fractional differential equations with boundary conditions comprising standard Caputo derivatives have been discussed in C([0, 1], R). In order to obtain the results in this article the Kranoselskii's fixed-point theorem had important role. Although the present study provides some insights in the equations encountered in the nonnegative existence solutions, this existence theorem may be explored for other classes of fractional differential equations, that is a subject for future study.
