Summary. This paper is concerned with the treatment of essential boundary conditions in meshfree methods. In particular we focus on the particle-partition of unity method (PPUM). However, the proposed technique is applicable to any partition of unnity based approach.
Introduction
The implementation of essential boundary conditions in meshfree methods (MM) is in general not trivial which is one of the drawbacks of MM. This is due to the fact that the meshfree shape functions in general do not satisfy essential boundary conditions explicitly; i.e., the shape functions do not satisfy the Kronecker condition. Many different techniques have been suggested to overcome this issue, see e.g. [1, 12, 14, 15, 17, [19] [20] [21] [22] [23] 26] and the references within.
A very general and probably the most promising approach (up to now) is the application of Nitsche's method [25] in the meshfree context [1, 17, 21] . Even though this non-conforming approach yields an optimally convergent meshfree scheme it suffers from some drawbacks.
Nitsche's method is based on a specific analytical modification of the weak formulation of the considered partial differential equation (PDE). This modification employs all available boundary information to construct a symmetric positive definite bilinear form for a particular discretization space V . Hence, the bilinear form in Nitsche's method changes if we change the configuration of the boundary values or the discretization space V . This however might require the analytical derivation of a new appropriate bilinear form by hand. Furthermore, the bilinear form arising from Nitsche's method employs a regularization parameter which must be estimated every time we change the configuration of the boundary values or the discretization space. These issues render the user-driven interactive changing of boundary conditions unfeasible with Nitsche's method.
In this paper we present a very efficient and fully automatic scheme which allows for the conforming treatment of essential boundary conditions in meshfree methods based on simple linear algebra only. The presented algebraic approach overcomes the aforementioned drawbacks of Nitsche's approach completely and allows for an interactive changing of boundary conditions in meshfree methods. The proposed approach is applicable to all partition of unity (PU) based meshfree (or mesh-based) methods. In essence, we construct a direct splitting
of the discretization space V (which does not satisfy the boundary conditions) separating the degrees of freedom for the approximation of the boundary conditions from the degrees of freedom used to approximate the PDE and collect them in the sub-spaces V I ⊂ H k 0 (Ω) and V K ⊂ H k D (Ω) respectively. That is the (classical) bilinear form is definite on V I and the trace operator on the Dirichlet boundary is definite on V K . In principle such a splitting can be constructed for any arbitrary function space and hence any numerical method. However, such a construction can in general not be computed with linear complexity and is therefore prohibitively expensive. In a partition of unity method (PUM) though we can construct an appropriate splitting of the global approximation space V PU by local operations only, i.e., in (sub-)linear complexity. This is due to the specific structure of the function space
where {ϕ i } denotes a PU with respect to the computational domain Ω and V i are local approximation spaces defined on supp(ϕ i ) respectively. Thus, a valid global splitting of V PU can be obtained from appropriate local splittings of the spaces V i , i.e.
Note however that we ensure the global definiteness of the bilinear form on V PU K only by the use of a flat-top partition of unity [18] . The global trace operator must not be definite with respect to the global basis of V PU I . It is sufficient to obtain the definiteness of the local trace operators with respect to V i,I for all i = 1, . . . , N . Note further that we impose no a priori constraints on the distribution of the discretization points nor on the employed local approximation spaces V i .
The remainder of this paper is organized as follows. In Section 2 we shortly review the particle-partition of unity method [14, 27] (PPUM) and introduce the notion of a flat-top PU. The implementation of essential boundary conditions in the PPUM is subject of Section 3. Here, we shortly review Nitsche's method and derive our conforming algebraic treatment of essential boundary conditions which yields optimal convergence properties. The results of our numerical experiments are presented in Section 4. Here, we consider the approximation of regular and singular solutions and compare the quality of our new scheme with that of Nitsche's method. This comparison clearly shows that we obtain an optimally convergent conforming scheme and its overall accuracy is comparable to that of Nitsche's method. Finally, we conclude with some remarks in Section 5.
Particle-Partition of Unity Method
In this section let us shortly review the core ingredients of the PPUM, see [15, 16, 27] for details. In a first step, we need to construct a PPUM space V PU , i.e., we need to specify the PPUM functions u PU ∈ V PU . An arbitrary function u PU ∈ V PU is defined as the linear combination
and the respective PPUM space V PU is defined as
Here, we assume that the functions ϕ i form a partition of unity (PU) on the domain Ω and refer to the spaces V i with dim(V i ) = d i as local approximation spaces. Hence, the shape functions employed in the PPUM are the products ϕ i ϑ n i of a PU function ϕ i and a local basis function ϑ n i . With these shape functions, we then set up a sparse linear system of equations Aũ =f via the classical Galerkin method. The linear system is then solved by our multilevel iterative solver [16, 18] .
Let us now specify the particular choices for the PU functions ϕ i and local approximation space V i employed in our PPUM. The fundamental construction principle employed in [15] for the construction of the PU {ϕ i } is a d-binary tree. Based on the given point data P = {x i | i = 1, . . . ,N }, we sub-divide a bounding-box C Ω ⊃ Ω of the domain Ω until each cell
associated with a leaf of the tree contains at most a single point x i ∈ P , see Figure 1 . We obtain an overlapping cover C Ω := {ω i } from this tree by defining the cover patches ω i by simple uniform and isotropic scaling
Note that we define a cover patch ω i for leaf-cells C i that contain a point x i ∈ P as well as for empty cells that do not contain any point from P . The coarser covers C k Ω are defined considering coarser versions of the constructed tree, i.e., by removing a complete set of leaves of the tree, see Figure 1 . For details of this construction see [15, 16, 27] .
To obtain a PU on a cover
with the affine transforms
By simple averaging of these weight functions we obtain the functions
We refer to the collection {ϕ i,k } with i = 1, . . . , N k as a partition of unity since there hold the relations
with constants 0 < C ∞,k < 1 and C ∇,k > 0 so that the assumptions of the error analysis given in [3] are satisfied by our PPUM construction. Furthermore, the PU (2.5) based on the cover C k Ω = {ω i,k } obtained from the scaling of a tree decomposition (2.3) satisfies the flat-top property (for a particular choice of α > 1), see [18, 28] (and compare Figure 2 ).
Definition 1 (Flat-top property). Let {ϕ i } be a partition of unity satisfying (2.6). Let us define the sub-patches ω FT,i ⊂ ω i such that ϕ i | ωFT,i ≡ 1. Then, the PU is said to have the flat top property, if there exists a constant
where µ(A) denotes the Lebesgue measure of A ⊂ R d . We have C ∞ = 1 for a PU with the flat top property.
This property is essential to ensure that the product functions ϕ i,k ϑ n i,k are linearly independent, provided that the employed local approximation functions ϑ n i,k are linearly independent with respect to ω FT,i = {x ∈ ω i,k | ϕ i,k (x) = 1}. Hence, we obtain global stability of the product functions ϕ i,k ϑ n i,k from the local stability of the approximation functions ϑ n i,k . In general the local approximation space V i,k := span ϑ n i,k associated with a particular patch ω i,k of a PPUM space V PU k consists of two parts: A smooth approximation space, e.g. polynomials
Note that we assume that the collection of functions ψ
can be written as a direct sum. For most enrichment approaches [5, 6, [9] [10] [11] 24] this is in general not the case. However for the PPUM we can always provide such a direct splitting independent of the employed enrichment spaces E i,k [29, 30] .
With the help of the shape functions ϕ i,k ϑ n i,k we then discretize a PDE in weak form a(u, v) = f, v via the classical Galerkin method to obtain a discrete linear system of equations Aũ =f . Note that the PU functions (2.5) in the PPUM are in general piecewise rational functions only. Therefore, the use of an appropriate numerical integration scheme [16] is indispensable in the PPUM as in most meshfree approaches [2, 4, 7, 8] . Moreover, the functions ϕ i,k ϑ n i,k in general do not satisfy the Kronecker property. Thus, the coefficientsũ k := (u n i,k ) of a discrete function 
Essential Boundary Conditions
The treatment of essential boundary conditions in meshfree methods is not straightforward and a number of different approaches have been suggested [1, 12, 14, 15, 17, [19] [20] [21] [22] [23] 26] . In [17] we have presented how Nitsche's method [25] can be applied successfully in the meshfree context. Here, we give a short summary of this approach. To this end, let us consider the model problem
In the following we drop the level subscript k = 0, . . . , J for the ease of notation and define the functional
with some regularization parameter β > 0. Minimizing J β with respect to the error u − u PU yields the weak formulation
with the bilinear form
and the corresponding linear form
There is a unique solution u PU of (3.3) if the regularization parameter β is chosen large enough; i.e., the regularization parameter β = β V PU is dependent on the discretization space V PU . This solution u PU satisfies optimal error bounds if the space V PU admits the inverse estimate
for all v ∈ V PU with a constant C V PU depending on the cover C Ω and the employed local bases ϑ m i only. If C V PU is known, the regularization parameter β V PU can be chosen as β V PU > 2C 2 V PU to obtain a symmetric positive definite linear system [25] . Hence, the main task associated with the use of Nitsche's approach in the PPUM context is the efficient and automatic computation of the constant C V PU . To this end, we consider the inverse assumption (3.5) as a generalized eigenvalue problem and solve for the largest eigenvalue to obtain an approximation of C 2 V PU , see [17, 18, 27] . In summary, the PPUM discretization of our model problem (3.1) via Nitsche's approach using the space V PU on the cover C Ω is carried out in two steps: First, we estimate the regularization parameter β V PU from (3.5). Then, we define the weak form (3.3) and use Galerkin's method to set up the respective symmetric positive definite linear system Aũ =f . This linear system is then solved by our multilevel iterative solver [16, 18] .
Even though Nitsche's approach is of optimal complexity and provides an optimally convergent numerical scheme there are some drawbacks. First and foremost, there is the need to construct the appropriate functional (3.2) and the respective weak formulation (3.3) analytically. Since the functional depends strongly on the configuration of the boundary conditions it is not trivial to change boundary conditions in an interactive user-driven manner. Often a change in the boundary conditions requires some amount of implementation work and a re-assembly of the stiffness matrix on the boundary. Secondly, the essential boundary data is only weakly approximated and the error on the boundary is balanced with the error in the interior by Nitsche's approach. This can be inappropriate in situations where the boundary conditions need to be enforced strictly.
Let us focus on the latter issue first. The essential boundary conditions can of course be enforced (more) strictly in Nitsche's approach by increasing the regularization parameter β. In the limit β → ∞ the essential boundary data are strictly enforced in L 2 (Γ D ) and the convergence of the scheme is still of optimal order. However the constant, i.e. the absolute value of the error, can increase. Moreover a large regularization parameter β has an severely adverse effect on the condition number of the resulting stiffness matrix rendering the solution of the linear system rather challenging. Nevertheless let us consider the limit case β → ∞ in some more detail. For the ease of notation let us introduce the following short-hand notation
With β → ∞ the bilinear form (3.4) becomes
and we attain the respective linear form
(3.7) Obviously, in the case v ∈ V D,n,K we can simplify the weak form back to the classical weak formulation since B D,n (u) = g D,n and we obtain
for all v ∈ V Ω + V D,n,K which involves no information about the Dirichlet boundary Γ D . On the other hand, for v ∈ V D,n,I we need to consider the weak formulation
which involves no information about the interior Ω • or the Neumann boundary Γ N . Note that the above consideration involves only a splitting of the test functions v only, not the trial functions u. Hence, we obtain the non-symmetric stiffness matrix A and the respective load vectorf in block-form
where A ·,· denotes the use of (3.8) and B ·,· denotes the use of (3.9). Hence, the associated linear system Aũ =f can be solved by block-eliminatioñ
This is a standard technique in FEM since the kernel of the trace operator B D,n (applied to the FEM space) is known a priori so that the above partitioning can be obtained easily. In meshfree methods as the PPUM however the kernel (applied to the meshfree function space) is not known a priori. Furthermore, the computation of the kernel of B D,n is in general a global operation and hence prohibitively expensive. Yet, for the PPUM we can compute the (essential) kernel of the global operator B D,n by local operations only.
To be more precise we can compute a sub-space V PU I
⊂ V PU and a localized approximationB I,I to the trace operator B D,n that is invertible on V PU I ⊂ V PU . The trace B D,n (u PU ) of an arbitrary PPUM function
. We obtain the equivalence
if we assume that the employed PU satisfies a flat-top condition also for the Dirichlet boundary. For convex domains Ω this is automatically satisfied by our construction. However at re-entrant corners this boundary flat-top property is not ensured by the uniform isotropic scaling of (2.3), see Figure 2 . Here, the introduction of a more general anisotropic scaling is necessary. The equivalence (3.13) yet is needed only to compute the (global) inverse of B I,I in (3.11). Fortunately, we can avoid the computation of the inverse of B I,I with respect to the global basis ϕ i ϑ m i in our PPUM. Thus our construction requires the implication (3.12) only and we can stick with the uniform isotropic scaling (2.3) in our cover construction also for non-convex domains Ω.
Let us consider a patch ω i ∩ Γ D,n = ∅ and its associated local approximation space V i (ω i ) = span ϑ 
(3.14)
Then we compute the eigenvalue decomposition 
Furthermore, we obtain the local sub-spaces
Thus, the new basis θm i (i.e. the respective eigenfunctions of B D,n ) provides a direct splitting
of the local space V i into a sub-space V i,I which is suitable for the approximation of the Dirichlet boundary conditions locally and a sub-space V i,K appropriate for the approximation of the PDE. Considering these local splittings for all
we obtain the corresponding direct splitting of the global PPUM space V PU , i.e.
and we obtain a partitioned global stiffness matrix A in the form (3.10) as the discretization of (3.1). Yet, the global discrete trace operator B I,I (which may not be invertible) of (3.10) was replaced by the block-diagonal operator
) that is by construction always invertible on the local subspaces V i,I .
Note however that we do not need to assemble the stiffness matrix A = Aθ associated with the classical bilinear form (3.8) directly with respect to the computed basis θm i (which might require a fair amount of implementation). We can carry out the assembly of the stiffness matrix using the original basis ϑ m i and apply the normal block-diagonal transformation T T with the entries The matrix B I,I of (3.10) is replaced by the block-diagonal matrixB I,I . This matrix however is never explicitly formed and inverted. We rather implement the action of the inverse ofB I,I directly by local operations on the respective patches, see
Step 7 in Algorithm 1. Note that this purely algebraic approach which yields a conforming local treatment of essential boundary conditions also eliminates the first drawback of Nitsche's approach. The user may now interactively change the boundary conditions of (3.1). A change of the boundary configuration only affects the transformation T T and thereby requires only local operations. There is no need to change the employed bilinear form; i.e., we do not need to derive a new weak form analytically nor do we need to compute a new regularization parameter β. There is also no need for a direct re-assembly of the stiffness matrix. We only need to update the respective block-entries of T T in (3.17). The entries of T T are computed from the local matrices M D,n which involve only the local approximation functions ϑ m i not the PU functions ϕ i . Moreover, M D,n is an operator of order zero and defined on the Dirichlet boundary only. Hence, the computation of the respective integrals is much less involved than the direct assembly of the stiffness matrix for the product functions ϕ i ϑ m i for patches ω i overlapping the Dirichlet boundary.
Thus, a PPUM discretization of our model problem (3.1) using this conforming formulation of essential boundary conditions is summarized by the following algorithm.
Algorithm 1 (PPUM with automatic conforming boundary treatment). 
10. Apply the transformation T T to obtain the solutionũ PU with respect to the original global basis ϕ i ϑ m i of the global space V PU , i.e. set
Note that the final representation of the solutionũ PU is given with respect to the original basis ϕ i ϑ m i of the global PPUM space V PU so that all implemented post-processing routines can be employed directly. There is no need for a change of the implementation.
Step 7 of Algorithm 1 corresponds to the solution of B I,IũI =ĝ D of (3.11). However the discrete global trace operator B I,I is replaced by the Recall that the matrix A K,K is always invertible on V PU K due to the use of a flat-top PU. For the solution of (3.19) in Step 9 of Algorithm 1 we employ our multilevel solver [13, 16, 27 ] which employs specific local prolongation and restrictions operators. These transfer operators must also be transformed to the new basis, i.e., projected to V PU K .
Properties
Let us summarize some notable properties of the presented algebraic approach with allows for a conforming meshfree discretization scheme.
1. The only prerequisite of our approach is the use of a flat-top PU. 2. There is no assumption on the distribution of the particles x i ∈ P e.g.
There is no additional assumption on the local approximation space V i employed in our PPUM construction due to our algebraic construction. The spaces V i do not have to satisfy boundary conditions a priori. We automatically compute an appropriate splitting of the local approximation spaces V i . Hence, the presented approach is directly applicable also to enriched PPUM approximations [28, 30] . Furthermore, we may even use enrichment functions to encode a complicated inhomogeneous boundary value easily with this approach. 4. The error bounds of [3] hold for the proposed PPUM scheme; i.e., we obtain an optimally convergent numerical method. 5. The proposed discretization scheme employs the classical weak formulation of the considered PDE only. Thus, there is no need for the analytical derivation of an appropriate weak form for the particular PDE. Hence, the incorporation of new PDE, i.e. new applications, in a PPUM implementation is substantially simplified. Furthermore, there is no need for the automatic computation of an appropriate regularization parameter as in Nitsche's method. The PPUM with conforming boundary treatment can be employed easily also in an explicit time-stepping scheme. 6. The configuration of boundary conditions can be changed efficiently by local operations only. There is no feedback into the weak formulation of the problem. 7. The global linear system that needs to be solved is of smaller dimension than with Nitsche's method. 
Numerical Results
In this section we present some results of our numerical experiments using the proposed conforming PPUM discretization scheme discussed above. To this end, we introduce some shorthand notation for various norms of the error u − u PU , i.e., we define
For each of these error norms we compute the respective algebraic convergence rate ρ by considering the error norms of two consecutive levels l − 1 and l
, where 
We consider the simple model problem
with different boundary configurations and a sequence of uniformly refined covers C
k Ω with α = 1.3 in (2.3) and local polynomial spaces P p i,k = P 1 on all levels k = 1, . . . , J for the discretization of (4.3). The number of patches on level k is given by N k = 2 dk and the patch diameter by diam(ω i,k ) =:
. Throughout this paper we employ = 10 −12 in the construction of the direct local splittings.
To assess the properties of the presented algebraic treatment of essential boundary conditions in the PPUM we compare the obtained results with those of a PPUM discretization using Nitsche's approach. To this end, we consider two choices for the regularization parameter β in Nitsche's method: First, the optimal (smallest) regularization parameter estimated by (3.5) which yields β opt ≈ 4h k on level k. Recall from Section 3 that we anticipate that the absolute values of the relative errors e obtained with the optimal parameter β opt are smaller than those attained with the large regularization β ∞ . Yet, the convergence rates ρ should not be affected by the variation of the regularization parameter. where r = r(x, y) and θ = θ(x, y) denote polar coordinates; i.e., we consider homogeneous Dirichlet boundary data in this example.
In Table 1 we give the measured relative errors (4.1), the respective convergence rates (4.2) obtained with Nitsche's method using the optimal regularization β opt . Furthermore, we give the number of levels J, the number of Table 1 . Relative errors e (4.1) and convergence rates ρ (4.2) using Nitsche's method with βopt for Example 1. Table 2 . Relative errors e (4.1) and convergence rates ρ (4.2) using Nitsche's method with β∞ for Example 1. and e H 1 = 3.832 −3 . The respective results using a large regularization β ∞ are given in Table 2 . As expected the convergence rates ρ are not affected by the increase in the regularization parameter, again we find the optimal values ρ L 2 = 2 3 and ρ H 1 = 1 3 . The absolute values of the relative errors however have increased by roughly one order of magnitude due to the larger regularization parameter, see also Figure 3 . On level k = 10 we find e L 2 = 7.120 −4 and e H 1 = 1.707 −2 . This growth of the absolute values of the relative error however can be regarded as the worst case since the error of the approximation (with β opt and β ∞ respectively) attains its maximal value near the singularity of the solution which happens to be on the Dirichlet boundary.
The measured relative errors e and respective convergence rates ρ attained by the presented conforming approach are given in Table 3 . Here, we give the number of degrees of freedom dof I used to approximate the boundary conditions and the number of degrees of freedom dof K = dof − dof I used to approximate the PDE. Recall that our conforming approach corresponds to the limit case of Nitsche's method. Hence, we expect to find similar results as for β ∞ . From the numbers displayed in 3 we can clearly observe this anticipated behavior. The convergence rates ρ L 2 = 2 3 and ρ H 1 = 1 3 are again Table 3 . Relative errors e (4.1) and convergence rates ρ (4.2) using the algebraic conforming boundary treatment for Example 1. optimal and the values of the relative errors on all levels correspond very well to those given in Table 2 . On k = 10 for instance we find e L 2 = 7.315 −4 and e H 1 = 1.739 −2 . The number of degrees of freedom used for the approximation of the Dirichlet boundary condition dof I grows with 2 d−1 = 2. Note that on level k = 1 we have dof K = 0; i.e., on the coarsest level the PDE is not considered at all. The complete function space V PU is used for the approximation of the Dirichlet boundary conditions and we obtain the approximate solution u PU = 0 due to g D = 0, i.e., all relative errors are exactly 1.000 0 . This is due to the fact that we use linear polynomials on each patch only; i.e., there are just three degrees of freedom associated with each local approximation space V i . If a corner of the Dirichlet boundary is overlapped by a particular patch ω i then all three degrees of freedom of V i are required for the approximation of the linear traces on the boundary segment ∂Ω ∩ ω i , compare Figure 2 . Hence, on all levels k = 1, . . . , J there are no internal degrees of freedom employed on patches ω i that overlap the re-entrant corner at (0, 0) or any other corner of Ω; i.e., near the corners of the domain Ω the PDE contributes to the approximation by a correction of the right-hand side only. 
and employ the data f = 0, and g D = u| Γ D and g N such that (4.4) is again the analytic solution of (4.3); i.e., we consider inhomogeneous Dirichlet boundary data in this example. Observe that the Dirichlet boundary in this example is well-separated from the singularity of the solution at (0, 0) where the maximal error occurs. Therefore, we expect to find a smaller increase in the measured relative errors due to the increase in the regularization parameter. For the optimal Nitsche method with β opt we expect to find a similar quality of the approximation as in Example 1. We give the obtained results for β opt in Table  4 . Comparing these relative errors e H 1 with those of Table 1 clearly shows this asserted behavior. The numbers agree very well. For the relative errors e L 2 however we find a measurable improvement in this example. Instead of the expected convergence rate of ρ L 2 = 2 3 we find ρ L 2 ≈ 0.8. This is a preasymptotic effect due to the fact that the error is maximal on the Neumann boundary near the singular point (0, 0).
The results attained with β ∞ are presented in Table 5 . Since the Dirichlet boundary is well-separated from the maximal error we expect to find a close correspondence of these results to those of Table 4 . This asserted behavior can be clearly observed from the given numbers and the plots depicted in Figure  4 . The measured relative errors on all levels agree very well. Similarly, the numerical results obtained with the algebraic approach summarized in Table  6 are almost indistinguishable from those of Tables 4 and 5 . This can also be observed from Figure 4 .
These first two examples show that the quality of the approximation obtained with the proposed conforming boundary treatment corresponds very well with that of Nitsche's method for β ∞ as expected. In fact we obtain the same overall accuracy as the Nitsche method with optimal regularization β opt if the pointwise error is small in the vicinity of the Dirichlet boundary. Table 5 . Relative errors e (4.1) and convergence rates ρ (4.2) using Nitsche's method with β∞ for Example 2. Table 6 . Relative errors e (4.1) and convergence rates ρ (4.2) using the algebraic conforming boundary treatment for Example 2. Table 7 . Relative errors e (4.1) and convergence rates ρ (4.2) using Nitsche's method with βopt for Example 3. Table 8 . Relative errors e (4.1) and convergence rates ρ (4.2) using the algebraic conforming boundary treatment for Example 3 using a graded particle set. Example 3. In our third example we focus on the robustness of our algebraic approach with respect to the distribution of the discretization points. Recall that our construction makes no assumption on this distribution. Thus the quality of the resulting conforming approach should correspond to that of Nitsche's approach independent of the positions of the employed discretization points. To confirm this assertion we discretize our model problem (4.3) on the L-shaped domain Ω with Dirichlet boundary Γ D = ∂Ω using a graded Halton-point set, see Figure 5 , for the construction of our cover sequence C k Ω . Again, we choose f = 0 and g D = u| Γ D to obtain the analytic solution (4.4). Due to the grading of the discretization points we should almost recover the convergence rates ρ L 2 ≈ 1 and ρ H 1 ≈ 1 2 attainable for a regular solution. In this example we only consider the optimal choice of β opt in Nitsche's method and our algebraic approach. The attained relative errors and convergence rates are summarized in Tables 7 and 8 respectively. Both approaches yield the asserted approximation rates ρ L 2 ≈ 1 and ρ H 1 ≈ 1 2 . For the relative errors we find an increase by a factor of 4 (see also Figure 6 ). Hence, the constant in this example is slightly better than in Example 3.
and the achieved relative errors on all levels agree rather well, compare Figure 6 . Example 4. In our last example we consider the smooth solution Table 9 . Relative errors e (4.1) and convergence rates ρ (4.2) using Nitsche's method with βopt for Example 4. u(x, y) = exp(4(x + y)) (4.5) of our model problem (4.3) for the sake of completeness on the domain Ω = (−1, 1) 2 with inhomogeneous Dirichlet boundary data g D = u| Γ D . Here we employ a higher order PPUM approach with p = 3; i.e., we use cubic polynomials as local approximation spaces V i = P 3 . Hence, the optimal rates attainable are ρ L 2 = 2 and ρ H 1 = The results obtained with Nitsche's approach using the optimal regularization parameter β opt are given in Table 9 . From these numbers we can clearly observed the anticipated convergence behavior with ρ L 2 = 2 and ρ H 1 = 3 2 . On level k = 7 our PPUM approximation yields the relative errors e L 2 = 2.978 −8 and e H 1 = 3.555 −6 . With our conforming algebraic boundary treatment we obtain the results given in Table 10 . Again, we can observe an optimal convergence with the rates ρ L 2 = 2 and ρ H 1 = 3 2 . On level k = 7 our PPUM approximation yields the relative errors e L 2 = 3.110 −8 and e H 1 = 3.672 −6 which are of the same quality as those attained by Nitsche's method using an optimal regularization, compare Figure 7 . Table 10 . Relative errors e (4.1) and convergence rates ρ (4.2) using the algebraic conforming boundary treatment for Example 4. 
Concluding Remarks
We presented an algebraic approach for the automatic construction of a direct splitting of a PPUM discretization space which allows for the conforming treatment of essential boundary conditions. The presented scheme is fully automatic and applicable to all PU-based methods provided that the employed PU satisfies the flat-top condition. There are no restrictions on the employed particle distribution nor on the employed local approximation spaces due to our construction. With the presented approach the implementation of essential boundary conditions in the meshfree PPUM is very simple and rather easy on the user: Every necessary operation is determined and completed automatically.
To our knowledge the PPUM with the proposed algebraic construction is the only meshfree or mesh-based method that allows for a conforming boundary treatment without any assumptions on the distribution of the discretization points or the employed basis functions.
