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Abstract—This paper analyzes statistical properties of the
Poisson line Cox point process useful in the modeling of vehicular
networks. The point process is created by a two-stage construc-
tion: a Poisson line process to model road infrastructure and
independent Poisson point processes, conditionally on the Poisson
lines, to model vehicles on the roads. We derive basic properties of
the point process, including the general quadratic position of the
points, the nearest distance distribution, the Laplace functional,
the densities of facets of the Cox-Voronoi tessellation, and the
asymptotic behavior of the typical Voronoi cell under vehicular
densification. These properties are closely linked to features that
are important in vehicular networks.
I. INTRODUCTION
In vehicular networks, both vehicle distribution and road
layout affect the communication performance. Spatial models
representing the motion of vehicles were proposed in [1], [2].
Later, the locations of vehicles on one road were modeled by
a Poisson point processes (PPP) on the line in [3], [4]. There,
the Laplace functional of PPP was leveraged to derive the
signal-to-interference-plus-noise ratio (SINR) and the average
throughput in such networks. In the Euclidean plane, a Poisson
line Cox point process was introduced in [5], where the
vehicles are on multiple roads, modeled by a Poisson line
process (PLP). Subsequently, Poisson line Cox point processes
were used to analyze vehicular networks in [6] and to analyze
heterogeneous cellular networks in [7]. In spite of its accurate
representation of the coupled structure of vehicles and roads
(Fig. 1), the Poisson line Cox point process was significantly
less utilized compared to the planar PPP, partly because only
a few analytical results are available.
The main aim of the present paper is to provide statistical
and analytical properties of the Poisson line Cox point process
model that are useful for the study of vehicular networks where
vehicles are transmitters. We present several mathematical
results on the Poisson line Cox point process, including the
nearest distance distribution, the Laplace functional (under the
stationary measure and under the Palm), the densities of facets
in the Cox-Voronoi tessellation, and the asymptotic shape
of the typical cell under vehicle densification. The results
provided in this paper are important to analyze vehicular
networks in general. For instance, the Cox-Voronoi tessellation
characterizes the association regions of vehicular transmitters
and therefore their facet densities allow one to assess the
amount of information exchanged over the association region.
Furthermore, similar to the work [3] where results on the
Laplace functional of PPP were used to derive the distribution
of the Shannon rate of the typical link, the presented results
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Fig. 1. Illustration of roads modeled by PLP Ψ (solid lines), vehicles modeled
by Poisson line Cox point process Φ (dots) and association regions modeled
by Voronoi tessellation with respect to (w.r.t.) Φ
on the nearest distance and the Laplace functional will be
useful to characterize the performance of vehicular networks,
in particular, to derive the distribution of interference and the
SINR distribution of the typical user [7].
II. SYSTEM MODEL FOR VEHICULAR NETWORKS
To model roads, we consider a PPP Ξ on the cylinder
set C := R×[0, pi) with intensity measure ΛΞ(dr dθ) =
λl drG(dθ). Each point (ri, θi)i∈Z of Ξ corresponds to a line
where the parameters ri and θi are the distance from the origin
to the line and the angle between the line and the x−axis
measured in a counterclockwise direction, respectively. The
collection of lines in the Euclidean plane is referred to as a
PLP Ψ and this line process is stationary [8]. Furthermore, if
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2G(dθ) = dθ/pi, the PLP is isotropic (Fig. 1 top); if G(dθ) =
0.5δ0 + 0.5δpi/2, the lines are horizontal and vertical (Fig. 1
bottom), which is referred to as the Manhattan PLP. This paper
considers G(dθ) = dθ/pionly. However, the techniques can be
easily extended to the Manhattan case.
Conditionally on the lines of Ψ, independent stationary
PPPs with intensity µ, denoted by {φ}, are created on the lines
to model vehicles on roads. The distance between two con-
secutive points on the same line hence follows the exponential
distribution with parameter µ. The PPPs on different lines are
assumed to be conditionally independent. The collection of
points is referred to as the Poisson line Cox point process Φ.
Fig. 1 illustrates a realization of Φ and its Voronoi tessellation.
III. RESULT
A. Stationarity, General Quadratic Position, and Facets
Lemma 1. Stationarity The distribution of Φ is translation
and rotation invariant.
See Appendix A for the proof.
Lemma 2. Density The density of Φ is µλl.
See Appendix B for the proof.
Lemma 3. General quadratic position With probability one,
no four points of Φ lie on a circle.
See Appendix C for the proof.
Recall the Voronoi cell of Xi w.r.t. Φ is V(Xi) = {x ∈
R2 /‖x−Xi‖ ≤ infYi∈Φ\Xi ‖x− Yi‖}, whereas the Voronoi
tessellation w.r.t. Φ is the collection of the Voronoi cells,
V = ∪Xi∈Φ V(Xi) [8]. Fig 1. illustrates the Cox-Voronoi
tessellation. The tessellation is comprised of random objects
such as vertices, edges, and 2-dimensional facets. They are
referred to as the (0, 1, 2)-facets of the tessellation and are
point processes in the space of random closed set [9].
Proposition 1. Density of vertices, edges, and faces The
densities of the (0,1,2)-facets of the Cox-Voronoi tessellation
are λ(0) = 2µλl, λ(1) = 3µλl, λ(2) = µλl, respectively.
See Appendix D for the proof.
Remark 1. The PPP was extensively utilized to model cellular
networks. Its Voronoi tessellation represents the coverage
regions of base stations when each user is associated with the
closest base station. Similarly, the Cox-Voronoi tessellation in
this paper characterizes the association region of vehicular
transmitters. Note that the Cox-Voronoi tessellation is qual-
itatively very different from the Poisson-Voronoi tessellation
created by a planar PPP. For more on this qualitative differ-
ence, See Section III-C.
In the following, we analyze the nearest distance distribution
and the Laplace functional under the stationary and under the
Palm distribution. The analysis is based on Palm calculus:
under the Palm distribution of Φ, one finds the typical vehicle
at the origin and the typical road containing the origin.
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Fig. 2. Distance distribution from a typical point to its nearest vehicle
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Fig. 3. Distance distribution from a typical point to its nearest vehicle
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Fig. 4. Distance distribution from a typical vehicle to its nearest vehicle
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Fig. 5. Distance distribution from a typical vehicle to its nearest vehicle
B. Nearest Distance Distribution and Laplace Functional
Lemma 4. Nearest distance distribution The distribution of
the distance from an arbitrary point in the Euclidean plane to
the nearest point of Φ is given by
P(R < r) = 1− e−2λl
∫ r
0
1−e−2µ
√
r2−u2 du. (1)
Under the Palm distribution, it is given by
P(R < r) = 1− e−2µr−2λl
∫ r
0
1−e−2µ
√
r2−u2 du. (2)
Proof: Using the stationarity of Φ, we have
P(R ≥ r) (a)= EΦ
[ ∏
Xk∈Φ
1‖Xk‖>r
]
(b)
= EΨ
∏
i∈Z
Eφi
∏
j∈Z
1‖Xi,j‖>r
∣∣∣∣∣∣Ψ

(c)
= EΨ
[∏
i∈Z
P
(
‖Xi,0‖ ∧ ‖Xi,1‖ ≥
√
r2 − r2i
)]
(d)
= EΨ
[∏
i∈Z
exp
(
−2µ
√
r2 − |ri|2
)
1−r<ri<r
]
= exp
(
−2λl
∫ r
0
1− e−2µ
√
r2−u2 du
)
,
where x∧y denotes the minimum of x and y. We have (a) from
the fact that all points of Φ are at distance more than r and
(b) by conditioning on Ψ and writing point Xk as Xi,j , where
index i means the line on which Xk is located. We have (c)
when denoting by Xi,0 and Xi,1 the two nearest points of Φ on
line i that are on the opposite sides around the closest point
from the origin on line i. Finally, (d) follows from the fact
that the minimum of two exponential random variables with
parameter µ is an exponential with parameter 2µ. Applying
the Laplace transform of the PPP [8] gives the result.
Note that, under the Palm distribution, the nearest distance
is given by minimum of (A) the distance from the typical
vehicle to the nearest point on the typical line and (B) the
distance given in Eq. (1). Since (A) follows an exponential
distribution with parameter 2µ, the nearest distance under the
Palm is obtained.
The exactness of the derived lemma is illustrated in Figures
2-5. To empirically verify the derived analytical result, large-
scale system simulation is designed to empirically evaluate
the distance from the origin to the nearest point. These figures
clearly demonstrate that the analytical formulas are correct
and accurate. To minimize edge-effect in a finite simulator,
simulations are designed in a disk of radius 5. Interestingly,
as Figure 3 shows, an increase of the linear density of
vehicles, namely µ, has a diminishing impact on the distance
distribution function. This occurs because the distance to the
vehicle is strictly lower bounded by the distance to the road.
For instance, even when µ is infinity, the distance to the nearest
vehicle is given by the distance to the nearest line, which is
distributed according to an exponential random variable with
parameter 2λl.
Remark 2. Under the Palm probability, there exists a typical
vehicle and a typical line at the origin. Therefore, the distance
from the origin to a vehicle is interpreted into the distance
from a typical vehicle to its nearest vehicle. Figures 4 and
5 illustrate the distance from a typical vehicle to the nearest
vehicle. By comparing Figures 4 and 5 to their counterparts,
Figures 2 and 3, it is very clear that under the Palm distri-
bution, higher distribution functions are acquired. It happens
because the existence of a vehicle at the origin allows a typical
road and the points on the typical road increase the chance of
having a shorter distance. In other words, the distance from
the typial vehicle stochastically dominates the distance from
the origin.
Lemma 5. Laplace functional Consider a function f :
R2× → [0, 1]. The Laplace functional of the Poisson line Cox
point process is given by Eq. (3). If f is radially symmetric,
then the Laplace functional is given by Eq. (4). Under the Palm
distribution, it is given by Eqs. (5), and (6), respectively.
Proof: The Laplace functional is given by
L(f) =EΦ
[
e
−∑Xi,j∈Φ f(Xi,j)]
(a)
= EΨ
∏
i∈Z
Eφi
∏
j∈Z
e−f(Xi,j)
∣∣∣∣∣∣Ψ

(b)
= EΨ
[∏
i∈Z
exp
(
−µ
∫
R
(
1− e−g˜(i,t)
)
dt
)]
(c)
= exp
(
−λl
pi
∫
R
∫ pi
0
1− e−µ
∫
R1−e−h˜(r,θ,t) dtdθ dr
)
,
where
g˜(i, t) = f(t cos(θi)− |ri| sin(θi), t sin(θi) + |ri| cos(θi)),
h˜(r, θ, t) = f(t cos(θ)− |r| sin(θ), t sin(θ) + |r| cos(θ)).
To obtain (a), we condition with respect to the PLP; to get (b)
and (c), the Laplace functionals of PPPs are used.
4L(f) = exp
(
−2λl
pi
∫ ∞
0
∫ pi
0
1− exp
(
−2µ
∫ ∞
0
1− e−f(t cos(θ)−r sin(θ),t sin(θ)+r cos(θ)) dt
)
dθ dr
)
. (3)
L(f˜) = exp
(
−2λl
∫ ∞
0
1− exp
(
−2µ
∫ ∞
0
1− e−f˜(
√
t2+r2) dt
)
dr
)
. (4)
If f(·) is radially symmetric, f(x, y) ≡ f˜(
√
x2 + y2), the
Laplace functional is given by
L(f˜) = EΨ
[∏
i∈Z
exp
(
−µ
∫
R
1− e−f˜(r2i+t2) dt
)]
= exp
(
−λl
pi
∫
R
1− e−µ
∫
R 1−e−f˜(r
2+t2) dt dr
)
.
Under the Palm distribution, the Laplace functional Lˆ(f) is
Lˆ(f) = EΦ
[
e
−∑Xi,j∈Φ f(Xi,j)−∑X0,j∈φ0 f(X0,j)]
= L(f)E
[
e
∑
X0,j∈φ0
f(X0,j)
]
= L(f)
∫ pi
0
pi−1e−µ
∫
R 1−e−f(t cos(θ),t sin(θ)) dt dθ, (5)
(a)
= L(f)e−µ
∫
R 1−e−f˜(t) dt (6)
because the points on the typical line containing the origin
are independent of Φ. We have (a) only if f(·) is radially
symmetric.
The Laplace functional and its Palm version allow us to
analyze vehicular networks under two different perspectives
as explained in the following remark.
Remark 3. If f(x, y) = (x2 + y2)−α2 , the Laplace functional
in Eq. (4) becomes the Laplace of the total interference seen by
an arbitrary point of the Euclidean plane, when the received
signal power attenuates according to the distance-based path
loss function f(x, y).
Furthermore, if one wants to capture the interference seen
by an arbitrary vehicle, the Palm version of the Laplace
functional yields the desired result.
C. Asymptotic Shape of the Typical Voronoi Cell
The typical Voronoi cell is the Voronoi cell of the origin
under the Palm distribution of Φ, [10]. Under the Palm
distribution, the typical point is located at the origin and the
typical line contains the origin. Below, we provide a new
numbering of the points of Φ seen from the origin. Since Φ is
rotation invariant, we can assume, without loss of generality,
that the typical line is the x-axis. Then, note that the x-axis
dissects the Euclidean space into an upper half plane H+ and
a lower half plane H−. Let us imagine a ball in H+ tangent
to the x-axis at the origin and grow its radius. The first point
at which it meets another line is denoted by X˜1,0. Similarly,
imagine a ball in H− tangent to the x-axis at the origin and
grow its radius. The first point at which it meets another line is
denoted by X˜−1,0. This method defines all points X˜i,0 for all
i ∈ Z . The line containing X˜i,0 is denoted by li. Subsequently,
for the points on each line li, we again use the well-known
convention: around X˜i,0, the points on its right are denoted
by Xi,1, Xi,2, Xi,3, . . . and the points on its left are denoted
by Xi,0, Xi,−1, Xi,−2 . . ..1
Theorem 1. Convergence of the typical cell As µ → ∞,
the typical Cox-Voronoi cell converges to a segment almost
surely (a.s.) in the sense of the Fell topology. The segment is
contained in the y-axis. Its positive and negative parts follow
independent exponential distributions with parameter 2λl.
Proof: In order to show the covergence in the space of
random closed set, we use the Painleve´-Kuratowski conver-
gence [10, Def. 5.5.1]. The typical cell V(0) is defined by
V(0) =
⋂
k,l∈Z2 \{0,0}
{y ∈ R2 /‖y‖ ≤ ‖y −Xk,l‖},
=
⋂
k,l∈Z2 \{0,0}
Hk,l(µ)
=
⋂
l≥+1
H0,l(µ)
⋂
l≤−1
H0,l(µ)
⋂
k∈Z \{0},l∈Z
Hk,l(µ)
= H0,−1(µ)
⋂
H0,1(µ)
⋂
k∈Z \{0},l∈Z
Hk,l(µ)
= P0(µ)
⋂
k∈Z \{0},l∈Z
Hk,l(µ), (7)
where Hk,l(µ) denotes the half plane associated with Xk,l. To
obtain Eq.(7), we use
∩l≥1 H0,l(µ) = H0,1(µ) and ∩l≤−1 H0,l(µ) = H0,−1(µ).
Below, we use a coupling where the PPP for µ′ > µ is obtained
by adding an independent PPP of intensity µ′ − µ to the PPP
of intensity µ. Since X0,1 and X0,−1 tend monotonically to
the origin a.s. as µ → ∞, we have P0(µ) ↓ Y , the y-axis
where we denote by An ↓ A, the fact that sequence of sets
An decreases to the set A. Hence, limµ→∞ P0(µ) = Y in the
Fell sense [11, Cor. 3]. Moreover, since X1,0 and X1,1 tend
monotonically to X˜1,0 a.s., we have
{Y ∩H1,0(µ)}µ ↓ Y ∩ H˜1,0, (8)
{Y ∩H1,1(µ)}µ ↓ Y ∩ H˜1,0, (9)
where H˜1,0 is the half plane generated by X˜1,0. Figure 6
illustrates the sets in question. More generally, ∀k ≥ 1
{Y ∩Hk,0(µ)}µ ↓ Y ∩ H˜k,0, (10)
{Y ∩Hk,1(µ)}µ ↓ Y ∩ H˜k,0. (11)
1The above numbering is handy to characterize the typical cell but does
not produce a unique numbering; note that each Cox point has two sets of
indexes since every line is eventually met twice by balls in H+ and H−,
respectively.
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Fig. 6. Half planes associated with two Cox points and the nearest points to
the origin on line l1, respectively.
On the other hand, for all k ≥ 1, the following relations hold
Y ∩ H˜1,0 ⊆ Y ∩k≥1 H˜k,0, (12)
Y ∩ H˜k,0 ⊆ Y ∩l 6=0,1 Hk,l. (13)
Using An ↓ A and Bn ↓ B, lim(An ∩Bn) = A∩B [11, Cor.
3] and Eqs. (8)-(13), we have the following a.s. convergence
lim
µ→∞P0(µ)
⋂
k≥1,l∈Z
Hk,l = Y ∩ H˜1,0. (14)
By similar arguments, we have
lim
µ→∞P0(µ)
⋂
k≤−1,l∈Z
Hk,l = Y ∩ H˜−1,0. (15)
Hence, combining Eq. (14) and (15) gives
lim
µ→∞V(0) = Y ∩ H˜1,0 ∩ H˜−1,0 = S. (16)
As a result, V(0) a.s. converges to a one-dimensional segment
in the Fell topology, given by the intersections of a line Y
and two half planes, H˜0,−1 and H˜0,1, respectively. Moreover,
| S | = | S+ |+ | S− | = |Y ∩ H˜1,0 ∩H+|+ |Y ∩ H˜−1,0 ∩H−|.
P(| S+ | = l) = P(interior of Ψ ∩B(0,l)(l) is empty )
= P(Ψ(Cl) = 0)
= 1− exp
(
−λl
pi
∫ pi
0
∫ l(cos(2θ)+1)
l(cos(2θ)−1)
dr dθ
)
= 1− exp(−2λll),
where we use the fact that the ball centered at (0, l) with
radius l, B(0,l)(l), corresponds to Cl := l(cos(2θ) − 1) ≤
r ≤ l(cos(2θ) + 1) for θ ∈ (0, pi). Therefore, S+ follows
an exponential with parameter 2λl. Similarly, S− follows an
independent exponential with parameter 2λl. Consequently,
| S | follows an Erlang distribution with parameters (2, 2λl).
Remark 4. The above quantification of the Cox-Voronoi cell
in the asymptotic regime is interesting since the densification
of transmitters is a key enabler for 5G cellular networks.
Contrary to the Poisson-tessellation where densifying Poisson
transmitters does not alter the shape of the association region
(the shape of typical Poisson-Voronoi cell is scale invariant), in
vehicular networks, the densification of transmitters produces
completely new association regions, thin rectangles.
IV. CONCLUSION
This paper presents properties of the Poisson line Cox point
process seen as a spatial model of vehicular networks. We
show that the point process is in general quadratic position.
We give the nearest distance distribution and the Laplace
functional of the point process, including under the Palm
distribution. In particular, we prove that as µ → ∞ the
typical Cox-Voronoi cell almost surely converges to a segment
whose length is given by an Erlang distribution with parameter
(2, 2λl). The results presented in this paper can be used to
quantify the performance of new wireless architectures based
on vehicular transmitters located on a random road network.
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APPENDIX A
Φ =
∑
i φi where φi is a PPP of intensity µ on the line
l(ri, θi). Then, shifting by t = (v, w) ∈ R2 in the Euclidean
plane is associated with the shear (ri, θi) → (ri + d sin(α −
θi), θi) ∈ C with d =
√
v2 + w2 and α = tan−1(w/v) [8,
6Sec. 8.2.2]. Then, for all B ∈ R2, the Laplace transform of
Φ(B + t) is
LΦ(B+t)(s) = E
[
exp
(
−s
∫
B+t
Φ(dx)
)]
= E
[
exp
(
−s
∫
B
StΦ(dx)
)]
= E
[
E
[∏
i
e−s
∫
B
Stφi(dx)
∣∣∣∣∣Ψ
]]
= E
[
E
[∏
i
e−µs·`(B∩l(ri+d sin(α−θi),θi))
∣∣∣∣∣Ψ
]]
,
where St denotes the shift operator on point process. Since the
length `(·) is left invariant by the shear, we have LΦ(B+t)(s) ≡
LΦ(B)(s). Rotation invariance of Φ can be proved similarly.
APPENDIX B
Let B0(1) denotes a ball of radius 1 centered at 0. Since
the point process is stationary, its intensity is given by
E [Φ(B0(1))]
(a)
= EΨ
[∑
i∈Z
E
[
φl(ri,θi) ∩B0(1)
]∣∣∣∣∣Ψ
]
(b)
= EΨ
[∑
i∈Z
µ · length (l(ri, θi) ∩B0(1))
]
(c)
= EΨ
[∑
i∈Z
µ · 2
√
12 − r2i
]
(d)
= µ
∫ 1
−1
∫ pi
0
2
√
1− r2λl
pi
dr dθ = µλlpi,
where we have (a) from conditioning on Ψ, (b) from the fact
that the number of the PPP on a line is a Poisson random
variable with mean µ times the length of interval, (c) from
the length of the arc that the line l(ri, θi) creates, and (d)
from Campbell’s mean value formula [8].
APPENDIX C
Let A denote the event that four points lie in the same
circle, namely {∃X,Y, Z,W/‖X − a‖ = ‖Y − a‖ =
‖Z − a‖ = ‖W − a‖, 6= X,Y, Z,W} where 6= X,Y, Z,W
means X,Y, Z,W are not the same. Due to stationarity,
A = {X,Y, Z,W/‖X‖ = ‖Y ‖ = ‖Z‖ = ‖W‖, X, Y, Z,W}.
Let 1·,·,·,· denote the combination of four points distributed
on four lines. For instance, 11,1,1,1 denotes four points are on
different lines, 12,2 denotes two points are on one line and the
two other points are on another line. Since we consider only
four points, there exist at most five different combinations.
The probability P(A) is upper bounded by
P(A)≤E
∑
X,Y,Z,W∈Φ
1A (11,1,1,1 + 11,1,2 + 11,3 + 12,2 + 14)
(a)
≤ E
∑
1A11,1,1,1 +E
∑
1A11,1,2 +E
∑
12,2,
where (a) is given by the fact that 1A11,3 = 1A14 = ∅.
In addition, we have
E
 ∑
X,Y,Z,W∈Φ
1A 12,2

(b)
= E
∫
(C)2
∑
{X,Y }∈l1
∑
{Z,W}∈l2
1A Ξ
(2)(rθ, r′θ′)

= E
λ2l
pi2
∫
(C)2
 ∑
{X,Y }∈l1
∑
{Z,W}∈l2
1A
d(rθ) d(r′θ′)

(c)
=E
[
λ2l
pi2
∫
(C)2
(∫
(R2)2
1A d
2(xy) d2(zw)
)
d(rθ) d(r′θ′)
]
= 0,
where (b) is obtained by using the reduced second order
moment measure of Ξ [10] and by writing two distinct lines as
l1 = l1(r, θ) and l2 = l2(r′, θ′). Since the Lebesgue measure
of the set A is zero, we have (c).
Using the same technique, we have
E
 ∑
X,Y,Z,W
1A 11,1,2
 = 0 , E
 ∑
X,Y,Z,W
1A 11,1,1,1
 = 0,
by using the following facts:∑
X∈l1
∑
Y ∈l2
∑
Z,W∈l3
1A =
∫
R23
1A dxdy dz = 0,
∑
X∈l1
∑
Y ∈l2
∑
Z∈l3
∑
W∈l4
1A =
∫
(R2)4
1A dxdy dz dw = 0.
APPENDIX D
Let Φ(0),Φ(1), and Φ(2) denote the vertices, edges, and faces
of the Cox-Voronoi tessellation, respectively. Let λ(0), λ(1),
and λ(2) denote their densities, respectively. Then, imagine a
translation-invariant directed graph G on Φ(0) + Φ(2) whose
edges are directed from Φ(0) toward Φ(2). Then, the mean
out-degree and the mean in-degree of the typical point of
Φ(0) +Φ(2) should be the same due to the mass transportation
principle (MTP) [12]. Therefore, we have
EG(0+) =
3λ(0)
λ(0) + λ(2)
MTP
= EG(0−) =
Cλ(2)
λ(0) + λ(2)
, (17)
where C is an unknown constant giving the number of edges
of G directed from vertices to centroids, 2-dimensional facets.
Similarly, suppose an invariant directed graph G′ on Φ(1) +
Φ(2) where edges are directed from Φ(1) to Φ(2). Then, MTP
gives
EG′(0+) =
2λ(1)
λ(1) + λ(2)
MTP
= EG′(0−) =
Cλ(2)
λ(1) + λ(2)
. (18)
Finally, incorporating Eqs. (17)-(18) with Euler’s formula for
planar graphs, λ(0) − λ(1) + λ(2) = 0, completes the proof.
