Stabilisation de la formule des traces tordue V: int\'egrales orbitales
  et endoscopie sur le corps r\'eel by Waldspurger, Jean-Loup
ar
X
iv
:1
40
4.
24
02
v1
  [
ma
th.
RT
]  
9 A
pr
 20
14
Stabilisation de la formule des traces tordue V :
inte´grales orbitales et endoscopie sur le corps re´el
J.-L. Waldspurger
2 avril 2014
La stabilisation de la formule des traces tordue ne´cessite quelques travaux pre´liminaires.
Voici l’un d’eux. Dans deux articles pre´ce´dents ([II] et [III]), on a traite´ des inte´grales
orbitales ponde´re´es et de leur stabilisation, le corps de base e´tant local non-archime´dien.
On conside`re ici la meˆme question, le corps de base e´tant cette fois re´el. Quelles sont
les diffe´rences ? De temps en temps, on doit faire un peu plus de topologie que sur un
corps local non-archime´dien. En effet, dans le cas re´el, les distributions sont des formes
line´aires continues sur des espaces de fonctions. Cette continuite´ est essentielle et inter-
vient dans la plupart des de´monstrations. Mais ceci n’induit gue`re de changement dans
la structure des preuves. Il y a une diffe´rence beaucoup plus perturbante. Utilisons les
notations des articles pre´cedents : G est un groupe re´ductif connexe de´fini sur un corps
local F , G˜ est un espace tordu sous G et a est un e´le´ment de H1(WF ;Z(Gˆ)) dont se
de´duit un caracte`re ω de G(F ). On de´finit l’espace Dge´om(G˜(F ), ω) des distributions
ω-e´quivariantes a` support contenu dans un nombre fini de classes de conjugaison. On
note Dorb(G˜(F ), ω) le sous-espace engendre´ par les inte´grales orbitales. Si F est non-
archime´dien, ces deux espaces sont e´gaux. Dans le pre´sent article, on a F = R et ces
deux espaces ne sont plus du tout e´gaux. Pour un espace de Levi M˜ , on de´finit a` la suite
d’Arthur les inte´grales orbitales ponde´re´es tordues et leurs variantes ω-e´quivariantes.
On peut conside´rer ces dernie`res comme des formes biline´aires (γ, f) 7→ IG˜
M˜
(γ, f), ou`
f appartient a` C∞c (G˜(R)) et γ appartient a` Dorb(M˜(R), ω). La de´finition ne s’e´tend
pas de fac¸on simple a` γ ∈ Dge´om(M˜(R), ω). Quand on veut ”stabiliser” ces inte´grales,
on est conduit a` transfe´rer les distributions γ. Conside´rons une donne´e endoscopique
M′ = (M ′,M′, ζ˜) de (M, M˜, a). Supposons que l’on soit dans une situation simple ou` le
recours a` des donne´es auxiliaires ne soit pas ne´cessaire. On peut alors de´finir un transfert
Dstge´om(M˜
′(R))→ Dge´om(M˜(R), ω),
ou` Dstge´om(M˜
′(R)) est le sous-espace des e´le´ments de Dge´om(M˜
′(R)) qui sont stables. No-
tons de meˆme Dstorb(M˜
′(R)) le sous-espace des e´le´ments de Dorb(M˜
′(R)) qui sont stables.
Comme le montre un exemple duˆ a` Magdy Assem (je remercie Kottwitz de me l’avoir
indique´), le transfert n’envoie pas en ge´ne´ral l’espace Dstorb(M˜
′(R)) dans Dorb(M˜(R), ω).
Les constructions que l’on a faites en [II] sur un corps local non-archime´dien s’effondrent
si on se limite aux espaces Dorb. La me´thode utilise´e par Arthur pour re´soudre ce
proble`me consiste a` ge´ne´raliser la de´finition des inte´grales IG˜
M˜
(γ, f) aux e´le´ments γ de
Dge´om(M˜(R), ω) tout entier, cf. [A1]. Nous utilisons une autre me´thode. Dans un premier
temps, on se limite aux e´le´ments de Dge´om(M˜(R), ω) dont le support est forme´ d’e´le´ments
γ ∈ M˜(R) qui sont G˜-e´quisinguliers, c’est-a`-dire tels queMγ = Gγ . Pour de tels e´le´ments,
1
il est facile d’e´tendre la de´finition des termes IG˜
M˜
(γ, f). La the´orie, restreinte a` ces distri-
butions, est alors tre`s semblable a` celle du cas non-archime´dien. C’est l’objet de la section
1. Pour traiter les distributions a` support quelconque, on de´finit par re´currence un espace
Dtr−orb(M˜(R), ω), cf. section 2. C’est grosso-modo l’espace engendre´ par Dorb(M˜(R), ω)
et par les images par transfert endoscopique d’espaces Dsttr−orb(M˜
′(R)) quand M′ par-
court toutes les donne´es endoscopiques de (M, M˜, a). Cette de´finition assure que ces
espaces sont ”stables par transfert”, en un sens assez clair. Le point est de montrer que
l’on peut e´tendre la de´finition des termes IG˜
M˜
(γ, f) aux e´le´ments γ ∈ Dtr−orb(M˜(R), ω).
On e´nonce pre´cise´ment en 2.4 toutes les proprie´te´s que ces termes doivent ve´rifier. Les
preuves, dont le seul inte´reˆt est d’exister, sont l’objet des sections 3, 4 et 5. En gros, on
montre que les termes IG˜
M˜
(γ, f) peuvent eˆtre de´finis par un proce´de´ de limite similaire
a` celui qu’utilise Arthur pour les de´finir dans le cas ou` γ est une inte´grale orbitale a`
support singulier. En fait, dans le cas ge´ne´ral, on ne me`ne a` bien ce programme qu’en
admettant une hypothe`se. Celle-ci est l’assertion principale de la stabilisation, a` savoir
l’e´galite´ IG˜,E
M˜
(γ, f) = IG˜
M˜
(γ, f) quand γ est une inte´grale orbitale a` support fortement G˜-
re´gulier. A ce gros proble`me de de´finition pre`s, les preuves sont tre`s similaires a` celles du
cas non-archime´dien. On ne les reprendra que rapidement. Le point qui nous inte´ressera
surtout sera de ve´rifier que l’on ne sort jamais d’espaces pour lesquels tous les termes
sont de´finis. On obtient les meˆmes re´sultats qu’en [III], c’est-a`-dire que tous les re´sultats
espe´re´s re´sultent de l’assertion principale e´voque´e ci-dessus. Comme on vient de le dire,
la diffe´rence est que non seulement les re´sultats eux-meˆmes de´pendent de l’assertion
principale mais meˆme la de´finition de certains termes en de´pend. Toutefois, on obtient
des de´finitions et re´sultats non conditionnels dans le cas ou` G est quasi-de´ploye´, G˜ est a`
torsion inte´rieure et a = 1. Dans ce cas, on montre par la meˆme me´thode qu’en [III] que
l’assertion principale est conse´quence des re´sultats d’Arthur.
Supposons (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. L’inte´reˆt des constructions
des paragraphes 2 a` 5 est que le germe en a = 1 de la fonction a 7→ IG˜
M˜
(aγ, f) appartient
a` un espace de germes que l’on controˆle bien. C’est ce qui nous permet d’obtenir les
re´sultats voulus. Toutefois, pour certaines applications ulte´rieures, la de´finition qu’elles
nous fournissent de IG˜
M˜
(γ, f) n’a pas la meilleure forme possible. Il s’ave`re que l’on aura
besoin d’une autre approximation de cette inte´grale, que nous e´tablissons dans la section
6. Dans cette nouvelle approximation, on perd sur l’espace des germes de fonctions en
a, qui est moins controˆlable. Par contre, il n’intervient plus dans la formule que des
inte´grales IG˜
L˜
(γL˜(a), f), ou` γL˜(a) est une distribution sur L˜(R) a` support G˜-e´quisingulier.
On obtient ainsi une approximation de IG˜
M˜
(γ, f) par de telles inte´grales.
Dans la dernie`re section, on dira quelques mots du cas ou` le corps de base n’est plus
R mais C.
1 Inte´grales orbitales ponde´re´es
1.1 La situation
Dans cet article, le corps de base est R. On conside´rera soit un triplet (G, G˜, a) comme
en [IV] 1.1, soit un ”K-triplet” (KG,KG˜, a) comme en [I] 1.11. Dans le premier cas, on
fixe un espace de Levi minimal M˜0 de G˜ et un sous-groupe compact maximal K de G(R)
en bonne position relativement a` M0. Dans le second, on e´crit KG˜ = (G˜p)p∈Π. Pour
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tout p ∈ Π, on fixe un espace de Levi minimal M˜p,0 de G˜p et un sous-groupe compact
maximal Kp de Gp(R) qui soit en bonne position relativement a` Mp,0. On de´finit le
K-espace de Levi minimal KM˜0 de KG˜ et l’ensemble L(KM˜0) comme en [I] 3.5. On
notera symboliquement K = (Kp)p∈Π. D’une fac¸on ge´ne´rale, on simplifie la notation en
supprimant la lettre K de KG˜ pour les objets inde´pendants de p ∈ Π, par exemple on
pose dim(G) = dim(Gp) pour tout p.
On raisonne par re´currence sur dim(GSC). Pour de´montrer une assertion concernant
un triplet (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure, on suppose connues toutes
les assertions concernant des triplets quasi-de´ploye´s et a` torsion inte´rieure (G′, G˜′, a′)
tels que dim(G′SC) < dim(GSC). Pour de´montrer une assertion concernant un triplet
(G, G˜, a) qui n’est pas quasi-de´ploye´ et a` torsion inte´rieure, on suppose connues toutes les
assertions concernant des triplets quasi-de´ploye´s et a` torsion inte´rieure (G′, G˜′, a′) tels que
dim(G′SC) ≤ dim(GSC), ainsi que toutes les assertions concernant un triplet (G
′, G˜′, a′)
quelconque tel que dim(G′SC) < dim(GSC). Si une assertion concerne un espace de Levi
M˜ de G˜, on suppose connues toutes les assertions concernant le meˆme triplet (G, G˜, a) et
un espace de Levi L˜ ∈ L(M˜) tel que L˜ 6= M˜ . Pour de´montrer une assertion concernant un
K-triplet (KG,KG˜, a), on suppose connues toutes les assertions concernant des triplets
quasi-de´ploye´s et a` torsion inte´rieure (G′, G˜′, a′) tels que dim(G′SC) ≤ dim(GSC) et toutes
les assertions concernant des K-triplets (KG′, KG˜′, a) tels que dim(G′SC) < dim(GSC)
(c’est-a`-dire que, pour nous, la notion de K-triplet quasi-de´ploye´ et a` torsion inte´rieure
n’existe pas). Si une assertion concerne un K-espace de Levi KM˜ ∈ L(KM˜0), on suppose
connues toutes les assertions concernant le meˆme triplet (KG,KG˜, a) et un K-espace de
Levi KL˜ ∈ L(KM˜) tel que KL˜ 6= KM˜ .
1.2 L’application φ
M˜
Jusqu’en 1.7, on conside`re un triplet (G, G˜, a). Soit M˜ ∈ L(M˜0). En [W1] 6.4, on a
de´fini, en suivant Arthur, une application φM˜ qui, dans le cas qui nous occupe ou` le corps
de base est R, n’e´tait de´finie que sur l’espace C∞c (G˜(R), K) des fonctions K-finies. Cela
parce que l’on utilisait le the´ore`me de Paley-Wiener de Delorme-Mezo, qui s’applique
a` ces fonctions. En utilisant le the´ore`me de Renard, cf. [IV] 1.4, on va e´tendre cette
application a` tout C∞c (G˜(R)). Pour simplifier, on fixe des mesures de Haar sur tous les
groupes qui apparaissent.
Notons C∞ac (G˜(R)) l’espace des fonctions f : G˜(R)→ C telles que, pour toute fonction
b ∈ C∞c (AG˜), la fonction f(b ◦ HG˜) : γ 7→ b(HG˜(γ))f(γ) appartienne a` C
∞
c (G˜(R)).
Conside´rons l’immense produit
P = C∞c (G˜(R))
C∞c (AG˜).
Ses e´le´ments sont les familles (φb)b∈C∞c (AG˜), ou` φb ∈ C
∞
c (G˜(R)) pour tout b. L’espace
C∞c (G˜(R)) e´tant muni de la topologie usuelle, on munit P de la topologie produit.
Notons P le sous-espace de P forme´ des familles (φb)b∈C∞c (AG˜) telles que, pour tous
b, b′ ∈ C∞c (AG˜), on ait l’e´galite´
φb(b
′ ◦HG˜) = φb′(b ◦HG˜).
On ve´rifie que c’est un sous-espace ferme´ de P et on le munit de la topologie induite. On
a une application line´aire
C∞ac (G˜(R)) → P
f 7→ (f(b ◦HG˜))b∈C∞c (AG˜)
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On ve´rifie qu’elle est injective et que son image est P . On munit C∞ac (G˜(R)) de la topo-
logie pour laquelle cette application devient un home´omorphisme de cet espace sur P .
Concre`tement, un voisinage de 0 dans C∞ac (G˜(R)) est un sous-ensemble U pour lequel
il existe un nombre fini d’e´le´ments b1, ..., bn ∈ C
∞
c (AG˜) et, pour tout i, un voisinage Ui
de 0 dans C∞c (G˜(R)) de sorte que U contienne les f ∈ C
∞
ac (G˜(R)) tels que, pour tout i,
f(bi ◦HG˜) appartienne a` Ui.
On ve´rifie que, pour tout γ ∈ G˜(R), l’inte´grale orbitale f 7→ IG˜(γ, ω, f) se prolonge en
une forme line´aire continue sur C∞ac (G˜(R)). De meˆme, pour un espace de Levi M˜ ∈ L(M˜0),
pour une ω-repre´sentation tempe´re´e π˜ de M˜(R) (de longueur finie) et pour X ∈ AM˜ ,
l’application f 7→ J G˜
M˜
(π˜, X, f) de´finie en [W1] 6.4 se prolonge en une forme line´aire
continue sur C∞ac (G˜(R)).
Modifiant la de´finition que l’on avait donne´e en [W1] 6.4, on note Iac(G˜(R), ω) le quo-
tient de C∞ac (G˜(R)) par le sous-espace des f ∈ C
∞
ac (G˜(R)) telles que I
G˜(γ, ω, f) = 0 pour
tout γ fortement re´gulier. On voit que ce sous-espace est ferme´ et on munit le quotient
de la topologie quotient. On peut de´finir des espaces IP et IP en remplac¸ant dans les
de´finitions de P et P les espaces C∞c (G˜(R)) par I(G˜(R), ω). On ve´rifie qu’une applica-
tion analogue a` celle construite ci-dessus identifie home´omorphiquement Iac(G˜(R), ω) a`
IP . Remarquons que, pour toute ω-repre´sentation de longueur finie π˜ de G˜(R) et pour
tout X ∈ AG˜, la forme line´aire f 7→ I
G˜(π˜, X, f) sur C∞ac (G˜(R)) se factorise en une forme
line´aire continue sur Iac(G˜(R), ω). Cela re´sulte de la locale inte´grabilite´ des caracte`res.
Proposition. Soit M˜ ∈ L(M˜0). Il existe une unique application line´aire continue
C∞ac (G˜(R)) → Iac(M˜(R), ω)
f 7→ φM˜(f)
telle que, pour tout f ∈ C∞ac (G˜(R)), pour toute ω-repre´sentation tempe´re´e et de longueur
finie π˜ de M˜(R) et pour tout X ∈ AM˜ , on ait l’e´galite´
IM˜(π˜, X, φM˜(f)) = J
G˜
M˜
(π˜, X, f).
Remarque. Comme toujours, il est plus canonique de voir l’application φM˜ comme
une application line´aire de C∞ac (G˜(R))⊗Mes(G(R)) dans Iac(M˜(R)⊗Mes(M(R)).
Preuve. On reprend la de´monstration donne´e en [W1] 6.4, en supprimant des conju-
gaisons complexes inopportunes. Fixons un sous-ensemble compact C˜ de G˜(R) et notons
C∞(C˜) le sous-espace des fonctions f ∈ C∞c (G˜(R)) telles que Supp(f) ⊂ C˜. Appelons
semi-norme pour C˜ toute fonction α : C∞(C˜) → R≥0 telle qu’il existe un nombre fini
d’ope´rateurs diffe´rentiels D1,...,Dm sur G˜(R) invariants par translations a` gauche de sorte
que, pour tout f ∈ C∞(C˜), on ait l’e´galite´
α(f) =
∑
i=1,...,m
supγ∈C˜ |(Dif)(γ)|.
On va commencer par e´tablir l’existence d’une application line´aire
C∞(C˜) → Iac(M˜(R), ω)
f 7→ φM˜(f)
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ve´rifiant les proprie´te´s de l’e´nonce´. Soient f ∈ C∞(C˜) et b ∈ C∞c (AM˜). Pour une ω-
repre´sentation tempe´re´e et de longueur finie π˜ de M˜(R), posons
ϕf,b(π˜) =
∫
AM˜
J G˜
M˜
(π˜, X, f)b(X) dX.
Par inversion de Fourier, on a l’e´galite´
ϕf,b(π˜) =
∫
iA∗
M˜
J G˜
M˜
(π˜λ, f)bˆ(−λ) dλ,
ou`
bˆ(λ) =
∫
AM˜
b(X)e<X,λ> dX.
Fixons Q˜ = L˜UQ ∈ F
M˜(M˜0). Pour tout τ ∈ Eell,0(L˜, ω), on de´finit une fonction ϕf,b,τ
sur A∗
L˜,C
par
ϕf,b,τ (ν) = ϕf,b(Ind
M˜
Q˜
(π˜τν )).
On va prouver les proprie´tes suivantes
(1) il existe r > 0 inde´pendant de f et, pour tout N > 0 et tout τ ∈ Eell,0(L˜, ω), il
existe C > 0 tel que, pour tout ν ∈ A∗
L˜,C
, on a la majoration
|ϕf,b,τ (ν)| ≤ C(1 + |ν|)
−Ner|Re(ν)|;
(2) pour tout N > 0, il existe une semi-norme α pour C˜ de sorte que, pour tout
τ ∈ Eell,0(L˜, ω) et tout ν ∈ iA
∗
L˜
, on ait la majoration
|ϕf,b,τ (ν)| ≤ α(f)(1 + |µ(τ ) + |ν|)
−N ,
ou` µ(τ ) est le parame`tre infinite´simal de τ .
Notons que le r de (1) et la semi-norme α de (2) peuvent de´pendre de b. On a une
formule de descente familie`re
J G˜
M˜
(IndM˜
Q˜
((π˜τ )ν+λ), f) =
∑
M˜ ′∈L(L˜)
dG˜
L˜
(M˜, M˜ ′)JM˜
′
L˜
((π˜τ )ν+λ, fP˜ ′,ω),
ou` les P˜ ′ sont des e´le´ments de P(M˜ ′) de´termine´s par le choix d’un parame`tre auxiliaire.
Pour tout M˜ ′, il existe un sous-ensemble compact C˜ ′ de M˜ ′(R) tel que l’application
f 7→ fP˜ ′,ω envoie continuement C
∞(C˜) dans C∞(C˜ ′). On ne perd rien a` fixer M˜ ′, a`
de´finir une fonction φf ′,b,τ sur A
∗
L˜,C
pour f ′ ∈ C∞(C˜ ′) par
φf ′,b,τ (ν) =
∫
iA∗
M˜
JM˜
′
L˜
((π˜τ )ν+λ, f
′)bˆ(−λ) dλ,
et a` de´montrer pour cette fonction des proprie´te´s similaires a` (1) et (2). On a prouve´ en
[W1] 6.4 que la fonction φf ′,b,τ s’e´crivait sous la forme
φf ′,b,τ (ν) =
∫
AL˜
Ψ(Y )e<ν,Y > dY,
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ou` Ψ est une fonction C∞ sur AL˜ dont le support est inclus dans un compact qui ne
de´pend que de b et de C˜ ′. L’assertion (1) en re´sulte. On a prouve´ en [W1] 5.2 (en copiant
une fois de plus Arthur) que, pour tout N , il existait une semi-norme α pour C˜ ′ telle
que, pour tout τ ∈ Eell,0(L˜, ω) et tout ν ∈ iA
∗
L˜
, on ait la majoration
|JM˜
′
L˜
((π˜τ )ν , f
′)| ≤ α(f ′)(1 + |µ(τ )|)−N(1 + |ν|)−N .
Pour ν ∈ iA∗
L˜
et λ ∈ iA∗
M˜
, on a la majoration
|ν| ≤ |ν + λ|+ |λ|,
d’ou`
1 + |ν| ≤ (1 + |ν + λ|)(1 + |λ|),
puis
(1 + |ν + λ|)−N ≤ (1 + |ν|)−N(1 + |λ|)N .
La fonction bˆ est de Schwartz, donc ve´rifie une majoration
|bˆ(λ)| ≤ c(1 + |λ|)−N−aM˜−1.
Il re´sulte de ces majorations que l’on a l’ine´galite´
|φf ′,b,τ (ν)| ≤ cc
′α(f ′)(1 + |µ(τ )|)−N(1 + |ν|)−N ,
ou`
c′ =
∫
iA∗
M˜
(1 + |λ|)−aM˜−1 dλ.
Cela de´montre la majoration (2) cherche´e.
Fixons un ensemble de repre´sentants Eell,0(L˜, ω) comme en [IV] 1.4 (on utilise dans
ce qui suit les notations de cette re´fe´rence). Les proprie´te´s (1) et (2) jointes au lemme
[IV] 1.3 montrent que, pour tout f ∈ C∞(C˜), la famille (ϕf,b,τ )τ∈Eell,0(L˜,ω) appartient
a` PW∞ell (L˜, ω). De plus, l’application qui, a` f , associe cette famille, est continue. En
sommant ces applications sur tout L˜ ∈ LM˜(M˜0), on obtient une application continue
de C∞(C˜) dans PW∞(M˜, ω) (la condition requise d’invariance par WM(M˜0) re´sulte
de la construction). En composant avec l’home´omorphisme pw−1 : PW∞(M˜, ω) →
I(M˜(R), ω) du the´ore`me 1.4 de [IV], on obtient une application continue
(3)
C∞(C˜) → I(M˜(R), ω)
f 7→ φM˜,b(f).
Par construction, on a
ϕf,b(π˜) = I
M˜(π˜, φM˜,b(f))
pour toute ω-repre´sentation tempe´re´e et de longueur finie π˜ de M˜(R). Pour tout Y ∈ AM˜ ,
on a alors
IM˜(π˜, Y, φM˜,b(f)) =
∫
iA∗
M˜
IM˜(π˜λ, φM˜,b(f))e
−<Y,λ> dλ
=
∫
iA∗
M˜
ϕf,b(π˜λ)e
−<Y,λ> dλ
∫
iA∗
M˜
∫
AM˜
J G˜
M˜
(π˜λ, X, f)b(X) dX e
−<Y,λ> dλ.
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Or, par construction de J G˜
M˜
(π˜, X, f), on a l’e´galite´
J G˜
M˜
(π˜λ, X, f) = e
<X,λ>J G˜
M˜
(π˜, X, f).
Par inversion de Fourier, on obtient
(4) IM˜(π˜, Y, φM˜,b(f)) = J
G˜
M˜
(π˜, Y, f)b(Y ).
Remarquons que ces relations de´terminent entie`rement φM˜,b(f). Soit b
′ un autre e´le´ment
de C∞c (AM˜). On sait que
IM˜(π˜, Y, φM˜,b(f)(b
′ ◦HM˜)) = b
′(Y )IM˜(π˜, Y, φM˜,b(f)).
D’ou`
IM˜(π˜, Y, φM˜,b(f)(b
′ ◦HM˜)) = J
G˜
M˜
(π˜, Y, f)b(Y )b′(Y ).
Cette relation est syme´trique en b et b′. D’ou`
IM˜(π˜, Y, φM˜,b(f)(b
′ ◦HM˜)) = I
M˜(π˜, Y, φM˜,b′(f)(b ◦HM˜)).
Ces relations entraˆınent l’e´galite´ φM˜,b(f)(b
′◦HM˜) = φM˜,b′(f)(b◦HM˜). La famille (φM˜,b(f))b∈C∞c (AM˜ )
appartient donc a` l’analogue P M˜ de l’espace P pour M˜ . Il en re´sulte l’existence d’un
unique e´le´ment φM˜(f) ∈ Iac(M˜(R), ω) tel que φM˜,b(f) = φM˜(f)(b ◦ HM˜) pour tout b.
D’apre`s la de´finition de la topologie sur Iac(M˜(R), ω) et parce que les applications (3)
sont continues pour tout b, l’application f 7→ φM˜(f) est continue. Enfin, soit π˜ une ω-
repre´sentation tempe´re´e et de longueur finie de M˜(R) et soit X ∈ AM˜ . Choisissons une
fonction b ∈ C∞c (AM˜) telle que b(X) = 1. On a alors
IM˜(π˜, X, φM˜(f)) = I
M˜(π˜, X, φM˜(f))b(X) = I
M˜(π˜, X, φM˜(f)(b ◦HM˜))
= IM˜(π˜, X, φM˜,b(f)) = J
G˜
M˜
(π˜, X, f)b(X)
d’apre`s (4), d’ou`, puisque b(X) = 1,
IM˜(π˜, X, φM˜(f)) = J
G˜
M˜
(π˜, X, f).
Notre application φM˜ , de´finie sur C
∞(C˜), ve´rifie ainsi toutes les proprie´te´s requises.
L’application φM˜ e´tant caracte´rise´e par les e´galite´s ci-dessus, il est clair que, si C˜
′
est un sous-ensemble compact de G˜(R) contenant C˜, l’application φM˜ relative a` C˜ est
la restriction de celle relative a` C˜ ′. Ces applications se recollent donc en une application
φM˜ : C
∞
c (G˜(R))→ Iac(M˜(R), ω). Celle-ci est continue par de´finition de la topologie sur
C∞c (G˜(R)) et parce que les applications restreintes a` C
∞(C˜) le sont pour tout C˜.
Soit maintenant f ∈ C∞ac (G˜(R)). Soit b ∈ C
∞
c (AM˜). Choisissons une fonction b
G˜ ∈
C∞c (AG˜) telle que b
G˜ vaille 1 sur la projection dans AG˜ du support de b dans AM˜ .
De´finissons une fonction φM˜,b(f) ∈ I(M˜(R), ω) par
φM˜,b(f) = φM˜(f(b
G˜ ◦HG˜))(b ◦HM˜).
De nouveau, des conside´rations formelles montrent que l’e´galite´ (4) est satisfaite. En
particulier, cette de´finition ne de´pend pas du choix de bG˜. L’application f 7→ φM˜,b(f) est
continue car c’est la compose´e des trois applications continues
f 7→ f(bG˜ ◦HG˜)
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de C∞ac (G˜(R)) dans C
∞
c (G˜(R)),
f 7→ φM˜(f)
de C∞c (G˜(R)) dans Iac(M˜(R), ω) et
f 7→ f(b ◦HM˜)
de Iac(M˜(R), ω) dans I(M˜(R), ω). Le meˆme calcul que ci-dessus montre que de ces ap-
plications f 7→ φM˜,b(f) se de´duit une application continue f 7→ φM˜(f) de C
∞
ac (G˜(R))
dans Iac(M˜(R), ω) qui ve´rifie les proprie´te´s de l’e´nonce´. 
1.3 De´finition des inte´grales orbitales ponde´re´es
Dans la premie`re section de [II], on a de´fini des inte´grales orbitales ponde´re´es J G˜
M˜
(γ, ω, f).
Le corps de base e´tait alors non-archime´dien. La de´finition reprenait e´videmment celle
d’Arthur, tout en la modifiant le´ge`rement. Il n’y a rien a` changer sur le corps de
base R : on de´finit de meˆme J G˜
M˜
(γ, ω, f) pour un espace de Levi M˜ ∈ L(M˜0) et un
e´le´ment γ ∈ M˜(R). Plus canoniquement, notons Dorb(M˜(R), ω) l’espace des distri-
butions sur C∞c (M˜(R)) engendre´ par les inte´grales orbitales relatives a` des e´le´ments
γ ∈ M˜(R). Alors on peut de´finir J G˜
M˜
(γ, f) pour γ ∈ Dorb(M˜(R), ω)⊗Mes(M(R))
∗ et f ∈
C∞c (G˜(R))⊗Mes(G(R)). La diffe´rence entre le cas archime´dien et le cas non-archime´dien
est que l’on a l’e´galite´ Dorb(M˜(F ), ω) = Dge´om(M˜(F ), ω) quand F est non-archime´dien,
tandis que l’on a seulement une inclusion Dorb(M˜(R), ω) ⊂ Dge´om(M˜(R), ω). Rappelons
(cf. [I] 5.2) que ce dernier espace est celui des formes line´aires continues sur I(M˜(R), ω)
qui, releve´es en des formes line´aires sur C∞c (M˜(R)), sont supporte´es par un nombre fini
de classes de conjugaison parM(R). Les constructions de [II] ne permettent pas de de´finir
J G˜
M˜
(γ, f) pour γ ∈ Dge´om(M˜(R), ω)⊗Mes(M(R))
∗.
Quoi qu’il en soit, on va de´finir les avatars ω-e´quivariants IG˜
M˜
(γ, f) pour γ ∈ Dorb(M˜(R), ω)⊗
Mes(M(R))∗ et f ∈ C∞c (G˜(R))⊗Mes(G(R)), et meˆme pour f ∈ C
∞
ac (G˜(R))⊗Mes(G(R)).
Les inte´grales orbitales ponde´re´es J G˜
M˜
(γ, f) s’e´tendent a` f ∈ C∞ac (G˜(R)) ⊗Mes(G(R)) :
on a
J G˜
M˜
(γ, f) = J G˜
M˜
(γ, f(b ◦HG˜))
pour toute fonction b ∈ C∞c (AG˜) telle que b vaille 1 dans un voisinage de l’image par HG˜
du support de γ. Quand γ est une inte´grale orbitale associe´e a` un e´le´ment γ ∈ M˜(R),
Arthur de´montre en [A2] corollaire 6.2 que cette inte´grale est donne´e par une mesure
sur l’orbite de γ qui est absolument continue relativement a` la mesure de Haar. On en
de´duit aise´ment que
f 7→ J G˜
M˜
(γ, f)
est continue sur C∞ac (G˜(R)) ⊗Mes(G(R)). On de´finit une application line´aire continue
sur C∞ac (G˜(R)) ⊗Mes(G(R)), qui se factorise en une application line´aire continue sur
Iac(G˜(R), ω)⊗Mes(G(R)), par la formule de re´currence
IG˜
M˜
(γ, f) = J G˜
M˜
(γ, f)−
∑
L˜∈L(M˜),L˜ 6=G˜
I L˜
M˜
(γ, φL˜(f)).
La continuite´ de cette application est assure´e par ce que l’on vient de dire ci-dessus,
par celle des applications analogues relatives a` L˜ 6= G˜ que l’on suppose par re´currence,
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et par la continuite´ de nos applications φL˜. Une de´monstration assez formelle montre
que l’application ainsi de´finie est ω-e´quivariante (cf. [A3] proposition 4.1 dans le cas non
tordu). Etant continue, elle se factorise donc en une application de´finie sur Iac(G˜(R), ω)⊗
Mes(G(R)) (cf. [I] 5.2).
Cette de´finition e´tant pose´e, les inte´grales orbitales ω-e´quivariantes ve´rifient les meˆmes
proprie´te´s que dans le cas non-archime´dien.
Variante. Supposons G˜ = G et a = 1. Supposons fixe´e une fonction B comme en
[II] 1.8. On note Dorb,unip(G(R)) le sous-espace des e´le´ments de Dorb(G(R)) a` support
unipotent. Pour γ ∈ Dorb,unip(M(R)) ⊗Mes(M(R))
∗ et f ∈ I(G(R))⊗Mes(G(R)), on
de´finit la variante IGM(γ, B, f) comme en [II] 1.8.
Variante. Supposons (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. Supposons fixe´
un syte`me de fonctions B comme en [II] 1.9. Pour γ ∈ Dorb(M˜(R)) ⊗Mes(M(R))
∗ et
f ∈ I(G˜(R))⊗Mes(G(R)), on de´finit la variante IG˜
M˜
(γ, B, f) comme en [II] 1.9.
Soit O une classe de conjugaison semi-simple dans M˜(R). Rappelons que l’on note
Dge´om(O, ω) le sous-espace des e´le´ments de Dge´om(M˜(R), ω) a` support dans l’ensemble
des e´le´ments de M˜(R) dont la partie semi-simple appartient a` O. On dit que que O est
G˜-e´quisingulie`re si elle ve´rifie la condition Mγ = Gγ pour tout γ ∈ O, cf. [II] 1.2(1).
Plus ge´ne´ralement, une re´union finie de classes de conjugaison semi-simples sera dite
G˜-e´quisingulie`re si chacune de ces classes l’est.
Supposons que O soit G˜-e´quisingulie`re. Fixons γ ∈ O. Soit f ∈ C∞c (G˜(R)). On sait
alors qu’il existe une fonction f ′ ∈ C∞c (M˜(R)) et un voisinage de γ dans M˜(R) telle que,
pour γ′ dans ce voisinage, on ait l’e´galite´
IM˜(γ′, ω, f ′) = IG˜
M˜
(γ′, ω, f)
cf. [II] 1.7(4). Fixons un tel f ′. Pour γ ∈ Dge´om(O, ω), on peut de´finir I
M˜(γ, f ′). La
description que l’on a donne´e en [I] 5.2 de l’espace Dge´om(O, ω) montre que ce terme ne
de´pend pas du choix de f ′ : il ne de´pend que des IG˜
M˜
(γ′, ω, f) pour γ′ fortement re´gulier
voisin de γ. Plus pre´cise´ment, avec les notations de [I] 5.2, il ne de´pend que des fonctions
X 7→ IG˜
M˜
(exp(X)γ, ω, f) pour X ∈ tθ(R) tel que exp(X)γ soit fortement re´gulier, ou`
T˜ ∈ T˜ . On peut donc poser
IG˜
M˜
(γ, f) = IM˜(γ, f ′).
Il est clair que, quand γ est une simple inte´grale orbitale, cette de´finition co¨ıncide avec
la de´finition initiale.
Notons Dge´om,G˜−e´qui(M˜(R), ω) le sous-espace de Dge´om(M˜(R), ω) engendre´ par les
Dge´om(O, ω) pour les orbites O qui sont G˜-e´quisingulie`res. En re´introduisant les espaces
de mesures de Haar, ce qui pre´ce`de permet de de´finir IG˜
M˜
(γ, f) pour γ ∈ Dge´om,G˜−e´qui(M˜(R), ω)⊗
Mes(M(R))∗ et f ∈ C∞c (G˜(R))⊗Mes(G(R)) (ou f ∈ I(G˜(R), ω)⊗Mes(G(R))). Dans
les paragraphes suivants, on montrera que les constructions du cas non-archime´dien
s’e´tendent a` ces termes. Montrons ici qu’ils se comportent de la fac¸on attendue rela-
tivement a` l’induction.
Lemme. Soit R˜ un espace de Levi contenu dans M˜ . Soit O une orbite semi-simple dans
R˜(R). Notons OM˜ l’unique orbite pour l’action de M˜(R) qui contient O. On suppose
que OM˜ est G˜-e´quisingulie`re.
(i) Pour tout L˜ ∈ L˜(R˜) tel que dG˜
R˜
(M˜, L˜) 6= 0, l’orbite O est L˜-e´quisingulie`re.
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(ii) Pour tout γ ∈ Dge´om(O, ω)⊗Mes(R(R))
∗ et tout f ∈ I(G˜(R), ω)⊗Mes(G(R)),
on a l’e´galite´
IG˜
M˜
(γM˜ , f) =
∑
L˜∈L(R˜)
dG˜
R˜
(M˜, L˜)I L˜
R˜
(γ, fL˜,ω).
Remarque. L’assertion (i) donne un sens a` la formule du (ii).
Preuve. L’assertion (i) est la remarque de [II] 2.11. Prouvons (ii). Oublions les mesures
de Haar pour eˆtre plus clair et notons f plutoˆt que f . Fixons encore γ ∈ O. Introduisons
une fonction g ∈ I(M˜(R), ω) telle que, pour γ′ ∈ M˜(R) assez re´gulier et assez voisin de
γ, on ait
IG˜
M˜
(γ′, ω, f) = IM˜(γ′, ω, g).
De meˆme, pour tout L˜ comme en (i), introduisons une fonction g[L˜] ∈ I(R˜(R), ω) telle
que, pour γ′ ∈ R˜(R) assez re´gulier et assez voisin de γ, on ait
I L˜
R˜
(γ′, ω, fL˜,ω) = I
R˜(γ′, ω, g[L˜]).
On va montrer que
(1) les deux e´le´ments gR˜,ω et
∑
L˜∈L(R˜)
dG˜
R˜
(M˜, L˜)g[L˜]
de I(R˜(R), ω) co¨ıncident au voisinage de γ.
Pour γ′ ∈ R˜(R) assez re´gulier, on a par de´finition du terme constant
I R˜(γ′, ω, gR˜,ω) = I
M˜(γ′, ω, g),
autrement dit, si γ′ est assez proche de γ,
I R˜(γ′, ω, gR˜,ω) = I
G˜
M˜
(γ′, ω, f).
La formule de l’e´nonce´ que l’on cherche a` prouver est valable dans le cas ou` γ est une
simple inte´grale orbitale. En l’appliquant a` l’inte´grale orbitale associe´e a` γ′, on obtient
IG˜
M˜
(γ′, ω, f) =
∑
L˜∈L(R˜)
dG˜
R˜
(M˜, L˜)I L˜
R˜
(γ′, ω, fL˜,ω),
ou encore
I R˜(γ′, ω, gR˜,ω) =
∑
L˜∈L(R˜)
dG˜
R˜
(M˜, L˜)I R˜(γ′, ω, g[L˜])
si γ′ est assez proche de γ. Cela prouve (1).
Par de´finition
IG˜
M˜
(γM˜ , f) = IM˜(γM˜ , g).
Par de´finition de l’induction des distributions,
IM˜(γM˜ , g) = I R˜(γ, gR˜,ω).
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En appliquant (1), on obtient
IG˜
M˜
(γM˜ , f) =
∑
L˜∈L(R˜)
dG˜
R˜
(M˜, L˜)I R˜(γ, g[L˜]).
Mais, pour tout L˜, on a par de´finition
I R˜(γ, g[L˜]) = I L˜
R˜
(γ, fL˜,ω)
et la formule pre´ce´dente devient celle de l’e´nonce´. 
1.4 Inte´grales orbitales ponde´re´es invariantes stables
On suppose dans ce paragraphe (G, G˜, ω) quasi-de´ploye´ et a` torsion inte´rieure. Soit
M˜ un espace de Levi de G˜. Soit O une classe de conjugaison stable semi-simple dans
M˜(R). D’apre`s la de´finition du paragraphe pre´ce´dent, elle est G˜-e´quisingulie`re si toutes
les classes de conjugaison par M˜(R) incluses dans O le sont. Remarquons que, puisque la
de´finition de cette notion est ge´ome´trique, dire que toutes ces classes sont G˜-e´quisingulie`res
e´quivaut a` dire que l’une d’elles l’est. On noteDst
ge´om,G˜−e´qui
(M˜(R)) la somme desDstge´om(O),
ou` O parcourt les classes de conjugaison stable semi-simples G˜-e´quisingulie`res dans
M˜(R). Pour δ ∈ Dst
ge´om,G˜−e´qui
(M˜(R))⊗Mes(M(R))∗ et pour f ∈ I(G˜(R))⊗Mes(G(R)),
on de´finit l’inte´grale orbitale ponde´re´e invariante stable par
(1) SG˜
M˜
(δ, f) = IG˜
M˜
(δ, f)−
∑
s∈Z(Mˆ)ΓR/Z(Gˆ)ΓR ;s 6=1
iM˜(G˜, G˜
′(s))S
G′(s)
M
(δ, fG
′(s)).
On renvoie a` [II] 1.10 pour diverses notations. Expliquons cette formule. Puisque
Dst
ge´om,G˜−e´qui
(M˜(R)) ⊂ Dge´om,G˜−e´qui(M˜(R)),
le premier terme IG˜
M˜
(δ, f) a e´te´ de´fini au paragraphe pre´ce´dent. Soit s ∈ Z(Mˆ)ΓR/Z(Gˆ)ΓR.
Le groupe G′(s) n’est pas en ge´ne´ral un sous-groupe de G, mais son syste`me de ra-
cines est un sous-syste`me de celui de G. Il en re´sulte aise´ment que, pour γ ∈ M˜(R), le
syste`me de racines de G′(s)γ est un sous-syste`me de celui de Gγ . L’e´galite´ Gγ =Mγ force
G′(s)γ = Mγ. Cela entraˆıne que δ appartient a` D
st
ge´om,G˜(s)−e´qui
(M˜(R)) ⊗Mes(M(R))∗.
Pour s 6= 1, la dimension de G′(s)SC est strictement infe´rieure a` celle de G. En rai-
sonnant comme toujours par re´currence sur cette dimension, on peut supposer de´finies
les inte´grales orbitales ponde´re´es invariantes stables pour l’espace G˜′(s). Pour de´finir
le terme S
G′(s)
M
(δ, fG
′(s)), on a encore besoin, d’une part, de proprie´te´s qui permettent
d’e´tendre les de´finitions au cadre formel que l’on a introduit en [I] pour les donne´es
endoscopiques. On reviendra ci-dessous sur ces proprie´te´s. On a besoin d’autre part de
supposer connu par re´currence le the´ore`me ci-dessous.
The´ore`me . Pour δ ∈ Dst
ge´om,G˜−e´qui
(M˜(R))⊗Mes(M(R))∗, la distribution f 7→ SG˜
M˜
(δ, f)
est stable.
Ce the´ore`me sera prouve´ dans le paragraphe suivant.
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Abandonnons pour simplifier les espaces de mesures de Haar. Soit O une classe de
conjugaison stable semi-simple et G˜-e´quisingulie`re dans M˜(R). Soit f ∈ I(G˜(R)). Notons
Dstorb(M˜(R)) l’espace des combinaisons line´aires stables d’inte´grales orbitales sur M˜(R).
On montrera plus loin que
(2) il existe une fonction f ′ ∈ SI(M˜(R)) et un voisinage de O dans M˜(R) tels que,
pour tout τ ∈ Dstorb(M˜(R)) dont le support est forme´ d’e´le´ments G˜-re´guliers dans ce
voisinage, on a l’e´galite´
SG˜
M˜
(τ , f) = SM˜(τ , f ′);
(3) pour f ′ comme ci-dessus et pour tout δ ∈ Dstge´om(O), on a l’e´galite´
SG˜
M˜
(δ, f) = SM˜(δ, f ′).
Commenc¸ons a` expliquer les proprie´te´s formelles requises. Puisqu’on va les appliquer
par re´currence, il est le´gitime de supposer connues toutes les proprie´te´s ne´cessaires des
inte´grales ponde´re´es invariantes stables telles qu’on les a de´finies ci-dessus. Conside´rons
des extensions compatibles
1→ C♮ → G♮ → G→ 1 et G˜♮ → G˜
ou` C♮ est un tore central induit et ou` G˜♮ est a` torsion inte´rieure. Conside´rons un ca-
racte`re λ♮ de C♮(R). On note M˜♮ l’image re´ciproque de M˜ dans G˜♮. Soit O une classe
de conjugaison stable semi-simple et G˜-e´quisingulie`re dans M˜(R). Fixons une classe de
conjugaison stable O♮ dans M˜♮(R) qui se projette sur O. Soient δ ∈ D
st
ge´om,λ♮
(M˜♮(R),O)
et f ∈ Iλ♮(G˜♮(R)). Comme on l’a dit en [I] 5.6, il y a une application line´aire surjective
Dstge´om(O♮)→ D
st
ge´om,λ♮
(M˜♮(R),O).
Fixons une image re´ciproque δ˙ ∈ Dstge´om(O♮) de δ. Il est facile de voir que la forme line´aire
ϕ 7→ S
G♮
M˜♮
(δ˙, ϕ) sur I(G˜♮(R)) s’e´tend en une forme line´aire sur Iac(G˜♮(R)) par la formule
S
G˜♮
M˜♮
(δ˙, ϕ) = S
G˜♮
M˜♮
(δ˙, ϕ(b ◦HG˜♮)),
ou` b ∈ C∞c (AG˜♮) vaut 1 dans un voisinage de l’image par HG˜♮ de O♮ (cf. [II] 1.10(2)). La
fonction f appartient a` Iac(G˜♮(R)). On peut donc de´finir S
G˜♮
M˜♮
(δ˙, f). On doit prouver
(4) S
G˜♮
M˜♮
(δ˙, f) ne de´pend pas des choix de O♮ et du rele`vement δ˙.
Ainsi, on peut noter ce terme S
G˜♮
M˜♮,λ♮
(δ, f).
Conside´rons maintenant un autre couple d’extensions
1→ C♭ → G♭ → G→ 1 et G˜♭ → G˜
ainsi qu’un caracte`re λ♭ de C♭(R) ve´rifiant les meˆmes hypothe`ses que ci-dessus. On note
G♮,♭, resp. G˜♮,♭, les produits fibre´s de G♮ et G♭ au-dessus de G, resp. de G˜♮ et G˜♭ au-dessus
de G˜. Conside´rons un caracte`re λ♮,♭ de G♮,♭(R) dont la restriction a` C♮(R) × C♭(R) soit
λ−1♮ × λ♭. Conside´rons une fonction λ˜♮,♭ sur G˜♮,♭(R) qui se transforme selon le caracte`re
λ♮,♭ (cf. [I] 2.6(i)). On de´duit de ces donne´es des isomorphismes
C∞c,λ♮(G˜♮(R)) ≃ C
∞
c,λ♭
(G˜♭(R))
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et
Dstge´om,λ♮(M˜♮(R),O) ≃ D
st
ge´om,λ♭
(M˜♭(R),O)
cf. [II] 1.10. Pour f♮ et f♭, resp. δ♮ et δ♭, se correspondant par ces isomorphismes, on doit
prouver que
(5) S
G˜♮
M˜♮,λ♮
(δ♮, f♮) = S
G˜♭
M˜♭,λ♭
(δ♭, f♭).
En [II] 1.10, on a ve´rifie´ les proprie´te´s (4) et (5) lorsque le corps de base e´tait non-
archime´dien. On a vu que, graˆce a` elles, on de´finissait aise´ment les termes S
G′(s)
M′
(δ, fG
′(s))
qui interviennent dans la formule (1). Les preuves de cette re´fe´rence restent correctes sur
le corps de base R, pourvu qu’on se limite a` conside´rer de ve´ritables inte´grales orbitales.
On ne les refait pas dans ce cas et on tient pour acquis que (4) et (5) sont ve´rifie´es si
les e´le´ments δ˙, δ♮ et δ♭ sont des inte´grales orbitales stables. On va en de´duire que ces
relations sont ve´rifie´es pour des e´le´ments ge´ne´raux.
Dans la situation de (4), on commence par montrer
(6) il existe f ′♮ ∈ C
∞
c,λ♮
(M˜♮(R)) et un voisinage Ω de O dans M˜(R) tels que, pour tout
τ˙ ∈ Dstorb(M˜♮(R)) dont le support est forme´ d’e´le´ments G˜♮-re´guliers se projetant dans Ω,
on ait l’e´galite´
S
G˜♮
M˜♮
(τ˙ , f) = SM˜♮(τ˙ , f ′♮).
Introduisons le groupe de´rive´ M♮,der. On peut introduire un sous-tore S de Z(M♮)
0
de sorte que c♮ ⊕ s = zM♮. L’application produit
(7) C♮(R)× S(R)×M♮,der(R)→ M♮(R)
est un homomorphisme de noyau fini et d’image un sous-groupe ouvert deM♮(R). Notons
∆ le noyau et Σ sa projection dans C♮(R). Le groupe Σ contient le groupe Σ
′ des c ∈ C♮(R)
tels que cO♮ = O♮. D’apre`s (2), on peut trouver f
′′ ∈ C∞c (M˜♮(R)) de sorte que, pour
τ˙ ∈ Dstorb(M˜♮(R)) dont le support est forme´ d’e´le´ments G˜♮-re´guliers dans un voisinage de
O♮, on ait l’e´galite´
S
G˜♮
M˜♮
(τ˙ , f) = SM˜♮(τ˙ , f ′′).
On peut modifier f ′′ de sorte qu’elle soit nulle au voisinage de cO♮ pour c ∈ Σ − Σ
′.
Le groupe C♮(R) agit sur les espaces de fonctions sur G˜♮(R) ou M˜♮(R) par (ϕ, c) 7→ ϕ
c,
ou` ϕc(γ) = ϕ(cγ). Il agit par dualite´ sur les espaces de distributions. Soit c ∈ Σ et
τ˙ ∈ Dstorb(M˜♮(R)) dont le support est forme´ d’e´le´ments G˜♮-re´guliers dans un voisinage de
O♮. On a l’e´galite´
SM˜♮(τ˙ , (f ′′)c) = SM˜♮(τ˙ c
−1
, f ′′).
Si c 6∈ Σ′, c’est nul . Si c ∈ Σ′, c’est
S
G˜♮
M˜♮
(τ˙ c
−1
, f) = S
G˜♮
M˜♮
(τ˙ , f c) = λ♮(c)
−1S
G˜♮
M˜♮
(τ˙ , f),
la deuxie`me e´galite´ ci-dessus se ve´rifiant comme en [II] 1.10. On peut donc aussi bien
remplacer f ′′ par
|Σ′|−1
∑
c∈Σ
λ♮(c)(f
′′)c.
Fixons δ♮ ∈ O♮. De´finissons une fonction f
′
♮ sur M˜♮(R) de la fac¸on suivante. Sur un
e´le´ment mδ♮ ou` m ∈M♮(R) n’appartient pas a` l’image de (7), on pose f
′
♮(mδ♮) = 0. Pour
(c, s, x) ∈ C♮(R)× S(R)×M♮,der(R)
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On pose
f ′♮(csxδ♮) = λ♮(c)
−1f ′′(sxδ♮).
La de´finition est loisible : le membre de droite ne de´pend que du produit csx. La fonction
ainsi de´finie appartient a` C∞c,λ♮(M˜♮(R)). Soit τ˙ ∈ D
st
orb(M˜♮(R)) dont le support est une
classe de conjugaison stable d’e´le´ments G˜♮-re´guliers se projetant dans un voisinage assez
petit de O. On peut choisir c ∈ C♮(R) tel que le support de τ˙
c soit contenu dans un
petit voisinage de O♮. On peut modifier c de sorte que ce support soit aussi contenu dans
l’ensemble {sxδ♮; s ∈ S(R), x ∈M♮,der(R)}. On a alors
SM˜♮(τ˙ , f ′♮) = S
M˜♮(τ˙ c, (f ′♮)
c) = λ♮(c)
−1SM˜♮(τ˙ c, f ′♮).
D’apre`s la proprie´te´ du support de τ˙ c, on a
SM˜♮(τ˙ c, f ′♮) = S
M˜♮(τ˙ c, f ′′) = S
G˜♮
M˜♮
(τ˙ c, f) = S
G˜♮
M˜♮
(τ˙ , f c
−1
) = λ♮(c)S
G˜♮
M˜♮
(τ˙ , f).
Cette suite d’e´galite´s montre que f satisfait les conditions de (6).
Dans la situation de (4), appliquons (3) a` l’espace G˜♮, a` la fonction f et a` la fonction
f ′♮ fournie par (6) (on peut les multiplier par une fonction b ◦HG˜♮ comme ci-dessus pour
les remplacer par des fonctions a` support compact). On obtient l’e´galite´
S
G˜♮
M˜♮
(δ˙, f) = SM˜♮(δ˙, f ′♮).
Par de´finition, ce dernier terme n’est autre que S
M˜♮
λ♮
(δ, f ′♮). Il ne de´pend pas du choix de
δ˙ donc le membre de gauche ci-dessus non plus. Cela prouve (4).
Dans la situation de (5), on construit de meˆme des fonctions f ′♮ et f
′
♭. La relation qui
les de´finit et le fait que (5) soit ve´rifie´ pour des e´le´ments a` support re´gulier implique que
ces deux fonctions se correspondent par l’isomorphisme
SIλ♮(M˜♮(R)) ≃ SIλ♭(M˜♭(R)).
Puisque δ♮ et δ♭ se correspondent, cela entraˆıne
S
M˜♮
λ♮
(δ♮, f
′
♮) = S
M˜♭
λ♭
(δ♭, f
′
♭).
Mais on vient de voir que
S
G♮
M˜♮
(δ♮, f♮) = S
M˜♮
λ♮
(δ♮, f
′
♮)
et
SG♭
M˜♭
(δ♭, f♭) = S
M˜♭
λ♭
(δ♭, f
′
♭).
L’e´galite´ (5) en re´sulte.
Soit s ∈ Z(Mˆ)ΓR/Z(Gˆ)ΓR avec s 6= 1. La de´monstration ci-dessus, en particulier le
fait que les fonctions f ′♮ et f
′
♭ se correspondent, entraˆıne que les assertions (2) et (3) se
ge´ne´ralisent sous la forme suivante. On fixe cette fois f ∈ I(G′(s)).
(8) Il existe une fonction f ′ ∈ SI(M) et un voisinage de O dans M˜(R) tels que, pour
tout τ ∈ Dstorb(M) dont le support est forme´ d’e´le´ments G˜-re´guliers dans ce voisinage,
on a l’e´galite´
S
G′(s)
M
(τ , f) = SM(τ , f ′);
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(9) pour f ′ comme ci-dessus et pour tout δ ∈ Dstge´om(M,O) (avec une de´finition
naturelle de cet espace), on a l’e´galite´
S
G′(s)
M
(δ, f) = SM(δ, f ′).
Venons-en a` la preuve de (2) et (3). En fait, on peut identifier SI(M) et SI(M˜(R))
ainsi que Dstge´om(M,O) et D
st
ge´om(O). Pour s ∈ Z(Mˆ)
ΓR/Z(Gˆ)ΓR avec s 6= 1, on applique
les relations ci-dessus a` la fonction fG
′(s), on en de´duit une fonction f ′s ∈ SI(M˜(R)). En
appliquant [II] 1.7(4) au terme IG˜
M˜
(δ, f), on a une fonction f ′0 ∈ I(M˜(R)) qui ve´rifie des
proprie´te´s analogues. En fait, puisqu’on ne lui applique ici que des distributions δ qui
sont stables, on peut remplacer f ′0 par son image dans SI(M˜(R)). On pose
f ′ = f ′0 −
∑
s∈Z(Mˆ)ΓR/Z(Gˆ)ΓR ;s 6=1
iM˜(G˜, G˜
′(s))f ′s.
Cette fonction ve´rifie (2) et (3).
1.5 Preuve du the´ore`me 1.4
On conside`re d’abord un e´le´ment δ ∈ Dstorb(M˜(R)) ⊗Mes(M(R))
∗ dont le support
est forme´ d’e´le´ments fortement re´guliers dans G˜. S’il n’y a pas de torsion du tout, c’est-
a`-dire si G˜ = G, la stabilite´ de la distribution f 7→ SG˜
M˜
(δ, f) a e´te´ prouve´e par Arthur
([A4] theorem 1.1(b)) . Dans la section 2 de [III], on a effectue´ une construction qui
rame`ne le cas a` torsion inte´rieure au cas sans torsion. Dans les derniers paragraphes
de cette section, on avait suppose´ le corps de base non-archime´dien. Comme on l’avait
dit alors, ce n’e´tait que parce que certains objets n’avaient e´te´ de´finis que dans ce cas.
Maintenant que ces objets (a` savoir l’application φM˜ et les inte´grales orbitales ponde´re´es
stables) ont e´te´ de´finis aussi dans le cas F = R, les re´sultats de [III] 2 sont valables
dans ce cas. En particulier la proposition [III] 2.8, qui afffirme que, pour (G, G˜, a) quasi-
de´ploye´ et a` torsion inte´rieure et pour δ comme ci-dessus, la distribution f 7→ SG˜
M˜
(δ, f)
est stable. Passons au cas d’un e´le´ment δ ∈ Dst
ge´om,G˜−e´qui
(M˜(R)) ⊗Mes(M(R))∗. Soit
f ∈ C∞c (G˜(R)) ⊗Mes(G(R)) dont l’image dans SI(G˜(R)) ⊗Mes(G(R)) est nulle. On
introduit une fonction f ′ ve´rifiant 1.4(2) et (3). Le re´sultat de stabilite´ que l’on vient de
prouver et la relation 1.4(2) entraˆınent que les inte´grales orbitales stables assez re´gulie`res
de f ′ sont nulles au voisinage du support de δ. La relation 1.4(3) entraˆıne alors que
SG˜
M˜
(δ, f) = 0. Cela prouve le the´ore`me.
1.6 Une formule d’induction
Le triplet (G, G˜, a) est encore quasi-de´ploye´ et a` torsion inte´rieure. Soient R˜ ⊂ M˜
deux espaces de Levi. Soit O une classe de conjugaison stable semi-simple dans R˜(R),
notons OM˜ l’unique classe de conjugaison stable dans M˜(R) qui contient O.
Proposition. On suppose que OM˜ est G˜-e´quisingulie`re.
(i) Pour tout espace de Levi L˜ ∈ L(R˜) tel que eG˜
R˜
(M˜, L˜) 6= 0, la classe O est L˜-
e´quisingulie`re.
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(ii) Pour δ ∈ Dstge´om(O)⊗Mes(R(R))
∗ et f ∈ I(G˜(R))⊗Mes(G(R)), on a l’e´galite´
SG˜
M˜
(δM˜ , f) =
∑
L˜∈L(R˜)
eG˜
R˜
(M˜, L˜)SL˜
R˜
(δ, fL˜).
Le terme eG˜
R˜
(M˜, L˜) est le meˆme qu’en [II] 1.14. Le (i) est analogue a` celui du lemme
1.3. Le (ii) se prouve comme dans le cas non-archime´dien, cf. [II] 1.14.
1.7 Inte´grales orbitales ponde´re´es ω-e´quivariantes et endosco-
pie
Revenons au cas ou` (G, G˜, a) est quelconque. Soit M˜ un espace de Levi de G˜ et soit
M′ = (M ′,M′, ζ˜) une donne´e endoscopique elliptique et relevante de (M, M˜, aM). Soit
O′ une classe de conjugaison stable semi-simple dans M˜ ′(R). On note Dstge´om(M
′,O′) le
sous-espace des e´le´ments de Dstge´om(M
′) dont le support dans M˜ ′(R) est forme´ d’e´le´ments
dont la partie semi-simple appartient a` O′. Il ne correspond pas toujours a` O′ de classe
de conjugaison stable dans M˜(R), mais il lui correspond en tout cas une classe de conju-
gaison par M(C) dans M˜(C). Nous dirons que O′ est G˜-e´quisingulie`re si tout e´le´ment
γ de cette classe dans M˜(C) ve´rifie Mγ = Gγ . On note D
st
ge´om,G˜−e´qui
(M′) la somme
des Dstge´om(M
′,O′) sur les classes de conjugaison stable semi-simples O′ qui sont G˜-
e´quisingulie`res.
Soient δ ∈ Dst
ge´om,G˜−e´qui
(M′)⊗Mes(M ′(R))∗ et f ∈ C∞c (G˜(R))⊗Mes(G(R)). Posons
IG˜,E
M˜
(M′, δ, f) =
∑
s˜∈ζ˜Z(Mˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ
iM˜ ′(G˜, G˜
′(s˜))S
G′(s˜)
M′
(δ, fG
′(s˜)).
On renvoie a` [II] 1.12 pour les notations. Les proprie´te´s formelles ne´cessaires a` la de´finition
des termes ci-dessus ont e´te´ vues dans le paragraphe 1.4. Le point a` souligner est que
l’hypothe`se δ ∈ Dst
ge´om,G˜−e´qui
(M′) ⊗ Mes(M ′(R))∗ entraˆıne δ ∈ Dst
ge´om,G˜′(s˜)−e´qui
(M′) ⊗
Mes(M ′(R))∗ pour tout s˜. En effet, soit δ un e´le´ment semi-simple de M˜ ′(R). Fixons un
e´le´ment γ ∈ M˜(C) dans la classe de conjugaison ge´ome´trique correspondant a` celle de δ.
Soit enfin s˜ comme ci-dessus. Alors il y a une injection du syste`me de racines du groupe
G′(s˜)δ dans celui du groupe Gγ . Et l’ensemble des racines de M
′
δ est celui des racines de
G′(s˜)δ qui, par cette injection, deviennent des racines deMγ . L’e´galite´Mγ = Gγ entraˆıne
donc M ′δ = G
′(s˜)δ. En notant O
′ la classe de conjugaison stable de δ, on obtient que, si
O′ est G˜-e´quisingulie`re, elle est aussi G˜′(s˜)-e´quisingulie`re.
.
Au lieu d’un triplet (G, G˜, a), conside´rons maintenant un triplet (KG,KG˜, a), ou`
KG˜ = (G˜p)p∈Π est un K-espace, cf. [I] 1.11 dont on utilise les notations. Soit KM˜ =
(M˜p)p∈ΠM ∈ L(KM˜0). Soit M
′ = (M ′,M′, ζ˜) une donne´e endoscopique elliptique et
relevante de (KM,KM˜, aM). Soit O
′ une classe de conjugaison stable semi-simple dans
M˜ ′(R). Pour chaque composante connexe M˜p de KM˜ , avec p ∈ ΠM , il correspond a`
O′ une classe de conjugaison Op,C par Mp(C) dans M˜p(C). Si l’on remplace p par q,
Op,C est l’image par φ˜p,q de Oq,C. Ainsi la condition Mp,γ = Gp,γ pour tout γ ∈ Op,C
est inde´pendante de p ∈ ΠM . Si elle est ve´rifie´e, on dit que O
′ est G˜-e´quisingulie`re. On
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de´finit alors comme plus haut l’espace Dst
ge´om,G˜−e´qui
(M′). Soient δ ∈ Dst
ge´om,G˜−e´qui
(M′)⊗
Mes(M ′(R))∗ et f ∈ C∞c (KG˜(R))⊗Mes(G(R)). On pose
IKG˜,E
KM˜
(M′, δ, f) =
∑
s˜∈ζ˜Z(Mˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ
iM˜ ′(G˜, G˜
′(s˜))S
G′(s˜)
M′
(δ, fG
′(s˜)).
Les termes IKG˜,E
KM˜
(M′, δ, f) que l’on a ainsi de´finis ve´rifient les meˆmes proprie´te´s que
dans le cas d’un corps de base non-archime´dien. Ils sont invariants par le groupe d’au-
tomorphismes Aut(KM˜,M′), au sens pre´cise´ en [II] 1.13. Ecrivons comple`tement ce que
devient la proposition 1.14 de [II].
(a) Soit R′ un groupe de Levi de M ′ qui est relevant. On peut lui associer un K-
espace de Levi KR˜ ∈ L(KM˜0) tel que KR˜ ⊂ KM˜ et une donne´e endocopique elliptique
et relevante R′ de (KR,KR˜, aR). Soit O
′ une classe de conjugaison stable semi-simple
dans R˜′(R). On note OM˜
′
l’unique classe de conjugaison stable dans M˜ ′(R) qui contient
O′. On suppose que OM˜
′
est G˜-e´quisingulie`re. Pour δ ∈ Dstge´om(R
′,O′)⊗Mes(R′(R))∗ et
f ∈ C∞c (KG˜(R))⊗Mes(G(R)), on a alors l’e´galite´
(1) IKG˜,E
KM˜
(M′, δM
′
, f) =
∑
KL˜∈L(KR˜) d
G˜
R˜
(M˜, L˜)IKL˜,E
KR˜
(R′, δ, fL˜,ω).
On a l’anologue du (i) du lemme 1.3 : l’hypothe`se implique que O′ est L˜-e´quisingulie`re
pour tout KL˜ intervenant dans la somme, ce qui donne un sens aux termes de cette
somme.
(b) Soit R′ un groupe de Levi de M ′ qui n’est pas relevant. Soient O′ et OM˜
′
comme ci-dessus. On suppose encore que OM˜
′
est G˜-e´quisingulie`re. Fixons des donne´es
supple´mentairesM ′1,...,∆1 pourM
′. On peut alors de´finir l’espaceDstge´om,λ1(R˜
′
1(R),O
st) de
distributions sur R˜′1(R). Pour δ ∈ D
st
ge´om,λ1
(R˜′1(R),O
′)⊗Mes(R′(R))∗ et f ∈ C∞c (KG˜(R))⊗
Mes(G(R)), on a alors l’e´galite´
(2) IKG˜,E
KM˜
(M′, δM
′
, f) = 0.
Remarque. Dans la preuve de cette proprie´te´, l’usage du lemme 2.1 de [A5] fait
dans le cas non-archime´dien doit eˆtre remplace´ par celui du lemme 3.5 de [I].
Soit p ∈ Π et soit fp ∈ C
∞
c (G˜p(R))⊗Mes(G(R)). On peut identifier fp a` un e´le´ment
f ∈ C∞c (KG˜(R)) ⊗Mes(G(R)) dont les composantes fq sont nulles pour q ∈ Π, q 6= p.
Si p ∈ ΠM , on a par de´finition
IKG˜,E
KM˜
(M′, δ, f) = I
KG˜p,E
M˜p
(M′, δ, f).
Par contre, si p ∈ Π−ΠM , le membre de gauche est bien de´fini tandis que celui de droite
ne l’est pas. Il re´sultera du the´ore`me 1.10 (quand celui-ci sera prouve´) que le membre de
gauche est nul. Mais ce n’est nullement e´vident a priori.
1.8 Inte´grales orbitales ponde´re´es ω-e´quivariantes endoscopiques
On conside`re un triplet (KG,KG˜, a) ou` KG˜ est un K-espace. Soit KM˜ ∈ L(KM˜0).
Soit O une classe de conjugaison stable semi-simple dans KM˜(R). On suppose que O
est G˜-e´quisingulie`re, c’est-a`-dire que pour tout p ∈ ΠM tel que O ∩ M˜p(R) 6= ∅, cette
intersection, qui est une classe de conjugaison stable dans M˜p(R), est G˜p-e´quisingulie`re.
On fixe un ensemble de repre´sentants E(M˜, aM) des classes d’e´quivalence de donne´es en-
doscopiques de (M, M˜, aM) qui sont elliptiques et relevantes. Pour toutM
′ ∈ E(M˜, aM),
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il correspond a` O une re´union finie OM˜ ′ de classes de conjugaison stable dans M˜
′(R).
D’apre`s la de´finition du paragraphe pre´ce´dent, ces classes sont G˜-e´quisingulie`res. Soit
γ ∈ Dge´om(O) ⊗ Mes(M(R))
∗. D’apre`s la proposition 5.7 de [I], il existe une famille
(δM′)M′∈E(M˜,aM), avec δM′ ∈ D
st
ge´om(M
′,OM˜ ′) ⊗Mes(M
′(R))∗ pour tout M′, de sorte
que
(1) γ =
∑
M′∈E(M˜,aM)
transfert(δM′).
Fixons de tels objets. Soit f ∈ I(KG˜(R), ω)⊗Mes(G(R)). La somme suivante est bien
de´finie
(2)
∑
M′∈E(M˜ ,aM)
IKG˜
KM˜
(M′, δM′, f).
De meˆme qu’en [II] 1.15, les proprie´te´s indique´es dans le paragraphe pre´ce´dent impliquent
que cette somme ne de´pend pas de la de´composition (1) choisie. On peut de´finir un terme
IKG˜,E
KM˜
(γ, f) comme e´tant cette somme (2). Par line´arite´, ce terme est donc de´fini pour
γ ∈ Dge´om,G˜−e´qui(KM˜(R), ω)⊗Mes(M(R))
∗.
Ce terme a les meˆmes proprie´te´s relativement a` l’induction que les inte´grales or-
bitales ω-e´quivariantes. C’est-a`-dire que soit KR˜ ∈ L(KM˜0) tel que KR˜ ⊂ KM˜ .
Soit O une classe de conjugaison stable semi-simple dans KR˜(R). Notons OM˜ l’unique
classe de conjugaison stable dans KM˜(R) qui contient O. On suppose que OM˜ est G˜-
e´quisingulie`re. Alors, pour tout γ ∈ Dge´om(O, ω)⊗Mes(R(R))
∗ et tout f ∈ I(KG˜(R), ω)⊗
Mes(G(R)), on a l’e´galite´
IKG˜,E
KM˜
(γM˜ , f) =
∑
KL˜∈L(KR˜)
dG˜
R˜
(M˜, L˜)IKL˜
KR˜
(γ, fKL˜,ω).
Remarque. Si l’on ne travaillait pas avec un K-espace, mais seulement avec une
composante, la somme (2) ne serait plus en ge´ne´ral inde´pendante de la de´composition
(1) choisie.
1.9 Une proprie´te´ locale des inte´grales orbitales ω-e´quivariantes
endoscopiques
On conserve la meˆme situation. Soit O une classe de conjugaison stable semi-simple
dans KM˜(R). On se de´barrasse ici des espaces de mesures de Haar en fixant de telles
mesures sur tous les groupes intervenant.
Lemme. On suppose que O est G˜-e´quisingulie`re. Soit f ∈ I(KG˜(R), ω).
(i) Il existe une fonction f ′ ∈ I(KM˜(R), ω) telle que, pour tout τ ∈ Dorb(KM˜(R), ω)
dont le support est forme´ d’e´le´ments G˜-re´guliers et assez voisins de O, on ait l’e´galite´
IKG˜,E
KM˜
(τ , f) = IKM˜(τ , f ′).
(ii) Soit γ ∈ Dge´om(O, ω). Pour f
′ comme en (i), on a l’e´galite´
IKG˜,E
KM˜
(γ, f) = IKM˜(γ, f ′).
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Preuve. Introduisons la paire de Borel e´pingle´e E∗ de M , dont on note T ∗ le tore.
Posons
V KM˜ =
(
((T ∗/(1− θ)(T ∗))/WM,θ)×Z(M) Z(M˜)
)ΓR
,
cf. [I] 1.8. Cet ensemble est une varie´te´ analytique re´elle. Les classes de conjugaison
semi-simples ge´ome´triques dans KM˜(R) sont classifie´es par un sous-ensemble de V KM˜ .
La classe de conjugaison stable O e´tant incluse dans une classe de conjugaison semi-
simple ge´ome´trique, il lui correspond un point vO ∈ V
KM˜ . Soient KR˜ ∈ L(KM˜0) tel
que KR˜ ⊂ KM˜ et R′ = (R′,R′, ζ˜) ∈ E(KR˜, aR). Les classes de conjugaison semi-
simples ge´ome´triques dans R˜′(R) sont de meˆme classifie´es par une varie´te´ V R˜
′
, qui s’en-
voie naturellement dans V KM˜ . On note OR˜′ la re´union des classes de conjugaison stable
semi-simples dans R˜′(R) dont l’image dans V KM˜ est vO.
Soient KL˜ ∈ L(KR˜) tel que dG˜
R˜
(M˜, L˜) 6= 0 et s˜ ∈ Z(Rˆ)ΓR,θˆ/Z(Lˆ)ΓR,θˆ. On a de´ja` vu
que OR˜′ e´tait L˜
′(s˜)-e´quisingulie`re (on veut dire par la` que cet ensemble est re´union de
classes de conjugaison stable qui sont L˜′(s˜)-e´quisingulie`res). D’apre`s une variante des
relations (2) et (3) de 1.4 (voir aussi les relations (8) et (9) de ce paragraphe), il existe
une fonction gKR˜,R′(KL˜, s˜) ∈ SI(R
′) telle que
(1) pour tout τ ∈ Dstorb(R
′) dont le support est forme´ d’e´le´ments assez re´guliers et
assez voisins de OR˜′ , on a l’e´galite´
S
L′(s˜)
R′
(τ , (fKL˜,ω)
L′(s˜)) = SR
′
(τ , gKR˜,R′(KL˜, s˜));
(2) pour tout δ ∈ Dstge´om(R
′,OR˜′), on a l’e´galite´
S
L′(s˜)
R′
(δ, (fKL˜,ω)
L′(s˜)) = SR
′
(δ, gKR˜,R′(KL˜, s˜)).
Introduisons le groupe AutKM˜(KR˜,R′) des automorphismes de (KR˜,R′), l’espace
ambiant e´tant KM˜ . Ce groupe agit sur SI(R′) et cette action se factorise par un quotient
fini. Notons AutKM˜(KR˜,R′) un tel quotient fini. Soit x ∈ AutKM˜(KR˜,R′). L’e´le´ment
x permute les couples (KL˜, s˜) intervenant ci-dessus. On ve´rifie aise´ment que la fonction
x(gKR˜,R′(KL˜, s˜)) a les meˆmes proprie´te´s que gKR˜,R′(x(KL˜, s˜)). On peut donc aussi bien
remplacer chaque fonction gKR˜,R′(KL˜, s˜) par
|AutKM˜(KR˜,R′)|−1
∑
x∈AutKM˜ (KR˜,R′)
x(gKR˜,R′(x
−1(KL˜, s˜))).
Cela fait, posons
(3) gKR˜,R′ =
∑
KL˜∈L(KR˜)
dG˜
R˜
(M˜, L˜)
∑
s˜∈Z(Rˆ)ΓR,θˆ/Z(Lˆ)ΓR,θˆ
iR˜′(L˜, L˜
′(s˜))gKR˜,R′(KL˜, s˜).
Alors cette fonction est invariante parAutKM˜(KR˜,R′). Fixons un ensemble de repre´sentants
E+(KM˜, aM ) des classes d’e´quivalence de couples (KR˜,R
′) comme ci-dessus. Nos construc-
tions de´finissent une famille (gKR˜,R′)(KR˜,R′)∈E+(KM˜,aM). Conside´rons les conditions de la
proposition 4.11 de [I]. La premie`re condition est l’invariance de gKR˜,R′ par Aut
KM˜(KR˜,R′),
qui est ve´rifie´e par construction. Pour la deuxie`me condition, soient M′ ∈ E(KM˜, aM),
R˜′ un espace de Levi de M˜ ′ qui est relevant et soit (KR˜,R′) l’e´le´ment de E+(KM˜, aM)
qui lui est associe´. La condition de [I] 4.11 impose l’e´galite´
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(4) (gKM˜,M′)R˜′ = gKR˜,R′.
Celle-ci n’est pas ve´rifie´e en ge´ne´ral, mais elle l’est au voisinage de OR˜′ . En effet, soit
τ ∈ Dstorb(R
′) dont le support est forme´ d’e´le´ments assez re´guliers et assez voisins de OR˜′ .
Les proprie´te´s (1) et (3) nous disent que
(5) SR
′
(τ , gKR˜,R′) =
∑
KL˜∈L(KR˜)
dG˜
R˜
(M˜, L˜)IKL˜,E
KR˜
(R′, τ , fKL˜,ω).
On a aussi
SR
′
(τ , (gKM˜,M′)R˜′) = S
M
′
(τ M˜
′
, gKM˜,M′).
La relation (5) applique´e au couple (KM˜,M′) se simplifie en
(6) SM
′
(τ ′, gKM˜,M′) = I
KG˜,E
KM˜
(M′, τ ′, f),
pour tout τ ′ ∈ Dstorb(M
′) dont le support est forme´ d’e´le´ments assez re´guliers et assez
voisins de OM˜ ′ . En l’utilisant , on obtient
SR
′
(τ , (gKM˜,M′)R˜′) = I
KG˜,E
KM˜
(M′, τ M˜
′
, f).
La relation 1.6(1) dit que ceci est e´gal au membre de droite de (5). Donc l’e´galite´ (4) est
bien ve´rifie´e au voisinage de OR˜′ .
Nous ne de´taillerons pas la troisie`me condition de la proposition [I] 4.11 : sa validite´
locale re´sulte comme ci-dessus de la relation 1.6(2).
Toute fonction ξ sur V KM˜ se rele`ve en une fonction sur KM˜(R) : c’est la fonction
γ 7→ ξ(vγ), ou`, pour γ ∈ KM˜(R), vγ est le point de V
KM˜ qui classifie la partie semi-
simple de γ. Fixons un voisinage Ω1 de vO et un voisinage Ω2 de la cloˆture de Ω1. Fixons
une fonction ξ sur V KM˜ qui est C∞, qui vaut 1 sur Ω1 et vaut 0 hors de Ω2. Pour tout R˜
′
intervenant ci-dessus, V R˜
′
s’envoie dans V KM˜ . Par composition avec cette application,
ξ devient une fonction sur V R˜
′
, qui se rele`ve en une fonction ξR˜′ sur R˜
′(R). Remplac¸ons
gKR˜,R′ par son produit avec ξR˜′ . Cela ne retire rien aux proprie´te´s de cette fonction.
Mais il est plus ou moins clair que, si l’on choisit Ω2 assez petit, l’e´galite´ (4), qui n’e´tait
ve´rifie´e que localement, est maintenant ve´rifie´e partout : on a annule´ les fonctions la` ou`
l’e´galite´ n’e´tait pas ve´rifie´e.
On a maintenant obtenu une famille (gKR˜,R′)(KR˜,R′)∈E+(KM˜,aM ) qui ve´rifie les condi-
tions de la proposition 4.11 de [I]. Cette proposition nous dit qu’il existe un unique
f ′ ∈ I(KM˜(R), ω) tel que, pour tout M′ ∈ E(KM˜, aM), le terme gKM˜,M′ soit e´gal
au transfert (f ′)M
′
. Soit τ ∈ Dorb(KM˜(R), ω) dont le support est forme´ d’e´le´ments
G˜-re´guliers et assez voisins de O. On peut e´crire
τ =
∑
M′∈E(KM˜,aM )
transfert(τM′),
ou` τM′ ∈ D
st
orb(M
′) a pour support des e´le´ments assez re´guliers et voisins de OM˜ ′ . Alors
IKM˜(τ , f ′) =
∑
M′∈E(KM˜,aM)
IKM˜(transfert(τM′), f
′) =
∑
M′∈E(KM˜,aM)
SM
′
(τM′, (f
′)M
′
)
=
∑
M′∈E(KM˜,aM )
SM
′
(τM′ , gKM˜,M′) =
∑
M′∈E(KM˜,aM )
IKG˜,E
KM˜
(M′, τM′ , f),
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cette dernie`re e´galite´ provenant de (6). Par de´finition, la dernie`re expression vaut IKG˜,E
KM˜
(τ , f).
Cela prouve que la fonction f ′ satisfait le (i) de l’e´nonce´.
La preuve du (ii) est similaire, en utilisant la relation suivante pourM′ ∈ E(KM˜, aM) :
SM
′
(δ, gKM˜,M′) = I
KG˜,E
KM˜
(M′, δ, f),
pour tout δ ∈ Dstge´om(M
′,OM˜ ′). Elle re´sulte de la de´finition de gKM˜,M′ et de (2) ci-dessus.
Cela ache`ve la preuve. 
1.10 Le the´ore`me principal
Evidemment, la de´finition des inte´grales orbitales ponde´re´es ω-e´quivariantes donne´e
en 1.3 s’adapte aux K-espaces. Soit KM˜ un K-espace de Levi de KG˜.
The´ore`me (a` prouver). Soient γ ∈ Dge´om,G˜−e´qui(KM˜(R), ω) ⊗Mes(M(R))
∗ et f ∈
I(KG˜(R))⊗Mes(G(R)). Alors on a l’e´galite´
IKG˜,E
KM˜
(γ, f) = IKG˜
KM˜
(γ, f).
1.11 Re´duction au cas des inte´grales orbitales re´gulie`res
Lemme. Soit f ∈ I(KG˜(R)) ⊗Mes(G(R)). Supposons l’e´galite´ du the´ore`me ve´rifie´e
pour tout γ ∈ Dorb(KM˜(R), ω) ⊗ Mes(M(R))
∗ dont le support est forme´ d’e´le´ments
G˜-re´guliers. Alors elle l’est pour tout γ ∈ Dge´om,G˜−e´qui(KM˜(R), ω)⊗Mes(M(R))
∗.
Preuve. On oublie comme toujours les questions de mesures. On fixe une classe de
conjugaison stable semi-simple O dans KM˜(R) qui est G˜-e´quisingulie`re. On doit montrer
que, sous l’hypothe`se de l’e´nonce´, le the´ore`me est ve´rifie´ pour γ ∈ Dge´om(O, ω). D’apre`s
la de´finition de 1.3, on peut fixer une fonction f ′′ ∈ I(KM˜(R), ω) telle que
(1) IKG˜
KM˜
(τ , f) = IKM˜(τ , f ′′)
pour tout τ ∈ Dorb(KM˜(R), ω) dont le support est forme´ d’e´le´ments assez re´guliers et
voisins de O ;
(2) IKG˜
KM˜
(γ, f) = IKM˜(γ, f ′′)
pour tout γ ∈ Dge´om(O, ω).
Le lemme 1.8 nous fournit une fonction f ′ qui a les meˆmes proprie´te´s relativement
aux inte´grales orbitales ponde´re´es endoscopiques :
(3) IKG˜,E
KM˜
(τ , f) = IKM˜(τ , f ′)
pour tout τ ∈ Dorb(KM˜(R), ω) dont le support est forme´ d’e´le´ments assez re´guliers et
voisins de O ;
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(4) IKG˜,E
KM˜
(γ, f) = IKM˜(γ, f ′)
pour tout γ ∈ Dge´om(O, ω).
L’hypothe`se de l’e´nonce´ et les relations (1) et (3) impliquent que f ′ et f ′′ sont e´gales
au voisinage de O. Mais alors les relations (2) et (4) impliquent l’e´galite´ cherche´e. 
1.12 Elimination des K-espaces
Revenons a` un triplet (G, G˜, a) et a` un espace de Levi M˜ de G˜. On peut inclure
le triplet comme composante connexe d’un triplet (KG,KG˜, a). L’espace M˜ est alors
une composante connexe d’un K-espace KM˜ et on ne perd rien a` supposer que KM˜ ∈
L(KM˜0). Supposons le the´ore`me 1.10 prouve´ pour ces donne´es. Soient M
′ ∈
E(KM˜, aM ), δ ∈ D
st
ge´om,G˜−e´qui
(M′)⊗Mes(M ′(R))∗ et f ∈ I(G˜(R), ω)⊗Mes(G(R)). On
a de´fini IG˜,E
M˜
(M′, δ, f) en 1.6. On note ici transfert(δ) le transfert de δ a` M˜(R). On a
alors l’e´galite´
(1) IG˜,E
M˜
(M′, δ, f) = IG˜
M˜
(transfert(δ), f).
En effet, introduisons la fonction fKG˜ ∈ I(KG˜(R), ω)⊗Mes(G(R)) dont la composante
sur G˜(R) est f et dont les autres composantes sont nulles. Introduisons le transfert
transfertKG˜(δ) de δ a` KM˜(R). Sa composante sur M˜(R) est transfert(δ). On ne
connaˆıt pas les autres composantes, mais peu importe. Par de´finition, on a
IG˜,E
M˜
(M′, δ, f) = IKG˜,E
KM˜
(M′, δ, fKG˜) = IKG˜,E
KM˜
(transfertKM˜(δ), fKG˜).
Graˆce au the´ore`me, on obtient
IG˜,E
M˜
(M′, δ, f) = IKG˜
KM˜
(transfertKM˜(δ), fKG˜).
Puisque fKG˜ est concentre´ sur la composante G˜(R), ce dernier terme est e´gal par de´finition
a` IG˜
M˜
(transfert(δ), f). Cela prouve (1).
1.13 Le cas quasi-de´ploye´ et a` torsion inte´rieure
Soit (G, G˜, a) un triplet quasi-de´ploye´ et a` torsion inte´rieure. Soit M˜ un espace de
Levi de G˜ et soit M′ une donne´e endoscopique elliptique et relevante de (M, M˜, aM ).
Proposition. Pour tout δ ∈ Dst
ge´om,G˜−e´qui
(M′) ⊗Mes(M ′(R))∗ et tout f ∈ I(G˜(R)) ⊗
Mes(G(R)), on a l’e´galite´
IG˜,E
M˜
(M′, δ, f) = IG˜
M˜
(transfert(δ), f).
Preuve. Un argument analogue a` celui du paragraphe 1.11 nous rame`ne au cas ou`
δ appartient a` Dstorb(M
′) ⊗ Mes(M ′(R))∗ et le support de δ est forme´ d’e´le´ments G˜-
re´guliers. La preuve est alors la meˆme que celle de la proposition [III] 2.9(ii). C’est-a`-dire
que les constructions de la section 2 de [III] nous rame`nent au cas d’un groupe sans
torsion. Dans ce cas, l’assertion re´sulte de [A5] the´ore`me 1.1(a). 
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2 Un nouvel espace de distributions
2.1 De´finition de l’espace Dtr−orb(G˜(R))
Soit (G, G˜, a) un triplet quasi-de´ploye´ et a` torsion inte´rieure. On de´finit un sous-
espace Dtr−orb(G˜(R)) ⊂ Dge´om(G˜(R)) par re´currence sur dim(GSC). Une fois cet espace
de´fini, on pose Dsttr−orb(G˜(R)) = Dtr−orb(G˜(R))∩D
st
ge´om(G˜(R)). On a besoin d’e´tendre les
de´finitions dans la situation habituelle suivante. On conside`re des extensions compatibles
1→ C♮ → G♮ → G→ 1 et G˜♮ → G˜
ou` C♮ est un tore central induit et ou` G˜♮ est encore a` torsion inte´rieure. On se donne
de plus un caracte`re λ♮ de C♮(R). En supposant de´fini l’espace Dtr−orb(G˜♮(R)), on note
Dtr−orb,λ♮(G˜♮(R)) son image naturelle dansDge´om,λ♮(G˜♮(R)). De meˆme, on noteD
st
tr−orb,λ♮
(G˜♮(R))
l’image naturelle deDsttr−orb(G˜♮(R)) dans D
st
ge´om,λ♮
(G˜♮(R)). Supposons donne´s d’autres ob-
jets
1→ C♭ → G♭ → G→ 1 , G˜♭ → G˜
et λ♭ ve´rifiant les meˆmes conditions. Supposons donne´s comme en 1.4 un caracte`re λ♮,♭
de G♮,♭(R) et une fonction λ˜♮,♭ sur G˜♮,♭(R) se transformant selon le caracte`re λ♮,♭. A l’aide
de cette fonction, on construit les isomorphismes habituels
Dge´om,λ♮(G˜♮(R)) ≃ Dge´om,λ♭(G˜♭(R))
Dstge´om,λ♮(G˜♮(R)) ≃ D
st
ge´om,λ♭
(G˜♭(R)).
On montrera plus loin que
(1) Dtr−orb,λ♮(G˜♮(R)) et Dtr−orb,λ♭(G˜♭(R)) se correspondent par le premier isomor-
phisme ; Dsttr−orb,λ♮(G˜♮(R)) et D
st
tr−orb,λ♭
(G˜♭(R)) se correspondent par le second.
Si maintenant G′ = (G′,G ′, s) est une donne´e endoscopique relevante de (G, G˜, a),
avec G′ 6= G, on introduit des donne´es auxiliaires G′1,...,∆1. L’espaceD
st
tr−orb,λ1
(G˜1(R)) est
bien de´fini et on noteDsttr−orb(G
′) le sous-espace deDstge´om(G
′) auquel il s’identifie. D’apre`s
(1), cette de´finition ne de´pend pas du choix des donne´es auxiliaires. On peut montrer
que, si G′0 est une donne´e endoscopique e´quivalente a` G
′, l’isomorphisme de´duit d’une
e´quivalence entre Dstge´om(G
′) et Dstge´om(G
′
0) envoie D
st
tr−orb(G
′) sur Dsttr−orb(G
′
0) (on ne
donnera pas la preuve formelle similaire a` celle de (1)). Rappelons qu’en ge´ne´ral, on note
E(G˜, a) un ensemble de repre´sentants des classes d’e´quivalence de donne´es endoscopiques
elliptiques et relevantes de (G, G˜, a). On simplifie cette notation en E(G˜) dans notre
situation quasi-de´ploye´e a` torsion inte´rieure. Cela e´tant, on de´finit Dtr−orb(G˜(R)) comme
le sous-espace de Dge´om(G˜(R)) engendre´ par Dorb(G˜(R)) et par les images par transfert
des espaces Dsttr−orb(G
′) pour G′ ∈ E(G˜) tel que G′ 6= G.
Soit (G, G˜, a) un triplet qui n’est pas quasi-de´ploye´ et a` torsion inte´rieure. On de´finit
Dtr−orb(G˜(R), ω) comme le sous-espace de Dge´om(G˜(R), ω) engendre´ par Dorb(G˜(R), ω)
et par les images par transfert des espaces Dsttr−orb(G
′) pour G′ ∈ E(G˜, a).
Soit (KG,KG˜, a) un K-triplet. On de´finit Dtr−orb(KG˜(R), ω) comme le sous-espace
de Dge´om(KG˜(R), ω) engendre´ par Dorb(KG˜(R), ω) et par les images par transfert des
espaces Dsttr−orb(G
′) pour G′ ∈ E(G˜, a).
Remarque. Pour p ∈ Π, la projection naturelleDge´om(KG˜(R), ω)→ Dge´om(G˜p(R), ω)
envoie Dtr−orb(KG˜(R), ω) sur Dtr−orb(G˜p(R), ω). J’ignore par contre si l’homomorphisme
Dtr−orb(KG˜(R), ω)→ ⊕p∈ΠDtr−orb(G˜p(R), ω)
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est surjectif.
Avant de prouver (1), on doit rappeler qu’en [I] 1.12, on a de´fini un groupe Gab(R),
un groupe re´ductif connexe G0 et des homomorphismes
G(R)→ Gab(R)
NG
→ G0,ab(R).
On a des objets similaires pour les espaces tordus, ainsi que des applications
G˜(R)→ G˜ab(R)
NG˜
→ G˜0,ab(R).
On a
(2) G0 = G, G˜0 = G˜ et les applications G(R) → Gab(R) et G˜(R) → G˜ab(R) sont
surjectives.
Preuve. Les assertions pour les espaces tordus re´sultent de celles pour les groupes.
Le groupe G0 est le groupe quasi-de´ploye´ tel que Gˆ0 = Gˆ
θˆ,0. Ici, θˆ = 1 et G est quasi-
de´ploye´, d’ou` G0 = G. Par de´finition, Gab(R) = H
1,0(ΓR;GSC → G). Fixons une paire
de Borel (B, T ) de G de´finie sur R. L’application naturelle
H1,0(ΓR;Tsc → T )→ H
1,0(ΓR;GSC → G)
est bijective. On a une suite exacte
T (R) = H0(ΓR;T )→ H
1,0(ΓR;Tsc → T )→ H
1(ΓR;Tsc).
Mais Tsc est un tore induit, donc le dernier groupe est nul. La premie`re fle`che est donc
surjective et, a fortiori, l’homomorphisme G(R)→ Gab(R) est surjectif. 
Prouvons (1). Rappelons la suite exacte
1→ Gˆ→ Gˆ♮ → Cˆ♮ → 1.
On fixe une paire de Borel e´pingle´e de Gˆ♮ conserve´e par l’action galoisienne. Elle se
restreint naturellement en une telle paire pour Gˆ. En notant Tˆ et Tˆ♮ leurs tores, on a la
suite exacte
1→ Tˆ → Tˆ♮ → Cˆ♮ → 1.
Elle se restreint en une suite exacte
(3) 1→ Z(Gˆ)→ Z(Gˆ♮)→ Cˆ♮ → 1.
Soit G′ = (G′,G ′, s) une donne´e endoscopique de (G, G˜). On ne perd rien a` supposer que
s ∈ Tˆ . On a Gˆ′ = Gˆs (on rappelle que Gˆs est la composante neutre du centralisateur
ZGˆ(s) de s dans Gˆ) . Posons Gˆ
′
♮ = (Gˆ♮)s. On a Gˆ
′
♮ = Tˆ♮Gˆ
′ = Z(Gˆ♮)Gˆ
′ et la suite
(4) 1→ Gˆ′ → Gˆ′♮ → Cˆ♮ → 1
est exacte. On pose G ′♮ = Z(Gˆ♮)G
′. Ce sous-groupe de LG agit sur Gˆ′♮, d’ou` une action
galoisienne sur ce groupe compatible avec la suite exacte ci-dessus. On introduit un
groupe G′♮ quasi-de´ploye´ sur R de sorte que Gˆ
′
♮, muni de son action galoisienne, en soit
un groupe dual. On a une suite exacte duale de la pre´ce´dente
1→ C♮ → G
′
♮ → G
′ → 1.
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La donne´e G′♮ = (G
′
♮,G
′
♮, s) est une donne´e endoscopique pour (G♮, G˜♮). On obtient une
applicationG′ 7→ G′♮ qui, a` une classe d’e´quivalence de donne´e endoscopique pour (G, G˜),
associe une classe d’e´quivalence de donne´e endoscopique pour (G♮, G˜♮). Montrons qu’elle
est bijective. Il suffit de de´finir son inverse. Pour cela, partons d’une donne´e endoscopique
G′♮ = (G
′
♮,G
′
♮, s) pour (G♮, G˜♮). On suppose s ∈ Tˆ♮. Quitte a` multiplier s par un e´le´ment de
Z(Gˆ♮), on peut graˆce a` (3) supposer que s ∈ Tˆ . On a comme ci-dessus Gˆ
′
♮ = (Gˆ♮)s = Tˆ♮Gˆs,
d’ou` Gˆ′♮ ∩ Gˆ = Tˆ Gˆs = Gˆs puisque Tˆ ⊂ Gˆs. En posant Gˆ
′ = Gˆs, on a encore la suite
exacte (4). On introduit un groupe G′ quasi-de´ploye´ sur R de sorte que Gˆ′ soit dual
de G′. Posons G ′ = G ′♮ ∩
LG. Montrons que le triplet G′ = (G′,G ′, s) est une donne´e
endoscopique pour (G, G˜). La seule condition non e´vidente est la suivante. Il existe un
cocycle a : WR → Z(Gˆ♮), qui est un cobord, de sorte que sgw(s)
−1 = a(w)g pour tout
w ∈ WR et tout (g, w) ∈ G
′
♮. Quand on se restreint a` (g, w) ∈ G
′, tous les termes sauf
e´ventuellement a(w) sont dans Gˆ. Ce dernier terme est donc lui-aussi dans Gˆ, donc dans
Z(Gˆ♮) ∩ Gˆ = Z(Gˆ). Donc a est un cocycle de WR dans Z(Gˆ). Il faut voir que c’est un
cobord. Cela re´sulte de
(5) l’homomorphisme naturel H1(WR;Z(Gˆ))→ H
1(WR;Z(Gˆ♮)) est injectif.
Il s’inse`re dans une suite exacte
1→ Z(Gˆ)ΓR → Z(Gˆ♮)
ΓR → CˆΓR♮ → H
1(WR;Z(Gˆ))→ H
1(WR;Z(Gˆ♮)).
La suite (3) entraˆıne que l’homomorphisme Z(Gˆ♮)
ΓR,0 → CˆΓR,0♮ est surjectif. Or Cˆ est
induit donc CˆΓR♮ est connexe. Il en re´sulte que le deuxie`me homomorphisme de la suite
ci-dessus est surjectif, d’ou` (5).
Il est clair que l’application G′♮ 7→ G
′ que l’on vient de construire est inverse de la
pre´ce´dente, ce qui prouve la bijectivite´ de ces deux applications.
Conside´rons deux donne´es G′ et G′♮ qui se correspondent ainsi. Rappelons que,
puisque (G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure, G′ est relevante si et seule-
ment si G˜′(R) 6= ∅ ([I] lemme 1.9). De meˆme pour G˜′♮. Puisque C♮ est induit, l’ap-
plication G˜′♮(R) → G˜
′(R) est surjective. Les deux ensembles sont vides ou non vides
simultane´me´nt. Donc G′ est relevante si et seulement si G′♮ l’est. Supposons ces donne´es
relevantes. Fixons des donne´es supple´mentaires G′1, G˜
′
1, C1, ξˆ1, ∆1 pour G
′. Notons G′♮,1
le produit fibre´ de G′♮ et G
′
1 au-dessus de G
′. Le groupe dual Gˆ′♮,1 s’identifie au quotient
de Gˆ′ × Z(Gˆ♮) × Z(Gˆ1) par le sous-groupe des (z1, z2, z3) ∈ Z(Gˆ
′) tels que z1z2z3 = 1.
L’homomorphisme ξˆ1 : G
′ → LG
′
1 se prolonge en un homomorphisme ξˆ♮,1 : G
′
♮ →
LG
′
♮,1 de
la fac¸on suivante. Soit (g♮, w) ∈ G
′
♮. On e´crit g♮ = z♮g, avec z♮ ∈ Z(Gˆ♮) et (g, w) ∈ G
′.
Ecrivons ξˆ1(g, w) = z1h × w, avec z1 ∈ Z(Gˆ
′
1) et h ∈ Gˆ
′. On note ξˆ♮,1(g♮, w) l’image
de (h, z♮, z1) dans Gˆ
′
♮,1. On ve´rifie que ce terme ne de´pend pas des choix faits et que
l’application ξˆ♮,1 ainsi de´finie est un homomorphisme. On note G˜
′
♮,1 le produit fibre´ de G˜
′
♮
(qui est l’espace de la donne´e endoscopique G′♮) et de G˜
′
1 au-dessus de G˜
′. Soit (δ♮,1, γ♮)
un couples d’e´le´ments de G˜′♮,1(R) × G˜♮(R) qui sont fortement re´guliers et qui se corres-
pondent. Ce couple a une image naturelle (δ1, γ) ∈ G˜
′
1(R) × G˜(R) forme´e d’e´le´ments
fortement re´guliers qui se correspondent. On pose ∆♮,1(δ♮,1, γ♮) = ∆1(δ1, γ). On ve´rifie
que G′♮,1, G˜
′
♮,1, C1, ξˆ♮,1, ∆♮,1 est un ensemble de donne´es auxiliaires pour G
′
♮.
Conside´rons maintenant d’autres donne´es indexe´es par ♭ comme en (1). Pour la meˆme
donne´e G′ et les meˆmes donne´es auxiliaires, on construit de meˆme G′♭ et des donne´es
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auxiliaires G′♭,1,..., ∆♭,1. On peut appliquer aussi ces constructions pour les produits fibre´s
G′♮,♭ et G˜
′
♮,♭. On a donc une donne´e endoscopique G
′
♮,♭ pour (G
′
♮,♭, G˜
′
♮,♭) et des donne´es auxi-
liaires G′♮,♭,1,...,∆♮,♭,1. On ve´rifie que G
′
♮,♭,1 est le produit fibre´ de G
′
♮,1 et G
′
♭,1 au-dessus de
G′1 et que G˜
′
♮,♭,1 est le produit fibre´ de G˜
′
♮,1 et G˜
′
♭,1 au-dessus de G
′
1. D’apre`s [I] 1.12 et (2)
ci-dessus, on a un homomorphisme naturel G′ab(R)→ Gab(R) et une application compa-
tible G˜′ab(R)→ G˜ab(R). De meˆme, on a un homomorphisme G
′
♮,♭,ab(R)→ G♮,♭,ab(R) et une
application compatible G˜′♮,♭,ab(R) → G˜♮,♭,ab(R). On les compose en un homomorphisme
G′♮,♭,1,ab(R) → G♮,♭,ab(R) et une application compatible G˜
′
♮,♭,1,ab(R) → G˜♮,♭,ab(R). Graˆce a`
(2), le caracte`re λ♮,♭ se factorise en un homomorphisme de G♮,♭(R) et l’application λ˜♮,♭
se factorise en une application de´finie sur G˜♮,♭(R). Par composition avec les applications
pre´ce´dentes, on obtient un caracte`re λ′♮,♭,1 de G
′
♮,♭,1(R) et une application compatible λ˜
′
♮,♭,1
sur G˜′♮,♭,1(R).
Introduisons des notations pour nos applications
Dtr−orb(G˜♮(R)) Dtr−orb(G˜♭(R))
pλ♮ ↓ pλ♭ ↓
Dtr−orb,λ♮(G˜♮(R))
ι
→ Dtr−orb,λ♭(G˜♭(R))
On veut prouver que, pour γ♮ ∈ Dtr−orb(G˜♮(R)), il existe γ♭ ∈ Dtr−orb(G˜♭(R)) tel que
ι ◦ pλ♮(γ♮) = pλ♭(γ♭). Par de´finition, on peut e´crire γ♮ comme somme d’un e´le´ment γ♮,orb
qui est une honneˆte inte´grale orbitale et d’une somme sur G′ ∈ E(G˜) tel que G′ 6= G,
d’e´le´ments transfert(δ♮), ou` δ♮ ∈ D
st
tr−orb(G
′
♮). Pour les inte´grales orbitales, il n’y a pas
de proble`me. Il existe presque par de´finition un e´le´ment γ♭,orb ∈ Dorb(G˜♭(R)) tel que
ι◦pλ♮(γ♮,orb) = pλ♭(γ♭,orb). Fixons G
′. En fixant des donne´es auxiliaires comme ci-dessus,
on identifie δ♮ a` un e´le´ment de D
st
tr−orb,λ1
(G˜′♮,1(R)) (λ1 est le caracte`re de C1(R)). On le
rele`ve en un e´le´ment δ♮,1 ∈ D
st
tr−orb(G˜
′
♮,1(R)). On a le diagramme suivant
(6)
Dstge´om(G˜
′
♮,1(R))
pλ1→ Dstge´om,λ1(G˜
′
♮,1(R))
transfert
→ Dge´om(G♮(R))
pλ♮ ↓ pλ♮ ↓ pλ♮ ↓
Dstge´om,λ♮(G˜
′
♮,1(R))
pλ1→ Dstge´om,λ♮×λ1(G˜
′
♮,1(R)) Dge´om,λ♮(G♮(R))
On ve´rifie que la suite du bas se comple`te en un homomorphisme que l’on peut appeler
transfert : Dstge´om,λ♮×λ1(G˜
′
♮,1(R))→ Dge´om,λ♮(G♮(R))
qui rend ce diagramme commutatif. On a alors
pλ♮ ◦ transfert(δ♮) = pλ♮ ◦ transfert ◦ pλ1(δ♮,1) = transfert ◦ pλ1 ◦ (δ
′
♮,1),
ou` δ′♮,1 = pλ♮(δ♮,1). De l’application λ˜♮,♭,1 se de´duit un isomorphisme
ιst1 : D
st
ge´om,λ♮
(G˜′♮,1(R))→ D
st
ge´om,λ♭
(G˜′♭,1(R)).
Il re´sulte de sa construction qu’il se descend en un isomorphisme encore note´
ιst1 : D
st
ge´om,λ♮×λ1
(G˜′♮,1(R))→ D
st
ge´om,λ♭×λ1
(G˜′♭,1(R)).
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On ve´rifie que le diagramme suivant est commutatif
Dstge´om,λ♮(G˜
′
♮,1(R))
pλ1→ Dstge´om,λ♮×λ1(G˜
′
♮,1(R))
transfert
→ Dge´om,λ♮(G♮(R))
ιst1 ↓ ι
st
1 ↓ ι ↓
Dstge´om,λ♭(G˜
′
♭,1(R))
pλ1→ Dstge´om,λ♭×λ1(G˜
′
♭,1(R))
transfert
→ Dge´om,λ♭(G♭(R))
En posant δ′♭,1 = ι
st
1 (δ
′
♮,1), on obtient
ι ◦ pλ♮ ◦ transfert(δ♮) = ι ◦ transfert ◦ pλ1(δ
′
♮,1) = transfert ◦ pλ1(δ
′
♭,1).
Puisque G′ 6= G, on peut appliquer (1) par re´currence en remplac¸ant G˜, G˜♮ et G˜♭ par G˜
′
1,
G˜′♮,1 et G˜
′
♭,1. Puisque δ
′
♮,1 ∈ D
st
tr−orb,λ♮
(G˜′♮,1(R)), on obtient que δ
′
♭,1 ∈ D
st
tr−orb,λ♭
(G˜′♭,1(R)).
On rele`ve δ′♭,1 en un e´le´ment δ♭,1 ∈ D
st
tr−orb(G˜
′
♭,1(R)). Par un diagramme similaire a` (6)
pour les indices ♭, on a
transfert ◦ pλ1(δ
′
♭,1) = pλ♭ ◦ transfert ◦ pλ1(δ♭,1).
L’e´le´ment pλ1(δ♭,1) s’identifie a` un e´le´ment δ♭ ∈ D
st
tr−orb(G
′
♭) et l’e´galite´ ci-dessus se re´crit
transfert ◦ pλ1(δ
′
♭,1) = pλ♭ ◦ transfert(δ♭).
On a obtenu
ι ◦ pλ♮ ◦ transfert(δ♮) = pλ♭ ◦ transfert(δ♭).
Notons γ♭ la somme de γ♭,orb et de la somme pour tout G
′ ∈ E(G˜), avec G′ 6=
G, des e´le´ments transfert(δ♭) que l’on vient de construire. Par de´finition, on a γ♭ ∈
Dtr−orb(G˜♭(R)) et on a prouve´ l’e´galite´ ι ◦ pλ♮(γ♮) = pλ♭(γ♭). Cela de´montre la premie`re
assertion de (1).
Prouvons la seconde assertion. On voit qu’elle re´sulte de la proprie´te´ suivante, qui
porte sur une seule se´rie de donne´es :
(7) on a l’e´galite´ Dsttr−orb,λ♮(G˜♮(R)) = Dtr−orb,λ♮(G˜♮(R)) ∩D
st
ge´om,λ♮
(G˜♮(R)).
L’inclusion du membre de gauche dans celui de droite est e´vidente par de´finition.
L’inclusion inverse signifie que, si γ est un e´le´ment de Dtr−orb(G˜♮(R)) tel que pλ♮(γ) est
stable, alors il existe δ ∈ Dsttr−orb(G˜♮(R)) tel que pλ♮(γ) = pλ♮(δ). Avant de le prouver,
e´nonc¸ons deux proprie´te´s de l’espace Dtr−orb(G˜(R)). Le groupe ZG(R) agit par trans-
lations sur G˜(R) et conse´quemment sur l’espace de distributions Dge´om(G˜(R)). Pour
z ∈ ZG(R), on note γ 7→ γ
z cette action. Alors
(8) pour z ∈ ZG(R) et γ ∈ Dtr−orb(G˜(R)), on a γ
z ∈ Dtr−orb(G˜(R)).
Appelons caracte`re affine de G˜(R) une fonction χ˜ sur G˜(R) telle qu’il existe un
caracte`re χ de G(R) de sorte que χ˜(xγ) = χ(x)χ˜(γ) pour tous x ∈ G(R) et γ ∈ G˜(R).
Un caracte`re affine agit par multiplication sur C∞c (G˜(R). Cette action se quotiente en
une action sur I(G˜(R)) et on a aussi une action duale sur Dge´om(G˜(R)) que l’on note
(χ˜,γ) 7→ χ˜γ. Alors
(9) pour tout caracte`re affine χ˜ de G˜(R) et tout γ ∈ Dtr−orb(G˜(R)), on a χ˜γ ∈
Dtr−orb(G˜(R)).
Les proprie´te´s (8) et (9) sont claires si l’on remplace l’espace Dtr−orb(G˜(R)) par
Dorb(G˜(R)). On les prouve alors par re´currence en e´tudiant comment se comportent les
actions de ZG(R) ou d’un caracte`re affine relativement au transfert.
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Revenons a` la preuve de (7). Soit γ ∈ Dtr−orb(G˜♮(R)). Introduisons le groupe de´rive´
G♮,der de G♮. L’image dans G♮,der(R)\G˜♮(R) du support de γ est finie. On peut donc
e´crire γ =
∑
i=1,...,n γi, de sorte que
- pour tout i, γi appartient a` Dge´om(G˜♮(R)) ;
- l’image du support de γi dans G♮,der(R)\G˜♮(R) est un unique point xi ;
- pour i 6= j, on a xi 6= xj .
On peut re´cupe´rer chaque γi comme combinaison line´aire de χ˜γ pour des caracte`res
affines χ˜ convenables de G˜♮(R). D’apre`s (9), on a donc γi ∈ Dtr−orb(G˜♮(R)) pour tout i.
Soient i 6= j, supposons que xi = cxj avec c ∈ C♮(R). Posons γ
′ = γ + λ♮(c)
−1γcj − γj .
Cet e´le´ment est encore dans Dtr−orb(G˜♮(R)) d’apre`s (8) et ve´rifie pλ♮(γ
′) = pλ♮(γ). Mais,
pour γ ′, la composante γj est remplace´e par λ♮(c)
−1γcj et la projection de son support est
xi. Cette composante s’ajoute a` γi et on a diminue´ le nombre des composantes. En pour-
suivant, on arrive a` un e´le´ment que l’on note encore γ, qui appartient a` Dtr−orb(G˜♮(R))
et a meˆme image par pλ♮ que le γ initial, mais dont l’ensemble {x1, ..., xn} associe´ ve´rifie
la condition : si i 6= j, on a xi 6∈ C♮(R)xj . Posons ∆ = C♮(R)∩G♮,der(R). C’est un groupe
fini. Graˆce a` (8), on peut moyenner γ par ce groupe sans changer les proprie´te´s ci-dessus
de cet e´le´ment et supposer que γc = λ♮(c)γ pour tout c ∈ ∆. Supposons alors que pλ♮(γ)
soit stable. On a prouve´ en [II] 1.10(5) qu’un γ ve´rifiant toutes les hypothe`ses ci-dessus
e´tait stable. Donc γ ∈ Dsttr−orb(G˜♮(R)). Cela prouve (7) et la seconde assertion de (1). 
2.2 Premie`res proprie´te´s de l’espace Dtr−orb(G˜(R), ω)
Conside´rons un triplet (G, G˜, a) quelconque. Soit O une classe de conjugaison stable
d’e´le´ments semi-simples dans G˜(R). PosonsDtr−orb(O, ω) = Dtr−orb(G˜(R), ω)∩Dge´om(O, ω).
Dans le cas ou` (G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure, on pose Dsttr−orb(O, ω) =
Dsttr−orb(G˜(R), ω) ∩D
st
ge´om(O, ω). On a
(1) Dtr−orb(G˜(R), ω) = ⊕ODtr−orb(O, ω) ou` O parcourt toutes les classes de conju-
gaison stable d’e´le´ments semi-simples dans G˜(R) ;
(2) si (G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure,Dsttr−orb(G˜(R), ω) = ⊕OD
st
tr−orb(O, ω).
Preuve. L’espace Dtr−orb(G˜(R), ω) est la somme de Dorb(G˜(R), ω) et des espaces
transfert(Dtr−orb(G
′)), ou`G′ parcourt E(G˜, a), avec la restriction G′ 6= G si (G, G˜, a) est
quasi-de´ploye´ et a` torsion inte´rieure. Pour prouver (1), il suffit de montrer que chacun de
ces espaces ve´rifie une de´composition analogue. C’est clair pour l’espace Dorb(G˜(R), ω).
Pour un espace transfert(Dtr−orb(G
′)), cela re´sulte par re´currence de l’assertion (2) ap-
plique´e a` G′. Cela prouve (1). Supposons (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure.
Pour un e´le´ment γ ∈ Dge´om(G˜(R)) s’e´crivant
∑
O γO, ou` γO ∈ Dge´om(O), l’e´le´ment γ
est stable si et seulement si γO est stable pour tout O. Alors (2) re´sulte de (1). 
Pour un K-triplet (KG,KG˜, a) et une classe de conjugaison stable O d’e´le´ments
semi-simples dans KG˜(R), on de´finit de meˆme Dtr−orb(O, ω) et on a encore
(3) Dtr−orb(KG˜(R), ω) = ⊕ODtr−orb(O, ω) .
Revenons a` un triplet (G, G˜, a). Soit M˜ un espace de Levi de G˜. On a
(4) l’homomorphisme d’induction envoieDtr−orb(M˜(R))⊗Mes(M(R))
∗ dansDtr−orb(G˜(R))⊗
Mes(G(R))∗ ; si (G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure, l’homomorphisme d’in-
duction envoie Dsttr−orb(M˜(R))⊗Mes(M(R))
∗ dans Dsttr−orb(G˜(R))⊗Mes(G(R))
∗.
Preuve. On oublie les espaces de mesures. La deuxie`me assertion re´sulte de la premie`re
puisque l’induction conserve la stabilite´. La premie`re assertion est vraie si on remplace
les espaces Dtr−orb par les espaces d’inte´grales orbitales Dorb. Il nous suffit donc de fixer
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une donne´e M′ ∈ E(M˜), avec M ′ 6= M dans le cas ou` (G, G˜, a) est quasi-de´ploye´ et a`
torsion inte´rieure, de fixer δ ∈ Dsttr−orb(M
′) et de prouver que (transfert(δ))G˜ appartient
a` Dtr−orb(G˜(R))). Il existe un e´le´ment G
′ ∈ E(G˜) dont M′ soit une ”donne´e de Levi”.
Puisque le transfert commute a` l’induction, on a
(transfert(δ))G˜ = transfert(δG
′
).
En raisonnant par re´currence, on peut supposer que δG
′
appartient a` Dsttr−orb(G
′). Alors
l’e´le´ment ci-dessus appartient par de´finition a` Dtr−orb(G˜(R)). 
Pour un K-triplet (KG,KG˜, a) et un K-espace de Levi KM˜ ∈ L(KM˜0), on a de
meˆme
(5) l’homomorphisme d’induction envoie Dtr−orb(KM˜(R)) ⊗ Mes(M(R))
∗ dans
Dtr−orb(KG˜(R))⊗Mes(G(R))
∗.
2.3 Un lemme de se´paration
On conside`re un triplet (G, G˜, a) quelconque et un espace de Levi M˜ de G˜. On a
de´fini en [II] 3.1 un ensemble J G˜
M˜
et, pour tout J dans cet ensemble, un espace UJ de
germes au point 1 de fonctions de´finies presque partout sur AM˜(F ). Le corps de base F
e´tait non-archime´dien dans cette re´fe´rence. Les meˆmes de´finitions valent sur le corps de
base R. On ne les reprend pas en se contentant de renvoyer a` [II] 3.1. Toutefois, il nous
faut donner une de´monstration de la proprie´te´ essentielle [II] 3.1(3). Celle donne´e dans
cette re´fe´rence ne s’adapte pas au corps de base R. Signalons en passant que la proprie´te´
[II] 3.1(2) devient fausse sur R. Mais elle ne nous servait qu’a` de´montrer (3).
Lemme. Soient J ∈ J G˜
M˜
et u ∈ UJ . Supposons que M˜ 6= G˜ et que u soit e´quivalent a`
une constante. Alors u = 0 et cette constante est nulle.
Preuve. L’e´le´ment J est forme´ de familles α = (αi)i=1,...,n, ou`
- n = aM˜ − aG˜ ;
- les αi sont des racines de AM˜ dans G line´airement inde´pendantes ;
- le re´seau ⊕i=1,...,nZαi qu’elles engendrent dans a
∗
M˜
(R) est un re´seau fixe´ RJ .
A une telle famille, on associe la fonction
a 7→ uα(a) =
∏
i=1,...,n
log(|αi(a)− αi(a)
−1|R)
de´finie presque partout sur AM˜(R). Introduisons la relation de±-e´quivalence dans J : α =
(αi)i=1,...,n est ±-e´quivalent a` α
′ = (α′i)i=1,...,n si et seulement si on a l’e´galite´ ensembliste
{±αi; i = 1, ..., n} = {±α
′
i; i = 1, ..., n} (en adoptant une notation additive pour les
racines). La fonction uα ne de´pend que de la classe de ±-e´quivalence de α. Fixons un
sous-ensemble J ⊂ J de repre´sentants des classes de ±-e´quivalence. L’e´le´ment u est une
combinaison line´aire
u =
∑
α∈J
cαuα,
avec des coefficients complexes cα. On se limite a` un voisinage de 1 dans AM˜(R). Tout
e´le´ment dans un tel voisinage s’e´crit de fac¸on unique a = exp(H) avec H proche de 0.
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On pose d(a) = ||H||, ou` ||.|| est la norme euclidienne fixe´e sur aM˜(R) ≃ AM˜ . Dire que u
est e´quivalent a` une constante c signifie qu’il existe r > 0 de sorte que, si l’on se restreint
a` un domaine de´fini par les relations
|α(a)− 1|R > Cd(a),
ou` C est une constante positive fixe´e, il existe C ′ > 0 tel que l’on ait une minoration
|u(a)− c| ≤ C ′d(a)r
pour a dans le domaine assez proche de 1. Cette notion d’e´quivalence se descend a`
l’alge`bre de Lie. Pour chaque α ∈ J , introduisons la fonction
H 7→ vα(H) =
∏
i=1,...,n
log(|2αi(H)|R)
de´finie presque partout sur aM˜(R). Pour tout i, on a l’e´galite´
log(|exp(αi(H))−exp(−αi(H))|R) = log(|2αi(H)|R)+log(|
exp(αi(H))− exp(−αi(H))
2αi(H)
|R).
Le second terme est analytique au voisinage de H = 0 et nul en ce point. Cela entraˆıne
que les fonctions vα et H 7→ uα(exp(H)) sont e´quivalentes. Posons
v =
∑
α∈J
cαvα.
Alors v est e´quivalent a` la constante c. Cela entraˆıne
(1) v(H) = c pour tout H ∈ aM˜(R).
En effet, fixons un point H en position ge´ne´rale. Conside´rons l’ensemble {tH ; t ∈
R, 0 < t < 2}. Il est contenu dans un domaine comme ci-dessus. En conse´quence, la
limite de v(tH)−c est nulle quand t tend vers 0. Pour tout α ∈ J , la fonction t 7→ vα(tH)
est polynomiale en log(t) pour t > 0. Donc aussi v(tH)− c. Quand t tend vers 0, log(t)
tend vers +∞. Un polynoˆme en log(t) ne peut tendre vers 0 que s’il est identiquement
nul. Donc v(tH)− c = 0 pour tout t. Applique´e a` t = 1, cette relation donne (1).
Les fonctions vα se quotientent en des fonctions sur aM˜(R)/aG˜(R). On ne perd rien
a` supposer, pour simplifier les notations, que aG˜ = {0}. Conside´rons une fonction
f =
∑
α∈J
xαvα,
avec des coefficients xα ∈ C. Notons J(f) l’ensemble des α ∈ J tels que xα 6= 0.
Conside´rons la re´union des α ∈ J(f), vus comme des ensembles de formes line´aires
sur aM˜(R). C’est un ensemble fini de racines, notons-le Σ(f). Chacune d’elles de´termine
l’hyperplan de aM˜(R) sur lequel elle s’annule. D’ou` un ensemble fini d’hyperplans. Le
comple´mentaire dans aM˜(R) de la re´union de ces hyperplans est re´union finie de coˆnes.
La fonction f est clairement analytique sur chacun d’eux. Soit C l’un de ces coˆnes et soit
d ∈ C. On va montrer
(2) si f(H)− d est identiquement nul sur C, alors J(f) est vide.
On raisonne par re´currence sur un entier N ≥ 1 : on montre que les relations ”f(H)−d
identiquement nul sur C” et ”J(f) a N e´le´ments” sont contradictoires. L’assertion est
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e´vidente si N = 1 : une fonction vα n’est certainement pas constante sur un coˆne ouvert
(le nombre de racines n = aM˜ − aG˜ = aM˜ e´tant strictement positif d’apre`s l’hypothe`se
M˜ 6= G˜). SoitN ≥ 2, supposons que f(H)−d soit identiquement nul sur C et que J(f) ait
N e´le´ments. Notons que, si l’on fixe α = (αi)i=1,...,n ∈ J(f), C est contenu dans l’une des
composantes connexes du comple´mentaire des hyperplans noyaux des αi. Puisque les αi
sont line´airement inde´pendants, il en re´sulte que C a au moins n murs. C’est-a`-dire qu’il
y a au moins n hyperplans Hj pour j = 1, ..., n, d’e´quations βj(H) = 0, avec βj ∈ Σ(f),
de sorte .que l’intersection de Hj avec l’adhe´rence de C contienne un ouvert de Hj. On
choisit de tels hyperplans. Il y a certainement un j et un α = (αi)i=1,...,n ∈ J(f) tel que
βj 6= ±αi pour tout i. Sinon, tout α ∈ J(f) contiendrait ±β1, ...,±βn, sa classe de ±-
e´quivalence serait uniquement de´termine´e et J(f) ne contiendrait qu’un e´le´ment. Fixons
un j comme ci-dessus et posons simplement β = βj . Il existe un α = (αi)i=1,...,n ∈ J(f)
et un i tel que β = αi. Cela traduit simplement l’appartenance de βj a` Σ(f). Notons
J1(f) le sous-ensemble des α = (αi)i=1,...,n ∈ J(f) tels que β soit l’un des ±αi et J2(f)
son comple´mentaire dans J(f). Ce que l’on vient de dire signifie que J1(f) et J2(f) sont
tous deux non vides. Notons H l’hyperplan de´fini par β(H) = 0, soit ̟ un e´le´ment de
aM˜(R) orthogonal a` H et tel que C soit contenu dans H+R>0̟. Montrons que l’on peut
trouver un ensemble ouvert non vide U ⊂ H et un re´el ǫ > 0 de sorte que
(3) {H + t̟;H ∈ U, 0 < t < ǫ} ⊂ C ;
(4) pour α ∈ Σ(f) avec α 6= ±β, on a α(H) 6= 0 pour tout H ∈ U .
On peut certainement assurer (3) par l’hypothe`se que H est un bord de C. Pour
assurer (4), il suffit de retirer de U le sous-ensemble des H qui sont annule´s par une
racine α ∈ Σ(f), α 6= ±β. Il faut ve´rifier que l’ensemble obtenu reste non vide. Il suffit
pour cela que les α en question ne s’annulent pas identiquement surH, ou encore qu’ils ne
soient pas proportionnels a` β. Supposons α ∈ Σ(f) et α = eβ, avec e ∈ Q et e 6= ±1. Par
de´finition, α intervient dans une famille α ∈ J(f) tandis que β intervient dans une famille
β ∈ J(f). Ces deux familles ne sont pas les meˆmes : une famille ne peut pas contenir β
et eβ car ces deux e´le´ments ne sont pas line´airement inde´pendants. L’hypothe`se α = eβ
avec e 6= ±1 interdit aux e´le´ments de la famille α d’engendrer le meˆme re´seau que les
e´le´ments de la famille β. Cela contredit la de´finition de J . D’ou` les assertions ci-dessus.
On fixe U et ǫ comme ci-dessus. Fixons H ∈ U , soit t ∈]0, ǫ[. Pour α = (αi)i=1,...,n ∈
J1(f), on peut supposer α1 = ±β. On pose α
′ = (αi)i=2,...,n. On a
vα(H + t̟) = log(bt)vα′(H + t̟),
ou` b = |2β(̟)|R. Dans α
′ n’interviennent que des racines α ve´rifiant l’hypothe`se de (4),
donc pour lesquelles α(H+t̟) ne s’annule pas en t = 0. Il en re´sulte que t 7→ vα′(H+t̟)
se prolonge en une fonction analytique en t au voisinage de t = 0. Pour la meˆme raison,
si α ∈ J2(f), la fonction t 7→ vα(H + t̟) se prolonge en une fonction analytique en t au
voisinage de t = 0. Posons
f ′1 =
∑
α∈J1(f)
xαvα′ ,
f2 =
∑
α∈J2(f)
xαvα.
Alors les fonctions t 7→ f ′1(H + t̟) et t 7→ f2(H + t̟) se prolongent en des fonctions
analytiques en t au voisinage de t = 0. De plus
(5) log(bt)f ′1(H + t̟) + f2(H + t̟)− d = f(H + t̟)− d = 0
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d’apre`s l’hypothe`se et (3). Si f ′1(H + t̟) n’est pas identiquement nul, on en de´duit
log(bt) =
d− f2(H + t̟)
f ′1(H + t̟)
,
et log(bt) se prolonge en une fonction me´romorphe au voisinage de t = 0. C’est impossible.
Donc f ′1(H + t̟) est identiquement nul. D’apre`s (5), on a aussi f2(H + t̟) = d. Cela
est vrai pour H ∈ U et t ∈]0, ǫ[. Donc f2(H) = d pour H dans un ouvert non vide de
aM˜(R). La fonction f2 est du meˆme type que f . Il lui est associe´ un ensemble fini de
coˆnes dans lesquels elle est analytique. L’assertion pre´ce´dente entraˆıne que f2(H) = d
pour H dans l’un de ces coˆnes. Le nombre d’e´le´ments de J2(f) est compris entre 1 et
N − 1. L’hypothe`se de re´currence dit que ces deux proprie´te´s sont contradictoires. Cela
ache`ve la preuve de (2).
Achevons la preuve du lemme. Les deux assertions (1) et (2) entraˆınent que les coef-
ficients cα de v sont nuls. Donc la fonction u initiale est nulle et alors aussi la constante
c. 
Variante. Supposons G = G˜ et a = 1. On fixe une fonction B comme en [II] 1.8.
On a de´fini dans cette re´fe´rence l’ensemble Σ(AM , B). On en de´duit en ensemble J
G
M(B)
similaire au J G˜
M˜
pre´ce´dent. Le lemme reste valable pour cet ensemble.
Variante. Supposons (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. Fixons un syste`me
de fonctions B comme en [II] 1.9. Pour un e´le´ment semi-simple η ∈ M˜(R), on a de´fini
dans cette re´fe´rence l’ensemble Σ(AM , Bη). On en de´duit un ensemble J
G˜
M˜
(Bη) pour
lequel le lemme reste valable.
2.4 Programme d’extension des de´finitions
On conside`re les trois situations suivantes.
(A) On se donne un K-triplet (KG,KG˜, a), un K-espace de Levi KM˜ ∈ L(KM˜0)
et une classe de conjugaison stable semi-simple O dans KM˜(R). On note OKG˜ la classe
de conjugaison stable dans KG˜(R) qui la contient.
(B) On se donne un triplet (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure, un espace
de Levi M˜ de G˜ et une classe de conjugaison stable semi-simple O dans M˜(R). On note
OG˜ la classe de conjugaison stable dans G˜(R) qui la contient. On fixe un syste`me de
fonctions B sur G˜(R) comme en [II] 1.9.
(C) On se donne un groupe G, un Levi M de G et une fonction B sur G(R) comme
en [II] 1.8. On conside`re la classe de conjugaison stable dans M(R) re´duite a` {1}.
Dans le cas (A), e´crivons KM˜ = (M˜p)p∈ΠM . Pour p, q ∈ Π
M , les tores AM˜p et AM˜q
s’identifient. On note AKM˜ ce tore commun. Il s’en de´duit une identification des en-
sembles J
G˜p
M˜p
et J
G˜q
M˜q
. On note J KG˜
KM˜
cet ensemble commun. On se propose de de´finir
- pour tout J ∈ J KG˜
KM˜
, une application line´aire
ρKG˜J : Dtr−orb(O, ω)⊗Mes(M(R))
∗ → UJ ⊗ (Dge´om(O, ω)⊗Mes(M(R))
∗)/AnnKG˜O ;
- pour tout γ ∈ Dtr−orb(O, ω)⊗Mes(M(R))
∗, une application line´aire f 7→ IKG˜
KM˜
(γ, f)
sur I(KG˜(R), ω)⊗Mes(G(R)).
Dans le cas (B), on se propose de de´finir
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- pour tout J ∈ J G˜
M˜
(BO), deux applications line´aires
ρG˜J : Dtr−orb(O)⊗Mes(M(R))
∗ → UJ ⊗ (Dge´om(O)⊗Mes(M(R))
∗)/AnnG˜O,
et
σG˜J : D
st
tr−orb(O)⊗Mes(M(R))
∗ → UJ ⊗ (D
st
ge´om(O)⊗Mes(M(R))
∗)/Annst,G˜O ;
- pour tout γ ∈ Dtr−orb(O)⊗Mes(M(R))
∗, une application line´aire f 7→ IG˜
M˜
(γ, B, f)
sur I(G˜(R))⊗Mes(G(R)) ;
- pour tout δ ∈ Dsttr−orb(O)⊗Mes(M(R))
∗, une application line´aire f 7→ SG˜
M˜
(δ, B, f)
sur SI(G˜(R))⊗Mes(G(R)).
Dans le cas (C), on note par un indice unip les objets relatifs a` la classe {1} ⊂M(R).
On pose par exemple Dtr−unip(M(R)) = Dtr−orb({1}). On se propose de de´finir
- pour tout J ∈ J GM(B), une application line´aire
ρGJ : Dtr−unip(M(R))⊗Mes(M(R))
∗ → UJ ⊗ (Dunip(M(R))⊗Mes(M(R))
∗)/AnnGunip;
- pour tout γ ∈ Dtr−unip(M(R))⊗Mes(M(R))
∗, une application line´aire f 7→ IGM(γ, B, f)
sur I(G(R))⊗Mes(G(R)).
Si de plus G est quasi-de´ploye´, on se propose de de´finir
- pour tout J ∈ J GM(B), une application line´aire
σGJ : D
st
tr−unip(M(R))⊗Mes(M(R))
∗ → UJ ⊗ (D
st
unip(M(R))⊗Mes(M(R))
∗)/Annst,Gunip;
- pour tout δ ∈ Dsttr−unip(M(R))⊗Mes(M(R))
∗, une application line´aire f 7→ SGM(δ, B, f)
sur SI(G(R))⊗Mes(G(R)).
Dans le cas (A), conside´rons une donne´e endoscopiqueM′ = (M ′,M′, ζ˜) de (KM,KM˜, a),
elliptique et relevante. Conside´rons une classe de conjugaison stable semi-simple O′ dans
M˜ ′(R) qui correspond a` O. Soient δ ∈ Dsttr−orb(O
′) ⊗Mes(M ′(R))∗ et a ∈ AKM˜(R) en
position ge´ne´rale et proche de 1. Nos hypothe`ses de re´currence et quelques formalite´s
que nous passerons nous autorisent a` de´finir
- pour J ∈ J KG˜
KM˜
, le terme
ρKG˜,EJ (M
′, δ, a) =
∑
s˜∈ζ˜Z(Mˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ
iM˜ ′(G˜, G˜
′(s˜))
∑
J ′∈J
G˜′(s˜)
M˜′
(BG˜
O′
);J ′ 7→J
transfert(σ
G′(s˜)
J ′ (δ, ξ(a))),
cf. [II] 3.8 ; c’est la valeur en a d’un e´le´ment de UJ⊗(Dge´om(O, ω)⊗Mes(M(R))
∗)/AnnKG˜O .
- pour f ∈ I(KG˜(R), ω)⊗Mes(G(R)), l’inte´grale endoscopique
IKG˜,E
KM˜
(M′, δ, f) =
∑
s˜∈ζ˜Z(Mˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ
iM˜ ′(G˜, G˜
′(s˜))S
G
′(s˜)
M′
(δ, BG˜, fG
′(s˜)).
Il y a des variantes de ces de´finitions dans les cas (B) et (C). Les notations doivent
eˆtre adapte´es de fac¸on e´vidente. L’unique diffe´rence est que, dans le cas (B) et dans le
cas (C) avec G quasi-de´ploye´, les hypothe`ses de re´currence ne permettent de de´finir ces
termes que si M ′ 6= M .
Venons-en aux conditions impose´es aux applications que l’on se propose de de´finir.
Conside´rons le cas (A). Pour γ ∈ Dorb(O, ω)⊗Mes(M(R))
∗ on a de´ja` de´fini en 1.3 une
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application line´aire f 7→ IKG˜
KM˜
(γ, f). D’autre part, les de´finitions du cas non-archime´dien
de [II] 3.4 s’appliquent et fournissent pour tout J ∈ J KG˜
KM˜
un e´le´ment
ρKG˜J (γ) ∈ UJ ⊗ (Dorb(O, ω)⊗Mes(M(R))
∗)/AnnKG˜O
On impose
(1) les de´finitions co¨ıncident pour γ ∈ Dorb(O, ω)⊗Mes(M(R))
∗.
Pour M′, O′, δ comme ci-dessus, on impose
(2) on a l’e´galite´
IKG˜
KM˜
(transfert(δ), f) = IKG˜,E
KM˜
(M′, δ, f)
pour tout f ∈ I(KG˜(R), ω)⊗Mes(G(R)) ;
(3) on a l’e´galite´
ρKG˜J (transfert(δ), a) = ρ
KG˜,E
J (M
′, δ, a)
pour tout J ∈ J KG˜
KM˜
et tout a ∈ AKM˜(R) en position ge´ne´rale et proche de 1.
On impose
(4) pour tout γ ∈ Dtr−orb(O, ω)⊗Mes(M(R))
∗, tout J ∈ J KG˜
KM˜
et tout a ∈ AKM˜(R)
en position ge´ne´rale et proche de 1, la distribution induite ρKG˜J (γ, a)
KG˜ appartient a`
Dtr−orb(O
KG˜, ω)⊗Mes(G(R))∗ ;
(5) pour tout γ ∈ Dtr−orb(O, ω)⊗Mes(M(R))
∗ et tout f ∈ I(KG˜(R), ω)⊗Mes(G(R)),
le germe en 1 de la fonction a 7→ IKG˜
KM˜
(aγ, f), qui est de´finie pour a ∈ AKM˜(R) en position
ge´ne´rale et proche de 1, est e´quivalent a`
∑
KL˜∈L(KM˜)
∑
J∈JKL˜
KM˜
IKG˜
KL˜
(ρKL˜J (γ, a)
KL˜, f).
Notons que aγ est G˜-e´quisingulier, donc IKG˜
KM˜
(aγ, f) est de´fini d’apre`s 1.3. D’autre
part, d’apre`s (4), les termes IKG˜
KL˜
(ρKL˜J (γ, a)
KL˜, f) sont de´finis (ou plus exactement, le
seront quand notre programme sera rempli).
Nos termes doivent ve´rifier les proprie´tes habituelles de compatibilite´ a` l’induction.
Soit KR˜ ∈ L(KM˜0) tel que KR˜ ⊂ KM˜ . Soit OKR˜ une classe de conjugaison stable
semi-simple dans KR˜(R), supposons que O soit la classe de conjugaison stable dans
KM˜(R) qui la contient. Soit γ ∈ Dtr−orb(OKR˜, ω)⊗Mes(R(R))
∗. On impose
(6) pour tout f ∈ I(KG˜(R), ω)⊗Mes(G(R)), on a l’e´galite´
IKG˜
KM˜
(γKM˜ , f) =
∑
KL˜∈L(KR˜)
dG˜
R˜
(M˜, L˜)IKL˜
KR˜
(γ, fKL˜,ω);
(7) pour tout J ∈ J KG˜
KM˜
et tout a ∈ AKM˜(R) en position ge´ne´rale et proche de 1, on
a l’e´galite´
ρKG˜J (γ
KM˜ , a) =
∑
KL˜∈L(KR˜),J∈JKL˜
KR˜
dG˜
R˜
(M˜, L˜)ρKL˜J (γ, a)
KM˜ ,
cf. [II] 3.10.
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Les proprie´te´s (4) a` (7) ont des analogues dans les cas (B) et (C), qui n’en diffe`rent
que par la notation. Dans le cas (B) et dans le cas (C) avec G quasi-de´ploye´, on a des
proprie´te´s similaires pour les termes stables. Ecrivons-les dans le cas (B). On impose
(8) pour tout δ ∈ Dsttr−orb(O) ⊗ Mes(M(R))
∗, tout J ∈ J G˜
M˜
(BO) et tout a ∈
AM(R) en position ge´ne´rale et proche de 1, la distribution induite σ
G˜
J (δ, a)
G˜ appartient
a` Dsttr−orb(O
G˜)⊗Mes(G(R))∗ ;
(9) pour tout δ ∈ Dsttr−orb(O)⊗Mes(M(R))
∗ et tout f ∈ SI(G˜(R), ω)⊗Mes(G(R)),
le germe en 1 de la fonction a 7→ SG˜
M˜
(aδ, f), qui est de´finie pour a ∈ AM(R) en position
ge´ne´rale et proche de 1, est e´quivalent a`
∑
L˜∈L(M˜)
∑
J∈J L˜
M˜
(BO)
SG˜
L˜
(σL˜J (δ, a)
L˜, B, f).
Soit R˜ un espace de Levi tel que R˜ ⊂ M˜ . Soit OR˜ une classe de conjugaison stable
semi-simple dans R˜(R), supposons que O soit la classe de conjugaison stable dans M˜(R)
qui la contient. Soit δ ∈ Dsttr−orb(OR˜)⊗Mes(R(R))
∗. On impose
(10) pour tout f ∈ S(G˜(R), ω)⊗Mes(G(R)), on a l’e´galite´
SG˜
M˜
(δM˜ , B, f) =
∑
L˜∈L(R˜)
eG˜
R˜
(M˜, L˜)SL˜
R˜
(δ, B, fL˜);
(11) pour tout J ∈ J G˜
M˜
(BO) et tout a ∈ AM(R) en position ge´ne´rale et proche de 1,
on a l’e´galite´
σG˜J (δ
M˜ , a) =
∑
L˜∈L(R˜),J∈J L˜
R˜
(BO
R˜
)
eG˜
R˜
(M˜, L˜)σL˜J (δ, a)
M˜ .
On veut aussi que les applications stables soient de´duites des non-stables par les
formules habituelles. C’est-a`-dire que, soit δ ∈ Dsttr−orb(O)⊗Mes(M(R))
∗. On impose
(12) pour tout f ∈ I(G˜(R), ω)⊗Mes(G(R)), on a l’e´galite´
SG˜
M˜
(δ, B, f) = IG˜
M˜
(δ, B, f)−
∑
s∈Z(Mˆ)ΓR/Z(Gˆ)ΓR ,s 6=1
iM˜(G˜, G˜
′(s))S
G′(s)
M
(δ, B, fG
′(s));
(13) pour tout J ∈ J G˜
M˜
(BO) et tout a ∈ AM(R) en position ge´ne´rale et proche de 1,
on a l’e´galite´
σG˜J (δ, a) = ρ
G˜
J (δ, a)−
∑
s∈Z(Mˆ)ΓR/Z(Gˆ)ΓR ,s 6=1,J∈J
G˜′(s)
M˜
(BO)
iM˜ (G˜, G˜
′(s))σ
G˜′(s)
J (δ, a).
Ce programme sera re´alise´ inconditionnellement dans les cas (B) et (C) dans les
sections 3 et 4. Dans le cas (A), il sera re´alise´ dans la section 5 sous une hypothe`se qui
sera explique´e dans le paragraphe suivant.
2.5 Re´duction des conditions impose´es dans le cas (A)
Conside´rons le cas (A) du paragraphe pre´ce´dent. Dans le cas ou` KM˜ = KG˜, on voit
que notre proble`me admet une solution unique. Pour γ ∈ Dtr−orb(O, ω)⊗Mes(G(R))
∗
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et f ∈ I(KG˜(R), ω) ⊗ Mes(G(R)), on a IKG˜
KG˜
(γ, f) = IKG˜(γ, f). L’ensemble J KG˜
KG˜
est
re´duit a` l’e´le´ment vide. L’application ρKG˜∅ est l’identite´, modulo l’identification U∅ = C.
On suppose de´sormais KM˜ 6= KG˜.
On impose l’hypothe`se suivante
(Hyp) pour tout γ ∈ Dorb(KM˜(R), ω) ⊗ Mes(M(R))
∗ dont le support est forme´
d’e´le´ments fortement G˜-re´guliers et pour tout f ∈ I(KG˜(R), ω) ⊗ Mes(G(R)), on a
l’e´galite´ IKG˜,E
KM˜
(γ, f) = IKG˜
KM˜
(γ, f).
D’apre`s le lemme 1.11, cette hypothe`se implique que la meˆme e´galite´ vaut sous l’hy-
pothe`se plus faible γ ∈ Dge´om,G˜−e´qui(KM˜(R), ω)⊗Mes(M(R))
∗.
Soit γ ∈ Dtr−orb(O, ω)⊗Mes(M(R))
∗. Par de´finition, il existe
- γorb ∈ Dorb(O, ω)⊗Mes(M(R))
∗,
- une famille finie de donne´es endoscopiques (M′i)i=1,...,n de (M, M˜, aM), elliptiques
et relevantes ;
- pour tout i = 1, ..., n, une classe de conjugaison stable semi-simple O′i dans M˜
′
i(R)
correspondant a` O et un e´le´ment δi ∈ D
st
tr−orb(M
′
i,O
′
i)⊗Mes(M
′(R))∗,
de sorte que
(1) γ = γorb +
∑
i=1,...,n
transfert(δi).
Cette de´composition n’est toutefois pas uniquement de´termine´e.
Les conditions (1), (2), (3) de 2.4 imposent les e´galite´s
(2) IKG˜
KM˜
(γ, f) = IKG˜
KM˜
(γorb, f) +
∑
i=1,...,n
IKG˜,E
KM˜
(M′i, δi, f)
pour tout f ∈ I(KG˜(R), ω)⊗Mes(G(R)) et
(3) ρKG˜J (γ, a) = ρ
KG˜
J (γorb, a) +
∑
i=1,...,n
ρKG˜,EJ (M
′
i, δi, a)
pour tout J ∈ JKG˜
KM˜
et tout a ∈ AKM˜(R) en position ge´ne´rale et proche de 1. L’assertion
d’existence d’applications ve´rifiant les proprie´te´s (1), (2) et (3) de 2.4 revient a` dire que
les membres de droite de (2) et (3) ci-dessus ne de´pendent pas de la de´composition (1).
L’ensemble J KG˜
KM˜
admet un unique e´le´ment maximal, cf. [II] 3.1. C’est l’e´le´ment Jmax
tel que, pour α = {α1, ..., αn} ∈ Jmax, le Z-module RJmax engendre´ par les αi contient
toute racine de AKM˜(R) (c’est-a`-dire toute racine de AM˜p(R) dans gp(R), pour un quel-
conque p ∈ ΠM). Supposons
(4) pour tout J ∈ J KG˜
KM˜
, J 6= Jmax, il existe une application line´aire ρ
KG˜
J ve´rifiant les
proprie´te´s (1) et (3) de 2.4.
Comme on vient de le montrer, cette application est uniquement de´termine´e. On
va montrer qu’en admettant cette proprie´te´ (4), et sous l’hypothe`se (Hyp), on peut
re´aliser le programme de 2.4. Conside´rons une donne´e endoscopique M′ = (M ′,M′, ζ˜)
de (KM,KM˜, a), elliptique et relevante. Conside´rons une classe de conjugaison stable
semi-simple O′ dans M˜ ′(R) qui correspond a` O. Soient δ ∈ Dsttr−orb(O
′)⊗Mes(M ′(R))∗
et f ∈ I(KG˜(R), ω)⊗Mes(G(R)). Montrons que
(5) le germe en 1 de la fonction
a 7→ IKG˜,E
KM˜
(M′, aδ, f),
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qui est de´finie pour a ∈ AKM˜(R) en position ge´ne´rale et proche de 1, est e´quivalent a`
IKG˜,E
KM˜
(M′, δ, f) +
∑
J∈JKG˜
KM˜
IKG˜(ρKG˜,EJ (M
′, δ, a)KG˜, f)
+
∑
KL˜∈L(KM˜),KL˜6=KM˜,KG˜
∑
J∈JKL˜
KM˜
IKG˜
KL˜
(ρKL˜J (transfert(δ), a)
KL˜, f).
Preuve. On reprend la preuve de la proposition [II] 3.9. Elle montre que le germe en 1
de la fonction a 7→ IKG˜,E
KM˜
(M′, aδ, f) est e´quivalent a` celui de la fonction qui, a` a, associe
(6)
∑
KL˜∈L(M˜)
∑
J∈JKL˜
KM˜
∑
s˜∈ζ˜Z(Mˆ)ΓR,θˆ/Z(Lˆ)ΓR,θˆ
iM˜ ′(L˜, L˜
′(s˜))
∑
J ′∈J
L˜′(s˜)
M˜′
(BG˜
O′
),J ′ 7→J
IKG˜,E
KL˜
(L′(s˜), σ
L
′(s˜)
J ′ (δ, ξ(a))
L
′(s˜), f).
Conside´rons un KL˜ tel que KL˜ 6= KM˜ , KL˜ 6= KG˜. Alors on connaˆıt par re´currence les
proprie´te´s de tous les termes. En particulier
IKG˜,E
KL˜
(L′(s˜), σ
L
′(s˜)
J ′ (δ, ξ(a))
L
′(s˜), f) = IKG˜
KL˜
(transfert(σ
L
′(s˜)
J ′ (δ, ξ(a))
L
′(s˜)), f)
= IKG˜
KL˜
(transfert(σ
L′(s˜)
J ′ (δ, ξ(a)))
KL˜, f).
D’apre`s la de´finition de ρKL˜,EJ (M
′, δ, a), la somme en s˜ et J ′ devient
IKG˜
KL˜
(ρKL˜,EJ (M
′, δ, a)KL˜, f).
Puisque ρKL˜,EJ (M
′, δ, a) = ρKL˜J (transfert(δ), a), la sous-somme indexe´e par KL˜ de la
formule (6) est e´gale a` celle de la formule (5). Conside´rons maintenant l’espace de Levi
KG˜. On a trivialement
IKG˜,E
KG˜
(G′(s˜), σ
G′(s˜)
J ′ (δ, ξ(a))
G
′(s˜), f) = IKG˜(transfert(σ
G′(s˜)
J ′ (δ, ξ(a))
G
′(s˜)), f)
= IKG˜(transfert(σ
G′(s˜)
J ′ (δ, ξ(a)))
KG˜, f).
De nouveau, la sous-somme indexe´e parKG˜ dans la formule (6) co¨ıncide avec la deuxie`me
somme de la formule (5). Enfin, pour KL˜ = KM˜ , la somme en J se re´duit a` l’unique
terme J = ∅, la somme en s˜ se re´duit a` l’unique terme s˜ = ζ˜ . La sous-somme indexe´e par
KM˜ dans la formule (6) co¨ıncide avec le premier terme de la formule (5). Cela de´montre
(5).
Conservons les donne´es M′ et O′. Soit R˜′ un espace de Levi de M˜ ′. Soit O′
R˜′
une
classe de conjugaison stable dans R˜′(R), supposons que O′ soit la classe de conjugaison
stable dans M˜ ′(R) qui la contient. Supposons R˜′ relevant. On construit comme en [I]
3.4 un K-espace de Levi KR˜ ∈ L(KM˜0) tel que KR˜ ⊂ KM˜ , de sorte que R˜
′ soit
l’espace d’une donne´e endoscopique R′ de (KR,KR˜, a) qui est elliptique et relevante.
Soit δ ∈ Dsttr−orb(R
′,O′
R˜′
)⊗Mes(R′(R))∗. Alors
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(7) pour tout f ∈ I(KG˜(R), ω)⊗Mes(G(R)), on a l’e´galite´
IKG˜,E
KM˜
(M′, δM
′
, f) =
∑
KL˜∈L(KR˜)
dG˜
R˜
(M˜, L˜)IKL˜,E
KR˜
(R′, δ, fKL˜,ω);
(8) pour tout J ∈ J KG˜
KM˜
et tout a ∈ AKM˜(R) en position ge´ne´rale et proche de 1, on
a l’e´galite´
ρKG˜,EJ (M
′, δM
′
, a) =
∑
KL˜∈L(KR˜),J∈JKL˜
KR˜
dG˜
R˜
(M˜, L˜)ρKL˜,EJ (R
′, δ, a)KM˜ .
La preuve de ces proprie´te´s est analogue a` celle de la proposition [II] 1.14(i).
Conside´rons maintenant un e´le´ment γ ∈ Dtr−orb(O, ω) ⊗Mes(M(R))
∗. Choisissons
une de´composition (1). Etudions le germe en 1 de la fonction qui, a` a, associe
(9) IKG˜
KM˜
(aγorb, f) +
∑
i=1,...,n
IKG˜,E
KM˜
(M′i, ξi(a)δi, f).
On applique la proprie´te´ (5) a` chaque terme de la somme en i. Le premier terme
IKG˜
KM˜
(aγorb, f) satisfait la proprie´te´ 2.4(5), les termes ρ
KG˜
J (γorb, a) e´tant de´finis comme en
[II] 3.2. En effet, la preuve de cette re´fe´rence s’applique. D’autre part, pour J ∈ J KG˜
KM˜
,
J 6= Jmax, l’hypothe`se (4) assure la validite´ de l’e´galite´ (3). Notons I
KG˜
KM˜
(γ, f) le membre
de droite de (2). Notons ρKG˜
Jmax
(γ, a) le membre de droite de (3) pour J = Jmax. On
obtient alors que le germe en 1 de la fonction qui a` a associe (9), est e´quivalent a` celui
de la fonction qui, a` a, associe
(10) IKG˜
KM˜
(γ, f) + IKG˜(ρ
Jmax
(γ, a)KG˜, f) +
∑
J∈JKG˜
KM˜
,J 6=Jmax
IKG˜(ρKG˜J (γ, a)
KG˜, f)
+
∑
KL˜∈L(KM˜),KL˜6=KM˜,KG˜
∑
J∈JKL˜
KM˜
IKG˜
KL˜
(ρKL˜J (γ, a)
KL˜, f).
L’hypothe`se (Hyp) assure que (9) est e´gal a` IKG˜
KM˜
(aγ, f). Ce terme est inde´pendant de la
de´composition (1). Dans (10), tous les termes sauf deux sont aussi inde´pendants de cette
de´composition. On obtient que le germe en 1 de la somme de ces deux termes restants
est inde´pendant de cette de´composition, a` e´quivalence pre`s. Pre´cise´ment, le germe en 1
de
IKG˜
KM˜
(γ, f) + IKG˜(ρ
Jmax
(γ, a)KG˜, f)
est bien de´termine´ a` e´quivalence pre`s. Comme fonction de a, le premier terme est
constant, tandis que le second appartient a` UJmax . Le lemme 2.3 assure que chaque
terme est bien de´termine´. Que le premier soit bien de´termine´ pour tout f signifie que
le membre de droite de (2) est inde´pendant de la de´composition (1). Que le deuxie`me
terme soit bien de´termine´ pour tout f signifie que ρ
Jmax
(γ, a)KG˜ est bien de´termine´, ou
encore que ρ
Jmax
(γ, a) l’est, modulo AnnKG˜O . C’est-a`-dire que le membre de droite de
(3) est inde´pendant de la de´composition (1). Comme on l’a dit, cela assure l’existence
de termes ve´rifiant les conditions (1), (2) et (3) de 2.4. Ces termes e´tant maintenant
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bien de´finis, l’expression (10) n’est autre que la somme figurant dans 2.4(5) et le calcul
pre´ce´dent prouve cette relation.
Pour ve´rifier 2.4(4), on peut supposer soit que γ ∈ Dorb(O, ω)⊗Mes(M(R))
∗, soit
qu’il existe M′, O′ et δ comme plus haut tels que γ = transfert(δ). Dans le premier cas,
la proprie´te´ 2.4(4) est claire : on a meˆme ρKG˜J (γ, a)
KG˜ ∈ Dorb(O
KG˜, ω)⊗Mes(G(R))∗.
Dans le second cas, on applique la de´finition
ρKG˜J (γ, a)
KG˜ = ρKG˜,EJ (M
′,γ, a)KG˜ =
∑
s˜∈ζ˜Z(Mˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ
iM˜ ′(G˜, G˜
′(s˜))
∑
J ′∈J
G˜′(s˜)
M˜′
(BG˜
O′
),J ′ 7→J
(
transfert(σ
G′(s˜)
J ′ (δ, ξ(a)))
)KG˜
.
Par commutation du transfert a` l’induction, on re´crit le dernier terme
transfert
(
σ
G
′(s˜)
J ′ (δ, ξ(a))
G
′(s˜)
)
.
Par re´currence, on sait que le terme entre parenthe`se appartient a`Dsttr−orb(G
′(s˜),O′G˜
′(s˜))⊗
Mes(G′(s˜;R))∗, avec une notation e´vidente. Son transfert appartient donc a`Dtr−orb(O
KG˜, ω)⊗
Mes(G(R))∗. Donc aussi ρKG˜J (γ, a)
KG˜.
Pour de´montrer les proprie´te´s 2.4 (6) et (7), on peut de nouveau supposer soit que
γ ∈ Dorb(OKR˜, ω)⊗Mes(R(R))
∗, soit qu’il existe R′, O′
R˜′
et δ comme plus haut tels que
γ = transfert(δ). Dans le premier cas, les proprie´te´s se de´montrent comme dans le cas
non-archime´dien, cf. [II] 1.7 et [II] 3.10. Dans le second cas, elles re´sultent de (7) et (8)
ci-dessus. Cela re´alise entie`rement notre programme.
2.6 Re´duction des conditions impose´es dans le cas (C)
On conside`re le cas (C) de 2.4. Comme en [III] 1.1, on peut affaiblir nos hypothe`ses
de re´currence car il est clair qu’en partant de notre groupe non tordu, toutes nos
constructions ne font apparaˆıtre que de tels groupes. Nos hypothe`ses sont donc les
suivantes. Si G est quasi-de´ploye´, on suppose toutes les assertions connues pour des
groupes quasi-de´ploye´s G′ tels que dim(G′SC) < dim(GSC). Si G n’est pas quasi-de´ploye´,
on suppose toutes les assertions connues pour des groupes quasi-de´ploye´s G′ tels que
dim(G′SC) ≤ dim(GSC) et toutes les assertions connues pour des groupes non-quasi-
de´ploye´s G′ tels que dim(G′SC) < dim(GSC). Pour une assertion relative a` un Levi M de
G, on suppose toutes les assertions connues pour le meˆme groupe G et pour tout Levi
L ∈ L(M) avec L 6= M .
De nouveau, le proble`me pose´ en 2.4 est a` peu pre`s tautologique si M = G. On
suppose M 6= G.
L’ensemble J GM(B) a encore un e´le´ment maximal Jmax. On suppose
(1) pour tout J ∈ J GM(B), J 6= Jmax, il existe une application line´aire ρ
G
J ve´rifiant les
proprie´te´s (1) et (3) de 2.4.
Si G n’est pas quasi-de´ploye´, on impose une hypothe`se similaire a` celle du para-
graphe pre´ce´dent, que l’on formule diffe´remment. Soit M′ = (M ′,M′, ζ) une donne´e
endoscopique elliptique et relevante de M . On suppose
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(Hyp) pour tout δ ∈ Dstorb(M
′(R))⊗Mes(M ′(R))∗ dont le support est forme´ d’e´le´ments
fortement G-re´guliers et pour tout f ∈ I(G(R))⊗Mes(G(R)), on a l’e´galite´
IG,EM (M
′, δ, f) = IGM(transfert(δ), f).
Alors la meˆme de´monstration que dans le paragraphe pre´ce´dent s’applique et notre pro-
gramme est re´alise´. Supposons maintenant G quasi-de´ploye´. On n’a plus besoin de l’hy-
pothe`se (Hyp) : elle est ve´rifie´e d’apre`s la proposition 1.13. Dans un premier temps,
les hypothe`ses de re´currence ne permettent de de´montrer les proprie´te´s (5), (7) et (8)
du paragraphe pre´ce´dent que pour des donne´es M′ telles que M ′ 6= M . Mais, dans la
de´composition (1) de ce paragraphe, il n’apparaˆıt par de´finition que de telles donne´es. La
de´monstration s’applique et de´montre l’existence d’applications ve´rifiant les proprie´te´s
(1), (2) et (3) de 2.4. On obtient aussi les proprie´te´s (4) a` (7) de ce paragraphe.
Passons aux variantes stables des applications. Soit δ ∈ Dsttr−unip(M(R))⊗Mes(M(R))
∗.
Pour f ∈ I(G(R))⊗Mes(G(R)), on de´finit SGM(δ, B, f) par la formule habituelle 2.4(12).
Pour J ∈ J GM(B) et a ∈ AM(R) en position ge´ne´rale et proche de 1, on de´finit σ
G
J (δ, a)
par la formule 2.4(13). On suppose
(2) pour tout J ∈ J GM(B), J 6= Jmax, σ
G
J (δ, a) appartient a`
(Dstunip(M(R))⊗Mes(M(R))
∗)/Annst,Gunip.
La meˆme preuve qu’en [II] 3.7 montre que le germe en 1 de la fonction
a 7→ SGM(aδ, f)
est e´quivalent a`
∑
J∈JGM (B)
IG(σGJ (δ, a)
G, f) +
∑
L∈L(M),L 6=G
∑
J∈JLM (B)
SGL (σ
L
J (δ, a)
L, B, f).
Supposons que f soit instable, c’est-a`-dire que son image dans SI(G(R))⊗Mes(G(R))
soit nulle. D’apre`s le the´ore`me 1.4, SGM(aδ, f) = 0. Dans la somme ci-dessus, tous les
termes sauf deux sont nuls, soit par hypothe`se de re´currence (pour L 6= M , L 6= G), soit
d’apre`s l’hypothe`se (2) (pour les J ∈ J GM(B), J 6= Jmax). On obtient que le germe en 1
de
IG(σGJmax(δ, a)
G, f) + SGM(δ, B, f)
est e´quivalent a` 0. Comme fonction de a, le premier terme appartient a` UJmax , le second
est constant. Le lemme 2.3 implique que ces deux termes sont nuls. Cela e´tant vrai pour
tout f instable, cela signifie que la distribution f 7→ SGM(δ, B, f) et σ
G
Jmax(δ, a)
G sont
stables. D’apre`s le lemme [I] 5.13, cette dernie`re proprie´te´ e´quivaut a` ce que σGJmax(δ, a)
appartienne a` (Dstunip(M(R))⊗Mes(M(R))
∗)/Annst,Gunip.
La proprie´te´ 2.4(8) re´sulte de la de´finition 2.4(13) par le meˆme argument qui nous
a permis de prouver 2.4(4) dans le paragraphe pre´ce´dent. La proprie´te´ 2.4(9) re´sulte du
calcul ci-dessus. Enfin, les proprie´te´s 2.4(10) et 2.4(11) se prouvent comme en [II] 1.14
(ii). Notons que ces trois dernie`res proprie´te´s impliquent a` leur tour les proprie´te´s (5),
(7) et (8) du paragraphe pre´ce´dent pour la donne´e M′ =M, cas que l’on avait laisse´ en
suspens. On a ainsi re´alise´ notre programme.
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2.7 Re´duction des conditions impose´es dans le cas (B)
On conside`re le cas (B) de 2.4. On n’a pas besoin de l’analogue des hypothe`ses (Hyp)
de 2.5 et 2.6 : elle est ve´rifie´e d’apre`s la proposition 1.13. Par contre, il s’ave`re que la
distinction d’un e´le´ment maximal de J G˜
M˜
(BO) n’est plus pertinente. On impose
(1) pour tout J ∈ J G˜
M˜
(BO), il existe une application line´aire ρ
G˜
J ve´rifiant les proprie´te´s
(1) et (3) de 2.4.
On de´finit l’application σG˜J par la formule 2.4(13). On impose
(2) pour tout J ∈ J G˜
M˜
(BO), tout δ ∈ D
st
tr−orb(O)⊗Mes(M(R))
∗ et tout a ∈ AM(R) en
position ge´ne´rale et proche de 1, σG˜J (δ, a) appartient a` (D
st
ge´om(O)⊗Mes(M(R))
∗)/Annst,G˜O .
A l’aide de ces deux hypothe`ses, la meˆme preuve que dans le paragraphe pre´ce´dent
re´alise notre programme.
3 Extension des de´finitions, cas des groupes non tor-
dus
3.1 Rappel des re´sultats d’Arthur
Dans cette section, on conside`re un groupe non tordu, c’est-a`-dire un triplet (G, G˜, a)
tel que G˜ = G et a = 1. On fixe une fonction B comme en [II] 1.8. On affaiblit nos
hypothe`ses de re´currence comme on l’a explique´ en 2.6. Soient M un Levi de G et M′
une donne´e endoscopique de M elliptique et relevante. Le re´sultat suivant a e´te´ prouve´
par Arthur ([A4] the´ore`me 1.1).
(1) Soit δ ∈ Dstorb(M
′)⊗Mes(M ′(R))∗ dont le support est forme´ d’e´le´ments fortement
G-re´guliers et soit f ∈ I(G(R))⊗Mes(G(R)). Alors on a l’e´galite´
IGM(transfert(δ), f) = I
G,E
M (M
′, δ, f).
Autrement dit, l’hypothe`se (Hyp) de 2.6 est ve´rifie´e. Rappelons qu’une variante
du lemme 1.11 montre que cet e´nonce´ s’e´tend aux e´le´ments δ ∈ Dst
ge´om,G˜−e´qui
(M′) ⊗
Mes(M ′(R))∗.
3.2 Re´alisation du programme de 2.4
Soient M un Levi de G et J ∈ J GM(B). En [II] 3.1, on a associe´ a` J un groupe GJ
contenant M comme Levi. On a dim(GJ,SC) ≤ dim(GSC) et cette ine´galite´ est stricte si
J n’est pas l’e´le´ment maximal. Soit γ ∈ Dtr−unip(M(R))⊗Mes(M(R))
∗. On l’e´crit
(1) γ = γorb +
∑
i=1,...,n
transfert(δi)
comme en 2.5(1). Les donne´es endoscopiques M′i qui apparaissent ici ve´rifient M
′
i 6= M
si G est quasi-de´ploye´. Pour J ∈ J GM(B) et a ∈ AM(R) en position ge´ne´rale et proche de
1, posons
ρG
J
(γ, a) = ρGJ (γorb, a) +
∑
i=1,...,n
ρG,EJ (M
′
i, δi, a).
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Comme dans le cas non-archime´dien (cf. [II] 3.2), ρGJ (γorb, a) est l’image de ρ
GJ
J (γorb, a)
par la projection
(2) (Dunip(M(R))⊗Mes(M(R))
∗)/AnnGJunip → (Dunip(M(R))⊗Mes(M(R))
∗)/AnnGunip.
La meˆme preuve qu’en [III] proposition 1.4(i) montre que, pour tout i = 1, ..., n, ρG,EJ (M
′
i, δi, a)
est l’image de ρGJ ,EJ (M
′
i, δi, a) par la projection (2). Il en re´sulte que ρ
G
J
(γ, a) est l’image
par cette projection de l’e´le´ment
ρGJJ (γorb, a) +
∑
i=1,...,n
ρGJ ,EJ (M
′
i, δi, a).
Supposons J non maximal. Alors dim(GJ,SC) < dim(GSC) et, par re´currence, le terme
ci-dessus est inde´pendant de la de´composition (1) : il vaut ρGJJ (γ, a). Il en re´sulte que
ρG
J
(γ, a) est inde´pendant de cette de´composition. Cela prouve l’assertion (1) de 2.6.
Supposons G quasi-de´ploye´. Soient δ ∈ Dsttr−unip(M(R))⊗Mes(M(R))
∗, J ∈ J GM(B)
et a ∈ AM(R) en position ge´ne´rale et proche de 1. Comme on l’a dit en 2.6, on de´finit
σGJ (δ, a) par l’e´galite´ 2.4(13). La meˆme preuve qu’en [III] proposition 1.2(i) montre que
(3) σGJ (δ, a) est l’image de i
GJ
J σ
GJ
J (δ, a) par la projection (2).
Si J n’est pas maximal, on sait par re´currence que σGJJ (δ, a) est stable. Il en re´sulte
que σGJJ (δ, a) l’est aussi. Cela prouve l’assertion (2) de 2.6.
On a ainsi ve´rifie´ les trois assertions dont on a vu en 2.6 qu’elles suffisaient a` re´aliser
le programme de 2.4.
3.3 Passage a` un reveˆtement
Conside´rons deux groupes G et G♯ re´ductifs et connexes et un sous-tore Z ⊂ Z(G).
On pose G♭ = Z ×G♯ et on suppose donne´e une suite exacte
(1) 1→ Ξb → G♭
q
→ G→ 1
ou` Ξb est un sous-groupe fini central de G♭ et ou` q se restreint a` Z en le plongement
naturel. Conside´rons un voisinage ouvert V♯ de 1 dans G♯(R), invariant par l’action
naturelle de Gad(R) ≃ G♯,ad(R) et assez petit pour que q se restreigne en un isomorphisme
de Z(R) × V♯ sur V = q(Z(R) × V♯). On a de´fini en [III] 3.1 des applications line´aires
ι∗G♯,G : Dge´om(V♯)→ Dge´om(V ) et ι
∗
G,G♯
: Dge´om(V )→ Dge´om(V♯). Leur de´finition conserve
un sens sur le corps de base R. Leur description est un peu plus complique´e que dans le cas
non-archime´dien, car les distributions sur Z(R) sont un peu plus complique´es. Notons
Dge´om(V )♯ le sous-espace des e´le´ments de Dge´om(V ) qui s’annulent sur toute fonction
f ∈ C∞c (V ) dont la restriction a` q(V♯) est nulle. Notons Dge´om(V♯)
G(R) le sous-espace
des e´le´ments de Dge´om(V♯) qui sont invariants par l’action de G(R). On a une projection
naturelle p : Dge´om(V♯)→ Dge´om(V♯)
G(R). L’application ι∗G♯,G se factorise en
(2) Dge´om(V♯)
p
→ Dge´om(V♯)
G(R)
ι∗G♯,G
≃ Dge´om(V )♯ ⊂ Dge´om(V ).
En sens inverse, rappelons que tout e´le´ment H ∈ Sym(z) de´finit un ope´rateur diffe´rentiel
∂H sur C
∞
c (Z(R)). Pour z ∈ Z(R) et H ∈ Sym(z), notons ∂z,H l’e´le´ment de Dge´om(Z(R))
de´fini par IZ(∂z,H , f) = (∂Hf)(z). Alors tout e´le´ment γ ∈ Dge´om(Z(R)) s’e´crit de fac¸on
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unique γ =
∑
z∈Z(R) ∂z,Hz , avec Hz = 0 pour presque tout z. Fixons une base (Hi)i∈N
de Sym(z) forme´e d’e´le´ments homoge`nes. On suppose H0 = 1. Alors tout e´le´ment γ ∈
Dge´om(V ) s’e´crit de fac¸on unique sous la forme
γ =
∑
z∈Z(R)
∑
i∈N
∂z,Hi ⊗ γz,i,
ou` γz,i est un e´le´ment de Dge´om(V )♯. Notons γz,i,♯ l’unique e´le´ment de Dge´om(V♯)
G(R) tel
que ι∗G♯,G(γz,i,♯) = γz,i. On a alors
(3) ι∗G,G♯(γ) =
∑
z∈Z(R)
γz,0,♯.
L’application ι∗G♯,G se restreint en une application
Dunip(G♯(R))→ Dunip(G(R)).
Contrairement au cas non-archime´dien, elle n’est pas surjective. Par exemple, pour un
e´le´ment non nul H ∈ z(R), la distribution f 7→ d
dt
f(exp(tH))|t=0 sur C
∞
c (V ) est a`
support unipotent mais n’appartient pas a` l’image. Il est toutefois clair que l’application
se restreint en une application surjective
Dorb,unip(G♯(R))→ Dorb,unip(G(R)).
Supposons G quasi-de´ploye´. Les constructions s’adaptent aux distributions stables
(en supposant V♯ invariant par conjugaison stable) et nos applications se restreignent
en des applications entre les espaces Dstge´om(V♯) et D
st
ge´om(V ). Les groupes G et G♯ ont
meˆme groupe adjoint. L’action par conjugaison sur G♯ d’un e´le´ment de G(R) s’identifie a`
celle d’un e´le´ment de G♯,AD(R). Or toute distribution stable sur G♯(R) est invariante par
conjugaison par G♯,AD(R). Il en re´sulte que la projection p de la relation (2) est l’identite´
sur Dstge´om(V♯). A fortiori
(4) l’application ι∗G♯,G : D
st
unip(G♯(R))→ D
st
unip(G(R)) est injective.
Lemme. (i) Les homomorphismes ι∗G♯,G et ι
∗
G,G♯
se restreignent en des isomorphismes
inverses l’un de l’autre entre Dtr−unip(G(R)) et ι
∗
G,G♯
(Dtr−unip(G(R))). On a les inclusions
ι∗G,G♯(Dtr−unip(G(R))) ⊂ p(Dtr−unip(G♯(R))) ⊂ Dtr−unip(G♯(R)).
(ii) Si G est quasi-de´ploye´, on a les relations
ι∗G,G♯(Dtr−unip(G(R))) = p(Dtr−unip(G♯(R))) ⊂ Dtr−unip(G♯(R))
et
ι∗G,G♯(D
st
tr−unip(G(R))) = p(D
st
tr−unip(G♯(R))) = D
st
tr−unip(G♯(R)).
Preuve. On fixe des mesures de Haar sur chacun des groupes. On va prouver l’inclusion
(5) Dtr−unip(G(R)) ⊂ ι
∗
G♯,G
(Dtr−unip(G♯(R))).
Il suffit de de´montrer qu’un ensemble de ge´ne´rateurs de Dtr−unip(G(R)) est contenu
dans le membre de droite. D’apre`s 2.2(3), l’espace Dtr−unip(G(R)) est engendre´ par
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Dorb,unip(G(R)) et les espaces transfert(D
st
tr−unip(G
′)), ou` G′ parcourt les donne´es en-
doscopiques elliptiques et relevantes de G, avec G′ 6= G si G est quasi-de´ploye´. Un
e´le´ment de Dorb,unip(G(R)) appartient l’espace de droite de (5) : tout e´le´ment unipotent
de G(R) est l’image naturelle d’un e´le´ment unipotent de G♯(R). Soit G
′ = (G′,G ′, s)
une donne´e endoscopique elliptique et relevante de G, avec G′ 6= G si G est quasi-
de´ploye´. Conside´rons un e´le´ment γ ∈ Dtr−unip(G(R)) de la forme transfert(δ), ou`
δ ∈ Dsttr−unip(G
′). Dualement a` la suite exacte (1), on a une suite exacte
(6) 1→ Ξˆb → Gˆ→ Zˆ × Gˆ♯ → 1,
ou` Ξˆb est un sous-groupe fini central de Gˆ. L’e´le´ment s ∈ Gˆ s’envoie sur un e´le´ment
(z, s♯) de Zˆ × Gˆ♯. En notant Gˆ
′
♯ la composante neutre de ZGˆ♯(s♯), on a la suite exacte
1→ Ξˆb → Gˆ
′ → Zˆ × Gˆ′♯ → 1.
Le groupe G ′/Ξˆb contient Zˆ donc est de la forme Zˆ × G
′
♯, ou` G
′
♯ est un sous-groupe de
LG♯. Ce groupe de´finit une action galoisienne sur Gˆ
′
♯. On introduit un groupe quasi-
de´ploye´ G′♯ sur R dont le groupe dual soit Gˆ
′
♯. Alors G
′
♯ = (G
′
♯,G
′
♯, s♯) est une donne´e
endoscopique pour G♯. On ve´rifie aise´ment qu’elle est elliptique et relevante. Remarquons
que les groupes G′♯ et G
′ sont dans la meˆme situation que G♯ et G. C’est-a`-dire que l’on
a une suite exacte
1→ Ξb → Z ×G
′
♯ → G
′ → 1.
On peut appliquer par re´currence la relation (5) a` G′ et G′♯. Modulo quelques forma-
lite´s, on peut aussi bien l’appliquer a` G′ et G′♯. On obtient que δ appartient a` l’espace
ι∗
G′♯,G
′(Dtr−unip(G
′
♯)). Mais, d’apre`s (3), l’application ι
∗
G′♯,G
′ ◦ ι∗G′,G′♯
est l’identite´ sur cet
espace. Posons δ♯ = ι
∗
G′,G′♯
(δ). Alors δ = ι∗
G′♯,G
′(δ♯). D’apre`s le (ii) du lemme applique´
par re´currence, on a δ♯ ∈ Dtr−unip(G
′
♯). On a l’e´galite´
(7) transfert ◦ ι∗
G′♯,G
′ = ι∗G♯,G ◦ transfert
cf. [III] 3.7(4). On en de´duit γ = ι∗G♯,G ◦ transfert(δ♯). Mais transfert(δ♯) appartient a`
Dtr−unip(G♯(R)) par de´finition de cet espace. Cela de´montre que γ appartient au membre
de droite de (5). Cela prouve cette assertion.
Le membre de droite de (5) est contenu dans Dge´om(V )♯ d’apre`s (2). La relation
(3) entraˆıne que, pour tout sous-espace X de Dge´om(V )♯, les homomorphismes ι
∗
G♯,G
et
ι∗G,G♯ se restreignent en des isomorphismes inverses l’un de l’autre entre X et ι
∗
G,G♯
(X).
Donc (5) entraˆıne la premie`re assertion de l’e´nonce´. Soit γ ∈ Dtr−unip(G(R)), e´crivons
γ = ι∗G♯,G(γ♯), avec γ♯ ∈ Dtr−unip(G♯(R)). Puisque γ ∈ Dge´om(V )♯ comme on vient
de le voir, la relation (3) entraˆıne que ι∗G,G♯(γ) = p(γ♯). D’ou` la premie`re inclusion
de (i). Par simple transport de structure, l’espace Dtr−unip(G♯(R)) est stable par tout
automorphisme de G♯. En particulier, il est stable par l’action de G(R). On en de´duit
p(Dtr−unip(G♯(R))) ⊂ Dtr−unip(G♯(R)), ce qui ache`ve la preuve de (i).
Supposons G quasi-de´ploye´. On va prouver l’inclusion
(8) ι∗G♯,G(Dtr−unip(G♯(R))) ⊂ Dtr−unip(G(R)).
De nouveau, il suffit de prouver que, pour γ♯ dans un ensemble de ge´ne´rateurs de
Dtr−unip(G♯(R)), on a ι
∗
G♯,G
(γ♯) ∈ Dtr−unip(G(R)). C’est clair si γ♯ ∈ Dorb,unip(G♯(R)).
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Soit G′♯ = (G
′
♯,G
′
♯, s♯) une donne´e endoscopique elliptique et relevante pour G♯, telle que
G′♯ 6= G. Soit γ♯ ∈ Dtr−unip(G♯(R)) de la forme transfert(δ♯), avec δ♯ ∈ Dtr−unip(G
′
♯).
Rappelons qu’a` la donne´e endoscopique G′♯ est associe´ un caracte`re ω♯ de G♯,ad(R) selon
lequel se transforme le facteur de transfert, cf. [I] 2.7. Il se restreint en un caracte`re de
G(R). Si cette restriction est non triviale, l’image de transfert(δ♯) par la projection p
est nulle. Autrement dit p(γ♯) = 0. Mais ι
∗
G♯,G
◦ p = ι∗G♯,G, donc ι
∗
G♯,G
(γ♯) = 0. A fortiori,
ι∗G♯,G(γ♯) ∈ Dtr−unip(G(R)). On est ramene´ au cas ou` la restriction de ω♯ a` G(R) est
triviale. Montrons que
(9) pour G quasi-de´ploye´, l’homomorphisme de H1(WR;Z(Gˆ)) dans le groupe des
caracte`res de G(R) est bijective.
Que G soit quasi-de´ploye´ ou pas, H1(WR;Z(Gˆ)) s’identifie au groupe des caracte`res
de Gab(R). En effet, en fixant un sous-tore maximal T de G de´fini sur R, ces deux
groupes s’identifient respectivement a` H1,0(WR; Tˆ → Tˆad) et H
1,0(ΓR;Tsc → T ) et on
connaˆıt l’assertion pour ces derniers groupes. L’assertion (9) e´quivaut a` dire que, si G
est quasi-de´ploye´, l’homomorphisme G(R) → Gab(R) est surjectif. On a de´montre´ cela
en 2.1(2).
Fixons s ∈ Gˆ qui se projette sur (1, s♯) par l’homomorphisme de la suite (6). Notons
G ′ l’image re´ciproque de Zˆ ×G ′♯ dans
LG. Il agit sur Gˆs et munit ce groupe d’une action
galoisienne. On introduit un groupe G′ quasi-de´ploye´ sur R dont Gˆs est le groupe dual.
Posons G′ = (G′,G ′, s). Montrons que c’est une donne´e endoscopique pour G. La seule
condition non e´vidente est la suivante. Pour w ∈ WR et (g, w) ∈ G
′, on a une e´galite´
sgw(s)−1 = a(w)g, ou` a est un cocycle de WR dans Z(Gˆ). Il faut voir que ce cocycle est
un cobord. En reprenant les de´finitions de [I] 2.7, on voit que la restriction de ω♯ a` G(R)
est pre´cise´ment associe´e a` la classe de a. L’hypothe`se que cette restriction est triviale
jointe a` (9) entraˆıne que a est un cobord. On poursuit alors la de´monstration comme
ci-dessus. En appliquant (8) par re´currence a` G′ et G′♯, on a ι
∗
G′♯,G
′(δ♯) ∈ Dtr−unip(G
′).
Puisque ι∗
G′♯,G
′ pre´serve la stabilite´, on a meˆme ι∗G′♯,G′
(δ♯) ∈ D
st
tr−unip(G
′). Alors
ι∗G♯,G(γ♯) = ι
∗
G♯,G
◦ transfert(δ♯) = transfert ◦ ι
∗
G′♯,G
′(δ♯).
Ce dernier e´le´ment appartient a` transfert(Dsttr−unip(G
′)) qui est inclus dansDtr−unip(G(R)).
Cela prouve (8).
Les premie`res assertions de (ii) re´sultent de (8) comme (i) re´sultait de (5).
Comme on l’a dit, cf. (4), p est l’identite´ sur les distributions stables. A fortiori,
p(Dsttr−unip(G♯(R))) = D
st
tr−unip(G♯(R)), ce qui est la dernie`re e´galite´ de l’e´nonce´. On a
aussi
Dsttr−unip(G♯(R)) = p(D
st
tr−unip(G♯(R))) ⊂ p(Dtr−unip(G♯(R))) ∩D
st
ge´om(G♯(R))
⊂ Dtr−unip(G♯(R)) ∩D
st
ge´om(G♯(R)) = D
st
tr−unip(G♯(R)).
Les inclusions de cette suite sont force´ment des e´galite´s, donc
Dsttr−unip(G♯(R)) = p(Dtr−unip(G♯(R))) ∩D
st
ge´om(G♯(R)).
Puisque ι∗G♯,G et ι
∗
G,G♯
sont des isomorphismes inverses entreDtr−unip(G(R)) et p(Dtr−unip(G♯(R)))
et qu’ils pre´servent la stabilite´, on a
ι∗G,G♯(D
st
tr−unip(G(R))) = p(Dtr−unip(G♯(R))) ∩D
st
ge´om(G♯(R)) = D
st
tr−unip(G♯(R)).
C’est l’avant-dernie`re e´galite´ de (ii) qu’il restait a` prouver. 
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3.4 Reveˆtement et applications ρJ et σJ
On conserve la situation pre´ce´dente. Soit M un Levi de G. On note M♭ son image
re´ciproque. On a M♭ = Z ×M♯, ou` M♯ est un Levi de G♯. La fonction B sur G se rele`ve
en une fonction encore note´e B sur G♯. Les ensembles J
G
M(B) et J
G♯
M♯
(B) s’identifient et,
pour J dans cet ensemble, on peut identifier les deux espaces de germes UJ relatifs aux
groupes ambiants G et G♯, cf. [III] 3.2. On fixe une mesure de Haar sur Z(R), qui permet
d’identifier Mes(G(R)) a` Mes(G♯(R)) et Mes(M(R)) a` Mes(M♯(R)), cf. [III] 3.1.
Lemme. (i) Soient J ∈ J GM(B) et γ♯ ∈ Dtr−unip(M♯(R)) ⊗Mes(M♯(R))
∗. Supposons
ι∗G♯,G(γ♯) ∈ Dtr−unip(M(R))⊗Mes(M(R))
∗. Alors on a l’e´galite´
ρGJ ◦ ι
∗
M♯,M
(γ♯) = ι
∗
M♯,M
◦ ρ
G♯
J (γ♯).
(ii) Supposons G quasi-de´ploye´. Soient J ∈ J GM(B) et δ♯ ∈ D
st
tr−unip(M♯(R)) ⊗
Mes(M♯(R))
∗. Alors on a l’e´galite´
σGJ ◦ ι
∗
M♯,M
(δ♯) = ι
∗
M♯,M
◦ σ
G♯
J (δ♯).
Remarque. Les ι∗M♯,M intervenant dans les membres de droite sont en fait tensorise´s
avec l’identite´ de UJ .
Preuve. Pour simplifier, on abandonne les espaces de mesures. L’action de M(R) sur
M♯(R) se prolonge en une action G(R) sur G♯(R). Par simple transport de structure, on
voit alors que
p ◦ ρ
G♯
J (γ♯) = ρ
G♯
J ◦ p(γ♯).
Parce que ι∗M♯,M ◦ p = ι
∗
M♯,M
, le membre de gauche de l’e´galite´ du (i) ne de´pend que de
p(γ♯). Pour la meˆme raison et graˆce a` l’e´galite´ ci-dessus, on voit que c’est aussi le cas
du membre de droite. On peut alors reformuler l’assertion (i) de la fac¸on suivante. Soit
γ ∈ Dtr−unip(M(R)). Alors il existe γ♯ ∈ Dtr−unip(M♯(R)) tel que ι
∗
G♯,G
(γ♯) = γ et que
l’e´galite´ du (i) soit ve´rifie´e. Il suffit de de´montrer cette assertion quand γ parcourt un
ensemble de ge´ne´rateurs de Dtr−unip(M(R)). Pour γ ∈ Dorb,unip(M(R)), on choisit γ♯ ∈
Dorb,unip(M♯(R)) et l’e´galite´ re´sulte des de´finitions comme dans le cas non-archime´dien.
Soit maintenant M′ = (M ′,M′, ζ) une donne´e endoscopique elliptique et relevante de
M , avecM ′ 6= M si G est quasi-de´ploye´. Conside´rons un e´le´ment γ ∈ Dorb,unip(M(R)) de
la forme transfert(δ), ou` δ ∈ Dsttr−unip(M
′). Comme dans la preuve du lemme pre´ce´dent
(ou` l’on remplace le groupe G par M), on construit une donne´e endoscopique M′♯ =
(M ′♯,M
′
♯, ζ♯) de M♯ qui est elliptique et relevante. On choisit δ♯ ∈ D
st
tr−unip(M
′
♯) tel que
ι∗
M′♯,M
′(δ♯) = δ. On peut choisir γ♯ = transfert(δ♯). D’apre`s 2.4(3), on a
ρGJ (γ, a) = ρ
G,E
J (M
′, δ, a) et ρ
G♯
J (γ♯, a♯) = ρ
G♯,E
J (M
′
♯, δ♯, a♯)
pour a ∈ AM(R) et a♯ ∈ AM♯(R). C’est-a`-dire
ρGJ (γ, a) =
∑
s∈ζZ(Mˆ)ΓR/Z(Gˆ)ΓR
iM ′(G,G
′(s))
∑
J ′∈J
G′(s)
M′
(B);J ′ 7→J
transfert(σ
G
′(s)
J ′ (δ, ξ(a))),
ρ
G♯
J (γ♯, a♯) =
∑
s∈ζ♯Z(Mˆ♯)
ΓR/Z(Gˆ♯)
ΓR
iM ′♯(G♯, G
′
♯(s))
∑
J ′∈J
G′
♯
(s)
M′
♯
(B);J ′ 7→J
transfert(σ
G
′
♯(s)
J ′ (δ♯, ξ(a♯))).
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On a
Z(Mˆ)ΓR/Z(Gˆ)ΓR = Z(Mˆad)
ΓR = Z(Mˆ♯,ad)
ΓR = Z(Mˆ♯)
ΓR/Z(Gˆ♯)
ΓR.
Les sommations en s des deux formules ci-dessus s’identifient. Pour s fixe´, on ve´rifie
aise´ment l’e´galite´
iM ′(G,G
′(s)) = iM ′♯(G♯, G
′
♯(s)).
Les sommations en J ′ d’identifient. Supposons que a et a♯ se correspondent par la relation
a = q(a♯). Les termes ξ(a) et ξ(a♯) se correspondent par une relation similaire. Pour J
′
fixe´, on peut appliquer par re´currence l’assertion (ii) du lemme :
σ
G′(s)
J ′ (δ, ξ(a)) = ι
∗
M′♯,M
′(σ
G′♯(s)
J ′ (δ♯, ξ(a♯))).
En utilisant 3.7(6), on obtient
transfert(σ
G′(s)
J ′ (δ, ξ(a))) = ι
∗
M♯,M
◦ transfert(σ
G′♯(s)
J ′ (δ♯, ξ(a♯))).
On en de´duit
ρGJ (γ, a) = ι
∗
M♯,M
(ρ
G♯
J (γ♯, a♯)).
Cela prouve (i). Le (ii) s’en de´duit comme dans le lemme [III] 3.6. 
3.5 Un re´sultat d’induction
On suppose G quasi-de´ploye´. Soit M un Levi de G.
Lemme. Soit γ ∈ Dunip(MSC(R)) ⊗ Mes(MSC(R))
∗. Supposons que la distribution
induite (ι∗MSC ,M(γ))
G soit stable. Alors il existe δ ∈ Dstunip(MSC(R)) ⊗Mes(MSC(R))
∗
tel que l’on ait l’e´galite´
(ι∗MSC ,M(γ))
G = (ι∗MSC ,M(δ))
G.
Remarque. On rappelle que MSC est le reveˆtement simplement connexe du groupe
de´rive´ deM . Le lemme serait plus facile mais plus faible si l’on remplac¸ait ce groupe par
l’image re´ciproque Msc de M dans GSC.
Preuve. On fixe des mesures de Haar sur tous les groupes intervenant. Introduisons
les espaces I(G(R))unip,loc et SI(G(R))unip,loc de [I] 5.2 et [I] 5.5. L’indice unip remplace
comme a` notre habitude l’indice O de ce paragraphe, cette classe O e´tant re´duite a`
{1}. Rappelons la description que l’on a donne´e en [I] 5.2 de l’espace I(G(R))unip,loc.
On fixe un ensemble T de repre´sentants des classes de conjugaison par G(R) de sous-
tores maximaux de G. Pour T ∈ T , notons MT le plus petit Levi de G contenant T .
Il est de´termine´ par la condition AMT = AT . Notons Σ
MT (T ) l’ensemble des racines de
T dans mT . Ce sont les racines imaginaires de T . Notons t⋆ le sous-ensemble des X ∈ t
tels que α(X) 6= 0 pour tout α ∈ ΣMT (T ). On note ΩT l’ensemble des composantes
connexes de t⋆(R) et on fixe un e´le´ment ΩT ∈ ΩT . Posons WR(T ) = NormG(R)(T )/T (R)
et W (T ) = NormG(T )/T . On a WR(T ) ⊂ W (T )
ΓR. Pour w ∈ W (T )ΓR, notons n(w) le
nombre de racines α ∈ ΣMT (T ) telles que l’hyperplan noyau de α se´pare ΩT de w(ΩT ).
On pose ǫ(w) = (−1)n(w). C’est un caracte`re de W (T )ΓR. En remplac¸ant G par MT , on
de´finit le sous-groupe WMT (T ) ⊂ W (T ). Remarquons que ΓR agit trivialement sur ce
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sous-groupe et que WMT (T ) agit transitivement sur ΩT . On note C[[t(R)]] l’espace des
se´ries formelles sur t(R). Soient f ∈ I(G(R)), T ∈ T et Ω ∈ ΩT . On de´finit une fonction
φf,T,Ω sur Ω par φf,T,Ω(X) = I
G(exp(X), f). Cette fonction se prolonge en une fonction
C∞ dans un voisinage de Ω. On note ϕf,T,Ω son de´veloppement en se´rie formelle en 0.
Pour w ∈ WR(T ) et X ∈ t(R), on a l’e´galite´
(1) ϕf,T,w(Ω)(w(X)) = ϕf,T,Ω(X).
L’application f 7→ (ϕf,T,Ω)T∈T ,Ω∈ΩT se quotiente en une injection
I(G(R))unip,loc → ⊕T∈T ,Ω∈ΩTC[[t(R)]].
Cette injection est un home´omorphisme de l’espace de de´part sur son image, laquelle
est ferme´e dans l’espace d’arrive´e. L’espace I(G(R))unip,loc est muni d’une filtration
(FnI(G(R))unip,loc)n=aG−1,...,aM0 , ou` M0 est un Levi minimal. L’espace F
nI(G(R))unip,loc
est celui des f ∈ I(G(R))unip,loc tels que ϕf,T,Ω = 0 pour tous T , Ω tels que aT > n.
Pour de´crire le gradue´ GrnI(G(R))unip,loc, introduisons les notations suivantes. Pout tout
T ∈ T , le groupeWR(T ) agit naturellement sur C[[t(R)]]. On note C[[t(R)]]
WR(T ),ǫ le sous-
espace isotypique pour l’action du groupe WR(T ), de type ǫ. Notons T
n le sous-ensemble
des T ∈ T tels que aT = n. Pour f ∈ F
nI(G(R))unip,loc et T ∈ T
n, la se´rie ϕf,T,ΩT
appartient a` C[[t(R)]]WR(T ),ǫ. Pour une autre composante Ω ∈ ΩT , soit w ∈ W
MT (T ) tel
que Ω = w(ΩT ). On a alors
(2) ϕf,T,Ω = ǫ(w)ϕf,T,ΩT .
L’application f 7→ (ϕf,T,ΩT )T∈T n se quotiente en un home´omorphisme
GrnI(G(R))unip,loc ≃ ⊕T∈T nC[[t(R)]]
WR(T ),ǫ.
Des descriptions analogues valent pour l’espace SI(G(R))unip,loc. On doit seulement
remplacer pour tout T le groupe WR(T ) par W (T )
ΓR. Notons sG : I(G(R))unip,loc →
SI(G(R))unip,loc la projection naturelle et s
G,n l’application de´duite entre les gradue´s de
degre´ n. On voit que sG,n est la somme sur T ∈ T des applications
C[[t(R)]]WR(T ),ǫ → C[[t(R)]]W (T )
ΓR ,ǫ
ϕ 7→
∑
w∈W (T )ΓR/WR(T )
ǫ(w)w(ϕ).
Cette application admet une section naturelle
C[[t(R)]]W (T )
ΓR,ǫ → C[[t(R)]]WR(T ),ǫ
ϕ 7→ [W (T )ΓR : WR(T )]
−1ϕ.
On obtient ainsi une identification deGrnSI(G(R))unip,loc a` un sous-espace deGr
nI(G(R))unip,loc.
Il est facile de reprendre les preuves des paragraphes 4.15 et 4.16 de [I] (qui concer-
naient les espaces I(G(R)) et SI(G(R))) et de montrer que les re´sultats de ces para-
graphes valent pour nos espaces I(G(R))unip,loc et SI(G(R))unip,loc.
On de´crit de meˆme les espaces I(M(R))unip,loc, I(MSC(R))unip,loc etc... et leurs gradue´s.
Selon notre habitude, on ajoute si ne´cessaire des exposantsM ouMSC dans les notations
pour les objets obtenus en remplac¸ant l’espace ambiant G par M ou MSC .
On dispose de l’application de restriction resM : I(G(R))unip,loc → I(M(R))unip,loc. De
la projectionMSC(R)→M(R) se de´duit une application naturelle ιMSC ,M : I(M(R))unip,loc →
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I(MSC(R))unip,loc. Notons resMSC = ιMSC ,M ◦ resM : I(G(R))unip,loc → I(MSC(R))unip,loc.
De´crivons cette application. Soit f ∈ I(G(R))unip,loc, posons f
′ = resMSC(f). Soient
T ′ ∈ T M et Ω′ ∈ ΩT ′ . La fonction ϕf ′,T ′,Ω′ appartient a` C[[t
′
sc(R)]], ou` T
′
sc est l’image
re´ciproque de T ′ dans MSC . Fixons g ∈ G(R) tel que adg(T
′) ∈ T . Posons T = adg(T
′)
et Ω = adg(Ω
′). Alors, pour X ′ ∈ t′sc(R), on a l’e´galite´
ϕf ′,T ′,Ω′(X
′) = ϕf,T,Ω(adg(X
′)).
Pour f ′ ∈ I(MSC(R))unip,loc, T ∈ T et Ω ∈ ΩT , conside´rons la condition
(Hyp)f ′,T,Ω il existe ϕ ∈ C[[t(R)]] telle que, pour tout T
′ ∈ T M , tout g ∈ G(R) tel
que adg(T
′) = T et tout X ′ ∈ t′sc(R), on ait l’e´galite´
ϕ(adg(X
′) = ϕf ′,T ′,adg−1 (Ω)(X
′).
Notons V le sous-espace des f ′ ∈ I(MSC(R))unip,loc tels que, pour tous T ∈ T et
Ω ∈ ΩT , la condition (Hyp)f ′,T,Ω soit ve´rifie´e. D’apre`s la description ci-dessus, l’image de
resMSC est contenue dans V . L’application resMSC est compatible aux filtrations. On note
resnMSC l’application de´duite entre gradue´s de degre´ n. On note p
n : FnI(G(R))unip,loc →
GrnI(G(R))unip,loc et p
MSC ,n : FnI(MSC(R))unip,loc → Gr
nI(MSC(R))unip,loc les projec-
tions naturelles. Nous allons prouver que
(3) l’image de resMSC est e´gale a` V ;
(4) l’intersection avec FnI(MSC(R))unip,loc de l’image de resMSC est l’image par
resMSC de F
nI(G(R))unip,loc ;
(5) soit fn ∈ Ker(resnMSC) ; alors il existe f ∈ Ker(resMSC) ∩ F
nI(G(R))unip,loc telle
que pn(f) = fn.
On a vu que l’image de resMSC e´tait contenue dans V . On va d’abord prouver
(6) soit f ′ ∈ V ∩ FnI(MSC(R))unip,loc ; alors il existe f
n ∈ GrnI(G(R))unip,loc tel que
resnMSC(f
n) = pMSC ,n(f ′).
Soit T ∈ T n. Conside´rons une fonction ϕ ∈ C[[t(R)]] satisfaisant l’hypothe`se (Hyp)f ′,T,ΩT .
Soit w ∈ WR(T ). Montrons que la fonction ǫ(w)w(ϕ) satisfait encore cette hypothe`se.
On fixe x ∈ NormG(R)(T ) tel que w soit la restriction de adx a` T . Soient T
′ ∈ T M ,
g ∈ G(R) tel que adg(T
′) = T et X ′ ∈ t′sc(R). On a
ǫ(w)w(ϕ)(adg(X
′)) = ǫ(w)ϕ(adx−1g(X
′) = ǫ(w)ϕf ′,T ′,adg−1x(ΩT )(X
′),
d’apre`s l’hypothe`se (Hyp)f ′,T,ΩT applique´e a` T
′ et x−1g. Soit w′ ∈ WMT ′ (T ′) tel que
adg−1x(ΩT ) = w
′(adg−1(ΩT ). On a T
′ ∈ T M,n. L’hypothe`se f ′ ∈ FnI(MSC(R))unip,loc
entraˆıne que l’analogue de la condition (2) est ve´rifie´e. C’est-a`-dire que
ϕf ′,T ′,adg−1x(ΩT )(X
′) = ǫ′(w′)ϕf ′,T ′,adg−1 (ΩT )(X
′),
en notant pour plus de pre´cision ǫ′ le caracte`re de WMT ′ (T ′). Mais l’application α 7→
adg−1(α) se restreint en une bijection entre l’ensemble des racines α ∈ Σ
MT (T ) telles
que l’hyperplan noyau de α se´pare ΩT de w(ΩT ) et l’ensemble des racines β ∈ Σ
MT ′ (T ′)
telles que l’hyperplan noyau de β se´pare adg−1(ΩT ) de adg−1x(ΩT ). Il en re´sulte que
ǫ(w) = ǫ′(w′). On obtient alors
ǫ(w)w(ϕ)(adg(X
′)) = ϕf ′,T ′,adg−1 (ΩT )(X
′).
Donc ǫ(w)w(ϕ) ve´rifie (Hyp)f ′,T,ΩT . On peut alors remplacer ϕ par
|WR(T )|
−1
∑
w∈WR(T )
ǫ(w)w(ϕ).
49
Cette fonction satisfait encore (Hyp)f ′,T,ΩT et appartient a` C[[t(R)]]
WR(T ),ǫ. Notons plus
pre´cise´ment ϕT cette fonction. La famille (ϕT )T∈T n s’identifie a` un e´le´ment f
n ∈ GrnI(G(R))unip,loc.
On ve´rifie que resnMSC(f
n) = pMSC ,n(f ′). Cela prouve (6).
Montrons maintenant que
(7) V ∩ FnI(MSC(R))unip,loc est l’image par resMSC de F
nI(G(R))unip,loc.
On raisonne par re´currence sur n. C’est clair si n < aG puisqu’alors tous les espaces
sont nuls. Soit n ≥ aG, supposons l’assertion de´montre´e pour n − 1. Soit f
′ ∈ V ∩
FnI(MSC(R))unip,loc. D’apre`s (6), il existe f ∈ F
nI(G(R))unip,loc tel que p
MSC ,n(f ′ −
resMSC(f)) = 0. Cela entraˆıne f
′− resMSC(f) ∈ F
n−1I(MSC(R))unip,loc. Puisque l’image
de resMSC est contenu dans V , on a aussi f
′−resMSC (f) ∈ V . En appliquant l’hypothe`se
de re´currence, f ′ − resMSC(f) appartient a` l’image par resMSC de F
n−1I(G(R))unip,loc.
Cela entraˆıne que f ′ appartient a` l’image par resMSC de F
nI(G(R))unip,loc, d’ou` (7).
Pour n maximal, (7) implique (3). Une fois (3) connue, (4) est e´quivalent a` (7). En-
fin, soit fn ∈ Ker(resnMSC). Choisissons f0 ∈ F
nI(G(R))unip,loc tel que p
n(f0) = f
n.
L’hypothe`se fn ∈ Ker(resnMSC) implique resMSC(f0) ∈ F
n−1I(MSC(R))unip,loc. En appli-
quant (4), il existe f1 ∈ F
n−1I(G(R))unip,loc tel que resMSC(f1) = resMSC(f0). L’e´le´ment
f = f0 − f1 appartient a` Ker(resMSC) ∩ F
nI(G(R))unip,loc et ve´rifie p
n(f) = fn. Cela
prouve (5).
Montrons que
(8) l’image de l’application resMSC est ferme´e dans I(MSC(R))unip,loc.
Pour tout T ′ ∈ T M , fixons un ensemble de repre´sentants WT ′ du quotient {g ∈
G(R); adg(T
′) ∈ T }/T ′(R). Conside´rons l’espace
X = ⊕T ′∈TM ,Ω′∈ΩT ′ ,g∈WT ′C[[t
′
sc(R)]].
L’espace
Y = ⊕T ′∈T M ,Ω′∈ΩT ′C[[t
′
sc(R)]]
s’identifie au sous-espace ferme´ des e´le´ments deX dont les composantes sont inde´pendantes
de g ∈ WT ′ . On a dit que I(MSC(R))unip,loc s’identifiait a` un sous-espace ferme´ de Y . Il
s’identifie donc aussi a` un sous-espace ferme´ de X . Posons
Z = ⊕T∈T ,Ω∈ΩTC[[t(R)]].
On de´finit une application ψ : Z → X de la fac¸on suivante. Soit (ϕT,Ω)T∈T ,Ω∈ΩT ∈ Z.
Soient T ′ ∈ T M , Ω′ ∈ ΩT ′ et g ∈ WT ′ . Pour X
′ ∈ t′sc(R), posons
ϕT ′,Ω′,g(X
′) = ϕadg(T ),adg(Ω′)(adg(X
′)).
L’image de (ϕT,Ω)T∈T ,Ω∈ΩT par ψ est alors la famille (ϕT ′,Ω′,g)T ′∈TM ,Ω′∈ΩT ′ ,g∈WT ′ . L’as-
sertion (3) revient a` dire que l’image de resMSC est e´gale a` l’intersection dans X de
I(MSC(R))unip,loc et de l’image de ψ. Pour prouver (8), il suffit donc de prouver que
l’image de ψ est ferme´e dans X . L’espace des series formelles, disons sur t(R), est le
produit sur i ∈ N des espaces de polynoˆmes homoge`nes de degre´ i sur t(R). Ce re´sultat
s’e´tend bien suˆr a` nos espaces X et Z : on a X =
∏
i∈NXi et Z =
∏
i∈N Zi. L’application
ψ est le produit d’applications ψi : Zi → Xi. Soit alors x ∈ X qui est dans l’adhe´rence de
l’image de ψ. Pour tout i, la composante xi ∈ Xi est dans l’adhe´rence de l’image de ψi.
Or les espaces Xi et Zi sont de dimensions finies donc l’image de ψi est ferme´e. On peut
donc choisir zi ∈ Zi tel que ψi(zi) = xi. Mais alors, l’e´le´ment z =
∏
i∈N zi ∈ Z ve´rifie
ψ(z) = x. Donc x appartient a` l’image de ψ. Cela de´montre (8).
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On a de meˆme une application resstMSC = ιMSC ,M◦res
st
M : SI(G(R))unip,loc → SI(MSC(R))unip,loc.
Elle se de´crit de la meˆme fac¸on que resMSC . Des proprie´te´s analogues a` (3), (4), (5) et
(8) valent pour cette application.
Nos applications sont compatibles aux filtrations. Pour tout n, on en de´duit un dia-
gramme commutatif
GrnI(G(R))unip,loc
resnMSC→ GrnI(MSC(R))unip,loc
sG,n ↓ sMSC ,n ↓
GrnSI(G(R))unip,loc
resst,nMSC→ GrnSI(MSC(R))unip,loc
Montrons que
(9) Im(resnMSC) ∩Ker(s
MSC ,n) = resnMSC(Ker(s
G,n)).
Comme on l’a vu ci-dessus, on peut identifier GrnSI(G(R))unip,loc a` un sous-espace
de GrnI(G(R))unip,loc. On a alors
GrnI(G(R))unip,loc = Ker(s
G,n)⊕GrnSI(G(R))unip,loc.
De meˆme
GrnI(MSC(R))unip,loc = Ker(s
MSC ,n)⊕GrnSI(MSC(R))unip,loc.
Les deux sections sont compatibles aux applications resnMSC et res
st,n
MSC
. Pre´cise´ment,
resnMSC envoie Gr
nSI(G(R))unip,loc dans Gr
nSI(MSC(R))unip,loc et co¨ıncide avec res
st,n
MSC
sur GrnSI(G(R))unip,loc. Cela re´sulte des descriptions ci-dessus et de la proprie´te´ suivante
(10) pour tout T ′ ∈ T M , on a l’e´galite´
[W (T ′)ΓR : WR(T
′)] = [WM(T ′)ΓR : WMR (T
′)].
On ve´rifie que les suites suivantes sont exactes
1→WMT ′ (T ′)ΓR →W (T ′)ΓR →W (MT ′)→ 1,
1→ W
MT ′
R (T
′)→WR(T
′)→W (MT ′)→ 1.
On en de´duit l’e´galite´
[W (T ′)ΓR : WR(T
′)] = [WMT ′ (T ′)ΓR : W
MT ′
R (T
′)].
On a de meˆme
[WM(T ′)ΓR : WMR (T
′)] = [WMT ′ (T ′)ΓR :W
MT ′
R (T
′)].
D’ou` (10).
Soit alors f ∈ GrnI(G(R))unip,loc, supposons res
n
MSC
(f) ∈ Ker(sMSC ,n). Ecrivons
f = f0+f
st, avec f0 ∈ Ker(s
G,n) et f st ∈ GrnSI(G(R))unip,loc. On a s
MSC ,n◦resnMSC(f) =
resnMSC(f
st). Ce terme est nul par hypothe`se. Donc resnMSC(f) = res
n
MSC
(f0), c’est-a`-dire
resnMSC(f) appartient a` res
n
MSC
(Ker(sG,n)). Cela prouve (9).
Montrons que l’assertion (9) se rele`ve des gradue´s aux espaces eux-meˆmes, c’est-a`-dire
(11) Im(resMSC) ∩Ker(s
MSC) = resMSC(Ker(s
G)).
On de´montre par re´currence sur n que
(12) resMSC(F
nI(G(R))unip,loc) ∩Ker(s
MSC) ⊂ resMSC(Ker(s
G)).
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Soit f ′ ∈ resMSC(F
nI(G(R))unip,loc) ∩Ker(s
MSC). Alors pMSC ,n(f ′) ∈ Im(resnMSC) ∩
Ker(sMSC ,n). D’apre`s (9), il existe fn ∈ Ker(sG,n) tel que resnMSC(f
n) = pMSC ,n(f ′).
Comme on l’a vu en [I] 4.17 (on a dit que les re´sultats de ce paragraphe s’appliquaient
a` nos espaces localise´s), il existe f ∈ FnI(G(R))unip,loc ∩ Ker(s
G) tel que pn(f) = fn.
Posons f ′0 = f
′ − resMSC(f). Les e´galite´s ci-dessus entraˆınent p
MSC ,n(f ′0) = 0, donc
f ′0 ∈ F
n−1I(MSC(R))unip,loc. L’e´le´ment f
′
0 appartient encore a` l’image de resMSC . En
appliquant (4), on a f ′0 ∈ resMSC(F
n−1I(G(R))unip,loc). Puisque f ∈ Ker(s
G), on a
resMSC(f) ∈ Ker(s
MSC) donc aussi f ′0 ∈ Ker(s
MSC). En appliquant l’hypothe`se de
re´currence, on obtient f ′0 ∈ resMSC(Ker(s
G)). Alors f ′ = f ′0 + resMSC(f) appartient
aussi a` resMSC(Ker(s
G)). Cela prouve (12).
Pour n maximal, (12) entraˆıne que le membre de gauche de (11) est inclus dans celui
de droite. L’inclusion oppose´e est e´vidente. D’ou` (11).
Notons I inst(G(R)) le noyau de l’application naturelle I(G(R))→ SI(G(R)). Rappe-
lons que
(13) l’image naturelle de I inst(G(R)) dans I(G(R))unip,loc est dense dans Ker(s
G).
En effet, c’est l’assertion [I] 5.15 (4) dans le cas particulier k = 1 et M˜1 = G˜ = G.
Venons-en a` la preuve du lemme. Soit γ comme dans l’e´nonce´. C’est une forme
line´aire continue sur I(MSC(R))unip,loc. On cherche un e´le´ment δ ∈ D
st
unip(MSC(R)),
c’est-a`-dire une forme line´aire continue sur SI(MSC(R))unip,loc, ou encore une forme
line´aire continue sur I(MSC(R))unip,loc nulle surKer(s
MSC). La condition (ι∗MSC ,M(γ))
G =
(ι∗MSC ,M(δ))
G revient a` dire que γ et δ co¨ıncident sur l’image de resMSC . Cette image
est ferme´e d’apre`s (8) et la somme de cette image avec Ker(sMSC) est aussi ferme´e :
c’est l’image re´ciproque par sMSC de l’image de resstMSC qui est ferme´e par l’analogue
de (8). La condition ne´cessaire et suffisante pour que δ existe est donc que γ annule
Im(resMSC) ∩ Ker(s
MSC). Ou encore, d’apre`s (11), que γ annule resMSC(Ker(s
G)).
D’apre`s (13), cet espace est l’adhe´rence de l’image par resMSC de l’image naturelle
de I inst(G(R)) dans I(G(R))unip,loc. L’hypothe`se que (ι
∗
MSC ,M
(γ))G est stable signifie
que γ annule cette image. Etant continue, γ annule aussi son adhe´rence, c’est-a`-dire
resMSC(Ker(s
G)). Cela ache`ve la de´monstration. 
3.6 Un corollaire
Soient M un Levi de G et J ∈ J GM(B).
Corollaire. (i) Soient γ ∈ Dtr−unip(M(R)) ⊗Mes(M(R))
∗ et a ∈ AM(R) en position
ge´ne´rale et proche de 1. Alors il existe τ ∈ Dunip(MSC(R)) ⊗ Mes(MSC(R))
∗ tel que
ρGJ (γ, a) soit l’image de ι
∗
MSC ,M
(τ ) modulo AnnGunip.
(ii) Supposons G quasi-de´ploye´. Soient δ ∈ Dsttr−unip(M(R)) ⊗Mes(M(R))
∗ et a ∈
AM(R) en position ge´ne´rale et proche de 1. Alors il existe τ ∈ D
st
unip(MSC(R)) ⊗
Mes(MSC(R))
∗ tel que σGJ (δ, a) soit l’image de ι
∗
MSC ,M
(τ ) modulo Annst,Gunip.
Preuve. Pour γ ∈ Dorb,unip(M(R)) ⊗ Mes(M(R))
∗, l’e´le´ment ρGJ (γ, a) appartient
par de´finition a` Dorb,unip(M(R)) ⊗Mes(M(R))
∗ (plus exactement, est l’image modulo
AnnGunip d’un e´le´ment de cet espace). Puisque Dorb,unip(M(R))⊗Mes(M(R))
∗ est l’image
par ι∗MSC ,M de Dorb,unip(MSC(R)) ⊗ Mes(MSC(R))
∗, l’assertion (i) vaut pour γ. Soit
M′ = (M ′,M′, ζ) une donne´e endoscopique elliptique et relevante de M , avec M ′ 6= M
si G est quasi-de´ploye´. Soit δ ∈ Dsttr−unip(M
′) ⊗ Mes(M ′(R))∗, conside´rons l’e´le´ment
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γ = transfert(δ). Par de´finition, on a
ρGJ (γ, a) = ρ
G,E
J (M
′, δ, a) =
∑
s∈ζZ(Mˆ)ΓR/Z(Gˆ)ΓR
iM ′(G,G
′(s))
∑
J ′∈J
G′(s)
M′
(B);J ′ 7→J
transfert(σ
G
′(s)
J ′ (δ, ξ(a))).
Fixons s et J ′ apparaissant dans cette somme. En appliquant le (ii) de l’e´nonce´ par
re´currence, on peut supposer que σ
G
′(s)
J ′ (δ, ξ(a)) est l’image par ι
∗
M ′SC ,M
′ d’un e´le´ment
τ s,J ′ ∈ D
st
unip(M
′
SC(R)) ⊗ Mes(M
′
SC(R))
∗. On sait que la donne´e M′ de´termine une
donne´e endoscopiqueM′sc deMSC . L’application ι
∗
M ′SC ,M
′ se factorise en ι∗M ′sc,M ′◦ι
∗
M ′SC ,M
′
sc
.
Posons τ ′s,J ′ = ι
∗
M ′SC ,M
′
sc
(τ s,J ′). On a alors σ
G′(s)
J ′ (δ, ξ(a)) = ι
∗
M ′sc,M
′(τ ′s,J ′), d’ou`
transfert(σ
G
′(s)
J ′ (δ, ξ(a))) = ι
∗
MSC ,M
◦ transfert(τ ′s,J ′).
On a alors ρGJ (γ, a) = ι
∗
MSC ,M
(τ ), ou`
τ =
∑
s∈ζZ(Mˆ)ΓR/Z(Gˆ)ΓR
iM ′(G,G
′(s))
∑
J ′∈J
G′(s)
M′
(B);J ′ 7→J
transfert(τ ′s,J ′).
Cela de´montre (i) pour γ et cela ache`ve la preuve de cette assertion (i).
Supposons G quasi-de´ploye´. Pour δ ∈ Dsttr−unip(M(R)) ⊗ Mes(M(R))
∗, on voit de
meˆme, en appliquant (i) et les hypothe`ses de re´currence, que σGJ (δ, a) est l’image par
ι∗MSC ,M d’un e´le´ment τ
′ ∈ Dunip(MSC(R))⊗Mes(MSC(R))
∗. On sait que l’induite σGJ (δ, a)
G
est stable. En appliquant le lemme 3.5, il existe τ ∈ Dstunip(MSC(R)) ⊗Mes(MSC(R))
∗
tel que les induites a` G des distributions ι∗MSC ,M(τ
′) et ι∗MSC ,M(τ ) soient e´gales. Mais
alors σGJ (δ, a) est l’image de ι
∗
MSC ,M
(τ ) modulo Annst,Gunip. Cela prouve (ii). 
4 Extension des de´finitions, cas quasi-de´ploye´ et a`
torsion inte´rieure
4.1 Descente et endoscopie
On a rappele´ dans la section 5 de [III] les liens entre descente et endoscopie. Le corps
de base y e´tait non-archime´dien. Presque tout reste valable sur notre corps de base re´el.
Il faut toutefois modifier le´ge`rement l’identite´ cruciale [III] 5.1(3). Rappelons brie`vement
la situation. Dans ce paragraphe, le triplet (G, G˜, a) est quelconque. On conside`re une
donne´e endoscopique G′ = (G′,G ′, s˜) de (G, G˜, a) elliptique et relevante. On fixe des
donne´es auxiliaires G′1,...,∆1. Conside´rons un diagramme (ǫ, B
′, T ′, B, T, η) joignant deux
e´le´ments semi-simples ǫ ∈ G˜′(R) et η ∈ G˜(R). On suppose G′ǫ quasi-de´ploye´. On fixe un
rele`vement ǫ1 de ǫ dans G˜
′
1(R). On fixe une de´composition d’alge`bres de Lie g
′
1 = c1⊕g
′.
On construit comme en [I] 1.2 une action galoisienne quasi-de´ploye´e sur Gη qui conserve
une paire de Borel e´pingle´e de ce groupe comple´tant la paire (B∩Gη, T ∩Gη). On note G¯
ce groupe muni de cette action. Celle-ci est telle que l’application identite´ ψ : Gη → G¯ est
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un torseur inte´rieur. On a construit en [W2] 3.5 une donne´e endoscopique G¯′ = (G¯′, G¯ ′, s¯)
de G¯SC . Le couple (G¯
′
SC , G
′
ǫ,SC) se comple`te en un triplet endoscopique non standard.
Soit y ∈ G tel que yσ(y)−1 ∈ Iη = Z(G)
θGη. On pose η[y] = y
−1ηy. Alors ψ ◦ ady est un
torseur inte´rieur de Gη[y] sur G¯. Ainsi, la donne´e G¯
′ est aussi une donne´e endoscopique
pour Gη[y]. Supposons qu’elle soit relevante. Puisque G¯SC est simplement connexe, il
n’est pas besoin de donne´es auxiliaires pour cette donne´e et on peut fixer pour celle-
ci un facteur de transfert ∆(y). Soit Y ∈ g′ǫ(R) en position ge´ne´rale et proche de 0.
Modulo les isomorphismes de [III] 5.1, on le de´compose en Ysc + Z avec Ysc ∈ g
′
ǫ,SC(R)
et Z ∈ z(G′ǫ;R). On de´compose Z en Z1 + Z2, avec Z1 ∈ z(G¯;R) et Z2 ∈ z(G¯
′;R). On
transfe`re Ysc en un e´le´ment Y¯sc ∈ g¯
′
SC(R). On pose Y¯ = Y¯sc + Z2. Supposons que Y¯ se
transfe`re en un e´le´ment X [y]sc ∈ gη[y],SC(R). On pose X [y] = X [y]sc + Z1. On a
(1) il existe b ∈ z(G′ǫ;R)
∗ et, pour tout y comme ci-dessus, il existe d(y) ∈ C× de
sorte que, pour toutes donne´es Y , X [y] comme ci-dessus, on ait l’e´galite´
d(y)∆(y)(exp(Y¯ ), exp(X [y]sc)) = e
<b,Z>∆1(exp(Y )ǫ1, exp(X [y])η[y]).
Preuve. Commenc¸ons par fixer des tores maximaux dans nos diffe´rents groupes et
supposons que les e´le´ments Y , Y¯ et X [y] appartiennent aux alge`bres de Lie de ces tores.
Le lemme [I] 2.8 entraˆıne qu’il existe (b1, b2) ∈ z(G
′
1;R)
∗⊕ (1− θ)(z(G,R)∗) de sorte que
la fonction
e−<b1,Y >−<b2,X[y]>∆1(exp(Y )ǫ1, exp(X [y])η[y])
soit localement constante. On a prolonge´ par exemple b1 en une forme line´aire sur g
′
1(R)
nulle sur g′1,SC(R). L’e´galite´ se simplifie puisque la projection de X [y] dans z(G;R) est in-
variante par θ : on a< b2, X [y] >= 0. On a aussi < b1, Y >=< b0, Z >, ou` b0 est la restric-
tion de b1 a` z(G
′
ǫ;R). Un meˆme re´sultat vaut pour le facteur ∆(y)(exp(Y¯ ), exp(X [y]sc)) :
il existe b′1 ∈ z(G¯
′;R)∗ tel que la fonction
e−<b
′
1,Z2>∆(y)(exp(Y¯ ), exp(X [y]sc))
soit localement constante. On peut identifier b′1 a` un e´le´ment de z(G
′
ǫ;R)
∗, cf. [III] 5.1(1).
En posant b = b′1 − b0, on obtient que le rapport
(2) e<b,Z>∆1(exp(Y )ǫ1, exp(X [y])η[y])∆(y)(exp(Y¯ ), exp(X [y]sc))
−1
est localement constant. Il re´sulte des de´finitions de [I] 2.8 que les termes b1 et b
′
1 ne
de´pendent ni des tores fixe´s, ni de l’e´le´ment y (les constructions se situent dans les
groupes duaux et ne voient pas y). L’e´le´ment b non plus. On peut calculer la fonction
localement constante (2) de la meˆme fac¸on qu’en [W2] chapitre 10. On obtient qu’elle est
constante, les tores e´tant fixe´s. Il reste a` prouver que cette constante ne de´pend pas des
tores. Dans la notation de [W2], il s’agit de prouver l’e´galite´ ∆(T, T ) = 1. La me´thode de
[W2] paragraphe 12 consistait a` plonger la situation locale dans une situation de´finie sur
un corps de nombres et a` utiliser une formule de produit pour de´duire la valeur de ∆(T, T )
de valeurs analogues dans une situation non ramifie´e. La meˆme me´thode s’applique et
rame`ne l’e´galite´ a` prouver a` l’e´galite´ analogue dans une situation non ramifie´e sur un
corps non-archime´dien. La preuve dans ce cas a e´te´ faite dans [W2]. Cela prouve (1). 
Le facteur exponentiel qui intervient en (1) affecte la description du transfert des dis-
tributions si celles-ci font intervenir des de´rivations dans la direction centrale de G′ǫ. Mais
ce n’est pas le cas si on se limite aux distributions provenant de G′ǫ,SC via l’application
ι∗G′ǫ,SC ,Gǫ
de la section 3. En particulier, la relation [III] 5.2(7) reste valide.
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4.2 Localisation
Dans la suite de la section, on conside`re un triplet (G, G˜, a) quasi-de´ploye´ et a` torsion
inte´rieure. Soit η un e´le´ment semi-simple de G˜(R). Conforme´ment a` la convention de [I]
5.10, nous notons
descG˜,∗η : Dge´om(Gη(R))⊗Mes(Gη(R))
∗ → Dge´om(G˜(R))⊗Mes(G(R))
∗
l’application line´aire de´duite de la descente d’Harish-Chandra. Comme on l’a dit dans
cette re´fe´rence, elle n’est de´finie que sur les e´le´ments de Dge´om(Gη(R)) ⊗Mes(Gη(R))
∗
dont le support est assez voisin de l’origine. Le groupe ZG(η;R) agit naturellement
dans Dunip(Gη(R)) ⊗ Mes(Gη(R))
∗ via son quotient fini ZG(η : R)/Gη(R). Notons O
la classe de conjugaison de η par G(R). Alors la restriction de descG˜,∗η a` Dunip(Gη(R))⊗
Mes(Gη(R))
∗ se factorise en
(1) Dunip(Gη(R))⊗Mes(Gη(R))
∗ p→ (Dunip(Gη(R))⊗Mes(Gη(R))
∗)ZG(η;R)
descG˜,∗η
≃ Dge´om(O)⊗Mes(G(R))
∗ ⊂ Dge´om(G˜(R))⊗Mes(G(R))
∗,
ou` l’exposant ZG(η;R) de´signe selon l’usage le sous-espace des invariants et ou` p est la
projection naturelle sur ce sous-espace.
Supposons Gη quasi-de´ploye´. On a de meˆme une application line´aire
descst,G˜,∗η : D
st
ge´om(Gη(R))⊗Mes(Gη(R))
∗ → Dstge´om(G˜(R))⊗Mes(G(R))
∗,
cf. [I] 5.10. Posons Ξη = ZG(η)/Gη. Le groupe Ξ
ΓR
η agit naturellement sur D
st
unip(Gη(R))⊗
Mes(Gη(R))
∗. Notons Ost la classe de conjugaison stable de η. Alors la restriction
descst,G˜,∗η a` D
st
unip(Gη(R))⊗Mes(Gη(R))
∗ se factorise en
(2) Dstunip(Gη(R))⊗Mes(Gη(R))
∗ p
st
→ (Dstunip(Gη(R))⊗Mes(Gη(R))
∗)Ξ
ΓR
η
descst,G˜,∗η
≃ Dstge´om(O
st)⊗Mes(G(R))∗ ⊂ Dstge´om(G˜(R))⊗Mes(G(R))
∗,
avec des notations similaires a` celles ci-dessus. Notons Y(η) l’ensemble des y ∈ G tels
que yσ(y)−1 ∈ Gη pour tout σ ∈ ΓR. Fixons un ensemble de repre´sentants Y˙(η) de
l’ensemble de doubles classes Gη\Y(η)/G(R). Pour y ∈ Y(η), on pose η[y] = y
−1ηy.
L’application ady se restreint en un torseur inte´rieur de Gη[y] sur sa forme quasi-de´ploye´e
Gη, graˆce auquel on peut transfe´rer une distribution stable sur Gη(R) en une distribution
sur Gη[y](R). On note transferty cette application. Les applications desc
G˜,∗
η et desc
st,G˜,∗
η
sont relie´es par l’e´galite´
(3) descst,G˜,∗η =
∑
y∈Y˙(η)
descG˜,∗η[y] ◦ transferty,
cf. [I] 5.10.
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4.3 Localisation des espaces Dtr−orb(O)
Soit O une classe de conjugaison stable d’e´le´ments semi-simples dans G˜(R). Fixons
η ∈ O tel que Gη soit quasi-de´ploye´. On introduit un ensemble Y˙(η) comme dans le
paragraphe pre´ce´dent. En ge´ne´ral, l’ensemble {η[y]; y ∈ Y˙(η)} n’est pas un ensemble
de repre´sentants des classes de conjugaison par G(R) dans O. Il est plus gros. On peut
toutefois supposer que si η[y] est conjugue´ a` η[y′], alors ces deux points sont e´gaux. On
peut alors fixer un sous-ensemble X˙ (η) ⊂ Y˙(η) de sorte que {η[y]; y ∈ X˙ (η)} soit un
ensemble de repre´sentants des classes de conjugaison par G(R) dans O.
Lemme. (i) L’espace Dtr−orb(O)⊗Mes(G(R))
∗ est contenu dans la somme sur y ∈ X˙ (η)
des images par descG˜,∗η[y] de Dtr−unip(Gη[y](R))⊗Mes(Gη(R))
∗.
(ii) L’espace Dsttr−orb(O) ⊗ Mes(G(R))
∗ est contenu dans l’image par descst,G˜,∗η de
Dsttr−unip(Gη(R))⊗Mes(Gη(R))
∗.
Preuve. Oublions les espaces de mesures. Conside´rons (i). Il est clair que Dorb(O)
est contenu dans la somme sur y ∈ X˙ (η) des images par descG˜,∗η[y] de Dorb,unip(Gη[y](R)).
Conside´rons une donne´e endoscopique G′ = (G′,G ′, s) de (G, G˜) avec G′ 6= G. Soit
γ ∈ Dtr−orb(O), supposons qu’il existe δ ∈ D
st
tr−orb(G
′) tel que γ = transfert(δ). On
veut prouver que γ appartient a` la somme des images par descG˜,∗η[y] de Dtr−unip(Gη[y](R)).
Par line´arite´, on peut fixer une classe de conjugaison stable O′ dans G′(R) qui se transfe`re
en O et supposer que δ ∈ Dsttr−orb(G
′,O′). On fixe ǫ ∈ O′ tel que G′ǫ soit quasi-de´ploye´.
On fixe des donne´es auxiliaires G′1,...∆1 pour G
′ et un point ǫ1 ∈ G
′
1(R) au-dessus
de ǫ. On applique (ii) par re´currence (plus exactement, on applique une forme de (ii)
adapte´e comme toujours a` la situation des donne´es auxiliaires ; on laisse cette adaptation
au lecteur). On peut donc fixer δǫ1 ∈ D
st
tr−unip(G
′
1,ǫ1(R)) tel que δ = desc
st,G˜′1,∗
ǫ1 (δǫ1).
Appliquons le lemme 3.3(ii) : on peut fixer δSC ∈ D
st
tr−unip(G
′
ǫ,SC(R)) tel que δǫ1 =
ι∗G′ǫ,SC ,G′1,ǫ1
(δSC). Alors γ est calcule´ par la formule [III] 5.2(7). Cette formule se simplifie
dans notre situation quasi-de´ploye´e et a` torsion inte´rieure. Les constantes c(y) valent
1. Surtout, le groupe G¯′SC, qui en ge´ne´ral est en situation d’endoscopie non standard
avec G′ǫ,SC, est ici e´gal a` ce groupe. On obtient le re´sultat suivant. Pour tout y ∈ Y˙(η),
on note δ[y] l’image de ι∗
G¯′SC ,G¯
′(δSC) par l’application transferty a` Gη[y],SC(R), avec la
convention que ce transfert est nul si G¯′ n’est pas relevante pour Gη[y],SC. Alors
(1) γ =
∑
y∈Y˙(η)
d(y)descG˜,∗η[y] ◦ ι
∗
Gη[y],SC ,Gη[y]
(δ[y]).
Le lemme 3.3(ii) assure que ι∗
G¯′SC ,G¯
′(δSC) ∈ D
st
tr−unip(G¯
′(R)). On a alors δ[y] ∈ Dtr−unip(Gη[y],SC(R)).
Mais, parce queGη[y] n’est pas quasi-de´ploye´, le lemme 3.3 n’assure pas que ι
∗
Gη[y],SC ,Gη[y]
(δ[y])
appartient a` Dtr−unip(Gη[y](R)). Pour le voir, il faut utiliser encore une simplification due
a` notre situation quasi-de´ploye´e et a` torsion inte´rieure. Non seulement G′ǫ,SC s’identifie
au groupe G¯′SC , mais G
′
ǫ lui-meˆme s’identifie au groupe d’une donne´e endoscopique de
G¯, ou encore de Gη[y]. Notons G
′′ cette donne´e. La donne´e pre´ce´dente G′ est de´duite de
G′′ par la construction de la preuve du lemme 3.3. Posons δ′ = ι∗
G¯′SC ,G¯
′(δSC). On peut
conside´rer que c’est un e´le´ment de Dsttr−unip(G
′). On a alors
ι∗Gη[y],SC,Gη[y](δ[y]) = ι
∗
Gη[y],SC,Gη[y]
◦ transferty(δ
′) = transferty ◦ ι
∗
G′,G′′(δ
′).
56
Parce que G′ǫ est quasi-de´ploye´, le lemme 3.3(ii) assure que ι
∗
G′,G′′(δ
′) appartient a`
Dsttr−unip(G
′′). Alors ι∗Gη[y],SC,Gη[y](δ[y]) appartient a` Dtr−unip(Gη[y](R)). La formule (1)
se re´crit
γ =
∑
y∈X˙ (η)
descG˜,∗η[y](γ[y]),
ou`
γ[y] =
∑
y′∈Y˙(η);η[y′]=η[y]
d(y′)ι∗Gη[y′],SC ,Gη[y′](δ[y
′]).
Cela assure que γ appartient a` l’espace indique´ en (i) et cela ache`ve la preuve de cette
assertion.
Soit maintenant δ ∈ Dsttr−orb(O). D’apre`s ce que l’on vient de prouver, on peut e´crire
(2) δ =
∑
y∈X˙ (η)
descG˜,∗η[y](γ[y]),
avec γ[y] ∈ Dtr−unip(Gη[y](R)) pour tout y. Appliquons 4.2(1) en remplac¸ant η par η[y].
On note py la projection qui intervient dans cette relation. Cette application consiste
a` moyenner sur un groupe d’automorphismes de Gη[y]. Comme on l’a de´ja` dit, l’espace
Dtr−unip(Gη[y](R)) est invariant par automorphismes, donc aussi par py. On peut rempla-
cer γ[y] par py(γ[y]), qui appartient encore a` Dtr−unip(Gη[y](R)). D’autre part, d’apre`s
4.2(2), on peut e´crire
(3) δ = descst,G˜,∗η (δη),
avec δη ∈ D
st
unip(Gη(R))
Ξ
Γ
R
η . Appliquons 4.2(3). On obtient
(4) δ =
∑
y∈X˙ (η)
descG˜,∗η[y](γ
′[y]),
ou`
γ ′[y] =
∑
y′∈Y˙(η);η[y′]=η[y]
transferty′(δη).
Fixons y′ ∈ Y˙(η). Pour g ∈ ZG(η[y
′],R), on ve´rifie que adg ◦ transferty′ = transferty′ ◦
ady′g(y′)−1 . On a y
′g(y′)−1 ∈ ZG(η) et on ve´rifie que l’image de cet e´le´ment dans Ξη est
fixe par ΓR. Donc δη est fixe par ady′g(y′)−1 , donc transferty′(δη) est fixe par ZG(η[y
′],R).
Il en re´sulte que, pour tout y ∈ X˙ (η), γ ′[y] est invariant par ZG(η[y],R). Puisque desc
G˜,∗
η[y]
est injectif sur les distributions fixe´es par ce groupe, les e´galite´s (2) et (4) entraˆınent que
γ[y] = γ ′[y] pour tout y. Appliquons cela a` y = 1 (on peut supposer que 1 appartient a`
notre syste`me de repre´sentants X˙ (η)). Cela entraˆıne γ ′[1] ∈ Dtr−unip(Gη(R)), c’est-a`-dire∑
y′∈Y˙(η);η[y′]=η
transferty′(δη) ∈ Dtr−unip(Gη(R)).
Un e´le´ment y′ ∈ Y(η) tel que η[y′] = η appartient a` ZG(η) et son image dans Ξη est fixe
par ΓR. On voit que transferty′ n’est autre que l’action de l’e´le´ment de Ξ
ΓR
η ainsi de´fini.
Puisque δη est fixe par cette action, on obtient transferty′(δη) = δη. Le membre de
gauche de la relation pre´ce´dente n’est autre que δη multiplie´ par le nombre d’e´le´ments
de l’ensemble de sommation. Donc δη ∈ Dtr−unip(Gη(R)). Puisque c’est une distribution
stable, on a δη ∈ D
st
tr−unip(Gη(R)). Alors l’assertion (ii) re´sulte de (3). 
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4.4 Un re´sultat d’induction
Soit OG˜ une classe de conjugaison stable semi-simple dans G˜(R). Fixons η ∈ OG˜ tel
que Gη soit quasi-de´ploye´. Notons M˜ le commutant de AGη dans M˜ . C’est un espace de
Levi de G˜, on a η ∈ M˜(R) et Mη = Gη. On note O la classe de conjugaison stable de η
dans M˜(R).
Lemme. Les applications d’induction
Dtr−orb(O)⊗Mes(M(R))
∗ → Dtr−orb(O
G˜)⊗Mes(G(R))∗
et
Dsttr−orb(O)⊗Mes(M(R))
∗ → Dsttr−orb(O
G˜)⊗Mes(G(R))∗
sont surjectives.
Preuve. On oublie les espaces de mesures. L’application
(1) Mη\Y
M(η)/M(R)→ Gη\Y(η)/G(R)
est toujours injective et l’hypothe`se Mη = Gη entraˆıne qu’elle est surjective, cf. [I] lemme
5.12. Un syste`me de repre´sentants Y˙M(η) du premier ensemble de doubles classes est donc
aussi un tel syste`me pour le second ensemble. Un e´le´ment γ ∈ Dorb(O
G˜) est combinaison
line´aire d’inte´grales orbitales dans G˜(R) associe´es a` des e´le´ments uη[y] ou` y ∈ Y˙M(η)
et u est un e´le´ment unipotent de Gη[y](R) = Mη[y](R). Il est induit de la meˆme com-
binaison line´aire d’inte´grales orbitales dans M˜(R) associe´es aux meˆmes e´le´ments. Cette
combinaison line´aire appartient a` Dorb(O). Soit maintenant G
′ = (G′,G ′, s) une donne´e
endoscopique elliptique et relevante de (G, G˜) avec G′ 6= G. Soit γ ∈ Dtr−orb(O) tel
qu’il existe δ ∈ Dsttr−orb(G
′) de sorte que γ = transfert(δ). On veut prouver que γ est
induit d’un e´le´ment de Dtr−orb(O
M˜). Par line´arite´, on peut fixer une classe de conju-
gaison stable semi-simple OG˜
′
dans G˜′(R) et supposer δ ∈ Dtr−orb(G
′,OG˜
′
). On fixe
ǫ ∈ OG˜
′
avec G′ǫ quasi-de´ploye´ et on fixe un diagramme (ǫ, B
′, T ′, B, T, η). Notons R˜′
le commutant de AG′ǫ dans G˜
′. Puisque (G, G˜) est quasi-de´ploye´ et a` torsion inte´rieure,
R˜′ de´termine un espace de Levi R˜ de G˜ de sorte que T ⊂ R et que l’isomorphisme
T ′ ≃ T se restreigne en un isomorphisme AR′ ≃ AR. Alors R˜
′ est l’espace d’une donne´e
endoscopique elliptique R′ de (R, R˜). L’e´le´ment η appartient a` R˜(R). On a les relations
AM = AGη ⊂ AG′ǫ = AR′ = AR, donc R˜ ⊂ M˜ . Notons O
′ la classe de conjugaison
stable de ǫ dans R˜′(R). En appliquant par re´currence la deuxie`me assertion du lemme
(adapte´e a` la situation endoscopique), il existe δR′ ∈ D
st
tr−orb(R
′,O′) tel que δ = (δR′)
G
′
.
Posons γR˜ = transfert(δR′). Cette distribution appartient a` Dtr−orb(OR˜), ou` OR˜ est la
classe de conjugaison stable de η dans R˜(R). Par commutation du transfert a` l’induc-
tion, γ = (γR˜)
G˜ = (γM˜)
G˜, ou` γM˜ = (γR˜)
M˜ . Puisque γM˜ ∈ Dtr−orb(O), cela de´montre
l’assertion cherche´e, d’ou` la premie`re assertion du lemme.
Soit maintenant δ ∈ Dsttr−orb(O
G˜). D’apre`s ce que l’on vient de prouver, il existe
γM˜ ∈ Dtr−orb(O) tel que δ = (γM˜)
G˜. D’apre`s le lemme [I] 5.12(iii), il existe aussi
δM˜ ∈ D
st
ge´om(O) tel que δ = (δM˜)
G˜. Introduisons le groupe N des e´le´ments n ∈
G(R) tels que adn conserve M˜ et O. Il agit via son quotient fini N/(N ∩ M(R)) sur
Dge´om(O). Cette action conserve (par transport de structure) les sous-espaces Dtr−orb(O)
et Dstge´om(O). Evidemment, l’induction est insensible a` l’action de ce groupe, c’est-a`-dire
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que (adn(γ1))
G˜ = γG˜1 pour tout γ1 ∈ Dge´om(O) et tout n ∈ N . On peut donc rem-
placer les e´le´ments γM˜ et δM˜ par leur moyenne sous l’action de N sans changer les
proprie´te´s pre´ce´dentes. Autrement dit, on peut supposer γM˜ et δM˜ invariantes par N .
D’apre`s le lemme [I] 5.12(iii), l’induction induit un isomorphisme de l’espace des inva-
riants Dge´om(O)
N sur Dge´om(O
G˜). Cela entraˆıne γM˜ = δM˜ . Cet e´le´ment appartient donc
a` Dsttr−orb(O). Cela prouve que δ est induit d’un e´le´ment de cet espace, ce qui de´montre
la seconde assertion du lemme.
4.5 De´finition des termes ρG˜
J
et σG˜
J
, premier cas
On fixe pour la suite de la section un syste`me de fonctions B comme en [II] 1.9. Soient
M˜ un espace de Levi de G˜ et O une classe de conjugaison stable semi-simple dans M˜(R).
On note OG˜ la classe de conjugaison stable dans G˜(R) qui la contient. Fixons η ∈ O avec
Mη quasi-de´ploye´, introduisons le sous-espace de Levi R˜ de M˜ tel que AR = AMη . On
note OR˜ la classe de conjugaison stable de η dans R˜(R). On suppose dans ce paragraphe
(1) R˜ 6= M˜ .
Soit J ∈ J G˜
M˜
(BO). Pour γ ∈ Dtr−orb(O) ⊗ Mes(M(R))
∗, fixons graˆce au lemme
4.4 (applique´ avec G˜ et M˜ remplace´s par M˜ et R˜) un e´le´ment γR˜ ∈ Dtr−orb(OR˜) ⊗
Mes(R(R))∗ tel que γ = (γR˜)
M˜ . Pour a ∈ AM(R) en position ge´ne´rale et proche de 1,
posons
(2) ρG˜J (γ, a) =
∑
L˜∈L(R˜);J∈J L˜
R˜
(BO
R˜
)
dG˜
R˜
(M˜, L˜)ρL˜J (γR˜, a)
M˜ .
Tous les termes sont de´finis par re´currence, en vertu de l’hypothe`se (1). On a
(3) ce terme ne de´pend pas du choix de γR˜.
Preuve. On a introduit un groupe N ⊂M(R) dans la preuve du lemme 4.4. Ce groupe
agit sur Dtr−orb(OR˜)⊗Mes(R(R))
∗ et aussi sur L(R˜). On ve´rifie que, pour n ∈ N , adn
permute les espaces de Levi L˜ tels que dG˜
R˜
(M˜, L˜) 6= 0 et J ∈ J L˜
R˜
(BOR˜). Par transport de
structure, il est plus ou moins clair que
ρ
adn(L˜)
J (adn(γR˜), a) = adn(ρ
L˜
J (γR˜, a)).
Puisque l’induction de R˜ a` M˜ est insensible a` la composition avec adn, on obtient que
remplacer γR˜ par adn(γR˜) ne change pas le membre de droite de (2). On peut alors
aussi bien remplacer γR˜ par sa projection naturelle sur l’espace des invariants par N .
Mais, d’apre`s le lemme [I] 5.12(iii), cette projection est uniquement de´termine´e par γ.
L’assertion (3) s’ensuit. 
La formule (2) de´finit une application line´aire
ρG˜J : Dtr−orb(O)⊗Mes(M(R))
∗ → UJ ⊗ (Dge´om(O)⊗Mes(M(R))
∗)/AnnG˜O.
On va prouver qu’elle ve´rifie les conditions (1) et (3) de 2.4, c’est-a`-dire :
(4) cette de´finition co¨ıncide avec celle de [II] 3.4 pour γ ∈ Dorb(O)⊗Mes(M(R))
∗ ;
(5) soitM′ une donne´e endoscopique elliptique et relevante de (M, M˜) avecM ′ 6= M ;
soit O′ une classe de conjugaison stable semi-simple dans M˜ ′(R) correspondant a` O ; soit
δ ∈ Dsttr−orb(M
′,O′)⊗Mes(M ′(R))∗ ; alors ρG˜,EJ (M
′, δ) = ρG˜J (transfert(δ)).
Dans la situation de (4), on peut choisir γR˜ ∈ Dorb(OR˜) ⊗ Mes(R(R))
∗. L’e´galite´
cherche´e re´sulte alors du lemme [II] 3.10. Dans la situation de (5), on voit en reprenant
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la preuve du lemme 4.4 que l’on peut introduire une donne´e endoscopique R′ de (R, R˜),
qui est une donne´e de Levi de M′, une classe de conjugaison stable O′
R˜′
dans R˜′(R)
correspondant a` O′ et a` OR˜, et un e´le´ment δR′ ∈ D
st
tr−orb(R
′,O′
R˜′
), de sorte que δ =
(δR′)
M
′
. D’apre`s l’analogue de la relation 2.5(8) (qui est valide d’apre`s l’hypothe`se M ′ 6=
M), on a alors
(6) ρG˜,EJ (M
′, δ, a) =
∑
L˜∈L(R˜);J∈J L˜
R˜
(BO
R˜
)
dG˜
R˜
(M˜, L˜)ρL˜,EJ (R
′, δR′, a)
M˜ .
En utilisant les hypothe`ses de re´currence, on a
ρL˜,EJ (R
′, δR′, a) = ρ
L˜
J (γR˜, a)
ou` γR˜ = transfert(δR′). Mais γR˜ est un e´le´ment de Dtr−orb(OR˜)⊗Mes(R(R))
∗ tel que
(γR˜)
M˜ = transfert(δ). Alors le membre de droite de (6) co¨ıncide avec celui de (2) pour
γ = transfert(δ). Cela prouve (5).
On de´finit une application line´aire
σG˜J : D
st
tr−orb(O)⊗Mes(M(R))
∗ → UJ ⊗ (Dge´om(O)⊗Mes(M(R))
∗)/AnnG˜O
par la formule habituelle 2.4(13). On doit prouver qu’elle prend ses valeurs dans UJ ⊗
(Dstge´om(O) ⊗ Mes(M(R))
∗)/Annst,G˜O . Soit δ ∈ D
st
tr−orb(O) ⊗ Mes(M(R))
∗. D’apre`s le
lemme 4.4, on peut fixer δR˜ ∈ D
st
tr−orb(OR˜) ⊗Mes(R(R))
∗ de sorte que δ = (δR˜)
M˜ . A
partir des relations d’induction de´ja` connues, en particulier la formule (2), on prouve
formellement que
(7) σG˜J (δ, a) =
∑
L˜∈L(R˜);J∈J L˜
R˜
(BO
R˜
)
eG˜
R˜
(M˜, L˜)σL˜J (δR˜, a)
M˜
pour a ∈ AM (R) en position ge´ne´rale et proche de 1. Les distributions du membre de
droite sont stables modulo AnnG˜O, d’ou` l’assertion cherche´e.
On a ainsi ve´rifie´ les conditions (1) et (2) de 2.7 et on a vu dans ce paragraphe qu’elles
suffisaient a` re´aliser le programme de 2.4. Cela valide ce programme sous l’hypothe`se (1).
4.6 De´finition des termes ρG˜
J
et σG˜
J
, deuxie`me cas
On fixe encore η ∈ O avec Mη quasi-de´ploye´ et on suppose maintenant que AMη =
AM .
Du syste`me de fonctions B se de´duit une fonction Bη sur le syste`me de racines de Gη.
Pour simplifier, on note encore B cette fonction. L’e´galite´ AM = AMη identifie les racines
de AMη dans Gη a` des racines de AM dans G. Si AG ( AGη , l’ensemble J
G˜
M˜
(BO) est vide
et on n’a rien a` de´montrer. Supposons AG = AGη . Alors les deux ensembles J
G˜
M˜
(BO)
et J
Gη
Mη
(B) s’identifient. Les deux espaces UJ possibles associe´s a` un e´le´ment J de cet
ensemble s’identifient par l’e´galite´ AM = AMη . Soient γ ∈ Dtr−orb(O)⊗Mes(M(R))
∗ et
J ∈ J G˜
M˜
(BO). Graˆce au lemme 4.3(i), on e´crit
γ =
∑
y∈X˙ (η)
descM˜,∗η[y] (γ[y]),
60
avec γ[y] ∈ Dtr−unip(Mη[y](R))⊗Mes(Mη[y](R))
∗. On pose
(1) ρG˜J (γ) =
∑
y∈X˙ (η)
descM˜,∗η[y] (ρ
Gη[y]
J (γ[y])).
Les e´le´ments ρ
Gη[y]
J (γ[y]) ne sont de´finis que modulo l’annulateur Ann
Gη[y]
unip de l’application
d’induction de Mη(y] a` Gη[y]. Il est clair que desc
M˜,∗
η[y] envoie cet annulateur dans Ann
G˜
O de
l’application d’induction de M˜ a` G˜. L’e´le´ment ρG˜J (γ) est donc bien de´fini dans
UJ ⊗ (Dge´om(O)⊗Mes(M(R))
∗)/AnnG˜O.
La de´finition ne de´pend pas des choix faits. En effet, pour y ∈ X˙ (η), notons py la
projection de 4.2(1) relative a` η[y]. Puisque descM˜,∗η[y] ◦ py = desc
M˜,∗
η[y] , on peut remplacer
descM˜,∗η[y] par desc
M˜,∗
η[y] ◦ py dans les e´galite´s pre´ce´dentes. On a de´ja` dit que ρ
Gη[y]
J e´tait
e´quivariant par py, c’est-a`-dire que
py(ρ
Gη[y]
J (γ[y])) = ρ
Gη[y]
J (py(γ[y])).
L’e´le´ment py(γ[y]) est uniquement de´termine´ et appartient a`Dtr−unip(Mη[y](R))⊗Mes(Mη[y](R))
∗.
Cela prouve que la formule (1) ne de´pend pas des choix de γ[y]. De meˆme, changer
l’ensemble de repre´sentants X˙ (η) revient a` transporter les distributions γ[y] par des
isomorphismes, ce qui ne modifie pas le re´sultat.
On va montrer que l’application ρG˜J ainsi de´finie ve´rifie les conditions (1) et (3) de
2.4, c’est-a`-dire
(2) cette de´finition co¨ıncide avec celle de [II] 3.4 pour γ ∈ Dorb(O)⊗Mes(M(R))
∗ ;
(3) soitM′ une donne´e endoscopique elliptique et relevante de (M, M˜) avecM ′ 6= M ;
soit O′ une classe de conjugaison stable semi-simple dans M˜ ′(R) correspondant a` O ; soit
δ ∈ Dsttr−orb(M
′,O′)⊗Mes(M ′(R))∗ ; alors ρG˜,EJ (M
′, δ) = ρG˜J (transfert(δ)).
Dans la situation de (2), on peut choisir des γ[y] ∈ Dorb,unip(Mη[y](R))⊗Mes(Mη[y](R))
∗.
La preuve est alors la meˆme qu’en [III] 4.1.
Dans la situation de (3), fixons ǫ ∈ O′ avec M ′ǫ quasi-de´ploye´. On fixe un diagramme
(ǫ, BM
′
, T ′, BM , T, η) d’espaces ambiants M˜ ′ et M˜ . On a AM = AM ′ par ellipticite´ et on
suppose d’abord
(4) AM ′ǫ = AM ′.
On fixe des donne´es auxiliairesM ′1,...,∆1 pourM
′ et un e´le´ment ǫ1 ∈ M˜
′
1(R) au-dessus
de ǫ. Graˆce au lemme 4.3(ii), on peut fixer δǫ ∈ D
st
tr−unip(M
′
1,ǫ1(R)) ⊗Mes(M
′
ǫ(R))
∗ de
sorte que
δ = descst,M˜
′
1,∗
ǫ1
(δǫ).
Remarquons qu’on peut identifier un voisinage stablement invariant de 1 dans M ′1,ǫ1(R)
a` un tel voisinage de 1 dans le produit C1(R) × M
′
ǫ(R). Ainsi D
st
tr−unip(M
′
1,ǫ1
(R) ⊗
Mes(M ′ǫ(R))
∗ s’identifie a` Dsttr−unip(M
′
ǫ(R) ⊗ Mes(M
′
ǫ(R))
∗. On a explique´ en 4.1 que
les re´sultats de la section 5 de [III] valaient, mutatis mutandis, sur notre corps de base
re´el. On peut alors reprendre la preuve de [III] 7.1. Dans notre situation quasi-de´ploye´e
et a` torsion inte´rieure, les constructions se simplifient. Le groupe M ′ǫ apparaˆıt comme
le groupe de la donne´e endoscopique M¯′ de cette re´fe´rence. On n’a plus besoin de pas-
ser aux reveˆtements simplement connexes des groupes de´rive´s. On obtient les formules
paralle`les
transfert(δ) =
∑
y∈Y˙M (η)
descM˜,∗η[y] ◦ transferty(δǫ),
61
ρG˜,EJ (M
′, δ, a) =
∑
y∈Y˙M (η)
descM˜,∗η[y] (ρ
Gη[y],E
J (M¯
′, δǫ, a))
pour tout a ∈ AM (R) en position ge´ne´rale et proche de 1. D’apre`s 2.4(3) qui est de´ja`
prouve´ pour le groupe Gη[y] (puisqu’il n’est pas tordu), on a
ρ
Gη[y],E
J (M¯
′, δǫ, a) = ρ
Gη[y]
J (transferty(δǫ), a)
pour tout y. On a une application surjective p : Y˙M(η) → X˙M(η) et on peut supposer
nos syste`mes de repre´sentants choisis de sorte que η[y] soit constant sur les fibres. Pour
y ∈ X˙M(η), posons
γ[y] =
∑
y′∈p−1(y)
transferty′(δǫ).
Les formules ci–dessus se re´crivent
transfert(δ) =
∑
y∈X˙M (η)
descM˜,∗η[y] (γ[y])
et
ρG˜,EJ (M
′, δ, a) =
∑
y∈X˙M (η)
descM˜,∗η[y] (ρ
Gη[y]
J (γ[y], a)).
Il suffit d’appliquer la de´finition (1) pour conclure a` l’e´galite´ ρG˜,EJ (M
′, δ) = ρG˜J (transfert(δ)).
Cela prouve (3) sous l’hypothe`se (4).
Supposons maintenant AM ′ǫ 6= AM ′. On introduit l’espace de Levi R˜
′ de M˜ ′ tel que
AM ′ǫ = AR′ . C’est l’espace d’une donne´e endoscopique elliptique d’un espace de Levi R˜
de M˜ contenant η. On note O′
R˜′
la classe de conjugaison stable de ǫ dans R˜′(R) et OR˜
celle de η dans R˜(R). Appliquant le lemme 4.4, on peut fixer δR′ ∈ D
st
tr−orb(R
′,O′
R˜′
) ⊗
Mes(R′(R))∗ de sorte que δ = (δR′)
M′. On applique l’analogue de 2.5(8) qui est valide
puisque M ′ 6= M :
(5) ρG˜,EJ (M
′, δ, a) =
∑
L˜∈L(R˜),J∈J L˜
R˜
(BO
R˜
)
dG˜
R˜
(M˜, L˜)ρL˜,EJ (R
′, δR′, a)
M˜ .
Fixons L˜ apparaissant ci-dessus. Par re´currence, on peut supposer que
ρL˜,EJ (R
′, δR′, a) = ρ
L˜
J (transfert(δR′), a)).
On a les relations AR ⊂ ARη ⊂ AR′ǫ = AR′ = AR. Donc AR = ARη . On est donc dans la
situation de de´part, avec G˜ et M˜ remplace´s par L˜ et R˜. Ecrivons
(6) transfert(δR′) =
∑
y∈X˙R(η)
descR˜,∗η[y](γ[y]).
On peut supposer que ρL˜J (transfert(δR′, a)) est donne´ par l’analogue de la formule (1),
a` savoir
ρL˜J (transfert(δR′), a) =
∑
y∈X˙R(η)
descR˜,∗η[y](ρ
Lη[y]
J (γ[y], a)).
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D’ou` par induction
ρL˜,EJ (R
′, δR′ , a)
M˜ = ρL˜J (transfert(δR′), a)
M˜ =
∑
y∈X˙R(η)
descM˜,∗η[y] (ρ
Lη[y]
J (γ[y], a)
Mη[y]).
Revenant a` la formule (5), on obtient
ρG˜,EJ (M
′, δ, a) =
∑
y∈X˙R(η)
descM˜,∗η[y] (XJ [y]),
ou`
XJ [y] =
∑
L˜∈L(R˜),J∈J L˜
R˜
(BO)
dG˜
R˜
(M˜, L˜)ρ
Lη[y]
J (γ[y], a)
Mη[y].
Notons E l’ensemble des L˜ ∈ L(R˜) tels que J ∈ J L˜
R˜
(BOR˜) et d
G˜
R˜
(M˜, L˜) 6= 0. Fixons
y ∈ X˙R(η). Notons Eη[y] l’ensemble des L
′ ∈ LGη[y](Rη[y]) tels que J ∈ J
L′
Rη[y]
(B) et
d
Gη[y]
Rη[y]
(Mη[y], L
′) 6= 0. Montrons que
(7) l’application L˜ 7→ Lη[y] se restreint en une bijection de E sur Eη[y] ; pour L˜ ∈ E,
on a l’e´galite´ dG˜
R˜
(M˜, L˜) = d
Gη[y]
Rη[y]
(Mη[y], Lη[y]).
On ne perd rien a` supposer y = 1 (on n’utilisera pas ici le fait que Gη est quasi-
de´ploye´). Comme on l’a dit plus haut, le fait que J L˜
R˜
(BOR˜) soit non-vide implique que
ALη = AL et que J
L˜
R˜
(BOR˜) = J
Lη
Rη
(B). Si L˜ ∈ E, on a donc J ∈ J
Lη
Rη
(B) et les e´galite´s
AS = ASη pour S = G,M,L,R. Il en re´sulte que d
Gη
Rη
(Mη, Lη) = d
G˜
R˜
(M˜, L˜) 6= 0. Donc
Lη ∈ Eη. Notons que l’e´galite´ pre´ce´dente est la dernie`re assertion de (7). L’e´galite´ ALη =
AL implique que L˜ est uniquement de´termine´ par Lη. Re´ciproquement, pour L
′ ∈ Eη, on
de´finit L˜ par l’e´galite´ AL = AL′ et des arguments analogues montrent que L˜ ∈ E. Cela
prouve (7).
Graˆce a` (8), on peut re´crire
XJ [y] =
∑
L′∈L
Gη[y](Rη[y]),J∈J
L′
Rη[y]
(B)
d
Gη[y]
Rη[y]
(Mη[y], L
′)ρL
′
J (γ[y], a)
Mη[y].
En vertu de la formule de descente 2.4(7) de´ja` prouve´e pour le groupe Gη[y], on obtient
XJ [y] = ρ
Gη[y]
J (γ[y]
Mη[y], a),
d’ou`
ρG˜,EJ (M
′, δ, a) =
∑
y∈X˙R(η)
descM˜,∗η[y] (ρ
Gη[y]
J (γ[y]
Mη[y], a)).
Par induction, la formule (6) donne
transfert(δ) = (transfert(δR′))
M˜ =
∑
y∈X˙R(η)
descM˜,∗η[y] (γ[y]
Mη[y]).
Il y a une application naturelle de X˙R(η) dans X˙M(η) : a` un e´le´ment y′ du premier
ensemble, on associe l’unique e´le´ment y du second tel que les points η[y′] et η[y] soient
conjugue´s par un e´le´ment de M(R). En fixant une telle conjugaison, on peut identifier
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γ[y′]Mη[y′] a` un e´le´ment de Dtr−orb(Mη[y](R))⊗Mes(Mη[y](R))
∗. En notant γ[y] la somme
des γ[y′]Mη[y′] sur les e´le´ments y′ s’envoyant sur y, on obtient
transfert(δ) =
∑
y∈X˙M (η)
descM˜,∗η[y] (γ[y])
et
ρG˜,EJ (M
′, δ, a) =
∑
y∈X˙M (η)
descM˜,∗η[y] (ρ
Gη[y]
J (γ[y], a)).
Mais alors, la de´finition (1) conduit a` l’e´galite´
ρG˜,EJ (M
′, δ, a) = ρG˜J (transfert(δ), a).
Cela ache`ve la preuve de (3).
On de´finit l’application σG˜J par la formule 2.4(13). Soit δ ∈ D
st
tr−orb(O)⊗Mes(M(R))
∗.
D’apre`s le lemme 4.3 (ii), on peut choisir δη ∈ D
st
tr−unip(Mη(R))⊗Mes(Mη(R))
∗ de sorte
que δ = descst,M˜,∗η (δη). Pour a ∈ AM(R) en position ge´ne´rale et proche de 1, on a
(9) σG˜J (δ, a) = e
G˜
M˜
(η)descst,M˜,∗η (σ
Gη
J (δη, a)),
cf. [III] 4.3 pour la de´finition de eG˜
M˜
(η). Cela se prouve comme en [III] 7.3, a` partir de
la formule de descente de´ja` prouve´e pour le terme ρG˜J (δ, a). La formule (9) implique que
σG˜J (δ, a) est stable modulo Ann
G˜
O.
On a ainsi ve´rifie´ les conditions (1) et (2) de 2.7. Elles impliquent la validite´ du
programme de 2.4.
5 Extension des de´finitions, cas ge´ne´ral
5.1 Un re´sultat comple´mentaire pour l’endoscopie non stan-
dard
On conside`re ici un triplet endoscopique non standard (G1, G2, j∗), cf. [III] 6.1 dont on
reprend les notations. Rappelons qu’il y a une correspondance bijective entre classes de
conjugaison stable semi-simples dans g1(R) et classes de conjugaison stable semi-simples
dans g2(R). De cette correspondance re´sulte un isomorphisme
SI(g1(R))⊗Mes(G1(R)) ≃ SI(g2(R))⊗Mes(G2(R))
∗.
En effet, les espaces SI(gi(R)) sont de´crits par Shelstad (celle-ci traite le cas des groupes
mais la description vaut a fortiori pour les alge`bres de Lie). Le point essentiel de cette
descrition sont les conditions de saut. Mais celles-ci sont insensibles au remplacement
d’une racine par un multiple re´el (ici rationnel) de cette racine. L’assertion ci-dessus
s’ensuit.
Soient M1 et M2 des Levi de G1 et G2 qui se correspondent. En remplac¸ant ci-dessus
G1 et G2 par M1 et M2, puis en dualisant, on obtient un isomorphisme
(1) Dstge´om(m1(R))⊗Mes(M1(R))
∗ ≃ Dstge´om(m2(R))⊗Mes(M2(R))
∗.
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En le restreignant aux distributions a` support nilpotent, puis en passant aux groupes
par l’exponentielle, on obtient un isomorphisme
(2) Dstunip(M1(R))⊗Mes(M1(R))
∗ ≃ Dstunip(M2(R))⊗Mes(M2(R))
∗.
En reprenant la preuve du lemme [II] 3.1, on voit que cet isomorphisme envoie AnnG1,stunip
sur AnnG2,stunip .
On impose
(3) la fonction b (cf. [III] 6.1) est constante sur l’ensemble de racines ΣM2(T2).
Montrons que
(4) sous l’hypothe`se (3), l’isomorphisme (2) se restreint en un isomorphisme
Dsttr−unip(M1(R))⊗Mes(M1(R))
∗ ≃ Dsttr−unip(M2(R))⊗Mes(M2(R))
∗.
L’hypothe`se (3) entraˆıne que les reveˆtements simplement connexes des groupes de´rive´s
de M1 et M2 sont isomorphes. Notons MSC ce reveˆtement commun et notons b la valeur
constante de b sur ΣM2(T2). L’automorphisme X 7→ bX de mSC induit un automor-
phisme γ 7→ γ[b] de Dstnil(mSC(R))⊗Mes(MSC(R))
∗, qui se rele`ve en un automorphisme
de Dstunip(MSC(R)) ⊗Mes(MSC(R))
∗ note´ de la meˆme fac¸on. On a un diagramme com-
mutatif
Dstunip(M1(R))⊗Mes(M1(R))
∗ ≃ Dstunip(M2(R))⊗Mes(M2(R))
∗
ι∗MSC ,M1 ↑ ↑ ι
∗
MSC ,M2
Dstunip(MSC(R))⊗Mes(MSC(R))
∗ γ 7→γ[b]→ Dstunip(MSC(R))⊗Mes(MSC(R))
∗.
D’apre`s le lemme 3.3, les applications ι∗MSC ,Mi pour i = 1, 2 deviennent des isomorphismes
quand on remplace les espaces Dstunip par les espaces D
st
tr−unip. Il suffit donc de prouver
que l’espace Dsttr−unip(MSC(R)) ⊗Mes(MSC(R))
∗ est stable par l’application γ 7→ γ[b].
Plus ge´ne´ralement, conside´rons un groupe re´ductif connexe G sur R et un re´el non nul r.
On de´finit comme ci-dessus l’automorphisme γ 7→ γ[r] de Dunip(G(R))⊗Mes(G(R))
∗.
On montre que
(5) l’espace Dtr−unip(G(R))⊗Mes(G(R))
∗ est invariant par cet automorphisme ;
(6) si G est quasi-de´ploye´, Dsttr−unip(G(R))⊗Mes(G(R))
∗ est invariant par cet auto-
morphisme.
Puisque l’automorphisme respecte clairement la stabilite´, (6) re´sulte de (5). Il est
clair que l’espace Dorb,unip(G(R)) ⊗ Mes(G(R))
∗ est invariant par l’automorphisme.
Soit G′ une donne´e endoscopique elliptique et relevante de G, avec G′ 6= G. Soit
δ ∈ Dsttr−unip(G
′)⊗Mes(G′(R))∗, posons γ = transfert(δ). On doit prouver que γ[r] ap-
partient a` Dtr−unip(G(R))⊗Mes(G(R))
∗. Comme dans la preuve de [III] 6.7, on montre
qu’il existe une constante c(r) 6= 0 telle que γ[r] = c(r)transfert(δ[r]). En utilisant (6)
par re´currence, on a δ[r] ∈ Dsttr−unip(G
′)⊗Mes(G′(R))∗, d’ou` la conclusion. Cela prouve
(5) et (4).
Supposons que le triplet (G1, G2, j∗) est e´quivalent a` un triplet quasi-e´le´mentaire.
Notons (G0,1, G0,2, j0∗) le triplet e´le´mentaire sur F0 = R ou C tel que (G1, G2, j∗) soit
e´quivalent au triplet de´duit de (G0,1, G0,2, j0∗) par restriction des scalaires de F0 a` R.
Aux Levi M1 et M2 sont associe´s des Levi M0,1 et M0,2 de G0,1 et G0,2. Supposons l’une
des conditions suivantes ve´rifie´e :
(7) (G0,1, G0,2, j0∗) est du type (1) de [III] 6.1 ;
(8) (G0,1, G0,2, j0,∗) est de l’un des types (2) ou (3) de [III] 6.1 ; pour i = 1, 2, si G0,i est
de type Bn, resp. Cn, les e´le´ments de Σ
M0,i(T0,i) sont des racines longues, resp. courtes.
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Chacune de ces conditions implique (3). La condition (8) implique que le groupeMSC
de´fini ci-dessus est isomorphe a` un produit de groupes SLk(R) si F0 = R, de groupes
SLk(C) si F0 = C.
Soient B1 et B2 des fonctions comme en [III] 6.4, ve´rifiant toutes deux les hypothe`ses
de [II] 1.8. On a alors un lemme similaire a` [III] 6.5.
Lemme. On suppose ve´rifie´e l’une des conditions (7) ou (8). Pour i = 1, 2, soient
Ji ∈ J
Gi
Mi
(Bi) et δi ∈ D
st
tr−unip(Mi(R)) ⊗ Mes(Mi(R))
∗. On suppose que J1 et J2 se
correspondent par la bijection entre les ensembles Σ(AMi, Bi) et que δ1 et δ2 se cor-
respondent par l’isomorphisme (4) ci-dessus. Alors, pour tout X1 ∈ aM1(R) en position
ge´ne´rale et proche de 0, les e´le´ments σG1J1 (δ1, exp(X1)) et c
G1,G2
M1,M2
σG2J2 (δ2, exp(j∗(X1))) se
correspondent par l’isomorphisme (4).
Ce lemme sera de´montre´ sous hypothe`ses en 5.7. Il faut l’inclure dans notre sche´ma
de re´currence. On a de´fini l’entier N(G1, G2, j∗) en [III] 6.1. Rappelons que (G2, G1, j
−1
∗ )
est aussi un triplet quasi-e´le´mentaire. On pose
Nmax(G1, G2, j∗) = sup(N(G1, G2, j∗), N(G2, G1, j
−1
∗ )).
Plus simplement, si (7) est ve´rifie´e, Nmax(G1, G2, j∗) = 0. Si (8) est ve´rifie´e et que les
syste`mes de racines de G0,1 et G0,2 sont de type Bn ou Cn, on a N
max(G1, G2, j∗) = [F0 :
R](4n2 − 1). Soit N ∈ N. Pour de´montrer le lemme relativement a` un triplet tel que
Nmax(G1, G2, j∗) = N , on le suppose ve´rifie´ pour tout triplet (G
′
1, G
′
2, j
′
∗) ve´rifiant des
conditions similaires et tel que Nmax(G′1, G
′
2, j
′
∗) < N . On suppose aussi ve´rifie´s tous nos
re´sultats concernant des triplets (KG,KG˜, a) tels que dim(GSC) ≤ N . Par ailleurs, pour
de´montrer un re´sultat concernant un tel triplet (KG,KG˜, a) tel que dim(GSC) = N , on
suppose le lemme ci-dessus ve´rifie´ pour tout triplet (G1, G2, j∗) comme ci-dessus tel que
Nmax(G1, G2, j∗) < N .
On a
(9) supposons le lemme ve´rifie´ dans le cas ou` les trois conditions suivantes sont
satisfaites : (G1, G2, j∗) est quasi-e´le´mentaire, (8) est ve´rifie´e et B1 est constante de
valeur 1 ; alors le lemme est ve´rifie´.
Preuve. Comme en [III] 6.7, on montre que l’assertion du lemme est insensible a` la
multiplication de j∗, B1 ou B2 par des constantes. Cela nous rame`ne au cas ou` (G1, G2, j∗)
est quasi-e´le´mentaire. Si (7) est ve´rifie´, j∗ provient d’un isomorphisme de G1 sur G2 et
l’assertion est tautologique. Si (8) est ve´rifie´e, on voit que l’une des fonctions B1 ou
B2 est constante. Il est clair que le lemme pour (G1, G2, j∗) est e´quivalent a` celui pour
(G2, G1, j
−1
∗ ). Quitte a` e´changer ces deux triplets et a` multiplier nos fonctions par des
constantes, on peut donc supposer B1 constante de valeur 1. Cela prouve (9).
5.2 Re´alisation conditionnelle du programme de 2.4
On conside`re un K-triplet (KG,KG˜, a), un K-espace de Levi KM˜ ∈ L(KM˜0) et une
classe de conjugaison stable semi-simple O dans KM˜(R). On va re´aliser le programme
fixe´ en 2.4 sous l’hypothe`se (Hyp) de 2.5, que l’on rappelle :
(Hyp) pour tout γ ∈ Dorb(KM˜(R), ω) ⊗ Mes(M(R))
∗ dont le support est forme´
d’e´le´ments fortement G˜-re´guliers et pour tout f ∈ I(KG˜(R), ω) ⊗ Mes(G(R)), on a
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l’e´galite´
IKG˜,E
KM˜
(γ, f) = IKG˜
KM˜
(γ, f).
Ecrivons KG˜ = (G˜p)p∈Π, KM˜ = (M˜p)p∈ΠM . Soit J ∈ J
KG˜
KM˜
. Pour p ∈ ΠM , on peut
identifier J a` un e´le´ment de J
G˜p
M˜p
. En [II] 3.1, on a associe´ a` J un sous-groupe Gp,J ⊂ Gp
et un sous-espace tordu G˜p,J ⊂ G˜p, qui contiennent respectivement Mp et M˜p. On voit
que la collection (G˜p,J)p∈ΠM s’e´tend en un K-espace tordu KG˜J = (G˜p,J)p∈ΠJ , dont KM˜
est unK-espace de Levi. Signalons que, parce qu’on se s’inte´ressera qu’a` des distributions
induites a` partir de KM˜ , les composantes G˜p,J pour p ∈ ΠJ − Π
M ne joueront aucun
roˆle.
Soient γ ∈ Dorb(O, ω)⊗Mes(M(R))
∗ et a ∈ AKM˜(R) en position ge´ne´rale et proche
de 1. On de´finit comme en [II] 3.2 le terme
ρKG˜J (γ, a) ∈ (Dge´om(O, ω)⊗Mes(M(R))
∗)/AnnKG˜O .
Comme dans ce paragraphe, c’est l’image de ρKG˜JJ (γ, a) par l’application naturelle
(1) (Dge´om(O, ω)⊗Mes(M(R))
∗)/AnnKG˜JO → (Dge´om(O, ω)⊗Mes(M(R))
∗)/AnnKG˜O .
SoitM′ = (M ′,M′, ζ˜) une donne´e endoscopique de (M, M˜, a), elliptique et relevante,
soit O′ une classe de conjugaison stable semi-simple dans M˜ ′(R) corespondant a` O et soit
δ ∈ Dsttr−orb(M
′,O′)⊗Mes(M ′(R))∗. Pour a comme ci-dessus, on de´finit ρKG˜,EJ (M
′, δ, a)
comme en 2.4.
Proposition. Le terme ρKG˜,EJ (M
′, δ, a) est l’image de ρKG˜J ,EJ (M
′, δ, a) par l’application
(1).
Cela sera prouve´ dans les paragraphes 5.3 et 5.5.
Admettons ce re´sultat. On va ve´rifier la condition 2.5(4). Soit donc J ∈ J KG˜
KM˜
un
e´le´ment non-maximal. Soit γ ∈ Dtr−orb(O, ω)⊗Mes(M(R))
∗. On l’e´crit
(2) γ = γorb +
∑
i=1,...,n
transfert(δi)
comme en 2.5(1). On pose
ρKG˜J (γ, a) = ρ
KG˜
J (γorb, a) +
∑
i=1,...,n
ρKG˜,EJ (M
′
i, δi, a).
On doit prouver que cette expression ne de´pend pas de la de´composition (2). D’apre`s
ce que l’on a dit ci-dessus pour γorb et d’apre`s la proposition pour les autres termes,
ρKG˜J (γ, a) est l’image de
ρKG˜JJ (γorb, a) +
∑
i=1,...,n
ρKG˜J ,EJ (M
′
i, δi, a)
par l’application (1). Or dim(GJ,SC) < dim(GSC) puisque J n’est pas maximal. Par
re´currence, l’expression ci-dessus ne de´pend pas de la de´composition (1) : elle vaut
ρKG˜JJ (γ, a). Il en est donc de meˆme de ρ
KG˜
J (γ, a). Cela prouve 2.5(4). Comme on l’a
vu en 2.5, cette relation suffit, sous l’hypothe`se (Hyp), pour valider le programme de 2.4.
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5.3 Preuve de la proposition 5.2, premier cas
On fixe M′, O′, δ comme dans cette proposition. Pour simplifier, on fixe des mesures
de Haar sur tous les groupes qui apparaissent, afin de se de´barrasser des espaces de
mesures. On fixe un e´le´ment ǫ ∈ O′ tel que M ′ǫ soit quasi-de´ploye´ et un diagramme
(ǫ, BM
′
, T ′, BM , T, η) joignant ǫ a` un e´le´ment η ∈ O. L’e´le´ment η appartient a` une
composante M˜p(R) de KM˜(R). Fixons des donne´es auxiliaires M
′
1,...,∆1 pour M
′ et un
e´le´ment ǫ1 ∈ M˜
′
1(R) au-dessus de ǫ. On note O
′
1 la classe de conjugaison stable de ǫ1
dans M˜ ′1(R). On peut identifier δ a` un e´le´ment δ1 ∈ D
st
tr−orb,λ1
(O′1). Supposons d’abord
(1) AM ′ǫ 6= AM ′.
Notons R˜′ le commutant de AM ′ǫ dans M˜
′ et OR˜′ la classe de conjugaison stable de ǫ
dans R˜′(R). On note R˜′1 l’image re´ciproque de R˜
′ dans M˜ ′1 et O
′
R˜′1
la classe de conjugaison
stable de ǫ1 dans R˜
′
1(R). D’apre`s le lemme 4.4, on peut fixer δR˜′1 ∈ D
st
tr−orb,λ1
(O′
R˜′1
) de
sorte que δ1 soit l’image de δR˜′1 par induction de R˜
′
1 a` M˜
′
1. Du diagramme fixe´ se de´duit
un homomorphisme ξ : T θ,0 → T ′. On note par anticipation AR˜p la composante neutre
de l’image re´ciproque de AM ′ǫ par cet homomorphisme. Dans la composante M˜p, on a fixe´
un espace de Levi minimal M˜p,0. Quitte a` conjuguer η, on peut supposer AR˜p ⊂ AM˜p,0 .
On note R˜p le commutant de AR˜p dans M˜p. C’est un espace de Levi semi-standard, qui
se comple`te en un K-espace de Levi KR˜. On note OR˜ la classe de conjugaison stable
de η dans KR˜(R). L’espace R˜′ apparaˆıt comme l’espace endoscopique d’une donne´e
endoscopique R′ de (KR,KR˜, a). Des donne´es auxiliaires fixe´es pourM′ se de´duisent des
donne´es auxiliaires pour R′. On voit que δR˜′1 s’identifie a` un e´le´ment de D
st
tr−orb(R
′,O′
R˜′
)
que l’on note δR′. Pour J ∈ J
KG˜
KM˜
et a ∈ AKM˜(R) en position ge´ne´rale et proche de 1,
on a alors la formule d’induction 2.5(8) :
(2) ρKG˜,EJ (M
′, δ, a) =
∑
KL˜∈LKG˜(KR˜),J∈JKL˜
KR˜
dG˜
R˜
(M˜, L˜)ρKL˜,EJ (R
′, δR′ , a)
KM˜ .
On a la formule paralle`le
(3) ρKG˜J ,EJ (M
′, δ, a) =
∑
KL˜′∈LKG˜J (KR˜),J∈JKL˜
′
KR˜
dG˜J
R˜
(M˜, L˜′)ρKL˜
′,E
J (R
′, δR′, a)
KM˜ .
On voit aise´ment que l’application KL˜ 7→ KL˜J est une bijection de l’ensemble des
KL˜ ∈ LKG˜(KR˜) tels que J ∈ J KL˜
KR˜
sur l’ensemble des KL˜′ ∈ LKG˜J (KR˜) tels que
J ∈ J KL˜
′
KR˜
. Pour KL˜ dans l’ensemble de de´part, on a
dG˜
R˜
(M˜, L˜) = dG˜J
R˜
(M˜, L˜J).
En effet, cela re´sulte des e´galite´s AG˜J = AG˜, AL˜J = AL˜. L’hypothe`se (1) permet d’appli-
quer par re´currence la proposition 5.2 a` tous les termes apparaissant dans les formules ci-
dessus. C’est-a`-dire que, pour tout KL˜ intervenant dans (2), ρKL˜,EJ (R
′, δR′, a) est l’image
de ρKL˜J ,EJ (R
′, δR′ , a) par l’application
Dge´om(OR˜, ω)/Ann
KL˜J
OR˜
→ Dge´om(OR˜, ω)/Ann
KL˜
OR˜
.
Il en re´sulte que ρKL˜,EJ (R
′, δR′, a)
KM˜ est l’image de ρKL˜J ,EJ (R
′, δR′, a)
KM˜ par l’application
Dge´om(O, ω)/Ann
KG˜J
O → Dge´om(O, ω)/Ann
KG˜
O .
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Les formules (2) et (3) entraˆınent que ρKG˜,EJ (M
′, δ, a) est l’image de ρKG˜J ,EJ (M
′, δ, a) par
la meˆme application. Cela prouve la proposition 5.2 sous l’hypothe`se (1).
5.4 Comparaison des espaces KG˜ et KG˜J
On conserve les meˆmes notations qu’au de´but du paragraphe pre´ce´dent (mais on
n’impose pas l’hypothe`se (1) de ce paragraphe). On a note´ p l’e´le´ment de Π tel que
η ∈ M˜p(R). Pour simplifier, posons simplement M˜ = M˜p, G˜ = G˜p. Fixons une paire de
Borel e´pingle´e E = (B, T, (Eα)α∈∆) de G de sorte que M soit standard pour (B, T ). On
peut supposer que (B ∩M,T ) est la paire de Borel pour M figurant dans le diagramme
fixe´ en 5.3. On note ΣG(T ) l’ensemble des racines de T dans g et ΣG(AM˜) celui des
racines de AM˜ dans g. On peut conside´rer que Σ
G(AM˜) ⊂ a
∗
M˜
. On a une application de
restriction
ΣG(T ) → ΣG(AM˜) ∪ {0}
α 7→ αAM˜
Soit J ∈ J G˜
M˜
. Cet e´le´ment de´termine un Z-module RJ de rang aM˜ − aG˜ dans a
∗
M˜
. Le
groupe GJ est engendre´ par T et les sous-espaces radiciels associe´s aux α ∈ Σ
G(T )
tels que αAM˜ ∈ RJ . On note Σ
GJ (T ) l’ensemble des racines de T dans gJ . On a donc
ΣGJ (T ) ⊂ ΣG(T ). La paire E est munie d’un automorphisme θ. L’ensemble ΣGJ (T ) est
invariant par θ. Posons BJ = B ∩GJ . Notons ∆J l’ensemble des e´le´ments de Σ
GJ (T ) qui
sont simples pour l’ordre associe´ a` BJ . Les ensembles ∆ et ∆J contiennent tous deux
l’ensemble ∆M des racines simples de T dans m pour l’ordre associe´ a` BM . Comple´tons
(BJ , T ) en une paire de Borel e´pingle´e EJ = (BJ , T, (EJ,α)α∈∆J ) de sorte que EJ,α = Eα
pour α ∈ ∆M .
Soit α ∈ ΣGJ (T ). On voit que, si α est de type 1, resp. 2, en tant qu’e´le´ment de
ΣG(T ), α est encore de type 1, resp. 2, en tant qu’e´le´ment de ΣGJ (T ). Par contre, si α
est de type 3 en tant qu’e´le´ment de ΣG(T ), α peut eˆtre de type 1 ou 3 en tant qu’e´le´ment
de ΣGJ (T ). En effet, il existe β ∈ ΣG(T ) qui est de type 2, de sorte que α = β+θnβ/2(β).
Si β ∈ ΣGJ (T ), α reste de type 3 dans ΣGJ (T ). Si β 6∈ ΣGJ (T ), α devient de type 1 dans
ΣGJ (T ). Notons ΣGJirr (T ) l’ensemble des α ∈ Σ
GJ (T ) qui sont de type 3 dans ΣG(T ) et
de type 1 dans ΣGJ (T ) (l’indice irr e´voquant peut-eˆtre ”irre´gulier”). Soient e ∈ Z(G˜, E)
et eJ ∈ Z(G˜J , EJ). On a eJ = tJe, avec un tJ ∈ T . L’e´galite´ EJ,α = Eα pour α ∈ ∆
M
entraˆıne que tJ ∈ Z(M). Montrons que
(1) pour α ∈ ΣGJ (T ), on a (Nα)(tJ) = 1 si α 6∈ Σ
GJ
irr (T ) et (Nα)(tJ ) = −1 si
α ∈ ΣGJirr (T ).
Preuve. Notons θ = ade et θJ = adeJ . Ce sont des automorphismes respectivement de
G et GJ . Il s’en de´duit des automorphismes de Σ
G(T ) et ΣGJ (T ). L’automorphisme θJ
de ΣGJ (T ) est la restriction de l’automorphisme θ de ΣG(T ). Soit α ∈ ΣGJ (T ), notons
comme toujours nα le plus petit entier n ≥ 1 tel que θ
n(α) = α (ou θnJ (α) = α, c’est
pareil). Soit uα l’espace radiciel associe´ a` α. On sait que θ
nα agit sur uα par 1 si α, vu
comme e´le´ment de ΣG(T ), est de type 1 ou 2, et qu’il agit par −1 si α est de type 3 (cf.
[KS] 1.3). Une proprie´te´ analogue vaut pour θnαJ . On en de´duit que θ
nα
J co¨ıncide avec θ
nα
sur uα si α 6∈ Σ
GJ
irr (T ), tandis que θ
nα
J co¨ıncide avec −θ
nα sur uα si α ∈ Σ
GJ
irr (T ). Or, par
construction, θnαJ co¨ıncide avec (Nα)(tJ)θ
nα sur uα. L’assertion (1) s’ensuit.
Passons maintenant aux groupes duaux. On fixe une paire de Borel e´pingle´e Eˆ =
(Bˆ, Tˆ , (Eˆαˆ)α∈∆) de Gˆ. Rappelons qu’il y a une bijection α 7→ αˆ entre Σ
G(T ) et ΣGˆ(Tˆ ).
On identifie Mˆ au Levi standard associe´ au sous-ensemble ∆M de ∆. On peut identifier
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GˆJ au sous-groupe de Gˆ engendre´ par Tˆ et les sous-espaces radiciels associe´s aux αˆ pour
α ∈ ΣGJ (T ). On pose BˆJ = GˆJ∩Bˆ et on comple`te (BˆJ , Tˆ ) en une paire de Borel e´pingle´e
EˆJ = (BˆJ , Tˆ , (EˆJ,αˆ)α∈∆J ) de sorte que EˆJ,αˆ = Eˆαˆ si α ∈ ∆
M . On note θˆ l’automorphisme
de Gˆ associe´ a` θ qui conserve Eˆ et σ 7→ σG l’action galoisienne qui conserve Eˆ . On de´finit
de fac¸on similaire l’automorphisme θˆJ et l’action galoisienne σ 7→ σGJ . L’automorphisme
θˆJ n’est pas en ge´ne´ral la restriction de θˆ a` GˆJ car cette restriction n’a pas de raison de
respecter l’e´pinglage de ce groupe. Mais il existe sJ ∈ Tˆ tel que θˆJ soit la restriction de
adsJ ◦ θˆ. L’e´galite´ EˆJ,αˆ = Eˆαˆ si α ∈ ∆
M entraˆıne que sJ ∈ Z(Mˆ). Comme ci-dessus
(2) pour α ∈ ΣGJ (T ), on a (Nαˆ)(sJ) = 1 si α 6∈ Σ
GJ
irr (T ) et (Nαˆ)(sJ) = −1 si
α ∈ ΣGJirr (T ).
De meˆme l’action galoisienne σ 7→ σGJ n’est pas en ge´ne´ral la restriction de σ 7→ σG.
Prolongeons ces actions galoisiennes en des actions de WR. La preuve de [II] 1.10(10)
montre qu’il existe un cocycle χ : WR → Z(Mˆ) de sorte que wGJ soit la restriction de
adχ(w) ◦ wG pour tout w ∈ WR.
Introduisons les espaces tordus (Gˆ⋊WR)θˆ, (GˆJ ⋊WR)θˆJ et (Mˆ ⋊WR)θˆ
M , ou` θˆM est
la restriction commune de θˆ et θˆJ a` Mˆ . Il n’y a pas en ge´ne´ral de plongement d’espaces
tordus
(GˆJ ⋊WR)θˆJ → (Gˆ⋊WR)θˆ.
On a toutefois deux plongements
(Gˆ⋊WR)θˆ
ր
(Mˆ ⋊WR)θˆ
M
ց
(GˆJ ⋊WR)θˆJ
Les restrictions a` Tˆ de θˆ, θˆJ et θˆ
M co¨ıncident. Pour simplifier, nous noterons θˆ cette
restriction.
5.5 Preuve de la proposition 5.2, deuxie`me cas
On conserve les notations de 5.3, on suppose maintenant
(1) AM ′ǫ = AM ′.
Rappelons que M′ = (M ′,M′, ζ˜). On peut supposer ζ˜ = ζθˆM , avec ζ ∈ Tˆ . Soient
J ∈ J KG˜
KM˜
et a ∈ AKM˜(R) en position ge´ne´rale et proche de 1. Par de´finition
(2) ρKG˜,EJ (M
′, δ, a) =
∑
s∈ζZ(Mˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ
iM˜ ′(G˜, G˜
′(sθˆ))
∑
J ′∈J
G˜′(sθˆ)
M˜′
(B);J ′ 7→J
transfert(σ
G′(sθˆ)
J ′ (δ, ξ(a))),
(3) ρKG˜J ,EJ (M
′, δ, a) =
∑
t∈ζZ(Mˆ)ΓR,θˆ/Z(GˆJ )
ΓR,θˆ
iM˜ ′(G˜J , G˜
′
J(tθˆJ))
∑
J ′∈J
G˜′
J
(tθˆJ )
M˜′
(BJ );J ′ 7→J
transfert(σ
G
′
J (tθˆJ )
J ′ (δ, a)).
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Pour simplifier, on a note´ uniforme´ment B les fonctions BG˜O′ qui interviennent dans la
premie`re somme et BJ les analogues de la deuxie`me somme. Rappelons que les sommes
en J ′ sont vides ou re´duites a` un seul e´le´ment.
Soit s ∈ ζZ(Mˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ. Introduisons le syste`me de racines ΣG
′(sθˆ)ǫ(T ′) de
G′(sθˆ)ǫ relativement au tore T
′. Comme en [II] 1.8, on note ΣG
′(sθˆ)ǫ(T ′, B) l’ensemble des
B(β)−1β pour β ∈ ΣG
′(sθˆ)ǫ(T ′). Un e´le´ment β de ΣG
′(sθˆ)ǫ(T ′) ou de ΣG
′(sθˆ)ǫ(T ′, B) peut
s’identifier a` un e´le´ment de tθ,∗ via l’isomorphisme ξ : tθ → t′. Notons ΣG
′(sθˆ)ǫ,J(T ′, B) le
sous-ensemble des β ∈ ΣG
′(sθˆ)ǫ(T ′, B) tels que βAM˜ ∈ RJ . Notons Σ
G′(sθˆ)ǫ,J(T ′) le sous-
ensemble des β ∈ ΣG
′(sθˆ)ǫ(T ′) tels que B(β)−1β ∈ ΣG
′(sθˆ)ǫ,J(T ′, B). Par de´finition, il existe
J ′ ∈ J
G˜′(sθˆ)
M˜ ′
(B) tel que J ′ 7→ J si et seulement s’il existe β1, ..., βn ∈ Σ
G′(sθˆ)ǫ,J(T ′, B),
de sorte n = aM˜ − aG˜ et que la famille (βi,AM˜ )i=1,...,n engendre RJ . Cette description
entraˆıne
(4) supposons qu’il existe J ′ ∈ J
G˜′(sθˆ)
M˜ ′
(B) tel que J ′ 7→ J ; alors G′(sθˆ) est elliptique.
En effet, pour une famille (βi)i=1,...,n comme ci-dessus, la famille (βi,AM˜ )i=1,...,n est
line´airement inde´pendante, donc les restrictions a` aM ′ǫ des βi sont line´airement inde´pendantes.
A fortiori, aM˜ − aG˜ = n ≤ aM ′ǫ − aG′(sθˆ). Par l’hypothe`se (1) et l’ellipticite´ de M
′, on a
aM ′ǫ = aM˜ , d’ou` aG′(sθˆ) ≤ aG˜. Cette ine´galite´ est force´ment une e´galite´, donc G
′(sθˆ) est
elliptique.
Supposons qu’il existe J ′ ∈ J
G˜′(sθˆ)
M˜ ′
(B) tel que J ′ 7→ J . Soit Js l’unique e´le´ment
qui s’envoie sur J , introduisons le groupe G′(sθˆ)ǫ,Js comme en [II] 3.3. On a alors
ΣG
′(sθˆ)ǫ,J(T ′) = ΣG
′(sθˆ)ǫ,Js (T ′).
Notons t l’image de s par l’application naturelle
ζZ(Mˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ → ζZ(Mˆ)ΓR,θˆ/Z(GˆJ)
ΓR,θˆ.
Par analogie avec ce qui pre´ce`de, on de´finit les ensembles ΣG
′
J (tθˆJ )ǫ(T ′) et ΣG
′
J (tθˆJ )ǫ(T ′, BJ).
Montrons que
(5) on a l’e´galite´ ΣG
′(sθˆ)ǫ,J(T ′, B) = ΣG
′
J (tθˆJ )ǫ(T ′, BJ).
On doit une fois de plus rappeler la description du syste`me de racines ΣG
′(sθˆ)ǫ(T ′)
ainsi que la description de la fonction B. On e´crit η = νe, avec ν ∈ T et e ∈ Z(G˜, E).
D’apre`s [W2] 3.3 et [II] 1.11, le syste`me de racines est la re´union des ensembles suivants
(a) les Nα pour α ∈ ΣG(T ) de type 1 tels que Nα(ν) = 1 et Nαˆ(s) = 1 ; on a
B(Nα) = nα ;
(b) les 2Nα pour α ∈ ΣG(T ) de type 2 tels que Nα(ν) = 1 et Nαˆ(s) = 1 ; on a
B(2Nα) = 2nα ;
(c) les 2Nα pour α ∈ ΣG(T ) de type 2 tels que Nα(ν) = −1 et Nαˆ(s) = 1 ; on a
B(2Nα) = nα ;
(d) les Nα pour α ∈ ΣG(T ) de type 3 tels que Nα(ν) = 1 et Nαˆ(s) = −1 ; on a
B(Nα) = 2nα.
Evidemment, les α parcourent ici les orbites dans ΣG(T ) pour l’action du groupe
d’automorphismes engendre´ par θ. Rappelons qu’a` tout α2 de type 2 est associe´ une
racine α3 = α2 + θ
nα2/2(α2) de type 3. On a Nα2 = Nα3, Nαˆ2 = Nαˆ3 mais nα2 = 2nα3 .
Cette correspondance se quotiente en une bijection entre orbites de type 2 et orbites de
type (3). Ainsi, les cas (c) et (d) peuvent eˆtre remplace´s par
(c’) les 2Nα pour α ∈ ΣG(T ) de type 3 tels que Nα(ν) = −1 et Nαˆ(s) = 1 ; on a
B(2Nα) = 2nα ;
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(d’) les Nα pour α ∈ ΣG(T ) de type 2 tels que Nα(ν) = 1 et Nαˆ(s) = −1 ; on a
B(Nα) = nα.
Pour tout α ∈ ΣG(T ), notons αres sa restriction a` t
θ. Pour β = Nα, l’e´le´ment n−1α β
co¨ıncide avec αres comme forme line´aire sur t
θ. De meˆme, pour β = 2Nα, l’e´le´ment
(2nα)
−1β co¨ıncide avec αres. Dire que la restriction a` aM˜ appartient a` RJ revient a` dire
que αAM˜ ∈ RJ . On voit alors que le syste`me Σ
G′(sθˆ)ǫ,J(T ′, B) est forme´ des αres pour
α ∈ ΣG(T ) tel que αAM˜ ∈ RJ et tel que l’une des conditions suivantes soit ve´rifie´e
(e) α de type 1, Nα(ν) = 1 et Nαˆ(s) = 1 ;
(f) α de type 2, Nα(ν) = 1 et Nαˆ(s) = ±1 ;
(g) α de type 3, Nα(ν) = −1 et Nαˆ(s) = 1.
L’ensemble ΣG
′
J (tθˆJ )ǫ(T ′) se de´crit par des conditions analogues a` (a), (b), (c’), (d’).
Le syste`me ΣG(T ) doit eˆtre remplace´ par ΣGJ (T ), c’est-a`-dire le sous-ensemble des α ∈
ΣG(T ) tels que αAM˜ ∈ RJ . Les types 1, 2 et 3 sont relatifs a` ce syste`me et, pour les
distinguer des pre´ce´dents, on note ces types 1J , 2J et 3J . Le terme s ne change pas. Par
contre, l’e´criture η = νe est remplace´e par η = νJeJ , avec νJ ∈ T et eJ ∈ Z(G˜J , EJ). On
a νJ = νt
−1
J , ou` tJ ve´rifie 5.4(1). Le calcul se poursuit et on obtient que Σ
G′J (tθˆJ )ǫ(T ′, BJ)
est forme´ des αres pour α ∈ Σ
G(T ) tel que αAM˜ ∈ RJ et tel que l’une des conditions
suivantes soit ve´rifie´e
(e)J α de type 1J , Nα(t
−1
J ν) = 1 et Nαˆ(s) = 1 ;
(f)J α de type 2J , Nα(t
−1
J ν) = 1 et Nαˆ(s) = ±1 ;
(g)J α de type 3J , Nα(t
−1
J ν) = −1 et Nαˆ(s) = 1.
Soit α ∈ ΣG(T ) tel que αAM˜ ∈ RJ . Supposons d’abord que son type soit le meˆme
dans ΣG(T ) et dans ΣGJ (T ). D’apre`s 5.4(1), on a Nα(tJ) = 1. Les conditions (e), (f) ,
(g) sont alors respectivement e´quivalentes a` (e)J , (f)J , (g)J . Supposons maintenant que
le type de α change. On a vu qu’alors α est de type (3) et de type (1)J . D’apre`s 5.4(1),
on a Nα(tJ) = −1. Mais alors, les conditions (g) et (e)J (qui sont les seules pouvant
concerner α) sont e´quivalentes. Cela prouve l’e´galite´ (5).
Notons Z l’ensemble des s ∈ ζZ(Mˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ tels que iM˜ ′(G˜, G˜
′(sθˆ)) 6= 0 (c’est-
a`-dire que G′(sθˆ) est elliptique) et qu’il existe J ′ ∈ J G˜
′(sθˆ)
M˜ ′
(B) tel que J ′ 7→ J . Notons
ZJ l’ensemble des t ∈ ζZ(Mˆ)
ΓR,θˆ/Z(GˆJ)
ΓR,θˆ tels que iM˜ ′(G˜J , G˜
′
J(tθˆJ)) 6= 0 et qu’il existe
J ′ ∈ J
G˜′J (sθˆJ )
M˜ ′
(BJ) tel que J
′ 7→ J . Montrons que
(6) Z est l’image re´ciproque de ZJ par la projection naturelle
ζZ(Mˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ → ζZ(Mˆ)ΓR,θˆ/Z(GˆJ)
ΓR,θˆ.
L’assertion (4) montre que, dans la de´finition de Z, la condition que G′(sθˆ) est
elliptique est superflue : elle est entraˆıne´e par l’existence de J ′. La condition s ∈ Z
e´quivaut donc a` ce qu’il existe β1, ..., βn ∈ Σ
G′(sθˆ)ǫ,J(T ′, B), de sorte n = aM˜ − aG˜ et que
la famille (βi,AM˜ )i=1,...,n engendre RJ . De meˆme, la condition t ∈ ZJ e´quivaut a` ce qu’il
existe β1, ..., βn ∈ Σ
G′J (tθˆJ )ǫ(T ′, BJ), de sorte n = aM˜ − aG˜ et que la famille (βi,AM˜ )i=1,...,n
engendre RJ . L’assertion (5) montre que la condition pour s e´quivaut a` la condition pour
t, ou` t est l’image de s par la projection naturelle. Cela prouve (6).
Posons Zˆ = Z(Gˆ)∩ Tˆ ΓR,θˆ,0. Soit s ∈ Z, notons t son image dans ZJ . Le groupe Zˆ est
d’indice fini dans Z(Gˆ′(sθˆ))ΓR,θˆ comme dans Z(Gˆ′J(tθˆJ ))
ΓR,θˆ. On pose
[Z(Gˆ′J(tθˆJ))
ΓR,θˆ : Z(Gˆ′(sθˆ))ΓR,θˆ] = [Z(Gˆ′J(tθˆJ ))
ΓR,θˆ : Zˆ][Z(Gˆ′(sθˆ))ΓR,θˆ : Zˆ]−1.
Montrons que
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(7) on a l’e´galite´
iM˜ ′(G˜J , G˜
′
J(tθˆJ ))[Z(Gˆ
′
J(tθˆJ))
ΓR,θˆ : Z(Gˆ′(sθˆ))ΓR,θˆ] = [Z(GˆJ)
ΓR,θˆ : Z(Gˆ)ΓR,θˆ]iM˜ ′(G˜, G˜
′(sθˆ)).
On a un diagramme commutatif
Z(Mˆ)ΓR,θˆ/Z(Gˆ)ΓR,θˆ
A
→ Z(Mˆ)ΓR,θˆ/Z(GˆJ)
ΓR,θˆ
B ↓ C ↓
Z(Mˆ ′)ΓR/Zˆ
D
→ Z(Mˆ ′)ΓR/Z(Gˆ′J(tθˆJ))
ΓR
E ↓
Z(Mˆ ′)ΓR/Z(Gˆ′(sθˆ))ΓR
Toutes les fle`ches sont surjectives et de noyaux finis. On en de´duit les e´galite´s
|ker(A)||ker(C)| = |ker(B)||ker(D)| = |ker(EB)||ker(E)|−1|ker(D)|.
Par de´finition, on a
iM˜ ′(G˜J , G˜
′
J(tθˆJ)) = |ker(C)|
−1,
[Z(Gˆ′J(tθˆJ))
ΓR,θˆ : Z(Gˆ′(sθˆ))ΓR,θˆ] = |ker(D)||ker(E)|−1,
[Z(GˆJ)
ΓR,θˆ : Z(Gˆ)ΓR,θˆ] = |ker(A)|,
iM˜ ′(G˜, G˜
′(sθˆ)) = |ker(EB)|−1.
L’assertion (7) s’en de´duit.
Pour s ∈ Z, resp. t ∈ ZJ , notons Js, resp. Jt, l’unique e´le´ment de J
G˜′(sθˆ)
M˜ ′
(B), resp.
de J
G˜′J (tθˆJ )
M˜ ′
(BJ), qui s’envoie sur J .
Lemme. Soit s ∈ Z, notons t son image dans ZJ . On a l’e´galite´
[Z(Gˆ′J(tθˆJ))
ΓR : Z(Gˆ′(sθˆ))ΓR]transfert(σ
G′(sθˆ)
Js
(δ, ξ(a))) = transfert(σ
G′J (tθˆJ )
Jt
(δ, ξ(a))).
Nous prouverons ce lemme au paragraphe suivant. Admettons-le et achevons la preuve
de la proposition 5.2. La formule (2) se re´crit
ρKG˜,EJ (M
′, δ, a) =
∑
s∈Z
iM˜ ′(G˜, G˜
′(sθˆ))transfert(σ
G
′(sθˆ)
Js
(δ, ξ(a))).
En utilisant (7) et (8), on obtient
ρKG˜,EJ (M
′, δ, a) = [Z(GˆJ)
ΓR,θˆ : Z(Gˆ)ΓR,θˆ]−1
∑
s∈Z
iM˜ ′(G˜J , G˜
′
J(tθˆJ))transfert(σ
G′J (tθˆJ )
Jt
(δ, ξ(a))),
ou` t est la projection de s dans ZJ . Le nombre d’e´le´ments du noyau de cette projection
Z → ZJ est e´gal a` [Z(GˆJ)
ΓR,θˆ : Z(Gˆ)ΓR,θˆ]. La formule ci-dessus devient
ρKG˜,EJ (M
′, δ, a) =
∑
t∈ZJ
iM˜ ′(G˜J , G˜
′
J(tθˆJ ))transfert(σ
G
′
J (tθˆJ )
Jt
(δ, ξ(a))).
Mais le membre de droite est e´gal a` celui de la formule (3), donc est e´gal a` ρKG˜J ,EJ (M
′, δ, a).
Cela prouve la proposition 5.2.
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5.6 Preuve du lemme 5.5
On fixe s ∈ Z, on note t son image dans ZJ . Pour simplifier, on pose G
′ = G′(sθˆ) et
G′J = G
′
J(tθˆJ ). On fixe des donne´es auxiliaires G
′
1,...,∆1 pour la donne´eG
′ et G′J,1,...,∆J,1
pour la donne´e G′J . On note M˜
′
1 et M˜
′
J,1, resp. T˜
′
1 et T˜
′
J,1, les images re´ciproques de
M˜ ′, resp. T˜ ′, dans G˜′1 et G˜
′
J,1. On fixe des e´le´ments ǫ1 ∈ T˜
′
1(R) et ǫJ,1 ∈ T˜
′
J,1(R) se
projetant sur ǫ. On note O′1 la classe de conjugaison stable de ǫ1 dans M˜
′
1(R) et O
′
J,1
celle de ǫJ,1 dans M˜
′
J,1(R). Notons M
′
ǫ,sc l’image re´ciproque de M
′
ǫ dans G
′
ǫ,SC. Puisque
G′ǫ,SC = G
′
1,ǫ1,SC
, c’est aussi l’image re´ciproque M ′1,ǫ1,sc de M
′
1,ǫ1
dans G′1,ǫ1,SC. On a une
suite d’homomorphismes
(1) Dstunip(M
′
ǫ,SC(R))
ι∗
M′
ǫ,SC
,M′ǫ,sc
→ Dstunip(M
′
ǫ,sc(R)) ≃ D
st
unip(M
′
1,ǫ1,sc
(R))
ι∗
M′1,ǫ1,sc
,M′1,ǫ1→ Dstunip(M
′
1,ǫ1
(R))
desc
st,M˜′1,∗
ǫ1→ Dstge´om(O
′
1)→ D
st
ge´om,λ1
(M˜ ′1(R),O
′
1) ≃ D
st
ge´om(M
′,O′).
Introduisons le groupe Ξǫ = ZM ′(ǫ)/M
′
ǫ. Son sous-groupe d’invariants Ξ
ΓR
ǫ agit sur chacun
des espaces ci-dessus, de la fac¸on suivante. Il agit trivialement sur Dstge´om(M
′,O′) et
Dstge´om,λ1(M˜
′
1(R),O
′
1). Posons C1,♯ = {c ∈ C1(R); cǫ1 ∈ O
′
1}. Soit x ∈ ZM ′(ǫ) dont l’image
dans Ξǫ soit fixe par ΓR. Alors adx(ǫ1) = c1(x)ǫ1 ou` c1(x) ∈ C1,♯. L’appication x 7→ c1(x)
se quotiente en un homomorphisme ΞΓRǫ → C1,♯. Le groupe C1,♯ agit par multiplication sur
O′1, donc aussi sur D
st
ge´om(O
′
1). On tord cette action par la restriction a` C1,♯ du caracte`re
λ1. Via l’homomorphisme pre´ce´dent, on obtient une action de Ξ
ΓR
ǫ sur D
st
ge´om(O
′
1). Pour x
comme ci-dessus, l’application adx pre´serve M
′
1,ǫ1
. Ce groupe est quasi-de´ploye´. Fixons-
en une paire de Borel e´pingle´e de´finie sur R. Quitte a` multiplier x par un e´le´ment de
M ′ǫ, on peut supposer que adx respecte cette paire de Borel e´pingle´e. Alors adx est
un automorphisme de M ′1,ǫ1 qui est de´fini sur R. On obtient ainsi une action de Ξ
ΓR
ǫ
sur M ′1,ǫ1 par automorphismes de´finis sur R. D’ou` aussi une action sur D
st
unip(M
′
1,ǫ1(R)).
On tord cette action par le caracte`re x 7→ λ1(c1(x)) et on obtient l’action cherche´e de
ΞΓRǫ sur D
st
unip(M
′
1,ǫ1
(R)). La meˆme connstruction de´finit des actions de ce groupe sur
Dstunip(M
′
1,ǫ1,sc(R)), D
st
unip(M
′
ǫ,sc(R)) et D
st
unip(M
′
ǫ,SC(R)). Les homomorphismes de la suite
ci-dessus sont e´quivariants pour les actions de ΞΓRǫ . En notant par un exposant les sous-
espaces d’invariants, on obtient une suite d’homomorphismes
(2) Dstunip(M
′
ǫ,SC(R))
Ξ
Γ
R
ǫ
ι∗
M′
ǫ,SC
,M′ǫ,sc
→ Dstunip(M
′
ǫ,sc(R))
Ξ
Γ
R
ǫ ≃ Dstunip(M
′
1,ǫ1,sc(R))
Ξ
Γ
R
ǫ
ι∗
M′
1,ǫ1,sc
,M′
1,ǫ1→ Dstunip(M
′
1,ǫ1
(R))Ξ
ΓR
ǫ
desc
st,M˜′1,∗
ǫ1→ Dstge´om(O
′
1)
Ξ
ΓR
ǫ
→ Dstge´om,λ1(M˜
′
1(R),O
′
1) ≃ D
st
ge´om(M
′,O′).
Maintenant, les homomorphismes de cette suite sont injectifs. En effet, les homomor-
phismes ι∗M ′ǫ,SC ,M ′ǫ,sc
et ι∗M ′1,ǫ1,sc,M
′
1,ǫ1
sont injectifs d’apre`s 3.3 (4), meˆme sans passer aux
invariants. L”application desc
st,M˜ ′1,∗
ǫ1 ci-dessus est injective d’apre`s [I] 4.8. Enfin, l’injec-
tivite´ de l’homomorphisme Dstge´om(O
′
1)
Ξ
ΓR
ǫ → Dstge´om,λ1(M˜
′
1(R),O
′
1) se ve´rifie aise´ment sur
les de´finitions.
D’apre`s la de´finition de 2.1, notre distribution δ ∈ Dsttr−orb(M
′,O′) se remonte en un
e´le´ment δ1 ∈ D
st
tr−orb(O
′
1). On voit que l’action que l’on a de´finie de Ξ
ΓR
ǫ sur D
st
ge´om(O
′
1)
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respecte le sous-espace Dsttr−orb(O
′
1). Quitte a` moyenner par cette action, on peut sup-
poser δ1 ∈ D
st
tr−orb(O
′
1)
Ξ
ΓR
ǫ . D’apre`s le lemme 4.3(ii), δ1 se rele`ve en un e´le´ment δǫ1 ∈
Dtr−unip(M
′
1,ǫ1
(R)). Pour la meˆme raison, on peut supposer δǫ1 ∈ Dtr−unip(M
′
1,ǫ1
(R))Ξ
ΓR
ǫ .
D’apre`s le lemme 3.3, δǫ1 se rele`ve en un e´le´ment δsc ∈ D
st
tr−unip(M
′
ǫ,sc(R)) dont on peut
encore supposer qu’il est invariant par ΞΓRǫ . Enfin, toujours d’apre`s le lemme 3.3, δsc se
rele`ve en un e´le´ment δSC ∈ D
st
tr−unip(M
′
ǫ,SC(R)), dont on peut encore supposer qu’il est
invariant par ΞΓRǫ . L’injectivite´ des homomorphismes de la suite (10) entraˆıne que toutes
ces distributions sont uniquement de´termine´es par δ.
L’e´le´ment Js ∈ J
G˜′
M˜ ′
(B) s’identifie a` un e´le´ment de J
G˜′1
M˜ ′1
(B), puis a` un e´le´ment
de J
G′1,ǫ1
M ′1,ǫ1
(B), puis a` un e´le´ment de J
G′ǫ,SC
M ′ǫ,sc
(B). Les formalite´s que l’on a passe´es en-
traˆınent que σG
′
Js (δ, ξ(a)) est l’image naturelle dans D
st
ge´om(M
′,O′)/Annst,G
′
O′ de l’e´le´ment
σ
G˜′1
Js
(δ1, a1), ou` a1 est un e´le´ment quelconque de AM ′1(R) se projetant sur ξ(a) ∈ AM ′(R).
L’hypothe`se (1) de 5.5 permet d’appliquer la relation 4.6 (9) : σ
G˜′1
Js
(δ1, a1) est l’image
par desc
st,M˜ ′1,∗
ǫ1 de e
G˜′1
M˜1
(ǫ1)σ
G′1,ǫ1
Js
(δǫ1, a1). Un calcul facile, cf. [III] 7.1(4), montre que
e
G˜′1
M˜1
(ǫ1) = e
G˜′
M˜ ′
(ǫ). D’apre`s le lemme 3.4, σ
G′1,ǫ1
Js
(δǫ1 , a1) est l’image par ι
∗
M ′1,ǫ1,sc
,M ′1,ǫ1
de
σ
G′ǫ,SC
Js
(δsc, a
′), ou` a′ est un e´le´ment quelconque de AM ′ǫ,sc(R) ayant meˆme projection que a1
dans AM ′1(R)/AG′1(R), ou encore ayant meˆme projection que ξ(a) dans AM ′(R)/AG′(R).
En re´sume´, σG
′
Js (δ, ξ(a)) provient par la suite (1) de l’e´le´ment e
G˜′
M˜ ′
(ǫ)σ
G′ǫ,SC
Js
(δsc, a
′) ∈
Dstunip(M
′
ǫ,sc(R))/Ann
st,G′ǫ,SC
unip .
Des constructions analogues valent pour la donne´e G′J . On note cette fois M
′
ǫ,J,sc
l’image re´ciproque de M ′ǫ dans G
′
J,ǫ,SC. De fac¸on analogue a` (1), on a une suite
(3) Dstunip(M
′
ǫ,SC(R))
ι∗
M′
ǫ,SC
,M′
ǫ,J,sc
→ Dstunip(M
′
ǫ,J,sc(R)) ≃ D
st
unip(M
′
J,1,ǫJ,1,sc
(R))
ι∗
M′
J,1,ǫJ,1,sc
,M′
J,1,ǫJ,1
→ Dstunip(M
′
J,1,ǫJ,1
(R))
desc
st,M˜′J,1,∗
ǫJ,1
→ Dstge´om(O
′
J,1)
→ Dstge´om,λJ,1(M˜
′
J,1(R),O
′
J,1) ≃ D
st
ge´om(M
′,O′).
On a aussi une suite analogue a` (2)
(4) Dstunip(M
′
ǫ,SC(R))
Ξ
Γ
R
ǫ
ι∗
M′
ǫ,SC
,M′
ǫ,J,sc
→ Dstunip(M
′
ǫ,J,sc(R))
Ξ
Γ
R
ǫ ≃ Dstunip(M
′
J,1,ǫJ,1,sc
(R))Ξ
Γ
R
ǫ
ι∗
M′
J,1,ǫJ,1,sc
,M′
J,1,ǫJ,1
→ Dstunip(M
′
J,1,ǫJ,1
(R))Ξ
ΓR
ǫ
desc
st,M˜′J,1,∗
ǫJ,1
→ Dstge´om(O
′
J,1)
Ξ
ΓR
ǫ
→ Dstge´om,λJ,1(M˜
′
J,1(R),O
′
J,1) ≃ D
st
ge´om(M
′,O′).
L’e´le´ment δ se remonte successivement en e´le´ments δJ,1, δǫJ,1, δJ,sc et δJ,SC. Le meˆme
calcul que plus haut montre que σ
G
′
J
Jt
(δ, ξ(a)) provient par la suite (3) de l’e´le´ment
e
G˜′J
M˜ ′
(ǫ)i
G′J,ǫ,SC
Jt
σ
G′J,ǫ,SC
Jt
(δJ,sc, a
′
J) ∈ D
st
unip(M
′
ǫ,J,sc(R))/Ann
st,G′J,ǫ,SC
unip , ou` a
′
J est un e´le´ment
quelconque de AM ′ǫ,J,sc(R) ayant meˆme projection que ξ(a) dans AM ′(R)/AG′J (R).
Les compose´s des suites (1) et (3) ne sont pas e´gaux. L’isomorphisme compose´
Dstge´om,λ1(M˜
′
1(R),O
′
1) ≃ D
st
ge´om(M
′,O′) ≃ Dstge´om,λJ,1(M˜
′
J,1(R),O
′
J,1)
75
est donne´ par la fonction de transition λ˜ entre les deux se´ries de donne´es auxiliaires pour
M′ de´duites des donne´es auxiliaires pour G′ et pour G′J . En ge´ne´ral, cet isomorphisme
est plus difficile a` calculer que dans le cas non-archime´dien. Quand des distributions
font intervenir des de´rive´es dans les directions centrales de M ′1 ou M
′
J,1, la formule fait
intervenir des de´rive´es de cette fonction de transition. Mais ce n’est pas le cas pour
les distributions provenant de M ′ǫ,SC. Pour celles-ci, le calcul est le meˆme que dans le
cas archime´dien. On obtient que les compose´s des suites (1) et (3) sont proportionnels,
la constante de proportionnalite´ e´tant la valeur λ˜(ǫ1, ǫJ,1). On note simplement c cette
valeur. Pre´cise´ment, pour τ SC ∈ D
st
unip(M
′
ǫ,SC(R)), l’image de τ SC par (1) est e´gale a`
l’image de cτ SC par (3). D’autre part, dans les suites (2) et (4) interviennent des actions
de ΞΓRǫ sur D
st
unip(M
′
ǫ,SC(R)). Ces actions sont les meˆmes d’apre`s [I] 4.8(2). Puisque les
suites (2) et (4) sont injectives, on en de´duit l’e´galite´ δJ,SC = cδSC .
Posons
C = e
G˜′J
M˜ ′
(ǫ)eG˜
′
M˜ ′
(ǫ)−1[Z(Gˆ′J)
ΓR : Z(Gˆ′)ΓR]−1.
Supposons de´montre´e l’assertion suivante, ou` a′ et a′J sont comme ci-dessus :
(5) il existe un e´le´ment τ ∈ Dstunip(M
′
ǫ,SC(R)) dont l’image dansD
st
unip(M
′
ǫ,sc(R))/Ann
st,G′ǫ,SC
unip
soit σ
G′ǫ,SC
Js
(δsc, a
′) et dont l’image dansDstunip(M
′
ǫ,J,sc(R))/Ann
st,G′J,ǫ,SC
unip soit c
−1Cσ
G′J,ǫ,SC
Jt
(δJ,sc, a
′
J).
Fixons un tel τ et notons τ son image dans Dstge´om(M
′,O′) par la suite (1). C’est
aussi l’image de cτ par la suite (3). Alors σG
′
Js (δ, ξ(a)) est l’image de e
G˜′
M˜ ′
(ǫ)τ mo-
dulo AnnG
′
O′ , tandis que σ
G
′
J
Jt
(δ, ξ(a)) est l’image de C−1e
G˜′J
M˜ ′
(ǫ)τ modulo Ann
G
′
J
O′ . Donc
transfert(σG
′
Js (δ, ξ(a))), resp. transfert(σ
G′J
Jt
(δ, ξ(a))), est l’image de eG˜
′
M˜ ′
(ǫ)transfert(τ ),
resp. C−1e
G˜′J
M˜ ′
(ǫ)transfert(τ ), dans Dge´om(O)/Ann
G˜
O. Compte tenu de la de´finition de C,
cela de´montre le lemme 5.5.
De´montrons (5). Introduisons le groupe (G′ǫ,SC)Js et son reveˆtement simplement
connexe que l’on note simplement G1. NotonsM1 l’image re´ciproque deM ′ǫ,sc dans G
1 et
T 1 le sous-tore maximal deM1 qui se projette dans T ′. Posons G2 = G′J,ǫ,SC,M
2 = M ′ǫ,J,sc
et notons T 2 le sous-tore maximal de M2 qui se projette dans T ′. L’homomorphisme
Dstunip(M
′
ǫ,SC(R))
ι∗
M′
ǫ,SC
,M′ǫ,sc
→ Dstunip(M
′
ǫ,sc(R))
est le compose´ de la suite
Dstunip(M
′
ǫ,SC(R))
ι∗
M′
ǫ,SC
,M1
→ Dstunip(M
1(R))
ι∗
M1,M′ǫ,sc
→ Dstunip(M
′
ǫ,sc(R)).
En utilisant successivement 3.2(3) et le lemme 3.4, on voit que σ
G′ǫ,SC
Js
(δsc, a
′) est l’image
par le deuxie`me homomorphisme ci-dessus de i
G′ǫ,SC
Js
σG
1
Js (δ
1, a1), ou` δ1 = ι∗M ′ǫ,SC ,M1
(δSC)
et a1 est est un e´le´ment quelconque de AM1(R) ayant meˆme projection que ξ(a) dans
AM ′(R)/AG′(R). Posons
C ′ = C(i
G′ǫ,SC
Js
)−1
et δ2 = c−1δJ,sc = ι
∗
M ′ǫ,SC ,M
2(δSC). Pour i = 1, 2, on note a
i un e´le´ment de AM i(R) qui
a meˆme projection que ξ(a) dans AM ′(R)/AG′(R) = AM ′(R)/AG′J (R). L’assertion (5)
re´sulte de
(6) il existe un e´le´ment τ ∈ Dstunip(M
′
ǫ,SC(R)) dont l’image dansD
st
unip(M
1(R))/AnnG
1
unip
soit σG
1
Js (δ
1, a1) et dont l’image dans Dstunip(M
2(R))/AnnG
2
unip soit C
′σG
2
Jt (δ
2, a2).
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Dans la preuve de 5.5(5), on a calcule´ les ensembles de racines ΣG
i
(T i) pour i = 1, 2.
On peut de meˆme calculer les ensembles de coracines associe´s ΣˇG
i
(T i), en utilisant les
formules de [W2] 3.3. Donnons le re´sultat. Pour α ∈ ΣG(T ), notons αˇres l’image de αˇ ∈ t
dans t′ par l’application ξ. On obtient que les e´le´ments de ΣˇG
1
(T 1) sont de la forme
c1(α)αˇres, ou` α ∈ ΣG(T ) est tel que αAM˜ ∈ RJ et c
1(α) ∈ Q×. Les α sont soumis a` l’une
des conditions suivantes et le terme c1(α) est de´crit dans chaque cas :
(a) α de type 1, Nα(ν) = 1, Nαˆ(s) = 1 ; c1(α) = 1 ;
(b) α de type 2, Nα(ν) = 1, Nαˆ(s) = 1 ; c1(α) = 1 ;
(c) α de type 3, Nα(ν) = −1, Nαˆ(s) = 1 ; c1(α) = 1/2 ;
(d) α de type 2, Nα(ν) = 1, Nαˆ(s) = −1 ; c1(α) = 2.
Une description analogue vaut pour ΣˇG
2
(T 2). Les types 1, 2, 3 sont remplace´s par
1J , 2J , 3J , l’e´le´ment ν est remplace´ par t
−1
J ν et la fonction c
2 est donne´e par les meˆmes
formules que ci-dessus. En utilisant la relation 5.4(1), on voit que la seule diffe´rence entre
les ensembles ΣˇG
1
(T 1) et ΣˇG
2
(T 2) provient des racines ve´rifiant (c) et telles que α soit de
type 1J . Dans ce cas, Σˇ
G1(T 1) contient αˇres/2 tandis que ΣˇG2(T 2) contient αˇres. Puisque
t1 et t2, vus comme sous-espaces de t′, sont engendre´s par les ensembles de coracines,
on en de´duit de´ja` que t1 = t2. On note j∗ : t
1 → t2 et j∗ : t2∗ → t1∗ les identite´s. En
reprenant les calculs de 5.5, on voit que, de meˆme, la seule diffe´rence entre les ensembles
de racines ΣG
1
(T 1) et ΣG
2
(T 2) provient des racines ve´rifiant (c) et telles que α soit
de type 1J . Dans ce cas, Σ
G1(T 1) contient 2Nα tandis que ΣG
2
(T 2) contient Nα. On
de´finit une fonction b : ΣG
2
(T 2) → Q>0 qui vaut 1 sauf sur les racines Nα pre´ce´dentes,
pour lesquelles b(Nα) = 1/2. On obtient que ΣG
1
(T 1), resp. ΣˇG
1
(T 1), est forme´ des
b(β2)
−1j∗(β2), resp. b(β2)j
−1
∗ (βˇ2), pour β2 ∈ Σ
G2(T 2). Cela montre que (G1, G2, j∗) est
un triplet endoscopique non standard. On a une fonction B sur ΣG
1
(T 1) et une fonction
BJ sur Σ
G2(T 2). En reprenant les formules de 5.5, on voit que ces fonctions sont relie´es
comme en [III] 6.4. C’est-a`-dire, soit β2 ∈ Σ
G2(T 2), notons β1 = b(β2)
−1j∗(β2) l’e´le´ment
de ΣG
1
(T 1) qui lui correspond ; on a alors B(β1) =
BJ (β2)
b(β2)
.
Les sous-ensembles ΣM
1
(T 1) et ΣM
2
(T 2) se de´crivent comme ci-dessus, en remplac¸ant
la condition α ∈ ΣG(T ) par α ∈ ΣM (T ). Puisque ΣM (T ) ⊂ ΣGJ (T ), une racine dans
ΣM(T ) est de meˆme type dans G et GJ . Cela entraˆıne que la fonction b vaut 1 sur
ΣM
2
(T 2). Autrement dit, la correspondance endoscopique non standard se restreint en la
correspondance naturelle entre les ensembles de racines de M1 et M2 (celle qui provient
de l’identification de ces ensembles de racines a` celui de Mǫ,SC).
On peut de´composer notre triplet endoscopique non standard en produit de tri-
plets (G1i , G
2
i , j∗,i) pour i = 1, ..., m, chacun d’eux e´tant e´quivalent a` un triplet quasi-
e´le´mentaire. Les Levi M1 et M2 et les tores T 1 et T 2 se de´composent conforme´ment en
produits
∏
i=1,...,mM
1
i etc.... On note bi la restriction de la fonction b a` Σ
G2i (T 2i ). On va
prouver que
(7) pour tout i = 1, ..., m, les donne´es (G1i , G
2
i , j∗,i), M
1
i , M
2
i et bi ve´rifient les condi-
tions du lemme 5.1 et on a l’ine´galite´ Nmax(G1i , G
2
i , j∗,i) < dim(GSC).
Un raisonnement analogue a` celui de la preuve du lemme 6.1 de [III] nous rame`ne
au cas ou` le groupe GAD est simple. Il y a un cas particulier : celui ou` GAD est de type
A2n et ou` l’action de θ sur ce syste`me est l’automorphisme non trivial. Hors de ce cas,
il n’y a pas de racines de type 3. La de´finition de b entraˆıne alors que cette fonction est
constante de valeur 1. Donc j∗ provient d’un isomorphisme de G
1 sur G2 et l’assertion
est claire. Conside´rons le cas particulier ci-dessus : GAD est de type A2n et l’action de
θ est non triviale. Le groupe GJ peut se re´aliser comme intersection de commutants
dans G d’e´le´ments de AM˜ . Dans un groupe de type A2n, un tel commutant est de type
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An1 × ...Anh . De plus, le syste`me de racines de GJ est stable par θ. Il en re´sulte que ce
syste`me de racines, muni de son automorphisme θ, est produit de sous-syste`mes de l’un
des types suivants
(e) A2n′ muni de l’automorphisme non trivial ;
(f) A2n′−1 muni de l’automorphisme non trivial ;
(g) An′ × An′ muni de la permutation des deux facteurs.
Quant a` l’action galoisienne, l’e´le´ment non trivial de ΓR ne peut agir sur le syste`me
A2n que par l’identite´ ou par θ. Il en re´sulte que chacun des sous-syste`mes ci-dessus
est stable par cette action. Rappelons que le groupe G2 est de´duit de G˜J par la suite
d’ope´rations suivantes : on passe de G˜J a` un groupe G
′
J(tθˆJ ), on passe de celui-ci au
commutant G′J(tθˆ)ǫ, on passe ensuite au reveˆtement simplement connexe. Il est clair que
ces ope´rations se de´composent selon la de´composition ci-dessus du syste`me de racines
de GJ . C’est-a`-dire que, si on fixe i ∈ {1, ..., m}, il existe une composante de l’un des
types (e), (f), (g) ci-dessus de sorte que G2i soit une composante irre´ductible (sur R)
d’un groupe issu par le meˆme proce´de´ que G2 a` partir de cette composante. Comme plus
haut, l’assertion a` prouver pour les donne´es indexe´es par i est claire si bi est constante.
Par construction de la fonction b, la fonction bi est constante sauf si la composante en
question contient des racines de type 1 provenant de racines de type 3 dans G. Les racines
de type 3 dansG sont celles qui sont fixe´es par θ. Une telle racine n’intervient pas dans une
composante de type (g). Elle peut intervenir dans une composante de type (e), mais alors
elle y est encore de type 3. Il reste les composantes de type (f). Supposons que G2i soit issu
d’une telle composante. Les racines de type 1 de cette composante provenant de racines
de type 3 dans G sont exactement celles qui sont fixe´es par θ. Par endoscopie tordue, on
cre´e des groupes de syste`mes de racines de type Bp×Dq×Ar1× ...×Ark . En passant a` un
commutant, les types Dq ou Ar ne cre´ent que des syste`mes de meˆme type. Or, d’apre`s la
classification des donne´es endoscopiques non standard e´le´mentaires, cf. [III] 6.1, de tels
types ne peuvent intervenir que dans des donne´es e´le´mentaires ”triviales”. On obtient la
conclusion pour notre triplet (G1i , G
2
i , j∗,i) sauf si celui-ci provient d’une composante Bp
ci-dessus. En passant a` un commutant dans une telle composante, on obtient un groupe
de meˆme type que ci-dessus, c’est-a`-dire Bp′×Dq′×Ar′1× ...×Ar′k . Par le meˆme argument
de classification, on obtient la conclusion pour notre triplet (G1i , G
2
i , j∗,i) sauf si le syste`me
de racines de G2i est la composante Bp′. Supposons qu’il en soit ainsi. On ve´rifie aise´ment
que les racines de A2n′+1 fixe´es par θ cre´ent des racines courtes dans la composante Bp.
Cela passe a` la composante Bp′ ci-dessus. Il en re´sulte que les racines de G
2
i sur lesquelles
b ne vaut pas 1 sont les racines courtes de G2i . Sur celles-ci, b vaut 1/2. Puisque b vaut
1 sur les racines dans M2i , ce groupe ne contient pas de racines courtes. D’autre part,
d’apre`s la classification de [III] 6.1, ou bien le triplet (G1i , G
2
i , j∗,i) est trivial, ou bien G
1
i
est de type Cp′ (la premie`re possibilite´ est d’ailleurs exclue sauf si p
′ = 1 puisque, d’apre`s
la description ci-dessus, b n’est pas constante si p′ > 1). Cela montre que les donne´es
indexe´es par i ve´rifient les hypothe`ses de 5.1. Par ailleurs, il re´sulte des de´finitions que
Nmax(G1i , G
2
i , j∗,i) = 4(p
′)2 − 1. On a ne´cessairement p′ ≤ n′ (ou` n′ est l’entier associe´ a`
la composante de type (f) fixe´e). On a aussi n′ ≤ n. Puisque dim(GSC) = (2n+ 1)
2 − 1,
on en de´duit l’ine´galite´ Nmax(G1i , G
2
i , j∗,i) < dim(GSC). Cela ve´rifie (7).
Remarquons que, dans l’e´galite´ (6), les faits que les points a1 et a2 soient proches
de 1 et que j∗ : t
1 → t2 soit l’identite´ (ces espaces e´tant vus comme sous-espaces de
t′) entraˆınent que l’on peut identifier ces deux points a1 et a2. Ou encore, avec les no-
tations du lemme 5.1, on a a1 = exp(X) et a2 = exp(j∗(X)), pour un X ∈ aM1(R).
D’apre`s (7), on peut appliquer ce lemme 5.1. Celui-ci nous dit que σG
1
Js (δ
1, a1) s’envoie
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sur cG
1,G2
M1,M2σ
G2
Jt (δ
2, a2) par la correspondance
Dstunip(M
1(R))/AnnG
1,st
unip ≃ D
st
unip(M
2(R))/AnnG
2,st
unip .
Comme on l’a vu en 5.1, on a un diagramme commutatif
Dstunip(Mǫ,SC(R))
ւ ց
Dstunip(M
1(R)) → Dstunip(M
2(R))
D’apre`s le corollaire 3.6(ii), l’e´le´ment σG
1
Js (δ
1, a1) provient d’un e´le´ment τ ∈ Dstunip(Mǫ,SC(R)).
Donc τ s’envoie sur cG
1,G2
M1,M2σ
G2
Jt (δ
2, a2). Pour de´montrer (6) et le lemme 5.5, il reste a`
prouver l’e´galite´
(8) cG
1,G2
M1,M2 = C
′.
Puisque b prend pour valeurs 1 et 1/2, j−1∗ envoie le Z-module engendre´ par Σˇ
G2(T 2)
dans le Z-module engendre´ par ΣˇG
1
(T 1). Puisque les groupes G1 et G2 sont simplement
connexes, l’homomorphisme j−1∗ se rele`ve en un homomorphisme T
2 → T 1. Dualement,
on a un homomorphisme Tˆ 1 → Tˆ 2. Il se restreint en un homomorphisme
jˆ : Z(Mˆ1)ΓR → Z(Mˆ2)ΓR.
En se reportant a` la de´finition de [III] 6.4, on ve´rifie l’e´galite´ cG
1,G2
M1,M2 = |ker(jˆ)|
−1. Notons
Mˆ ′ǫ,ad le dual du groupe M
′
ǫ,sc introduit plus haut. Notons aussi Hˆ le dual de (G
′
ǫ,SC)Js.
Alors Mˆ1 = Mˆ ′ǫ,ad/Z(Hˆ). Conside´rons le diagramme commutatif
Z(Mˆ ′)ΓR/Zˆ = Z(Mˆ ′)ΓR/Zˆ
↓ ↓
Z(Mˆ ′)ΓR/Z(Gˆ′)ΓR Z(Mˆ ′)ΓR/Z(Gˆ′J)
ΓR
↓ ↓
Z(Mˆ ′ǫ)
ΓR/Z(Gˆ′ǫ)
ΓR Z(Mˆ ′ǫ)
ΓR/Z(Gˆ′J,ǫ)
ΓR
‖
Z(Mˆ ′ǫ,ad)
ΓR
↓ ‖
Z(Mˆ ′ǫ,ad)
ΓR/Z(Hˆ)ΓR
‖
Z(Mˆ1)ΓR
jˆ
→ Z(Mˆ2)ΓR
Toutes les fle`ches sont surjectives et a` noyaux finis. Calculons le nombre d’e´le´ments du
noyau de l’application compose´e
Z(Mˆ ′)ΓR/Zˆ → Z(Mˆ2)ΓR .
En utilisant le chemin nord-est du diagramme, et en appliquant la de´finition de [III] 4.3,
on obtient
[Z(Gˆ′J)
ΓR : Zˆ]e
G˜′J
M˜ ′
(ǫ)−1.
En utilisant le chemin sud-ouest, on obtient
[Z(Gˆ′)ΓR : Zˆ]eG˜
′
M˜ ′
(ǫ)−1|Z(Hˆ)ΓR|(cG
1,G2
M1,M2)
−1.
En utilisant la de´finition de [III] 1.2, on voit que |Z(Hˆ)ΓR| = (i
G′ǫ,SC
Js
)−1. L’assertion (8)
re´sulte alors de la de´finition de C ′. Cela ache`ve la preuve.
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5.7 Preuve du lemme 5.1
On conside`re un triplet (G1, G2, j∗) muni de diverses donne´es comme en 5.1. Graˆce
a` 5.1(9), on suppose de plus que notre triplet est quasi-e´le´mentaire, que la condition
5.1(8) est ve´rifie´e et que B1 est constante de valeur 1. Comme on l’a remarque´ en 5.1,
la condition 5.1(8) implique que le reveˆtement simplement connexe commun MSC des
groupes de´rive´s deM1 etM2 est isomorphe a` un produit de groupes SLk(R) si F0 = R, de
groupes SLk(C) si F0 = C. Soit H un groupe quasi-de´ploye´ tel que HSC soit isomorphe
a` un produit de groupes SLk(R) ou SLk(C). On a
(1) Dsttr−unip(H(R)) = D
st
orb,unip(H(R)).
Preuve. Le lemme 3.3 nous rame`ne au cas H = HSC. Il suffit donc de traiter les cas
H = SLk(R) ou H = SLk(C). Le meˆme lemme nous rame`ne aux cas H = GLk(R) ou
H = GLk(C). Mais alors, ces groupes n’ont pas de donne´es endoscopiques elliptiques
autres que la donne´e ”maximale” H. La de´finition de 2.1 montre que Dtr−orb(H(R)) =
Dorb(H(R)) et l’assertion s’ensuit. 
Reprenons la preuve de [III] 7.7. On introduit le triplet (G, G˜, a) associe´ a` (G1, G2, j∗)
comme en [III] 6.2. On fixe un e´le´ment η ∈ G˜(R) qui conserve une paire de Borel e´pingle´e
E = (B, T, (Eα)α∈∆) de G de´finie sur R. De cette paire se de´duit une paire de Borel
e´pingle´e de Gη de´finie sur R. On peut identifier G1 a` Gη de sorte que le Levi M1 de G1
devienne un Levi de Gη standard pour cette paire. On note M˜ le commutant de AM1 dans
G˜. On a η ∈ M˜(R), Mη = M1 et M est standard pour E . De´crivons plus concre`tement
ces objets. Il y a quatre cas.
(a) G1 = Sp(2n) et M1 est un Levi isomorphe a` GL(n1)× ...×GL(nk), avec n1+ ...+
nk = n. Dans ce cas, G = SL(2n) et adη est l’automorphisme exte´rieur habituel de ce
groupe. On ve´rifie que M est le Levi standard de G de blocs n1× ...× nk × nk × ...× n1.
(b) G1 = Spin(2n + 1) et M1 est l’image re´ciproque dans ce groupe d’un Levi de
SO(2n + 1) isomorphe a` GL(n1) × ... × GL(nk), avec n1 + ... + nk = n. Pre´cise´ment,
M1 est isomorphe au groupe des (x1, ..., xk, t) ∈ GL(n1) × ... × GL(nk) × GL(1) tels
que det(x1)...det(xk)t
2 = 1. Dans ce cas, G = Spin(2n + 2). L’action de O(2n + 2) sur
SO(2n+2) se rele`ve en une action sur G et on peut re´aliser adη comme la conjugaison par
une syme´trie e´le´mentaire qui est un e´le´ment de O(2n+2) de de´terminant −1. On ve´rifie
queM est l’image re´ciproque dans G d’un Levi de SO(2n+2) isomorphe a` GL(n1)× ...×
GL(nk)×GL(1). Comme ci-dessus, M est isomorphe au groupe des (x1, ..., xk, xk+1, t) ∈
GL(n1)×...×GL(nk)×GL(1)×GL(1) tels que det(x1)...det(xk)xk+1t
2 = 1. Mais on peut
faire disparaˆıtre l’e´le´ment xk+1 et M est simplement isomorphe GL(n1)× ...×GL(nk)×
GL(1).
(c) Les objets sont de´duits par restriction des scalaires de C a` R des objets du cas
(a) de´finis sur C.
(d) Les objets sont de´duits par restriction des scalaires de C a` R des objets du cas
(b) de´finis sur C.
On doit inclure le triplet (G, G˜, a) dans un K-triplet (KG,KG˜, a). L’espace de Levi
M˜ s’e´tend en un K-espace de Levi KM˜ . On a en fait KM˜ = M˜ . En effet, on sait que
KM˜ est lui-meˆme un K-espace. D’apre`s la de´finition de [I] 1.11, ce K-espace est re´duit
a` une seule composante connexe pouvu que H1(ΓR;MSC) soit trivial. C’est le cas d’apre`s
la description ci-dessus : le groupe MSC est produit de groupes SL(m) ou de groupes
de´duits par restriction des scalaires de SL(m) sur C. Comme en [III] 5.1, on note YM
l’ensemble des y ∈M tels que yσ(y)−1 ∈ IMη . Rappelons que, parce que G est simplement
connexe, ZG(η) est connexe et cette proprie´te´ perdure lorsqu’on passe a` un Levi. Il en
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re´sulte que IMη =Mη. Conside´rons l’ensemble de doubles classes
Mη\Y
M/M(R).
Montrons que
(2) cet ensemble de doubles classes est re´duit a` un e´le´ment.
Preuve. On sait que cet ensemble est en bijection avec le noyau de l’application
H1(ΓR;Mη)→ H
1(ΓR,M).
Il suffit de prouver que H1(ΓR;Mη) = {1}. Rappelons que Mη = M1. Dans les cas
(c) et (d), le groupe M1 est complexe et H
1(ΓR;M1) = {1}. Dans le cas (a), M1 est
un produit de groupes GL(m), d’ou` la meˆme conclusion. Dans le cas (b), posons L =
GL(n1)× ...×GL(nk). On a une suite exacte
1→ {±1} →M1 → L→ 1
D’ou` une suite exacte
M1(R)→ L(R)→ H
1(ΓR; {±1})→ H
1(ΓR;M1)→ H
1(ΓR;L) = {1}
Puisque H1(ΓR; {±1}) a deux e´le´ments, il suffit de prouver que la premie`re application
de la suite ci-dessus n’est pas surjective. Mais il re´sulte de la description de M1 que cette
image est forme´e des (x1, ..., xk) ∈ L(R) tels que det(x1)...det(xk) > 0. Cela prouve (2).

On peut prendre comme ensemble de repre´sentants de notre ensemble de doubles
classes l’ensemble Y˙M = {1}.
On introduit les donne´es endoscopiques maximalesG′ = (G′, Gˆθˆ⋊WR, θˆ) de (KG,KG˜, a)
et M′ = (M ′, Mˆθˆ ⋊WR, θˆ) de (KM,KM˜, a) = (M, M˜, a). Remarquons que G
′ est aussi
la donne´e G′(θˆ) de´duite de M′ et de l’e´le´ment s˜ = θˆ. Comme en [III] 6.3, l’e´le´ment
η ∈ G˜(R) de´termine un e´le´ment ǫ ∈ Z(G˜′)ΓR . Si l’on remplace les espaces ambiants
G˜ et G˜′ par M˜ et M˜ ′, on obtient e´videmment le meˆme e´le´ment ǫ. On fixe un dia-
gramme (ǫ, BM
′
, T ′, BM , T, η), ou` BM = B ∩ M . Remarquons que G2 = G
′
ǫ = G
′ et
M2 = M
′
ǫ =M
′.
Comme d’habitude, on ne´glige les espaces de mesures. On dispose d’e´le´ments δ1 et δ2.
On peut identifier δ2 a` un e´le´ment de D
st
tr−unip(M
′
ǫ(R)). En fait, d’apre`s (1), il appartient
a` Dstorb,unip(M
′
ǫ(R)). On pose
δ = descst,M
′,∗
ǫ (δ2).
C’est un e´le´ment de Dstorb(O
′), ou` O′ est la classe de conjugaison stable de ǫ dans M˜ ′(R).
Posons τ = transfert(δ). C’est un e´le´ment de Dge´om(O), ou` O est la classe de conju-
gaison stable de η dans M˜(R). Montrons que
(3) τ appartient a` Dorb(O).
Preuve. On a calcule´ τ a` la fin de la preuve de [III] 7.1. Avec les notations de cette
re´fe´rence, on a
τ =
∑
y∈Y˙M
cM [y]descM˜,∗η[y] ◦ transferty(δ1).
Remarquons que l’application ι∗Mη[y],sc,Mη[y] qui figure en [III] 7.1 disparaˆıt puisque les
groupes Gη[y] sont ici simplement connexes. L’e´le´ment δ1 appartient a` D
st
orb(O
′), c’est-a`-
dire que c’est une combinaison line´aire stable d’inte´grales orbitales. L’homomorphisme
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descM˜,∗η[y] envoie une combinaison line´aire d’inte´grales orbitales sur une telle combinaison
line´aire. En ge´ne´ral, les applications transferty ne ve´rifient pas cette proprie´te´. Mais
elles les ve´rifient dans notre cas particulier car Y˙M est re´duit a` {1} et transfert1 est
l’identite´. 
Les e´le´ments J1 et J2 du lemme 5.1 de´terminent un e´le´ment J ∈ J
KG˜
KM˜
. Soit a ∈
AKM˜(R) un e´le´ment en position ge´ne´rale et proche de 1. D’apre`s (3), on peut de´finir un
e´le´ment ρKG˜J (τ , a) ∈ Dge´om(O)/Ann
KG˜
O , ou` O est la classe de conjugaison stable de θ
∗
dans KM˜(R) = M˜(R). On peut aussi l’e´le´ment ρKG˜,EJ (M
′, δ, a) du meˆme espace. Nos
hypothe`ses de re´currence pose´es en 5.1 nous autorisent a` appliquer les re´sultats de 2.4 :
on a l’e´galite´ ρKG˜J (τ , a) = ρ
KG˜,E
J (M
′, δ, a). A partir de cette e´galite´, la preuve de [III] 7.7
entraˆıne l’e´galite´ du lemme 5.1. Il faut toutefois ve´rifier que cette preuve s’applique. En
inspectant cette preuve, on voit que la seule chose a` ve´rifier et que l’hypothe`se (2) de
[III] 7.1 est ve´rifie´e pour les triplets (G¯′(s¯)SC , G
′(s˜)ǫ,SC, j∗) qui apparaissent et qui sont
diffe´rents de notre triplet (G1, G2, j∗) de de´part. Pour un tel triplet, le groupe G¯
′(s¯) est
un groupe endoscopique de Gη, de´duit de la fac¸on habituelle du groupe endoscopique
”maximal” du Levi Mη de Gη. Autrement dit, il se de´duit de G1 et du groupe endosco-
pique ”maximal” de M1. Les groupes endoscopiques de G1 e´tant bien connus, on voit
que les proprie´te´s suivantes sont ve´rifie´es :
- (G¯′(s¯)SC, G
′(s˜)ǫ,SC, j∗) est produit de triplets e´quivalents a` des triplets quasi-e´le´mentaires
(G1,i, G2,i, j∗i), pour i = 1, ..., m, qui sont de l’un des types (1), (2) ou (3) de [III] 6.1 ; le
Levi M¯ ′ ≃M1 de G¯
′(s¯) de´termine pour chaque i un Levi M1,i de G1,i ;
- si un triplet (G1,i, G2,i, j∗i) est de type (2), resp. (3), les racines dans M1,i sont
longues, resp. courtes ;
- si (G¯′(s¯)SC, G
′(s˜)ǫ,SC, j∗) est diffe´rent de (G1, G2, j∗), on a pour tout i l’ine´galite´
Nmax(G1,i, G2,i, j∗i) < N
max(G1, G2, j∗).
Les deux premie`res proprie´te´s impliquent que le triplet (G¯′(s¯)SC , G
′(s˜)ǫ,SC, j∗) ve´rifie
les conditions de 5.1. On voit qu’alors, l’hypothe`se (2) de [III] 7.1 e´quivaut au lemme 5.1.
La dernie`re proprie´te´ ci-dessus et nos hypothe`ses de re´currence assurent que ce lemme est
ve´rifie´ pour les triplets (G¯′(s¯)SC , G
′(s˜)ǫ,SC, j∗) diffe´rents de (G1, G2, j∗). La de´monstration
de [III] 7.7 s’applique donc bien. Cela ache`ve la preuve.
6 Un re´sultat d’approximation
6.1 Un espace de germes de fonctions
Dans toute la section, (G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure. Soit M˜ un
espace de Levi de G˜. Soit L˜ ∈ L(M˜). Une racine α ∈ ΣG(AM) (conside´re´e comme une
forme line´aire sur AM), se de´compose en αL+α
L, ou` αL ∈ A
∗
L et α
L ∈ AL,∗. Conside´rons
l’ensemble des formes line´aires αL, pour L˜ ∈ L(M˜) et α ∈ Σ
G(AM). On note V
G
M le sous-
ensemble des e´le´ments non nuls. On note UGM le sous-ensemble des H ∈ AM tels que
α(H) 6= 0 pour tout α ∈ V GM . C’est le comple´mentaire dans AM d’un ensemble fini
d’hyperplans. Notons VGM l’espace des fonctions sur U
G
M , qui sont combinaisons line´aires
de fonctions
H 7→
∏
i=1,...,n
log(|exp(riαi(H))− exp(−riαi(H))|R)
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ou` les αi appartiennent a` V
G
M et les ri sont des re´els non nuls. On conside`re les e´le´ments de
VGM comme des fonctions de´finies presque partout sur AM . Remarquons que ces fonctions
sont invariantes par translations par AG. On peut aussi bien conside´rer qu’elles sont
de´finies sur AGM .
Appelons domaine ade´quat dans AM l’intersection d’un voisinage ouvert de 0 dans
AM avec l’ensemble des H ∈ AM qui ve´rifient la condition |α(H)|R > c||H|| pour tout
α ∈ V GM , ou` c > 0 est un re´el fixe´ (on note ici ||.|| la norme euclidienne fixe´e sur AM) .
Soit u un germe de fonction de´fini presque partout au voisinage de 0 dans AM . On dit
qu’il est faiblement e´quivalent a` 0 s’il existe r > 0 et si, pour tout domaine ade´quat, il
existe C > 0 tel que |u(H)| ≤ C||H||r pour tout H dans le domaine et assez proche de
0. On dit que deux germes u et u′ sont faiblement e´quivalents si et seulement si u − u′
est faiblement e´quivalent a` 0.
Remarque. Ces de´finitions de´pendent de G mais cela ne nous geˆnera pas.
Une fonction dans VGM peut eˆtre faiblement e´quivalente a` 0. On note V
G
0,M le sous-
espace des e´le´ments de VGM qui sont faiblement e´quivalents a` 0 et on pose V
G
M = V
G
M/V
G
0,M .
Remarquons que, si u est une fonction de´finie presque partout sur AM qui est faible-
ment e´quivalente a` 0 et si v ∈ VG˜
M˜
, alors uv est faiblement e´quivalente a` 0 : le produit
d’une fonction a` croissance logarithmique et d’une fonction de´croissante en ||H||r est
de´croissante en ||H||r−ǫ pour tout ǫ > 0.
6.2 Approximation des inte´grales orbitales ponde´re´es invariantes
On note IndG˜
M˜
l’homomorphisme d’induction
Dorb(M˜(R))⊗Mes(M(R))
∗ → Dorb(G˜(R))⊗Mes(G(R))
∗
γ 7→ γG˜
.
On fixe une re´union finie O de classes de conjugaison semi-simples parM(R) dans M˜(R).
Conside´rons un e´le´ment
ζ ∈ VGM ⊗ Ind
G˜
M˜
(Dorb(O)⊗Mes(M(R))
∗).
Relevons-le en un e´le´ment ζ ∈ VGM ⊗ Ind
G˜
M˜
(Dorb(O
G˜)⊗Mes(G(R))∗). On peut l’e´valuer
en un point H ∈ UGM , on obtient un e´le´ment ζ(H) ∈ Ind
G˜
M˜
(Dorb(O)⊗Mes(M(R))
∗). La
fonction H 7→ ζ(H) ne de´pend du choix du rele`vement ζ qu’a` faible e´quivalence pre`s (en
un sens similaire a` celui du paragraphe pre´ce´dent). Une telle e´quivalence importera peu,
on notera donc simplement H 7→ ζ(H) cette fonction. On rappelle que, si γ ∈ Dorb(O) et
a ∈ AM(R), on peut de´finir la distribution aγ. Sa valeur sur une fonction ϕ ∈ C
∞
c (M˜(R))
est e´gale a` la valeur de γ sur la fonction aϕ, ou` aϕ(δ) = ϕ(aδ) pour tout δ ∈ M˜(R).
Fixons de´sormais un syste`me de fonctions B sur G˜(R).
Proposition. Il existe un unique homomorphisme
ξG˜(B) : Dorb(O)⊗Mes(M(R))
∗ → VGM ⊗ Ind
G˜
M˜
(Dorb(O)⊗Mes(M(R))
∗)
tel que, pour tout γ ∈ Dorb(O) ⊗Mes(M(R))
∗ et tout f ∈ C∞c (G˜(R)⊗Mes(G(R)), le
germe de la fonction de´finie presque partout sur AM qui, a` H ∈ AM , associe∑
L˜∈L(M˜
IG˜
L˜
(exp(HL)ξ
L˜(γ, B,HL), f)
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soit faiblement e´quivalent au germe constant de valeur
IG˜
M˜
(γ, B, f).
Remarques. (1) Comme souvent, il est implicite que les fonctions ξL˜(B) interve-
nant pour L˜ 6= G˜ ont e´te´ de´termine´es par re´currence par le meˆme e´nonce´ applique´ en
remplac¸ant G˜ par L˜.
(2) Pour M˜ = G˜, on a VMM = C. L’application ξ
M˜(B) est l’identite´.
Preuve de l’unicite´. On peut supposer par re´currence que les ξL˜ sont de´termine´s pour
L˜ 6= G˜. Pour un tel L˜, la classe d’e´quivalence faible de la fonction
H 7→ IG˜
L˜
(exp(HL)ξ
L˜(γ, B,HL), f)
est bien de´termine´e. En effet, ξL˜(γ, B,HL) est uniquement de´termine´e modulo une
combinaison line´aire de fonctions H 7→ u(HL)γL˜, ou` u ∈ V
L
0,M et γL˜ ∈ Dorb(O
L˜) ⊗
Mes(L(R))∗. Or, pour de telles donne´es, la relation 2.4(5) (qui est ve´rifie´e dans notre
situation quasi-de´ploye´e et a` torsion inte´rieure) entraˆıne que la fonction
H 7→ u(HL)IG˜
L˜
(exp(HL)γL˜, f)
est faiblement e´quivalente a` 0. Alors la formule de l’e´nonce´ de´termine la classe d’e´quivalence
faible de la fonction
H 7→ IG˜(ξG˜(γ, B,H), f).
Fixons une base (vi)i∈I d’un supple´mentaire de V
G
0,M dans V
G
M . On peut relever ξ
G˜(γ, B)
de fac¸on unique en un terme
ξG˜(γ, B) =
∑
i∈I
vi ⊗ γ i,
ou` les γi appartiennent a` Ind
G˜
M˜
(Dorb(O) ⊗Mes(M(R))
∗). Alors IG˜(ξG˜(γ, B,H), f) est
faiblement e´quivalent a` ∑
i∈I
vi(H)I
G˜(γi, f).
Donc la classe d’e´quivalence faible de cette somme est bien de´termine´e. Par de´finition
de la base (vi)i∈I , cela entraˆıne que les coefficients I
G˜(γi, f) sont bien de´termine´s. Cela
e´tant vrai pour tout f , les distributions γ i sont uniquement de´termine´es. Donc ξ
G˜(γ, B)
est uniquement de´termine´, ce qui prouve l’unicite´.
Preuve de l’existence. Par line´arite´, il suffit de traiter le cas ou` γ est l’inte´grale
orbitale associe´e a` un e´le´ment γ ∈ M˜(R) de partie semi-simple dans O et a` une mesure
de Haar sur Mγ(R). Pour deux espaces de Levi L˜ et L˜
′ tels que M˜ ⊂ L˜ ⊂ L˜′, on sait
de´finir la fonction H 7→ rL˜
′
L˜
(γ, exp(H), B) pour un point H en position ge´ne´rale dans
AM , cf. [II] 1.9. Elle est d’ailleurs invariante par translations par AL′, donc de´finie pour
H en position ge´ne´rale dans AL
′
M . En fait, on a montre´ en [II] 1.7(9) qu’elle s’e´tendait par
continuite´ au voisinage de tout point de AL
′
L en position ge´ne´rale (dans cette re´fe´rence, il
n’y avait pas de syste`me de fonctions B mais le re´sultat s’e´tend a` ce cas). On peut donc
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de´finir rL˜
′
L˜
(γ, exp(HL), B) pour tout H ∈ AM en position ge´ne´rale. Plus pre´cise´ment, le
re´sultat de [II] 1.7(9) affirme que l’on a l’e´galite´
(3) rL˜
′
L˜
(γ, exp(HL), B) = r
L˜′
L˜
(γ′, exp(HL), B)
ou` γ′ est un e´le´ment quelconque de l’orbite induite de γ a` L˜. Cela implique que cette
fonction est de´finie pour H ∈ UGM proche de 0. De´finissons une fonction H 7→ r¯
G˜
M˜
(γ,H,B)
sur UGM par la formule de re´currence
(4) r¯G˜
M˜
(γ,H,B) = −
∑
L˜∈L(M˜),L˜ 6=G˜
r¯L˜
M˜
(γ,HL, B)rG˜
L˜
(γ, exp(HL), B).
On ve´rifie facilement que c’est un e´le´ment de VGM .
Cela e´tant, on pose
ξG˜(γ, H,B) = (−1)aM−aG r¯G˜
M˜
(γ,H,B)γ.
Pour prouver que cette de´finition satisfait la condition de l’e´nonce´, on doit calculer le
germe de l’expression ∑
L˜∈L(M˜)
IG˜
L˜
(exp(HL)ξ
L˜(γ, B,HL), f).
Ceci n’est autre que
(5)
∑
L˜∈L(M˜)
(−1)aM−aL r¯L˜
M˜
(γ,HL, B)IG˜
L˜
(exp(HL)γ
L˜, f).
Soit L˜ ∈ L(M˜). Fixons une famille (γi)i=1,...,m de repre´sentants des classes de conjugaison
par L(R) dans l’orbite induite par γ. On peut de´composer IG˜
L˜
(exp(HL)γ
L˜, f) en somme
de IG˜
L˜
(exp(HL)γi, f), ou` γi est l’inte´grale orbitale associe´e a` γi et une certaine mesure
sur Lγi(R). On a montre´ en [II] 3.2(1) que le germe de I
G˜
L˜
(exp(HL)γi, f) e´tait e´quivalent
a` ∑
R˜∈L(L˜)
(−1)aL−aRrR˜
L˜
(γi, exp(HL), B)I
G˜
R˜
(γR˜i , B, f).
L’e´quivalence utilise´e dans cette re´fe´rence n’e´tait pas la meˆme qu’ici, mais elle e´tait plus
forte d’apre`s les de´finitions. La meˆme assertion vaut donc pour notre e´quivalence faible.
La relation (3) nous dit que les coefficients rR˜
L˜
(γi, exp(HL), B) sont inde´pendants de i et
valent rR˜
L˜
(γ, exp(HL), B). On peut regrouper les expressions ci-dessus et on obtient que
IG˜
L˜
(exp(HL)γ
L˜, f) est faiblement e´quivalent a`
∑
R˜∈L(L˜)
(−1)aL−aRrR˜
L˜
(γ, exp(HL), B)I
G˜
R˜
(γR˜, B, f).
L’e´quivalence faible se conserve par multiplication par une fonction de VGM . Donc l’ex-
pression (5) est faiblement e´quivalente a`
∑
R˜∈L(M˜)
(−1)aM−aRX R˜(H)IG˜
R˜
(γR˜, B, f),
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ou`
X R˜(H) =
∑
L˜∈LR˜(M˜)
r¯L˜
M˜
(γ,HL, B)rR˜
L˜
(γ, exp(HL), B).
Mais la de´finition (4) entraˆıne que XM˜(H) = 1 tandis que X R˜(H) est e´quivalent a` 0 si
R˜ 6= M˜ . Donc (5) est faiblement e´quivalent a` IG˜
M˜
(γ, B, f). 
6.3 Approximation des inte´grales orbitales ponde´re´es invariantes
stables
On fixe une re´union finie O de classes de conjugaison stable semi-simples dans M˜(R).
En fixant pour un instant les mesures, on de´finit l’espace
Dsttr−orb(G˜(R),O) = D
st
tr−orb(G˜(R)) ∩ Ind
G˜
M˜
(Dstge´om(O)).
Proposition. Il existe un unique homomorphisme
ξG˜,st(B) : Dsttr−orb(O)⊗Mes(M(R))
∗ → VGM ⊗D
st
tr−orb(G˜(R),O)⊗Mes(G(R))
∗
tel que, pour tout δ ∈ Dsttr−orb(O) ⊗Mes(M(R))
∗ et tout f ∈ C∞c (G˜(R) ⊗Mes(G(R)),
le germe de la fonction de´finie presque partout sur AM qui, a` H ∈ AM , associe
∑
L˜∈L(M˜
SG˜
L˜
(exp(HL)ξ
L˜,st(δ, B,HL), f)
soit faiblement e´quivalent au germe constant de valeur
SG˜
M˜
(δ, B, f).
Remarques. (1) Pour H en position ge´ne´rale, la distribution exp(HL)ξ
L˜,st(δ, B,HL)
est G˜-e´quisingulie`re (c’est-a`-dire supporte´e par des e´le´ments γ ∈ L˜(R) tels que Lγ = Gγ),
donc l’inte´grale SG˜
L˜
(exp(HL)ξ
L˜,st(δ, B,HL), f) est bien de´finie.
(2) Si M˜ = G˜, ξM˜,st(B) est l’inclusion naturelle.
L’assertion d’unicite´ se de´montre comme pour la proposition pre´ce´dente. L’existence
sera de´montre´e en 6.5.
6.4 Approximation des inte´grales orbitales ponde´re´es invariantes
associe´es aux e´le´ments de Dtr−orb(M˜(R))⊗Mes(M(R))
∗
On fixe une re´union finie O de classes de conjugaison stable semi-simples dans M˜(R).
En fixant pour un instant les mesures, on de´finit l’espace
Dtr−orb(G˜(R),O) = Dtr−orb(G˜(R)) ∩ Ind
G˜
M˜
(Dge´om(O)).
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Proposition. Il existe un unique homomorphisme
ξG˜(B) : Dtr−orb(O)⊗Mes(M(R))
∗ → VGM ⊗Dtr−orb(G˜(R),O)⊗Mes(G(R))
∗
tel que, pour tout γ ∈ Dtr−orb(O) ⊗Mes(M(R))
∗ et tout f ∈ C∞c (G˜(R)⊗Mes(G(R)),
le germe de la fonction de´finie presque partout sur AM qui, a` H ∈ AM , associe∑
L˜∈L(M˜)
IG˜
L˜
(exp(HL)ξ
L˜(γ, B,HL)L˜, f)
soit faiblement e´quivalent au germe constant de valeur
IG˜
M˜
(γ, B, f).
Remarque. Si M˜ = G˜, ξM˜(B) est l’inclusion naturelle.
Preuve. L’unicite´ se de´montre comme en 6.2. De´montrons l’existence. Par line´arite´,
on peut supposer que γ est une inte´grale orbitale appartenant a` Dorb(O)⊗Mes(M(R))
∗
ou qu’il existe une donne´e endoscopique elliptique et relevante M′ de (M, M˜), avec
M ′ 6= M , qu’il existe une classe de conjugaison stable O′ dans M˜ ′(R) correspondant
a` une classe dans O et qu’il existe δ ∈ Dsttr−orb(M
′,O′) ⊗Mes(M ′(R))∗, de sorte que
γ = transfert(δ). Le premier cas est traite´ par la proposition 6.2. Traitons le second.
On e´crit M′ = (M ′,M′, ζ). D’apre`s 2.4(2) (qui est valide dans notre situation), on a
l’e´galite´
(1) IG˜
M˜
(γ, B, f) = IG˜,E
M˜
(M′, δ, B, f) =
∑
s∈ζZ(Mˆ)ΓR/Z(Gˆ)ΓR
iM˜ ′(G˜, G˜
′(s))S
G
′(s)
M′
(δ, B, fG
′(s)).
On peut appliquer la proposition 6.3 par re´currence a` chacun des termes intervenant ici.
Comme toujours, on doit de´velopper quelques formalite´s pour adapter cette proposition
au cas de donne´es endoscopiques. Le seul point a` expliquer est que la multiplication
(H, δ) 7→ exp(H)δ a un sens dans Dstge´om(M
′) ⊗Mes(M ′(R))∗, pour H ∈ AM ≃ AM ′.
En effet, introduisons des donne´es auxiliaires M ′1,...,∆1. Identifions δ a` un e´le´ment δ1 de
Dstge´om,λ1(M˜
′
1(R)) ⊗Mes(M
′(R))∗. L’e´le´ment H ∈ AM ≃ AM ′ se rele`ve en un e´le´ment
H1 ∈ AM ′1 et la distribution exp(H1)δ1 est bien de´finie. On a introduit en [IV] 2.1 un
caracte`re λAM′
1
de AM ′1 = exp(AM ′1). La distribution λAM′1
(exp(H1))exp(H1)δ1 ne de´pend
pas du rele`vement H1 de H . En effet, on ne peut modifier H1 que par un e´le´ment de
AC1 , donc exp(H1) par un e´le´ment c ∈ AC1 . Or cδ1 = λ1(c)
−1δ1 et λ1 co¨ıncide sur AC1
avec λAM′1
. D’ou` l’invariance cherche´e. On ve´rifie que, si l’on change de donne´es auxi-
liaires, les distributions λAM′
1
(exp(H1))exp(H1)δ1 se recollent en un unique e´le´ment de
Dstge´om(M
′)⊗Mes(M ′(R))∗, que l’on note exp(H)δ. On applique la proposition. Chaque
terme S
G
′(s)
M′
(δ, B, fG
′(s)) se de´veloppe en une somme indexe´e par des espaces de Levi
L˜′s ∈ L
G˜′(s)(M˜ ′). Comme on l’a de´ja` vu plusieurs fois, un tel espace de Levi donne nais-
sance a` un espace de Levi L˜ ∈ L(M˜). Le terme s de´finit une donne´e endoscopique L′(s)
de (L, L˜) de sorte que L˜′s ≃ L˜
′(s). Pour simplifier les notations, on anticipe cela dans la
formule suivante. On obtient que le membre de droite de (1) est faiblement e´quivalent a`
la fonction sur AM qui a` H associe∑
s∈ζZ(Mˆ)ΓR/Z(Gˆ)ΓR
iM˜ ′(G˜, G˜
′(s))
∑
L˜′s∈L
G˜′(s)(M˜ ′)
S
G
′(s)
L′(s) (exp(HL)ξ
L′(s),st(δ, B,HL), fG
′(s)).
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En regroupant les couples (s, L˜′s) selon l’espace de Levi L˜ associe´, on obtient comme en
[II] 3.7 que l’expression ci-dessus est e´gale a`
∑
L˜∈L(M˜)
∑
s∈ζZ(Mˆ)ΓR/Z(Lˆ)ΓR
iM˜ ′(L˜, L˜
′(s))
∑
t∈sZ(Lˆ)ΓR/Z(Gˆ)ΓR
iL˜′(s)(G˜, G˜
′(t))
S
G′(t)
L′(s) (exp(HL)ξ
L′(s),st(δ, B,HL), fG
′(t))
ou encore
∑
L˜∈L(M˜)
∑
s∈ζZ(Mˆ)ΓR/Z(Lˆ)ΓR
iM˜ ′(L˜, L˜
′(s))IG˜,E
L˜
(L′(s), exp(HL)ξ
L
′(s),st(δ, B,HL), f).
Les distributions exp(HL)ξ
L
′(s),st(δ, HL, B) sont G˜-e´quisingulie`res pour H en position
ge´ne´rale et on peut appliquer la proposition 1.13. Cela nous permet de remplacer ci-
dessus
IG˜,E
L˜
(L′(s), exp(HL)ξ
L
′(s),st(δ, B,HL), f)
par
IG˜
L˜
(transfert(exp(HL)ξ
L′(s),st(δ, B,HL)), f).
On a
transfert((exp(HL)ξ
L
′(s),st(δ, B,HL)) = exp(HL)(transfert(ξ
L
′(s),st(δ, B,HL))).
La somme se re´crit
(2)
∑
L˜∈L(M˜)
IG˜
L˜
(exp(HL)ξ
L˜(δ, B,HL), f),
ou`
(3) ξL˜(δ, B,HL) =
∑
s∈ζZ(Mˆ)ΓR/Z(Lˆ)ΓR
iM˜ ′(L˜, L˜
′(s))transfert(ξL
′(s),st(δ, B,HL)).
Pour tout s apparaissant ci-dessus, le terme ξL
′(s),st(δ, B) appartient a` V
L′(s)
M ′ ⊗D
st
tr−orb(L
′(s),O′)⊗
Mes(L′(s;R))∗. On a l’inclusion naturelle V
L′(s)
M ′ ⊂ V
L
M . En reprenant les de´finitions, on
voit que le transfert envoie Dsttr−orb(L
′(s),O′)⊗Mes(L′(s;R))∗ dans Dtr−orb(L˜(R),O)⊗
Mes(L(R))∗. Donc ξL˜(δ, B) est bien un e´le´ment de VLM⊗Dtr−orb(L˜(R),O)⊗Mes(L(R))
∗
comme on le voulait. On a montre´ que le membre de droite de (1) e´tait faiblement
e´quivalent a` (2). C’est la relation de l’e´nonce´. 
6.5 Preuve de la proposition 6.3
Comme on l’a de´ja` vu plusieurs fois, la preuve est essentiellement la meˆme que la
pre´ce´dente. On part de la formule
SG˜
M˜
(δ, B, f) = IG˜
M˜
(δ, B, f)−
∑
s∈Z(Mˆ)ΓR/Z(Gˆ)ΓR ,s 6=1
iM˜(G˜, G˜
′(s))S
G
′(s)
M
(δ, B, fG
′(s)).
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On applique la proposition 6.4 au premier terme et la proposition 6.3 par re´currence aux
autres. On obtient que SG˜
M˜
(δ, B, f) est faiblement e´quivalente a` la fonction sur AM qui
a` H associe
(1)
∑
L˜∈L(M˜)
(
IG˜
L˜
(exp(HL)ξ
L˜(δ, B,HL), f)−XL˜(H)
)
,
ou`
XL˜(H) =
∑
s∈Z(Mˆ)ΓR/Z(Lˆ)ΓR
iM˜(L˜, L˜
′(s))
∑
t∈sZ(Lˆ)ΓR/Z(Gˆ)ΓR ,t6=1
iL˜′(s)(G˜, G˜
′(t))
S
G′(t)
L′(s) (exp(HL)ξ
L′(s),st(δ, B,HL), fG
′(t)).
Supposons d’abord L˜ 6= G˜. D’apre`s notre hypothe`se de re´currence, le terme ξL˜,st(δ, B,HL)
est de´ja` de´fini. On voit qu’ajouter a` XL˜(H) le terme S
G˜
L˜
(exp(HL)ξ
L˜,st(δ, B,HL), f) re-
vient a` supprimer la restriction t 6= 1 dans la formule ci-dessus. La somme en t devient
alors
IG˜,E
L˜
(L′(s), exp(HL)ξ
L
′(s),st(δ, B,HL), f).
En appliquant la proposition 1.13, c’est aussi
IG˜
L˜
(exp(HL)transfert(ξ
L′(s),st(δ, B,HL)), f).
Alors
SG˜
L˜
(exp(HL)ξ
L˜,st(δ, B,HL), f) +XL˜(H) = I
G˜
L˜
(exp(HL)ξ
L˜(δ, B,HL), f),
ou`
ξL˜(δ, B,HL) =
∑
s∈Z(Mˆ)ΓR/Z(Lˆ)ΓR
iM˜(L˜, L˜
′(s))transfert(ξL
′(s),st(δ, B,HL)).
On applique la de´finition 6.4(3), en se rappelant qu’il s’agissait d’une e´galite´ dans VLM ,
c’est-a`-dire a` faible e´quivalence pre`s. Elle implique que ξL˜(δ, B,HL) et ξL˜(δ, B,HL)
sont faiblement e´quivalents. Alors le terme indexe´ par L˜ de la formule (1) est faiblement
e´quivalent a` SG˜
L˜
(exp(HL)ξ
L˜,st(δ, B,HL), f).
Supposons maintenant L˜ = G˜. La de´finition se simplifie :
XG˜(H) =
∑
s∈Z(Mˆ)ΓR/Z(Gˆ)ΓR ,s 6=1
iM˜(G˜, G˜
′(s))SG
′(s)(ξG
′(s),st(δ, B,H), fG
′(s))
=
∑
s∈Z(Mˆ)ΓR/Z(Gˆ)ΓR ,s 6=1
iM˜(G˜, G˜
′(s))IG˜(transfert(ξG
′(s),st(δ, B,H)), f)
= IG˜(ξG˜(δ, B,H), f)− IG˜(ξG˜,st(δ, B,H), f),
ou` on a pose´
(2) ξG˜,st(δ, B,H) = ξG˜(δ, B,H)
−
∑
s∈Z(Mˆ)ΓR/Z(Gˆ)ΓR ,s 6=1
iM˜(G˜, G˜
′(s))transfert(ξG
′(s),st(δ, B,H)).
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Alors le terme indexe´ par G˜ dans la formule (1) est e´gal a` IG˜(ξG˜,st(δ, B,H), f). Cette
formule devient
(3) IG˜(ξG˜,st(δ, B,H), f) +
∑
L˜∈L(M˜),L˜ 6=G˜
SG˜
L˜
(exp(HL)ξ
L˜,st(δ, B,HL), f).
La distribution ξG˜(δ, B,H) appartient a` Dtr−orb(G˜(R))⊗Mes(G(R))
∗. Les distributions
ξG
′(s),st(δ, B,H) appartiennent a` Dsttr−orb(G
′(s))⊗Mes(G′(s;R))∗. Leur transfert appar-
tient a` Dtr−orb(G˜(R))⊗Mes(G(R))
∗. La formule (2) montre que ξG˜,st(δ, B,H) appartient
aussi a` cet espace. Pour la meˆme raison, ξG˜,st(δ, B,H) appartient a` IndG˜
M˜
(Dge´om(O) ⊗
Mes(M(R))∗). Donc ξG˜,st(δ, B,H) appartient a` Dtr−orb(G˜(R),O)⊗Mes(G(R))
∗. Fixons
un supple´mentaire W de VG0,M dans V
G
M . Il existe un unique e´le´ment ξ
G˜,st(δ, B) ∈
W ⊗Dtr−orb(G˜(R),O)⊗Mes(G(R))
∗ qui soit faiblement e´quivalent a` ξG˜,st(δ, B). Dans
la formule (3), on peut remplacer ξG˜,st(δ, B,H) par ξG˜,st(δ, B,H). Supposons que f
soit instable, c’est-a`-dire que son image dans SI(G˜(R)) ⊗ Mes(G(R)) soit nulle. En
vertu du the´ore`me 1.4 et des proprie´te´s e´nonce´es en 2.4, les termes SG˜
M˜
(δ, B, f) et
SG˜
L˜
(exp(HL)ξ
L˜,st(δ, B,HL), f) sont nuls. On obtient que IG˜(ξG˜,st(δ, B,H), f) est faible-
ment e´quivalent a` 0. On peut e´crire
ξG˜,st(δ, H,B) =
∑
i=1,...,n
ui(H)γi,
ou` (ui)i=1,...,n est une famille d’e´le´ments line´airement inde´pendants de W et les γi ap-
partiennent a` Dtr−orb(G˜(R),O)⊗Mes(G(R))
∗. Alors
IG˜(ξG˜,st(δ, B,H), f) =
∑
i=1,...,n
ui(H)I
G˜(γi, f).
Par de´finition deW , ceci ne peut eˆtre faiblement e´quivalent a` 0 que si tous les coefficients
sont nuls. Cela e´tant vrai pour tout f instable, les distributions γi sont stables. Graˆce
au lemme [I] 5.13, elles sont induites d’e´le´ments de Dstge´om(O) ⊗Mes(M(R))
∗ et appar-
tiennent donc a` Dsttr−orb(G˜(R),O)⊗Mes(G(R))
∗. Donc ξG˜,st(δ, B) prend ses valeurs dans
l’espace voulu. Puisque ces valeurs sont stables, on peut remplacer le premier terme de
(3) par SG˜(ξG˜,st(δ, B,H), f). Alors (3) devient la formule de l’e´nonce´ de la proposition
6.3. Cela ache`ve la de´monstration. 
7 Le cas des groupes complexes
Conside´rons tre`s brie`vement le cas ou` le corps de base n’est plus R mais C. On
conside`re donc un triplet (G, G˜, a) de´fini sur C. Tous les re´sultats de l’article restent va-
lables. Pour le voir, on peut reprendre les de´monstrations et constater qu’elles valent aussi
bien dans le cas complexe. Certaines se simplifient : par exemple, les K-espaces dispa-
raissent. On peut aussi appliquer les re´sultats du cas re´el au triplet re´el (GR, G˜R, aR)
de´duit du triplet initial par restriction des scalaires. Cette deuxie`me me´thode per-
turbe les hypothe`ses de re´currence. Pour (G, G˜, a), celles-ci concernent des triplets com-
plexes (G′, G˜′, a′) ve´rifiant en tout cas dim(G′SC) ≤ dim(GSC). Pour (GR, G˜R, aR), elles
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concernent des triplets re´els (G′, G˜′, a′) ve´rifiant dim(G′SC) ≤ dim(GR,SC) = 2dim(GSC).
En fait, on n’applique ces hypothe`ses de re´currence qu’a` des triplets de´duits de (GR, G˜R, aR)
par des ope´rations naturelles : passage a` un Levi, a` une composante neutre d’un commu-
tant, a` l’espace d’une donne´e endoscopique etc... On constate que toutes ces ope´rations
construisent des objets de meˆme type que (GR, G˜R, aR), c’est-a`-dire de´duits par restric-
tion des scalaires d’objets de´finis sur C. On voit ainsi que les hypothe`ses de re´currence
pose´es pour (G, G˜, a) suffisent a` assurer la validite´ des raisonnements pour le triplet
(GR, G˜R, aR).
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