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resumo 
 
 
Este trabalho teve como objectivo estudar técnicas não lineares para a
eliminação de ruído em séries temporais. O estudo efectuado baseou-se nos 
algoritmos SSA e KPCA. É apresentado um novo algoritmo, designado por 
Local SSA, que representa uma extensão do SSA. O algoritmo KPCA é 
descrito numa abordagem diferente da apresentada na literatura. 
Os algoritmos foram aplicados a sinais artificiais para estudar a influência dos
parâmetros na  performance dos mesmos. 
Foi efectuado um estudo preliminar da aplicação destes algoritmos a sinais 
EEG para  eliminação de artefactos, nomeadamente, do sinal EOG. 
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abstract 
 
The main goal of this work was to study non linear techniques to remove noise
in time series. The study was based on Singular Spectrum Analysis (SSA) and
Kernel Principal Component Analysis (KPCA) algorithms. 
A new algorithm is presented, named as Local SSA, which consists on 
extension of the SSA. KPCA algorithm is described in a different approach from 
the one presented in the literature. 
The performance of the algorithms, with distinct parameters, was studied using
artificial signals. A preliminary study was carried out, applying these algorithms 
to EEG signals in order to remove high amplitude artefacts like the interference
of the EOG signal. 
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Capítulo 1
Introdução
As técnicas de separação em componentes independentes têm sido aplicadas a vários tipos
de sinais, (telecomunicações, biomédicos, multimédia, etc) com dois objectivos diferentes:
eliminação do ruído inerente ao processo de aquisição ou separação de sinais registados
simultaneamente, mas com proveniência diferente.
Em qualquer um dos casos trata-se de extrair sinais de misturas (lineares ou não-lineares) sem
o conhecimento a priori dos sinais originais (sinais fonte ou componentes independentes) e do
processo de mistura. Na literatura são descritos diferentes métodos para resolver este pro-
blema, nomeadamente, métodos baseados na decomposição generalizada em valores/vectores
próprios. Nesta família de algoritmos, com sinais misturados, são calculadas matrizes (de
correlação, de covariância, de cumulante) que são simultaneamente diagonalizadas (AMUSE,
EFOBI) [2] ou aproximadamente diagonalizadas (SOBI, JADE) [2]. Na diagonalização
simultânea reconhece-se que a eficácia do método é bastante dependente do nível de ruído
existente no processo de identificação do número de componentes. Consequentemente,
a implementação destes métodos é efectuada em dois passos baseados na decomposição
standard em vectores e valores próprios [3]. O primeiro passo, usualmente designado por
"whitening ou sphering"dos dados, tem sido implementado utilizando estratégias diversas,
com o objectivo de minimizar os efeitos do ruído. Na forma mais simples, o primeiro
passo do algoritmo é semelhante a uma decomposição em componentes principais, Principal
Component Analysis (PCA).
Neste trabalho foram estudadas técnicas não lineares para a eliminação de ruído a serem
incorporadas futuramente, neste primeiro passo do algoritmo.
As técnicas não lineares consistem na projecção dos dados num espaço de dimensão elevada,
utilizando matrizes de trajectória definidas pelo método Singular Spectrum Analysis (SSA) [4]
ou utilizando funções de kernel, como é descrito pelos métodos Kernel Principal Component
Analysis (KPCA) [5].
Foi introduzido um novo algoritmo designado por Local SSA, que consiste no algoritmo
SSA adicionado de dois novos passos: clustering e unclustering. Este novo algoritmo tem
como objectivo agrupar a matriz de trajectória por diferentes gamas de amplitude para a
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decomposição em valores próprios e vectores próprios de forma local - Local SSA. Após as
projecções dos dados num espaço de dimensão superior é necessário escolher as componentes
relacionadas com o ruído, bem como as componentes relacionadas com os sinais. Como é
verificado pelo método PCA, os valores próprios da matriz de correlação dos dados são um
factor relevante na determinação das componentes associadas ao ruído. Para seleccionar os
valores próprios da matriz de trajectória, foram introduzidos os seguintes critérios: Minimum
Description Length (MDL), Akaike Information Criterion (AIC), Variância Explicada (VE)
e técnicas de clustering [6, 7, 8].
O estudo destes algoritmos foi avaliado com sinais artificiais e a sua eficiência foi comparada
com parâmetros de performance frequentemente utilizados, tais como o Mean Square
Error (MSE), coeficientes de correlação, análise espectral e valor da kurtosis [9].
Os algoritmos foram também aplicados a sinais Electroencefalograma (EEG) com o objectivo
de eliminar artefactos provenientes do campo electromagnético induzido pela corrente
eléctrica e iluminação, dos movimentos oculares ou ainda provenientes dos eléctrodos ou de
movimentos do paciente.
1.1 Estrutura da dissertação
A dissertação está dividida em sete capítulos e três apêndices:
• Capítulo 1- Introdução
O capítulo inicial apresenta o tema, os objectivos da dissertação e a estrutura da mesma.
• Capítulo 2 - Redução de ruído em séries temporais
É apresentado o algoritmo SSA e uma nova versão deste, designada por Local SSA. São
efectuadas algumas experiências para estudar a selecção dos parâmetros dos algoritmos,
utilizando sinais artificiais e são apresentadas algumas conclusões.
• Capítulo 3 - Kernel PCA
Neste capítulo é feita uma exposição do algoritmo KPCA, nomeadamente das funções
de kernel e de dois métodos para a reconstrução dos dados no espaço de entrada: método
das distâncias e método iterativo. Posteriormente, são apresentados alguns resultados do
estudo dos parâmetros do algoritmo com sinais artificiais e efectuada uma comparação
entre o algoritmo Local SSA e KPCA. Por fim, são apresentadas algumas conclusões.
• Capítulo 4 - Dimensão do subespaço do sinal
São apresentados três critérios para a selecção do número de direcções associadas ao
ruído do sinal no subespaço de maior dimensão: MDL, AIC e VE. Posteriormente,
são apresentados os resultados das experiências efectuadas com sinais artificiais, para
estudar a influência de alguns parâmetros na performance dos critérios e retiradas
algumas conclusões.
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• Capítulo 5 - Aplicações dos algoritmos a sinais EEG
É efectuada uma introdução sobre os sinais EEG e Electrooculograma (EOG) e o seu
método de registo. São apresentados os resultados da aplicação dos algoritmos SSA, Lo-
cal SSA e KPCA a segmentos de sinais EEG na eliminação de artefactos e apresentadas
algumas conclusões.
• Capítulo 6 - Conclusões e Trabalho futuro
Neste capítulo são apresentadas as conclusões gerais do trabalho e algumas propostas
de trabalho futuro.
• Apêndice 1 - Decomposição em Valores Singulares - Singular Value Decomposition
(SVD)
Neste apêndice é descrita a decomposição de uma matriz em valores e vectores singulares.
• Apêndice 2 - Pré-Imagem - método das distâncias
Descrição de uma metodologia proposta em [10] para resolver o problema da pré-imagem
no método das distâncias do algoritmo KPCA.
• Apêndice 3 - Resultados SSA
Descrição dos parâmetros da aplicação dos algoritmos SSA e Local SSA aos sinais ar-
tificiais com um Signal to Noise Ratio (SNR)=5dB (número de direcções seleccionadas
pelo critério MDL e número de amostras por cluster).
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Capítulo 2
Redução de Ruído em Séries
Temporais
2.1 Introdução
A redução de ruído em séries temporais multidimensionais é um problema que pode ser
resolvido, aplicando o algoritmo SVD. No entanto, em sinais unidimensionais a utilização
deste algoritmo não é viável, devido à dimensão do conjunto de dados.
Uma alternativa à resolução deste problema é mapear os dados num espaço de dimensão
superior, através de atrasos sucessivos ao sinal. Sobre o conjunto de dados mapeados é
aplicado o algoritmo SVD. Por fim, são calculas as médias das diagonais da matriz dos dados
reconstruídos para obter novamente o sinal unidimensional. Este processo designa-se por
SSA. A SSA é uma técnica que se baseia no método SVD para decompor uma série temporal
num somatório de várias componentes, num espaço de dimensão superior.
Neste capítulo são descritos detalhadamente todos os passos do método SSA. Posteriormente,
é descrito um outro método baseado na SSA com a introdução de dois novos passos, designados
por clustering e unclustering. Este passo tem como objectivo permitir a decomposição da série
temporal de forma local, (Local SSA). Depois é apresentada uma extensão do método SSA
para análise de séries multidimensionais, (Multiple Singular Spectrum Analysis (MSSA)).
Na secção 2.5 são apresentados alguns resultados obtidos com dados artificiais que ilustram
a importância e influência de alguns parâmetros dos algoritmos SSA e Local SSA na redução
de ruído em séries temporais. Por fim, são apresentadas algumas conclusões.
2.2 Singular Spectrum Analysis
A SSA é uma técnica nova de análise de séries temporais para extracção de informação,
aplicada em vários tipos de séries, nomeadamente séries climáticas, [11], geográficas [12, 13] e
meteorológicas [4], com o objectivo de decompor as séries temporais num somatório de várias
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componentes. Estas componentes são habitualmente interpretadas como a tendência da série
(quando a componente é muito lenta), oscilações (quando há variações de amplitudes) ou
como o ruído.
A análise espectral singular é decomposta em dois passos principais: decomposição e
reconstrução.
• Decomposição
1. Mapeamento dos dados - Embedding
Transformação de uma sequência x[n] unidimensional para uma sequência multi-
dimensional, através de uma janela de dimensão M , onde 1 < M < N . O novo
conjunto de dados é um sinal multidimensional em que cada vector tem dimensão
M , eq. 2.1.
A variável M corresponde ao número de atrasos efectuados ao sinal e é também
designada por dimensão da janela.
x[n] = [x[n], x[n− 1], x[n − 2], ...x[n −M + 1]]T (2.1)
2. Decomposição SVD e PCA no espaço de dimensão M .
No espaço de dimensão M é calculada a matriz de covariância dos dados multidi-
mensionais e a sua decomposição em valores próprios e vectores próprios.
• Reconstrução
1. Agrupamento A decomposição da matriz de covariância em valores e vectores
próprios pode ser escrita como um somatório das submatrizes associadas a
cada valor próprio maior que zero, originando uma única matriz de trajectória.
Posteriormente, os dados são projectados nas direcções principais e reconstruídos.
2. Cálculo do sinal unidimensional
Este passo transforma a matriz de trajectória numa série temporal.
No algoritmo SSA foram introduzidos dois novos passos (clustering e unclustering) com o
objectivo de agrupar os dados e projectá-los localmente nas suas principais direcções [14] .
Este novo algoritmo designa-se por Local SSA. Na secção seguinte, estão descritos os passos
deste algoritmo.
2.3 Local SSA
O Local SSA é um método que se baseia no tradicional SSA, adicionado de dois novos passos
que correspondem ao agrupamento dos dados (clustering) e ao respectivo desagrupamento
dos mesmos (unclustering). Este algoritmo é composto pelos seguintes passos:
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1. Decomposição
• Embedding
• Agrupamento ( Clustering )
• Decomposições Locais
2. Reconstrução
• Agrupamento das decomposições locais
• Desagrupamento ( Unclustering )
• Diagonalização
Nas subsecções seguintes vão ser descritos detalhadamente todos os passos deste algoritmo.
2.3.1 Embedding
Considerando N amostras da sequência unidimensional x[n] = [x[0], x[1], ..., x[N−1]], a matriz
de trajectória X, M × (N −M + 1) obtida para esta sequência é dada por
X =


x[M − 1] x[M ] · · · x[N − 1]
x[M − 2] x[M − 1] · · · x[N − 2]
...
...
. . .
...
x[0] x[1] · · · x[N −M ]

 (2.2)
ondeM representa o número de atrasos a efectuar ao sinal. As colunas da matriz de trajectória
constituemK = N−M+1 vectores atrasados, tal como foi descrito pela equação 2.1. Assim, o
embedding corresponde ao mapeamento dos dados originais num espaço de dimensão M < N .
Algoritmo 1 Mapeamento dos dados
entrada N amostras de x ; Embedding M
X = []
for ic =M + 1 : −1 : 1
X = [X;x(ic : end−M − 1 + ic)]
end
saída Matriz de Trajectória: X
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2.3.2 Agrupamento (Clustering)
Este passo corresponde ao agrupamento das colunas da matriz de trajectória. Ao conjunto
dos (N −M + 1) vectores colunas da matriz de trajectória é aplicado o algoritmo de cluste-
ring k-means [15] que agrupa os vectores coluna em q conjuntos, formando q submatrizes de
trajectória Xci , com i = 1, ..q [9]. O número de colunas Nci de cada submatriz de trajectória
verifica a condição
q∑
i=1
Nci = N −M + 1 (2.3)
Depois de se aplicar o algoritmo de clustering aos vectores coluna da matriz X,(eq. 2.2),
os índices k = 1, 2, ..., N −M + 1 das colunas da matriz de trajectória são divididos em q
conjuntos: c1, ...cq. Cada submatriz de trajectória Xci é formada pelas colunas da matriz X,
associadas ao índice do conjunto ci.
Algoritmo 2 Clustering
entrada Matriz Trajectória X, Número de Clusters q
[clust Xci ] = kmeans 1 (X, q), i = 1, .., q
saída Submatrizes de X: Xci , i = 1, ..., q
Vector dos índices das colunas de cada submatriz Xci : Clust
2.3.3 Decomposições Locais
Para cada submatriz Xci é calculada a matriz de covariância e efectuada a decomposição
em valores e vectores próprios, sendo extraídas as componentes associadas às k principais
direcções. Consideremos mci o vector das médias de cada submatriz de trajectória
mci =
1
Nci
XcijNci (2.4)
onde jNci = [1, 1, ..., 1]
T com dimensão Nci .
A cada cluster é-lhe retirado a média:
Y = Xci −mci (jNci )T (2.5)
É calculada a matriz de covariância C para cada submatriz de trajectória Xci , C =
〈
Y Y T
〉
.
Posteriormente, é efectuada uma decomposição em valores e vectores próprios de cada matriz
1Função implementada na Statistical Pattern Recognition Toolbox for matlab [16]
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de covariância C e calculadas as projecções normalizadas vl nas principais direcções
vl = λ
−1/2
l Y
Tul, (l = 1, ..., d) (2.6)
onde (λ1 ≥ λ2 ≥ λ3 ≥ ... ≥ λM ≥ 0) correspondem aos valores próprios e (u1,u2, ...,uM)
aos vectores próprios e d = max(l|λl > 0).
A decomposição SVD da matriz de trajectória pode ser escrita como
Y = Y1 + Y2 + ...+ Yd (2.7)
onde Yl = (
√
λlul)v
T
l = ulu
T
l Y representam as matrizes elementares da reconstrução de cada
projecção.
A selecção do número principal de direcções k no espaço de dimensão M pode ser efectuada,
considerando diferentes critérios. Estes critérios encontram-se descritos no capítulo 4.
2.3.4 Agrupamento das Matrizes Elementares
Este passo consiste na soma das k matrizes elementares. A submatriz de trajectória recons-
truída é dada por:
Xcir = Y1 + Y2 + Y3 + ...+ Yk +mci (jNci )
T (2.8)
É de notar que este procedimento é efectuado para cada uma das matrizes de covariância
dos q clusters. Assim, as equações 2.5, 2.6 e 2.7 são aplicadas a cada uma das diferentes
submatrizes de trajectória.
2.3.5 Desagrupamento (Unclustering)
Depois de reconstruir todas as submatrizes de trajectória nas k principais direcções, é
necessário desagrupar os dados (unclustering).
Todas as q submatrizes de trajectória Xcir vão ser agrupadas numa única matriz Xr, de
acordo com os índices do conjunto ci que lhes corresponde. Assim, Xr vai representar a nova
matriz multidimensional de dados de dimensão M × (N −M + 1).
2.3.6 Diagonalização da matriz de trajectória
A diagonalização corresponde à transformação de uma matriz multidimensional Xr,M×(N−
M + 1), num vector xˆr, 1×N .
Esta transformação consiste na substituição de todos os elementos de cada diagonal da matriz
mutidimensional pela sua média, obtendo uma matriz que corresponde à matriz de trajectória.
Este é o processo que garante a minimização da norma de Forbenius da diferença entre a matriz
original e a matriz de trajectória, tendo em conta todas as soluções possíveis para obter uma
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Algoritmo 3 Decomposições Locais
entrada Matriz dos dados X do cluster ci
Número de direcções principais: k
[M c] = size(X)
Y = X −mean(X, 2)(1Nc )T onde jNc = [1, 1, ..., 1]T de dimensão c
C = Y Y T
[U,Λ] = eig(C)
Yl = ulu
T
l Y, l = 1, ...,M
Escolha das k principais direcções
Xr = Y1 + Y2 + ...+ Yk +mean(X, 2)(jNc )
T
saída novo conjunto de dados: Xr
matriz com todas as diagonais iguais [4]. A sequência xˆr é constituída pelas médias de todas
as diagonais da matriz Xr (ver algoritmo 4).
2.4 MSSA
A análise singular espectral multidimensional representa uma extensão da SSA. Considerando
um sinal multidimensional
x[n] = [x1[n], x2[n], ..., xL[n]]
T (2.9)
constituído por L sinais (onde cada sinal é xi[n] = [xi[0], xi[1], ..., xi[N − 1]], i = 1...L), é
calculada uma matriz de trajectória para cada um deles. A matriz de trajectória X (LM ×
(N −M + 1)) obtida para a série multidimensional x[n] é obtida pela concatenação de L
matrizes de trajectória :
X = [X1,X2, ...,XL] (2.10)
ou seja,
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Algoritmo 4 Diagonalização da Matriz de Trajectória
entrada Matriz de dados Xr, M × (N −M + 1)
[M,C]=size(X)
y = []
for i=-M+1:C-1
y=[y mean(diag(X),i))]
end
saída Vector y, 1×N
X =


x1[M − 1] x1[M ] · · · x1[N − 1]
...
...
. . .
...
x1[0] x1[1] · · · x1[N −M ]
x2[M − 1] x2[M ] · · · x2[N − 1]
...
...
. . .
...
x2[0] x2[1] · · · x2[N −M ]
...
...
. . .
...
...
...
. . .
...
xL[M − 1] xL[M ] · · · xL[N − 1]
...
...
. . .
...
xL[0] xL[1] · · · xL[N −M ]


(2.11)
em que cada coluna da matriz X é constituída pelos vectores L vectores xi. O processamento
da matriz X é efectuado tal como é descrito na secção 2.3, excepto a opção descrita em 2.3.6,
que deverá ser efectuada por blocos.
São considerados L blocos e as diagonais de cada bloco são substituídas pelas suas médias,
obtendo um sinal com dimensão igual à original, L×N .
2.5 Selecção dos parâmetros do algoritmo
O algoritmo Local SSA descrito nas secções anteriores apresenta um conjunto de parâmetros
que é necessário escolher: número de clusters q e número de atrasos M . Existe um terceiro
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parâmetro que consiste no número de direcções k a seleccionar em cada cluster. Este
parâmetro pode ser inferido pelo critério MDL ou de uma forma constante, seleccionando
um número de direcções fixas em cada cluster, k = 1. O parâmetro k influencia também a
performance do algoritmo e está relacionado com os outros parâmetros.
A escolha do número de atrasos para efectuar o embedding no algoritmo SSA depende da
informação conhecida a priori da série (por exemplo, periodicidade ou frequências fundamen-
tais). A maior dificuldade na escolha da dimensão da janela reside no facto da variação da
dimensão da janela influenciar fortemente as capacidades de separação do algoritmo SSA [4].
Contudo, existem alguns princípios gerais assumidos por diversos autores para a selecção da
dimensão M da janela, nomeadamente:
• Se a dimensão da janela for aproximadamente metade da dimensão do conjunto de dados(
M ≈ N2
)
, então é obtida uma decomposição detalhada e uma separação estável da série
temporal [4].
Se a dimensão da janela for pequena, a separação das componentes não é tão evidente.
Na maior parte das vezes, a escolha de janelas de dimensão elevada (quando M,K 7−→
∞) permite obter melhores resultados.
• Se o sinal for um sinal periódico de banda larga, de período P , a dimensão da janela
deve ser superior ao período do sinal, M > P [4].
• Se pretendermos eliminar num sinal componentes associadas a uma determinada banda
de frequência, a dimensão da janela escolhida é baseada no menor valor da banda de
frequência de interesse, fL,
M ≥ fs
fL
(2.12)
onde fs representa a frequência do sinal e fL a frequência mais baixa de interesse [17].
Nas secções seguintes, as experiências efectuadas tiveram como objectivo ilustrar a aplicação
dos algoritmos SSA e Local SSA na redução de ruído branco gaussiano aditivo em séries
temporais. Além disso, foram efectuadas várias experiências para estudar a influência dos
parâmetros (número de clusters q, número de atrasos M e número de direcções k) na
performance do algoritmo.
2.6 Caracterização dos sinais de teste
A sequência temporal utilizada nestas experiências é dada por:
x[n] = y[n] + ν[n] (2.13)
onde y[n] representa um sinal periódico e ν[n] o ruído aleatório gaussiano adicionado.
Foi considerado um grupo de três sinais periódicos x[n] com diferentes bandas de frequência
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fundamentais: sinal de banda estreita (sinusóide), sinal de banda larga (funny) e um sinal
dente-de-serra cuja energia mais alta se encontra concentrada na banda das baixas frequências
(figura 2.1). A este grupo de sinais foi adicionado ruído gaussiano aleatório, tal que, o SNR
é dado pela expressão 2.14
SNR = 10log
{
σ2x
σ2ν
}
(dB) (2.14)
tomasse valores de 20dB e de 5dB. O parâmetro σ2x representa a variância do sinal e o parâ-
metro σ2ν a variância do ruído.
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Figura 2.1: Grupo de sinais artificiais utilizados: sinal sinusoidal, sinal funny e sinal dente-
de-serra representado no domínio do tempo e no domínio da frequência.
Para estudar a influência dos parâmetros do algoritmo, foram efectuadas várias experiências
com os sinais da figura 2.1. Dos resultados obtidos, verificou-se que o SNR altera de forma
significativa a relação entre os parâmetros. Assim sendo, os resultados apresentados estão
divididos, tendo em conta a influência dos parâmetros com um SNR elevado (20dB) (figura
2.2) e um SNR baixo (5dB) (figura 2.3).
2.7 Influência dos parâmetros com SNR elevado
Nesta secção vão ser apresentados alguns resultados que ilustram a influência do número
de clusters, do número de atrasos e do número de direcções a seleccionar, em sinais com
SNR = 20dB, considerando o conjunto de dados da figura 2.1. A este conjunto de dados foi
aplicado o algoritmo SSA e o algoritmo Local SSA, considerando q = 3 e q = 5 clusters e
duas janelas de dimensão M = 11 e M = 36.
A escolha do número de direcções principais a seleccionar em cada cluster foi obtida por dois
critérios diferentes:
• selecção do número de direcções de forma automática, pelo critério MDL
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Figura 2.2: Grupo de sinais artificiais da figura 2.1 com um SNR=20dB.
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Figura 2.3: Grupo de sinais artificiais da figura 2.1 com um SNR=5dB.
• selecção de um número fixo de direcções (k = 1)
2.7.1 Aplicação do critério MDL
Para SNR elevados, a dimensão do embedding do algoritmo SSA está relacionada com a
periodicidade do sinal [4].
Para ilustrar a influência do embedding na redução de ruído gaussiano em sinais periódicos, foi
calculado o erro quadrático médio entre o sinal original e o sinal reconstruído pelo algoritmo
SSA
MSE =
1
N
N∑
n=1
|y[n]− yˆ[n]|2 (2.15)
onde N representa a dimensão do conjunto de dados, y[n] representa o sinal original e o yˆ[n]
representa o sinal reconstruído.
Foi considerado o sinal dente-de-serra (figura 2.1) com cinco períodos diferentes:
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P = 15, 25, 35, 45 e 55 e um SNR igual a 20dB. A dimensão do embedding variou en-
tre M = 1 e M = 151. Para cada M foi calculado o erro quadrático médio centrado (figura
2.4).
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Figura 2.4: Erro quadrático médio centrado entre o sinal dente-de-serra original e o sinal dente-
de-serra reconstruído pelo algoritmo SSA, considerando SNR=20dB. Foram considerados 5
períodos diferentes (P = 15, 25, 35, 45 e 55) para o sinal dente-de-serra e uma janela de
dimensão M , que varia entre 1 ≤M ≤ 150
O gráfico mostra que o erro quadrático médio centrado decresce abruptamente quando a
dimensão do embedding é superior ao período do sinal. Este resultado é válido para sinais
de banda larga, sinal dente-de-serra e sinal funny (figuras 2.5, 2.6, 2.7e 2.8, coluna 1).
Para sinais de banda estreita (sinal sinusoidal), o mesmo não se verifica. A escolha de um
embedding inferior ao período do sinal permite obter um sinal no domínio do tempo e da
frequência, próximo do sinal original (figuras 2.5 e 2.6).
Note-se que no caso da aplicação do algoritmo SSA ao sinal funny com M = 11 atrasos, o
sinal reconstruído corresponde ao sinal de entrada, uma vez que o critério MDL selecciona
todas as direcções do subespaço de dimensão superior, não havendo eliminação do ruído
adicionado (figura 2.5).
Quando se aplica o algoritmo Local SSA a sinais de banda larga, perde-se a relação entre a
dimensão do embedding e a periodicidade do sinal porém a dimensão do embedding necessária
para a reconstrução do sinal pode ser inferior ao período do mesmo (M = 11) (figuras 2.5 e
2.6, coluna 2 e 3).
Se o número de atrasos for superior ao período do sinal (M = 36), todos os sinais são
reconstruídos em toda a gama de frequência (figuras 2.7 e 2.8).
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Figura 2.5: Sinais extraídos no domínio do tempo (SNR=20dB) comM = 11 atrasos e usando
o critério MDL: coluna da esquerda q = 1 (SSA), centro q = 3 e direita q = 5.
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Figura 2.6: Sinais extraídos no domínio da frequência (SNR=20dB) com M = 11 atrasos e
usando o critério MDL: coluna da esquerda q = 1 (SSA), centro q = 3 e direita q = 5.
2.7.2 Selecção de um número de direcções fixo
Em alternativa à aplicação do critério MDL, foi efectuado o mesmo estudo da secção anterior,
seleccionando em cada cluster um número de direcções fixo, neste caso, k = 1.
Para esta situação, o aumento da dimensão do embedding não altera significativamente os
resultados. Nos exemplos apresentados, foi escolhida uma janela de dimensão M = 11.
Na aplicação do algoritmo SSA a sinais de banda estreita, a selecção de uma única direcção é
suficiente para reconstruir o sinal, como está ilustrado nas figuras 2.9 e 2.10, para o caso do
sinal sinusoidal.
Se o sinal for de banda larga, o algoritmo SSA não reconstrói o sinal em todas as suas bandas
de frequência (figura 2.9 e 2.10, coluna 1).
O aumento do número de clusters origina melhores resultados, pois há uma maior sensibilidade
para a reconstrução do sinal em toda a gama de frequência (figuras 2.9 e 2.10, coluna 2 e 3).
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Figura 2.7: Sinais extraídos no domínio do tempo (SNR=20dB) comM = 36 atrasos e usando
o critério MDL: coluna da esquerda q = 1 (SSA), centro q = 3 e direita q = 5.
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Figura 2.8: Sinais extraídos no domínio da frequência (SNR=20dB) com M = 36 atrasos e
usando o critério MDL: coluna da esquerda q = 1 (SSA), centro q = 3 e direita q = 5.
2.8 Influência dos parâmetros com SNR baixo
Nesta secção vão ser apresentados alguns resultados que ilustram a influência do número
de clusters, do número de atrasos e do número de direcções a seleccionar, em sinais com
SNR = 5dB. Foi considerado o mesmo conjunto de dados da figura 2.1. A este conjunto de
dados foi aplicado o algoritmo SSA e o algoritmo Local SSA, para q = 3 e q = 5 clusters e
duas janelas de dimensão M = 11 e M = 36.
A escolha do número de direcções principais a seleccionar em cada cluster foi obtida por dois
critérios diferentes:
• selecção do número de direcções de forma automática, pelo critério MDL
• selecção de um número fixo de direcções, k = 1
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Figura 2.9: Sinais extraídos no domínio do tempo (SNR=20dB) com M = 11 atrasos e uma
única direcção: coluna da esquerda q = 1 (SSA), centro q = 3 e direita q = 5.
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Figura 2.10: Sinais extraídos no domínio da frequência (SNR=20dB) com M = 11 atrasos e
uma única direcção: coluna da esquerda q = 1 (SSA), centro q = 3 e direita q = 5.
2.8.1 Aplicação do critério MDL
Quando o SNR é baixo, ou seja, quando a amplitude do ν[n] é muito próxima da amplitude
das ondas periódicas, não existe uma separação tão evidente das direcções associadas ao ruído
do sinal.
Nesta situação, o algoritmo Local SSA, apresenta melhores resultados que o algoritmo SSA
(figuras 2.11 e 2.13).
Com um SNR baixo, a dimensão do embedding deve ser superior ao período do sinal, evitando
a sobreestimação da dimensão do subespaço por parte do critério MDL, nomeadamente para
os sinais de banda larga.
No caso do algoritmo SSA, a relação entre a dimensão do embedding e o período do sinal
não existe, porque o padrão de periodicidade do sinal é perdido com SNR baixo. Mesmo
considerando um embedding elevado, o algoritmo SSA não consegue reconstruir os sinais de
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Figura 2.11: Sinais extraídos no domínio do tempo (SNR=5dB) comM = 36 atrasos e usando
o critério MDL: coluna da esquerda q = 1 (SSA), centro q = 3 e direita q = 5.
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Figura 2.12: Sinais extraídos no domínio da frequência (SNR=5dB) com M = 36 atrasos e
usando o critério MDL: coluna da esquerda q = 1 (SSA), centro q = 3 e direita q = 5.
banda larga (figura 2.11 e 2.12, coluna 1). O mesmo não se verifica com os sinais de banda
estreita pois embedding inferior ao período do sinal (M = 11) é suficiente para reconstruir o
sinal (figuras 2.13 e 2.14).
No caso do algoritmo Local SSA, existe uma sobreestimação da dimensão do subespaço (figuras
2.13 e 2.14) para o caso do sinal sinusoidal e do sinal dente-de-serra se a dimensão do embedding
for muito pequena (M = 11). Com uma dimensão do embedding elevada (M = 36) e à medida
que o número de clusters aumenta, melhor se torna a performance do algoritmo, para os sinais
de banda larga: sinal funny e sinal dente-de-serra. Observando a figura 2.12, verifica-se que
o aumento do número de clusters permite reconstruir o sinal sem ruído em toda a gama de
frequências.
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Figura 2.13: Sinais extraídos no domínio do tempo (SNR=5dB) comM = 11 atrasos e usando
o critério MDL: coluna da esquerda q = 1 (SSA), centro q = 3 e direita q = 5.
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Figura 2.14: Sinais extraídos no domínio da frequência (SNR=5dB) com M = 11 atrasos e
usando o critério MDL: coluna da esquerda q = 1 (SSA), centro q = 3 e direita q = 5.
2.8.2 Selecção de um número de direcções fixo
Em alternativa à aplicação do critério MDL, seleccionou-se uma única direcção em cada
cluster, efectuando as mesmas experiências da secção anterior.
Para esta situação, o aumento da dimensão do embedding não altera significativamente os
resultados. Nos exemplos apresentados, foi escolhida uma janela de dimensão M = 11.
Os algoritmos SSA e Local SSA apresentam resultados muito semelhantes aos apresentados
com um SNR=20dB. No caso do SSA, a selecção de uma única direcção para sinais de banda
larga não é suficiente para os reconstruir em toda a gama de frequências (figuras 2.15 e 2.16,
coluna 2 e 3), enquanto para sinais de banda estreita uma direcção é suficiente (figuras 2.15
e 2.16, coluna 1).
No caso da aplicação do algoritmo Local SSA, o aumento do número de clusters permite obter
melhores resultados nos sinais de banda larga, devido ao agrupamento do sinal por diferentes
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Figura 2.15: Sinais extraídos no domínio do tempo (SNR=5dB) com M = 11 atrasos e uma
única direcção: coluna da esquerda q = 1 (SSA), centro q = 3 e direita q = 5.
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Figura 2.16: Sinais extraídos no domínio da frequência (SNR=5dB) com M = 11 atrasos e
uma única direcção: coluna da esquerda q = 1 (SSA), centro q = 3 e direita q = 5.
clusters (figuras 2.15 e 2.16, coluna 2 e 3).
2.9 Validação dos parâmetros
A selecção do número de clusters é um parâmetro difícil de estimar. Por questões práticas, o
número de vectores em cada cluster deve ser superior à dimensão do número de atrasos(Nci ≥
M) o que pode constituir um limite superior do número de clusters.
Para a selecção do número óptimo de clusters, fez-se variar o número dos mesmos e foram
efectuadas duas experiências :
• Cálculo do erro quadrático médio , MSE, entre o sinal original e o sinal reconstruído.
• Aplicação da Kurtosis ao erro obtido entre o sinal original e o sinal reconstruído (νˆ[n] =
21
x[n]− yˆ[n]),[18, 19].
As experiências efectuadas tiveram por base os resultados apresentados na secção 2.8.
Sinusóide Sinal Funny Dente-de-Serra
Clusters (q) 1 3 5 1 3 5 1 3 5
M = 11 0.0405 0.0313 0.3169 0.31 0.091 0.045 0.177 0.076 0.206
M = 36 0.012 0.006 0.009 0.758 0.041 0.031 0.219 0.052 0.025
Tabela 2.1: Erro quadrático médio entre os sinais originais e reconstruídos apresentados nas
figuras 2.11 e 2.13.
A tabela 2.1 apresenta o MSE entre os sinais originais e os sinais reconstruídos quando é
utilizado o critério MDL e um SNR=5dB. A tabela 2.2 apresenta o MSE entre os sinais
originais e os sinais reconstruídos, quando é seleccionado o maior valor próprio em cada
cluster e usado um SNR=5dB.
Sinusóide Sinal Funny Dente-de-Serra
Clusters (q) 1 3 5 1 3 5 1 3 5
M = 11 0.11 0.021 0.03 0.731 0.247 0.116 0.261 0.093 0.041
M = 36 0.11 0.001 0.01 0.815 0.440 0.240 0.298 0.119 0.061
Tabela 2.2: Erro quadrático médio entre os sinais originais e reconstruídos apresentados na
figura 2.15.
Pela análise da tabela 2.1 verifica-se que o número de atrasos e o número de clusters que
minimiza o MSE é M = 36 atrasos e q = 5 clusters para os três sinais.
Quando é seleccionado o maior valor próprio em cada cluster (tabela 2.2) o menor MSE é
encontrado para M = 11 atrasos e q = 5 clusters, quando os sinais são de banda larga e
M = 36 atrasos e q = 3 clusters para o sinal sinusoidal.
Uma outra forma de validar os parâmetros deste algoritmo é calcular o valor da kurtosis do
ruído estimado νˆ[n] uma vez que o ruído tem uma distribuição gaussiana.
Os gráficos da figura 2.17 mostram o número de clusters que minimizam o valor da kurtosis,
quando é aplicado o critério MDL. O número de clusters variou entre q = 1, ..., 6, foram
consideradas duas janelas de dimensão M = 11 (Primeira Linha) e M = 36 (Segunda Linha)
e efectuadas 1000 simulações para cada caso.
Os gráficos da figura 2.17 representam a função densidade de probabilidade do número de
clusters que minimiza o valor da kurtosis.
Observando a figura 2.17, verifica-se que o número de clusters que minimiza o valor da kur-
tosis é q = 5 em todos os sinais, considerando M = 11 e M = 36 atrasos, excepto para o
sinal sinusoidal, quando são usados M = 11 atrasos. Neste caso, é seleccionado q = 1 cluster,
devido à sobreestimação do critério MDL. Este resultado confirma o apresentado nos gráficos
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das figuras 2.13 e 2.14.
Quando o número de direcções é fixo, o aumento do número de clusters não apresenta proble-
mas relativamente à sobreestimação do subespaço. Nas experiências efectuadas nas secções
anteriores, foram considerados apenas q = 5 clusters, para uma comparação com os resulta-
dos obtidos do critério MDL. No entanto, quando é seleccionada apenas uma direcção, um
aumento do número de clusters, permite obter melhores resultados.
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Figura 2.17: Função Densidade de Probabilidade do número de clusters que minimiza o valor
da kurtosis do erro usando SSA e Local SSA.
2.10 Conclusões
Neste capítulo apresentou-se o algoritmo Local SSA, que se baseia no algoritmo SSA com a
introdução de dois novos passos: clustering e unclustering. Foi efectuada uma descrição em
pseudo-código do mesmo, (algoritmos 1 a 4).
Fez-se um estudo com sinais artificiais, comparando o desempenho dos algoritmo Local SSA e
SSA na redução de ruído em séries temporais periódicas, fazendo variar o número de clusters e
a dimensão do embedding. Verificou-se que para um SNR elevado, o algoritmo SSA apresenta
um bom desempenho, se a dimensão do embedding for superior ao período do sinal. Para
um SNR baixo, há perda da periodicidade do sinal, registando-se assim um pior desempenho
do algoritmo. Uma alternativa para reduzir o ruído elevado em séries temporais é introduzir
clusters no algoritmo SSA - Local SSA. Os clusters permitem agrupar o sinal por diferentes
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amplitudes, havendo uma maior sensibilidade para a extracção do ruído.
Pelos resultados apresentados, conclui-se que o algoritmo Local SSA é mais eficaz na redução
de ruído em séries temporais do que o algoritmo SSA, nomeadamente em sinais de banda
larga e com SNR baixo.
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Capítulo 3
Kernel PCA
3.1 Introdução
O Kernel PCA é um método não linear de análise de componentes principais, recentemente
introduzido em [20] e baseia-se na selecção de características de um determinado conjunto de
dados, num espaço de dimensão elevada.
Os dados do espaço de entrada são mapeados através de uma função não linear φ, formando
o espaço característico. Posteriormente, é aplicado um PCA linear para a extracção das
características associadas às principais direcções. A ideia principal deste método consiste em
aplicar a análise de componentes principais a um conjunto de dados não lineares, baseando-se
apenas na informação dos dados do espaço de entrada.
Neste capítulo é descrita a forma de construir uma matriz de kernel e são também descritos
os vários tipos de kernel. Posteriormente, é descrito o algoritmo designado por KPCA e dois
métodos de reconstrução dos dados para o espaço de entrada.
São apresentados alguns resultados da aplicação do algoritmo KPCA a dois conjuntos de
dados e efectuada uma comparação dos resultados com os resultados obtidos pelo algoritmo
Local SSA . Por fim, são apresentados alguns resultados que evidenciam a importância
da selecção do parâmetro do kernel Radial Basis Function (RBF) na extracção de ruído e
apresentadas algumas conclusões.
3.2 Mapeamento dos Dados e Matriz de Produtos Internos
Seja X = [x1, ...,xN ] a matriz do conjunto de dados no espaço de entrada, onde xi ∈ Rd.
O mapeamento dos dados de entrada num espaço de dimensão superior corresponde a trans-
formar os dados através de uma função não linear φ:
Φ : x→ φ(x) ∈ ℑ (3.1)
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em que Φ(X) = [φ(x1), φ(x2), ..., φ(xN)] vai representar o novo conjunto de dados no espaço
característico ℑ [21].
Seja C a matriz de correlação (não normalizada) e K a matriz de produtos internos ou matriz
de kernel dos dados no espaço característico:
C = Φ(X)ΦT (X) e K = ΦT (X)Φ(X) (3.2)
Note-se que a matriz C pode ser a matriz de covariância, se os dados forem centrados
(
∑
φ(xi) = 0). Por consequência da decomposição em valores singulares, os valores próprios e
o vectores próprios da matriz de correlação C e da matriz de kernel K estão relacionados entre
si [22], conforme descrito no apêndice A. Os valores próprios das duas matrizes são iguais
e os vectores próprios da matriz de covariância podem ser calculados a partir dos vectores
próprios da matriz de kernel:
uk = Φ(X)vkλ
− 1
2
k (3.3)
onde uk representa o k-ésimo vector próprio da matriz de correlação, vk representa o k-
ésimo vector próprio da matriz de kernel e λ
− 1
2
k representa o k-ésimo valor próprio. Esta
relação permite calcular os vectores próprios da matriz C, conhecidos os vectores próprios e
respectivos valores próprios da matriz K.
Exemplo 1. Consideremos um espaço de entrada X ⊆ R2 e um mapeamento no espaço
característico dado por
φ : x = (x1, x2)→ φ(x) = (x21, x22,
√
2x1x2) ∈ ℑ = R3. (3.4)
O mapeamento do conjunto de dados de entrada para o conjunto característico corresponde a
passar de um conjunto de dados bidimensional para um conjunto de dados tridimensional. O
produto interno dos dados no espaço característico é dado por:
〈φ(x), φ(z)〉 =
〈(
x21, x
2
2,
√
2x1x2
)
,
(
z21 , z
2
2 ,
√
2z1z2
)〉
= x21z
2
1 + x
2
2z
2
2 + 2x1x2z1z2
= (x1z1 + x2z2)
2 = 〈x,z〉2 (3.5)
A relação linear encontrada no espaço característico, corresponde a uma relação quadrática
no espaço de entrada.
Como ilustra o exemplo anterior, é possível calcular o produto interno entre dois pontos do
conjunto de dados do espaço característico sem avaliar explicitamente as suas coordenadas,
ou seja, tendo por base apenas as coordenadas do espaço de entrada.
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Exemplo 2. Seja X =
[
1 2
1 1
]
o conjunto de dados de entrada.
Considerando o mapeamento do exemplo 1,eq. 3.4, os dados no espaço característico são:
Φ(X) =


1 4
1 1√
2 2
√
2

 .
que se pode calcular usando a relação 3.5 A matriz de Kernel dos dados X é dada por:
K = ΦT (X)Φ(X) =
[
4 9
9 25
]
.
Calculando a matriz de correlação não normalizada dos dados no espaço característico temos
C = Φ(X)ΦT (X) =


17 5 9
√
2
5 2 3
√
2
9
√
2 2
√
2 10

 .
Decompondo a matriz de kernel e a matriz de correlação dos dados no espaço característico,
verifica-se que estas apresentam os mesmos valores próprios (0.67 e 28.32) e os seus vectores
próprios estão relacionados, conforme a equação 3.3.
Verifica-se, assim, pelos exemplos anteriores que, através da matriz de kernel, é possível extrair
informação acerca da matriz de correlação dos dados no espaço de maior dimensão, manipu-
lando os dados do espaço de entrada. Calcular a matriz de kernel é suficiente para extrair
informação da matriz de correlação no espaço de dimensão elevada.
Por definição, a função de kernel k entre x, z ∈ X satisfaz a condição
k(x,z) = 〈φ(x), φ(z)〉 = φT (x)φ(z) (3.6)
onde φ representa uma função que permite calcular as entradas da matriz de kernel, ou seja,
o mapeamento dos dados do espaço de entrada. A matriz de kernel pode ser descrita como
uma matriz de Gram, da seguinte forma [22]:
K 1 2 ... N
1 k(x1,x1) k(x1,x2) ... k(x1,xN)
2 k(x2,x1) k(x2,x2) ... k(x2,xN)
... ... ... ... ...
N k(xN ,x1) k(xN ,x2) ... k(xN ,xN)
Tabela 3.1: Matriz de kernel
Se considerarmos o conjunto de dados de entrada X, a matriz de Gram G é definida como
uma matriz N ×N , onde as entradas da matriz são Gij = 〈xi,xj〉. Se for usada uma função
de kernel para calcular o produto interno entre os vectores do espaço característico, através
do mapeamento φ, as entradas da matriz de Gram são Gij = 〈φ(xi), φ(xj)〉 = k(xi,xj). Na
literatura, o cálculo do produto interno no espaço característico usando os dados de entrada
é designado por “kernel trick”.
27
Em suma, os dados são projectados num espaço de maior dimensão, através da função de
kernel. Por consequência da decomposição em valores singulares, é possível encontrar os
vectores próprios da matriz de covariância do espaço característico associados às principais
direcções, usando apenas a informação dos dados do espaço de entrada.
3.3 Funções de Kernel
Nesta secção são apresentadas algumas funções de kernel para o cálculo da matriz 3.2. São
considerados dois tipos de funções de kernel:
• Invertíveis
Dependem apenas da distância entre os dados no espaço de entrada. São designados
por kernel isotrópico.
1. Gaussiano
k(x,z) = exp(〈x,z〉) (3.7)
2. RBF- Kernel Gaussiano normalizado
k(x,z) =
exp( 〈x,z〉
σ2
)√
exp(‖x‖
2
σ2
)exp(‖z‖
2
σ2
)
= exp(
〈x,z〉
σ2
− 〈x,x〉
2σ2
− 〈z,z〉
2σ2
= exp(−‖x− z‖
2
2σ2
)
(3.8)
onde σ > 0. No caso do kernel RBF, as imagens de todos os pontos têm norma 1
no espaço característico uma vez que k(x,x) = exp(0) = 1.
• Não invertíveis
Dependem apenas do produto interno dos dados no espaço de entrada
1. Linear
k(x,z) = 〈x,z〉 (3.9)
2. Polinomial
k(x,z) = (〈x,z〉+ c)d (3.10)
onde d representa a ordem do polinómio e c uma constante.
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3. Sigmóide
k(x,z) = tanh(ϑ 〈x,z〉 + δ) (3.11)
onde ϑ > 0 e δ < 0 representam constantes.
3.4 Algoritmo Kernel PCA
O algoritmo KPCA pode ser interpretado como o cálculo das componentes principais não
lineares de um conjunto de dados, no espaço de maior dimensão a partir da informação do
espaço de entrada.
Este algoritmo pode ser executado tendo em conta os seguintes passos (fig.3.1):
1. Mapeamento dos dados num espaço de dimensão superior e cálculo da matriz de kernel
• Φ(X) = [φ(x1), φ(x2), ..., φ(xN)] representa o espaço de dimensão superior ou
espaço característico
• K = ΦT (X)Φ(X) representa a matriz de Kernel
2. Aplicação do PCA no espaço característico e cálculo das principais direcções
• Decomposição da matriz de kernel em valores próprios e vectores próprios (K =
V ΛV T )
• Cálculo dos vectores próprios e valores próprios da matriz de correlação, tendo por
base a eq. 3.3
• Cálculo do vector das projecções β, no espaço de dimensão superior
3. Reconstrução dos dados no espaço característico, φrec(z)
4. Reconstrução dos dados no espaço de entrada, cálculo de zˆ. A reconstrução pode ser
efectuada tendo por base dois métodos:
• Método iterativo (Schoelkopf’s fix-point algorithm) [23, 24]
• Método das distâncias (Kwok & Tsang )[5].
Na prática, nunca se trabalha directamente no espaço característico. Como veremos mais
à frente, é possível calcular as principais variáveis do processo com os dados no espaço de
entrada, utilizando o “kernel trick”. O mapeamento dos dados é feito directamente pela função
de kernel entre o espaço de entrada e o espaço KPCA, como está representado pela linha a
tracejado (figura 3.1) e as pré-imagens dos dados φ(x) no espaço de entrada são efectuadas
implicitamente a partir da matriz de kernel.
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Figura 3.1: Esquema adaptado de [1]. Conceptualmente, o KPCA efectua um mapeamento
não linear aos dados φ(x) para projectar os vectores de entrada num espaço de maior dimensão
ℑ, (1). Posteriormente, é aplicado um PCA linear aos dados do espaço característico, obtendo
um espaço de menor dimensão KPCA (2). Para reconstruir um vector no espaço de entrada, a
representação KPCA é projectada no espaço característico (3) e é efectuado um mapeamento
φ(x) inverso (4)
3.4.1 Matriz de Kernel Centrada
Tal como é efectuado no caso do algoritmo PCA, o conjunto de dados no espaço característico
(Φ) também é centrado,
Φ˜(X) = Φ(X)− 1
N
Φ(X)jNj
T
N = Φ(X)(I −H) (3.12)
onde Φ˜(X) representa o novo mapeamento dos dados no espaço característico, jN =
[1, 1, ..., 1]T com dimensão N e H =
jN j
T
N
N
.
A nova matriz de kernel centrada (K˜), obtida através da manipulação do conjunto de dados
do espaço de entrada é dada por
K˜(X,X) =
〈
Φ˜(X), Φ˜(X)
〉
= 〈Φ(X)(I −H),Φ(X)(I −H)〉
= (Φ(X)(I −H))TΦ(X)(I −H)
(3.13)
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Desenvolvendo a expressão anterior temos:
K˜(X,X) = ΦT (X)Φ(X) −HΦT (X)Φ(X) − ΦT (X)Φ(X)H +HΦT (X)Φ(X)H
= K(X,X) −HK(X,X) −K(X,X)H +HK(X,X)H
= K −HK −KH +HKH
(3.14)
onde K(X,X) é a matriz de Gram representada na tabela 3.2 e K˜(X,X), a matriz de kernel
centrada.
Algoritmo 5 Matriz de Kernel Centrada
Entrada Conjunto de dados X = {x1, ...,xN}
Kij = k(xi,xj), i, j = 1, ..., N
H = jj
T
N
onde j = [1, 1, ..., 1]T tem dimensão N
K˜ = K −HK −KH +HKH
Saída Matriz de Kernel Centrada K˜
3.4.2 Decomposição da matriz de Kernel
A decomposição em valores próprios e vectores próprios da matriz K˜ é dada por:
K˜ = V ΛV T (3.15)
onde V = [ν1,ν2, ...,νN ] com νi = [ν1i, ν2i, ..., νNi]
T representa a matriz dos vectores próprios
e Λ = diag(λ1, λ2, ..., λN ) o conjunto dos valores próprios associados.
A matriz dos vectores ortogonais da matriz de covariância do espaço característico C é dada
por
U = Φ˜(X)A = Φ(X)(I −H)A (3.16)
em que A = [α1,α2, ...,αN ], sendo αn = λ
− 1
2
n vn obtido em termos do n-ésimo par (vn, λn),
vector próprio-valor próprio, da matriz de kernel centrada, K˜.
Para extrair as componentes principais não lineares das imagens Φ dos pontos z são conside-
radas apenas as direcções que correspondem aos l valores próprios mais significativos, onde
l << N .
Calcula-se o vector de projecção l-dimensional de Φ no espaço Ul, ou seja, são escolhidas
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apenas as l principais direcções que vão constituir a dimensão do espaço característico β,
β = UTl Φ(z)
= ATl (I −H)TΦT (X)φ(z)
= ATl (I −H)Tk(X,z)
(3.17)
em que β = [β1, ..., βl]T representa o conjunto das l componentes principais não lineares
e k(X,z) = [k(x1,z), ..., k(xN ,z)]T uma coluna da matriz de kernel [5]. Se z é um dos
elementos do conjunto de treino X, então k(X,z) representa a coluna j da matriz de kernel, ou
seja, k(X,xj) = Ki,j, i = 1, .., N . Note-se que os vectores próprios Ul não são explicitamente
calculados (eq. 3.16) para saber o valor das projecções nas direcções principais. Este é obtido,
recorrendo apenas à informação da matriz de kernel (eq. 3.17).
O algoritmo KPCA não é mais do que um PCA no espaço de dimensão ℑ. O vector de entrada
é mapeado num espaço de maior dimensão onde vão ser aplicados métodos lineares.
Algoritmo 6 KPCA: Projecções nas direcções principais
entrada matriz de Kernel centrada K˜
matriz de Kernel K
exemplar do conjunto de treino z = X(:, i),∀i ∈ N
[V,∧] = eig(K˜)
λ1 > λ2 > λ3 > ... > λl > λl+1 > ... > λN
Selecção dos l valores próprios mais significativos
A = [α1,α2, ...,αl], onde αl = λ
− 1
2
k vl
β = AT (I −H)T k(X,z)
saída Componentes principais não lineares β = {β1, ..., βl}
Vectores próprios normalizados A = {α1, ...,αl}
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3.4.3 Reconstrução no espaço Característico
Para reconstruir a imagem φ(z) no subespaço de projecção nas l principais direcções do espaço
ℑ, é definido φrec(z), [5] dado por:
φrec(z) = Uβ = UU
Tφ(z)
= Φ(X)(I −H)Aβ
= Φ(X)γ
(3.18)
onde γ = (I −H)Aβ representa um vector N × 1. Se o valor de l for suficientemente elevado
para projectar os dados em todas as direcções associadas aos valores próprios diferentes de
zero, temos que φrec(z) = φ(z). Se o valor de l < N , então são satisfeitas duas condições:
• o erro quadrático médio da reconstrução, ∑ ‖φrec(z) − φ(z)‖ torna-se menor à medida
que aumentamos o número de componentes
• a variância retida das projecções nas principais direcções ortogonais do subespaço ℑ
deve ser máxima
Na prática, a eq.3.18 nunca é explicitamente usada, no entanto é necessária para a manipulação
algébrica dos dados quando se pretende efectuar o mapeamento inverso destes para o espaço
de entrada.
3.5 Reconstrução no espaço de entrada
Tal como está referido em [24, 25], a reconstrução no espaço de entrada pode ter interesse nas
seguintes aplicações:
• De-noising: Dado x, efectua-se o mapeamento φ(x), selecciona-se as componentes as-
sociadas aos maiores valores próprios, obtém-se φrec(x) e calcula-se a pré-imagem zˆ.
Nesta aplicação, são apenas retidas as l principais direcções, sendo as componentes des-
prezadas associadas ao ruído do sinal. Assim, o vector x sem ruído é representado por
zˆ.
• Compressão: Dado o conjunto dos vectores próprios normalizados A e o vector das pro-
jecções β de Φ(X) e desconhecendo X, calcula-se a pré-imagem como uma reconstrução
aproximada de X.
Para encontrar a pré-imagem zˆ no espaço de entrada existem dois métodos a considerar:
• Método iterativo (fixed-point algorithm) [23, 24].
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• Método das distâncias (Kwok & Tsang )[5].
Estes métodos têm como objectivo encontrar a pré-imagem de zˆ, de tal forma que φ(zˆ) =
φrec(z). No entanto, existem duas restrições:
1. Existência: zˆ pode não existir [20]
2. Unicidade: se zˆ existir, pode não ser único
3.6 Método iterativo
O objectivo da reconstrução iterativa é encontrar a pré-imagem zˆ, correspondente a φrec(x)
do espaço característico de forma iterativa.
Figura 3.2: Representação esquemática do Método Iterativo (Fixed-Point) para encontrar a
pré-imagem no algoritmo KPCA.
A pré-imagem zˆ é obtida, recorrendo a uma solução por aproximação que minimiza a distância
quadrática entre φ(zˆ) e φrec(x), distância no espaço característico [23]:
ρ(zˆ) = ‖φ(zˆ)− φrec(x)‖2 =
= 〈φ(zˆ)− φrec(x), φ(zˆ)− φrec(x)〉 =
= ‖φ(zˆ)‖2 − 2φTrec(x)φ(zˆ) + ‖φrec(x)‖2 =
= k(zˆ, zˆ)− 2φTrec(x)φ(zˆ) + Ω (3.19)
onde Ω representa os termos independentes de zˆ.
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Substituindo na equação anterior as equações 3.18 e 3.16, temos:
ρ(zˆ) = k(zˆ, zˆ)− 2(Φ(X)(I −H)Aβ)Tφ(zˆ)
= k(zˆ, zˆ)− 2βTAT (I −H)Tk(X, zˆ)
= k(zˆ, zˆ)− 2γTk(X, zˆ)
(3.20)
Note-se que a resolução do problema é possível pela eq. 3.20, sem recorrer explicitamente aos
dados mapeados no espaço característico, mas apenas recorrendo à informação da matriz de
kernel.
Para um dado extremo, o gradiente da eq. (3.20) em relação a zˆ é dado por:
∂ρ(zˆ)
∂zˆ
=
∂k(zˆ, zˆ))
∂zˆ
− 2γT ∂k(zˆ,X)
∂zˆ
(3.21)
Consideremos dois casos distintos:
1. Assumindo que k(x,z) = exp(−‖x−z‖2
c
), a equação 3.21 é dada por:
∂ρ(zˆ)
∂zˆ
= γ1(x1 − zˆ)e(−
‖x1−z‖
2
c
) + γ2(x2 − zˆ)e(−
‖x2−z‖
2
c
) + ...+ γN (xN − zˆ)e(−
‖xN −z‖
2
c
)
= X(γ ⋄ k(X, zˆ))− zˆγTk(X, zˆ)
(3.22)
onde ⋄ representa o produto de Hadamard 1 [23, 21]. Manipulando a eq. 3.22 obtém-se
o valor extremo:
zˆ =
X(γT ⋄ k(X, zˆ))
γTk(X, zˆ)
(3.23)
Considerando o algoritmo Fixed-Point, é possível encontrar iterativamente o valor de zˆ,
[23, 21] dado por:
zˆt+1 =
X(γT ⋄ k(X, zˆt))
γTk(X, zˆt)
(3.24)
2. Assumindo que k(x,z) = (xTz + c)d, a equação 3.21 é dada por [5]:
1Produto elemento a elemento de vectores
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∂ρ(zˆ)
∂zˆ
= dzˆ(zˆT zˆ + c)d−1 − 2d(γ ⋄ (XT zˆ + c)d−1)
(3.25)
Manipulando a eq. 3.25 temos:
zˆt+1 = X
[
γ ⋄
(
XT zˆt + c
zˆTt zˆt + c
)(d−1)]
= X
[
γ ⋄
(
k1(X, zˆt)
k1(zˆt, zˆt)
)]
(3.26)
onde k1(x,z) = (xTz + c)d−1.
Este método acarreta algumas instabilidades numéricas, relacionadas com a convergência dos
valores procurados, nomeadamente, a escolha de inicialização zˆ0 [23]. Se o valor de γTk(X, zˆt)
for muito pequeno (eq. 3.23), o processo não converge e deve ser novamente inicializado com
outro valor de zˆ0.
3.7 Método das distâncias
Recentemente, foi proposto um método em [5], para encontrar a pré-imagem de um ponto do
espaço característico, designado por método das distâncias.
Este método baseia-se no facto de ser possível calcular as coordenadas de um novo ponto no
espaço de entrada, conhecendo as distâncias desse ponto a um conjunto de pontos no espaço
característico (figura 3.3). Para dois vectores x e z mapeados no espaço característico pela
função φ, φ(x) e φ(z), calcula-se o quadrado da distância euclidiana entre eles
d˜2(φ(x), φ(z)) = 〈φ(x)− φ(z), φ(x) − φ(z)〉
= ‖φ(x)‖2 + ‖φ(z)‖2 − 2φT (x)φ(z)
(3.27)
Note-se que esta distância pode ser calculada, recorrendo à matriz de kernel e não a partir da
informação dos dados mapeados .
Analogamente, calcula-se o quadrado da distância euclidiana dos respectivos pontos no espaço
de entrada
d2(x,z) = 〈x− z,x− z〉
= ‖x‖2 + ‖z‖2 − 2xTz
(3.28)
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Algoritmo 7 Pré-imagem: Método Iterativo
entrada Tipo de Kernel: RBF ou Polinomial
Projecções não lineares β = {β1, ..., βl}
Vectores próprios normalizadas A = {α1, ...,αl}
Valor do limiar
Calcular o valor inicial z0
γ = (I −H)Aβ
G = γ ⋄ k(X, zˆt)
Caso Kernel RBF
ˆzt+1 =
XG
P
G
Caso Kernel Polinomial
zˆt+1 = X
[
γ ⋄
(
k1(X,zˆt)
k1(zˆt),zˆt))
)]
Parar quando
| ˆzt+1 − zˆt|2 < limiar
saída Pré-imagem zˆ
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Figura 3.3: Representação esquemática do Método das Distâncias para encontrar a pré-
imagem no algoritmo KPCA.
Através da relação existente entre as suas distâncias, é possível encontrar a pré-imagem zˆ,
como está descrito nas secções seguintes. Este método apresenta algumas vantagens relati-
vamente ao método iterativo: não apresenta instabilidade numérica de convergência, nem é
necessário escolher nenhum parâmetro de inicialização.
3.7.1 Distância no Espaço Característico
Para calcular o vector de distâncias no espaço característico, são calculados os produtos in-
ternos de φrec(z) com todas as colunas de Φ(X).
d˜2(φrec(z),Φ(X)) = ‖φrec(z)‖2 jT +D − 2φTrec(z)Φ(X)
(3.29)
onde D representa a diagonal da matriz de kernel, D = diag(K(X,X)).
D = [φT (x1)φ(x1), φ
T (x2)φ(x2), ..., φ
T (xN)φ(xN)] (3.30)
Pela eq.3.18
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‖φrec(z)‖2 = (Φ(X)γ)T (Φ(X)γ)
= γTK(X,X)γ
(3.31)
e
φTrec(z)Φ(X) = γ
TΦT (X)Φ(X)
= γTK(X,X)
(3.32)
Assim, substituindo a eq.(3.31) e a eq.(3.32) na eq.(3.29), obtemos :
d˜2(φrec(z),Φ(X)) = γ
TK(X,X)γjT +D − 2γTK(X,X)
(3.33)
Note-se que o cálculo da distância no espaço característico depende apenas da matriz de kernel
e não dos dados mapeados.
Algoritmo 8 Distância no Espaço Característico
entrada matriz de Kernel K
Projecções não lineares β = {β1, ..., βl}
Vectores próprios normalizadas A = {α1, ..., αl}
γ = (I −H)Aβ
N = γTKγ
P = γTK
D = diag(K)
d˜ = NjT +D − 2P
saída Vector das distâncias no espaço característico d˜
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3.7.2 Distância no Espaço de Entrada
Dada a distância no espaço característico entre o ponto z e os pontos da matriz X, é necessário
encontrar a distância correspondente dos dados no espaço de entrada.
Para calcular a distância quadrada no espaço de entrada, (d2) entre o ponto z e todas as
pontos da matriz X consideram-se dois casos distintos:
1. Assumindo que k(x,z) é um kernel isotrópico, ou seja, depende da distância dos dados
no espaço de entrada, existe uma relação entre a distância do espaço característico (d˜2)
e a distância do espaço de entrada (d2).
A distância entre z e todos os pontos da matriz X no espaço característico é dada por:
d˜2(z,X) = k(z,z)jT +D − 2φT (z)Φ(X)
= k(z,z)jT +D − 2exp(− d
2
2σ2
)
(3.34)
onde exp(− d22σ2 ) representa uma função de kernel RBF, equação 3.8. Assim
d2 = −2σ2ln(1
2
(k(z,z)jT +D − d˜2))
= −2σ2ln(jT − 1
2
d˜2) (3.35)
uma vez que k(z,z) = 1 e D = jT .
2. Assumindo que o kernel é obtido pelo produto interno, como é o caso do kernel linear,
polinomial e sigmóide, existe uma relação entre o produto interno no espaço de entrada,
xTz e o produto interno no espaço característico, φ(x)Tφ(z).
A distância entre o ponto z e todos os pontos da matriz X no espaço de entrada é dada
por:
d2 = D˜ − zTzjT − 2zTX
(3.36)
onde D˜ representa a diagonal da matriz XTX, i.e. D˜ = [xT
1
x1, ...,x
T
NxN ].
Se a função de kernel usada for uma função invertível, é possível encontrar o valor de
zTz e zTX de uma forma implícita à custa da distância no espaço característico. Caso
contrário, o problema não tem solução.
Por exemplo, se a função de kernel for uma função polinomial (equação 3.10), então
zTx = k(z,x)
1
p − c
(3.37)
considerando p um valor real ímpar, a solução é única.
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Se a função de kernel for uma função sigmóide (equação 3.11), então
zTx =
tanh−1(k(z,x)) − δ
ϑ
(3.38)
Substituindo as equações 3.38 e 3.37 para o caso do kernel polinomial e sigmóide, na
equação 3.36 temos:
• Para calcular o valor zTz, k(z,z) = φTrec(z)φrec(z) é o ponto calculado a partir da
equação 3.31.
• Para calcular o vector zTX = [zTx1,zTx2...zTxN ]T , k(z,X) = φTrec(z)Φ(X) é
o vector obtido pela equação 3.32, ou seja, as equações 3.37, 3.38 são calculadas
para os N pontos do vector zTX.
Conclui-se assim que, para construir o vector de distâncias do espaço característico (d2)
existem três formas: são usadas as equações (3.34), (3.35) para o caso dos kernels isotrópicos,
as equações (3.36) (3.32) (3.31) e (3.37) para o caso de kernels polinomiais e as equações
(3.36) (3.32) (3.31) e (3.38), para o caso de kernels sigmóides.
3.7.3 Relação das Distâncias
Como é referido na secção 3.5, uma das restrições deste método é a não existência do ponto
que procuramos. Uma forma de contornar este problema é considerar as n distâncias entre o
φrec(z) e os n vizinhos mais próximos de z, Φ(X), no espaço de entrada:
d2 = [d21, d
2
2, ..., d
2
n]
T (3.39)
Alternativamente, podem ser considerados os n vizinhos mais próximos de z no espaço carac-
terístico.
Seja L = [x1,x2, ...,xn] a matriz d×n dos n vizinhos mais próximos de cada ponto do espaço
de entrada. Decompondo em valores singulares a matriz centrada, apêndice A, temos
L(I −H) = EΣV T = EW (3.40)
E = [e1,e2, ...,ed] representa uma matriz d × d formada por colunas ortogonais, ei, e W =
ΣV T = [w1,w2, ...,wn] representa uma matriz d × n em que as colunas wi representam as
projecções de xi nas direcções e e H =
jjT
n
, com j = [11...1]T um vector de dimensão n.
A distância de cada ponto do espaço de entrada à origem, neste caso ao centroíde dos n
vizinhos mais próximos, é igual a ‖wi‖2, sendo d20 = [‖w1‖2 , ..., ‖wn‖2]T .
Assume-se que a imagem zˆ está contida no espaço dos n vizinhos considerados. Geralmente,
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Algoritmo 9 Distância no Espaço Entrada
entrada matriz de Kernel K, parâmetros da matriz de kernel σ, p, c, ϑ, δ
Vector das distancias no espaço característico, d˜
Projecções não lineares β = {β1, ..., βl}
Vectores próprios normalizadas A = {α1, ..., αl}
Caso kernel Isotrópico
D=diag(K)
d = −2σ2log(jT − 12 d˜)
Caso kernel de Produtos Internos
γ = (I −H)Aβ
N = γTKγ
P = γTK ondeP = [p(1)p(2)...p(N)]
D = diag(XTX)
⇒ kernel Polinomial
d = D − (N 1p jT − cjT )− 2([p(1) 1p − cp(2) 1p − c...p(N) 1p − c]T )
⇒ kernel Sigmóide
d = D − [ tanh−1(N)−δ
ϑ
]jT − 2[ tanh−1(p(1))−δ
ϑ
tanh−1(p(2))−δ
ϑ
... tanh
−1(p(N))−δ
ϑ
]T
saída Vector das distâncias no espaço entrada d
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a pré-imagem não existe no espaço de entrada e, consequentemente, a solução que satisfaz
estas condições não existe.
Em [10] está descrito um método para calcular o valor de zˆ (Anexo B). Consideremos wˆ a pré-
imagem que procuramos no novo espaço de dimensão d× n, com n < N (espaço constituído
pelos vizinhos mais próximos). O ponto wˆ deve satisfazer a equação 3.41:
−2W T wˆ = (d2 − d2
0
)− jj
T
n
(d2 − d2
0
) (3.41)
Como, W jj
T
n
= 0 devido aos dados estarem centrados, a pré-imagem pode ser obtida
wˆ = −1
2
(WW T )−1W (d2 − d20) = −
1
2
Σ−1V T (d2 − d20) (3.42)
O valor da pré-imagem deve ser expresso em termos do sistema de coordenadas definido pelos
e
′
js, ou seja, no espaço de entrada. Transformando wˆ para o sistema de coordenadas originais,
temos:
zˆ = Ewˆ + L
j
n
(3.43)
em que L j
n
representa a média dos pontos vizinhos e zˆ a pré-imagem de φ(zˆ).
3.8 Resultados
Foram efectuadas três experiências com sinais artificiais a duas dimensões no domínio do
tempo. A primeira experiência evidencia uma das vantagens da aplicação do algoritmo KPCA,
relativamente ao algoritmo Local SSA, considerando um SNR=10dB. A segunda experiência
compara graficamente a performance do algoritmo Local SSA e KPCA, considerando um
sinal de banda larga e um sinal de banda estreita, adicionados com SNR=20dB. A terceira
experiência mostra a influência do parâmetro do kernel RBF, (σ2), na eliminação de ruído
gaussiano aleatório no sinal sinusoidal e no sinal dente-de-serra, considerando dois níveis de
ruído (SNR=20dB e SNR=0dB).
3.8.1 Comparação dos algoritmos KPCA e SSA
Foi considerado um sinal sinusoidal com N = 500 amostras adicionado de ruído gaussiano
aleatório (SNR=10dB). O sinal foi transformado num sinal a duas dimensões (M = 2), (figura
3.4). Foi calculada a matriz de kernel RBF (eq. 3.8) do sinal representado na figura 3.4 (b),
considerando σ2 = 0.55 e foi efectuada uma decomposição em valores e vectores próprios
(figura 3.5). Ao sinal da figura 3.4 (b) foi aplicado o algoritmo KPCA e foram calculadas
as pré-imagens pelo método das distâncias. O número de direcções seleccionadas no espaço
43
Algoritmo 10 Cálculo da pré-imagem
entrada matriz dos dados X
Vector das distâncias no espaço entrada d
Vector das distâncias no espaço característico d˜
Número de vizinhos n
Kernel RBF
[dummy, inx] = sort(d˜);
L = X(:, inx(1 : n)) Matriz dos n vizinhos mais próximos
Dois casos:
1. Considerando a distância no espaço de entrada
d = d(inx(1 : n));
2. Considerando a distância no espaço característico
d˜ = d˜(inx(1 : n))
[E,Σ, V ] = svd(L(I −H))
W = ΣV T
d0 =
∑
[W ⋄W ]T
1. w = −12Σ−1V T (d− d0)
2. w = −12Σ−1V T (d˜− d0)
zˆ = Ew + L j
n
saída Pré-imagens zˆ
44
−1.5 −1 −0.5 0 0.5 1 1.5
−1.5
−1
−0.5
0
0.5
1
1.5
(a) Sinusóide
−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
(b) Sinusóide + 10 dB
Figura 3.4: Representação do sinal sinusoidal e do sinal sinusoidal adicionado de ruído gaus-
siano (SNR=10dB) a duas dimensões.
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Figura 3.5: Representação dos 30 primeiros valores próprios normalizados, da matriz de kernel,
dos dados da figura 3.4 (b).
característico do sinal foram:
• 1 direcção
• 2 direcções
• 3 direcções
• 4 direcções
A Figura 3.6 ilustra os resultados obtidos nos quatro casos mencionados. Verifica-se que à
medida que o número de direcções seleccionadas aumenta, melhor se torna a reconstrução.
Neste caso, o sinal reconstruído com quatro direcções é o que se aproxima mais do sinal ori-
ginal (figura 3.6 (d)).
No caso da aplicação do algoritmo SSA a este conjunto de dados, o número máximo de
direcções a seleccionar seriam duas, dado que a matriz de covariância tem dimensão 2 × 2
(dois valores próprios). Para este caso, a aplicação do algoritmo SSA não permite reconstruir
o sinal. Se fosse seleccionada uma única direcção, o sinal obtido seria uma recta e se fossem
seleccionadas duas direcções, o sinal obtido seria o sinal original.
45
−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
(a) 1 Direcção
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(c) 3 Direcções
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(d) 4 Direcções
Figura 3.6: Reconstrução do sinal sinusoidal a duas dimensões adicionado com ruído
(SNR=10dB) pelo método KPCA, considerando o algoritmo das distâncias no cálculo das
pré-imagens. O número de direcções seleccionadas da matriz de kernel variou entre k = 1 até
k = 4.
Para obtermos resultados semelhantes aos da figura 3.6(d) com o algoritmo SSA, seria neces-
sário transformar o sinal unidimensional num sinal multidimensional de maior dimensão.
No caso da aplicação do algoritmo Local SSA, o número máximo de direcções a seleccionar
em cada cluster é também depois, porém, a selecção de uma única direcção em cada cluster
origina resultados muito semelhantes aos do KPCA com quatro direcções, como iremos ver
na próxima secção.
3.8.2 Comparação gráfica dos algoritmos KPCA e Local SSA
Nesta secção são apresentados graficamente os resultados da aplicação do algoritmo KPCA e
Local SSA a dois conjuntos de dados (sinal sinusoidal a 2D e mapa de Hénon)
Ao sinal sinusoidal representado na figura 3.4(a) com um SNR=20dB, foi aplicado o algoritmo
KPCA (figura 3.7 (a)), considerando o kernel RBF com σ2 = 1 e o método das distâncias para
o cálculo das pré-imagens usando os dez vizinhos mais próximos no espaço característico. O
número de direcções seleccionadas no espaço característico foi k = 3.
Para além desse algoritmo, foi aplicado o algoritmo Local SSA, usando dez clusters e selecci-
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onando em cada cluster uma única direcção.
A figura 3.7 (b),(c),(d) ilustra a aplicação do algoritmo Local SSA considerando três fases
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Figura 3.7: Comparação gráfica entre o algoritmo KPCA e o algoritmo SSA na reconstrução de
uma sinusóide a duas dimensões com um SNR=20dB. São ilustradas quatro situações a duas
dimensões:(a) reconstrução pelo algoritmo KPCA- método das distâncias, (b) agrupamento
dos dados pelo algoritmo k-means, (c) aplicação do SVD a cada agrupamento - Local SVD e
(d) diagonalização da matriz de trajectória - SSA.
do algoritmo:
• Distribuição do agrupamento dos dados - cluster, Figura 3.7 (b)
• Aplicação do algoritmo PCA a cada cluster - Local SSA, Figura 3.7 (c)
• Diagonalização da matriz de trajectória - SSA, Figura 3.7 (d)
Como ilustra a Figura 3.7, existe uma aproximação entre o algoritmo KPCA e o algoritmo
Local SSA.
Foi considerada uma outra sequência dada pela equação não linear 3.44
yn+1 = 1− 1.4y2n + 0.3yn−1 (3.44)
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que apresenta um conteúdo de frequência espalhado por toda a gama. Esta sequência mapeada
a duas dimensões corresponde ao mapa de Hénon (figura 3.8 (a)) [26].
Foram consideradas N = 1000 amostras acrescidas de um ruído aleatório gaussiano, cujo
SNR=20dB (figura 3.8 (b)).
Este sinal foi sujeito aos algoritmos KPCA e Local SSA, com o objectivo de eliminar o ruído
adicionado para comparação da sua performance.
−1.5 −1 −0.5 0 0.5 1 1.5
−1.5
−1
−0.5
0
0.5
1
1.5
(a) Henon
−1.5 −1 −0.5 0 0.5 1 1.5
−1.5
−1
−0.5
0
0.5
1
1.5
(b) Henon + 20 dB
−1.5 −1 −0.5 0 0.5 1 1.5
−1.5
−1
−0.5
0
0.5
1
1.5
(c) Kernel RBF
−1.5 −1 −0.5 0 0.5 1 1.5
−1.5
−1
−0.5
0
0.5
1
1.5
(d) Local SSA com 15 clusters
Figura 3.8: Comparação gráfica entre o algoritmo KPCA e o algoritmo SSA na reconstrução
do mapa de Hénon com um SNR=20dB. São ilustradas 4 situações a duas dimensões:(a)
mapa de Hénon, (b)mapa de Hénon com ruído gaussiano (SNR=20dB), (c) reconstrução pelo
algoritmo Local SSA, (d) reconstrução pelo algoritmo KPCA- método das distâncias.
Pelas figuras 3.8 verifica-se que em ambos os casos existe eliminação do ruído. Na apli-
cação do algoritmo Local SSA, foram considerados q = 15 clusters e seleccionada uma única
direcção em cada cluster, associada ao maior valor próprio. No caso do algoritmo KPCA,
foi utilizado o kernel RBF, com σ2 = 1 e aplicado o método das distâncias, seleccionando
k = 4 direcções associadas aos quatro maiores valores próprios da matriz de kernel. Foram
considerados dez vizinhos.
A eliminação do ruído é visível através da inspecção visual dos gráficos da figura 3.8 e através
do MSE obtido entre a sequência diagonalizada obtida pelos algoritmos Local SSA e KPCA
e a sequência original. O MSE é de 0.0096 para a sequência obtida pelo algoritmo KPCA e
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0.0071 para a sequência obtida pelo algoritmo SSA. Os resultados apresentados para o sinal
sinusoidal, sinal de banda estreita, bem como os resultados apresentados para a sequência
de Hénon, sinal de banda larga, permitem concluir que os algoritmos KPCA e Local SSA
apresentam resultados muito semelhantes. No caso do sinal sinusoidal, é possível reconstruir
toda a trajectória do sinal, enquanto para o mapa de hénon é possível distinguir apenas duas
das três trajectórias do sinal.
3.9 Selecção do Parâmetro RBF
Nas experiências efectuadas com o algoritmo KPCA foi utilizada a função de kernel RBF
para o cálculo da matriz de kernel (eq. 3.8). Esta função está dependente de um parâmetro
(σ2) que é descrito na literatura como sendo a variância do sinal [22]. No entanto, resultados
experimentais mostram que a escolha deste parâmetro não depende apenas da variância
do sinal de entrada e que existe uma forte influência do parâmetro no funcionamento do
algoritmo. Foi efectuada uma experiência com o sinal dente-de-serra com um período P = 25.
Foi considerado um embedding M = 30 e dois níveis de ruído (SNR=20dB e SNR=0dB).
Para cada um dos casos, foi aplicado o algoritmo KPCA, fazendo variar o parâmetro RBF,
σ2, entre σ2s e 10σ
2
s , em que σ
2
s representa a variância do sinal e calculou-se o MSE entre o
sinal original e o sinal reconstruído. O número de direcções foi seleccionado por inspecção
visual do decaimento dos valores próprios.
Pelas experiências efectuadas, verificou-se que o parâmetro RBF controla o decaimento dos
valores próprios da matriz de kernel. Para um SNR elevado, o parâmetro que minimizou
o MSE foi σ2 = 10σ2s , originando um decaimento lento dos valores próprios (figura 3.9-1
a
linha). No caso de um SNR baixo, se considerarmos o mesmo valor para o parâmetro RBF,
verifica-se que há um decaimento lento, mas não o suficiente para eliminar o ruído do sinal
(figura 3.9-2a linha). Nesta situação, a diminuição do parâmetro (σ2 = 2σ2s) origina um
maior decaimento dos valores próprios, havendo uma maior sensibilidade da estrutura dos
dados (figura 3.9-3a linha).
Para os três casos apresentados foram escolhidas k = 4 direcções. O MSE para o primeiro
caso foi MSE=0.0338, para o segundo foi MSE=0.41 e para o terceiro caso foi MSE=0.1623.
Pelos resultados apresentados conclui-se que a extracção de informação de um sinal pelo
algoritmo KPCA usando um kernel RBF está dependente do parâmetro RBF (σ2). Este
parâmetro influencia o decaimento dos valores próprios da matriz de kernel, podendo ser
considerado um indicador da sensibilidade para a extracção de informação do sinal.
3.10 Conclusões
Neste capítulo foi apresentado o algoritmo KPCA, recorrendo a uma formulação alternativa
da que é usualmente apresentada na literatura, [5]. Foi escolhida uma notação matricial para a
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maioria das operações, simplificando a interpretação do algoritmo. É apresentada a descrição
do pseudo-códido de todos os passos do KPCA, para implementação do mesmo (algoritmos
4-10).
Foi escolhido um caso particular de kernel (kernel RBF) e usado o método das distâncias para
o cálculo da pré-imagem. Estudou-se o desempenho do algoritmo, variando três parâmetros:
σ2, dimensão do embedding e o número de direcções a seleccionar no espaço característico.
Os resultados obtidos foram comparados com o algoritmo Local SSA e concluíu-se que am-
bos apresentam uma performance muito semelhante. No entanto, o algoritmo KPCA é mais
complexo na selecção dos parâmetros e necessita de um maior tempo de execução para re-
construção do sinal no espaço de entrada.
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Figura 3.9: Reconstrução de um sinal dente-de-serra pelo algoritmo KPCA, usando o mé-
todo das distâncias e considerando dois níveis de ruído: (a) Sinal dente-de-serra adicionado
com SNR=20dB, (b) Gráfico dos valores próprios da matriz do Kernel RBF, considerando
σ2 = 10σ2s ,(c) Sinal dente-de-serra reconstruído, (d) Sinal dente-de-serra adicionado com
SNR=0dB, (e) Gráfico dos valores próprios da matriz do Kernel RBF, considerando σ2 = 10σ2s
,(f) sinal dente-de-serra reconstruído, (g) Sinal dente-de-serra adicionado com SNR=0dB, (h)
Gráfico dos valores próprios da matriz do Kernel RBF, considerando σ2 = 2σ2s ,(f) sinal
dente-de-serra reconstruído.
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Capítulo 4
Dimensão do Sub-espaço do Sinal
A estimação do número de valores próprios de uma matriz de covariância associados ao sinal
é um problema da análise de séries temporais na eliminação de ruído e reconhecimento de
padrões.
Existem alguns critérios para estimar os valores próprios associados ao ruído do sinal,
nomeadamente, o critério MDL, o AIC, o Bayesian Information Criterion (BIC) e o critério
da variância explicada, entre outros.
No presente capítulo vão ser apresentados os critérios MDL, AIC e o critério da variância
explicada. Foram ainda efectuadas algumas simulações a um determinado modelo de mistura
com o objectivo de comparar a performance dos critérios, alterando alguns parâmetros do
modelo. Por fim, são apresentadas algumas conclusões.
4.1 Formulação do Problema
Consideremos uma matriz de covariância definida por:
C = ψ + σ2I (4.1)
onde σ2I representa a matriz de covariância do ruído e ψ representa uma matriz simétrica,
semipositiva, q-dimensional com q < p, i.e. (p − q) valores próprios são iguais a zero. Conse-
quentemente, (p− q) valores próprios da matriz C são iguais a σ2I, i.e.
λq+1 = λq+2 = ... = λp = σ
2 (4.2)
Na prática, a igualdade da equação 4.2 nunca se verifica, o que torna difícil a estimação do
número de valores próprios (p − q) associados ao ruído do sinal, sendo necessário utilizar
critérios baseados na análise residual.
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4.2 Critérios
Existem critérios para calcular o número de valores próprios da matriz de covariância associ-
ados ao sinal para a redução do ruído no conjunto de dados de entrada.
Assume-se que os valores próprios da matriz de covariância do modelo da equação 4.1 se
encontram por ordem descrescente:
λ1 ≥ λ2 ≥ ... ≥ λp (4.3)
Nas secções seguintes são apresentados três critérios: o critério da VE, o critério MDL e o
critério AIC.
4.2.1 Variância Explicada
O critério usualmente mencionado na literatura para redução da dimensão do conjunto de
dados é baseado no “scree plot”, i.e., no gráfico da soma acumulada dos valores próprios
normalizados versus o número de componentes. A partir desse gráfico, existem algumas
considerações a ter em conta:
• eliminar os valores próprios que tenham um valor menor do que a média de todos os
valores próprios;
• inspeccionar visualmente o gráfico dos valores próprios acumulados e verificar se há um
decréscimo acentuado entre eles. Muitas vezes é referido que se não há um decréscimo
acentuado entre os valores próprios, não é possível reduzir a dimensão do conjunto de
dados;
• seleccionar o número de valores próprios da matriz de correlação do sinal, de forma
a representarem uma determinada percentagem da variância do sinal original [22] (na
prática 0.9 ≤ V AR ≤ 0.95). O número de valores próprios é reduzido de p para k,
sendo desprezados (p − k) valores próprios, que se assume estarem associados ao ruído
do modelo
V E =
λ1 + λ2 + ...+ λk
λ1 + λ2 + ...+ λk + ...+ λp
≥ V AR (4.4)
4.2.2 MDL e AIC
O critério AIC e o critério MDL foram originalmente propostos em [27] e [28] e popularizados
na análise de processamento de sinal por [29].
Existem alguns estudos [30, 6, 7, 18] que apresentam o AIC e o MDL como critérios de selecção
da estimação da dimensão do subespaço do sinal em diversas aplicações (selecção da ordem
de modelos autoregressivos). Os critérios MDL e AIC são usados para estimar a ordem q,
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Algoritmo 11 Variância Explicada
entrada λ1 ≥ λ2 ≥ ... ≥ λp
Valor de VAR
S =
∑
λi, i = 1, ..., p
Sk =
P
λi
S
≤ V AR i = 1, ..., k
saída nova dimensão dos dados: k
baseados na aplicação de Information Theoric Criteria (ITC), descrita da seguinte forma [29]:
AIC(k) = −2lnf(X/θˆ) + 2K
MDL(k) = −lnf(X/θˆ) + 1
2
KlnN (4.5)
onde θˆ representa a estimação da máxima verosimilhança dos parâmetros do vector θ, K o
número de parâmetros livres de θ e N representa a dimensão do conjunto de dados e f(X/θˆ)
representa a função de probabilidade condicional parametrizada por θˆ.
A matriz de covariância dos dados é caracterizada por
C = ψ + σ2I (4.6)
onde ψ representa uma matriz semipositiva definida de dimensão k ∈ {0, 1, ..., p − 1} e σ um
escalar desconhecido.
Usando o teorema da representação espectral de álgebra linear, C pode ser expressa da seguinte
forma:
C =
k∑
i=1
(λi − σ2)vivTi + σ2I (4.7)
onde λ1, ..., λk e v1, ..., vk representam os valores próprios e os vectores próprios respectiva-
mente da matriz C. A determinação do subespaço k é baseada na estimação da máxima
verosimilhança dos parâmetros do vector θ, [31]
θ = (λ1, ..., λk, σ
2, v1, ..., vk)
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onde
λˆi = λi , i = 1, ..., k
σ2 =
1
p− k
p∑
i=k+1
λi
vˆi = vi , i = 1, ..., k
(4.8)
Esta estimação é usada para encontrar o valor de L(θˆ) = lnf(X/θˆ)
L(θˆ) = N(p − q)ln
∏p
i=k+1 λ
1
p−k
i
1
p−k
∑p
i=k+1 λi
(4.9)
onde o argumento do logaritmo depende da razão entre a média geométrica e a média arit-
mética dos (p − k) valores próprios.
O valor de K da equação 4.5 é obtido, considerando o número de parâmetros de θ e a com-
plexidade da estimação. Se o conjunto de dados for real
K = k + 1 + pk − k
2
2
− k
2
= pk − k
2
2
+
k
2
+ 1 (4.10)
Se o conjunto de dados for complexo, então a matriz C é complexa e cada coluna tem uma
parte real e imaginária, logo o parâmetro K é
K = k + 1 + 2(pk − k
2
2
− k
2
) ∼= k(2p − k) (4.11)
Substituindo as equações 4.9 e 4.10 nas equações 4.5, obtemos a expressão geral para o critério
AIC e MDL aplicado a dados reais:
AIC(k) = −2N(p − q)ln
∏p
i=k+1 λ
1
p−k
i
1
p−k
∑p
i=k+1 λi
+ 2(pk − k
2
2
+
k
2
+ 1) (4.12)
MDL(k) = −N(p− q)ln
∏p
i=k+1 λ
1
p−k
i
1
p−k
∑p
i=k+1 λi
+
1
2
(pk − k
2
2
+
k
2
+ 1)ln(N) (4.13)
O número de sinais k é determinado pelo valor de k ∈ {0, 1, ..., p − 1}, que minimiza o AIC e
o MDL.
Assumindo que a dimensão do sinal é q, existem três observações a fazer [30]:
1. Se os valores próprios do sinal, λ1, ..., λq são da mesma ordem de grandeza e se es-
tão nitidamente separados dos valores próprios do ruído, λq+1, ..., λp, então a ordem
seleccionada é menor do que a ordem do modelo, k < q.
2. Se os valores próprios do ruído não se encontrarem estritamente agrupados, o ITC pode
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Algoritmo 12 MDL
entrada λ1 ≥ λ2 ≥ ... ≥ λp
Dimensão dos dados: N
mdl=[]
for i=0 : p-1
Geom=
∏
λ
1
p−k
i
Arit= 1
p−k
∑
λi
K = pk − k22 + k2 + 1
mdl = [mdl;−N(p − q)ln Geom
Arit
+ 12Kln(N)]
end
[D pos] = min((mdl(:, 1)))
if(mdl(pos, 2) == 0)
k = p
else
k = mdl(pos, 2)
end
saída nova dimensão dos dados: k
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Algoritmo 13 AIC
entrada λ1 ≥ λ2 ≥ ... ≥ λp
Dimensão dos dados: N
aic=[]
for i=0 : p-1
Geom=
∏
λ
1
p−k
i
Arit= 1
p−k
∑
λi
K = pk − k22 + k2 + 1
aic = [aic;−2N(p − q)ln Geom
Arit
+ 2K]
end
[D pos] = min((aic(:, 1)))
if(aic(pos, 2) == 0)
k = p
else
k = aic(pos, 2)
end
saída nova dimensão dos dados: k
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ignorar qualquer desfasamento entre os valores próprios do sinal e os valores próprios
do ruído, estimando uma ordem superior à ordem do model (k > q).
3. Se os valores próprios do sinal e do ruído não se encontrarem bem separados e se os
valores próprios do ruído forem da mesma ordem de grandeza, a ordem do modelo
estimada é superior à ordem do modelo (k > q).
4.3 Resultados
A selecção da dimensão do sub-espaço para um conjunto de sinais L-dimensional é um pro-
blema que surgiu da implementação e estudo do algoritmo dAmuse [3].
Em [3] foi considerada a VE=95% como critério para a selecção das direcções principais do
primeiro passo do algoritmo.
Para estudar a performance dos três critérios apresentados, foi considerado um conjunto de
sinais artificiais (s) (figura 2.1) misturados com uma matriz de mistura aleatória A e adicio-
nados de ruído gaussiano (ν), i.e. x[n] = As[n] + ν[n].
Utilizou-se um segmento de N amostras e foram efectuados M atrasos aos sinais (equação
2.11) obtendo um espaço de entrada de dimensão LM .
A este conjunto de sinais foram aplicados os critérios MDL, AIC e VE fazendo variar alguns
parâmetros (número de amostras, dimensão da matriz de mistura e SNR).
Foram efectuados três tipos de estudos com os sinais artificiais:
• comparação global dos critérios;
• aplicação dos critérios a MSSA;
• aplicação dos critérios ao Local SSA.
4.3.1 Comparação global dos critérios MDL, AIC e VE
As simulações efectuadas pretenderam estudar a performance global dos três critérios, na
selecção da dimensão do subespaço, fazendo variar o SNR=0, 5, 10, 15, 20 dB e os atrasos
introduzidos nos sinais de entrada M =1,...,11. Foram considerados os sinais da figura 2.1,
misturados com dois tipos de matrizes aleatórias: uma matriz de mistura de dimensão 3 × 3
e uma matriz de mistura 5× 3.
Foram efectuadas mil iterações para cada uma das combinações possíveis entre os dois pa-
râmetros de variação, calculando-se depois a percentagem de valores próprios seleccionados,
i.e, o coeficiente entre o número de valores próprios seleccionados por cada um dos critérios e
o número total de valores próprios da matriz de correlação dos dados, figura 4.1. Pela análise
da figura 4.1, verifica-se que os critérios MDL e AIC se comportam com a mesma tendência.
Tal como é também referido em [30], a ordem do modelo diminui à medida que o número
de atrasos introduzidos nos sinais de entrada aumenta. O critério da variância explicada
apresenta um comportamento inverso, ou seja, a ordem do modelo aumenta à medida que o
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número de atrasos introduzidos nos sinais de entrada aumenta.
Se o número de misturas for maior do que o número de sinais de entrada (caso da matriz
5×3) a percentagem dos valores próprios seleccionados por cada critério é mais baixa, quando
comparada com a percentagem obtida para um número de misturas igual ao número de
sinais. Esta situação verifica-se porque há um aumento artificial da dimensão do conjunto de
dados (introdução de mais dois valores próprios próximos de zero para cada atraso efectuado
aos sinais).
Para além de terem sido feitas simulações com os sinais da figura 2.1, também foram
efectuadas simulações para um outro grupo de sinais, de banda estreita, sendo os resultados
análogos aos apresentados.
4.3.2 Aplicação dos critérios ao MSSA
Nesta secção vão ser apresentados alguns resultados que evidenciam a performance dos três
critérios, tendo em conta três factores de variação:
• a dimensão do conjunto de dados, (N = 50 e N = 5000);
• a matriz de mistura aleatória, (H = 3X3 e H = 5X3);
• o coeficiente sinal ruído, (SNR = 5 e SNR = 20);
para um atraso fixo, M = 5 e efectuando mil iterações.
Nas figuras 4.2, 4.3, 4.4, 4.5 (a) e (c) estão representados, na escala logarítmica, a média dos
valores próprios estimados da matriz de covariância normalizada ln(λk) versus o número de
valores próprios k seleccionados em cada iteração. Nas figuras 4.2, 4.3, 4.4, 4.5 (b) e (d) está
representada a estimação da Probability Density Function (PDF), do critério AIC, MDL e VE
versus o número de valores próprios k seleccionados em cada iteração.
Os resultados apresentados nas figuras 4.2, 4.3, 4.4 e 4.5, mostram que a selecção da dimensão
do subespaço depende da existência de um decaimento abrupto dos valores próprios que é
influenciado pela dimensão do conjunto de dados, pela dispersão dos valores próprios do ruído
e pela dimensão da matriz de mistura.
Pela análise das figuras 4.2, 4.3, 4.4 e 4.5 observa-se que:
1. quanto maior for o número de amostras dos sinais (N = 5000) melhor é o desempenho
dos critérios MDL e AIC, sendo o critério MDL mais preciso na selecção da dimensão
do conjunto de dados, figuras 4.2, 4.3,4.4 e 4.5.
2. quando o SNR é elevado, a estimação da dimensão é mais precisa, já que o aumento da
dimensão do conjunto de dados proporciona um desfasamento na grandeza dos valores
próprios, permitindo agrupar aqueles que estão associados ao ruído (figura 4.2 e 4.3
(c)). Quando o SNR é baixo, não é possível separar de uma forma tão clara os valores
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SNR
N 20 dB 10 dB 5 dB
50 0.0070 0.0520 0.0958
5000 0.0007 0.0095 0.0230
Tabela 4.1: Erro médio absoluto entre a variância do ruído e a variância dos valores próprios
desprezados pelo critério MDL, considerando uma matriz de mistura 5× 3.
próprios associados ao ruído do sinal, existindo uma pior performance dos critérios de
selecção (figura 4.4 e 4.5).
3. quando o número de misturas é maior do que o número de sinais, o critério MDL
selecciona a dimensão do conjunto de dados com maior precisão (figura 4.2 e 4.3).
Pelos resultados apresentados verifica-se que o critério da variância explicada é apenas influ-
enciado pelo SNR. Quanto maior for o SNR, mais baixa é a gama de valores seleccionados. À
medida que o SNR aumenta, mais elevada se torna a dimensão seleccionada pelo critério VE.
Comparando o desempenho do critério MDL com o critério AIC, verifica-se que o critério
MDL é mais preciso na selecção da dimensão do subespaço enquanto o critério AIC, na maior
parte das vezes, sobrestima essa mesma dimensão.
Foi efectuado um estudo comparando a variância do ruído estimado pelo critério MDL com
a variância do ruído original, através do erro médio absoluto entre as duas variâncias (tabela
4.1). Foram considerados três níveis de ruído, SNR=20dB, 10dB e 5dB, duas dimensões dife-
rentes N = 50 e N = 5000 e uma matriz de mistura 5×3. A tabela 4.1 mostra a dependência
entre o erro de estimação e a dimensão do conjunto de dados. Verifica-se que o erro médio
absoluto é menor quando o número de amostras é elevado (N = 5000). Além disso, à medida
que o SNR diminui, maior é o erro de estimação do ruído do sinal. Os resultados apresentados
na tabela 4.1 confirmam a precisão de estimação por parte do critério MDL na selecção da
dimensão do subespaço.
4.4 Aplicação do critério MDL ao SSA
No capítulo 2, foi aplicado o critério MDL em cada cluster, para a selecção do número de
direcções associadas ao ruído do sinal, considerando SNR=5dB. Os resultados apresentados
nas tabelas C.1, C.2 e C.3 do apêndice C contêm a informação do número de direcções
seleccionadas, bem como a dimensão de cada cluster.
Analisando os gráficos das figuras 2.11 e 2.13, verifica-se que para M = 11 atrasos, o aumento
do número de clusters para os sinais sinusoidal e dente-de-serra, piora os resultados. Para
este caso, o critério MDL não encontra um decaimento brusco entre os valores próprios,
sobrestimando a dimensão do subespaço.
Na figura 4.6, está representado o logaritmo dos valores próprios do sinal funny com q = 3
clusters, quando são utilizados M = 11 e M = 36 atrasos.
No terceiro cluster, para M = 11 (figura 4.6 (c)) o critério MDL seleccionou k = 11
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direcções, devido ao decaimento lento dos valores próprios.
Este tipo de comportamento dos valores próprios da matriz de covariância normalizada faz
com que os resultados apresentados na secção 2.8 não sejam os melhores. Existem outras
situações idênticas à apresentada na figura 4.6. Uma dessas situações é o caso do sinal
sinusoidal, quando são considerados M = 11 atrasos e q = 5 clusters. Podemos ver pela
figura 4.7 que não existe um decaimento abrupto entre os valores próprios, logo o critério
MDL selecciona todas as direcções, não havendo eliminação de ruído.
4.5 Conclusões
Neste capítulo estudou-se a performance dos critérios MDL, AIC e VE na selecção da
dimensão do subespaço. Foram efectuadas várias experiências, com sinais artificiais variando
a dimensão do conjunto de dados, a matriz de mistura e o SNR.
Para um número de amostras reduzido, os critérios apresentam uma má performance. Com
o aumento da dimensão do conjunto de dados, há um desfasamento dos valores próprios,
agrupando os valores próprios associados ao ruído e os valores próprios associados ao sinal.
Nesta situação, o critério MDL é o que estima melhor a dimensão do subespaço.
Se considerarmos um SNR baixo, o decaimento dos valores próprios é muito lento, originando
uma sobrestimação da dimensão do espaço por parte do critério MDL e AIC.
Comparando os resultados obtidos, conclui-se que o critério MDL estima de uma forma
mais consistente a dimensão do subespaço, enquanto o critério AIC fornece dimensões mais
elevadas, revelando a inconsistência estatística em sobrestimar a dimensão, nomeadamente
quando o número de amostras é muito elevado, como é referido em [30].
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Figura 4.1: Percentagem normalizada do número de valores próprios seleccionados pelos crité-
rios MDL, AIC e VE, considerando dois tipos de matrizes de misturas (H = 3×3 e H = 5×3),
fazendo variar o número de atrasos ( M=1,...,11) e o SNR=(none 0 5 10 15 20).
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Figura 4.2: Simulação de 1000 iterações (H = 3X3, SNR = 20, M = 5) e considerando
N = 50 ((a) e (b)) e N = 5000 ((c) e (d)): (a) e (c) representam o logaritmo da média
dos valores próprios estimados da matriz de covariância normalizada ln(λk) versus o número
de valores próprios k seleccionados em cada iteração; (b) e (d) representam a estimação da
função densidade de probabilidade , pdf(k) do critério AIC, MDL e VE versus o número de
valores próprios k seleccionados em cada iteração.
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Figura 4.3: Simulação de 1000 iterações (H = 5X3, SNR = 20, M = 5) e considerando
N=50 ((a) e (b)) e N = 5000 ((c) e (d)): (a) e (c) representam o logaritmo da média dos
valores próprios estimados da matriz de covariância normalizada ln(λk) versus o número de
valores próprios k seleccionados em cada iteração; (b) e (d) representam a estimação da função
densidade de probabilidade , pdf(k) do critério AIC, MDL e VE versus o número de valores
próprios k seleccionados em cada iteração.
65
0 5 10 15
−2.5
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
k
( λ
    
)
ln
k
(a) N = 50
0 5 10 15
0
0.5
1
pd
f(k
) :
 A
IC
0 5 10 15
0
0.5
1
0 5 10 15
0
0.5
1
k
k
k
pd
f(k
) :
 M
DL
pd
f(k
) :
 V
E
(b) N = 50
0 5 10 15
−1.5
−1
−0.5
0
0.5
1
1.5
2
k
ln
(λ
   ) k
(c) N = 5000
0 5 10 15
0
0.5
1
pd
f(k
): 
AI
C
0 5 10 15
0
0.5
1
0 5 10 15
0
0.5
1
k
k
k
pd
f(k
): 
MD
L
pd
f(k
): 
VE
(d) N = 5000
Figura 4.4: Simulação de 1000 iterações (H = 3X3, SNR = 5, M = 5) e considerando
N = 50 ((a) e (b)) e N = 5000 ((c) e (d)): (a) e (c) representam o logaritmo da média
dos valores próprios estimados da matriz de covariância normalizada ln(λk) versus o número
de valores próprios k seleccionados em cada iteração; (b) e (d) representam a estimação da
função densidade de probabilidade , pdf(k) do critério AIC, MDL e VE versus o número de
valores próprios k seleccionados em cada iteração.
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Figura 4.5: Simulação de 1000 iterações (H = 5X3, SNR = 5, M = 5) e considerando
N = 50 ((a) e (b)) e N = 5000 ((c) e (d)): (a) e (c) representam o logaritmo da média
dos valores próprios estimados da matriz de covariância normalizada ln(λk) versus o número
de valores próprios k seleccionados em cada iteração; (b) e (d) representam a estimação da
função densidade de probabilidade , pdf(k) do critério AIC, MDL e VE versus o número de
valores próprios k seleccionados em cada iteração.
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Figura 4.6: Os gráficos (a), (b), (c) representam o logaritmo dos valores próprios estimados da
matriz de covariância normalizada ln(λk), versus o número de valores próprios k seleccionados
em cada um dos três clusters e os gráficos (d), (e), (f) representam o logaritmo dos valores
próprios estimados da matriz de covariância normalizada ln(λk) versus o número de valores
próprios k seleccionados em cada um dos três clusters.
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Figura 4.7: Os gráficos (a), (b), (c),(d), (e) representam o logaritmo dos valores próprios
estimados da matriz de covariância normalizada do sinal sinusoidal ln(λk) versus o número
de valores próprios k seleccionados em cada um dos cinco clusters, quando são considerados
M = 11 atrasos.
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Capítulo 5
Aplicação dos algoritmos a sinais EEG
5.1 Introdução
Neste capítulo são apresentados alguns resultados da aplicação dos algoritmos KPCA e Local
SSA na eliminação de artefactos no sinal EEG. Essencialmente, os artefactos removidos
foram os movimentos oculares, a actividade eléctrica e movimentos provocados pelo paciente
ou pelos eléctrodos.
Inicialmente, descreve-se de forma sucinta as principais características do sinal EEG para
o estudo em causa e o método de registo do mesmo. Posteriormente, são apresentados os
resultados da aplicação dos algoritmos Local SSA e KPCA a um canal EEG para a eliminação
dos movimentos oculares, sendo ilustrada uma aplicação do algoritmo Local SSA, de forma
automática, a um grupo de canais EEG para a eliminação de outros artefactos. Por fim, são
apresentadas algumas conclusões.
5.2 O Electroencefalograma
O EEG é um sinal eléctrico produzido pelo cérebro, cujas flutuações podem variar de
amplitude, de duas a várias centenas de micro volts, quando registadas a partir de eléctrodos
colocados no escalpe. Essas flutuações cobrem uma variação de frequências de aproxima-
damente 0.5 a 70 Hz, denominada banda de frequência. Esta banda é dividida em quatro
subcategorias, identificadas pelas letras gregas: alfa, beta, teta e delta (figura 5.1).
• Delta: Tem uma amplitude entre 20 a 200 µV e uma gama de frequência entre 0.5 e 3
Hz;
• Teta: Tem uma amplitude entre 20 a 100 µV e uma gama frequência entre 4 e 7 Hz;
• Alfa: Esta onda pode dividir-se em Alfa Baixo de 8 a 10 Hz e em Alfa Alto, de 11 a 13
Hz. Ambas têm uma amplitude de 20 a 60 µV ;
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• Beta: Caracteriza-se por uma onda irregular com uma gama de frequência de 14 a 30
Hz e com uma amplitude entre 2 a 20 µV . Em alguns casos esta onda divide-se em três
grupos: Beta: 14− 16Hz; Beta 1: 16− 20Hz e Beta 2: 20− 30Hz;
Figura 5.1: Representação dos sinais EEG associados a cada uma das bandas de frequência
fundamentais: bandas alfa, beta, teta e delta.
5.3 Electrooculograma
Durante o registo do electroencefalograma existem outros sinais que podem ser obtidos si-
multaneamente para análise: o Electrocardiograma (ECG), o Electromiograma (EMG) e o
EOG fazem parte desses sinais e permitem, por exemplo, caracterizar a vigília, o sono e seus
estágios.
O EOG é registado através de eléctrodos colocados nos cantos externos de ambos os olhos, no
plano horizontal. Cada um destes eléctrodos é referenciado a um eléctrodo colocado no lobo
da orelha do lado correspondente.
O sinal EOG é um registo das diferenças de potencial provocadas pelos dipolos dos globos ocu-
lares durante os respectivos movimentos. Este sinal permite identificar com maior exactidão
no sinal EEG as zonas associadas aos movimentos oculares. Na análise de sinais com crises
epilépticas, a presença de movimentos oculares é habitual, nomeadamente antes da crise, o
que provoca uma interferência no sinal, podendo atenuar a identificação de focos epilépticos.
Nos registos dos sinais processados neste capítulo, o sinal EOG não é registado.
5.3.1 Motivação
Os movimentos oculares, a actividade muscular, bem como o ruído, são artefactos que se
encontram presentes no sinal EEG e que dificultam a sua análise e interpretação. A figura 5.2
apresenta um segmento de dois canais EEG. Os movimentos oculares são visíveis nos canais
frontais (Fp1-Cz) e nas derivações dos canais occipitais (O1-Cz).
A componente ocular representa a maior variação do sinal, como se pode ver pela figura 5.2.
A eliminação dos movimentos oculares no sinal EEG pode ser efectuada com base no sinal
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Figura 5.2: Segmento de dois canais de um sinal EEG, Fp1-Cz e O1-Cz.
EOG quando este é adquirido, por técnicas de rejeição e métodos de regressão, ou pode ser
efectuada através de outros métodos que têm como objectivo corrigir o sinal EEG sem o co-
nhecimento a priori do sinal EOG. O método de rejeição consiste na eliminação de segmentos
de sinal EEG que tenham a presença de movimentos oculares. Esta técnica pode conduzir à
perda de informação significativa. Por exemplo, no estudo de sinais epilépticos a rejeição de
segmentos com movimentos oculares ou artefactos provocados pelos movimentos do doente
constitui um problema para a interpretação do sinal, uma vez que a manifestação do foco
epiléptico pode estar presente num dos segmentos rejeitados.
A rejeição pode ser obtida de forma automática, rejeitando segmentos acima de uma determi-
nada amplitude. A detecção dos segmentos pode ser feita on-line ou off-line. A vantagem da
detecção on-line consiste na possibilidade de prolongar o registo, conseguindo-se obter mais
dados para análise. Em [32] são referidas estratégias para a minimização das perdas de sinal,
associadas ao estudo de potenciais evocados.
Uma outra técnica tradicionalmente utilizada para a extracção dos movimentos oculares é a
aproximação baseada em técnicas de regressão [33]. A análise de regressão é utilizada para
estimar um sinal EOG associado ao sinal EEG. A correcção do sinal EEG é efectuada sub-
traindo a proporção de EOG estimada ao EEG original. No entanto, este tipo de correcções
não remove apenas o sinal associado aos movimentos oculares, mas também actividade cere-
bral importante para análise e necessita do registo do sinal EOG.
Para além destas técnicas, existem outros estudos para a eliminação dos movimentos oculares
no sinal EEG, independentes do sinal EOG, nomeadamente análise de componentes principais
[34], Independent Component Analysis (ICA) [34], [35], [36], [37], [38] e técnicas de filtragem
adaptativa [39].
Apesar de existirem algumas técnicas para a extracção dos artefactos no sinal EEG, não há
nenhum método capaz de extrair os artefactos de forma automática. Por exemplo, no ICA a
identificação das componentes associadas aos artefactos é efectuada por inspecção visual das
mesmas.
Neste capítulo, vão ser apresentados resultados da eliminação de artefactos, aplicando os
algoritmos discutidos nos capítulos 2.4 e 3.2, nomeadamente:
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1. Eliminação dos movimentos oculares num canal frontal pelo algoritmo Local SSA;
2. Eliminação dos movimentos oculares num canal frontal pelo algoritmo KPCA, usando
o método das distâncias na determinação da pré-imagem;
3. Eliminação de movimentos oculares e artefactos de um grupo de canais EEG num seg-
mento de dez segundos, usando de forma automática o algoritmo Local SSA.
A componente ocular representa a maior variação do sinal, como se pode ver pela figura
5.2, ou seja, está associada às principais direcções do sinal. Assim sendo, a extracção dos
movimentos oculares foi obtida, subtraindo ao sinal original a componente ocular extraída
pelos algoritmos KPCA e Local SSA.
5.4 Método de Registo do sinal EEG
Os sinais recolhidos pertencem a uma base de dados de EEG’s de rotina de doentes epilépticos,
monitorizados digitalmente. Os sinais foram adquiridos com uma frequência de amostragem
de 128 Hz e têm uma duração variável entre 1h a 4h. A gravação teve por base um conversor
analógico/digital de 16 bits.
Figura 5.3: Mapa esquemático da posição dos eléctrodos na aquisição do sinal EEG segundo
o sistema internacional 10-20.
Na aquisição do sinal foram usados dezanove eléctrodos colocados segundo o sistema
internacional 10-20, como está representado na figura 5.3. O sinal EOG não foi registado.
Para a visualização dos sinais EEG podem ser usadas diversas montagens. Neste caso, foi
escolhida uma montagem monopolar com referência a um eléctrodo (Cz) localizado na zona
central do cérebro.
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5.5 Aplicação dos algoritmos Local SSA ao sinal EEG
Foi considerado um segmento com N = 1536 amostras (aproximadamente 12 segundos) do
canal frontal (Fp1− Cz) de um sinal EEG amostrado a 128 Hz .
Ao sinal unidimensional contaminado com movimentos oculares e ruído a 50Hz (figura 5.2)
foi aplicado o algoritmo Local SSA, considerando três situações distintas:
• aplicação do algoritmo SSA e do critério MDL para selecção da dimensão;
• aplicação do algoritmo Local SSA e do critério MDL;
• aplicação do algoritmo Local SSA, com k = 1.
Nas secções seguintes são apresentados os parâmetros do algoritmo e os resultados da extrac-
ção dos movimentos oculares para as três situações descritas anteriormente. Posteriormente,
segue-se uma secção que mostra a influência dos parâmetros do algoritmo nos resultados e
uma outra, que apresenta a quantificação dos resultados obtidos.
Os gráficos apresentados com os sinais EEG foram obtidos, recorrendo à apresentação gráfica
do software EEGLAB [40].
5.5.1 Parâmetros do algoritmo
O algoritmo Local SSA apresenta um conjunto de parâmetros que têm de ser previamente
escolhidos pelo utilizador, nomeadamente a dimensão do embedding, M , o número de clusters
q e o número de direcções principais a seleccionar em cada cluster k.
O número de direcções em cada cluster foi escolhido de forma automática por dois critérios:
• aplicação do critério MDL;
• selecção de uma única direcção em cada cluster, associada ao maior valor próprio;
O número de atrasos efectuados ao sinal EEG baseou-se na relaçãoM > fs
fL
, onde fs representa
a frequência de amostragem do sinal (128 Hz) e fL a frequência associada ao sinal que queremos
rejeitar, neste caso os movimentos oculares (3.5 Hz) [17]. Assim sendo, foram considerados
M = 41 atrasos.
O número de atrasos efectuados ao sinal influenciam a escolha do número de clusters. Por
questões práticas, o número de vectores em cada cluster deve ser superior ao embedding do
sinal, sendo q = 6 clusters o valor adequado.
5.5.2 Extracção dos movimentos oculares
A componente ocular representa a maior variação do sinal, estando associada às principais
direcções do mesmo. Assim sendo, a extracção dos movimentos oculares é obtida subtraindo
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a componente ocular extraída pelo algoritmo Local SSA ao sinal original.
Nas figuras 5.4 e 5.5 estão representados os resultados obtidos aquando da aplicação do
algoritmo Local SSA com seis clusters quando é aplicado o critério MDL para a selecção
do número de direcções e quando é seleccionada uma única direcção em cada cluster
respectivamente. O primeiro sinal representa o sinal EEG original, o segundo sinal representa
o sinal EOG extraído e o último sinal, o sinal EEG corrigido.
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Figura 5.4: Canal frontal de um sinal EEG reconstruído pela aplicação do algoritmo Local
SSA, considerando 6 clusters pelo critério MDL. No gráfico estão representados : canal frontal
do sinal EEG original (1), sinal EOG extraído (2) e canal frontal do sinal EEG corrigido (3).
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Figura 5.5: Canal frontal de um sinal EEG reconstruído pela aplicação do algoritmo Local
SSA, considerando 6 clusters e seleccionando um valor próprio em cada cluster. No gráfico
estão representados : canal frontal do sinal EEG original (1), sinal EOG extraído (2) e canal
frontal do sinal EEG corrigido (3).
Analisando a figura 5.5, verifica-se que a selecção de um único valor próprio em cada clus-
ter permite extrair a maioria das oscilações de grande amplitude (movimentos oculares)
verificando-se, no entanto, que ainda estão presentes algumas oscilações no sinal corrigido.
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Por sua vez, quando é usado o critério MDL, a componente associada aos movimentos ocu-
lares é eliminada por completo, como se pode ver pela figura 5.4. Além do algoritmo Local
SSA, foi aplicado o algoritmo SSA ao mesmo segmento de dados, considerando o critério
MDL. O MSE entre o sinal EOG extraído pelos algoritmos SSA e Local SSA, foi cerca de
6.67. Podemos ver pelo gráfico da função densidade espectral da figura 5.6 que a banda das
baixas frequências (< 10Hz) aumenta com o número de clusters [41].
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Figura 5.6: Função densidade espectral (dB/Hz) versus Frequência (Hz) do canal frontal do
sinal EEG, do canal frontal corrigido pela aplicação do algoritmo SSA e do algoritmo Local
SSA, considerando q = 4 e q = 6 clusters.
Existe uma diferença significativa nesta banda quando é aplicado o algoritmo Local SSA ou o
algoritmo SSA. É de salientar que, para além da eliminação da banda das baixas frequências,
existe a eliminação da frequência associada à corrente eléctrica (50 Hz) para qualquer um dos
três casos apresentados: SSA, Local SSA com 4 clusters e Local SSA com seis clusters.
5.5.3 Influência do número de clusters
O número de clusters é um parâmetro que está limitado pela dimensão do embedding no
conjunto de dados. Por razões práticas, o número de vectores em cada cluster deve ser
superior à dimensão do embedding, neste caso Nci > 41 [42]. Na tabela 5.1 está apresentado
o número de amostras e o número de direcções seleccionadas em cada cluster considerando o
algoritmo SSA e o algoritmo Local SSA com q = 4 e q = 6 clusters.
Verifica-se que para q = 6 clusters, o número de vectores em cada cluster é sempre superior
a 41. Se forem considerados mais do que seis clusters, o critério MDL tende a sobrestimar o
subespaço de dimensão, uma vez que origina clusters com um número de vectores próximo
de M .
Na figura 5.7 está representado o logaritmo dos valores próprios resultantes da aplicação
do algoritmo Local SSA para q = 6 clusters. As linhas verticais correspondem à dimensão
seleccionada pelo critério MDL. Podemos ver pelos gráficos que a estimação do MDL coincide
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Clusters Dimensão (k) Size (Nci)
sem Cluster 1 9 1624
1 7 101
4 Clusters 2 7 956
3 7 132
4 8 435
1 6 128
2 10 112
6 Clusters 3 5 754
4 7 208
5 8 324
6 10 98
Tabela 5.1: Relação entre a dimensão do subespaço k e o número de amostras em cada cluster,
da aplicação do algoritmo SSA e do algoritmo Local SSA ao canal frontal do sinal EEG.
com o agrupamento dos valores próprios relacionados com o sinal residual.
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Figura 5.7: Representação do logaritmo dos valores próprios ln(λk) versus o número de valores
próprios k de cada cluster quando é aplicado o algoritmo Local SSA ao canal frontal do sinal
EEG. (- - -) A tracejado está representada a dimensão seleccionada pelo critério MDL.
A distribuição dos vectores do embedding do sinal multidimensional em cada cluster é efec-
tuada de forma não homogénea. A figura 5.8 representa a distribuição das amostras quando
são considerados seis clusters. Podemos ver que o cluster número três é o de maior dimensão
e está relacionado com as zonas onde há ausência de movimentos oculares.
Tendo em conta a aleatoriedade da selecção dos vectores-coluna da matriz de trajectória, foi
efectuada uma experiência com o objectivo de encontrar o número de clusters óptimo para
este segmento EEG. Foi aplicado o algoritmo Local SSA, fazendo variar o número de clusters
entre q = 1 e q = 7 e foram efectuadas 1000 simulações. Para cada simulação, foi calculado
o cluster que minimizou o valor kurtosis do sinal corrigido. A figura 5.9 representa a função
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Figura 5.8: Distribuição dos vectores coluna da matriz de trajectória do segmento de dados,
considerando q = 6 clusters.
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Figura 5.9: Função densidade de probabilidade do número de clusters (pdf(q)) versus o número
de clusters (q) que minimiza o valor da kurtosis do sinal EEG corrigido pelo algoritmo Local
SSA. O número de clusters variou entre q = 1 e q = 7 e para cada cluster foram efectuadas
1000 simulações.
densidade de probabilidade do número de clusters que minimiza o valor da kurtosis do sinal
corrigido versus o número de clusters.
Analisando a figura 5.9 concluí-se que o número de clusters óptimo para este segmento é q = 6
com uma percentagem de 48%.
5.5.4 Quantificação dos resultados
Para avaliar os resultados obtidos da aplicação dos algoritmos SSA e Local SSA com q = 4
e q = 6 clusters, foi efectuado um estudo da energia instantânea do sinal no domínio da
frequência, considerando três bandas de frequência fundamentais: teta (3.5-7.5Hz), alfa (7.5-
13Hz) e beta (13-25Hz) [42].
Para cada uma das bandas indicadas, foi calculada a energia instantânea do sinal, utilizando
uma janela de Hanning de 2s, que corresponde a uma resolução de 0.5Hz, e com 50% de
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sobreposição, figura 5.10.
Observando a figura 5.10, verifica-se que na banda teta a energia do sinal extraído tem valores
inferiores aos do sinal original, havendo, assim, perda de informação. Nas restantes bandas, a
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Figura 5.10: Representação da energia instantânea do sinal ao longo do tempo para cada uma
das bandas de frequência fundamental. Estão representados 4 sinais : ⋆ - Canal frontal do
sinal EEG Original ;  - Canal frontal do sinal EEG corrigido pelo algoritmo Local SSA com
q = 6 Cluster ; • - Canal frontal do sinal EEG corrigido pelo algoritmo Local SSA com q = 4
Cluster ; ∇ - Canal frontal do sinal EEG corrigido pelo algoritmo SSA.
perda de informação relevante tende a ser menor, à medida que a frequência aumenta. Neste
caso de estudo, verifica-se que na banda beta não existe perda de informação, apesar de esta
ser dominante nos canais frontais.
Entre os 5.5− 7.5 segundos, zona onde não estão presentes movimentos oculares, existe uma
menor perda de informação entre o sinal EEG e o sinal extraído, nomeadamente nas bandas
teta e alfa.
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Comparando os resultados obtidos pela aplicação dos algoritmos SSA e Local SSA, verificou-se
que para q = 6 clusters os resultados são mais satisfatórios, dado que a perda de informação
nas bandas teta e alfa é menor, comparativamente com os outros dois casos.
5.6 Aplicação do algoritmo Kernel PCA ao sinal EEG
O algoritmo KPCA é utilizado habitualmente em imagem para eliminação de ruído, no reco-
nhecimento de padrões [43, 24] e no reconhecimento de formas [1].
A aplicação do algoritmo a séries temporais ou a sinais biológicos é pouco usual. Em [44] é
apresentado um trabalho da aplicação do algoritmo KPCA para a extracção de características
em sinais EEG.
Nesta secção vão ser apresentados alguns resultados da aplicação do algoritmo KPCA ao sinal
EEG.
5.6.1 Parâmetros do algoritmo
Foi utilizado o mesmo segmento de sinal EEG da secção anterior (canal frontal Fp1-Cz).
Devido à complexidade do algoritmo KPCA, o sinal EEG foi dividido em quatro sub-sinais
de três segundos (N = 384). Os parâmetros utilizados no algoritmo foram obtidos de forma
experimental. Foram efectuados M = 41 e M = 21 atrasos ao sinal. A correlação do sinal
EEG corrigido com M = 41 e M = 21 foi 0.99. A selecção do número de direcções da matriz
Segmentos Dimensão (k) Parâmetro RBF
Segmento 1 8 0.05 × σ2s
Segmento 2 10 0.1 × σ2s
Segmento 3 5 0.5 × σ2s
Segmento 4 6 0.3 × σ2s
Tabela 5.2: Parâmetros do algoritmo KPCA usados em cada um dos segmentos do sinal EEG,
considerando M = 21 atrasos: número de direcções seleccionadas na matriz de kernel, k, e o
valor do parâmetro do kernel RBF.
Segmentos Dimensão (k) Parâmetro RBF
Segmento 1 8 0.5 × σ2s
Segmento 2 8 0.5 × σ2s
Segmento 3 8 0.5 × σ2s
Segmento 4 8 0.5 × σ2s
Tabela 5.3: Parâmetros do algoritmo KPCA usados em cada um dos segmentos do sinal EEG,
considerando M = 41 atrasos: número de direcções seleccionadas na matriz de kernel, k, e o
valor do parâmetro do kernel RBF.
de kernel e do parâmetro RBF foi efectuada de forma experimental. Como está descrito na
secção 3.9, o parâmetro RBF influencia o decaimento dos valores próprios. Nas experiências
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efectuadas, o parâmetro RBF foi seleccionado de forma a obter um decaimento mais lento dos
valores próprios. Nas tabelas 5.2 e 5.3 estão apresentados os parâmetros do algoritmo KPCA
usados em cada um dos segmentos do sinal EEG, quando se consideram M = 21 e M = 41
atrasos: número de direcções (k) seleccionadas na matriz de kernel e o valor do parâmetro
do kernel RBF, em função da variância dos segmentos do sinal de entrada, σ2s . O número
de vizinhos considerado em ambos os casos para o cálculo da pré-imagem pelo método das
distâncias foi n = 10.
Se a dimensão do embedding for M = 41, a escolha dos parâmetros para os segmentos é
efectuada de forma homogénea. Se a dimensão do embedding for inferior (M = 21) a selecção
dos parâmetros é diferente para cada um dos segmentos, tabela 5.2.
5.6.2 Extracção dos movimentos oculares
Na figura 5.11 estão apresentados os resultados da aplicação do algoritmo KPCA aos quatro
segmentos do sinal EEG quando são considerados M = 21 atrasos (tabela 5.2). Cada gráfico
contém o sinal original, o sinal extraído e o sinal corrigido.
Verifica-se que foram eliminadas as oscilações de grande amplitude, não havendo presença de
movimentos oculares nos resultados apresentados.
Para uma melhor interpretação dos resultados, foi efectuado o espectograma do sinal original,
do sinal extraído e do sinal corrigido para este resultado e para o resultado obtido na aplicação
do algoritmo Local SSA com seis clusters representado na figura 5.4.
Os espectogramas da figura 5.13 representam a evolução da frequência dos termos do sinal
(eixo dos yy) em função do tempo (eixo dos xx). Por análise do espectograma do sinal
original, conclui-se que existem duas zonas de maior energia: zona das baixas frequências
associada aos movimentos oculares(<10Hz) e a zona das altas frequências associada à corrente
eléctrica (50Hz). O sinal EOG extraído está fundamentalmente associado à banda das baixas
frequências (< 10Hz), figuras 5.12 e 5.13.
Comparando os resultados obtidos pelos dois algoritmos, verifica-se que o algoritmo Local
SSA para além de eliminar a zona das baixas frequências, permite eliminar a contaminação
da corrente eléctrica a 50Hz. Quanto ao algoritmo KPCA, este elimina a zona associada às
baixas frequências, mas de uma forma menos acentuada do que o algoritmo SSA.
Foi calculada a frequência instantânea ao longo do tempo para a banda delta (0.5 − 3.5Hz),
para o sinal EEG original, para o sinal EEG corrigido pelo algoritmo KPCA e para o sinal
EEG corrigido pelo algoritmo Local SSA, considerando q = 6 clusters (figura 5.14).
Verifica-se que entre os 3s e os 5s há uma diferença significativa dos resultados nesta banda,
no entanto o sinal EOG extraído em ambos os métodos tem uma correlação de 0.994 e a
correlação do sinal corrigido pelos dois métodos é de 0.81.
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Figura 5.11: Aplicação do algoritmo KPCA para extracção dos movimentos oculares. Seg-
mentação do sinal EEG em 4 segmentos de 3 segundos. Representação do canal frontal do
sinal EEG original (1), sinal EOG extraído (2) e canal frontal do sinal EEG corrigido (3).
5.7 Aplicação do algoritmo Local SSA a outros artefactos
A eliminação automática de artefactos num sinal EEG é um problema que tem vindo a ser
abordado por diversos autores, baseado na ICA [38, 33].
Nesta secção vai ser apresentado um resultado da aplicação automática do algoritmo Local
SSA a um segmento EEG de dez segundos. Este segmento de sinal pertence ao mesmo indiví-
duo das experiências anteriores, porém neste sinal existem crises de epilepsia. Os 10 segundos
de sinal representados na figura 5.15 antecedem uma das crises de epilepsia registadas. O sinal
foi amostrado a 128Hz e visualizado através de uma montagem monopolar com referência a
um eléctrodo comum (Cz). Foram considerados M = 41 atrasos e o número de clusters foi
obtido de forma automática, considerando dois critérios de selecção: o número de vectores em
cada cluster tem de ser superior ao embedding do sinal (Nc > 41) e a dimensão seleccionada
pelo critério MDL menor do que metade do embedding (k < M2 , tabela 5.4). O número de
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Figura 5.12: Espectograma do sinal EEG original, do sinal EOG extraído pelo algoritmo
KPCA e do sinal EEG corrigido.
clusters variou entre q = 1 e q = 10. Como podemos observar pela figura 5.15, nos canais Fp2,
F4, Fp1, F3 estão presentes movimentos oculares e no canal F7 está presente um artefacto
provocado pelo movimento do paciente seguido de um movimento ocular. Os canais T4, O1
e T5 também foram processados para a eliminação de possíveis oscilações associadas ao arte-
facto e aos movimentos oculares existentes. Cada canal foi processado de forma individual.
Na figura 5.16 estão representados os sinais extraídos pela aplicação do algoritmo Local SSA.
Verifica-se que os movimentos oculares foram removidos dos canais Fp2, F4, Fp1 e F3, bem
como o artefacto e o movimento ocular, presentes no canal F7.
Nos restantes canais, T4 O1 e T5, foi eliminada a oscilação existente provocada pelos movi-
mentos oculares.
Subtraindo os sinais extraídos aos sinais originais, obtemos o sinal EEG corrigido (figura
5.17). No sinal corrigido, as oscilações de elevada amplitude foram removidas, assim como
o artefacto existente. A leitura e análise do sinal corrigido torna-se mais clara, sendo pos-
sível observar no canal F3 a existência de pontas que estavam atenuadas pela presença dos
movimentos oculares.
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Figura 5.13: Espectograma do canal frontal do sinal EEG original, do sinal EOG extraído
pelo algoritmo SSA, considerando 6 clusters e do canal frontal do sinal EEG corrigido.
5.8 Conclusões
Neste capítulo foi efectuado um estudo preliminar da aplicação dos algoritmos KPCA e Lo-
cal SSA ao sinal EEG para a extracção de artefactos, nomeadamente movimentos oculares,
corrente eléctrica e movimentos originados pelo paciente ou pelos eléctrodos .
Dos resultados obtidos, verificou-se que ambos os algoritmos retiraram o sinal EOG de forma
muito similar. Os sinais residuais (o sinal EEG reconstruído) aparecem menos distorcidos, na
banda das baixas frequências, com a aplicação do algoritmo KPCA.
Comparando o modo de execução dos dois algoritmos, verifica-se que o KPCA apresenta uma
maior complexidade de processamento do que o algoritmo Local SSA.
Conclui-se que o algoritmo Local SSA é mais fácil de configurar para extrair artefactos do
sinal EEG, de forma automática.
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Figura 5.14: Representação da energia instantânea ao longo do tempo para a banda de frequên-
cia delta: ⋆ - Canal frontal do sinal EEG Original ; • - Canal frontal do sinal EEG corrigido
pelo algoritmo Local SSA com 6 cluster ; ...- Canal frontal do sinal EEG corrigido pelo algo-
ritmo KPCA.
Canais # Clusters
Fp2 6
F4 5
T4 5
Fp1 4
F3 5
O1 3
F7 4
T5 5
Tabela 5.4: Número de clusters utilizado pelo algoritmo Local SSA para cada canal processado
do sinal da figura 5.15.
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Figura 5.15: Segmento de 10 segundos de um sinal EEG que antecede uma crise de epilepsia.
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Figura 5.16: Sinais extraídos de forma automática pela aplicação do algoritmo Local SSA aos
canais Fp2, F4, T4, Fp1, F3, O1, F7 e T5.
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Figura 5.17: Segmento de sinal EEG corrigido pela subtracção das componentes da figura
5.16 ao sinal EEG original, figura 5.15.
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Capítulo 6
Conclusões e Trabalho Futuro
Neste trabalho foram estudadas técnicas não-lineares para a redução de ruído em séries tempo-
rais. As técnicas consistem na transformação dos dados para um espaço de dimensão superior,
transformação essa que é obtida através de matrizes de trajectória definidas pelos algoritmos
SSA e Local SSA ou através de funções de kernel obtidas pelo algoritmo KPCA.
Os algoritmos foram descritos, considerando na maior parte das operações uma notação ma-
tricial, simplificando a sua interpretação. Para cada um deles foi apresentada uma descrição
em pseudo-código. Alguns dos algoritmos foram implementados em ambiente Matlab, en-
quanto para outros foram usadas as implementações disponibilizadas pela toolbox [16]. Para
estudar a influência de alguns dos seus parâmetros, os algoritmos foram validados com sinais
artificiais.
Pelos resultados obtidos, conclui-se que os algoritmos KPCA e Local SSA apresentam resul-
tados muito semelhantes na eliminação de ruído. Em qualquer um dos algoritmos, é preciso
escolher um conjunto de parâmetros de forma experimental.
No caso do algoritmo Local SSA, a selecção do número de direcções no espaço de dimensão
superior foi obtida comparando vários critérios, tais como o critério MDL, o critério AIC e
o critério VE. Dos resultados obtidos com sinais artificiais, concluíu-se que o critério MDL
é aquele que estima com maior consistência a dimensão do subespaço. Para a selecção da
dimensão do embedding, foi considerada a relação entre a frequência de amostragem do sinal
original e a frequência do sinal que pretendemos eliminar [17]. No caso da selecção do número
de clusters do algoritmo Local SSA, esta é possível através de um conjunto de regras obtidas
por experimentação. O número de clusters foi obtido, tendo em conta que o número de ele-
mentos em cada cluster tem de ser superior à dimensão do embedding (M) e que o número
de direcções seleccionadas pelo critério MDL tem de ser inferior a esse mesmo valor.
No caso do algoritmo KPCA, embora os estudos preliminares indiquem que deve haver um
decaimento lento dos valores próprios da matriz de kernel, controlado pela escolha do parâ-
metro RBF, não se estabeleceu ainda um bom critério de escolha deste parâmetro, nem do
número de direcções a seleccionar na reconstrução.
Os algoritmos Local SSA e KPCA foram também aplicados ao sinal EEG com o objectivo de
eliminar artefactos. Verificou-se que os algoritmos Local SSA e KPCA apresentam resulta-
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dos muito semelhantes quando aplicados a um canal frontal na eliminação do sinal EOG. O
algoritmo Local SSA é o mais simples de utilizar na eliminação de artefactos, uma vez que a
selecção dos parâmetros pode ser obtida de forma automática, eliminando para além do sinal
EOG, outro tipo de artefactos, tais como a corrente eléctrica e os movimentos provocados
pelos eléctrodos ou pelo paciente.
Verificou-se que a aplicação do algoritmo Local SSA, escolhendo apenas uma direcção (k = 1)
em cada cluster, é uma versão simplificada deste, que pode ser utilizada quando se pretende
ter uma versão aproximada do sinal a extrair. Este foi o caso da eliminação da componente
da água num estudo de Nuclear Magnetic Resonance (NMR), em que a versão aproximada
era a entrada do algoritmo de simulated anealing [45]. Este estudo, [46], teve por objectivo
identificar quantas saídas do algoritmo dAmuse [3] contribuíram para a reconstrução de um
sinal idêntico ao extraído pelo Local SSA.
Quanto à complexidade dos algoritmos, verificou-se que o algoritmo KPCA apresenta uma
grande complexidade de processamento que está relacionada com a dimensão da matriz de
kernel, (que por sua vez depende do número de amostras a processar) e com o algoritmo de
reconstrução dos dados no espaço de entrada. Neste estudo, contornou-se o problema, seg-
mentando o sinal e aplicando o método das distâncias. No entanto, há formas de calcular as
direcções principais no espaço característico, seleccionando os dados relevantes no conjunto
de treino - algoritmo Greedy KPCA [47].
Pelos resultados apresentados, podemos concluir que os algoritmos KPCA e Local SSA per-
mitem eliminar ruído em séries temporais de um modo eficaz, tendo em atenção a selecção
dos parâmetros dos algoritmos.
Trabalho Futuro
Os resultados obtidos neste trabalho deixam em aberto vários assuntos para estudo futuro,
tais como:
• Selecção de parâmetros do algoritmo KPCA: parâmetro do kernel RBF, determinação
do número de direcções a seleccionar na matriz de kernel e escolha do número de
vizinhos a considerar no caso do método das distâncias.
• Redução da complexidade de processamento do algoritmo KPCA através da implemen-
tação e estudo do algoritmo Greedy KPCA, [47].
• Estudo comparativo dos algoritmos KPCA e Local SSA com outros métodos, para
eliminação automática de artefactos no sinal EEG [38, 34], considerando diferentes
casos clínicos [48, 49, 50].
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• Aplicação dos algoritmos a um maior conjunto de sinais EEG, para validação dos
resultados de uma forma mais consistente. Análise estatística dos resultados obtidos e
quantificação dos mesmos, com base na análise espectral.
• Implementação do algoritmo Local SSA no software EEGLAB [40], para uma melhor
visualização e interpretação dos resultados, por parte dos especialistas clínicos.
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Apêndice A
Decomposição em Valores Singulares -
SVD
Uma matriz X (m× n) decomposta em valores singulares pode ser escrita da forma
X = UΣV
′
, (A.1)
onde as colunas da matriz ortogonal U (m×m) representam os vectores próprios de XX ′ , as
colunas da matriz ortogonal V (n × n) representam os vectores próprios de X ′X e a matriz
Σ (m× n) representa a matriz diagonal dos valores singulares.
Consideremos C = X
′
X a matriz de covariância dos dados e K = XX
′
a matriz de Kernel.
Efectuando a decomposição em valores e vectores próprios de ambas as matrizes temos:
K = X
′
X e C = XX
′
(A.2)
Substituindo a eq.(A.1) nas eq. (A.2), temos:
K = X
′
X = V ΣU
′
UΣV
′
= V Σ2V
′
(A.3)
e
C = XX
′
= UΣV
′
V ΣU
′
= UΣ2U
′
(A.4)
onde as colunas ortogonais u da matriz U correspondem aos vectores próprios da matriz de
covariância, e as colunas ortogonais v da matriz V correspondem aos vectores próprios da
matriz de kernel e V
′
V = I e U
′
U = I.
Pelas eq. (A.3 , A.4), concluí-se que a matriz de Kernel e a matriz de covâriancia de um
conjunto de dados X, tem os mesmos valores próprios (Σ2). Consequentemente UΣ = XV e
as k-colunas de U pode ser representada como uma combinação linear dos vectores da matriz
de covariância:
uk = Xvkλ
− 1
2
k (A.5)
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Apêndice B
Pré-Imagem - método das distâncias
Seja Pi, com i = 1, ..., n o conjunto dos n vizinhos mais próximos da pré-imagem que é
procurada, Pn+1. Consideremos
Pn+1 = (wn+1,1, wn+1,2, ..., wn+1,d) (B.1)
as coordenadas da pré-imagem d-dimensional que se pretende encontrar.
Segundo [10], para calcular a pé-imagem Pn+1 é necessário considerar as n equações quadrá-
ticas das distâncias do ponto procurado aos n vizinhos mais próximos
d2i,n+1 =
d∑
k=1
(wk,n+1 − wk,i)2 = d2n+1 + d2i − 2
d∑
k=1
wk,iwk,n+1 (B.2)
Devido aos termos estarem centrados e assumindo que estas equações estão a ser calculadas à
volta do i, o termo correspondente produto cruzado é nulo. Assim, considerando as n equações
temos:
n∑
i=1
d2i,n+1 = nd
2
n+1 +
n∑
k=1
d2i ⇔ d2n+1 =
1
n
n∑
i=1
d2i − d2i,n+1 (B.3)
A partir da expressão anterior substituímos d2n+1 na equação B.2 e obtemos:
−2
m∑
k=1
wk,iwk,n+1 = d
2
i − d2i,n+1 −
1
n
n∑
i=1
(d2i,n+1 − d2i ) (B.4)
Representando a expressão acima em notação matricial temos:
−2W T wˆ = (d2 − d2
0
)− jj
T
n
(d2 − d2
0
) (B.5)
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Como, W jj
T
n
= 0 devido aos dados estarem centrados, a pré-imagem pode ser obtida
wˆ = −1
2
(WW T )−1W (d2 − d2
0
) = −1
2
Σ−1V T (d2 − d2
0
) (B.6)
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Apêndice C
Parâmetros dos algoritmos SSA e
Local SSA
Nas tabelas C.1, C.2 e C.3 estão apresentados os parâmetros da aplicação dos algoritmos SSA
e Local SSA ao sinal sinusoidal, sinal funny e ao sinal dente-de-serra apresentados nas secções
2.7.1 e 2.8.1. Foram considerados q = 3 e q = 5 clusters e duas janelas de dimensão M = 11
e M = 36 atrasos .
As tabelas ilustram a dimensão de cada cluster e o número de direcções seleccionadas em
cada cluster pelo critério MDL.
M=36 M=11
Clusters Dimensão (k) Size (Nc) Dimensão (k) Size (Nc)
sem Cluster 1 2 465 2 490
3 Clusters 1 1 159 1 158
2 1 152 1 164
3 1 154 1 168
5 Clusters 1 1 86 11 106
2 1 98 11 93
3 1 93 11 90
4 1 98 11 105
5 1 90 11 96
Tabela C.1: Relação entre a dimensão do subespaço k e o número de amostras em cada cluster
da aplicação dos algoritmos SSA e Local SSA ao sinal sinusoidal
Pela análise das tabelas podemos concluir que:
• O sinal sinusoidal reconstruído com 5 clusters e M = 11, representa o sinal de entrada
(sinal sinusoidal adicionado de ruído com SNR=5dB), uma vez que o critério MDL
seleccionou em todos os clusters o número máximo de direcções, não havendo eliminação
de ruído. O mesmo acontece para o sinal funny quando é aplicado o algoritmo SSA e
M = 11 atrasos.
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M=36 M=11
Clusters Dimensão (k) Size (Nc) Dimensão (k) Size (Nc)
sem Cluster 1 2 465 11 490
3 Clusters 1 8 174 2 64
2 11 231 3 97
3 2 60 11 239
5 Clusters 1 2 64 11 149
2 10 222 1 22
3 2 59 2 171
4 1 40 11 42
5 3 80 3 106
Tabela C.2: Relação entre a dimensão do subespaço k e o número de amostras em cada cluster
da aplicação dos algoritmos SSA e Local SSA ao sinal funny
M=36 M=11
Clusters Dimensão (k) Size (Nc) Dimensão (k) Size (Nc)
sem Cluster 1 4 465 2 490
3 Clusters 1 3 160 1 183
2 3 140 1 124
3 2 165 1 183
5 Clusters 1 1 97 11 132
2 2 91 11 175
3 2 88 1 59
4 3 80 1 59
5 2 109 1 65
Tabela C.3: Relação entre a dimensão do subespaço k e o número de amostras em cada cluster
da aplicação dos algoritmos SSA e Local SSA ao sinal dente-de-serra
• A diminuição da dimensão do embedding nos sinais origina a sobrestimação da dimensão
do subespaço por parte do critério MDL (selecção k = 11 direcções).
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