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We study single inclusive hadron production in proton-proton and proton-nucleus collisions in
the CGC framework. The parameters in the calculation are determined solely by standard nuclear
geometry and by electron-proton deep inelastic scattering data, which is fit using the running cou-
pling BK equation. We show that it is possible to obtain a good fit of the HERA inclusive cross
section also without an anomalous dimension in the initial condition. We argue that one must
consistently use the proton transverse area as measured by a high virtuality probe in DIS also for
the single inclusive cross section in proton-proton and proton-nucleus collisions. We show that this
leads to a midrapidity nuclear modification ratio RpA that approaches unity at high transverse
momentum independently of
√
s, in contrast to most CGC calculations in the literature. We also
present predictions for future forward RpA measurements at the LHC.
PACS numbers: 13.85.Ni, 13.85.Hd 24.85.+p,
I. INTRODUCTION
The Color Glass Condensate (CGC) provides a con-
venient way to describe strongly interacting systems in
the high energy limit, where nonlinear phenomena, such
as gluon recombination, become important. Because the
gluon density scales as ∼ A1/3, these nonlinearities are
enhanced when the target is changed from a proton to
a heavy nucleus. The p+Pb run at the LHC provides
access to a kinematical region never explored so far and
makes it possible to study QCD phenomena in a region
where gluon densities are large and non-linear effects be-
come important.
The structure of a hadron can be studied accurately
in deep inelastic scattering (DIS) where a (virtual) pho-
ton scatters off the hadron. A large amount of precise
high energy electron-proton data measured at HERA
has shown that the gluon density inside a proton grows
rapidly at small Bjorken x or, equivalently, at high en-
ergy. These accurate measurements have also been a
crucial test for the CGC, and recent analyses have con-
firmed that the CGC description is consistent with all
the available small-x DIS data [1–3]. The CGC makes
it possible to consistently describe also other high-energy
hadronic interactions than inclusive deep inelastic scat-
tering within the same unified framework. These include,
for example, single [4–6] and double inclusive [7–10] par-
ticle production in proton-proton and proton-nucleus col-
lisions, diffractive DIS [11, 12] and the initial state for the
hydrodynamical modeling of a heavy ion collision [13–
15]. First steps beyond the leading order calculations
have also been taken recently [16–18]. Comparing calcu-
lations fit to DIS data to particle production results for
proton-proton and proton-nucleus collisions at different
energies provides a nontrivial test of the universality of
the CGC description, and makes predictions for future
LHC pA measurements.
In this work we study to what extent it is possible to
compute single inclusive hadron production in proton-
proton and proton-nucleus collisions in a consistent CGC
framework. As an input we use only the HERA data for
the inclusive DIS cross section, which is fitted using the
running coupling Balitsky-Kovchegov (BK) equation [19–
21]. The resulting initial condition for the dipole cross is
extended to nuclei using only the standard Woods-Saxon
nuclear density, without any additional nuclear param-
eters. Unlike in some of the recent works using dipole
cross sections measured in DIS to compute particle pro-
duction in hadronic collisions, we consistently use also
the transverse area of the small-x gluonic degrees of free-
dom in a nucleon (σ0) determined from the DIS fits. This
is to be contransted with the conceptually separate and
numerically much larger “soft” area of the nucleus given
by the total inelastic nucleon-nucleon cross section σinel,
which is needed in the Glauber modeling of a nuclear col-
lision. Treating the area factor consistently also makes
it possible to interpret the “K-factor” between the nor-
malization of the data and our LO calculation as a real
indication of the magnitude of higher order effects and
not only as a completely uncontrolled fit parameter. In
particular, we will argue that this leads to a much more
controlled result for the nuclear modification factor RpA
than in the existing literature.
This work is structure as follows. In Sec. II we dis-
cuss how one fits the deep inelastic scattering data in
order to obtain an initial condition for the BK evolu-
tion. In Sec. III we discuss how single inclusive hadron
production can be computed in proton-proton collisions
and generalize the discussion to proton-nucleus case in
Sec. IV. Finally we show our numerical results in Sec. V
before concluding in Sec. VI.
ar
X
iv
:1
30
9.
69
63
v1
  [
he
p-
ph
]  
26
 Se
p 2
01
3
210−1 100 101
k [GeV]
10−4
10−3
10−2
10−1
100
101
102
S˜
(k
)
MVγ
MVe
MV
FIG. 1: Two dimensional Fourier transform of S(r) =
1−N (r) in fundamental (thick lines) and adjoint (thin lines)
representations for MVγ , MVe and MV models.
0.0
0.5
1.0
1.5
2.0
σ
r
MVγ Q2 = 1.5 GeV2
MVe
MV
MVγ Q2 = 8.5 GeV2
MVe
MV
10−4 10−3 10−2
x
0.0
1.0
2.0
3.0
4.0
σ
r
MVγ Q2 = 27 GeV2
MVe
MV
10−4 10−3 10−2
x
MVγ Q2 = 200 GeV2
MVe
MV
FIG. 2: Reduced cross section σr computed using the
MVγ , MVe and MV model initial conditions for the dipole
amplitude compared with combined HERA (H1 and ZEUS)
data [22].
II. ELECTRON-PROTON BASELINE
Deep inelastic scattering provides a precision measure-
ment of proton structure. The H1 and ZEUS collabo-
rations have measured the proton structure functions F2
and FL, and very precise combined results for the reduced
cross section σr were published recently [22].
The reduced cross section is a function of the proton
structure functions:
σr(y, x,Q
2) = F2(x,Q
2)− y
2
1 + (1− y)2FL(x,Q
2). (1)
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FIG. 3: Dipole amplitude at initial x = 10−2 (thick lines)
and after BK evolution at x = 10−5 (thin lines) from MVγ ,
MVe and MV models.
Here y = Q2/(sx) and
√
s is the center of mass energy.
The structure functions are related to the virtual photon-
proton cross sections σγ
∗p
T,L for transverse (T) and longi-
tudinal (L) photons:
F2(x,Q
2) =
Q2
4pi2αem
(σγ
∗p
T + σ
γ∗p
L ) (2)
and
FL(x,Q
2) =
Q2
4pi2αem
σγ
∗p
L . (3)
In this work we perform a fit to combined HERA σr
data [22] for Q2 < 50 GeV2 and x < 0.01.
The virtual photon-proton cross sections in the Color
Class Condensate framework can be computed as
σγ
∗p
T,L(x,Q
2) = 2
∑
f
∫
dz
∫
d2bT |Ψγ
∗→ff¯
T,L |2N (bT , rT , x),
(4)
where Ψγ
∗→ff¯
T,L is the photon light cone wave function de-
scribing how the photon fluctuates to a quark-antiquark
pair, computed from light cone QED [23]. The QCD dy-
namics is inside the function N (bT , rT , x) which is the
imaginary part of the scattering amplitude for the pro-
cess where a dipole (quark-antiquark pair with transverse
separation rT ) scatters off the color field of a hadron with
impact parameter bT . It can not be computed pertur-
batively, but its energy (or equivalently Bjorken x) de-
pendence satisfies the BK equation, for which we use the
running coupling corrections derived in Ref. [24]. The ex-
plicit factor 2 in Eq. (4) comes from the optical theorem,
which tells us that the total cross section is given by twice
the imaginary part of the forward scattering amplitude.
3We assume here that the impact parameter depen-
dence of the proton factorizes and one replaces
2
∫
d2bT → σ0. (5)
Note that with the usual convention adopted here the
factor 2 from the optical theorem is absorbed into the
constant σ0, thus the transverse area of the proton is
now σ0/2. The proton area σ0/2 could in principle be
obtained from diffractive vector meson production mea-
surements where one can parametrize the transverse mo-
mentum dependence of the production cross section as
∼ e−BD∆2T , where ∆T is the momentum transfer in the
process. From the HERA J/Ψ data [25, 26] one obtains
BD ≈ 4 GeV. For a gaussian impact parameter profile
(exponential in t) these are related by σ0 = 4piBD. This
would correspond to σ0 ≈ 19.5 mb, which is approxi-
mately two thirds of the value obtained from the fit to the
inclusive data. For comparison, a theta-function profile,
in b with the same t-slope at t = 0 leads to σ0 = 8piBD,
which is larger than the value from the inclusive fit.
While the observed t-distribution of diffractive J/Ψ-does
not favor a the theta fucntion profile, it is not known well
enough to determine the profile precisely. We conclude
that in practice the measured t-distribution is insufficient
to precisely determine σ0 alone, and we need to include
it as a free parameter in the fit.
As a non-perturbative input one needs also the dipole-
proton amplitude at the initial x = x0. For the dipole
amplitude we use the following parametrization, based
on the McLerran-Venugopalan model [27]:
N (rT ) = 1−exp
[
− (rT
2Q2s0)
γ
4
ln
(
1
|rT |ΛQCD + ec · e
)]
,
(6)
where we have generalized the AAMQS [1] form by also
allowing the constant inside the logarithm to be different
from e. This constant plays the role of an infrared cutoff
in the MV model and its value cannot be fixed by a weak
coupling calculation, it is therefore natural to leave it as a
free parameter. The other fit parameters are anomalous
dimension γ and initial saturation scale Q2s0.
The BK equation with running coupling requires the
strong coupling constant αs as a function of the trans-
verse separation r = |rT |. In order to obtain a slow
enough evolution to be compatible with the data (see dis-
cussion in Ref. [28]) we include, as in [1], an additional
fit parameter C2 such that
αs(r) =
12pi
(33− 2Nf ) log
(
4C2
r2Λ2QCD
) , (7)
with ΛQCD fixed to the value 0.241 GeV. It has been
argued that this encodes the uncertainty for the scale
at which the coordinate space strong coupling constant
should be evaluated. On the other hand it has been
justified analytically [29] and confirmed numerically [30]
(for a slightly different running coupling prescription and
for the JIMWLK equation) that performing the Fourier-
transform would lead to C2 = e−2γe . With this inter-
pretation the fit result C2 ∼ 6 corresponds to the QCD
scale taking the value ΛQCD/C ∼ 50 MeV. In numerical
solutions we freeze αs to 0.7 in the infrared. The quark
mass is fixed to m = 0.14 GeV, as it was found in Ref. [1]
that taking it to be a fit parameter does not improve the
fit quality significantly. We also consider only the three
light quarks in this work.
The unknown parameters are obtained by performing a
fit to small-x DIS data. The first parametrization consid-
ered in this work, denoted by MVγ , is obtained by setting
ec ≡ 1 in Eq. (6) but keeping the anomalous dimension γ
as a fit parameter. A global fit to HERA, NMC and E665
deep inelastic scattering data for this parametrization
was performed by the AAMQS collaboration in Ref. [1],
resulting in a very good fit χ2/d.o.f ≈ 1.17. The fit pa-
rameters are listed in Table I.
We fit two other initial conditions for the dipole am-
plitude to the HERA reduced cross section data. First,
we consider a parametrization where we do not include
anomalous dimension (γ ≡ 1) but let ec to be a free fit
parameter. The second model studied for comparison
is the MV model without modifications, where γ ≡ 1
and ec ≡ 1. As we do not include E665 or NMC
data, the fit procedure is not exactly the same as in
Ref. [1]. However, due to its very small errors the HERA
data dominates the AAMQS fit, and this results in only
very minor differences between our result and that of
Ref. [1]1. Our fit result for the MVγ model is Q2s0 = 0.159
GeV2, γ = 1.129, C2 = 7.05 and σ0/2 = 16.35 fm. We
have also confirmed numerically that the two different
MVγ model parametrizations give basically the same re-
sult when computing quantities considered in this work.
Our second parametrization, denoted by MVe here,
has an infrared cutoff ec as a fit parameter but no anoma-
lous dimension (γ ≡ 1). The fit quality is essentially
as good as for the MVγ model, with the best fit giving
χ2/d.o.f ≈ 1.15. The fit parameters are listed in Table
I. Viewed in momentum space this parametrization pro-
vides a smoother interpolation between the small-k sat-
uration region (where it resembles the Gaussian GBW
form) and the power law at behavior high k. This is
demonstrated in Fig. 1, where we show the Fourier-
trasform of S(rT ) = 1 − N (rT ), which is proportional
to the “dipole” gluon distribution.
For comparison we also study a pure MV model initial
condition fixing γ = 1 and ec = 1, resulting in the pa-
rameters listed in Table I. The fit quality is not as good
as with the modified MV model, (χ2/d.o.f ∼ 2.8), but as
one can see from Fig. 2, the description of the small-x
DIS data is still reasonable.
1 The other difference between our approach and Ref. [1] is that
for simplicity we do use the redefinition of x→ x(1 + 4m2f/Q2),
where mf is the quark mass.
4Model χ2/d.o.f Q2s0 [GeV
2] Q2s [GeV
2] γ C2 ec σ0/2 [mb]
MV 2.76 0.104 0.139 1 14.5 1 18.81
MVγ 1.17 0.165 0.245 1.135 6.35 1 16.45
MVe 1.15 0.060 0.238 1 7.2 18.9 16.36
TABLE I: Parameters from fits to HERA reduced cross section data at x < 10−2 and Q2 < 50 GeV2 for different initial
conditions. Also the corresponding initial saturation scales Q2s defined via equation N (r2 = 2/Q2s ) = 1− e−1/2 are shown. The
parameters for the MVγ initial condition are obtained by the AAMQS collaboration [1].
The dipole amplitudes at initial Bjorken-x obtained
from the MVγ and MVe models are close to each other,
and they both deviate significantly from the pure MV
model. To demonstrate this, we show in Fig. 3 the
dipole amplitudes N (rT , x) at initial x = x0 = 0.01 and
at x = 10−5. Note that one can not directly compare the
values of the parameters Q2s0 in the initial condition, as
the functional form in different parametrizations is dif-
ferent. To perform a model-independent comparison of
the values of the saturation scale in different fits, we de-
fine the saturation scale Q2s as a solution to the equation
N (rT 2 = 2/Q2s ) = 1−e−1/2. The initial saturation scales
with this model-independent definition are also summa-
rized in Table I.
III. SINGLE INCLUSIVE HADRON
PRODUCTION IN CGC
The spectrum of gluons can be computed using kT -
factorization [31] which, for kT & Qs is known to give the
same gluon spectrum than what is obtained by solving
the classical Yang-Mills equations [32]:
dσ
dyd2kTd2bT
=
2αs
CFkT
2
∫
d2qTd
2sT
ϕp(qT , sT )
qT 2
× ϕp(kT − qT ,bT − sT )
(kT − qT )2 . (8)
Here ϕp is the dipole unintegrated gluon distribution
(UGD) of the proton [33–35] and bT is the impact pa-
rameter. For the proton we assume that the impact pa-
rameter dependence factorizes and
ϕp(kT ) =
∫
d2bTϕp(kT ,bT ) =
CFσ0/2
8pi3αs
kT
4S˜p(kT ).
(9)
Here S˜p(k) is the two dimensional Fourier transform of
the dipole-proton scattering matrix Sp(r) = 1 − N pA(r),
where N pA is the dipole-proton scattering amplitude in
adjoint representation: NA = 2N −N 2. For the proton
DIS area σ0/2 we use the value from the fits to DIS data,
see Sec. II.
Let us now consider a proton-proton collision. The
cross section is obtained by integrating Eq. (8) over the
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FIG. 4: Gluon distribution function at x = 10−2 (lower thick
lines) and at x = 10−4 (upper thin lines) computed using MV,
MVγ and MVe initial conditions compared with the leading
order CTEQ gluon distribution.
impact parameter, which gives
dσ
dyd2kT
=
(σ0/2)
2
(2pi)2
CF
2pi2kT
2αs
∫
d2qT
(2pi)2
qT
2S˜p(qT )
× (kT − qT )2S˜p(kT − qT ). (10)
The invariant yield is defined as the production cross
section divided by the total inelastic cross section σinel
and thus becomes
dN
dyd2kT
=
(σ0/2)
2
σinel
CF
8pi4kT
2αs
∫
d2qT
(2pi)2
qT
2S˜p(qT )
× (kT − qT )2S˜p(kT − qT ). (11)
Assuming that |kT | is much larger than the saturation
scale of one of the protons we obtain the hybrid formalism
result
dN
dyd2kT
=
σ0/2
σinel
1
(2pi)2
xg(x,kT
2)S˜p(kT ), (12)
where
xg(x,kT
2) =
∫ kT 2
0
dqT
2
qT 2
ϕp(qT ) (13)
5is the integrated gluon distribution function. This can
then be replaced by the conventional parton distribution
function, for which we can use the CTEQ LO [36] pdf. In
Fig. 4 we show this function as resulting from the dipole
fits to HERA data at x = 10−2 and x = 10−4 compared
with the leading order CTEQ distribution. At the ini-
tial x = 10−2 the gluon density grows much faster as a
function of Q2 when the MV model is used, and the re-
sults obtained using the MVγ and MVe models are close
to each other. This observation suggests a new interpre-
tation for why the experimental data seems to favor a
steeper initial condition for BK evolution such as MVγ
and MVe: this form provides a better parametrization of
the large logarithms of Q2 that are resummed by DGLAP
evolution, but not included in the leading order BK equa-
tion. When moving from the initial condition to smaller
x the gluon density from the CTEQ distribution grows
faster than what is obtained from the BK evolution. At
smaller x the difference between the initial conditions is
relatively small as the solutions of the BK equation ap-
proach the universal form.
HERA measurements of diffractive vector meson elec-
troproduction [37] indicate that the proton transverse
area measured with a high virtuality probe is smaller
than in soft interactions. In our case this shows up as a
large difference in the numerical values of σ0/2 and σinel,
and leads to an energy dependent factor σ0/2σinel ∼ 0.2 . . . 0.3
in the particle yield (12), in contrast with the treat-
ment often used in CGC calculations. Physically this
corresponds to a two-component picture of the trans-
verse structure of the nucleon (see also Ref. [38] for a
very similar discussion). The small-x gluons responsi-
ble for semihard particle production occupy a small area
∼ σ0/2 in the core of the nucleon. This core is sur-
rounded by a nonperturbative edge that becomes larger
with
√
s, but only participates in soft interactions that
contribute to the large total inelastic cross section σinel
(we use σinel = 42 mb at RHIC [39], σinel = 44.4 mb at
Tevatron [40] and σinel = 70 mb at LHC energies [41]).
This description of the transverse profile in terms of only
two numbers, an energy-independent σ0 and an energy-
dependent σinel is of course very simplistic, but we believe
it captures a physical feature that has been neglected in
many works on the subject. Note that Ref. [42] mod-
els the same physics by consistently using a b-dependent
dipole cross section, and incorporating the soft physics
as a
√
s-dependent upper limit in the integration over b.
We will in Sec. IV show that this separation between the
two transverse areas brings much clarity to the extension
of the calculation from protons to nuclei.
Now that also the normalization (σ0/2) from HERA
data is used in the calculation of the single inclusive spec-
trum, the result represents the actual LO CGC prediction
for also the normalization of the spectrum. As is often
the case for perturbative QCD, the LO result only agrees
with data within a factor of ∼ 2. We therefore multiply
the resulting spectrum with a “K-factor” to bring it to
the level of the experimental data. Now that the different
areas σ0 and σinel are properly included, this factor has
a more conventional interpretation of the expected effect
of NLO corrections on the result; although it depends
quite strongly on the fragmentation function. In partic-
ular we note that the numerical values cannot be directly
compared with the numerical values given in Ref. [5].
In order to obtain a hadron spectrum from the parton
spectrum we calculate convolution with the DSS LO frag-
mentation function [43] and, when using the hybrid for-
malism, also add the light quark-initiated channel to the
gluonic one in Eq. (12). The momentum scale for the par-
ton distribution functions, fragmentation functions and
the strong coupling constant αs are chosen as the trans-
verse momentum of the produced hadron.
IV. FROM PROTON TO NUCLEUS
Due to a lack of small-x nuclear DIS data we can
not perform a similar fit to nuclear targets than what
is done with the proton. Instead we use the optical
Glauber model to generalize our dipole-proton amplitude
to dipole-nucleus scattering.
First we observe that the total dipole (size r)-proton
cross section reads
σpdip = σ0N p(r). (14)
In the dilute limit of very small dipoles the dipole-nucleus
cross section should be just an incoherent sum of dipole-
nucleon cross sections, i.e. σAdip = Aσ
p
dip. On the other
hand for large dipoles we should have dσAdip/d
2bT ≡
2NA(rT ,bT ) ≤ 2. These requirements are satisfied with
an exponentiated dipole-nucleus scattering amplitude
NA(rT ,bT ) =
[
1− exp
(
−ATA(bT )
2
σpdip
)]
. (15)
This form is an average of the dipole cross section over
the fluctuating positions of the nucleons in the nucleus
(see e.g. [44]), and thus incorporates in an analytical
expression the fluctuations discussed e.g. in Ref. [5].
Using the form (15) directly in computing particle pro-
duction is, however problematic. Because the forward S-
matrix element S = 1−NA(rT ,bT ) approaches a limiting
value exp
(
−ATA(bT )2 σ0
)
∼ exp (−A1/3) and not exactly
zero at large r, the dipole gluon distribution develops
unphysical oscillations as a function of k. We therefore
expand the proton-diple cross section in Eq. (15) and use
the approximation
σpdip = σ0N p(rT ) ≈ σ0
(rT
2Q2s0)
γ
4
ln
(
1
|rT |ΛQCD + ec · e
)
(16)
in the exponent of Eq. (15). The dipole-nucleus ampli-
tude is then obtained by solving the rcBK evolution equa-
6tion with an initial condition
NA(rT ,bT ) = 1− exp
[
−ATA(bT )σ0
2
(rT
2Q2s0)
γ
4
× ln
(
1
|rT |ΛQCD + ec · e
)]
. (17)
We emphasize that besides the Woods-Saxon nuclear
density TA(bT ), all the parameters in this expression re-
sult from the fit to HERA data. Among recent works
on the subject this can be contrasted with e.g. Ref. [5]
where the area corresponding to σ0/2 in Eq. (17) is set by
fiat to 42 mb, or to Ref. [2], where initial saturation scale
is varied within a large range. The “optical Glauber” ini-
tial condition (17) also brings to evidence the advantage
of the MVe parametrization, which achieves a good fit
to HERA data while imposing γ = 1. In contrast to the
MVγ fit, this functional form avoids the ambiguity en-
countered in e.g. [5] of whether the factor ATA(bT )σ0/2
should be replaced by (ATA(bT )σ0/2)
γ to achieve a nat-
ural scaling of Q2s with the nuclear thickness.
The fully impact parameter dependent BK equation
develops unphysical Coulomb tails which would need
an additional screening mechanism at the confinement
scale (see e.g. [45–48]). We therefore solve the scatter-
ing amplitudes for each bT independently. Due to the
rapid increase of the scattering amplitude at low den-
sities (large |bT |) this effectively causes the nucleus to
grow rapidly on the edges at large energies. To demon-
strate this we plot in Fig. 5 the saturation scale Q2s of
the nucleus as a function of impact parameter bT , us-
ing again the model-independent definition of Qs as the
solution of N (rT 2 = 2/Q2s ,bT ) = 1 − e−1/2. The sat-
uration scale of the lead nucleus falls below the proton
saturation scale at |bT | & 6.3 fm, which corresponds to
centrality & 70%, see Table III. Due to the unphysical
increase of the gluon density at very large |bT | we do not
consider this parametrization to be reliable in that re-
gion. Instead, for calculating minimum bias observables
we simply scale up from proton-proton collisions by as-
suming that RpA = 1 for very large impact parameters
(see below). A more refined treatment of the nuclear edge
would be possible by replacing the optical Glauber frame-
work by a Monte Carlo one among the lines of [5], but
the edge region gives a very small contribution to total
inclusive cross sections and this would have a negligible
effect on the observables considered in this paper.
When computing proton-nucleus cross sections we
compute convolutions of the nuclear and the proton un-
integrated gluon distributions. In terms of the dipole
amplitudes the kT factorization formula now reads
dN(bT )
dyd2kT
=
σ0/2
(2pi)2
CF
2pi2kT
2αs
∫
d2qT
(2pi)2
qT
2S˜p(qT )
× (kT − qT )2S˜A(kT − qT ), (18)
where S˜p and S˜A are Fourier transforms of the dipole-
proton and dipole-nucleus scattering matrices, respec-
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FIG. 5: Saturation scale of the lead nucleus at x = 10−2
and at x = 10−4 as a function of impact parameter obtained
using the MVγ initial condition. The dashed lines show the
saturation scale of the proton at the same values of x.
tively. Assuming moreover that the transverse momen-
tum of the produced parton is much larger than the pro-
ton saturation scale we get the hybrid formalism result
dN(bT )
dyd2kT
=
1
(2pi)2
xg(x,kT
2)S˜A(kT ). (19)
Notice that, in contrast to Eq. (12) in this case we do not
get a factor (σ0/2)/σinel in the yield.
Let us then show that with this parametrization we get
RpA → 1 at large transverse momenta. First we observe
that at large |kT | (when also x approaches the initial
condition value) the particle yield in proton-nucleus col-
lisions is
dNpA ∼ xgS˜A(kT )
∼ xg
∫
d2rT e
ikT ·rT exp
(
−ATA(b)
2
σpdip
)
∼ xgATA(b)σ0
2
N p. (20)
On the other hand in proton-proton collisions we get
dNpp ∼ σ0/2
σinel
xgN p. (21)
Now as Nbin = ATAσinel, the nuclear modification ratio
is
RpA =
dNpA
NbindNpp
→ 1 (22)
at all
√
s, even as σinel and thus Nbin are changing with√
s while the initial saturation scale Qs0 is not. This is
in marked contrast to e.g. Refs. [4, 5, 49]), where the
physics of high energy evolution is basically the same,
7but the treatment of the transverse geometry different,
resulting in a variety of very different predictions for the
high transverse momentum behavior of RpA.
Once the dipole-nucleus amplitude is known, one im-
mediately gets the unintegrated gluon distribution of the
nucleus at fixed impact paramter bT from Eq. (9):
ϕA(kT ,bT ) =
CF
8pi3αs
kT
4S˜A(kT ,bT ). (23)
In order to obtain estimates for the dipole-nucleus scat-
tering amplitude at large impact parameters we assume
that in the region where the saturation scale of the nu-
cleus would fall below the corresponding scale of the
proton, at |bT | > b0, we obtain the differential parti-
cle production yield in proton-nucleus collision by us-
ing the expanded form Eq. (20) at all r. This expan-
sion is justified because at large impact parameters the
combination ATA(b) is small. This gives, substituting
ATA = Nbin/σinel,
dNpA ∼ xgNbinσ0/2
σinel
Np = NbindN
pp. (24)
Notice that this parametrization is equivalent to impos-
ing RpA = 1 at large impact parameters.
In proton-nucleus collisions it is not possible to deter-
mine the impact parameter by measuring the total multi-
plicity as well as in heavy ion collisions, due to the large
multiplicity fluctuations for a fixed impact parameter.
The first LHC proton-lead results are divided to central-
ity classes based on multiplicity or energy deposit in for-
ward calorimeters. This is theoretically difficult quantity
to handle, so we assume that we can obtain reasonable es-
timates for different centrality classes by using a standard
optical Glauber model described briefly in Appendix A.
V. RESULTS
In Fig. 6 we show the single inclusive pi0 and negative
hadron yields computed using the hybrid formalism at√
s = 200 GeV and compare with the experimental data
from RHIC [39, 50, 51]. As an initial condition for the BK
evolution we use MV, MVγ and MVe fits. We recall that
all fits, especially MVγ and MVe, give good description
of the HERA DIS data (see Fig. 2). We observe that all
initial conditions yield very similar particle spectra, and
especially the STAR pi0 spectra work very well, using
K = 2.5. The agreement with BRAHMS and PHENIX
data is still reasonably good even though the pT slope is
not exactly correct.
Fig. 7 shows a comparison with the CDF charged
hadron data [40] at
√
s = 1960 GeV computed using kT
factorization. The Tevatron data seems to require a K
factor K ∼ 2, and our calculation slightly overestimates
the yield at small pT . The standard MV model does
not any more give a reasonable description of the data,
whereas the MVγ and MVe models are in good agree-
ment, still giving a slightly wrong slope at small pT .
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FIG. 6: Single inclusive pi0 and negative hadron production
computed using MV, MVe and MVγ initial conditions
compared with RHIC data from STAR [39], PHENIX [50]
and BRAHMS [51] collaborations.
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FIG. 7: Single inclusive charged hadron production com-
puted using MV, MVe and MVγ initial conditions compared
with CDF data [40].
The single inclusive pi0 and charged hadron yields at√
s = 7000 GeV computed using kT -factorization and
compared with ALICE [52] and CMS [53] data are shown
in Fig. 8. Both MVγ and MVe models describe the data
well without any additional K factor2. The pure MV
2 As the Tevatron data seems to require a K factors ∼ 2 and no
such a factor is needed for the LHC, it seems that the required
K factor decreases as a function of energy. A similar result for
LO pQCD calculations was found in Ref. [56].
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FIG. 8: Single inclusive pi0 production computed using
MV, MVγ and MVe initial conditions at
√
s = 7000 GeV
compared with ALICE pi0 [52] and CMS charged hadron
data [53]. The CMS yield is computed at y = 0.
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FIG. 9: Single inclusive pi0 production at
√
s = 7000
GeV compared with ALICE pi0 [52] data computed using kT -
factorization and the hybrid formalism with CTEQ and UGD
parton distribution functions and DSS (upper curves, multi-
plied by 10) and KKP (lower curves) fragmentation functions.
The initial condition for the BK evolution is MVe.
model gives a too hard spectrum, similarly as with the
Tevatron data.
In order to study the sensitivity to different ingredi-
ents we compute also the neutral pion spectrum at LHC
energies using both kT -factorization and the hybrid for-
malism using the MVe initial condition. The results are
shown in Fig. 9. With the hybrid formalism we use both
CTEQ parton distribution functions and a gluon distri-
bution obtained by integrating the unintegrated gluon
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FIG. 10: Single inclusive gluon production spectrum at
√
s =
7000 GeV obtained by using the hybrid formalism and CTEQ
(solid lines) or UGD (dashed lines) parton gluon distribution
functions normalized by the corresponding spectrum obtained
by using the kT factorization. The rapidities are, from bottom
to top, y = 0, 1, 2, 3. The results are shown in the kinematical
region where x < 10−2.
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FIG. 11: Single inclusive pi0 and negative hadron pro-
duction at
√
s = 200 GeV d+Au collisions compared with
BRAHMS [51], STAR [39] and PHENIX [54] data.
distribution, see Eq. (13). We also compare the DSS and
KKP fragmentation functions (we use consistently only
LO distributions in this work). The results are scaled
by a K factor which is chosen to fit the data around
pT ≈ 2 GeV. We observe that apart from the different
overall normalization the different model combinations
give very similar spectra, the hybrid formalism with un-
integrated gluon distribution PDF deviating slightly from
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FIG. 12: Single inclusive charged hadron production in
minimum bias p+Pb collisions at
√
s = 5020 GeV computed
using the kT factorization and compared with ALICE data
[55].
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FIG. 13: Minimum bias nuclear suppression factor RpA(y =
0) at different centrality classes computed using kT factoriza-
tion and MVγ , MVe and MV model initial conditions com-
pared with the minimum bias ALICE data [55] at smallest pT
region.
the data at large |pT |. Notice that when using the UGD
parton distribution function we can only compute the
gluon channel as we have no straightforward way to ob-
tain the quark distribution from the gluon density. Sim-
ilar conclusions are obtained when the analysis is per-
formed with NLO PDFs and FFs, when one generally
needs slightly larger K factors and the pT slope obtained
using the hybrid formalism is slightly worse.
We can conclude from Fig. 9 that the absolute normal-
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FIG. 14: Centrality dependence of RpA(y = 0) computed
using kT factorization and MV
e initial condition compared
with the ALICE data [55].
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FIG. 15: Rapidity dependence of the nuclear modification
factor at rapidities y = 2, 3, 4, 5, 6 (from top to bottom) using
the MV, MVγ and MVe initial conditions.
ization depends strongly on the choice of hybrid vs. kT -
factorized formalisms, and also the fragmentation func-
tion set used. The pT slope, on the other hand, is a
more solid prediction of the BK evolution. This is easily
understood as the pT is directly related to the probed
Bjorken x of the target, as (neglecting fragmentation)
x ∼ pT e−y/
√
s, thus the pT dependence is given by the
BK equation.
In order to study the differences between the kT -
factorization and the hybrid formalisms we plot in Fig.
10 the parton level gluon production yield at rapidities
y = 0, 1, 2 and 3 at LHC energies,
√
s = 7000 GeV com-
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FIG. 16: Nuclear modification factor at rapidities y = 2, 4, 6
(from top to bottom) using the MVγ initial condition at cen-
trality classes 0− 20% and 40− 60%.
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puted using the hybrid formalism (with both CTEQ and
UGD parton distribution function) and normalized by
the corresponding yield obtained usingkT -factorization.
We observe that at more forward rapidities, where the
saturation scale of one of the protons is relatively small,
the hybrid formalism and the kT factorization are rela-
tively close to each other. This is especially clear when
the gluon distribution is computed from the same dipole
amplitude (called UGD parton distribution function).
We conclude that as the kT -factorization and the hy-
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FIG. 18: Center of mass energy (
√
s) dependence of the
nuclear modification factor in neutral pion production in
minimum-bias p+Pb collisions. computed using the MVe ini-
tial condition. The results at midrapidity y = 0 are computed
using the kT factorisation and at y = 4 the hybrid formalism
is used.
brid formalisms are relatively close to each other around
y ∼ 2, and as the kT -factorization can not be used in
kinematics when the x of one of the protons is large, it
is reasonable to switch to the hybrid formalism around
y ∼ 2.
Let us then discuss proton-nucleus and deuteron-
nucleus collisions. In Fig. 11 we present the single inclu-
sive pi0 and negative charged hadron production yields in
minimum bias deuteron-nucleus collisions at forward ra-
pidities computed using the hybrid formalism with differ-
ent initial conditions for the BK evolution and compared
with the RHIC data [39, 51, 54]. We use here the same K
factor K = 2.5 that was required to obtain correct nor-
malization with the RHIC pp data. The pT slopes agree
roughly with the data, the agreement being very good
with the STAR data. The absolute normalization now
works relatively well with the BRAHMS and PHENIX
data (which were underestimated in proton-proton case)
whereas the STAR yield is overestimated by a factor of
∼ 2.
In Fig. 12 we show the single inclusive charged hadron
yield in proton-lead collisions compared with the ALICE
data [55]. The conclusion is very similar as for proton-
proton collisions (see Fig. 8): the pure MV model gives
a completely wrong pT slope, but both MV
γ and MVe
models describe the data well.
In Fig. 13 we compare our result for midrapidity min-
imum bias RpA with ALICE charged hadron measure-
ments [55]. Even though the pT spectra obtained using
the MVγ and MVe initial conditions are very different
from the pure MV model, all three initial conditions yield
a very similar RpA. Recall that we get exactly RpA → 1
at large pT , consistently with the ALICE result. The
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centrality dependence of midrapidity RpA is shown in
Fig. 14. Here we only compute results using the MVe
initial condition as the results obtained using different
initial conditions are basically the same. The centrality
dependence is relatively weak, the results start to differ
only at most peripheral classes where centrality & 60%.
Notice that in our calculation we set explicitly RpA = 1
at centralities & 70%, see discussion in Sec. IV.
Let us then present predictions for the future RpA mea-
surements. In Fig. 15 we show RpA at
√
s = 5020 GeV
in minimum bias collisions at forward rapidities. As can
be seen from Fig. 10, at more forward rapidities the
hybrid formalism and the kT -factorization are closer to
each other, and we compute the nuclear suppression fac-
tors using the hybrid formalism at y ≥ 2. Note that it
is not possible to use kT factorization in this kinematical
region as one also has a relatively large component from
the large-x part of the proton. We compute RpA using
the MV, MVγ and MVe initial conditions, and we see
that their difference remains small at all rapidities. The
centrality dependence of RpA is shown in Fig. 16. At
y = 2 most central and peripheral collisions give a sim-
ilar RpA, and the difference between the two centrality
classes increases when we move to more forward rapidi-
ties.
We observe slightly less suppression than obtained in
Ref. [5] where the saturation scale of the nucleus is com-
puted in a Monte Carlo Glauber model. We conjecture
that this is due to the fact that since σ0/2 < 42 mb, the
nuclear Qs is smaller than assumed in Ref. [5]. The evo-
lution speed obtained using the Monte Carlo method is
very similar than what is obtained in this work.
In order to further demonstrate the evolution speed of
the nuclear modification factor we plot RpA(pT = 3 GeV)
for neutral pion production at LHC energies in Fig. 17
in most central and minimum bias collisions. We com-
pute RpA close to midrapidity using kT -factorization and
at forward rapidites using the hybrid formalism, where
we use CTEQ the parton distribution function and also
include the quark initated channel. Thus the obtained
curve is not exactly continuous. The evolution speed
close to midrapidity (where kT -factorization should be
valid) is slightly slower than at more forward rapidities
where the hybrid formalism is more reliable. The MV
model initial condition gives a slightly different result
than the MVγ and MVe models, and all dipole mod-
els give basically the same evolution speed. Thus RpA
is not sensitive to the details of the initial dipole ampli-
tude, and the evolution speed of RpA is driven by the BK
evolution. The centrality and especially rapidity evolu-
tion speed is significantly faster than in a NLO pQCD
calculation using the EPS09s nuclear parton distribution
functions [57, 58].
Finally we demonstrate the energy dependence of the
nuclear modification factor by showing in Fig. 18 RpA at
midrapidity and at y = 4 in minimum-bias p+Pb colli-
sions. Increasing the energy from the current
√
s = 5020
GeV to the design energy
√
s = 8800 GeV (where we use
σinel = 75 mb [41]) does not change RpA significantly,
and we get midrapidity RpA → 1 at large pT at all
√
s as
discussed in Sec. IV. The result differs significantly from
the corresponding prediction shown in Ref. [4] where a
much faster energy evolution was predicted.
VI. CONCLUSIONS
Taking only input from electron-proton deep inelastic
scattering and standard nuclear geometry we compute
single inclusive hadron production in proton-proton and
proton-nucleus collisions from the Color Glass Conden-
sate framework. We observe that in order to obtain a
consistent description of all the single inclusive data one
has to modify the MV model, which is used as an initial
condition for the BK evolution. We show that while a
modification is required, one does not have to introduce
an anomalous dimension γ > 1, but instead it is enough
to take the infrared cutoff in the MV model to be a fit
parameter. Using the pure MV model (without anoma-
lous dimension or modification to the infrared cutoff) one
also obtains a reasonable good description of the HERA
and RHIC data, but Tevatron and LHC proton-proton
data clearly favour models with an anomalous dimension
or scaling of the infrared cutoff parameter.
We obtain a good description of the available proton-
nucleus and deuteron-nucleus data, the absolute normal-
izations of the RHIC results being difficult to reproduce
simultaneously, as is the case also with the RHIC forward
proton-proton data. We obtain exactly RpA → 1 at large
pT which is a natural requirement and consistent with
the available ALICE data, and follows directly from our
consistent treatment of the difference between the pro-
ton transverse areas measured in DIS and the inelastic
proton-proton cross section. We present predictions for
the future forwardRpA measurements. Especially we find
that the rapidity evolution of the RpA at fixed pT is a
solid prediction of the CGC, given by the BK equation.
Appendix A: Optical glauber
Let us briefly specify the optical Glauber model used
here. In a proton-nucleus collision at an impact parame-
ter bT the number of binary collisions is given by
Nbin = ATA(bT )σinel (A1)
where σinel is the total inelastic nucleon-nucleon cross
section and TA(bT ) is the transverse thickness function
of the nucleus obtained by integrating the Woods-Saxon
distribution
ρA(bT , z) =
n
1 + exp
[√
bT 2+z2+RA
d
] (A2)
over the longitudinal distance z. The parameters are
d = 0.54 fm and RA = (1.12A
1/3 − 0.86A−1/3) fm. The
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Bin b1 [fm] b2 [fm] 〈Nbin/2〉
0–20% 0.0 3.26 8.45
20–40% 3.26 4.62 6.95
40–60% 4.62 5.66 5.03
60–80% 5.66 6.61 2.89
0-100% 0 4.95
TABLE II: Impact parameter intervals and number of binary
collisions in deuteron-gold collisions for different centrality
classes at RHIC energies, where
√
s = 200 GeV and σinel = 42
mb. We assume that assume that deuteron consist of two in-
dependent nucleons, giving NdAbin = 2N
pA
bin.
distribution is normalized to unity,
∫
d2bTdzρA(bT , z) =
1.
The probability for having an inelastic collision is
p(bT ) ≈ 1− e−ATA(bT )σinel , (A3)
and the total inelastic proton-nucleus cross section is then
σpAinel =
∫
d2bT p(bT ). (A4)
A centrality class (c1 − c2)% corresponds to impact
parameter interval [b1, b2] for which
(c1 − c2)% = 1
σpAinel
∫ b2
b1
d2bT p(bT ). (A5)
The (0− c)% most central collisions give c % of the total
inelastic proton-nucleus cross section.
The average number of binary collisions in certain im-
pact parameter class is
〈Nbin〉b1,b2 =
∫ b2
b1
d2bTNbin(bT )∫ b2
b1
d2bT p(bT )
, (A6)
where the denominator is (c1−c2)% of the total inelastic
proton-nucleus cross section σpAinel. The centrality classes
and the corresponding values of Nbin for RHIC and LHC
energies are shown in Tables II and III.
The particle yield in a centrality class is computed as
dN
dyd2kT
=
∫
d2bT
dN(bT )
dyd2kT∫
d2bT p(bT )
, (A7)
where integration limits are set according to the corre-
sponding centrality class.
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