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Abstract. We consider the dynamics of overdamped MEMS devices undergoing
the pull-in instability. Numerous previous experiments and numerical simulations
have shown a significant increase in the pull-in time under DC voltages close
to the pull-in voltage. Here the transient dynamics slow down as the device
passes through a meta-stable or bottleneck phase, but this slowing down is not
well understood quantitatively. Using a lumped parallel-plate model, we perform
a detailed analysis of the pull-in dynamics in this regime. We show that the
bottleneck phenomenon is a type of critical slowing down arising from the pull-
in transition. This allows us to show that the pull-in time obeys an inverse
square-root scaling law as the transition is approached; moreover we determine
an analytical expression for this pull-in time. We then compare our prediction
to a wide range of pull-in time data reported in the literature, showing that the
observed slowing down is well captured by our scaling law, which appears to be
generic for overdamped pull-in under DC loads. This realization provides a useful
design rule with which to tune dynamic response in applications, including state-
of-the-art accelerometers and pressure sensors that use pull-in time as a sensing
mechanism. We also propose a method to estimate the pull-in voltage based only
on data of the pull-in times.
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1. Introduction
Electrostatic actuation is the most common actu-
ation mechanism in microelectromechanical systems
(MEMS): it offers rapid response times, low power
consumption and compatibility with existing circuit
technology [1, 2]. However, the operation of electro-
static devices is limited by the ‘pull-in’ instability [3] in
which an elastic structure suddenly collapses towards
a nearby electrode when a critical voltage is exceeded.
Pull-in can result in failure via short circuit or stiction
between components. For this reason, studies have tra-
ditionally focussed on the stability of devices under a
combination of electrostatic and mechanical restoring
forces, with a view to developing methods that extend
the operating range of a device prior to pull-in [4].
More recently, pull-in has been identified as a
useful instability for smart applications. For example,
the critical voltage required to pull-in is commonly
used in mass sensing applications [5] and to estimate
material parameters such as the elastic modulus
[6]. The dynamics of the pull-in transition is also
becoming the basis of many MEMS devices. In these
scenarios pull-in is allowed to proceed safely (e.g. by
limiting the displacement of the structure to prevent
contact between components), enabling fast motions
and large relative displacements to be generated in
a reproducible way. For example, microvalves make
use of the collapsed state to block off fluid flow in
microchannels [7], and microswitches harness pull-in
to rapidly switch between two remote configurations,
corresponding to distinct ‘off’ and ‘on’ states [8, 9, 10].
In these applications, an understanding of the pull-in
dynamics is essential since it determines the switching
time of the device.
The time taken to pull-in can itself be used
as a sensing mechanism: the relationship between
the pull-in time of a microbeam and the ambient
air pressure has been proposed as a pressure sensor
[11], while high-resolution accelerometers make use of
the sensitivity of parallel-plate actuators to external
acceleration [12, 13, 14]. In these applications, unlike
microswitches and other actuators, it is not desirable to
simply minimize the pull-in time. Instead, the device is
operated at voltages very close to the pull-in transition,
where the transient dynamics are observed to slow
down considerably. Crucially, this slowing down
is highly sensitive to ambient conditions, including
external forces, and so has widespread potential to
enable high-resolution, low-noise measurements to be
made. Using pull-in time as a sensing mechanism also
offers the advantage that the device may be integrated
in standard circuit technology, so that commercially
available micromachining processes can be used [13].
The slowing down observed in parallel-plate
actuators has been attributed to a ‘bottleneck’ or
‘meta-stable’ phase that dominates the dynamics
during pull-in, characterized by a temporary balance
between electrostatic and mechanical restoring forces
[12]: as the net force on the structure is very
small, it evolves slowly and the pull-in time is
large. However, a quantitative understanding of this
bottleneck phenomenon is still lacking, despite the
obvious importance of this regime in the operation
of many MEMS devices. In particular, it is not
clear how the duration of the bottleneck (and hence
the pull-in time) scales with the applied voltage, the
external acceleration, and the material parameters of
the system.
1.1. Models of pull-in dynamics
It is well known that pull-in is initiated by a saddle-
node (fold) bifurcation: the equilibrium state away
from collapse ceases to exist above a critical voltage
(without first becoming unstable), so the system must
pull-in to remain in equilibrium. This means that a
standard linear stability analysis cannot be used to
study the transient dynamics — there is no unstable
equilibrium base state from which the system evolves.
Most studies therefore adopt a purely numerical or
experimental approach.
For devices operating in atmospheric conditions,
fluid damping (arising in the squeeze film when the
air gap between components becomes very small) has
been identified as playing a dominant role [15]. A large
number of studies have therefore focussed on generat-
ing macromodels, i.e. reduced-order models that cou-
ple deformations of the structure to realistic models
of the squeeze film damping, including compressibil-
ity and rarefaction effects. These macromodels are
then used to reduce the computational cost of simu-
lating MEMS devices during pull-in (see [1] and [16]
and references therein). Bottleneck phenomena have
also been described in a number of macromodel simu-
lations of microbeam actuators [17, 18, 19, 20]; slowing
down appears to be a generic feature of the dynamics
when the system is operated near the pull-in transi-
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tion, though this has not been explored further. More
recent studies instead address the dynamic stability of
MEMS resonators under a combination of AC and DC
loads [20, 21], the effects of geometric nonlinearities due
to large displacements [22], contact bouncing [9, 23],
and modelling structures that possess natural curva-
ture where snap-through buckling can occur alongside
pull-in [2, 24, 25]; for a review see [4].
Few analytical results concerning pull-in dynamics
are available. While general bounds on the pull-in time
have been obtained [26], these bounds are not very
tight and do not give insight into possible slowing down
behaviour close to pull-in. In the case of underdamped,
inertia-driven systems, some progress has been made.
For devices operating at very low ambient pressures,
inertial effects can cause the critical voltage at pull-
in (the dynamic pull-in voltage) to decrease compared
to that obtained when the voltage is quasi-statically
varied (the static pull-in voltage) [27]. Using energy
methods, scaling laws for the pull-in time have been
derived for parallel-plate actuators [28] and extracted
for more complex devices such as microbeams using
lumped-parameter models [29]. The key result is that
the pull-in time, tPI, scales logarithmically with the
difference between the applied voltage and the pull-in
voltage, ∆V > 0: we have that
tPI ∝ log(1/∆V ), (1)
as ∆V → 0. As ∆V decreases, the pull-in time
therefore increases rapidly, until eventually mechanical
noise limits the response.
Due to its simplicity, the scaling law (1) offers
a useful design rule to tune dynamic response in
applications: only a small number of runs are needed
to extract the appropriate pre-factor in the scaling
law to make further predictions. The need to
perform parameter sweeps that at each stage involve
detailed simulations can then be eliminated. However,
no corresponding scaling law has been found for
overdamped systems, despite the fact that (i) many
MEMS devices operate in this regime [12] and (ii) there
is a clear need for such a design rule as devices continue
to scale down and grow in complexity [30]. Obtaining
such a scaling law analytically is the primary objective
of this paper.
1.2. A scaling law for overdamped pull-in
To explore the possibility of a scaling law analogous
to (1) but applicable to overdamped devices, we
have assembled a large range of data for pull-in
times reported in the literature. We focus on
results for devices operating at (or near) atmospheric
pressure only; we do not consider data for pull-in
times in vacuum where inertial effects are important.
We consider parallel-plate and microbeam devices,
incorporating results from both experiments and
dynamic simulations. This includes data where
the actuation voltage is varying while the external
acceleration is zero, as well as data from pull-in
time accelerometers where the actuation voltage is
fixed but the external acceleration is varied. A
summary of the conditions for each data set are
provided later in tables 1–2. In all cases examined,
the pull-in times are measured from the point of
application of a step DC voltage (stepped from
zero). Where data is only available graphically, we
have extracted the values using the WebPlotDigitizer
(arohatgi.info/WebPlotDigitizer).
For each measurement, we use the reported values
of the pull-in voltage to compute the normalized
distance to the pull-in transition, which we denote by .
In particular, in the case of zero external acceleration
 = (V/VSPI)
2− 1 with V the applied voltage and VSPI
the static pull-in voltage. The results are shown on
logarithmic axes in figure 1, where different symbols
are used to indicate different data sets (i.e. where the
properties of the actuator are varied), and data from
different references are distinguished using different
colours. We observe that the pull-in time increases as
 decreases in a systematic way. Very close to the pull-
in transition, the dynamics become highly sensitive to
the precise value of : the pull-in time may increase
by over an order of magnitude within a very narrow
range of . This is the bottleneck regime in which the
dynamics of pull-in are dramatically slowed down.
This delay behaviour is reminiscent of the critical
slowing down observed near saddle-node bifurcations
in a range of physical systems, such as elastic
snap-through [31], phase transitions [32], and the
switching of charge density waves [33]. In these
systems, the remnant or ‘ghost’ of the saddle-node
bifurcation continues to attract trajectories that are
nearby in parameter space, producing a bottleneck
whose duration generically increases with decreasing
distance from the bifurcation [34]. The detailed
scaling of the duration of this bottleneck phase depends
on the importance of inertia: a scaling ∝ −1/2 is
characteristic of overdamped motion [34] while the
scaling ∝ −1/4 is characteristic of underdamped
motion [31].
The key observation here is that most of the data
in figure 1 appears to be consistent with the same
scaling law, namely tPI ∝ −1/2 as  → 0. More
precisely, we have fitted each data set (using least-
squares) to a power law of the form tPI = α
−β where
β > 0; over all 27 data sets considered in figure 1, we
find a mean value β ≈ 0.56 with a standard deviation
of 0.14 in the fitted values. While an −1/2 scaling
law has been identified as the source of slow dynamics
in microbeam resonators [21], we believe this has not
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Figure 1. Pull-in times of parallel-plate and microbeam devices under step DC loads reported in the literature. In total, 27 sets
of data from 9 different references are included, indicated by different symbol shape and colour (details and legend are provided in
tables 1–2).
yet been properly appreciated as a generic feature of
overdamped pull-in under DC loads.
The slowing down observed in figure 1 motivates
a more careful analysis of the dynamics of overdamped
pull-in. In this paper we focus on the simplest
possible electrostatic device: a parallel-plate actuator
under a DC load. This single degree-of-freedom
structure captures the balance between electrostatic
and mechanical restoring forces that underlies the
pull-in instability, without requiring details of the
geometry of the device. It has been successfully
used as a lumped-parameter model for more complex
structures such as microbeams and microplates [35].
Our analysis of the parallel-plate actuator therefore
allows us to consider a generic MEMS device, upon
taking appropriate values of the lumped parameters.
Our central result is that the bottleneck behaviour
observed near the pull-in transition is a type of saddle-
node ghost, and so inherits the expected scaling law
[34], with the pull-in time tPI ∝ −1/2 as → 0. While
some data sets in figure 1 do not appear to follow
this scaling, we suggest that the discrepancy is due
to sensitivity to the precise value of the reported pull-
in voltage, and propose a method to obtain a more
accurate value based only on measured pull-in times.
The remainder of this paper is organized as
follows. We begin in §2 by describing the equations
governing the motion of the parallel-plate actuator.
In §3, we solve the equations numerically when the
system is perturbed just beyond the static pull-in
transition. In the overdamped limit, we recover the
bottleneck phenomenon reported previously [12]. We
then perform a detailed asymptotic analysis of the
solution structure in this regime, allowing us to derive
an approximate expression for the pull-in time. In
§4, we compare our asymptotic prediction to the
experimental and numerical data given in figure 1. We
show that the observed slowing down is well explained
by our scaling law, and use our theory to collapse the
data presented in figure 1 onto a master curve (see
figure 6). Finally, in §5, we summarize and conclude
our findings.
2. Theoretical formulation
2.1. Governing equations
We wish to understand the bottleneck dynamics of
a generic MEMS device, when the voltage is near
the static pull-in transition. As the bottleneck
is characterized by slow motions, and occurs well
before the device comes into close contact with the
actuating electrode [12], we neglect compressibility and
rarefaction effects in the squeeze film — the fluid
damping is assumed to be purely viscous [36]. This
is justified by numerical simulations [15] that show
compressibility has very little effect on the pull-in time
very close to the transition. Moreover, we assume a
constant damping coefficient, denoted by b, taken to
be the effective value of the damping coefficient in the
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Figure 2. Schematic of the mass-spring parallel-plate capacitor.
Fluid between the plates is represented by a linear dashpot of
damping coefficient b.
bottleneck. Here b is regarded as a lumped parameter
that characterizes the properties of the squeeze film,
including the thickness of the air gap, the ambient
pressure, the fluid viscosity, and finite-width (border)
effects, as well as any additional material damping that
may be present.
As the geometry of the device is also slowly
varying when its motions are slow, the elastic restoring
forces can be approximated to leading order as a
linear spring with constant stiffness [9]. We denote
the effective spring constant by k, which combines
properties of the mechanical restoring force, such as
the dimensions of the actuator, the material stiffness
and any residual stress built into the elastic structure.
In addition, we use a parallel-plate approximation of
the electrostatic force; this is valid provided the aspect
ratio of the air gap and the slopes of deformation are
small [1]. In this way, our model becomes a single-
degree-of-freedom mass-spring model [3]. Physically,
it is equivalent to a parallel-plate capacitor, in which
one plate is fixed while the other is attached to a linear
spring and damper; see figure 2.
The assumptions made above are not valid outside
of the bottleneck phase, where the speed of the device is
increased and the details of its geometry may become
important. However, by choosing suitable values for
the lumped parameters b and k, we expect to correctly
account for the length of the slow phase and hence
approximate the total pull-in time, which is dominated
by the time spent passing through the bottleneck.
In particular, we discuss how a variable damping
coefficient should be accounted for at the end of §3
and in Appendix A.
As shown in figure 2, the properties of the moving
plate are its mass m, area A and displacement x. The
applied DC voltage is V , and d0 is the gap thickness
in the absence of any displacement (x = 0). We
also account for an external acceleration aext of the
whole device, which we assume is constant. This
approximation is valid provided that aext varies over
a timescale much longer than the timescale of pull-in
(typically 1− 10 ms).
Under these assumptions, the displacement of the
moving plate, x(t), obeys the equation of motion
m
d2x
dt2
+ b
dx
dt
+ kx =
1
2
0AV
2
(d0 − x)2 +maext. (2)
Here the first term on the right-hand side is the
electrostatic force in the parallel-plate approximation
(0 is the permittivity of air), neglecting corrections
due to fringing fields [3]. As initial conditions, we
consider the case of a suddenly applied (step function)
voltage with the plate initially at rest at the zero
voltage state, i.e. x(0) = maext/k and x˙(0) = 0
(here and throughout ˙ denotes d/dt). These initial
conditions are commonly used in applications of pull-
in time in pressure sensors and accelerometers [37, 12,
13, 14].
2.2. Non-dimensionalization
To make the problem dimensionless, we note that a
balance between viscous and spring forces in equation
(2) leads to the timescale [t] = b/k. It is natural
to scale the displacement away from the zero voltage
state with the maximum allowed displacement before
contact occurs. This motivates introducing the
dimensionless variables
T =
t
[t]
, X =
x−maext/k
d0 −maext/k , Aext =
maext
kd0
.
Equation (2) can then be written as
Q2
d2X
dT 2
+
dX
dT
+X =
λ
(1−X)2 , (3)
where Q =
√
mk/b is the quality factor, and we have
introduced the normalized voltage
λ =
1
2
0AV
2
kd30(1−Aext)3
. (4)
The initial conditions become
X(0) = X˙(0) = 0, (5)
and we note that, with this non-dimensionalization,
contact between the electrodes occurs at X = 1, with
physical solutions requiring X < 1.
The dimensionless parameter λ is the key control
parameter and may be interpreted as the ratio of
the typical electrostatic force (∼ 0AV 2/[2d20]) to the
spring force (∼ kd0) [3], together with an additional
factor that depends on the acceleration of the device.
For realistic MEMS devices we have |Aext|  1,
owing mainly to the small value of the mass m;
for example, in the accelerometer designed by [12],
the range of accelerations encountered is aext ≤
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80 mg, corresponding to Aext = O(10
−3) for their
experimental parameters. We therefore consider only
the case λ ≥ 0 here.
2.3. Steady solutions
The behaviour of the steady-state solutions of equation
(3) is well-known (see [3], for example). Here we merely
summarize the main results. For 0 ≤ λ < λfold =
4/27, there are two real solutions with 0 < X < 1,
one of which is linearly stable and the other linearly
unstable. At λ = λfold, these two solutions coincide
and disappear at a saddle-node (fold) bifurcation with
X = Xfold = 1/3. For λ > λfold, no real solutions exist.
This is illustrated by the response diagram shown in
figure 3a.
Under quasi-static conditions, the fold point cor-
responds to where pull-in is observed experimentally
(no equilibrium solution away from contact exists for
λ > λfold), giving the static pull-in voltage and pull-in
displacement in terms of the external acceleration as
VPI =
√
8kd30(1−Aext)3
270A
, xPI =
d0
3
(1 + 2Aext) .
In the case of zero external acceleration, this reduces
to the classic (static) pull-in voltage and pull-in
displacement of a parallel-plate capacitor, widely
reported in the literature [4]; we label these as VSPI
and xSPI respectively.
3. Pull-in dynamics
We now consider the case when the system is perturbed
just beyond the static pull-in transition, i.e. we set
λ = λfold(1 + ),
where 0 <   1 is a small parameter capturing
the distance beyond the pull-in transition ( is shown
schematically in figure 3a). Using the expression (4)
and the fact that
λfold =
1
2
0AV
2
SPI
kd30
,
we may write  as
 =
λ
λfold
− 1 = (V/VSPI)
2
(1−Aext)3
− 1. (6)
We see that for a fixed actuation voltage V > VSPI, the
external acceleration changes the effective perturbation
, with  increasing as Aext increases. The result will
be an associated change in the pull-in time. This is
the basis on which pull-in time accelerometers operate:
by repeatedly inducing pull-in and measuring the
resulting pull-in times, the external acceleration can
be determined after a suitable calibration is performed
[13]. In practice, pull-in times can be measured
extremely accurately and with low noise by sensing
large changes in capacitance using a high frequency
clock. The sensitivity of the pull-in time to changes
in  is therefore the primary factor that limits the
sensitivity of the accelerometer.
The key observation, first reported by [12],
is that for quality factors Q smaller than unity
(i.e. overdamped devices) the motion of the plate
is slowed in a bottleneck as it passes the static
pull-in displacement, Xfold = 1/3. This behaviour
is confirmed in figure 3b, which displays the
dimensionless trajectories X(T ) during pull-in for
different values of Q. We have obtained these
trajectories by integrating equation (3) numerically
with initial conditions (5) in matlab. As the ODE is
singular in the limit Q → 0 (we lose the second-order
derivative needed to satisfy the initial conditions), we
use the matlab routine ode15s, which employs a stiff
solver to capture transients in which the inertia of the
plate cannot be neglected.
We see from figure 3b that for Q  1, the
bottleneck phase dominates the transient dynamics,
and hence the total time taken to pull-in. The
phase becomes highly dependent on the damping as
Q is increased past unity, with virtually no bottleneck
present for Q ≥ 2. The duration of the bottleneck
is also sensitive to the perturbation , and appears to
increase without bound as  → 0. We now perform a
detailed asymptotic analysis of equation (3) in the limit
Q 1, showing that the bottleneck phenomenon is an
instance of a saddle-node ghost [34] whose duration
scales as −1/2 as → 0.
3.1. Solution structure for Q 1
We begin by considering the different leading order
balances the solution passes through during pull-
in. This analysis will confirm that the bottleneck
phase does indeed dominate the pull-in dynamics, as
expected from figure 3b: the bottleneck duration is
much longer than any other timescale in the problem,
including any intervals for which plate inertia is
important. This will enable us to approximate the total
pull-in time based on the duration of the bottleneck
alone.
3.1.1. Early times: At early times, the initial
conditions (5) imply that the displacement X is small.
Linearizing equation (3) then gives
Q2
d2X
dT 2
+
dX
dT
+X ∼ λ(1 + 2X).
The solution satisfying X(0) = X˙(0) = 0 is
X =
λ
1− 2λ
(
1 +
α−
α+ − α− e
α+T − α+
α+ − α− e
α−T
)
, (7)
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Figure 3. (a) Response diagram for the steady-state solutions of (3) (blue curves), which satisfyX = λ/(1−X)2, as the dimensionless
voltage λ varies. At λ = 4/27 the stable equilibrium away from pull-in (lower solid curve) intersects an unstable solution (dashed
curve) and disappears at a fold: a saddle-node bifurcation. A typical trajectory at fixed λ beyond the pull-in transition is also shown
(red arrow). (b) Dimensionless trajectories X(T ) satisfying (3) and (5) for  = 10−3 and different quality factor Q (coloured curves;
see legend). For later comparison, the asymptotic trajectory predicted by (13) is also shown (black dotted curve).
where
α± =
−1±√1− 4Q2(1− 2λ)
2Q2
.
When Q 1, we expand to find
α+ = −(1− 2λ) +O(Q2), α− = − 1
Q2
+O(1).
This shows that inertia may only be neglected for
T  Q2, when eα−T is exponentially small and the
leading order terms in (7) become independent of Q.
In this case the solution simplifies to
X =
λ
1− 2λ
[
1− e−(1−2λ)T
]
.
It follows that the terms we neglected in linearizing
equation (3), of sizeO(X2), only remain small provided
T  1 (as λ ≈ λfold = 4/27 is order unity). As T
reaches O(1), this solution therefore breaks down and
a different leading order balance emerges.
3.1.2. Later times, T & 1: Using the previous
solution to evaluate the size of terms for T = O(1)
yields the updated balance
dX
dT
+X ∼ λ
(1−X)2 , (8)
with inertia now negligible. This equation can be
solved to give the displacement implicitly in terms of
time (e.g. [11]):
T =
∫ X
0
(1− ξ)2
λ− ξ(1− ξ)2 dξ (9)
(Here matching into T  1 requires the constant of
integration to be zero.)
This solution is not uniformly valid during pull-in:
close to contact the electrostatic force will grow very
large, leading to fast motions where inertia becomes
important again. We can use equation (8) directly to
determine when this first occurs. Differentiating, we
obtain
d2X
dT 2
+
dX
dT
∼ 2λ
(1−X)3
dX
dT
.
The ratio of the neglected inertia term to the damping
term can then be evaluated as
Q2X¨
X˙
∼ Q2
[
2λ
(1−X)3 − 1
]
.
Away from X = 1, the term in square brackets is O(1)
and so inertia is unimportant when Q  1. This first
breaks down when X = 1−O(Q2/3), at which point we
have X˙ = O(Q−4/3) (using (8)) and Q2X¨ = O(Q−4/3).
Note that these updated scalings must hold close to the
pull-in time, which we denote T = TPI, as X is close to
1. Setting T = TPI − O(Qγ) and seeking a balance
between these terms shows that γ = 2, i.e. these
scalings hold inside the interval T = TPI −O(Q2).
In summary, for Q 1 we have shown that inertia
of the plate remains negligible for
Q2  T  TPI −O(Q2), Q2  X  1−O(Q2/3).
In particular, we conclude that the dynamics are first
order when X passes the static pull-in displacement
Xfold = 1/3. Because λ is close to its value at
the fold, where the spring force exactly balances
the electrostatic force, it follows that the difference
between these two forces will be very small around
Xfold. This explains the previous observation that
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the bottleneck is a type of meta-stable interval
characterized by a balance of forces [12]. In fact, when
X = Xfold we have
dX
dT
∣∣∣∣
X=Xfold
=
[
λ
(1−X)2 −X
] ∣∣∣∣
X=Xfold
=

3
.
As the velocity is very small but non-zero in the
bottleneck, the system appears to ‘feel’ the attraction
of the equilibrium point at the pull-in transition;
however, this delay is purely a remnant of the saddle-
node bifurcation, and relies on no extra physics in the
system.
Note that for larger quality factors, Q = O(1),
this conclusion is not valid: as the dynamics are no
longer first order, a small net force does not imply slow
dynamics. The inertia of the plate ‘carries’ it through
the bottleneck without significant slow down, as is
evident from the trajectories in figure 3b for Q ≥ 2.
It can also be observed that the pull-in time does not
simply decrease monotonically in this regime as Q is
increased (e.g. the pull-in for Q = 2 is faster than that
for Q = 5 in figure 3b): while high inertia carries the
plate quickly through the bottleneck, it also slows down
the initial dynamics, as the plate must be accelerated
from its rest position.
3.1.3. Bottleneck analysis: We now consider the
solution inside the bottleneck phase. While we can
make progress using the implicit solution (9), we
instead analyse equation (3) directly. The method we
present is more general as it can be applied to systems
for which no analytical solution is available.
When the solution is close to the static pull-in
displacement we have
X = Xfold
[
1 + X˜(T )
]
,
where |X˜|  1. Using λ = λfold(1+), the electrostatic
force can then be expanded as
λ
(1−X)2 = Xfold
[
1 + + X˜ +
3
4
X˜2
]
+O(X˜, X˜3).
Substituting into (8) and neglecting terms of
O(X˜, X˜3), we obtain
dX˜
dT
∼ + 3
4
X˜2. (10)
Equation (10) is valid in the regime   |X˜| 
1, i.e. the neglected terms of O(X˜, X˜3) are smaller
than the retained terms. In particular, we note the
importance of retaining the quadratic term. This term
is neglected in the approach taken by [38]; an analysis
of their solution shows that it incorrectly predicts the
pull-in time scales as −1 as → 0.
Up to numerical pre-factors, equation (10) is
the normal form for a saddle-node bifurcation [34].
This reflects the bifurcation structure underlying the
pull-in transition: the first term on the right-hand
side is the normalized perturbation to the bifurcation
parameter (either due to a change in voltage or
external acceleration), and the quadratic term is
the nonlinearity that characterizes the bifurcation as
being of saddle-node type (locally parabolic near the
fold). In this way, equation (10) is generic for
the dynamics of overdamped MEMS devices close to
the pull-in transition. Similar evolution equations
have been obtained using a single degree-of-freedom
approximation for a microbeam [39], and in a MEMS
resonator modelled as a Duffing-like oscillator [21].
However, our approach here offers new insight into why
this equation should apply more generally.
The solution of (10) is
X˜ ∼ 2
3
√
3 tan
[
1
2
√
3(T − T0)
]
, (11)
for some constant T0. In the immediate vicinity of the
static pull-in displacement, where |X˜|  1/2, the term
in square brackets in (11) is much smaller than unity.
Here the solution simplifies to
X˜ ∼ (T − T0),
so that the displacement evolves linearly in time in
the middle of the bottleneck. Outside of this interval,
the tangent function captures how the plate begins to
accelerate away from the static pull-in displacement.
We note that as this linear behaviour is precisely the
solution of equation (10) upon neglecting the quadratic
term in favour of the term in , we deduce that (11) is
asymptotically valid for all |X˜|  1 (rather than just
 |X˜|  1).
The solution (11) appears to undergo finite-time
blow-up as the term in square brackets approaches
±pi/2. However, as soon as X˜ grows comparable to
O(1), our original assumption |X˜|  1 is no longer
valid and the solution breaks down. In terms of the
diagram in figure 3a, this means that the displacement
has left the vicinity of the fold point and a local analysis
can no longer be applied. Upon making use of the
expansion tanx ∼ ±(pi/2 ∓ x)−1 as x → ±pi/2, it
follows that the solution accelerates according to the
power law
X˜ ∼ ±4/3
pi/
√
3∓ (T − T0)
.
Here the minus sign corresponds to initially entering
the bottleneck (X˜ < 0), while the plus sign corresponds
to leaving the bottleneck towards pull-in (X˜ > 0). We
deduce that X˜ = O(1) when
T − T0 ∼ ± pi√
3
+O(1).
The duration of the bottleneck, denoted Tbot, is simply
the difference between these two values and so we have
Tbot = 2pi/
√
3+O(1).
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The bottleneck dominates the time spent in the
regime where the dynamics are first order. Moreover,
we showed that inertia is only important in intervals
of duration O(Q2) ( 1) around T = 0 and T = TPI.
It follows that the total pull-in time is equal to the
bottleneck time to leading-order:
TPI =
2pi√
3
+O(1). (12)
To validate the prediction (12), we numerically
determine the pull-in time by integrating the full
ODE (3) with initial conditions (5). As equation
(3) is singular at X = 1, we use event location
to stop integration as soon as (1 − X) < tol for
some tolerance tol, and the corresponding time at
this point then gives the pull-in time. The accuracy
of this method can be justified by analysing the
behaviour of (3) very close to pull-in, where a power
law solution can be extracted; we use tol = 10−5, which
guarantees an accuracy of O(10−6) in the computed
pull-in time when we restrict to Q ≤ 10. In figure
4a we plot the computed times as a function of
the normalized perturbation . We conclude that
the asymptotic prediction (12) approximates the pull-
in time extremely well for moderately small quality
factors Q . 1 and perturbations  . 10−1.
Figure 4b shows a surface plot of the computed
pull-in times for a range of values of  and Q. As
well as showing that the dynamics become very slow
as → 0 with Q fixed, we observe that, with  fixed, the
dependence of the pull-in time on the quality factor Q
is non-monotonic. In particular, when we fix  . 10−2,
a minimum in TPI is obtained at Q ≈ 2; within
a narrow range of Q close to this value, TPI varies
significantly. While this minimum may seem surprising
at first, it is the result of inertia being small enough for
the plate to be rapidly accelerated from its rest position
but large enough that it passes the pull-in displacement
without significant slowing down in a bottleneck. If we
imagine fixing the actuation voltage V near VSPI and
varying the plate mass m, so that Q is varied while all
other parameters are fixed, then this corresponds to a
value of m that minimizes the pull-in time. This may
be relevant to switching applications where the pull-
in time needs to be minimized without increasing the
voltage significantly [35] (since increasing the voltage
would increase the total energy consumed).
Currently, the constant T0 appearing in the
bottleneck solution (11) remains undetermined. This
corresponds to the time at which X˜ = 0 (when the
displacement is equal to the static pull-in displacement
Xfold). However, we can find the value of T0 by
a symmetry argument. From the solution (11), we
see that the displacement about the static pull-in
displacement is antisymmetric, i.e. we have X˜ → −X˜
as (T − T0) → −(T − T0). (This is a consequence
of the dynamics being first order, and the symmetry
of the quadratic nonlinearity in equation (10).) As
the bottleneck phase dominates the entire motion in
the limit   1, it follows that, to leading order in
, the value of T0 is simply half of the bottleneck
time: T0 ∼ pi/
√
3. The rescaled displacement in the
bottleneck, (11), can then be written as
X˜ ∼ 2
√
3
3
tan
[√
3
2
T − pi
2
]
.
The unscaled displacement, X, then becomes
X ∼ 1
3
+
2
√
3
9
tan
[√
3
2
T − pi
2
]
. (13)
This compares well to the trajectories obtained
by numerical integration of the full system; see
figure 3b, where the analytical prediction is almost
indistinguishable from numerical results with Q  1.
As the motions are so fast outside the bottleneck, we
see that (13) also provides a good description of the
global dynamics (restricting X to the interval [0, 1]),
despite the fact that the assumptions made in deriving
(13) are only strictly valid in the bottleneck phase.
We note that some caution is needed when using a
constant damping coefficient, as in our approach here:
in reality the damping coefficient may itself depend on
the current gap thickness. Indeed, simulations that
use a constant damping coefficient corresponding to
the initial gap thickness have been shown to give large
errors [12]. However, using the damping coefficient
appropriate in the bottleneck phase of the motion
correctly accounts for the duration of the bottleneck,
and hence provides a good approximation of the total
time taken to pull-in (see Appendix A).
4. Data comparison
In §3 we derived a scaling law for the slowing down of
a parallel-plate actuator close to the pull-in transition.
In dimensional form, this predicts that the pull-in time
increases as
tPI ∼ b
k
2pi√
3
where  =
(V/VSPI)
2
(1−Aext)3
− 1. (14)
This result is valid for 0 <   1 and small quality
factor, Q  1. As discussed at the start of §2, we
expect that this result also describes the dynamics
of a generic MEMS device operating in overdamped
conditions; here we regard the damping coefficient
b and spring constant k as lumped parameters that
encapsulate the properties of the squeeze film and the
mechanical restoring force during the bottleneck phase,
respectively.
We now compare our prediction to pull-in data
reported in the literature, both from experiments and
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Figure 4. Pull-in times TPI determined from the numerical solution of (3) with initial conditions (5). (a) Numerical results for fixed
Q and variable  (symbols, see legend), together with the asymptotic prediction TPI ∼ 2pi/
√
3 valid for   1 and Q  1 (dotted
line), and the prediction TPI ∼ 9/(4) valid for  1 and Q 1 (dashed-dotted line) [11]. (b) Surface plot of TPI as a function of
 and Q. Also shown are slices through the surface at values  ∈ {10−3, 5× 10−3, 10−2, 5× 10−2, 10−1} (red dotted curves).
numerical simulations. The details of each data set
are summarized in table 1 for parallel-plate devices,
and in table 2 for microbeam devices. These provide
the relevant parameter values in each study, and the
type of model used (for numerical simulations). We
have separated the data so that only the actuation
voltage or the acceleration is varying within each data
set, corresponding to a particular row in the tables.
Where the properties of the actuator or the squeeze
film have changed within a single reference, the data
have therefore been separated into different rows of the
tables.
For data on parallel-plate actuators (table 1), the
relevant parameters are the ratio of the actuation
voltage to the pull-in voltage V/VSPI, external
acceleration aext, pull-in voltage VSPI, initial gap
thickness d0, plate mass m, and the damping coefficient
in the bottleneck phase, b. For the data on microbeams
(table 2), the parameters are the pull-in voltage
VSPI, initial gap thickness d0, beam length L, beam
thickness h, beam width w, and Young’s modulus
E. (In both tables, blank entries indicate that no
value is provided in the reference.) A wide range of
values are exhibited in these parameters across the
studies. We also report any additional effects that
may be present in experiments and simulations; these
include residual stress, rarefaction effects, partial field
screening, varying ambient pressures, and different
boundary conditions for microbeams.
The reported pull-in times were shown on
logarithmic axes in figure 1 (as a function of the
corresponding values of ). As well as generally
confirming the expected scaling law that tPI ∝ −1/2
as → 0, we see that this rescaling collapses data from
accelerometers, where the acceleration is variable and
the actuation voltage varies between each data set (all
other parameters fixed); see the data of [12], orange
symbols. We also see a collapse in data over a single
experimental system where the actuation mechanism
changes, between varying the voltage (with zero
acceleration) or varying the acceleration (with fixed
voltage); see the data of [13], magenta symbols. This
verifies that  is the correct dimensionless parameter
to capture both variations in the voltage and external
acceleration near the pull-in transition.
Some data sets plotted in figure 1 do not
appear to follow the expected −1/2 scaling, curving
downward slightly for small . These include the
experiments/simulations of [17] (blue symbols) and
the experiments of [14] (cyan symbols). However,
we propose that this is due to sensitivity to the
reported value of the pull-in voltage: a small error
introduces shifts in the computed values of , which
can cause large variations when plotted on logarithmic
axes. Another way to test the scaling law, which
eliminates this sensitivity, is to plot t−2PI as a function
of voltage/external acceleration on linear axes. This is
shown in figure 5a for the data of [17] (blue symbols),
and in figure 5b for all accelerometer data. (Due to
the large range of pull-in times under varying voltage,
figure 5a shows only a subset of data, for clarity.) In all
cases a linear relationship is observed close to the pull-
in transition, i.e. as t−2PI → 0. A linear relationship
here implies the expected −1/2 scaling, because  is
linear in the voltage/acceleration close to the pull-in
transition. For example, in the case of zero external
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Figure 5. Re-scaling the pull-in times according to the scaling law tPI = O(
−1/2) as  → 0 for (a) the data of [17] and (b) all
accelerometer data.
acceleration, we have from (14):
 =
(
V
VSPI
)2
− 1 ≈ 2
VSPI
(V − VSPI) ,
when V ≈ VSPI, and similarly in the case when the
acceleration is varied.
4.1. Estimating the pull-in voltage
The above analysis highlights the sensitivity of pull-
in time to the actual pull-in voltage, which can be
quite difficult to measure precisely — for instance,
quasi-statically increasing the voltage until pull-in
occurs is subject to mechanical noise as well as
imprecision in voltage measurements. There may also
be rounding error in the reported pull-in voltage.
Hence, in what follows we suggest an alternative
approach. For the data of [17], we have determined
the best-fit (least-squares) line over the five data
points that are closest to the pull-in transition (dotted
lines on figure 5a). By finding the intercept of
each best-fit line with the horizontal axis, we are
able to compute ‘corrected’ values of the pull-in
voltage. These are {48.615, 48.697, 48.477} V, which
are in good agreement with the reported values of
{48.7, 48.7, 48.5} V respectively. This procedure may
be applied more generally as a way to estimate the pull-
in voltage based only on data for the pull-in times,
rather than using the static behaviour of the system
before pull-in occurs.
4.2. Estimating the pre-factor
Finally, we show that it is possible to obtain good
quantitative agreement with the predicted pre-factor
in the scaling of (14), when we use realistic values
of the lumped parameters b and k. We make the
pull-in times shown in figure 1 dimensionless using
the timescale [t] = b/k. We can then use [t] as a
single fitting parameter to fit each data set to the
dimensionless prediction TPI ∼ 2pi/
√
3. This is
consistent with the way we have separated each data
set: as the properties of the squeeze film (e.g. plate
area, ambient pressure) and the mechanical restoring
force (e.g material stiffness, beam length) entering b
and k do not vary in each data set, the timescale [t]
is fixed. Many of the references in tables 1–2 have
multiple data sets with the same timescale [t]; for
example, when the actuation mechanism changes over
a single experimental system (e.g. the data of [13],
magenta symbols), and when numerical simulations
use the same parameter values as experiments (e.g. the
data of [12], orange symbols). In these cases we fit [t]
to only one set of experimental data and use this value
to non-dimensionalize all of the data sets.
The best-fit (least-squares) timescales [t] are given
in table 2 for the data on microbeams. For the data
on parallel-plate actuators, the spring constant k is
usually a known design parameter, and so we use the
reported values of k to give the corresponding best-
fit damping coefficient b. These compare reasonably
well to approximate values obtained in numerical
simulations of squeeze film damping (table 1). The
corresponding quality factors Q =
√
mk/b are all
smaller than unity, so that the fitting performed here
is consistent with our assumption that the devices are
overdamped.
With the fitted values of [t], we obtain excellent
collapse over all data sets considered, up to the
sensitivity to the value of the pull-in voltage used; see
the main panel of figure 6. In the inset of figure 6
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Figure 6. Main plot: Dimensionless pull-in times obtained by fitting the overdamped timescale [t] = b/k. Plotted for comparison is
the prediction TPI ∼ 2pi/
√
3 valid for  1 (black dotted line), as well as the large  prediction TPI ∼ 9/(4) (black dashed-dotted
line) [11]. Inset: The same data, re-scaled according to the scaling law TPI = O(
−1/2) as → 0.
we plot T−2PI as a function of  on linear axes, which
demonstrates the collapse for small  without this
sensitivity.
5. Conclusions
In this paper we have considered the pull-in dynamics
of overdamped MEMS devices. When the system
is near the static pull-in voltage/acceleration, the
motion is known to slow down considerably during
a meta-stable or bottleneck phase. By considering
a lumped-parameter parallel-plate model, we have
shown that the bottleneck behaviour is an instance
of a saddle-node ghost [34]; the duration of the
bottleneck increases ∝ −1/2, where  is the normalized
distance of the system beyond the pull-in transition.
A detailed asymptotic analysis then allowed us to
evaluate the prefactor in this scaling law. The result
is a simple analytical prediction for the total pull-in
time: tPI ∼ (b/k)2pi/
√
3, in which b is the effective
damping coefficient and k is the lumped mechanical
stiffness applicable to the bottleneck phase. This result
complements previous studies that have calculated
a similar asymptotic pull-in time for underdamped
devices [28, 29].
The −1/2 scaling law explains the high sensitivity
of the pull-in time observed in previous experiments
and numerical simulations. Moreover, because the
bottleneck phase dominates the dynamics during pull-
in, the resulting pull-in time is relatively insensitive
to what happens outside of the bottleneck region; this
includes the precise geometry of the device, the effects
of compressibility and air rarefaction, and the way in
which stoppers limit the displacement before contact
occurs. The implication is that a simple parallel-
plate model, using lumped values for the damping
coefficient and spring constant, is an effective means of
capturing the behaviour of a complex MEMS device.
Indeed, the wide range of available data collapsed onto
a single master curve (figure 6), despite the number
of additional effects that are present in the range of
experiments and simulations analysed (summarized in
tables 1–2). Moreover, while the assumption of a
constant damping coefficient is often stated to give
large errors [18, 12], we have shown that, in the
bottleneck regime, this assumption is sufficient to
correctly predict the pull-in time.
The sensitivity of the bottleneck to external
perturbations is the basis of using pull-in time as
a sensing mechanism, as in some pressure sensors
[37, 11] and accelerometers [12, 13, 14]. Currently,
the lack of linearity in the response is considered to
be the main disadvantage of these devices, and it
has been suggested that the pull-in time curve might
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be linearized by the introduction of extra forces [13].
Our expression for the pull-in time partly resolves
the issue, as it provides a simple power law that
can be used to calibrate a device. In addition,
our introduction of the dimensionless parameter ,
equation (6), captures both variations in the voltage
and external acceleration near the pull-in transition.
When plotted in terms of this parameter, we observe
a collapse of data over experiments where either the
voltage or the acceleration was varied.
Finally, we discuss the conditions under which
our analysis holds. We have considered only devices
with low quality factors, so that inertia of the moving
electrode can be neglected during the bottleneck phase.
We also focussed on DC loads that are stepped from
zero, since this loading type is commonly used in
applications of the pull-in time. Nevertheless, our
analysis may be adapted to other types of loading,
provided the behaviour before pull-in remains quasi-
static; for example, if the voltage is instead stepped
from a positive value. However, in the case of a voltage
sweep (e.g. triangular wave), the quasi-static condition
is not met and the −1/2 scaling law will not apply.
Similarly, extremely close to the pull-in transition,
mechanical noise will eventually become important and
limit the system response. Nevertheless, we hope that
the unifying perspective we have presented here will
lead to new insights in the application of dynamic pull-
in instabilities.
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Appendix A: Assumption of a constant
damping coefficient
The assumption of a constant damping coefficient has
often been reported to give large errors compared
to simulations that incorporate a variable damping
coefficient [12, 18]; based on this, it is argued
that a variable damping coefficient should always be
used when predicting the pull-in time for MEMS
applications. For example, ref. [12] consider the pull-
in dynamics of a parallel-plate actuator, showing that
a constant damping coefficient approximation leads to
errors of up to 40%. However, [12] use the value of
the damping coefficient when the plate is in the zero
voltage state, binit. This damping is much smaller
than the value when the plate is near the static pull-
in displacement, bPI (where the thickness of the air
gap is around 2/3 of the zero voltage thickness).
Because the pull-in timescale [t] depends linearly on
the damping coefficient (for overdamped devices), and
the system spends most of its time close to the pull-in
displacement during the bottleneck phase, using binit
will lead to a significant under-prediction of the pull-
in time. Here, we show that using bPI (our approach
in the main text) is sufficient to correctly predict the
pull-in time.
We modify our spring-mass model to consider a
variable damping coefficient b(x):
m
d2x
dt2
+ b(x)
dx
dt
+ kx =
1
2
0AV
2
(d0 − x)2 +maext. (15)
Ignoring compressibility and rarefaction effects, the
incompressible Reynolds equation may be solved
approximately in the parallel-plate geometry to give
[36]
b(x) =
µC
(d0 − x)3 ,
where µ is the air viscosity and C is a constant that
depends on the dimensions of the moving plate. The
damping coefficient corresponding to the zero voltage
state, x = maext/k, is then
binit =
µC
d30(1−Aext)3
.
Since a variable damping coefficient does not change
the steady solutions, the static pull-in displacement
is xPI = (d0/3) (1 + 2Aext), as before. The damping
coefficient during the bottleneck phase is then
bPI =
27
8
µC
d30(1−Aext)3
,
so that
binit
bPI
=
8
27
.
We non-dimensionalize in a similar way to §2.2,
though now we set
T =
t
binit/k
, Q =
√
mk
binit
.
Equation (15) then becomes
Q2
d2X
dT 2
+
1
(1−X)3
dX
dT
+X =
λ
(1−X)2 , (16)
and the initial conditions remain X(0) = X˙(0) = 0.
We may then perform a local analysis of equation (16)
when the solution is in the bottleneck phase, along
similar lines to §3.1.3 (where now we Taylor expand
the (1 − X)3 term about X = Xfold = 1/3). This
shows that the dimensional pull-in time, tPI, is given
by
tPI ∼ bPI
k
2pi√
3
,
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Figure 7. Trajectories obtained by numerical integration of
equation (15) with different damping models b(x) (see legend).
Here dimensionless quantities are defined as in §2.2, but now we
set T = t/(binit/k) and Q =
√
mk/binit.
valid for 0 <   1. We conclude that setting b = bPI
in our constant damping model (as done in the main
text) yields the correct asymptotic expression for the
pull-in time (see equation 14), while setting b = binit
will lead to a prediction of tPI that is a fraction 8/27
(approximately 30%) of the true value.
This is illustrated in figure 7, which compares the
numerical solution of the full equation (16) with two
approximate approaches: (i) the solution in which we
instead assume a constant damping coefficient b(x) =
bPI (corresponding to setting X = Xfold in the (1−X)3
term) and (ii) the solution with a constant coefficient
b(x) = binit (setting X = 0 in the (1 − X)3 term).
We see that the constant coefficient bPI successfully
captures the duration of the bottleneck phase, and
hence the total time taken to pull-in, while using binit
leads to large errors.
In ref. [12] it is reported that using a constant
coefficient binit yields a pull-in time that is 60% of that
obtained using a variable damping coefficient. This is
larger than the ≈ 30% that we predict here. However,
the simulations reported in [12] also incorporate
compressibility and rarefaction effects in the squeeze
film, which may account for this discrepancy.
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