We give conditions for the Mayer-Vietoris property to hold for the algebraic K-theory of blow-up squares of toric varieties, using the theory of monoid schemes. These conditions are used to relate algebraic K-theory to topological cyclic homology in characteristic p. To achieve our goals, we develop for monoid schemes many notions from classical algebraic geometry, such as separated and proper maps and resolution of singularities.
The goal of this paper is to prove Haesemeyer's Theorem [15, 3.12] for toric varieties in any characteristic. It is proven below as Corollary 14.4.
Theorem 0.1. Assume k is an infinite field and let G be a presheaf of spectra defined on the category of schemes of finite type over k. If G satisfies the Mayer-Vietoris property for Zariski covers, finite abstract blow-up squares, and blow-ups along regularly embedded closed subschemes, then G satisfies the Mayer-Vietoris property for all abstract blow-up squares of toric k-varieties.
The application we have in mind is to understand the relationship between the algebraic K-theory K * (X) = π * K(X) and topological cyclic homology T C * (X) = {π * T C ν (X, p)} of a toric variety in characteristic p. Thus we consider the presheaf of homotopy fibers {F ν (X)} of the map of pro-spectra from K(X) to {T C ν (X, p)}. Work of Geisser-Hesselholt [9, Thm. B], [10] shows that this homotopy fiber (regarded as a pro-presheaf of spectra) satisfies the hypotheses of Theorem 0.1 and hence a slight modification of the proof of our theorem implies that it satisfies the Mayer-Vietoris property for all abstract blow-up squares of toric varieties. We will give a rigorous proof of this in Corollary 14.7 below.
One major tool in our proof will be a theorem of Bierstone-Milman [1] which says that the singularities of a toric variety can be resolved by a sequence of blow-ups X C → X along a center C that is a smooth, equivariant closed subscheme of X along which X is normally flat. If one only had to consider toric varieties, this would allow one to use Haesemeyer's original argument to prove Theorem 0.1, since toric varieties are normal and Cohen-Macaulay. However, examples show that the blowup of a toric variety along a smooth center (even a point) can be non-normal. Thus, even starting with a toric variety, the tower of blow-ups constructed by Bierstone-Milman will often involve non-normal varieties with a torus action. The proof of our theorem requires us to work with a larger class of varieties, one containing all the varieties in this tower. Beyond this, we need a class of varieties which is closed under passage to (possibly non-reduced) equivariant closed subschemes, pullbacks and blow-ups.
It turns out that all these operations may be lifted to the category of monoid schemes of finite type, and that the realizations of monoid schemes over a field k form a class of varieties with the above-mentioned properties. The k-realization of an affine monoid scheme is a scheme of the form Spec k[A], with A an abelian monoid; the k-realization of a monoid scheme (Definition 5.3) is a scheme over k which is covered by affine open subschemes of this form, with homomorphisms of the underlying monoids inducing the gluing maps between these open subschemes.
To achieve our goals, it is easier to work directly with the category of monoid schemes, and Sections 1-3 of this paper are devoted to a introduction to monoid schemes. Toric monoid schemes are introduced in Section 4 and the relation to toric varieties is carefully described. In Sections 5 and 6, we prove that the k-realization functor preserves limits and show that many monoid scheme-theoretic properties translate well into algebraic geometry. Projective monoid schemes, blow-ups and proper maps are introduced in Sections 7 and 8. After introducing the technical notion of pctf monoid schemes in Section 9, birational maps and resolution of singularities are given in Sections 10 and 11.
The last part of this paper (Sections [12] [13] [14] is devoted to the notion of cohomological descent (Definition 12.10), the proof of our Main Theorem 0.1 and its application to algebraic K-theory and topological cyclic homology.
Monoids
Since we know of no suitable reference for the facts we need concerning monoids and their prime spectra, we begin with a short exposé of this basic material.
Unless otherwise stated, a monoid in this paper is a pointed abelian monoid; i.e., an abelian monoid object in the category of pointed sets. More explicitly, a monoid is a pointed set A with basepoint 0, equipped with a pairing µ : A ∧ A → A (written µ(a, b) = ab) that is associative and commutative and has an identity element 1. For example, if R is a commutative ring, then forgetting addition gives a monoid (R, ×) of this type. Sometimes + notation is used for µ, for example in applications to toric varieties; in these cases we write 0 for the identity element, and ∞ for the basepoint.
We can convert any unpointed abelian monoid B into a pointed abelian monoid B * by adjoining a basepoint. Neither the zero monoid {0} nor the monoid {0, 1, t} with t 2 = 0 are of this form.
A morphism of monoids is a map of pointed sets preserving the multiplicative identity and multiplication. The initial monoid is S 0 = {0, 1}, and the initial map ι : S 0 → A is such that the identity on A equals the composition
Localization. Given a multiplicatively closed subset S of A, the localization S −1 A consists of equivalence classes of fractions of the form a s with a ∈ A and s ∈ S. As usual, a s = a s if and only if as s = a ss for some s ∈ S. There is a canonical monoid homomorphism A → S −1 A sending a to a 1 , and a, b ∈ A are mapped to the same element of S −1 A if and only if as = bs for some s ∈ S.
An ideal I in a monoid A is a pointed subset such that AI ⊆ I. If I ⊂ A is an ideal, A/I is the monoid obtained by collapsing I to 0 -i.e., A/I = (A\I)∪{0} and the multiplication rule is the unique one making the canonical surjection A A/I a morphism of monoids.
Every non-zero monoid A has a unique maximal ideal (written m A ), namely the complement of the submonoid of units U (A) := {a ∈ A | ab = 1 for some b }. We say that a monoid morphism g :
A prime ideal is a proper ideal p of A whose complement S = A\p is closed under multiplication; in this case we write A p for the localization S −1 A. The dimension of A is the length of the longest chain of prime ideals, and the height of p is the dimension of A p . Since the intersection of a chain of primes is prime, every prime ideal contains a minimal prime ideal. Lemma 1.1. For every multiplicatively closed subset S of A with 0 ∈ S, there is a prime ideal p of A such that S −1 A = A p .
Proof. Since S −1 A is a non-zero monoid it has a maximal (proper) ideal m; the inverse image of m in A is a prime ideal p. Let T denote A \ p; then S ⊂ T and any t ∈ T is a unit in S −1 A. Hence there are homomorphisms S −1 A → T −1 A = A p and T −1 A → S −1 A covering the identity of A. Hence both composites S −1 A → S −1 A and A p → A p are identity maps, by the universal property of localization.
We let MSpec(A) denote the set of prime ideals of A; it is a topological space when equipped with its Zariski There is a sheaf of monoids A on MSpec(A) whose stalk at p is A p ; if U is open then A(U ) is the subset of p∈U A p consisting of elements which locally come from some S −1 A. In particular, A = A m A , and A(D(s)) = A[1/s].
Example 1.2. The free (abelian) pointed monoid on the set {t 1 , . . . , t n } is the multiplicative monoid F n consisting of all monomials in the polynomial ring k[t 1 , ..., t n ] (together with 0). Each of the 2 n subsets of {t 1 , ..., t n } generates a prime ideal p, and every prime ideal of F n has this form. We write A n for MSpec(F n ).
If A → B is a morphism of monoids, then the inverse image of a prime ideal is a prime ideal, and we have a continuous map MSpec(B) → MSpec(A). If I is an ideal of A then MSpec(A/I) → MSpec(A) is a closed injection onto V (I). If S is multiplicatively closed in A then either S −1 A = 0 or S −1 A = A p for some p (Lemma 1.1), and in either case ι : MSpec(S −1 A) → MSpec(A) is an injection onto the primes disjoint from S. The restriction ι −1 (A) to this subset is the sheaf of monoids on MSpec(A p ). Proof. The first assertion was observed above. Since D(s) = MSpec(A[1/s]), (iii) is equivalent to (ii), a special case of (i). Conversely, suppose that U = MSpec(A p ) is the complement of V (I) for some ideal I of A. Then U = ∪ s∈I D(s). In particular, there is an s in I such that p ∈ D(s). But then U ⊆ D(s) and hence U = D(s). Example 1.4. Let A be the free pointed monoid generated by an infinite set {t 1 , t 2 , . . . }. If p is the prime ideal generated by a fixed finite subset of the t i 's then MSpec(A p ) cannot be open in MSpec(A). Indeed, if it were open then by Lemma 1.3 it would have the form D(s) for some element s ∈ A. But any s involves only a finite number of variables, so the prime ideal t j A belongs to D(s) for infinitely many t j ∈ p. Lemma 1.5. If A is finitely generated as a monoid, then MSpec(A) is a finite partially ordered set. If S is a multiplicative subset of A, then S −1 A is also finitely generated, and MSpec(S −1 A) is open in MSpec(A).
Proof. Suppose A is generated by x 1 , . . . , x m . Then for any prime ideal p, the multiplicative subset S = A \ p is generated by {x i | x i / ∈ p}. Indeed, if s ∈ S, then s = i x ei i with e i = 0 whenever x i ∈ p. Thus A has at most 2 m prime ideals. By Lemma 1.1, we may assume S = A \ p for some prime p. If s is the product of the generators of S, then A p = A[1/s]. By Lemma 1. 3 
, MSpec(A p ) is open.
We say A is cancellative if whenever ab = ac and a = 0 we must have b = c. In this case, A \ {0} is an unpointed submonoid of its group completion and {0} is the unique minimal prime ideal. We define the pointed group completion of A to be the pointed monoid A + obtained by adjoining a basepoint to the usual group completion of the unpointed monoid A \ {0}. Note that A is a pointed submonoid of A + , and that A + is the localization A {0} of A at the minimal prime ideal.
We say A is torsionfree if whenever a n = b n for a, b ∈ A and some n ≥ 1, we have a = b. The monoid {0, ±1} is cancellative but not torsionfree. If A is cancellative and A + \ {0} is a torsionfree abelian group, then A is torsionfree.
An element is nilpotent if a n = 0 for some n, and the nilradical of A is the set nil(A) of nilpotent elements. It is easy to prove (using Zorn's lemma as in ring theory), that nil(A) is the intersection of the minimal prime ideals of A. We say that A is reduced if nil(A) = 0, and set A red = A/ nil(A).
Any closed subset Z of X = MSpec(A) defines a largest ideal I such that Z = V (I), and A/I is a reduced monoid. Indeed, if Z = V (I 0 ) then A/I = (A/I 0 ) red ; I is the intersection of the prime ideals containing I 0 . Anticipating Lemma 2.8, we writeZ eq for MSpec(A/I) and call it the equivariant closure of Z in X. For example,X eq is MSpec(A red ).
Definition 1.6. The normalization of a cancellative monoid A is defined to be the submonoid
Remark 1.6.1. If A is cancellative then MSpec(A nor ) → MSpec(A) is a topological homeomorphism. Indeed, if p is a prime ideal of A then p nor := {b ∈ A nor | (∃n)b n ∈ p} is a prime ideal of A nor and p = p nor ∩ A. It is easily seen that every prime ideal of A nor has the form p nor for some p.
Remark 1.6.2. If A is normal and p is a prime ideal, an elementary argument shows that A/p is also normal.
More generally, let f : A → B be a morphism of monoids. We say that f is integral if for every b ∈ B there is an integer n ≥ 1 such that b n lies in the image of A, and we say that f is finite if there exist b 1 , . . . , b n ∈ B (n ≥ 1) such that B = i Ab i . The normalization A → A nor is integral but not always finite.
i is in the image of A for all i; thus every element of B can be written as a product f (a)c j , where a ∈ A and c j is a monomial on the b i with exponents ≤ m. This proves i).
Next assume that f is finite and that B is cancellative. Let b 1 , . . . , b n ∈ B be such that B = i Ab i . For each i, we choose an index π(i) and a i ∈ A such that b 2 i = a i b π(i) ; then π is a map from the finite set {1, . . . , n} to itself. For each fixed i, the iterates π r (i) cannot all be distinct, so there exist s ≥ 1 and r ≥ 1 such that j = π r (i) satisfies π s (j) = j. Hence there is an a ∈ A and m ≥ 1 such that b m j = ab j . Because B is cancellative, this implies that b m−1 j = f (a). Thus b j and hence b i is integral over A, as required.
Remark 1.7.1. The hypothesis that B be cancellative in part ii) of Lemma 1.7 is necessary. For example, the monoid B generated by x, y subject to y 2 = xy contains the free monoid A generated by x; the extension A ⊂ B is finite but not integral.
For a pointed set X and commutative ring k, k[X] denotes the free k-module on X, modulo the summand indexed by the base point of X. If A is a pointed monoid, k[A] is a ring in the usual way, with multiplication given by the product rule for A. The category of pointed monoids has all colimits. The functor A → k[A] preserves colimits since it has a right adjoint, sending an algebra R to (R, ×), the underlying multiplicative monoid of R. The coproduct of A 1 and A 2 is the smash
; the maps from A 1 and A 2 to A 1 ∧ A 2 send a 1 to a 1 ∧ 1 and a 2 to 1 ∧ a 2 . More generally, the pushout
is the quotient of A 1 ∧A 2 by the congruence generated by (a 1 f (c), a 2 ) ∼ (a 1 , g(c)a 2 ).
, which is multiplicatively closed. Clearly q ⊆ p; to see that q = p, consider an element a 1 ∧ a 2 of p. As p is prime, either a 1 ∧ 1 or 1 ∧ a 2 is in p. In the first case, 
is prime if and only if p 1 and p 2 have a common inverse image in C.
Proof. If p is a prime in A 1 ∧ C A 2 , its inverse image in A 1 ∧ A 2 is prime; by Lemma 1.9 it has the form p 1 ∧A 2 ∪A 1 ∧p 2 , where p i ⊂ A i are the inverse images of p. Since A 1 ∧ C A 2 is a quotient, this proves the first assertion; because (1.8) commutes, p 1 and p 2 have a common inverse image in C.
Conversely, suppose that p 1 and p 2 have a common inverse image q in C, and set S 1 = A 1 \p 1 , S 2 = A 2 \p 2 and I = p 1 ∧ A 2 ∪ A 1 ∧ p 2 ⊂ A 1 ∧ C A 2 . To see that the ideal I is prime, it suffices to show that the image of S 1 × S 2 in A 1 ∧ C A 2 is disjoint from I. Since p 1 and p 2 are prime, a 1 f (c) ∈ S 1 if and only if a 1 ∈ S 1 and c ∈ q, while g(c)a 2 ∈ S 2 if and only if a 2 ∈ S 2 and c ∈ q. It follows that (a 1 f (c), a 2 ) is in S 1 × S 2 if and only if (a 1 , g(c)a 2 ) is. Thus S 1 × S 2 is closed under the equivalence relation defining A 1 ∧ C A 2 , and its image in A 1 ∧ C A 2 is disjoint from I.
Monoid schemes
We will need to consider monoid schemes, sometimes known as "schemes over the field with one element". These are the objects which result by gluing together spectra of pointed monoids along open subsets, and will be related to classical schemes in Section 5. The theory of monoid schemes was developed by Kato [16] , Deitmar [6] , Connes-Consani-Marcolli [4] , [2] , [3] , etc. The survey [17] by López and Lorscheid gives a nice overview of this notion and related ideas.
A monoid space is a pair (X, A X ) consisting of a topological space X and a sheaf A X of pointed abelian monoids on X. A morphism of monoid spaces from (X, A X ) to (Y, A Y ) is given by a continuous map f : X → Y together with a morphism of sheaves f −1 A Y → A X on X (or, equivalently, a morphism A Y → f * A X of sheaves on Y ) that is local is the sense that the maps on stalks A Y,f (x) → A X,x are local morphisms of monoids, for all x ∈ X. By abuse of notation, we will often write simply X for the monoid scheme (X, A X ).
The association A → MSpec(A) extends to a fully faithful contravariant functor from monoids to monoid spaces, which we will call MSpec by abuse of notation. An affine monoid scheme is a monoid space isomorphic to MSpec(A) for some monoid A. A monoid scheme is a monoid space such that every point has an open neighborhood isomorphic to an affine monoid scheme. A morphism of monoid schemes is just a morphism of the underlying monoid spaces. The dimension of a monoid scheme is the largest dimension of its affine open neighborhoods. We say that a monoid scheme is cancellative (resp., reduced, normal, ...) if its stalks are cancellative monoids (resp., reduced, normal, ... monoids).
Given a closed subset Z of a monoid scheme X, there is a reduced closed subscheme Z red associated to Z, defined by patching; if X = MSpec(A) and Z = V (I) then Z red = MSpec(A/I) red .
Example 2.2. The projective line P 1 is obtained by gluing MSpec({t n } * ) and MSpec({t −n } * ) along MSpec({t ±n } * ). This monoid scheme is connected, torsionfree and normal.
Recall that the points of any topological space may be partially ordered by the relation that x ≤ y if and only if y is in the closure of {x}. In this way we can speak of maximal and minimal points. For the topological space MSpec(A) of a monoid A, we have p ≤ q if and only if p ⊆ q. Minimal points exist in any monoid scheme because, as noted before 1.1, every prime ideal contains a minimal prime ideal. Lemma 2.3. Each cancellative monoid scheme X decomposes as the disjoint union of (closed and open) monoid subschemes X η , each the closure of a unique minimal point η of X. In particular, if X is connected then it has a unique minimal point.
Proof. Let X η denote the closure of η in X. Given x ∈ X, choose an affine neighborhood U x = MSpec(A) of x. If y is the point of X corresponding to m A , then A = A y . Since A is cancellative, U x has a unique minimal point η, so U x ⊆ X η . It follows that X η = ∪U x is open (and closed) in X, and that X is the disjoint union of the X η . 
The terminology "equivariant closed immersion" comes from the theory of toric varieties: the equivariant closed subschemes of a toric variety are precisely those closed subschemes that are equivariant for the action of the underlying torus. We will see in Section 4 that a toric variety has an associated toric monoid scheme, and that the equivariant closed subschemes of the monoid scheme determine equivariant closed subschemes of the toric variety. Definition 2.7. If (X, A) is a monoid scheme, a sheaf of ideals I ⊂ A is said to be quasi-coherent if its restriction to any affine open subscheme U ⊂ X is the sheaf associated to the ideal I(U ) of A(U ). Given any closed immersion i : Y → X, the inverse image I of 0 under A X → i * A Y is quasi-coherent. Lemma 2.6 shows that conversely any quasi-coherent sheaf I defines an equivariant closed immersion.
We saw in Section 1 that if Z is any subset of MSpec(A), there is an equivariant closed subschemeZ eq = MSpec(A/I) which contains Z (and its closure), and which is minimal with this property. Indeed, if the closure of Z is V (I 0 ), then A/I = (A/I 0 ) red . An important special case is when Z = {p 1 , . . . , p l } is a set of prime ideals of A; in this caseZ eq = MSpec(A/∩p i ). Since S −1 (A/I) = (S −1 A/S −1 I 0 ) red , this construction patches to give a general construction, formalized in Lemma 2.8. Lemma 2.8. For any monoid scheme X and any subset Z of the underlying poset, there is an equivariant closed subchemeZ eq of X that contains Z and is contained in every other equivariant closed subscheme of X containing Z. We callZ eq the equivariant closure of Z in X.
If U is an open subscheme of X thenZ eq ∩ U is Z ∩ U eq . Remark 2.8.1. If every point in Z has height at least i in X then every point in Z eq has height at least i in X. This follows from the local description ofZ eq . Finite type. We say that a monoid scheme has finite type if it admits a finite open cover by affine monoid schemes associated to finitely generated monoids. These monoid schemes are the analogues of Noetherian schemes, just as finitely generated monoids are the analogues of commutative Noetherian rings: if A is a finitely generated monoid then every ideal is finitely generated, and A has the ascending chain condition on ideals. (The usual proof of the Hilbert Basis Theorem works.) By Lemma 1.5, if (X, A) is a monoid scheme of finite type, then X is a finite poset, with the poset topology. The sheaf of monoids A determines a (contravariant) functor A : x → A x from the poset X to monoids, called the stalk functor of (X, A). The following proposition shows that the stalk functor is always enough to determine a monoid scheme of finite type. Proposition 2.9. A monoid scheme of finite type is given uniquely by a finite poset X and a functor A from X to monoids such that for all x ∈ X the restriction of A to the subset x = {y ∈ X | y ≤ x} of X coincides with the poset MSpec A(x) equipped with the functor p → A(x) p .
A morphism (X, A) → (Y, B) between monoid schemes of finite type, with stalk functors A and B, is given by a morphism of posets f : X → Y together with a natural transformation η :
Proof. Given a finite poset X and functor A as in the statement, define the presheaf A on X by
It is easily verified that (X, A) is a monoid scheme with stalk functor A. The remaining details are left to the reader.
By abuse, if a functor A from a finite poset to monoids satisfies the requirement of Proposition 2.9, we will call A a stalk functor. A monoid scheme (X, A) of finite type will often be specified by a poset together with a stalk functor A, viz., (X, A). To avoid confusion, we shall use roman letters for stalk functors and script letters for sheaves. 
Basechange and separated morphisms
It is useful to simplify constructions using base-change. For this, we need pullback squares in the category of monoid schemes.
There is a canonical morphism X → MSpec(A(X)) which is universal for maps from X to affine monoid schemes. The universal property shows that the (contravariant) functor X → A X (X) from monoid schemes to monoids is left adjoint to the functor MSpec. It follows that MSpec converts pushouts of diagrams of monoids to pullbacks of diagrams of monoid schemes. In particular, for any pushout diagram of monoids (1.8), the pullback MSpec(A) × MSpec(C) MSpec(B) exists in the category of monoid schemes and equals MSpec(A ∧ C B).
exists in the category of all monoid schemes. Its underlying topological space is the pullback X × S Y in the category of topological spaces.
Proof. Existence of the pullback X × S Y is derived from the existence of pullbacks of affine monoid schemes, just as for usual schemes ([13, Thm. 3.3]).
To prove the assertion about underlying topological spaces, it suffices to consider the affine case. Using the notation of (1. We saw in Proposition 1.11 that if p maps to (p 1 , p 2 ) then p = p 1 ∧ A 2 ∪ A 1 ∧ p 2 , and that s 1 ∧ 1 ∈ p (resp., 1 ∧ s 2 ∈ p) is equivalent to s 1 ∈ p 1 (resp., s 2 ∈ p 2 ). This shows that f takes D(s) to the open set (D(s 1 ) × D(s 2 )) ∩ P , as required. Then the pullback X × S Y has finite type. Indeed, it has a finite cover by affine opens of the form MSpec(A 1 ∧ C A 2 ), and in each case A 1 ∧ C A 2 is finitely generated because A 1 and A 2 are. Example 3.2. Proposition 3.1 shows that given two closed subschemes Z 1 , Z 2 of X, the pullback Z 1 × X Z 2 is a subscheme whose underlying topological space is the intersection of the two subspaces of X. More generally, given any family of closed immersions Z i → X, we can form the inverse limit lim Z i → X by patching the inverse limits on each affine open MSpec(A), because the colimit of a family of surjections A B i exists and is a surjection.
Separated morphisms. An important hypothesis in many theorems about monoid schemes, often overlooked in the literature, is that they be separated.
Being separated is local on the base: if S has an open cover {U } then f is separated if and only if each f −1 (U ) → U is separated.
is a separated morphism of monoid schemes.
In particular, closed immersions are separated.
Proof. By Proposition 3.1, the diagonal map ∆ corresponds to the multiplication map B ∧ A B → B, which is surjective. By Lemma 2.6, ∆ is a closed immersion.
Remark 3.4.1. Example 1.10 shows that X × A 1 → X is separated and universally closed for every monoid scheme X. This shows that "separated and universally closed" does not provide a good notion of proper morphism of monoid schemes; we will discuss an appropriate definition in Section 8. 
Proof. By Proposition 3.1 and Lemma 2.4, an affine open subset of
is a homeomorphism and that the poset
By Lemma 2.4, U 1 ∩ U 2 is nonempty affine if and only if it has a unique maximal element. Thus ∆ is a closed immersion if and only if, in the above situation, whenever U 1 ∩ U 2 is nonempty it is affine (and hence has a unique maximal lower bound x 0 ), and
Corollary 3.7. If X is a monoid scheme of finite type with stalk functor A, then X is separated if and only if whenever two points x 1 , x 2 of X have a lower bound they have a greatest lower bound
Proof. Combine Lemma 3.6 and Proposition 2.9. Proof. Suppose X is a separated monoid scheme, with U 1 , U 2 affine and open in X. Let x 1 , x 2 be the unique closed points of U 1 , U 2 . If x 1 and x 2 do not have a common lower bound in X, then U 1 ∩ U 2 = ∅. Otherwise, by Lemma 3.6, they have a greatest lower bound, which is the unique maximal point of U 0 = U 1 ∩ U 2 . By Lemma 2.4, U 0 is affine.
Toric monoid schemes
As observed by Kato [16] and Deitmar [6] , the fan associated to a toric variety produces a monoid scheme. In this section we clarify this correspondence, using the following definition.
Definition 4.1. A toric monoid scheme is a separated, connected, torsionfree, normal monoid scheme of finite type.
Recall that a fan consists of a free abelian group N of finite rank (written additively) together with a finite collection ∆ of strongly convex rational polyhedral cones σ in N R (hereafter referred to as just cones), satisfying the conditions that (1) every face of a member of ∆ is also a member of ∆ and (2) the intersection of any two members of ∆ is a face of each. Note that ∆ is a finite poset under containment. We define a contravariant functor A from ∆ to monoids (written additively) by
Each such monoid is torsion-free, normal and finitely generated (Gordon's Lemma). It is not hard to see that the faces τ of σ correspond to prime ideals P σ (τ ) of A(σ) and that A(τ ) = A(σ) P (τ ) . By Proposition 2.9 and Corollary 3.7, A is the stalk functor of a toric monoid scheme X(N, ∆), which by abuse of notation we write as
Thus any fan ∆ determines a toric monoid scheme in the sense of Definition 4.1.
A morphism of fans, from (N, ∆) to (N , ∆ ), is given by a group homomorphism φ : N → N such that the image of each cone in ∆ under the induced map N R → N R is contained in a cone in ∆ . Such a map of fans induces a poset map ∆ → ∆ , sending σ to the smallest cone σ in ∆ that contains φ(σ), and precomposition with φ yields a natural transformation ((σ ) ∨ ∩ M ) * → (σ ∨ ∩ M ) * of stalk functors. According to Proposition 2.9, this data determines a morphism of monoid schemes:
. Thus we have a faithful functor X from fans to toric monoid schemes.
If (X, A) is a toric monoid scheme and x ∈ X, we will write M x for the group completion of the unpointed monoid A(x) \ {0}. Each M x is a torsionfree abelian group of finite rank, and these groups are all isomorphic, because X has a unique minimal point η by Lemma 2.3, and M x → M η = A(η) is an isomorphism for all x. ( 
Proof. Throughout this proof, for a cancellative monoid A, we write A o for the unpointed monoid A \ {0}, written additively, and we identify each
It is a rational polyhedral cone because it is spanned by a finite set {a i } of generators of A o (x); the cone σ x is thus also a rational polyhedral cone, and it is
written as a positive Q-linear combination of the a i . Clearing denominators, nb is a positive Z-linear combination of the a i for some positive integer n and hence is in
If τ is a face of σ x , it is defined by the vanishing of some m ∈ σ ∨ x . Clearing denominators, we may assume m ∈ A o (x). By definition, τ is the set of linear functionals on M R that are non-negative on A o (x)[−m]. By Lemma 1.1, A(x)[−m] coincides with A(y) for some y ≤ x, and thus the face τ is the element σ y of ∆.
If x, y ∈ X, we claim that the intersection σ x ∩ σ y is a cone in of ∆. Since X is cancellative and separated, x and y have a unique greatest common lower bound, written x ∩ y, and the additive version
, and thus we have the required identity:
Moreover, σ x∩y is a face of both σ x and σ y , because by Lemmas 1.3 and 1.5 there
By Example 4.2, the fan (N, ∆) determines a monoid scheme (∆, B). The bijection σ :
. This proves that σ determines an isomorphism of monoid schemes, completing the proof of property 1). Construction 4.2 shows that the condition in property 2) is necessary, since a morphism of fans sends the zero cone to the zero cone.
There are differing assertions in the literature related to Theorem 4.3. Using a different definition of 'toric variety' it is claimed in [6, Thm. 4.1] that any connected cancellative monoid scheme of finite type yields a toric variety, but not every such "toric variety" is associated to a fan. For example, MSpec of the cusp monoid C = {t 2 , t 3 , ...} * yields the cusp. In [17, 4.2] , the hypothesis that A has no torsion is added and the assertion is changed to a toric variety associated to a fan, but the cusp monoid is also a counterexample to the assertion in loc. cit.
We conclude this section with a description of separated normal monoid schemes. If X is connected and cancellative, with minimal prime η, then M η is a finitely generated abelian group. Therefore there is a non-canonical isomorphism M η ∼ = M × T , where M is a free abelian group and T is a finite torsion group.
Proposition 4.4. Any separated, connected, normal monoid scheme of finite type decomposes as a cartesian product of monoid schemes
where (X, A) is a toric monoid scheme and T is a finite abelian group.
Since every localization of A has the form A p = B ∧ T * , the affine open subsets of MSpec(A) are are all of the form MSpec(B )×MSpec(T * ). Gluing these together gives the decomposition of X.
Note that the factorization in Proposition 4.4 is not unique; it depends upon the choice of isomorphism
Corollary 4.5. If f : X → X is a morphism between separated and connected normal monoid schemes of finite type, inducing an isomorphism f * : A η → A η of group completions, then f is isomorphic to the product of a morphism X(∆) → X(∆ ) of toric monoid schemes and an isomorphism MSpec(T * ) → MSpec(T * ).
Proof.
By assumption, f maps the generic point η of X to the generic point η of X . Choosing a decomposition
for each x. The result follows.
between connected normal monoid schemes of finite type will factor as a cartesian product of maps (X, A) → (X , A ) and MSpec(T * ) → MSpec(T * ). For example, this fails for the canonical MSpec((Z/n) * ) → MSpec(Z * ). However, such a map determines both a toric map (X, A) → (X , A ) and a map MSpec(T * ) → MSpec(T * ).
Realizations of monoid schemes
In this section we fix a commutative ring k. If A is a monoid, the ring k[A] gives rise to a scheme Spec(k[A]), which is called the k-realization of MSpec(A). The affine spaces A n k = Spec(k[t 1 , ..., t n ]) of 1.2 are useful examples. The k-realization is a faithful functor from monoids to affine k-schemes; a monoid morphism A → B naturally gives rise to a morphism Spec(k[B]) → Spec(k[A]).
We may assume that f = γ i a i (γ i ∈ k) and that all of the a i ∈ A map to the same nonzero element of S −1 A. In this case γ i = 0 and there is an s ∈ S so that sa i = b is independent of i. But then a i = b/s for all i and f = ( γ i )(b/s) = 0. Definition 5.3. Given a commutative ring k and a separated monoid scheme (X, A), we define its k-realization X k to be the scheme obtained by gluing the U k = Spec(k[A x ]) together. That is, .5)]. In our case, it is easiest to define the realization X k using Theorem 5.8 below, which is based on [EGA 0 I , (4.5)].
The k-realization functor from monoid schemes to k-schemes is faithful, because it is so locally: MSpec(A) k = Spec(k[A]). (This is clear if X is separated, and follows from Theorem 5.8 below if it is not separated.) It is not full because k-schemes such as A 1 k have many more endomorphisms than their monoidal counterparts. The realization functor loses information, because distinct monoid schemes can have isomorphic realizations. This is a well known phenomenon even for toric varieties, where the additional data of a (faithful) torus action is needed to recover the fan.
Remark 5.3.1. Observe that X k = X Z ⊗ Spec Z Spec k for any monoid scheme X and commutative ring k. Those preferring the notion of a field with one element (F 1 ) might prefer writing X k as X × Spec F1 Spec k or just X × F1 k.
Example 5.4. For a fan ∆ and any field k, the variety X(∆) k is the usual toric k-variety associated to ∆. This is clear from Construction 4.2.
Example 5.5. Let T be a finite abelian group. The k-realization of MSpec(T * ) is the group scheme Spec(k[T ]). If |T | is a unit (or nonzerodivisor) in k then k[T ] is reduced, but this fails if k is a field of characteristic p > 0 and T has p-torsion.
Lemma 5.6. Let k be a field and A a cancellative monoid. Set X = MSpec(A) and U = MSpec(A + ).
(
is a domain (i.e., X k is integral).
(2) Suppose that char(k) = 0, or that char(k) = p > 0 and A + has no p-torsion.
, where the monoid B is the quotient of A by the congruence relation that a 1 ∼ a 2 if and only if a p e 1 = a p e 2 for some e ≥ 0. Proof. Since A is the union of its finitely generated submonoids A i , and k[A] = ∪k[A i ], we may assume that A is finitely generated. As noted before 4.4, we can Finally, suppose that char(k) = p and that the p-torsion subgroup
It is not hard to see that the congruence relation on A such that B = A/ ∼ is given by the displayed formula.
Remark 5.6.1. If (X, A) is a cancellative monoid scheme of finite type, and k is a field of characteristic p > 0, Lemma 5.6(3) implies that (X k ) red is the k-realization of (X, B), where B = A/ ∼ is the quotient stalk functor of A defined as in 5.6(3).
We prove next that the k-realization functor (from monoid schemes to schemes) commutes with pullback. (See Corollary 5.10.) This is not trivial, since k-realization is not a right adjoint. We will show, however, that k-realization represents the Zariski sheafification of a pullback-preserving functor on affine k-schemes.
We saw in (1.8) that the restriction of the k-realization functor to the category of affine monoid schemes does commute with pullback, because it has a left adjoint (defined on the category of affine k-schemes) sending Spec(R) to MSpec(R, ×), where (R, ×) is the multiplicative monoid whose underlying pointed set is R. Thus if X = MSpec(A) is an affine monoid, then the adjunction Hom(Spec(R), X k ) ∼ = Hom MSch (MSpec(R, ×), X) means that X k represents the functor sending Spec R to Hom MSch (MSpec(R, ×), X).
Definition 5.7. Let X be a monoid scheme and k a ring. Define a contravariant functor F X from the category of affine k-schemes to sets to be the Zariski sheafification of the presheaf
If X is affine, the presheaf is already a sheaf since it is represented by X k .
Recall from [7, that a contravariant functor F from affine k-schemes to sets is represented by a unique k-scheme X if and only if F is a Zariski sheaf and F admits a covering by open subfunctors F α , each of which is represented by an affine scheme U α . If so, the representing scheme X is obtained by gluing the U α together. Here, a subfunctor F α ⊆ F is open if for every k-algebra R and every morphism Hom(−, Spec R) → F , i.e., for every element of F (Spec R), the pullback
Proof. Suppose that U = MSpec(A) is any affine monoid subscheme of X. Since sheafification preserves monomorphisms such as Hom(−, U ) ⊆ Hom(−, X), F U is a subfunctor of F X . If Λ is a local k-algebra and L = Spec(Λ) then
Since MSpec(Λ, ×) has a unique point, each map MSpec(Λ, ×) → X factors through an affine open submonoid U . Therefore F X is covered by the collection of subfunctors F U , as U ranges over all affine open monoid subschemes of X. We will show that the F U are open subfunctors of F X ; we have seen that each F U is represented by the affine scheme U k . By [7, , this will prove that F X is representable by the k-scheme which is obtained by gluing the affine schemes U k . Since this is the definition of the k-realization X k (see Definition 5.3), this will prove Theorem 5.8.
Fix an affine open monoid subscheme U = MSpec(A). To prove that F U is open, fix a k-algebra R and consider a morphism Hom(−, Spec R) → F X and its corresponding element φ ∈ F X (Spec R). We have to show that the pullback Since L is local, we have F U (L) = Hom(A, (Λ, ×)), and (5.8a) holds for X. Thus
Conversely Definition 5.9. Given a commutative ring k and a non-separated monoid scheme (X, A), we define its k-realization X k to be the scheme representing F X . As pointed out in Theorem 5.8, this agrees with the definition of X k for separated monoid schemes.
Corollary 5.10. The k-realization functor X → X k preserves arbitrary limits (when they exist). In particular, it preserves pullbacks.
Proof. Suppose that {X i , i ∈ I} is a diagram of monoid schemes and that its limit X exists in the category of monoid schemes. It suffices to prove the canonical map
is an isomorphism of sheaves on the category of affine k-schemes. Recall that the limit of a diagram of sheaves exists and coincides with the limit as presheaves. That is, we have F (Spec R) = lim ← − F Xi (Spec R). When R is local, we have F X (Spec R) = Hom(MSpec(R, ×), X) and also
where the second isomorphism holds since X = lim ← −i X i . Since the sheaf map F X → F is an isomorphism on all local rings, it is an isomorphism of sheaves. 
for some y, and A x → B y is onto, by Definition 2.5. Since k-realization preserves pullbacks by Corollary 5.10, we have
A partial converse of this proposition is true.
Lemma 5.12. Suppose i : Y → X is a morphism of monoid schemes such that the underlying map of topological spaces induces a homeomorphism onto its image. For any ring k, if i k : Y k → X k is a closed immersion, then i is a closed immersion of monoid schemes.
Proof. It suffices to prove that if X = MSpec(A) is affine, then Y is also affine and the associated map of monoids is surjective. Let B be the sheaf of monoids for the scheme Y and set B = Γ (Y, B) . The map Y → X factors as
Upon taking k-realizations we have Y k = Spec(R) and the map induced by Y k → X k is a surjection: 
is onto, so is the map A B, and hence MSpec(B) → X is a closed immersion. In particular, the map of underlying topological spaces is a homeomorphism onto its image. It follows from this (and our assumption) that the map of topological spaces underlying Y → MSpec(B) is a homeomorphism onto its image.
We may thus assume that the k-realization Y k → X k = Spec(k[A]) is an isomorphism. We next claim that Y → X is a surjection on points, and hence (by our assumption that Y is homeomorphic to its image) a homeomorphism on underlying topological spaces. To see this, fix a point p ∈ X and consider the monoid map i p : A → S 0 = {0, 1} sending p to 0 and A \ p to 1. Let Y denote the pullback of Y → X along the map MSpec S 0 ip −→X. By Corollary 5.10, the map Y k → MSpec S 0 k = Spec k is an isomorphism, so in particular Y is non-empty. By Proposition 3.1, it follows that Y → X is onto.
Since X has a unique maximal point, so does Y . By Lemma 2.4, Y is affine.
Proposition 5.13. For any ring k and morphism of monoid schemes f : Y → X, the map f is a separated morphism of monoid schemes if and only if its k-realization f k : Y k → X k is a separated morphism of schemes.
Proof. One direction is immediate from Corollary 5.10 and Proposition 5.11.
Assume f k is separated. Since the underlying topological space of Y × X Y is given by the pullback in the category of topological spaces, it follows that Y
−→Y are continuous, and both compositions are the identity, where ∆(Y ) ⊂ Y × X Y is given the subspace topology.) Since ∆ k is a closed immersion, Lemma 5.12 applies to finish the proof.
Normal and smooth monoid schemes
Throughout this section, k denotes a field of characteristic p ≥ 0. The normalization A nor of a cancellative monoid A is defined in Definition 1.6; since (A p ) nor = (A nor ) pnor , it makes sense to talk about the normalization of any cancellative monoid scheme.
The k-realization of X cannot be normal unless X k is reduced. Lemma 5.6 shows that k[A] is reduced unless p > 0 and A + has p-torsion, in which case k[A] red is k[B], where B is a particular quotient of A, described there. Proposition 6.1. Let X = (X, A) be a cancellative monoid scheme of finite type such that its k-realization X k is a reduced scheme. Then
(1) the normalization of X k is the k-realization of (X, A nor ).
(2) if X is normal, connected and separated, there is a decomposition
where X k is a toric k-variety and k[T ] is a finite product of fields.
As in Remark 4.5.1, the decomposition in Proposition 6.1(2) is not natural in X.
Proof. Part (2) is immediate from Proposition 4.4 and Corollary 5.10.
Since the normalization of a reduced scheme is the scheme constructed by patching together the normalizations of an affine cover, we may assume that X is affine, i.e, X = MSpec(A). Since k[A nor ] is integral over k[A], we may assume that A = A nor . In this situation, where A is a normal monoid of finite type, Proposition 4.4 states that A ∼ = A ∧ T * where A is torsionfree and T is a finite abelian group. Since X k is reduced, we know from Lemma 5.6(3) and Example 5.5 that T has no p-torsion and k[T ] is a finite product of fields. Since k[A] = k[T ][A ], we are reduced to the case in which A is normal and torsionfree, i.e., X = MSpec(A) is an affine toric monoid scheme. By Theorem 4.3, X is associated to a fan ∆; by Example 5.4, X k is the toric variety associated to ∆, and in particular X k is normal. Remark 6.1.1. It is possible to give an elementary proof of this result using that if A is a torsionfree normal monoid then k[A] is integrally closed; see [12, 12.6] .
Finite morphisms. We will need to know that the normalization of a monoid scheme is a finite morphism, at least when X is of finite type.
We say that a morphism of monoid schemes f : Y → X is affine if X can be covered by affine open subschemes U i = MSpec(A i ) such that f −1 (U i ) is affine. Equivalently, f is affine if f −1 (U ) is affine for every affine open subscheme U ⊂ X. Definition 6.2. Let f : Y → X be a morphism of monoid schemes. We say that f is finite if it is affine and A X (U ) → A Y (f −1 (U )) is finite for every affine subscheme U ⊂ X. We say that f is integral if it is affine and A X (U ) → A Y (f −1 (U )) is integral for every affine subscheme U ⊂ X.
If X is cancellative, its normalization X nor → X is an integral morphism. To see this, we may assume X = MSpec(A) is affine so that X nor → X is given by A → A nor , where the normalization A nor is integral by Definition 1.6. We now show that if X is also of finite type, then X nor → X is finite. Proposition 6.3. If X is a cancellative monoid scheme of finite type, the normalization X nor → X is a finite morphism.
Proof. It suffices to show that if A is a cancellative monoid of finite type then A → A nor is finite. Since A nor is integral over A it suffices by Lemma 1.7(i) to show that A nor is of finite type. Because the group completion A + is finitely generated, it has the form (M ×T ) * where T is a finite abelian group and M is free abelian. Since A[T ] = At is finite over A, we may replace A by A[T ] to assume that T ⊂ A. As in the proof of Proposition 4.4, this implies that A = B ∧ T * where B = A ∩ M * is a finitely generated submonoid of M . If β is the rational convex polyhedral cone of M R spanned by the generators of B, B nor is (β ∩ M ) * . By Gordon's Lemma [8] , B nor is finitely generated. A fortiori, A nor = B nor ∧ T * is finitely generated.
Smoothness. Definition 6.4. Let p be a prime. A separated monoid scheme of finite type is psmooth if each stalk (equivalently, each maximal stalk) is the smash product S ∧ T * , where S is the product of a (pointed) free abelian group and a (pointed) free abelian monoid, and T is a finite abelian group having no p-torsion. A separated monoid scheme is 0-smooth if each stalk has the form S ∧ T * with T an arbitrary finite abelian group.
We will say that X is smooth if it is p-smooth for all p, i.e., if each stalk is the product of a free group of finite rank and a free monoid of finite rank.
A cone in a fan (N, ∆) is said to be nonsingular if it is spanned by part of a Z-basis for the lattice N , in which case each monoid σ ∨ ∩ M is the product of a free abelian group and a free abelian monoid. A fan is said to be nonsingular if all its cones are nonsingular. Recall from [8, 2.1] that the toric variety associated to a fan is smooth if and only if each of its cones is nonsingular. Therefore the following result is an immediate corollary of Proposition 6.1 and Lemma 5.6. Proposition 6.5. Let X = (X, A) be a separated cancellative monoid scheme of finite type. Its k-realization X k is smooth over a field k of characteristic p ≥ 0 if and only if X is p-smooth. If X is connected and p-smooth then, under the decomposition X = (X, A ) × MSpec(T ) of Proposition 6.1, the fan underlying (X, A ) is nonsingular. Example 6.5.1. The hypothesis that X be cancellative is necessary. For example, consider the monoid A = t, e | e = e 2 = te , which has k[A] ∼ = k[x] × k. Thus X = MSpec(A) is not p-smooth but X k is smooth for every k.
MProj and Blow-ups
An N-grading of a monoid A is a pointed set decomposition 
It follows that this construction may be sheafified: for any monoid scheme (X, A 0 ) and any sheaf A of graded monoids on X with (A x ) 0 = (A 0 ) x for all x ∈ X, there is a monoid scheme MProj(A) over X whose stalk at each x is MProj(A x ). Moreover, if f : (X , A 0 ) → (X, A 0 ) is a morphism of monoid schemes, equipped with sheaves A and A of graded monoids as above, any graded extension Projective monoid schemes. For a monoid A and indeterminates T 0 , . . . , T n , let A[T 0 , . . . , T n ] denote the monoid freely generated by A and the T i . It is a graded monoid, where each element of A has degree 0 and each T i has degree 1, and we define P n A to be MProj(A[T 0 , . . . , T n ]). More generally, for any monoid scheme X = (X, A), define P n X to be MProj(B) where B is the sheaf of graded monoids on X defined by sending an open subset U to A(U )[T 0 , . . . , T n ]. In other words, P n X is defined by patching together the monoid schemes of the form P n A as MSpec(A) ranges over affine open subschemes of X. If X has finite type, so does P n X . A morphism of monoid schemes Y → X is projective if, locally on X, it factors as a closed immersion Y → P n X for some n followed by the projection P n X → X. Lemma 7.3. Projective morphisms are separated.
Although this follows from Proposition 5.13, we give an elementary proof here.
Proof. Since closed immersions are separated by Lemma 3.4, it suffices to show that the morphisms P n X → X are separated. We may assume that X = MSpec(A), so that P n X = MProj(A[T 0 , . . . , T n ]). By Definition 7.1, points of P n X correspond to prime ideals in A[T 0 , . . . , T n ] not containing {T 0 , . . . , T n }. By Lemma 1.9 and Example 1.2, every such prime ideal has the form P S,p = A ∧ S ∪ p[T 0 , . . . , T n ] for a unique prime ideal p of A and a unique proper subset S of {T 0 , . . . , T n }, and the projection to MSpec(A) sends this point to p. According to Lemma 3.6, it suffices to observe that for every P S,p and P S ,p the prime P S∩S ,p is a unique lower bound.
(The surjectivity condition of Lemma 3.6 is easy, and left to the reader.) Blow-ups. Given a monoid A and an ideal I, we consider the graded monoid A ∨ I ∨ I 2 ∨ · · · , where I n has degree n. It is useful to introduce a variable t, and rewrite this as Remark 7.4.1. The blow-up of X along a quasi-coherent sheaf of ideals I is projective provided I is given locally on X by finitely generated ideals, by 7.3.1. For example, if X has finite type then the blowup of X along any quasi-coherent sheaf of ideals is projective. Example 7.5. Suppose N is a free abelian group with basis {v 1 , . . . , v n }, and {x 1 , . . . , x n } is the dual basis of M . If σ is the cone in N R generated by {v 1 , . . . , v d }, the corresponding affine monoid scheme is X(σ) = MSpec(A), where A is generated by x 1 , . . . , x d and {x i , x −1 i |i > d}. Then the blow-up of X(σ) along the ideal generated by x 1 , . . . , x d is the toric monoid scheme X(∆), where ∆ is the subdivision of the fan {σ} given by insertion of the ray spanned by v 0 = v 1 + ... + v d . To see this, it suffices to copy the corresponding argument for toric varieties given in [8, p. 41 ].
Example 7.5.1. If C is an equivariant closed subscheme of X, defined by a quasicoherent sheaf of ideals I, and f : X → X is a morphism, then by 3.1 the pullback C = C × X X is defined by the quasi-coherent sheaf of ideals J = IA . By 7.4 there is a canonical morphism over f , from the blow-up X C to the blow-up X C . Lemma 7.6. Let f : X → X be a finite morphism of monoid schemes (6.2). Let C be an equivariant closed subscheme of X, X C the blow-up along C, and X C the blow-up of X along the pullback C = C × X X . Thenf : X C → X C is a finite morphism.
Proof. We may assume that X, and hence X , is affine. Then f is induced by a map A → A , C is defined by an ideal I ⊂ A and C is defined by J = I A . Moreover because f is assumed finite, there are elements c 1 , . . . , c r ∈ B such that B = i Ac i . If a 0 , . . . , a n generate I, and b 0 , . . . , b n are their images in B, thenf restricts to We conclude this section by observing that blow-ups of monoid schemes satisfy a universal property analogue to that for blow-ups of usual schemes. To state it, we need some notation. We define a principal invertible ideal of A to be an ideal I such that there is an x ∈ I such that the map A A quasi-coherent sheaf of ideals of a monoid scheme X is said to be invertible if X can be covered by affine open subschemes U such that I(U ) is a principal invertible ideal of A X (U ). If (X, A) is a monoid scheme and I ⊂ A is a quasicoherent sheaf of ideals (see Definition 2.7), we say that a morphism f :
Proposition 7.8. Let X be a monoid scheme of finite type, Z an equivariant closed subscheme defined by a quasi-coherent sheaf of ideals I, and π : X → X the blow-up of X along Z. Then π inverts I and is universal with this property in the sense that if Y is of finite type and f : Y → X inverts I, then the dotted arrow in the diagram below exists and is unique.
Proof. We may assume that X = MSpec(A) for some finitely generated monoid A, that I corresponds to an ideal I of A, and that X = MProj(A[It]). The map π inverts I because the restriction of π −1 I to D + (s) is generated by s for 
Proper morphisms
A monoid V is called a valuation monoid if V is cancellative and for every nonzero element α ∈ V + , either α or 1 α belongs to V . For example, if R is a valuation ring, then the underlying multiplicative monoid (R, ×) is a valuation monoid. Also, the free pointed monoid on one generator is a valuation monoid. Given a valuation monoid V , the monoid V ∧ M * is also a valuation monoid for any abelian group M . For example, the monoid y ±1 1 , . . . , y ±1 n , x is a valuation monoid. Given a valuation monoid V , the units U (V ) are a subgroup of V + \ 0 and the quotient group (V + \ 0)/U (V ) is a totally ordered abelian group with the total ordering defined by x ≥ y if and only if x y belongs to the image of V \ 0. To conform to usual custom, we convert the group law for (V + \ 0)/U (V ) into +. We also adjoin a base point, written ∞, to obtain the totally ordered pointed (additive) monoid Γ := (V + \ 0)/U (V ) * . The total ordering is such that γ < ∞ for all γ = ∞. We call Γ the value monoid of the valuation monoid V , and the canonical surjection Proof. Suppose that V ⊆ B ⊆ V + with B finite over V . By Lemma 1.7(ii), B is integral over V . For every nonzero b ∈ B there is an n ≥ 1 so that b n ∈ V and hence n ord(b) ≥ 0, which implies that ord(b) ≥ 0 and thus b ∈ V . Example 8.3. A discrete valuation monoid is a valuation monoid whose value monoid is isomorphic to Z ∪ {∞} with its canonical ordering. In this case, a lifting of the generator 1 ∈ Z to an element π in the discrete valuation monoid V is a generator of the maximal ideal of V and every non-zero element of V + may written uniquely as uπ n for n ∈ Z and u ∈ U (V ). Let's call such an element a uniformizing parameter.
Observe that if R is a discrete valuation ring, then (R, ×) is a discrete valuation monoid and the notion of a uniformizing parameter has its usual meaning.
If V is a discrete valuation monoid with valuation map ord : V + \0 (Z∪{∞}), then a choice of a splitting of ord identifies V + \ 0 with M × t ±1 for some abelian group M and, under this identification, ord is the evident projection. Thus, every discrete valuation monoid V is isomorphic to U (V ) * ∧ t , where t is the free abelian monoid on one generator and U (V ) is the group of units of V . Any element of the form u ∧ t with u ∈ U (M ) is a uniformizing parameter. Remark 8.3.1. It is well-known that a valuation ring is Noetherian if and only if it is a discrete valuation ring; see [24, §VI.10, Thm. 16 ] for a proof. The same argument shows that a valuation monoid is finitely generated if and only if it is a discrete valuation monoid with a finitely generated group of units. It is immediate from Definition 8.4 that the class of maps satisfying the valuative criterion of properness (resp., separatedness) is closed under composition and pullback. Proposition 8.5. A finite morphism between monoid schemes satisfies the valuative criterion of properness.
Proof. Suppose Y → X is finite and consider a commutative square (8.4a) with V a valuation monoid. We may assume Y → X is a map of affine schemes, say given by a map of monoids A → B. Then the square (8.4a) is associated to the square 
is a pullback square in the category of pointed monoids. But this is evident since
Recall that a map of (classical) k-schemes Y k → X k , where k is a field, is said to satisfy the valuative criterion of properness (resp., separatedness) if every solid arrow square
; ;
/ / X k has a unique (resp., at most one) completion making both triangles commute, whenever R is a valuation ring (which is necessarily a k-algebra) and F is its field of factions. 
If Y → X satisfies the valuative criterion of properness (resp. separatedness), there exists a unique (resp., at most one) morphism of monoid schemes MSpec(V ) → Y represented by the dotted arrow above that causes both triangles to commute. Again by adjunction, this gives a unique map Spec(R) → Y k causing both triangles to commute in the first square.
Conversely, say a square (8.10) is given. By Construction 8.7, there is a valuation ring R with field of fractions F = k(Γ) and morphisms MSpec(R, ×) → MSpec V and MSpec(F, ×) → MSpec V + fitting into a commutative diagram (8.11) MSpec(F, ×) / /
By Proposition 8.8, the left-hand square is a pushout square in the category of monoid schemes. Using adjunction as above, if Y k → X k satisfies the valuative criterion of properness (resp., separatedness), there exists a unique (resp., at most one) map represented by the dotted arrow in (8.11 ) that causes the outer two triangles to commute. Since the left-hand square is a pushout, it follows immediately that there exists a unique (resp., at most one) arrow MSpec(V ) → Y causing both triangles in (8.11) to commute. A projective morphism Y → X between monoid schemes of finite type is proper. In particular, if X is a monoid scheme of finite type and X C is the blow-up along an equivariant closed subscheme C, then the map X C → X is proper.
Proof. Using Proposition 5.11 and Remark 7.1.1, we see that Y k → X k is a projective morphism of k-schemes and hence is proper. For the second assertion, recall that X C → X is projective and X C has finite type.
Remark 8.15. In fact, a projective morphism of arbitrary monoid schemes satisfies the valuative criterion of properness. We omit the (non-trivial) proof of this fact.
Recall from 4.1 that a monoid scheme of finite type is toric if it is separated, connected, torsionfree and normal. By Theorem 4.3, there is a faithful functor from fans to toric monoid schemes. Corollary 8.16. Let φ : (N , ∆ ) → (N, ∆) be a morphism of fans. Then the associated morphism of toric monoid schemes X → X is proper if and only if φ has the property that for each σ ∈ ∆, φ −1 R (σ) is the union of cones in ∆ . Proof. This follows from the well-known fact that X k → X k is proper if and only if φ has the stated property (see [8, p. 39] ). Proof. By Theorem 8.9 and the Valuative Criterion of Separatedness Theorem for Noetherian schemes, the k-realization of a proper map between monoid schemes of finite type is separated. Now use Proposition 5.13.
Partially cancellative torsion free monoid schemes
A monoid A is pctf if it is isomorphic to a monoid of the form B/I where B is a cancellative torsion free monoid (i.e., a cancellative monoid whose group completion is torsion free) and I is an ideal. A monoid scheme is pctf if all of its stalks are. Proposition 9.1. We have:
(1) If a pctf monoid is finitely generated, then it is isomorphic to A/I where A is a finitely generated torsion free cancellative monoid. If A = B/I then A/p = B/p for some prime ideal of B, so (3) follows from the elementary observation that if A is cancellative and torsionfree then so is A/p. Assertion (4) is local and follows from (2); hence (5) is local, and is then easy. Proposition 9.3. Let X = (X, A) and Y = (Y, B) be monoid schemes and let f : Y → X be a morphism. There is a unique closed subscheme Z of X which is minimal with respect to the property that f factors through Z ⊂ X.
If U ⊂ X is an affine open subscheme of X, then Z ∩ U is the affine scheme
In particular, if X is of finite type then so is Z.
We call Z the scheme-theoretic closure of f . If f is an open immersion, we abuse notation and call Z the closure of Y , and write it as Y .
Proof. If f factors through two different closed subschemes W 1 and W 2 of X, then it factors through W 1 × X W 2 , which is (canonically isomorphic to) a closed subscheme of X (see Example 3.2). So, we define Z to be the inverse limit taken over the partially ordered set of closed subschemes W of X such that f factors through W .
For the local description of Z, we may assume that X = U = MSpec(B) is affine. 
Proof. The first assertion is local on Y and so we may assume Y = MSpec(B) for a monoid B and U = MSpec(S −1 B) for a multiplicative subset S. Then U is the affine scheme associated to the image B of B → S −1 B. The monoid S −1 B is pctf by assumption and 9.1(4), and hence so is B by 9.1 (2) .
The second assertion is just the observation that a closed subscheme of a separated scheme is also separated by Lemma 3.4.
Birational morphisms
A morphism p : Y → X of monoid schemes is birational if there is an open dense subscheme U of X such that p −1 (U ) is dense in Y and p induces an isomorphism from p −1 (U ) to U . Proposition 10.1 (Birational maps). Let p : (Y, B) → (X, A) be a map between monoid schemes of finite type, Then p is birational if and only if the following conditions hold:
(1) p maps the generic points of Y bijectively onto the generic points of X (2) A point y ∈ Y is generic if (and only if ) p(y) ∈ X is generic (3) for each generic point y ∈ Y the induced map A(p(y)) → B(y) on stalks is an isomorphism.
Proof. If p is birational and U is as in the definition above, then U contains all of the generic points of X and p −1 (U ) contains all the generic points of Y as well as every point of y that maps to a generic point of X. The conditions are then clearly satisfied.
Conversely, take U to be the (dense open) set of generic points of X. By hypothesis, p −1 (U ) is the set of generic points of Y and the map p : p −1 (U ) → U is bijective. Hence p −1 (U ) is open and dense. Since the map p −1 (U ) → U is bijective and induces an isomorphism on all stalks, it is an isomorphism. Example 10.3. If X is a monoid scheme of finite type, let X η denote the equivariant closure of a generic point η (in the sense of 2.8). Then each X η has a unique generic point, namely η. If X is pctf, then each X η is cancellative and torsionfree by 9.1(3), and hence pctf. If X is reduced, the morphism η X η → X is birational.
Proposition 10.4. If Y → X is a birational map and X → X is a morphism such that X is of finite type and every generic point of X maps to a generic point of X, then the pullback Y × X X → X is birational.
Proof. The poset underlying Y × X X is given by the pullback of the underlying posets (by 3.1). Since Y → X is birational, a point (y, x ) in Y × X X is generic if and only if x is a generic point of X , and in this case y and x map to the same point x of X, which is generic. Hence the map Y × X X → X is a bijection on sets of generic points. Writing A , A and B for the stalk functors of X , X and Y, the map on generic stalks is of the form A (x ) → A (x ) ∧ A(x) B(y). This is an isomorphism, since the map A(x) → B(y) is an isomorphism.
Define the height of a point x in a monoid scheme X to be the dimension of A x ; i.e., it is the largest integer n such that there exists a strictly decreasing chain x = x n > · · · > x 0 in the poset underlying X. We write this as ht(x) or ht X (x).
For example, if X = X(N, ∆) is the monoid scheme associated to a fan, then ht(σ) = dim(σ) for each cone σ ∈ ∆. Here dim(σ) refers to the dimension of the real vector subspace of N R spanned by σ.
Lemma 10.5. Suppose p : Y → X is a proper, birational map of separated pctf schemes of finite type. Then for any y ∈ Y , we have ht Y (y) ≤ ht X (p(y)).
Proof. Suppose ht Y (y) = m, so that we have a chain of points y = y m > · · · > y 0 in Y . Clearly y 0 must be minimal, and thus generic. Let η = p(y 0 ), and define X η to be the equivariant closure of {η} in X. As pointed out in Example 10.3, X η is cancellative and torsionfree. The pullback Y η = X η × X Y is an equivariant closed subscheme of Y containing y 0 as its unique generic point, and hence each y i . By Proposition 9.1(5), Y η is also pctf, and Y η → X η is birational by Proposition 10.4.
Let Y denote the equivariant closure of y 0 in Y η . By Example 10.3, Y → Y η is birational, Y contains all the y i and Y is cancellative and torsionfree. Replacing X and Y by X η and Y , we may assume that both X and Y are connected, cancellative and torsionfree. Hence the normalization maps X nor → X and Y nor → Y exist and are homeomorphisms (by 1.6.1), and both X nor and Y nor are torsionfree. Since Y → X is birational, it induces a birational morphism Y nor → X nor . The map Y nor → Y is finite by 1.7 and hence proper by 8.5. Thus Y nor → X and hence Y nor → X nor are proper. Thus we may assume that X and Y are separated, normal and torsionfree.
By Proposition 4.4 and Corollary 4.5, we have reduced to the case where Y → X is a proper birational map of toric monoid schemes, given by a map of fans φ : (N , ∆ ) → (N, ∆). The birational hypothesis means that φ : N → N is an isomorphism. By Corollary 10.2, the proper hypothesis means that ∆ is a subdivision of ∆. Since φ(σ) is the smallest cone in ∆ containing the image of σ under φ R and since height corresponds to dimension of cones, the result is now clear.
Resolutions of singularities for toric varieties
The purpose of this section is to establish some properties for monoid schemes that are analogous to those known to hold for arbitrary varieties in characteristic zero. These properties will be used in Section 12 to prove that certain presheaves of spectra satisfy the analogue of "smooth cdh descent" for monoid schemes.
Theorem 11.1. Let X be a separated cancellative pctf monoid scheme of finite type. Then there is a birational proper morphism Y → X such that Y is smooth.
Proof. We may assume that X is connected. Since the normalization map is proper birational by Propositions 6.3 and 8.5, we may assume that X is normal. Since X is pctf it is torsionfree by Proposition 9.1(3). By Proposition 4.4, X is toric and X ∼ = X(∆) for some fan ∆. By Corollary 10.2, there exists a subdivision ∆ of ∆ such that X(∆ ) is smooth and the morphism X(∆ ) → X(∆) is proper birational.
We will need the notion of the barycentric subdivision of a simplicial fan ∆ in N R : For a simplicial cone σ in N R of dimension d, let v 1 , . . . , v d be the minimal lattice points along the rays of σ. For each non-empty subset S of {1, . . . , d}, let v S = i∈S v i . The barycentric subdivision of σ, which we write as σ (1) , is defined as the collection of 2 d cones given as the span of vectors of the form v S1 , . . . v Se , where 0 ≤ e ≤ d and S 1 ⊂ · · · ⊂ S e is a chain of proper subsets of {1, . . . , d}. It is clear that if τ is a face of σ, then the set of cones in σ (1) that are contained in τ form the fan τ (1) . It follows that
is again a simplicial fan. We inductively define ∆ (i) = (∆ (i−1) ) (1) for i ≥ 2.
Lemma 11.2. If ∆ is any subdivision of a simplicial fan ∆ in N R , then for i 0, the fan ∆ (i) is a subdivision of ∆ .
Proof. It suffices to show that any vertex of ∆ is a vertex of some ∆ (i) . Given a positive integer combination v = n i v i of the vertices in a cone, we may reorder the vertices to assume the n i are in decreasing order. Then v is in the cone of ∆ (1) spanned by the v Si , where S i = {1, . . . , i}, and (if v = v 1 ) we can write v = n i v Si with n i < n i . The result follows by induction on n i . Lemma 11.3. If ∆ is a smooth fan, then for all i ≥ 1, the toric monoid scheme X(∆ (i) ) is obtained from X(∆) via a sequence of blow-ups along smooth centers.
Proof. We may assume i = 1. The fan ∆ (1) is obtained from ∆ via a series of steps of the following sort: starting with a smooth fan ∆, we form a subdivision ∆ by picking a cone σ, letting v 1 , . . . , v d be the minimal lattice points along its rays, and defining ∆ to be the subdivision of ∆ given by insertion of the ray spanned by v 1 + · · · + v d . By Example 7.5, X(∆ ) → X(∆) is the blow-up along the smooth, closed equivariant subscheme defined by x 1 = · · · = x d = 0.
Theorem 11.4. For a morphism π : Y → X between separated cancellative pctf monoid schemes of finite type, assume X is smooth and π : Y → X is proper and birational. Then there exists a sequence of blow-ups along smooth closed equivariant centers, X n → · · · → X 1 → X 0 = X, such that X n → X factors through π : Y → X.
Proof. By Theorem 11.1, there is a proper birational morphism Z → Y with Z smooth. We may therefore assume that Y is smooth. We may also assume that X and Y are connected, so that they have unique generic points.
Thus, by Corollary 10.2, Y → X is given by a morphism (N , ∆ ) → (N, ∆) of fans that is an isomorphism of lattices and such that ∆ is a subdivision of ∆. Lemmas 11.2 and 11.3 complete the proof.
cd structures on monoid schemes.
Let M pctf denote the category of monoid schemes of finite type that are separated and pctf. In this section, we will be concerned with cartesian squares of the form Recall from [20, 2.1] that a cd structure on a category C is a collection of distinguished commutative squares in C. If C has an initial object ∅, any cd structure defines a topology: the smallest Grothendieck topology such that for each distinguished square (12.1) the sieve generated by {p, e} is a covering sieve (and the empty sieve is a covering of the initial object). The coverings {p, e} are called elementary.
Definition 12.5. The blow-up cd structure on M pctf is given by the collection of all abstract blow-up squares with X, Y, C, D all belonging to M pctf . The Zariski cd structure on M pctf is given by all cartesian squares associated to a covering of X by two open subschemes.
The cdh topology on M pctf is the topology generated by the union of these two cd structures.
Following [20, 2.3, 2.4] , we say that a cd structure is complete if C has an initial object ∅ and any pullback of an elementary covering contains a sieve which can be obtained by iterating elementary coverings. We say that a cd structure is regular (see [20, 2.10] ) if each distinguished square (12.1) is a pullback, e is a monomorphism and the morphism of representable sheaves
is onto, where ρ(T ) denotes the sheafification of the presheaf represented by T . For the regularity property, we need to show that (12.6) is onto. Every object admits a covering in this topology by affine, cancellative monoids, and it suffices to prove surjectivity of the map given by the underlying presheaves evaluated at such an affine cancellative U . That is, say f : U → Y , g : U → Y are given with p • f = p • g. We need to prove either f = g or they both factor through D and coincide as maps to C. Let u be the unique generic point of U . If either f (u) or g(u) lands in Y \ D, then they both must land there. Since Y \ D ∼ = X \ C, it follows that f and g coincide generically. But since U is cancellative, it follows f = g on all of U . (To see this, one may work locally: If h, l : A → B are two maps of monoids with B cancellative and the compositions of h, l with the inclusion B → B + coincide, then h = l.) Otherwise, we have that the generic point, and hence every point, of U is mapped by both f and g to points in the closed subset D of Y . Again using that U is cancellative, it follows that f, g factor through D → Y . (This is also proven by working locally.) Finally, the compositions of these maps f, g : U → D with D → C coincide since C → X is a closed immersion.
We define the standard density structure on M pctf as follows: The set D i (X) consists of those open immersions U ⊂ X such that every point in X \ U has height at least i. It is clear that this satisfies the axioms required of a density structure of finite dimension in [20, 2.20] .
A cd structure is said to be bounded for a given density structure if any distinguished square has a refinement which is reducing for the density structure in the sense of [20, 2.21] . Proof. To see that the blow-up cd structure is bounded, we need to show that any abstract blow-up square (12.1) in M pctf has a refinement that is reducing for D * . Consider the square obtained by replacing Y by the monoid scheme-theoretic closure of Y \D (in the sense of Proposition 9.3), and D by the pullback. This is also an abstract blow-up square, and it refines (12.1) . This refinement has the features that p −1 (X \C) is dense in Y , Y maps birationally onto the scheme-theoretic closure of X \ C in X, and D does not contain any generic points of Y .
To show that this square is reducing, we assume given
. Define X to be the open subscheme X \ Z of X, where Z ⊂ X is the equivariant closure (in the sense of 2.8) of the union of the images of each of C \ C 0 , D \ D 0 and Y \ Y 0 in X. We need to show that X belongs to D i (X) and that the pullback of the original square (12.1) along X → X gives an abstract blow-up square.
If y ∈ Y is a point of height at least i, then p(y) has height at least i in the scheme-theoretic closure of X \ C, by Lemma 10.5. Hence p(y) has height at least i in X itself (since a closed immersion is an injection on underlying posets). If d ∈ D has height at least i − 1, then its height in Y is at least i (since D contains no generic points of Y ) and hence its image in X has height at least i too. Since C is an equivariant closed subscheme, if c ∈ C has height at least i, it has height at least i in X.
Recall that Z ⊂ X is the equivariant closure of the union of the images of each of C \ C 0 , D \ D 0 and Y \ Y 0 in X. Each of these images consists of points of height at least i and hence every point in Z has height at least i in X by Remark 2.8.1. Therefore X belongs to D i (X) and the pullback of the above square along X → X gives an abstract blow-up square that proves our original square is reducing.
The argument in the previous paragraphs applies mutatis mutandis to show that every Zariski square is reducing.
Given a Grothendieck topology, the category of contravariant functors F from M pctf to spectra (presheaves of spectra) has a closed model structure, in which a morphism φ : F → F is a cofibration when F(X) → F (X) is a cofibration for every monoid scheme X in M pctf ; φ is a weak equivalence if it induces isomorphisms between the sheaves of stable homotopy groups. We write H cdh (−, F) for the fibrant replacement of F using this model structure for the cdh topology, as in [5] .
A presheaf of spectra F on M pctf satisfies the Mayer-Vietoris property for some family C of cartesian squares if F(∅) = * and the application of F to each member of the family gives a homotopy cartesian square of spectra. Proposition 12.9. Let F be a presheaf of spectra on M pctf . Then the canonical map F(X) → H cdh (X, F) is a homotopy equivalence of spectra for all X if and only if it has the Mayer-Vietoris property for every abstract blow-up square and every Zariski square of pctf monoid schemes.
Proof. By Theorems 12.7 and 12.8, the cdh cd-structure is complete, regular and bounded. Now the assertion follows from [5, Theorem 3.4] .
Given Proposition 12.9, the definition of cdh-descent given in [5, 3.5] becomes: Definition 12.10. Let F be a presheaf of spectra on M pctf . We say that F satisfies cdh descent if the canonical map F(X) → H cdh (X, F) is a homotopy equivalence of spectra for all X. It is useful to restrict to the full subcategory S of smooth monoid schemes (see Definition 6.4). By Proposition 6.5, these are the cancellative, torsionfree, separated monoid schemes of finite type whose k-realizations are smooth for any fixed field k. (This condition is independent of k, by 6.5.) Definition 12.11. We define the smooth blow-up cd structure on S to consist of squares (12.1) such that X is smooth, e is the inclusion of an equivariant, smooth closed subscheme and Y is the blow-up of X along C. (These assumptions ensure, by (7.7), that Y and S are also smooth.)
The Zariski cd structure is given by all cartesian squares in S associated to a covering of X by two open subschemes.
We define the scdh topology on S to be the Grothendieck topology associated to the union of the smooth blow-up cd-structure and the Zariski cd-structure on S. For a presheaf of spectra on S, we define H scdh (−, F) just as H cdh was defined above. We say such a presheaf F satisfies scdh descent if the canonical fibrant replacement map
is a weak homotopy equivalence for all X ∈ S. Proof. That the smooth blow-up cd-structure is complete can be proved exactly as Voevodsky did for smooth k-schemes in [21, Lemma 4.3] , replacing resolution of singularities by our Theorem 11.4. Regularity is proved exactly as in Theorem 12.7 for the non-smooth case. The proof that the smooth blow-up cd-structure is bounded works exactly as in Theorem 12.8, keeping in mind that open subschemes of smooth monoid schemes are smooth. The proof that the Zariski cd-structure is complete, regular and bounded is again the same as in the non-smooth category. It follows that the scdh topology is generated by a complete, regular, bounded cd-structure and so [5, Theorem 3.4] applies to prove the second assertion.
Proposition 12.13. For any X ∈ S and any presheaf of spectra F defined on M pctf , we have a homotopy equivalence
Proof. In this proof we write F cdh for the restriction of the presheaf H cdh (−, F) to S. By Proposition 12.9, F cdh satisfies the Mayer-Vietoris property for smooth blowup and Zariski squares. Therefore F cdh satisfies scdh descent (Definition 12.11). By Theorems 11.1 and 11.4, every covering sieve for the cdh topology on M pctf has a refinement containing a sieve generated by a cover consisting of objects of S. It follows that F| S → F cdh is an scdh-local weak equivalence. Therefore H scdh (−, F| S ) → H scdh (−, F cdh ) is an objectwise weak equivalence. Together, the two objectwise weak equivalences exhibited in the proof give the assertion.
Weak cdh k descent
Throughout this section, we fix a field k.
Definition 13.1. Let X k be a scheme of finite type over k and assume Z k ⊂ X k is a closed subscheme. We say Z k is regularly embedded in X k if the sheaf of ideals defining Z k is locally generated by a regular sequence -that is, if for all x ∈ Z k , the kernel I x of O X k ,x → O Z k ,x is generated by a O X k ,x -regular sequence of elements. Definition 13.2. A presheaf of spectra F defined on M pctf has weak cdh k descent if F has the Mayer-Vietoris property for each cartesian square
in M pctf satisfying one of the following conditions:
(1) It is member of the Zariski cd structure.
(2) It is a finite abstract blow-up -i.e., it is a member of the abstract blow up cd structure having the additional property that p is a finite morphism. (3) C is an equivariant closed subscheme, Y → X is the blow-up of X along C, and C k is a regularly embedded closed subscheme of X k .
Remark 13.2.1. Theorems 13.3 and 14.3 below suggest (but do not prove) that the definition of weak cdh k descent is actually independent of the choice of k.
Since a smooth blow-up square is an example of a blow-up along a regularly embedded subscheme, Propositions 12.12 and 12.13 imply the following theorem. Theorem 13.3. If F is a presheaf of spectra on M pctf that satisfies weak cdh k descent, then F satisfies scdh descent. That is, the canonical map
is a weak equivalence for every smooth monoid scheme X.
The main goal of this paper, realized in the next section, is to establish a partial generalization of Theorem 13.3 to all schemes in M pctf . The goal of the rest of this section is to establish some technical properties needed in the next. We first introduce a slightly stronger notion than that of weak cdh k descent.
Recall from [EGA IV, 6.10.1] that given a closed subscheme C k of a k-scheme X k , defined by an ideal sheaf I, X k is said to be normally flat along C k if the restriction of each I n /I n+1 to C k is flat. , each L n is a bouquet of copies of A x /I x . We do not know if this condition is necessary.
We will say that a cartesian square of schemes in M pctf , Proposition 13.6. If F is a presheaf of spectra on M pctf that satisfies cdh descent, then F satisfies weak+nice cdh k descent for any field k.
Proof. This is immediate from Proposition 12.9, since each of the squares appearing in the definition of weak+nice cdh k descent is a member of the cdh cd structure.
We will need the following technical result about local domains. Recall that if I is an ideal in a commutative ring R then an ideal J ⊆ I is called a reduction of I if JI n−1 = I n for some n > 0; a minimal reduction of I is a reduction which contains no other reduction of I. Lemma 13.7. Let R be a local domain essentially of finite type over an infinite field k, let p be a prime ideal, and assume R is normally flat along R/p. Let J be a minimal reduction of p that is generated by h := ht(p) = ht(J) elements. (Given R and p with these properties, such a J exists by [15, 5.2, 5.3] .) LetR be the normalization of R and assumeR is Cohen-Macaulay.
Then JR is a reduction of pR generated by h elements and Spec(R/JR) is regularly embedded in Spec(R).
Proof. We have that Jp n−1R = p nR , and so the first assertion is clear.
Since R →R is an integral extension of domains, we have h = ht(J) = ht(JR). For any maximal idealm ofR, we have that JRm is a height h ideal generated by h elements in the local ringRm. SinceRm is Cohen-Macaulay by assumption, these generators necessarily form a regular sequence.
The following is the evident analogue of the notion of weak cdh k descent for presheaves of spectra on the category of k-schemes. (2) It is a finite abstract blow-up -i.e., e is a closed immersion, p is finite, and p maps Y \ D isomorphically onto X \ C (3) e is a regular closed immersion and p is the blow-up of X along C. Lemma 13.9. Assume k is an infinite field and G k is a presheaf of spectra on Sch/k that satisfies weak cdh descent. Let G be the presheaf of spectra on M pctf defined by G(X) := G k (X k ).
Then G satisfies weak+nice cdh k descent on M pctf .
Proof. Since the k-realizations of the squares involved in the definition of weak cdh k descent for M pctf (Definition 13.2) are squares involved in the definition of weak cdh descent for Sch/k (Definition 13.8), it follows that G satisfies weak cdh k descent. Say X, Y, C, D, Z, and B are as in the definition of a nice blow-up square. We need to prove that the square (13.10)
is homotopy cartesian. Let R be any local ring of Z k and let p be the prime ideal of R cutting out B k locally. Let V = Spec(Rm) whereR is the normalization of R andm is any of the maximal ideals ofR. Then, since X k is the normalization of Z k by Proposition 6.1, V is the spectrum of a local ring of X k , and for various choices of R andm, every local ring of X k arises in this manner.
By Corollary 5.10, C k = X k × Z k B k , so the closed subscheme V × X k C k of V is cut out by q = pRm. As X is the normalization of the separated cancellative, torsionfree monoid scheme Z, Proposition 6.1 implies that X k is a toric variety. As all toric varieties are Cohen-Macaulay, so are X k and V .
By Lemma 13.7, q = pRm admits a reduction I ⊂ q such that Spec(Rm/I) → V is a regular embedding. Since V × X k Y k is the blow-up of V k along V × X k C k (by Proposition 7.7), and the exceptional divisor is V × X k D k (by 5.10), the proof of [15, 5.6] (with KH replaced by G) gives that
is homotopy cartesian. Since G k satisfies the Mayer-Vietoris property for Zariski covers and the V occurring here is an arbitrary local scheme of X k , the proof of [15, 5.7] (with KH replaced by G k ) shows that (13.10) is homotopy cartesian.
Example 13.11. Let KH denote Weibel's homotopy algebraic K-theory [22] . We may view KH as a presheaf of spectra on Sch/k. By abuse of notation, we also write KH for the presheaf of spectra on M pctf defined by KH(X) = KH(X k ). By [19] , [22, 4.9] and [18] , KH satisfies weak cdh descent on Sch/k (13.8); by Lemma 13.9, KH satisfies weak+nice cdh k -descent on M pctf .
Main Theorem
In this section, we prove our main theorem (Theorem 14.3), which gives a condition for F to satisfy cdh descent on M pctf . We will need the Bierstone-Milman Theorem, which we extract from the embedded version [1, Thm. 1.1].
Theorem 14.1. Let X be a separated cancellative torsionfree monoid scheme of finite type, embedded as a closed subscheme (see Definition 2.5) in a smooth toric monoid scheme M (see Definition 4.1). For any field k, there is a sequence of blow-ups along smooth equivariant centers Z i ⊂ X i , 0 ≤ i ≤ n − 1, Y = X n → · · · → X 0 = X such that Y is smooth, and each (X i ) k is normally flat along (Z i ) k .
Proof. Letk denote the algebraic closure of k, and let T be the torus acting on Mk. The Bierstone-Milman Theorem ([1, Thm. 1.1]) tells us that we can find a sequence of blow-ups M n → · · · → M 0 = Mk of smooth torick-varieties, the blowup of M i being taken along a smooth T -invariant center N i , with the following properties. Setting X 0 = Xk, we inductively define Z i = N i ∩ X i ; then Z i is a smooth equivariant k-variety, X i is normally flat along Z i , and X i+1 is the strict transform of X i .
Thek-realization functor from fans to (normal) torick-varieties (and equivariant morphisms) is well known to be an equivalence. It follows that each of the N i and M i and the morphisms between them come from fans, and hence by Theorem 4.3 arek-realizations of toric monoid schemes (which by abuse of notation, we will call N i and M i ), and morphisms of such.
Inductively we define monoid schemes X i and Z i , starting from X 0 = X and Z 0 = N 0 ∩ X, to be the blow-up of the monoid scheme X i−1 along Z i−1 in the sense of 7.4. By Proposition 7.7 and Corollary 5.10, Z i = (Z i )k and X i = (X i )k. In particular, (X n )k = Y is a smooth toric variety and therefore the monoid scheme X n is smooth by Proposition 6.5. Finally, faithfully flat descent implies that (X i ) k is normally flat along (Z i ) k if and only if (X i )k is normally flat along (Z i )k.
Theorem 14.2. Suppose G is a presheaf of spectra on M pctf satisfying weak+nice cdh k descent. If G(X) * for all X ∈ S then G(X) * for all X in M pctf .
Proof. We proceed by induction on the dimension of X. Given X, let x 1 , . . . , x l be its generic points, and let Y i = {x i } eq be their equivariant closures (see Lemma 2.8). We have a cover X = Y 1 ∪ · · · ∪ Y l by equivariant closed subschemes each of which is cancellative by Example 10.3. Moreover, each Y i × X Y j is equivariant and closed, hence pctf. Since G has the Mayer-Vietoris property for closed covers, and G vanishes on the Y i × X Y j for all i = j by the induction hypothesis, we get
We may thus assume that X is cancellative. (This also establishes the base case dim(X) = 0, since in that case the Y i are in S.)
Since G satisfies Mayer-Vietoris for open covers, we may assume X is affine. In particular, we may assume X can be embedded in a smooth toric monoid scheme, for example, by choosing a surjection from a free abelian monoid onto A where X = MSpec(A). This will allow us to apply the Bierstone-Milman Theorem 14.1 to obtain a sequence of blow-ups along smooth monoid schemes Z i , Y = X n → · · · → X 0 = X.
We claim that G(X i ) G(X i+1 ) for all i. Since G(Y ) * , this will finish the inductive step and hence the proof of the theorem. To simplify the notation, fix i and write Z for Z i ⊂ X i and X Z for X i+1 , the blow-up of X i along Z, so that our goal is to prove that G(X i ) → G(X Z ) is a weak equivalence. LetX denote the normalization (X i ) nor of X i and setZ = Z × XiX . WriteXZ for the blow-up ofX alongZ. By naturality of blow-ups (see 7.4), there is a commutative squarẽ XZ / / X Z X / / X i (that need not be cartesian). Since the mapX → X i is finite, the mapXZ → X Z is also finite, by Lemma 7.6. Applying G gives a commutative square of spectra
To prove that the right-hand vertical arrow is a weak equivalence, it suffices to prove the other three are.
The finite mapX → X i is an isomorphism on the generic points. Consider the equivariant closure E ⊂ X i of the finitely many height 1 points of X i ; by Remark 2.8.1, every point in E has height ≥ 1 in X i , so E is the complement of the generic point of X i . Since E is pctf, G(E) * by our inductive assumption. Since the pullbackẼ := E × XiX is an equivariant closed subscheme ofX, it is pctf by Proposition 9.1, and hence G(Ẽ) * as well, by induction. Using the finite abstract blow-up square involving X i ,X, E andẼ, we have a weak equivalence G(X i ) −→G(X).
The mapXZ → X Z is also finite and birational, and so the same argument shows G(X Z ) −→G(XZ). It follows that G(X i ) G(X Z ), as claimed. This completes the proof.
We now state and prove the main theorem of this paper, which gives a partial generalization of Theorem 13.3 to all objects in the category M pctf . Theorem 14.3. Let F k be a presheaf of spectra on Sch/k for some infinite field k, and define F to be the presheaf of spectra on M pctf defined by F(X) = F k (X k ).
If F k satisfies weak cdh descent on Sch/k, then F satisfies cdh descent on M pctf .
Proof. Let G be the homotopy fiber of F → H cdh (−, F) -i.e., for all X in M pctf , G(X) is the homotopy fiber of F(X) → H cdh (X, F). By Lemma 13.9 and Proposition 13.6, both F and H cdh (−, F) satisfy weak+nice cdh k descent, and hence G satisfies weak+nice cdh k descent too. Theorem 13.3 gives that G(X) * for all X ∈ S. Now we apply Theorem 14.2 to conclude G(X) * for all X in M pctf .
The following corollary is the Theorem announced in the introduction. Corollary 14.4. Assume k is an infinite field and let F k be a presheaf of spectra on Sch/k that satisfies the Mayer-Vietoris property for Zariski covers, finite abstract blow-up squares, and blow-ups along regularly embedded subschemes. Then F k satisfies the Mayer-Vietoris property for all abstract blow-up squares of toric k-varieties.
Proof. By Definition 13.8, F k satisfies weak cdh descent on Sch/k. By Theorem 14.3, F satisfies cdh descent in M pctf . Now use Proposition 12.9.
Proof. Fix ν and let G ν be the homotopy fiber of F ν → H cdh (−, F ν ). It suffices to prove that for each X and q the pro-abelian group {π q G ν (X)} is pro-zero. We will do so by modifying the proof of Theorem 14.3.
For each ν, H cdh (−, F ν ) satisfies weak+nice cdh k descent by Proposition 13.6. By [10, Thm. 1] and [11, Thms. B, D], {F ν k } sends finite abstract blow-up squares to homotopy cartesian squares of pro-spectra. Thus {F ν k } satisfies the pro-analogue of weak cdh descent (Definition 13.8). In the proof of Lemma 13.9, the reduction ideals used are reduction ideals on affine neighborhoods of the maximal ideal m of R. By the argument used in the proof of [9, Thm. 1.1], the proof of our Lemma 13.9 now applies mutatis mutandis to show that the pro-presheaf of spectra F ν satisfies the Mayer-Vietoris property for nice blow-up squares. It now follows that {G ν } satisfies the pro-analogue of weak+nice cdh k descent.
For each ν, F ν satisfies Zariski descent and also has the Mayer-Vietoris property for regular blow-ups, so F ν satisfies scdh descent by 12.12. By definition, this means that for each smooth X the spectrum G ν (X) is contractible. Now the proof of Theorem 14.2 applies verbatim to finish the proof.
Corollary 14.7. Assume k is any field of characteristic p > 0. For any monoid scheme X in M pctf , the following square of pro-spectra is homotopy cartesian.
Proof. By a standard transfer argument, we may assume that the field k is infinite. By Proposition 14.6, the homotopy fiber {F ν (X)} of the left vertical map is weakly equivalent to {H cdh (X, F ν )}. By Corollary 14.5, this coincides up to weak equivalence with the homotopy fiber of the right vertical map.
