Recently, self-similarity of complex networks have attracted much attention. The results are illustrated to show that the new model of self-similarity of complex networks is reasonable and efficient.
Introduction
Network science plays a more and more important role in academic researches [1, 2, 3, 4, 5, 6] . Recently, complex networks have attracted much attention in diverse areas of science and technology [7, 8, 9, 10, 11, 12, 13] . Representations of complex systems by complex networks has proven to be generally successful to describe their various features [14, 15, 16, 17, 18] . It has been shown that the small-world [19] property and the scale-free [20] property are the two fundamental properties of complex networks. The small-world property means that the average shortest path length between nodes in the network increase very slowly while the number of nodes increase largely. The scale-free property means that a small number of nodes of the network have a large number of neighbor nodes, while the other large number of nodes of the network have a small number of neighbor nodes.
Fractal theory is applied to model complex systems [21, 22] . The strict self-similarity property or the statistical self-similarity property is the typical characteristic of the fractal objects. Fractal dimension is regarded as an intrinsic characteristic used to describe the complexity of a fractal object [21] .
Fractal and self-similarity have been found widely exist in nature [23, 24, 25, 26, 27, 28] . Song et al. found that a variety of real complex networks consist of self-repeating patterns on all length scales in Ref. [29] . Recently, fractal and self-similarity of complex networks have attracted much attention [30, 31, 32, 24, 33, 34, 35, 36] . Many researchers have analyzed the fractal property of complex networks and proposed different algorithms to calculate the fractal dimension of complex networks [37, 38, 39, 40, 41, 42, 17] . One of the progress in this field is that Wei et al. studied the self-similarity of weighted complex networks [12] .
In real application, the accurate value of the fractal dimension defined by Hausdorff [21] can not be obtained. Box-covering algorithm is a commonly used tool to calculate the fractal dimension, namely box dimension.
Box-covering algorithm is to use the minimal number of boxes to cover the fractal objects. The number of boxes, denoted by N (ε), and the size of the box, denoted by ε, yield the relationship:
the box dimension, it can be obtained by regressing log (N (ε)) vs. log (ε).
Box-covering algorithm is widely used to calculate the fractal dimensions of complex networks [43, 44, 45, 46, 47] .
According to Song's research [48] , during the self-similar dynamical evolution of complex networks, the hubs grow by preferentially linking with less-connected nodes to generate a more robust fractal topology. In other words, the nodes with high degree do not connect directly and dislike to being in the same box. It seems that a higher degree of hub repulsion plays a more important role in fractal topologies than non-fractals. As a result, it is necessary and reasonable to model the repulsion among the nodes in the complex networks in calculation of the fractal dimension of the networks, which is our motivation of this paper. In Coulomb's law [49] , if the two charges have the same sign, the electrostatic force between them is repulsive. Inspired by the modeling of repulsion in Coulomb's law, we adopt this law to represent the repulse between two nodes quantitatively. In our proposed model, the connected nodes in the complex networks are regarded as "electric charges"
and there exists "electrostatic interaction force" between them over the edge.
The value of the repulsive force of each edge relies on the degrees of the two nodes linked by this edge. The connected nodes with higher degree have greater force over their link and thus they will be less likely to be covered by the same box in the box-covering process.
The rest of this paper is organized as follows. In section 2, some basic concepts are introduced. The new model of complex network inspired by
Coulomb's law and the proposed method to obtain the fractal dimension are proposed in section 3. Some applications are illustrated in section 4. Finally, the conclusions are drawn in the last section.
Preliminaries
In this section, some basic concepts of complex network, the typical box-covering algorithm for fractal dimension of complex network and the Coulomb's law are introduced.
For a complex network G = (N, E) and
where n is the total number of the nodes, m is the total number of the edges, and the cell e ij (i, j = 1, 2, · · · , n) of the edges equals 1 if node i is connected to node j, and 0 otherwise.
Degree is a basic indicator [50] , the degree of node i, denoted by k i , equals the number of nodes which are connected to node i directly. Degree describes the number of neighbors a node has. Shortest path between node i and node j, denoted by S ij , is a set of edges which can connect node i and node j and satisfy the number of such edges are minimized [51] . Shortest path length between node i and node j, denoted by l ij , is the minimized number of such edges which connect node i and node j. The diameter of a network, denoted by d, is the longest shortest path length among any two nodes.
The original definition of box-covering is initially proposed by Hausdorff [22] .
It is initially applied in the complex networks by Song, et al. [29, 43] . For a given box size l B , a box is a set of nodes where all shortest path length l ij between any two nodes i and j in the box are smaller than l B . The minimum number of boxes used to cover the entire network, denote by N B , yield the following relationship:
D B is the box dimension of complex network G, it can be obtained by regressing log (N B ) vs. log (l B ).
In Song's box-covering algorithm, the length of every edge equals to 1 and the shortest path length between any two nodes is the minimum number of edges which connect them. The maximum shortest path length between any two nodes in the box cannot be greater than the box size. The fractal dimension is calculated via a greedy coloring algorithm. There are several main steps of Song's method showing as follows. An example of Song's method [43] is illustrated in Figure 1 .
Transforming For given network G 1 and box size l B . A new network G 2 is obtained, in which node i is connected to node j when l ij ≥ l B . Greedy coloring Mark as much as possible nodes in network G 2 with the same color, but the color of every node must be different from the colors of its nearest neighbors. A coloring network G 3 can be obtained.
Box counting The nodes in the same color are in the same box, so the number of boxes equals the number of colors, the value of N B is obtained.
Regressing Change the box size l B , D B can be obtained by regressing log (N B ) vs. log (l B ).
This paper adopts Coulomb's law to represent the repulse between two nodes, so the Coulomb's law is briefly reviewed. Suppose e 1 and e 2 are two point charges, with electric charges q 1 and q 2 respectively and their distance r, then the electrostatic interaction force between them, denoted by F could be calculated by [49] 
If the two charges have the same sign, the electrostatic force between them is repulsive; if they have different sign, the force between them is attractive.
The Coulomb's law states that the magnitude of the Electrostatics force of interaction between two point charges is directly proportional to the scalar multiplication of the magnitudes of charges and inversely proportional to the square of the distances between them.
Proposed method
For a complex network, G = (N, E) and N = (1, 2, · · · , n), E = (1, 2, · · · , m), the edge value e ij (i, j = 1, 2, · · · , n) equals 1 when node i is connected to node j, and 0 otherwise. Inspired by Coulomb's law, the degree of each node is regarded as the "electric charge" of that node, and the "electric charge" of every node are with the same sign. The directly connected "electric charges"
have repulsive force over the links. The edge repulsive force of the complex network G is defined as follows:
Definition 3.1 (edge repulsive force). Suppose e ij = 1, which is the edge which connects node i and node j, let k i and k j be the degree of node i and node j respectively, and then the repulsive force of the edge e ij , denoted by f ij , could be calculated by
It is noticed that the repulsive force only exists on the edges which connect the nodes directly. If e ij = 0, there is no edge connects node i and node j directly, then there is no direct repulsive force between node i and node j.
The value of the repulsive force of each edge depends on the both degrees of the two nodes linked by this edge. The connected nodes with higher degree have greater force over their link and thus they will be less likely to be covered by the same box in the box-covering process, which reflect the hub repulsion.
Similar to the shortest path and diameter in the traditional complex network, the smallest repulsive force path between any two nodes and the repulsive force diameter in our model is defined.
Definition 3.2 (smallest repulsive force path). Denote f sp ij as the smallest repulsive force path between node i and node j, which satisfies
where f it and f tj are the edge repulsive force of edge e it and edge e tj respectively.
Definition 3.3 (repulsive force diameter). Let f sp ij be the smallest repulsion force path between node i and node j of network G = (N, E). Then the repulsive force diameter of G, denoted by f d, is defined as
Then the fractal dimension of G will be obtained through the following several steps. An example of the proposed method is illustrated in Figure 2 .
step 1 Transform the network,G, into a new network with edge repulsion force,G 2 .
• Calculate the degree of each node of the network.
• Calculate the repulsive force of each edge of network G, the value of the edge repulsion force could be calculated by Eq. (3). 
The slope of the regressed line is the negative value of the fractal di-
In the example of the proposed method, the repulsive force diameter of network G 2 is 18(1-3-4-5-6 or 2-3-4-5-6), the box size l B could be changed In our model, the repulsive force is redefined as the metric in complex networks. The metric in complex network is not the traditional shortest path length but the redefined edge repulsive force. The previous method is only from the view of the topology structure of the network, while our proposed method is not only from the view of the topology structure but also from the view of the hub repulsion of the network. Under this redefinition, a similar greedy coloring algorithm is deployed to calculate the fractal dimension. In the next section, some complex networks are investigated and the results show that the minimum number of the boxes used to cover the networks and the box size follows a power law rule, which reflects the self-similarity of the complex networks.
Applications and discussions
The Sierpinski triangle is a classic fractal structure, whose theoretical value of fractal dimension equals to log (3) / log (2)(≈ 1.5850). The Sierpinski triangle network [1] is produced by Self-replicating(see Figure 3 ). We applied our proposed method and Song's method to the Sierpinski triangle network.
The node coloring process is an NP-hard problem [52] , the results of the greedy coloring algorithm may depend on the original coloring sequence. In order to investigate the quality of the algorithm, we randomly reshuffle the coloring sequence and apply the greedy algorithm for 1000 times in both methods. A Sierpinski triangle network of 3282 nodes is studied. The results are shown in Figure 4 . It can be seen that the number of the boxes used to cover the Sierpinski triangle network follows a power law with respect to the box size both by our proposed method and Song's method. The small standard deviations indicates that the greedy coloring algorithm works very well both in our proposed method and Song's method. The power law shows that both methods are efficient to discover the self-similarity property of the Sierpinski triangle network. However, the calculated value of the fractal dimension by our proposed method(1.3456) is closer to the theoretical value of fractal dimension of the Sierpinski triangle(1.5850) than that of Song's method(2.9919). It is proved that the modeling of hub repulsion is reasonable and necessary to capture the self-similarity of complex network.
In addition, several real complex networks are studied, they are the From Figure 5 , we can see that both our proposed method and Song's method could capture the self-similarity of these real complex networks.
However, the standard deviations of the results of our proposed method are mostly less than that of Song's method. That is to say, our proposed method is more stable despite the influence of the original coloring sequence.
Conclusions
Hub repulsion is a key factor which leads to fractal complex networks.
This paper models the self-similarity of complex network from the view of the hub repulsion. In our new model, the connected nodes in the complex networks are regarded as "electric charges" and there exists "electrostatic interaction force" between them over the edge. The connected nodes with higher degree have greater force over their link. A new box-covering algorithm is proposed to calculate the fractal dimension. The connected nodes with higher degree will be less likely to be covered by the same box in the box-covering process, which reflect the hub repulsion. The Sierpinski triangle network is studied. The results show that our new method is reasonable and efficient to caputure the self-similarity property of the Sierpinski triangle network. Some real complex networks were investigated, the results still shown the efficiency of our new model. 
