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Abstract
We give necessary and sufficient conditions for unions of infinite intervals to be self-similar sets with an
open set condition.
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1. Introduction
Let fi(x) = rix + ci be a linear function with 0 < ri < 1, i = 0,1, . . . ,N − 1. The functions
{fi(x)}N−1i=0 are called an iterated function system (IFS). It is well known that there exists a unique
nonempty compact T such that
T =
N−1⋃
i=0
fi(T ) (1.1)
(see, e.g., [2]). T is called an N -self-similar set. We say that an IFS {fi(x)}N−1i=0 satisfies an open
set condition (OSC) if there exists a nonempty open set O such that
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i=0
fi(O) ⊂ O
and the sets in the union are pairwise disjoint. A nonempty compact set T is said to be a N -self-
similar set with the open set condition if, in addition, the IFS {fi}N−1i=0 satisfies the OSC.
It is a usual way to construct a fractal by an IFS. Many authors (see, e.g., [1,3–5,7,8,10,12,13])
show that a self-similar set or its boundary is a fractal in general, that is, its Hausdorff dimension
is not an integer. It is known that if T is an union of several intervals, T is a self-similar set with
the OSC under some restriction conditions on T . For example, T = [0,1] ∪ [2,3] is a 4-self-
similar set with the OSC, where the IFS can be chosen as f0(x) = 14x, f1(x) = 14 (x+1), f2(x) =
1
4 (x + 8) and f3(x) = 14 (x + 9). Associated to this issue, Odlyzko [11], Lagarias and Wang [9]
studied the special IFS {fi(x) = 1N (x + di)}N−1i=0 with a digit set D = {d0, d1, . . . , dN−1} ⊂ N. In
this case a self-similar set is called an integer self-similar set. They proved that an integer self-
similar set T is a union of several intervals if and only if the digit setD = {d0, d1, . . . , dN−1} is of
a strict product form up to a scalar multiplication. Furthermore He [6] proved that the boundaries
of the others of integer self-similar sets with positive Lebesgue measure are regular fractals.
There is an interesting question: does there exist a self-similar set T with the OSC such that ∂T
is countably infinite? The answer is yes.
We formalize the question as follows. Let a0 = 1 > b0 > a1 > b1 > · · · and limn→∞ an = 0.
Define T := {0} ∪⋃∞n=0[bn, an]. The question becomes whether T is a self-similar set with the
OSC? By (1.1) we can assume that fi(x) = rix + λi(1 − ri), i = 0,1, . . . ,N − 1, with λ1 = 0,
λN−1 = 1 and 0 < λi , ri < 1. Then fi([0,1]) ⊆ [0,1] for 0 i N − 1.
Theorem 1.1. Let a0 = 1 > b0 > a1 > b1 > · · · and limn→∞ an = 0. Then, for N = 3 or 4, T :=
{0}∪⋃∞n=0[bn, an] is an N -self-similar set with the open set condition if and only if ak = r(N−1)k
and bk = rak for k  0 and some r (0 < r < 1).
We remark that the above theorem is not true for N = 2. For N  5, the sufficiency holds, that
is,
Theorem 1.2. Let a0 = 1 > b0 > a1 > b1 > · · · and limn→∞ an = 0. Let N  5 and 0 < r < 1. If
ak = r(N−1)k and bk = rak for k  0, then T = {0} ∪⋃∞n=0[bn, an] is an N -self-similar set with
the open set condition.
However, it seems difficult to prove the necessity. We feel that it is true.
2. Theorem 1.1 for N = 3
First several general results are given by three lemmas.
Lemma 2.1. If T is an N -self-similar set with the OSC. Then, for the corresponding IFS {fi(x) =
rix + λi(1 − ri)}N−1i=0 , we have
(i) r0 + r1 + · · · + rN−1 = 1.
(ii) ⋃N−1i=0 fi([0,1])  [0,1].
(iii) fi(0) /∈ {an}∞n=0 for 0 i N − 1.
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Lemma 2.2. If T is an N -self-similar set with the OSC, then fi(0), i 	= 0, must be equal to fj (0)
for some j 	= i.
Proof. Without loss of generality we assume that f0(0)  f1(0)  · · ·  fN−1(0) and fi(0) /∈
{fj (0)}j 	=i for some i 	= 0. Note that T = ⋃N−1i=0 fi(T ). By Lemma 2.1(iii) we have fi(0) ∈[bp, ap) for some p  0. Since fi(0) < fi+1(0) fj (0) for j > i if i < N − 1, there exists M1
such that
fi(an) < min
{
fi+1(0), ap
}
for nM1,
which leads to
∞⋃
n=M1
fi
([bn, an])⊆ [bp,min{fi+1(0), ap}).
On the other hand, since fj (0) < fi(0) for 0 j < i, there exists M2 M1 such that
fj (an) < fi(0) for nM2 and 0 j < i.
Hence
∞⋃
n=M2
[
fi(an+1), fi(bn)
]⊆ ⋃
0n<M2, 0j<i
fj
([bn, an]).
This forces that one of intervals in the right covers at least two intervals in the left, which contra-
dicts the OSC. If i = N − 1, the proof is similar. 
Lemma 2.3. Let g1(x) = rx with 0 < r < 1 and g2(x) = x. Suppose that g1(T )∪g2(T ) contains
an interval [0, δ] where δ > 0 is the right extremal point, and g1(T o) ∩ g2(T o) = ∅. Then there
exist two nonnegative integers q and l such that
aq+2l+1+n = r2aq+n, bq+n = 1
r
aq+l+1+n, n = 0,1,2, . . . .
Proof. Let p be the smallest integers with [bp, ap] ⊂ [0, δ]. Then there exists an integer q
(q  p) such that
(0, ap] = · · · ∪ g1
([bq+1, aq+1])∪ [bp+1, ap+1] ∪ g1([bq, aq ])∪ [bp, ap].
Note the relationships at the connected points, we have
ap+n+1 = rbq+n, bp+n = raq+n, n = 0,1,2, . . . .
Hence, without considering the range of the above indexes, we have bq+n = 1r ap+n+1 and
ap+n+1 = rbq+n = rbp+(q+n−p) = r2aq+(q+n−p) = r2a2q+n−p.
Write l = p − q , the above two identities become bq+n = 1r aq+l+n+1 and an+2l+1 = r2an, re-
spectively. Then the result follows. 
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a0, . . . , aq−1, aq, aq+1, . . . , aq+l , . . . , aq+2l , r2aq, r2aq+1, . . . ,
b0, . . . , bq−1, 1r aq+l+1,
1
r
aq+l+2, . . . , raq, . . . , raq+l−1, raq+l+1, raq+l+2, . . . .
(2.1)
It is the key ingredient in the following proofs.
We note that in the proof of Lemma 2.3, if ap 	= δ, then f1(aq−1) = δ by the choice of ap .
In the case bq−1 = 1r aq+l , and (2.1) has the similar form. We have checked that in the paper
if the results hold for the case (2.1) with bq−1 	= 1r aq+l , so they are for the case (2.1) with
bq−1 = 1r aq+l . Thus we always assume that
bq−1 	= 1
r
aq+l . (2.2)
To prove Theorem 1.1 when N = 3, we need the following lemma.
Lemma 2.4. Let T be a 3-self-similar set with the OSC. The corresponding IFS is that f0(x) =
r0x, f1(x) = r1x + 1 − r2 and f2(x) = r2x + 1 − r2 with r1 < r2. Then b0 = r , a1 = r2 and
f0(T ) =
∞⋃
k=s
[bk, ak] and f1(T ) ∪ f2(T ) =
s−1⋃
k=0
[bk, ak], (2.3)
where r = r1/r2 and s  q , q is given in (2.1).
Proof. Since T = f0(T ) ∪ f1(T ) ∪ f2(T ) and Lemma 2.1(ii), then (2.3) holds for some s  1.
Note that the second identity in (2.3) can be changed to the case of Lemma 2.3. So all ak and bk
have the form (2.1) with the assumption of (2.2). Associated (2.1) we have[
f1(0), f2(aq+l )
]
= · · · ∪ [f2(raq+1), f2(aq+l+1)]∪
[
f1
(
1
r
aq+l+1
)
, f1(aq)
]
∪ [f2(raq), f2(aq+l )]
=
∞⋃
k=q
f1
([bk, ak])∪ ∞⋃
k=q+l
f2
([bk, ak]). (2.4)
On the other hand, since f1([b0, a0]) ∪ f2([b0, a0])  [b0, a0] by Lemma 2.1(i), we have
f2
([b1, a1])∪ f1([b0, a0])∪ f2([b0, a0])⊆ [b0, a0].
This implies that
b0 = r and a1 = r2.
Note that the fixed point of f1(x) is 1−r21−r1 , which is larger than r . Thus f1(an) > an for n  1.
Combination with (2.1), (2.2) and (2.4), we have s  q . 
Theorem 2.5. T is a 3-self-similar set with the OSC if and only if an = r2n and bn = r2n+1 for
n  0 and some r (0 < r < 1). In the case, f0(x) = r2x, f1(x) = r(1 − r)x + r and f2(x) =
(1 − r)x + r .
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(1 − r)x + r . Since an = r2n and bn = r2n+1 for n  0, it is easy to check that T is the self-
similar set for the IFS which satisfies the OSC.
Conversely, according to Lemma 2.2 the IFS for T can be written by f0(x) = r0x, f1(x) =
r1x + 1 − r2 and f2(x) = r2x + 1 − r2. By Lemmas 2.3 and 2.4 we have (2.1) and
f0(T ) =
∞⋃
k=s
[bk, ak] and f1(T ) ∪ f2(T ) =
s−1⋃
k=0
[bk, ak]
with 1 s  q . Then the k-iteration of f0 on [b0, a0] is [bks, aks], that is, aks = rk0a0 = rk0 and
bks = rk0b0 = rk0 r by Lemma 2.4. From Lemma 2.3, we have bsq = 1r asq+l+1, and thus asq+l+1 =
rbsq = r2rq0 = r2asq = asq+2l+1. Consequently l = 0. In the case the results of Lemma 2.3
become aq+n = r2naq and bq+n = r2n+1aq for all n 0. Since rq0 = aqs = r2(s−1)qaq and rq0 =
r−10 r
q+1
0 = r−10 a(q+1)s = r−10 aq+(s−1)q+s = r0r2(s−1)q+2saq , then r0 = r2s and aq = r2q . Now
for k (0 k < q), we have rq0 ak = asq+k = r2(sq+k), which yields
ak = r2k and bk = r2k+1, k = 0,1, . . . , q − 1.
So the result follows. At the same time it is easy to check that
f1(T ) ∪ f2(T ) =
[
f1(0), f2(a0)
]= [1 − r2,1].
Then b0 = 1 − r2 = r by Lemma 2.4. That is r2 = 1 − r and so r1 = rr2 = r(1 − r), r0 =
1 − r1 − r2 = r2. Therefore f0(x) = r2x, f1(x) = r(1 − r)x + r and f2(x) = (1 − r)x + r . 
3. Theorem 1.1 for N = 4 and Theorem 1.2
We begin with three lemmas.
Lemma 3.1. If T is a 4-self-similar set with the OSC, then f0(x) = r0x, f1(x) = r1x + 1 − r3,
f2(x) = r2x + 1 − r3 and f3(x) = r3x + 1 − r3 where r1 < r2 < r3.
Proof. Suppose that Lemma 3.1 does not hold. By Lemma 2.2 the IFS for T can be written by
f0(x) = r0x, f1(x) = r1x, f2(x) = r2x + 1 − r3, f3(x) = r3x + 1 − r3,
where r0 < r1 and r2 < r3. Note that f0([0,1])∪f1([0,1]) = [0, r1] and f2([0,1])∪f3([0,1]) =
[1 − r3,1], Lemma 2.1(ii) ensures that r1 < 1 − r3. According to the structure of T we have
f1(1) = as , f2(0) = bs−1,
f0(T ) ∪ f1(T ) =
∞⋃
k=s
[bk, ak] and f2(T ) ∪ f3(T ) =
s−1⋃
k=0
[bk, ak] (3.1)
for some s  1. By a simple transformation the second identity in the above becomes
g1(T ) ∪ g2(T ) =
s−1⋃
k=0
[ck, dk],
where g1(x) = rx with r = r2/r3, g2(x) = x, ck = (bs−1−k − bs−1)/r3 and dk = (as−1−k −
bs−1)/r3 for 0 k  s − 1. The OSC guarantees that g1(T o) ∩ g2(T o) = ∅. So (2.1) holds with
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Hence s  q in (3.1) according to the proof of Lemma 2.4. By the second equality of (3.1) and
Lemma 2.1(i) we have
f2
([b0, a0])∪ f3([b0, a0])⊂ [b0, a0].
Then b0 = r . Note that there exists n with n  q such that the k1th iterations of [b0, a0] under
f1 is contained in [bn, an] for some k1, that is, f (k1)1 ([b0, a0]) ⊆ [bn, an]. Then, since n can be
written by n = q + l1 + t (2l + 1) for 0 l1  2l and t  0, where q and l are given in (2.1), we
have
r = f
(k1)
1 (b0)
f
(k1)
1 (a0)
 bn
an
= bl1+q
al1+q
 raq
aq
= r for 0 l1  l.
The identity in the above implies that l1 = 0 and l1 = l, consequently l = 0. For the case
l < l1  2l, we have
bl1+q
al1+q
>
r2aq
raq
= r
by Lemma 2.3, which is impossible by (2.1). Hence aq+k = r2kaq and bq+k = r2k+1aq for k  0.
Now the first part of (3.1) becomes
f0(T ) ∪ f1(T ) =
∞⋃
k=0
[
r2k+1aq, r2kaq
]∪ q−1⋃
k=s
[bk, ak]. (3.2)
Let m be such that f0(aq) > r2maq . Then there exists m0 satisfying either f0(r2m0aq) = r2maq
or f1(r2m0aq) = r2maq . The former case implies that r0 = r2(m−m0). Therefore
f0
( ∞⋃
k=0
[
r2k+1aq, r2kaq
])= ∞⋃
k=m−m0
[
r2k+1aq, r2kaq
]
.
By the OSC and (3.1) we have
f1
( ∞⋃
k=0
[
r2k+1aq, r2kaq
])⊆ m−m0−1⋃
k=0
[
r2k+1aq, r2kaq
]∪ q−1⋃
k=s
[bk, ak].
Then f1(r2kaq) r2(m−m0)−1aq > 0 for all k  0. This contradicts with limk→∞ f1(r2kaq) = 0.
For the case f1(r2m0aq) = r2maq , the similar proof leads to contradiction. So the result fol-
lows. 
Lemma 3.2. Suppose that T is a 4-self-similar set with the OSC. Let f0(x) = r0x, f1(x) =
r1x + 1 − r3, f2(x) = r2x + 1 − r3 and f3(x) = r3x + 1 − r3 with 0 < r1 < r2 < r3 be the
corresponding IFS. Then r1
r2
= r2
r3
:= r , b0 = r and a1 = r3.
Proof. By Lemma 2.1(i) we have r1 + r2 + r3 = 1 − r0 < 1. Then
f1
([b0, a0])∪ f2([b0, a0])∪ f3([b0, a0]) [b0, a0].
Using Lemma 2.1(ii) again we have maxx∈T f0(x) < 1 − r3 = f1(0). The structure of T leads to
f3
([b1, a1])∪ f1([b0, a0])∪ f2([b0, a0])∪ f3([b0, a0])⊆ [b0, a0].
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ple computations yield
b0 = r2
r3
= r1
r2
:= r and a1 = r1
r3
b0 = r3. 
Lemma 3.3. If T is a 4-self-similar set with the OSC, then bi = rai for all i  0.
Proof. Before starting the proof we note that the IFS for T can be written as f0(x) = r0x,
f1(x) = r1x + 1 − r3, f2(x) = r2x + 1 − r3 and f3(x) = r3x + 1 − r3 with 0 < r1 < r2 < r3 by
Lemma 3.1. Then f0(T ) =⋃∞i=p[bi, ai] and f1(T ) ∪ f2(T ) ∪ f3(T ) =⋃p−1i=0 [bi, ai] for some
p  1 by Lemma 2.1(ii). Then 1 − r3 = bp−1, ajp+i = rj0 ai and bjp+i = rj0 bi for 0 i  p − 1
and j  0.
Now suppose that bk 	= rak and bi = rai , i = 0,1, . . . , k − 1. It is clear that 0 < k < p
by the above and Lemma 3.2. Clearly there exists l satisfying f3(rl0bk) ∈ (bp−1, ap−1).
We claim that there exists a small enough  > 0 such that (f3(rl0bk) − , f3(rl0bk)) ∩
(f1(T ) ∪ f2(T ) ∪ f3(T )) = ∅, which leads to contradiction. So the result follows.
If the claim is not true, then there exists a nonnegative integer s satisfying f2(rs0am) =
f3(r
l
0bk) or f1(r
s
0am) = f3(rl0bk) where 0m < p. If f2(rs0am) = f3(rl0bk), then rrs0am = rl0bk.
When s < l, we have rl−s0 bk = ram > rap = rr0, this contradicts with bk < a1 = r3 by
Lemma 3.2. When s  l, then bk = rs−l0 ram. For the case m < k we have bk = rs−l0 bm =
b(s−l)p+m, which is impossible. For the case m = k, we have rs−l0 ak = a(s−l)p+k < bk if
s − l > 0. This forces bk = rak , which contradicts the assumption. When m > k, it is clear
that rs−l0 ram < bk . Hence the assumption does not hold.
The remain case is f1(rs0am) = f3(rl0bk), that is, r2rs0am = rl0bk. When s < l or m > k, the
proofs are the same with the above. When s  l, then bk = rs−l0 r2am. For the case m < k, we have
bk = rs−l0 rbm = rb(s−l)p+m, which is equivalent to f3(bk) = f2(b(s−l)p+m). This contradicts
to the OSC. For the case m = k, we have bk = rs−l0 r2ak = r2a(s−l)p+k , this is equivalent to
f3(bk) = f1(a(s−l)p+k). Since f1(a(s−l)p+k) < f2(a(s−l)p+k)  f2(ak) < f3(ak). According to
the OSC, we have f2(ak) f3(bk). This forces f2(ak) = f3(bk), i.e., bk = rak , which contradicts
the assumption. 
Theorem 3.4. The set T is a 4-self-similar set with the OSC if and only if an = r3n and bn =
r3n+1 for n  0 and some r (0 < r < 1). In the case, f0(x) = r3x, f1(x) = r2(1 − r)x + r ,
f2(x) = r(1 − r)x + r and f3(x) = (1 − r)x + r .
Proof. By Lemma 3.3 the IFS for T is that f0(x) = r0x, f1(x) = r1x + 1 − r3, f2(x) = r2x +
1 − r3 and f3(x) = r3x + 1 − r3 where 0 < r1 < r2 < r3. It is sufficient to show that an = r2bn−1
for n 1.
Suppose that ak 	= r2bk−1 and ai = r2bi−1 for 1 i  k − 1. In the following deduction we
will use the same notions and ideas with the proof of Lemma 3.3. It is clear that 1 < k < q +1 by
Lemmas 3.2 and 3.3. Let l be a nonnegative integer such that f3(rl0bk−1) ∈ (bp−1, ap−1). Note
that [
f1(bi), f1(ai)
]∪ [f2(bi), f2(ai)]∪ [f3(bi), f3(ai)]= [f1(bi), f3(ai)] (3.3)
by Lemma 3.3. We claim that there are no s and m with 0  m  p − 1 so that f3(rs0am) =
f1(r
l bk−1), which leads to a contradiction and the result follows.0
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r2bk−1 > r2bp = ap+1, which contradicts with the monotone property of {an}∞n=1. When s = l,
we have am = r2bk−1. If m < k, then am = r2bm−1 = r2bk−1, which leads to m = k. If m = k,
it contradicts the assumption. If m > k, we have f3(am) = f1(bk−1). Since f3(am) < f3(am−1),
then f3(am) f1(am−1) by (3.3). Hence bk−1  bm−1, that is k m. When s < l, we have am =
rl−s0 r2bk−1 = r2b(l−s)p+k−1. Then f1(bm) < f3(am) = f1(b(l−s)p+k−1), which is equivalent to
bm < b(l−s)p+k−1 < bp+k−1 < bm. 
Proof of Theorem 1.2. Define the IFS by that f0(x) = rN−1x and fi(x) = rN−i−1(1 − r)x + r
for 1 i N −1. Then it is easy to check that T is the self-similar set generated by the IFS. 
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