Abstract. We start with definitions of the general notions of the theory of Z2-graded algebras. Then we consider theory of inductive families of Z2-graded semisimple finite-dimensional algebras and its representations in the spirit of approach of the papers [VO], [OV] to representation theory of symmetric groups. The main example is the theory of the projective representations of symmetric groups.
Introduction
In this paper we formulate the main notions of the theory of locally semisimple Z 2 -graded finite-dimensional algebras and their representations. The main result is a translation of the inductive method of constructing the representation theory (the method of Gelfand-Tsetlin algebras) developed in [OV] , [VO] , [V2] to the case of Z 2 -graded algebras. In particular, it allows us to use this method for constructing projective representations of the symmetric groups.
Although the general theory of Z 2 -graded semisimple algebras and their representations was partially described in [K] , [J] , nevertheless we present a systematic treatment of the main notions of this theory, keeping in mind their application to inductive chains of semisimple Z 2 -graded algebras. In this case, we have a number of interesting new phenomena, which are related to the fact that there are two types of simple Z 2 -graded finite-dimensional algebras (algebras of type M (n, m) and Q(n)) and, consequently, two types of simple modules, and the branching graph of an inductive family has an additional structure (involution). The central question concerns the relation between representations of a graded algebra (group) and representations of its even part, for example, representations of symmetric and alternating groups. The answer to this question is comparatively simple: there is a bijection between these two classes of modules (see Proposition 3.7), and this relation can be used in both directions. The classical example is the description of representations of the alternating groups via representations of the symmetric groups. The converse problem, which is much more difficult, is to describe projective representations of the symmetric groups. We investigate this problem below. Surprisingly enough, the knowledge of ordinary representations of the symmetric group does not help to solve this problem and in fact is not used in the related papers. In other interesting examples, both representations of a Z 2 -graded algebra and representations of its even part are unknown, and we look for them simultaneously. Moreover, sometimes, having an explicit description of a graded algebra, we cannot explicitly describe its even part.
We suggest to construct representations of inductive chains of Z 2 -graded groups and algebras using the same techniques as were used in [OV] , [VO] , [V2] for describing representations of the symmetric groups; this is the main goal of the paper. One example that we consider in more detail is the problem of describing projective representations of the symmetric group. This problem is reduced to that of describing simple modules of a certain Z 2 -graded algebra which was considered by I. Schur. Projective representations of the symmetric groups were studied by many authors (e. g., [Mo] , [Se2] , [N1] , [N2] ). In the paper [N2] the theory of projective representations of the symmetric group was constructed by using some analogue Se n of the Hecke algebra. With this approach strict partitions and strict tableaux should be considered from the beginning and the final result appears after rather cumbersome calculations. In this paper we used only the algebra Se 2 (see Lemma 6.8) by the same way as the Hecke algebra H(2) was used in the paper [VO] , so our calculations quite simple. Strict partitions and strict tableaux appear naturally as the spectrum of odd analogues of Young-Jucys-Murphy elements.
We use this example to illustrate the new approach to the problem concerning representations of Z 2 -graded chains of algebras. First of all, we find conditions under which the branching of representations of a chain of semisimple Z 2 -graded algebras is simple. In what follows, the most important part is played by a generalization of the notion of Gelfand-Tsetlin algebra for a chain X = A(1) ⊆ A(2) ⊆ · · · ⊆ A(n) of semisimple Z 2 -graded algebras. First of all, one should generalize the notion of center and define the so-called supercenter of a Z 2 -graded algebra. For a chain of Z 2 -graded algebras, the notion of the Gelfand-Tsetlin algebra splits into several notions, because, in contrast to the nongraded case, the algebra BS(X) generated by the supercentralizers SZ(A(k), A(k −1)) of the successive subalgebras (which in what follows will be called the branching superalgebra) does not coincide with the algebra SZ(X) generated by the supercenters of the algebras A(k). In general, the algebras BS(X) are not commutative, even in the case of a simple branching, but their structure turns out to be standard: it is the tensor product of a commutative algebra and a Clifford algebra. Between the algebra BS(X) and its supercenter SZ(X) there is a place for the ordinary Gelfand-Tsetlin algebra GZ(X) of the even part of the chain X. The analysis of representations and characters of these algebras is the essence of the method. Similarly to [OV] , [VO] , we find the spectrum (the list of irreducible representations) of the algebra BS(X). This is done by using essentially the same technique: we reduce the problem to the description of an analog of the Hecke algebra, which in turn allows us to describe the irreducible representations of the algebra A(n). This method is used for describing the projective representations of the symmetric groups, constructing an analog of Young's forms, bases, etc. As in [OV] , [VO] , the so-called strict Young tableaux, which parameterize a distinguished basis in representations, turn out to be the points of the spectrum of the branching superalgebra , and the irreducible projective representations of S n are indexed by the strict diagrams, i. e., the orbits of admissible substitutions of points of the spectrum. This description of projective representations is one of the goals of the paper.
In the representation theory of Z 2 -graded groups and algebras and their branching diagrams, there arise many combinatorial problems, which apparently have not yet been studied. Even the quite well-known question about representations of the alternating group S + n regarded as the even part of the Z 2 -graded group S n is not sufficiently studied from this point of view. Note that, for example, a description of the alternating group similar to the description of Coxeter groups (more exactly, its presentation as a "local group" in the sense of [V1] ) was obtained only quite recently in [VV] . This presentation should be used for obtaining a direct construction of representations of S + n independently of representations of S n . To this end, one should develop and apply the whole machinery of Gelfand-Tsetlin algebras. We hope to return to this problem in another paper. By analogy with the symmetric groups, one should consider projective representations of other classical Weyl groups, construct a normal form, describe the subalgebra generated by the supercentralizers, etc. One may also hope that the philosophy of an inductive construction of representation theory will be applicable also in the theory of superalgebras, in particular, Lie superalgebras.
Let us briefly describe the contents of the paper. The second section contains the main definitions of the theory of Z 2 -graded associative finite-dimensional semisimple algebras. In particular, we describe the structure of these algebras and give a description of simple algebras. Like in the classical case, an important role is played by the notions of center and centralizer, which in the graded case have several versions. The third section contains a brief treatment of the theory of modules over Z 2 -graded algebras. Here the main theorem reduces the description of graded modules over a graded algebra to the description of nongraded modules over some other algebra. We also present theorems describing the relations between graded modules and nongraded modules; graded modules over an algebra and nongraded modules over its even part. Note that a brief and clear introduction to the theory of associative superalgebras and modules over them can be found in [K] . In the fourth section we introduce one of the main objects of the paper: inductive families of Z 2 -graded semisimple finite-dimensional algebras. We define the branching graph of such a family and prove a theorem characterizing these graphs. Besides, we show that the branching graphs of simple modules and the branching graphs of inductive families of algebras, which a priori are defined in different ways, coincide. We also give a criterion for the simplicity of branching, which is based on the notion of graded centralizer.
The fifth section is devoted to Gelfand-Tsetlin algebras. Here, in contrast to the nongraded case, there arise several natural analogs of this algebra. The main result of this section is a theorem describing the relation between representations of the branching superalgebra and representations of the original algebra. In the case of a simple branching, these results are interpreted in terms of the corresponding branching graph. In particular, this allows us to define a natural equivalence relation on the path space of a graded graph.
In the most important last section, we present an application of the theory developed in the previous sections to the study of projective representations of the symmetric groups. We explicitly describe the Gelfand-Tsetlin superalgebra in terms of odd analogs of the Young-Jucys-Murphy elements, which allows us to describe the spectrum of this superalgebra following the method of [OV] .
Main Definitions
In what follows, we assume that the ground field is C. Recall the definition of a Z 2 -graded algebra.
Definition 2.1. A Z 2 -graded algebra is an algebra A that has a direct sum de-
We will also write the condition a ∈ A i in the form p(a) = i and call p the parity function. The even part A 0 is a subalgebra of A, and the odd part A 1 is an A 0 -module.
An equivalent definition is as follows: a Z 2 -graded algebra is an algebra A with an automorphism θ such that θ 2 = 1. Here A 0 is the eigensubspace corresponding to the eigenvalue 1, and A 1 is the eigensubspace corresponding to the eigenvalue −1. We will refer to θ as the parity automorphism.
A homomorphism of Z 2 -graded algebras is a homomorphism of ordinary algebras that is also grading-preserving.
An algebra A regarded without the grading will be denoted by |A|. A subalgebra of a Z 2 -graded algebra A is a subalgebra B ⊂ A in the ordinary sense that inherits the grading:
In a similar way, a two-sided ideal in a Z 2 -graded algebra A is a two-sided ideal I that inherits the grading: I = I ∩ A 0 + I ∩ A 1 . Analogously, we define the notions of left and right ideals.
As we will see below, the following algebra is useful when considering Z 2 -graded algebras:
Definition 2.2. A Z 2 -graded algebra is called simple if it contains no two-sided Z 2 -graded ideals other than 0 and the algebra itself.
Definition 2.3. A Z 2 -graded algebra A is called semisimple if every two-sided graded ideal of A has a graded complement, i. e., for every such ideal I there exists a two-sided graded ideal I ′ such that A = I ⊕ I ′ .
Example 2.4. 1 For n, m 0, denote by M (n, m) the set of matrices of the following form:
where A is a square matrix of order n, D is a square matrix of order m, and B, C are rectangular matrices of orders n × m and m × n, respectively. Here the parity automorphism θ is an inner automorphism: there is a unique (up to sign) element
where 1 k is the identity matrix of order n.
It is not difficult to check that the algebra M (n, m) is simple both as a Z 2 -graded algebra and as a nongraded algebra.
Example 2.5. Denote by Q(n) the set of matrices of the following form:
where A, B are square matrices of order n and the parity automorphism is of the same form as in the previous example; note that J / ∈ Q.
It is not difficult to check that Q(n) is simple as a graded algebra and is not simple as a nongraded algebra.
The following well-known theorem describes the structure of simple Z 2 -graded algebras; its proof can be found, e. g., in [J] , [K] .
Theorem 2.6. Every finite-dimensional simple Z 2 -graded algebra over C is graded isomorphic either to M (n, m) or to Q(n), where n, m are arbitrary positive integers.
The previous theorem shows that there are more Z 2 -graded simple finite-dimensional algebras than nongraded ones. Nevertheless, it turns out that the class of semisimple finite-dimensional algebras does not depend on the grading [J] , [K] .
Theorem 2.7. (1) A finite-dimensional graded algebra is semisimple as a graded algebra if and only if it is semisimple as a nongraded algebra.
(2) Every finite-dimensional semisimple graded algebra is the sum of finitely many simple algebras, i. e., M (n, m) and Q(k).
Corollary 2.8. The even part of a graded semisimple finite-dimensional algebra is semisimple.
Corollary 2.9. The number of simple components of a semisimple finite-dimensional graded algebra is equal to the dimension of the even part of its ordinary center, and the number of simple components of type Q is equal to the dimension of the odd part of its ordinary center.
Remark 2.10. It follows from the previous theorem that every finite-dimensional semisimple graded algebra A admits a unique decomposition of the form A = A M ⊕ A Q , where A M is the sum of all simple components of type M and A Q is the sum of all simple components of type Q. Further, as follows from Example 2.4, there exists an element
One of the most important notions of the classical theory of algebras is that of the center of an algebra. In the graded case, a natural analog of the center is the following algebra, which arises from considering the center of the algebra A[ε].
Definition 2.11. The graded center of a graded algebra A is the algebra that is the sum of the even part of the center of the nongraded algebra and the even part of the twisted center:
where Z(|A|) 0 = {a ∈ A 0 : ab = ba for every b ∈ A} is the even part of the ordinary center and Z θ (|A|) 0 = {a ∈ A 0 : ab = θ(b)a for every b ∈ A} is the even part of the twisted center.
Definition 2.12. The graded centralizer of a subalgebra B in a graded algebra A is the algebra that is the sum of the even part of the nongraded centralizer and the even part of the twisted centralizer:
where Z 0 (|A|, |B|) = {a ∈ A 0 : ab = ba for every b ∈ B} is the even part of the ordinary centralizer and Z θ 0 (|A|, |B|) = {a ∈ A 0 : ab = θ(b)a for every b ∈ B} is the even part of the twisted centralizer.
Note that if the algebra A is finite-dimensional and semisimple, then its graded center coincides with the center of its even part: Z(A) = Z(A 0 ). This can easily be checked by reducing to the case of a simple algebra. A similar assertion is also true for the centralizer, see Lemma 3.3.
The following notion, which is used in the theory of Lie superalgebras, turns out to be useful. Definition 2.13. The supercentralizer of a subalgebra B ⊂ A is the algebra
In particular, the supercentralizer SZ(A, A) is called the supercenter of A and is denoted by SZ(A).
Note that for a semisimple finite-dimensional algebra, the supercenter coincides with the even part of the ordinary center: SZ(A) = Z(|A|) 0 .
We will also need the notion of a Z 2 -graded group.
Definition 2.14. A finite group G is called Z 2 -graded if it contains a distinguished normal subgroup G 0 of index 2, and the decomposition into the cosets of G 0 is the decomposition into the even and odd parts:
The group algebra of a Z 2 -graded group has a natural Z 2 -grading. It is not difficult to prove the following fact.
Theorem 2.15. The group algebra of a finite graded group with the natural Z 2 -grading is a semisimple Z 2 -graded algebra.
This theorem is a special case of a more general result proved in [NS] . For brevity, in what follows we often use the term "a graded algebra (group, module)" instead of "a Z 2 -graded algebra (group, module)." Here are the main examples of graded groups and algebras.
1. The symmetric group S n in which the parity of an element g ∈ S n is defined as the parity of the permutation g, and the group algebra C[S n ] endowed with the corresponding grading.
2. The C-algebra A n corresponding to projective representations of the symmetric group S n ; it is generated by elements τ 1 , . . . , τ n satisfying the relations
The graded algebra A n is not the group algebra of any graded group. 3. The semidirect product S n ⋉ C n of the Clifford algebra C n (with the natural action of the symmetric group) and the symmetric group S n ; here all generators of the Clifford algebra are assumed to be odd, and all elements of the symmetric group are assumed to be even. Note that we have the relation
where the tensor product in the right-hand side is understood as the tensor product of graded algebras. The corresponding definition is as follows.
Definition 2.16. The tensor product A ⊗ B of graded algebras A and B is the graded algebra that coincides as a vector space with the ordinary tensor product of the algebras A and B, with the parity automorphism and multiplication defined by the following rules:
Note that the tensor product of graded algebras, regarded as a nongraded algebra, is not, in general, isomorphic to their tensor product as ordinary algebras.
Lemma 2.17. The tensor product of semisimple finite-dimensional associative graded algebras is semisimple.
Proof. The proof reduces to the case of a simple graded algebra. In this case, it is easy to check the equalities
Z 2 -Graded Modules
We will consider the category GMod of graded modules over a Z 2 -graded algebra A.
Definition 3.1. A graded module over a graded algebra A is an A-module V that has a decomposition V = V 0 ⊕ V 1 such that the corresponding grading is preserved by the action of A, i. e.,
Recall also that the graded dimension Gdim V of a graded module V is the pair (dim V 0 , dim V 1 ). The set of morphisms in the category GMod is the set of homomorphisms f : V → U of ordinary modules that preserve the grading, i. e., satisfy
On the category GMod there exists a natural functor of changing the parity:
, and the new action coincides with the old one.
Definition 3.2. A graded module V is called simple or irreducible if it has no graded submodules other than the zero one and V itself.
Examples. 1. The algebra M (n, m) has two nonisomorphic graded simple modules V and P (V ). Note that the graded dimension of one of them equals (n, m), while the graded dimension of the other one equals (m, n). It is easy to check that both modules are simple and isomorphic as nongraded modules. Such modules will be called a pair of antipodal modules of type M . Note that the algebra M (n, m) is the algebra of all graded endomorphisms of the Z 2 -graded vector spaces V and P (V ).
2. The algebra Q(n) has only one simple graded module V = P (V ), where V is the standard representation and Gdim V = (n, n). It is easy to check that V is reducible as a nongraded module and that it is the direct sum of two nonisomorphic simple nongraded modules. Irreducible modules of this type will be called modules of type Q.
Lemma 3.3. If A is a semisimple finite-dimensional algebra and B is a semisimple subalgebra of A, then
Thus it suffices to show that both algebras have the same dimension over C. Further, it is not difficult to check that we may restrict ourselves to the case where A is a simple graded algebra, i. e., A = M (n, m) or A = Q(n). Consider the first case. Let V be one of the irreducible modules over A. We may restrict ourselves to the case where V is the sum of B-modules U, P (U ) for some irreducible B-module U . The following cases are possible: (1) B = B 0 ; (2) B = B 0 .
In the first case, Z 0 (A, B) = Z Proof. Let us construct functors
Let V be an object of Mod(A[ε]); then ε ∈ End(V ). Since ε 2 = 1, it follows that V can be regarded as an object of the category GMod(A) with the following grading:
The functor F acts identically on morphisms. Since every morphism commutes with ε, it preserves the above grading and hence is a morphism of GMod(A).
The inverse functor also acts identically on objects and morphisms; the action of ε coincides with the action of the parity operator. It is not difficult to check that F G and GF are identical functors on the corresponding categories.
Lemma 3.6. Assume that a graded algebra contains an odd element p such that p 2 = 1. Then one can introduce a grading on the algebra A 0 such that A will be isomorphic to
Proof. Take the automorphism a → pap −1 as the parity automorphism on A 0 .
Let us say that a Z 2 -grading of a semisimple algebra is essential if for all its simple components of type M (n, m) both indices are positive: n, m > 0. For such an algebra, the odd and even parts of every simple module are nontrivial.
Proposition 3.7. Let A be a semisimple finite-dimensional Z 2 -graded algebra with an essential grading. Then the functor
from the category Mod(A 0 ) to the category GMod(A) is an isomorphism of categories.
Proof. It suffices to prove that the restriction functor
from the category GMod(A) to the category Mod(A 0 ) is the two-sided inverse to I. Indeed,
Conversely, let us prove the equality I • R(V ) = V . By additivity, it suffices to prove it for a simple module V . But the previous equality is equivalent to A ⊗ A0 V 0 = V . Since V is a simple A-module, this equality implies that V 0 is a simple A 0 -module. By the assumptions of the lemma, the even part of every simple A-module is nontrivial. But the even part of the module A ⊗ A0 V 0 equals V 0 . Thus this module is irreducible and coincides with V . The proposition is proved.
It follows from the proposition that the theory of graded modules of every semisimple Z 2 -graded algebra A reduces to the theory of ordinary representations of its even part A 0 . However, this reduction does not always help to describe all representations of the algebra A, and, conversely, cannot always be used in the opposite direction. This is the case for projective representations of the symmetric groups, where the even part has no simple realization, see Section 6 below.
4. Inductive Families (Chains) of Z 2 -Graded Algebras Definition 4.1. A Z 2 -graded graph is a graph that has an involutive automorphism.
The main examples of Z 2 -graded graphs appear in the following situation. Consider a (finite) chain of Z 2 -graded algebras
Denote by GA ∧ i the set of isomorphism classes of irreducible objects of the category GMod. and directed from U to V is equal to the dimension of the vector space of A ihomomorphisms between U and V (denote it by GHom Ai (U, V )).
The corresponding branching graph of nongraded modules will be denoted by Y (|X|). The branching graph of the even subalgebras will be denoted by Y (X 0 ).
On the category of Z 2 -graded modules we have the involutive functor V → P (V ) of changing the parity. Hence every graph of the form Y (X) has an automorphism ω such that ω 2 = 1. Thus ω determines the structure of a Z 2 -graded graph on Y (X). Besides, the zero level of every such graph contains two vertices, which are swapped by ω. It turns out that these properties are characteristic.
A characterization of the graded branching graphs of ordinary modules is as follows (see [VK] ). In the case of a chain of graded algebras, we have the following theorem. The construction of an algebra from the corresponding graph follows the same scheme as in [VK] . Namely, consider the set B(Y ) of loops of the graph Y , i. e., the set of pairs of paths (t, s) that begin at the same vertex of level 0 and end at the same vertex of level n. Consider the vector space A of functions f on B(Y ) that are invariant under ω, i. e., satisfy f (ωs, ωt) = f (s, t), and define the parity operator in this space by the following formula: θ(f )(t, s) = f (t, s) if the paths s, t begin at the same vertex, and θ(f )(t, s) = −f (t, s) if the paths s, t begin at different vertices. The multiplication is defined as in [VK] :
where (s, t) ∈ B(Y ) and the sum is taken over all paths r such that (s, r), (r, t) ∈ B(Y ). We can also describe the decomposition of the algebra A into simple components in terms of the graph Y . Denote byỸ n the set of orbits with respect to the action of ω in Y n . Since ω is an involutive automorphism, orbits can be of two types: those consisting of a single vertex (type Q), and those consisting of two vertices (type M ). Let t ∈Ỹ , and let n t , m t be the numbers of paths going from the two vertices of Y 0 to one of the vertices belonging to t. Note that in the case of a vertex of type Q, we have n t = m t . Then
where A t = M (n t , m t ) if the vertex is of type M , and A t = Q(n t ) if the vertex is of type Q.
Definition 4.5. Let us say that two chains X, X ′ of Z 2 -graded algebras are equivalent if for i = 1, . . . , n there exist isomorphisms f i :
′ such that the diagrams
are commutative for i = 1, . . . , n − 1.
Proposition 4.6. Equivalence classes of chains are in a bijection with the branching graphs of graded simple modules (regarded up to isomorphism).
Proof. It suffices to consider the case of a chain of length 2. First note that it suffices to restrict ourselves to chains of the form B ⊂ A, B ⊂ A ′ and prove that the diagram
is commutative if and only if the corresponding simple A, A ′ -modules V, V ′ are isomorphic as B-modules. Replacing the algebra B by the projection to the corresponding simple component, we may assume that A, A ′ are simple algebras. Besides, we may replace the algebra A ′ by A. Thus it suffices to prove the following assertion. Let A be a simple Z 2 -graded algebra, V be a standard A-module, B be a Z 2 -graded subalgebra of A, and ϕ be an automorphism of A. Then ϕ acts on B identically if and only if it is of the form ϕ(a)v = f af −1 v, where f is an isomorphism either of the B-module V , or of the B-modules V and P (V ). Let us prove this assertion. Assume that ϕ is of this form. Then for b ∈ B we obtain ϕ(b)v = f bf
The parity automorphism of the algebra A is of the form a → JaJ −1 , where J is the parity automorphism of the module V . Since ϕ preserves the parity, ϕ(J) = ±J. Further, there exists a linear map f :
A branching graph is called simple if it has no multiple edges. In order to formulate a simplicity criterion, we use the notion of centralizer from Section 2. The following lemma gives a simplicity criterion for graded modules.
Lemma 4.7. Let B ⊂ A be a short chain of graded algebras. The branching of the corresponding graded modules is simple if and only if the algebra Z (A, B) is commutative, and in this case it is generated by the graded centers Z(A), Z(B). (Cf. the simplicity criterion in [OV] , [VO] ). Like in the nongraded case, two types of problems arise for the graphs under consideration. The analysis problem: given a graded algebra, construct the graph of simple modules. And the synthesis problem: given a graph with involution, describe the algebra for which it is the graph of simple modules.
Let G be a Z 2 -graded group; then G 0 , being a subgroup of index 2, is a normal subgroup of G, so that G is a Z 2 -extension of G 0 . Recall (see [FH] , Proposition 5.1) the relation between irreducible representations of these groups. The group Z 2 acts on the simple modules of the group G 0 and divides them into two classes: those that are fixed under the action of Z 2 and those that are not. The direct sum of a module of the second class and its Z 2 -image is an irreducible Z 2 -graded G-module. Note that for Z 2 -graded algebras, the situation is similar but more complicated. The existence of such relations implies the existence of relations between the corresponding branching graphs Y (X), Y (|X|), and Y (X 0 ).
In contrast to the tradition, we will denote the alternating group by S + n rather than A n . Proposition 3.7 implies the following lemma.
Lemma 4.8. Assume that the odd part of every algebra of a chain X of Z 2 -graded algebras is nontrivial. Then the branching graph Y (X) of this chain coincides with the branching graph Y (|X 0 |).
Example 4.9. Consider the involutive automorphism θ of the group algebra C[S n ] of the symmetric group defined by the formula θ(σ) = sgn(σ)σ, where sgn(σ) is the sign of a permutation σ, and the corresponding structure of a graded algebra on C[S n ]. Let Y (S) be the graded branching graph of the chain
of the group algebras of the symmetric groups with this Z 2 -grading, and let Y (|S + |) be the nongraded branching graph of the chain
of the group algebras of the alternating groups. Then it follows from Lemma 4.8 that the graph Y (S) coincides with the graph Y (|S + |) at all levels except the first one.
Note that an irreducible graded representation of the symmetric group coincides with the ordinary representation corresponding to a diagram λ if λ = λ ′ , and is equal to the direct sum of the ordinary representations corresponding to the diagrams λ, λ ′ if λ = λ ′ . Consider the involutive automorphism θ of the group algebra C[S + n ] of the alternating group given by the formula θ(f ) = s 12 f s 12 , where s 12 is the transposition of the symbols 1, 2, and the corresponding structure of a superalgebra on C[S + n ]; then Lemma 3.6 implies the following theorem. 
n ] of the group algebras of the alternating groups with the Z 2 -grading introduced above, and let Y (|S|) be the nongraded branching graph of the chain
of the group algebras of the symmetric groups (i. e., the Young graph). Then Y (S + ) coincides with Y (|S|) at all levels except the first one.
Gelfand-Tsetlin Algebras
Consider a chain of Z 2 -graded algebras
Definition 5.1. Assume that the branching graph of the chain X is simple. The Gelfand-Tsetlin algebra GZ(X) is the algebra generated by the graded centers Z(A i ), i = 1, . . . , n.
Theorem 5.2. Consider a chain of Z 2 -graded algebras
with simple branching. Then the Gelfand-Tsetlin algebra GZ(X) coincides with the ordinary Gelfand-Tsetlin algebra GZ(X 0 ) of the chain of even subalgebras. It is a maximal commutative subalgebra among the even commutative subalgebras in A(n). Every irreducible graded representation of the algebra A(n) has a homogeneous basis that consists of eigenvectors of this subalgebra.
Proof. Consider the chain of algebras
Since the branching is simple, the algebra generated by Z(A(i + 1) [ε] , A(i)[ε]), i = 1, . . . , n−1, is a maximal commutative subalgebra in A(n) [ε] . Further, consider the homomorphism A(n) 0 [ε] → A(n) 0 that sends ε to the identity. The image of every maximal commutative subalgebra in A(n) 0 [ε] is a maximal commutative subalgebra in A(n) 0 .
Thus, to a certain extent, the representation theory of a chain of Z 2 -graded algebras reduces to studying representations of the chain of the even parts of these algebras. However, it is not always possible to describe the even part of a graded algebra in a transparent way, so that it is useful to introduce branching superalgebra, which is related to the notion of supercentralizer (see Section 2) used in the theory of Lie superalgebras.
Definition 5.3. Consider a chain of Z 2 -graded algebras
(1) The algebra BS(X) = SZ(A(2), A(1)), . . . , SZ(A(n), A(n − 1)) generated by the successive supercentralizers is called the Brunching superalgebra.
(2) Denote by SZ(X) the commutative algebra generated by the supercenters SZ(A(1)), . . . , SZ(A(n)).
As will be shown below, the algebra SZ(X) is the supercenter of the algebra BS(X).
In the nongraded case, for chains with simple branching the algebra generated by the successive centralizers coincides with the algebra generated by the centers: SZ(X) = BS(X). If the spectrum is not simple, BS(X) is the so-called "big Gelfand-Tsetlin algebra." In the graded case, we have the following (in general, strict) inclusions SZ(X) ⊂ GZ(X) ⊂ BS(X), the first two algebras being commutative. The role of the branching superalgebra is that the decompositions of irreducible A(n)-modules into irreducible BS(X)-modules are disjoint. In the case of trivial grading and simple spectrum, the algebra BS(X) coincides with SZ(X). The main result of this section is the following theorem.
Theorem 5.4. Consider a chain of Z 2 -graded algebras
Then:
(1) the restriction of an irreducible A(n)-module to the branching superalgebra has a simple spectrum; (2) the decompositions of different irreducible A(n)-modules into irreducible BS(X)-modules have no common components. The irreducibility type of a nonzero BS(X)-module coincides with the irreducibility type of the A(n)-module that contains it.
Proof. The proof is based on a series of lemmas.
Lemma 5.5. Let xV be a finite-dimensional graded vector space, A ⊂ End(V ) be a semisimple graded subalgebra of End(V ), and A ′ be its supercentralizer. Then
The proof of the lemma is contained in [NS] . It is similar to von Neumann's theorem on the bicommutant of subalgebras in simple algebras, and can be proved analogously.
Lemma 5.6. Let A be a Z 2 -graded algebra and B be a Z 2 -graded subalgebra of A. Then the equality SZ(A, B) = SZ(B) holds if and only if every irreducible Amodule decomposes into a multiplicity-free sum of simple B-modules and different irreducible A-modules have no common irreducible B-components. Moreover, every irreducible B-component has the same irreducibility type as the irreducible A-module that contains it.
Proof. Assume that every irreducible A-module decomposes into a multiplicity-free sum of simple B-modules and different irreducible A-modules have no common irreducible B-components. Let V 1 , . . . , V q be the complete set of pairwise nonisomorphic irreducible A-modules, U 1 , . . . , U p be all different B-modules, and b 1 , . . . , b p be the corresponding central idempotents. Let a ∈ SZ(A, B). By the assumptions of the lemma, a is an even element. Since every irreducible A-module decomposes into a multiplicity-free sum of simple B-modules, the element a preserves each module U j and acts in it as a scalar c j . Since different irreducible A-modules have no common irreducible B-components, the difference a − c 1 b 1 − · · · − c p b p vanishes in every irreducible A-module. This proves that SZ(A, B) = SZ(B).
Conversely, assume that SZ(A, B) = SZ(B). Therefore SZ(A) ⊂ SZ(B)
. Let e 1 , e 2 be two different central idempotents in A corresponding to simple A-modules V 1 , V 2 ; then
The condition e 1 e 2 = 0 implies that c i d i = 0 for i = 1, . . . , p. It follows that the modules V 1 , V 2 have no common irreducible B-components. Moreover, the equalities e 2 1 = e 1 , e 2 2 = e 2 imply that c i , d i = 0, 1. This proves that every irreducible A-module decomposes into a multiplicity-free sum of simple B-modules. The claim concerning the irreducibility type follows from the fact that SZ(A, B) contains only even elements.
Lemma 5.7. Let f : A → B be a homomorphism of semisimple superalgebras and C be a simple subsuperalgebra in A. Then
Since A is a semisimple superalgebra, ker f = eA, where e is a central idempotent. We have ac − (−1) p(a)p(c) ca ∈ eA for every c ∈ C. Hence a(1 − e)c = (−1) p(a)p(b) c(1 − e)a, also for every c ∈ C. Therefore a(1 − e) ∈ SZ(A, C). Hence f (a) = f (a(1 − e)).
Lemma 5.8. Let A be a semisimple graded algebra, B be a semisimple graded subalgebra of A, and C be a graded subalgebra in A generated by SZ (A, B) and B. Given an irreducible A-module V and an irreducible B-module U , denote by I U (V ) the sum of all B-submodules in V isomorphic to U or P (U ). Then I U (V ) is an irreducible C-module, and every irreducible C-module is of this form. Besides, two nonzero modules of this form are isomorphic if and only if U = U ′ , V = V ′ .
Proof. By Lemma 5.7, we can replace the algebras A and B by their images in End(V ). Clearly, I U (V ) is a C-module. Besides, the algebras SZ (A, B) and B are semisimple. Hence their tensor product is also a semisimple algebra, and C, being the homomorphic image of this tensor product, is also semisimple. Further, we have a canonical decomposition V = W ⊕ I U (V ), where W is the sum of all Bsubmodules in V that are not isomorphic to U or P (U ). Thus we have a canonical homomorphism End(V ) → End(I U (V )). Hence, in order to prove the irreducibility of I U (V ), it suffices to compute the supercentralizer of C in I U (V ). Further, V is an irreducible A-module, hence there are two possibilities: End(V ) = A and
, where π is an odd element from End(V ) that supercommutes with A. In the first case, by Lemma 5.5, the supercentralizer of C in End(V ) coincides with the center of B. Hence, by Lemma 5.7, the centralizer of C in I U (V ) coincides with C. In the second case, the same arguments show that the supercentralizer of
Conversely, let us prove that every irreducible module is of this form. Let W be an irreducible C-module and U be an irreducible B-submodule of W . Consider the induced module A ⊗ C W and the irreducible component V of this module that contains W . Then, by the above, the module I U (V ) is irreducible and hence coincides with W .
It remains to prove only that the condition
. This assertion is equivalent to the fact that different irreducible A-modules have no common irreducible C-components. By Lemma 5.6, this is equivalent to the condition SZ(A, C) = SZ (C) . But it is easy to see from the definition that SZ(A, C) = SZ(B ′ ), where B ′ = SZ(A, B). Hence it suffices to show that SZ(B ′ ) = SZ (C) . But the algebra C is semisimple, and it is a homomorphic image of the algebra B ′ ⊗ B, which is also semisimple with supercenter equal to SZ(B) ′ ⊗ SZ(B). Hence the supercenter of C is equal to the product of the supercenters of B ′ and B. But it is easy to see that SZ(B) ⊂ SZ(B ′ ), whence SZ(C) = SZ(B ′ ).
Corollary 5.9. Consider a chain of Z 2 -graded semisimple finite-dimensional algebras
(we do not assume that A(1) = C). Also let V 1 , . . . , V n−1 , V n be irreducible modules over the algebras A(1), . . . , A(n − 1), A(n), respectively, and BS(X) be the algebra generated by the supercentralizers SZ(A(i + 1), A(i)), i = 1, . . . , n − 1, and the algebra A(1). Then the algebra BS(X) is semisimple.
are irreducible BS(X)-modules, and every irreducible BS(X)-module is of this form. Moreover, if
Proof. Induction on n. If n = 2, then this is the assertion of the previous lemma. Let n > 2. Denote by C the subalgebra in A(n) generated by SZ(A(i + 1), A(i)), i = 2, . . . , n − 1, and by B the algebra generated by A(2) and C. Consider the chain A(1) ⊂ B. By the induction hypothesis, the algebra C is semisimple, hence the tensor product A(2) ⊗ C is also semisimple. Further, it is easy to check that the supercentralizer of the algebra A(1) in the algebra A(2)⊗C equals SZ(A(2), A(1))⊗ C. Since the algebra B is a homomorphic image of the algebra A(2) ⊗ C, it follows from Lemma 5.7 that SZ(B, A(1)) equals BS(X). Now we can use Lemma 5.8. Now let us prove the theorem. To this end, we first prove that the supercenter of the algebra BS(X) is generated by the supercenters of the algebras A(1), . . . , A(n). Let W be an irreducible BS(X)-module and z W be the element of the supercenter that acts as 1 in the modules W, P (W ) and acts as 0 in all the other irreducible modules. By the previous lemma, W = I V1 (. . . (I Vn−1 (V n ) . . . )). Let z Vi , i = 1, . . . , n, be the elements similar to z W . Then the difference z W −z V1 . . . z Vn acts as 0 in every irreducible BS(X)-module and hence vanishes. This proves that the supercenter of BS(X) is generated by the supercenters of A (1), . . . , A(n). Since irreducible representations of BS(X), regarded up to the functor P , are in a bijection with homomorphisms of the supercenter of BS(X), the theorem follows.
In the case of a simple branching, a description of subspaces of irreducible modules over the branching superalgebra can be given in terms of the corresponding branching graph. 
in the branching graph, the following equations hold: A(n)w = A(n)v, and for every 1 i n − 1, either
Lemma 5.12. Equivalent vectors of the Gelfand-Tsetlin basis determine the same homomorphism χ : SZ(X) → C of the supercenter of the algebra BS(X). The linear span of these equivalent vectors coincides with V χ = {w ∈ A(n)v : zw = χ(z)w} for any z ∈ SZ(X).
Proof. Let v, w be equivalent Gelfand-Tsetlin vectors and z ∈ Z(A(i)) for 1 i n. Since the irreducible modules A(i)v and A(i)w differ only by the parity, z acts on v and w by the same scalar. Therefore the vectors v, w determine the same homomorphism χ : SZ(X) → C. Now let us prove the converse. It is enough to prove the following claim: if a acts as 1 on every vector of the Gelfand-Tsetlin basis that is equivalent to v and acts as 0 on every nonequivalent vector, then a ∈ SZ(X).
be the path corresponding to the vector v. Since the branching is simple, we can find z 1 , . . . , z i , . . . , z n such that z i acts as 1 in A(i)v, P (A(i)v) and acts as 0 in every irreducible module nonisomorphic to A(i)v, P (A(i)v). Then the product z 1 . . . z n acts in the same way as a in every irreducible A(n) module. Therefore a = z 1 . . . z n .
Corollary 5.13. If the branching of a chain of graded algebras is simple, then the corresponding branching superalgebra is the direct sum of Clifford algebras.
Projective Representations of the Symmetric Groups
I. Schur [Sch] proved that the symmetric group S n for n 4 has two nonisomorphic central extensions (for all n except n = 6) , but their group algebras over C are isomorphic. So we need only one of them which we will denote byS n . It has natural structure of Z 2 -graded group. However, the corresponding grading of the group algebra ofS n is more complicated than in the case of C[S n ] considered above. Proper projective representations of the symmetric group coincide with representations of some Z 2 -graded algebra A n , which is described below and which is the "half" of the group algebra ofS n , more exactly, the quotient of C[S n ] modulo the "half" ideal. The second ideal, complementary to the first one, is the image of the group algebra C[S n ] under the (non-identity-preserving) embedding, and the quotient of C[S n ] modulo this ideal coincides with C[S n ]. Here both quotient algebras, C[S n ] and A n , inherit the Z 2 -grading of the algebra C[S n ]. It follows from the above considerations that representations of every Z 2 -graded algebra with an essential grading are in a bijective correspondence with representation of its even part. However, the even part of A n still has no convenient model. Hence, in order to describe its representations, we use the notions of graded representations of the branching superalgebra BS(X) introduced above. We reproduce the method of constructing the representation theory of the symmetric groups suggested in [OV] , [VO] . Namely, we construct analogs of the YJM-elements, spectra, etc., and finally obtain the known list of projective representations of the symmetric groups.
We consider two algebras related to projective representations of the symmetric group. The first one is the algebra A n described below, and the second one is the (graded) tensor product of the Clifford algebra C n with n generators and the algebra A n . For A n , Young's orthogonal form was constructed in [N1] ; and for C n ⊗ A n , Young's orthogonal and seminormal forms were constructed in [N2] . We construct seminormal forms for both algebras. It turns out that for C n ⊗A n Young's formulas look simpler and coincide with the formulas obtained by M. Nazarov in [N2] by other methods.
Thus graded representations of A n are in a one-to-one correspondence with nongraded proper projective representations of the alternating group, or, which is the same, with representations of a central extension of the alternating group in which the central element acts in a nontrivial way.
Let us proceed to a more detailed description of the groups and algebras under consideration. The groupS n is given by generatorsσ k , k = 0, 1, . . . , n − 1, satisfying the relations
The grading is defined as follows: the identity element is assumed to be even, and all the elementsσ k , k > 0, are assumed to be odd. Note thatσ 0 is even. The quotient of the groupS n over its center Z 2 = {σ 0 } is the symmetric group, so thatS n is a Z 2 -extension of S n , but this extension is not trivial for n > 3. The group algebra C[S n ] decomposes into the sum of two ideals. The first one is generated by the relationσ 0 − 1 = 0, and the quotient modulo this ideal is the group algebra of the symmetric group with the ordinary parity grading. The second one is generated by the relationσ 0 + 1 = 0 and does not corresponds to any normal subgroup ofS n ; the quotient modulo this ideal is, by definition, a graded algebra A n , which is not a group algebra. Representations of this algebra are exactly proper projective representations of the symmetric group. Note also that the normal subgroup that is the even part ofS n is the restriction of the central extension of S n to the alternating group S + n , i. e., a Z 2 -extension of the alternating group; this extension is also nontrivial for n > 3.We should mention that the proof of proposition 5 in [N1] also provides an explicit realization of the irreducible projective representations of the alternation group S + n . Thus the algebra A n is generated by elements τ 1 , . . . , τ n that are the images of the generatorsσ k , k > 0, ofS n and satisfy the relations
The algebra A n has a natural grading inherited from C[S n ]: p(τ i ) = 1, i = 1, . . . , n − 1. We can rewrite the defining relations in the form
In fact, it is more convenient to describe the algebra A n in a slightly different way. Let us define elements τ ij for i < j by induction as follows:
where i = 1, . . . , n − 1. It is easy to check the following relations for i, j ∈ {1, . . . , n} and i = j:
where i, j, k are pairwise distinct. We will regard A n as a superalgebra, setting p(τ ij ) = 1. Note that we can obtain a similar description of the algebra A + n . To this end, recall the following result from [VV] . The group S + n is generated by elements x i = (i, i + 1, i + 2), i = 1, . . . , n − 2, satisfying the relations
. . , n − 2},
. . , n − 4. This easily implies the following proposition.
Proposition 6.1. The algebra A + n is generated by elements y i , i = 1, . . . , n − 2, satisfying the relations
. . , n − 4. Now let us describe the supercenter (see Definition 2.13) of the algebra A n .
Theorem 6.2. Let α ⊢ n be a partition of n such that all parts of α are odd. The elements C α n with such α form a basis of the supercenter of the algebra A n . Proof. Let i 1 , . . . , i p be a sequence of pairwise distinct elements from {1, 2, . . . , n}.
Then it is easy to check that τ i1i2...ip = −τ i2i3...ipi1 for an even p, and τ i1i2...ip = τ i2i3...ipi1 for an odd p. Let α = (α 1 , α 2 , . . . , α s ) be a partition of m, where m n and α 1 α 2 · · · α s 2. Set
where the sum is taken over all pairwise distinct i (r) j from {1, 2, . . . , n}. Define the following action of the symmetric group S n on A n :
where σ ij ∈ S n is a transposition. We see that in order to describe the supercenter, we must describe invariant elements with respect to this action. The supercenter is the linear span of the elements C α n with α an arbitrary partition of n. Let us show that if α j is even for some j, then C α n vanishes. Indeed,
Therefore C Now let us describe the supercentralizer SZ(A n , A n−1 ). To this end, we introduce the following analogs of the YJM-elements.
Definition 6.3 [Se1] . The Young-Jucys-Murphy (YJM) element is the following element of the algebra A n :
Note that π 1 = 0 by definition. Note also that analogs of the YJM-elements for the algebra C n ⊗A n were introduced by M. Nazarov in [N2] and denoted by x n ; they coincide, up to an element of the Clifford algebra, with π n , namely,
p n π n . Recall that the elements p i , i = 1, . . . , n satisfy the following relations p
It is known that the elements x i , i = 1, . . . , n, pairwise commute. It follows that the elements π i , i = 1, . . . , n, pairwise anti-commute. Below we will give an independent proof of this fact.
Theorem 6.4. The supercentralizer SZ(A n , A n−1 ) is generated by the supercenter SZ(A n−1 ) and the element π n . The branching superalgebra coincides with the algebra C[π 1 , π 2 , . . . , π n ], and the algebra SZ(X) generated by the supercenters coincides with C[π Proof. As in the previous theorem, we must average elements of A n with respect to the action of S n−1 . Set
where the sum is taken over all pairwise distinct i l , i j r from {1, 2, . . . , n − 1}. It is not difficult to check that SZ(A n , A n−1 ) is the linear span of C α,p n with α 1 + · · · + α s + p n. As in the proof of the previous theorem, we see that all parts of α are odd and p is arbitrary. Let us use the induction on α 1 + · · · + α s + p. If p = 0, then C α,0 n ∈ SZ(A n−1 ). Hence we may assume that p > 0. Consider the product
It is easy to check that
and
Hence all the summands except C 
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where the indices i, j, k in the last sums are pairwise distinct. Therefore π 2 i ∈ SZ(X). On the other hand, we have already proved that SZ(
In a similar way we can prove the following theorem.
Theorem 6.5. The supercentralizer SZ(A n , A n−2 ) is generated by the supercenter SZ(A n−2 ) and the elements π n , π n−1 , τ n−1 .
Remark. According to Theorem 5.4 and the previous corollary, every irreducible A n -module is the direct sum of pairwise nonisomorphic irreducible BS(X)-modules, each being of the form V (a 1 , . . . , a n ), where a 1 , . . . , a n are eigenvalues of the elements π 2 1 , π 2 2 , . . . , π 2 n . These subspaces (in more general setting) were first considered by J. Brundan and A. Klechshev [BK] .
We also need an analogues of the Theorems 6.4, 6.5 for the tensor product C n ⊗ A n . Recall that C n denotes the Clifford algebra generated by p 1 , . . . , p n subject to relations p
Corollary 6.6. Consider the chain of Z 2 -graded algebras
Then the algebra generated by the supercentralizers of this chain coincides with the algebra C n ⊗C[π 1 , π 2 , . . . , π n ], and the algebra SZ(X) generated by the supercenters coincides with C[π . The supercentralizer SZ(C n ⊗ A n , C n−2 ⊗ A n−2 ) is generated by supercenter SZ(A n−2 ) and the elements π n , π n−1 , τ n−1 , p n−1 , p n .
Proof. It is easy to see that for any Z 2 graded algebras such that A 1 ⊃ B 1 , A 2 ⊃ B 2 we have the following isomorphism
The following lemma describes some relations in the algebra SZ(A n , A n−2 ). Consider the following elements of the algebra A n :
. . , n − 1. Lemma 6.7. For i = 1, 2, . . . , n − 1, the following relations hold:
Proof. We have
and the first relation is proved. The remaining relations easily follow from the first one.
The following lemma is needed for obtaining analogs of Young's formulas; it is a simple exercise in representation theory. Consider the algebra H generated by a semisimple commutative algebra A and elements τ, p, q that commute with A and satisfy the relations τ 2 = 1, pq + qp = 0, τ p + qτ = 1. It is easy to check that the element ∆ = p 2 + q 2 − (p 2 − q 2 ) 2 belongs to the center of H. 2 , and τ acts as the operator
in one of which (say, U ) the elements p 2 , q 2 act by multiplications by a, b, where a = b, a + b = (a − b) 2 , and
Corollary 6.9. Let V be an irreducible module over C n ⊗ A n or over A n and V (a 1 , . . . , a n ) be the subspace of common eigenvectors for π 2 1 , π 2 2 , . . . , π 2 n with eigenvalues a 1 , . . . , a n . Then the following holds.
(1) a i = a i+1 for i = 1, . . . , n − 1.
(2) If a i + a i+1 = (a i − a i+1 ) 2 , then τ i acts in the subspace V (a 1 , . . . , a n ) as the operator
V (a 1 , . . . , a i+1 , a i , . . . , a n ) = 0.
Proof. Let us set H = SZ(A i−1 ) and define a homomorphism ϕ :
Consider V as a module over the algebra H[p, q, τ ]. This module is semisimple by Lemma 6.5. Decompose the module V into isotypic components with respect to H(p, q, τ ); then the subspace V (a 1 , . . . , a n ) is contained in the isotypic component in which the element ∆ = p 2 + q 2 − (p 2 − q 2 ) 2 acts as 0. Therefore, by Lemma 6.8, a i = a i+1 and τ i acts in V (a 1 , . . . , a n ) as the operator πi−πi+1 ai−ai+1 . This proves (2). Let us prove (3). Similarly to the above, we consider the isotypic component with a fixed value ∆ = 0. By Lemma 6.8, V (a 1 , . . . , a i+1 , a i , . . . , a n ) = 0.
Denote by SSpec(n) the set of all possible sequences of eigenvalues of the elements π 2 1 , π 2 2 , . . . , π 2 n , and by Spec(n) the set of all possible sequences of eigenvalues of the ordinary YJM-elements. Also denote by Spec + (n) the subset in Spec(n) consisting of (c 1 , c 2 , . . . , c n ) such that c i 0 for i = 1, . . . , n.
Theorem 6.10. Let (a 1 , a 2 , . . . , a n ) ∈ SSpec(n). Then:
(i) a i 0 for every i = 1, . . . , n, and there exists a unique nonnegative integer
is a bijection of SSpec(n) onto Spec + (n). 
Proof
In case (a) we have the following equation on a i+1 : (a 1 , . . . , a i+1 , a i , . . . , a n ) ∈ SSpec(n), and the assertion follows from the induction hypothesis. Now let us prove the second claim of the theorem. Recall the following characterization of the set Spec(n). According to [OV] , (c 1 , c 2 , . . . , c n ) ∈ Spec(n) if and only if the following conditions hold:
( then (c 1 , . . . , c i+1 , c i . . . , c n ) ∈ Spec(n). Let us prove that b i , for i = 1, . . . , n, satisfy the same conditions. Assertions (1), (2), and (4) have already been proved. Let us prove assertion (3). Assume that there exists i such that
Hence, according to Corollary 6.9,
But it is not difficult to check that these relations contradict the relation
on the subspace V (a 1 , . . . , a n ), and assertion (4) is proved. Hence the map from assertion (ii) of the theorem is an injection. The remaining part of the proof follows the same scheme as for the symmetric group. First recall that a strict standard tableau T is a filling of a Young strict diagram α by symbols 1, . . . , n with entries increasing strictly downwards in each column and rightwards in each row. By the weight of tableau T we mean the sequence of nonnegative integers a 1 . . . . , a n where a i = 1 2 (p − q)(p − q + 1) and i occupies the box (p, q) ∈ T . Then we prove that there exists a sequence of admissible 3 transpositions that sends a given strict 3 A transposition of indices is called admissible if it does not cause a violation of conditions
(1)-(4), see [OV] .
standard tableau to the standard tableau of the same shape obtained by placing the integers 1, 2, . . ., n successively into the cells of the first row, then the cells of the second row, etc. This implies that if the weight of a standard tableau has the same shape as a weight of some irreducible module, then it is itself a weight of this module. Computing the number of irreducible representations and the number of strict partitions completes the proof.
Let us proceed to the description of analogs of Young's formulas. In contrast to the ordinary Young's formulas, we do not use the Gelfand-Tsetlin basis, but write the corresponding formulas in terms of the branching superalgebra. Note that here we obtain a complete description of the action of the algebra C n ⊗ A n in irreducible modules. It follows from the Corollary 2.9 that the number of irreducible representations of C n ⊗ A n (up to the parity change functor) is equal to the number of strict partitions.
Fix a strict partition α and let V α be the corresponding irreducible module (up to the parity change functor) and T be a strict standard tableau of the shape α. Denote by V α T the subspace V α (a 1 , . . . , a n ), where (a 1 , . . . , a n ) is the weight of T . There exists a unique s ∈ S n such that T = sT 0 . Denote by P T the map V α T0 → V α T that is the composition of s and the projection of V α to V α T parallel to T ′ =T V α T ′ . Theorem 6.11 (Young's seminormal form for the algebra C n ⊗ A n ). Let α be a strict partition and T be an arbitrary tableau of shape α. Then the following holds.
(1) If a i + a i+1 = (a i − a i+1 ) 2 , then
(2) If a i + a i+1 = (a i − a i+1 ) 2 and l(s i T ) > l(T ), then
(3) If a i + a i+1 = (a i − a i+1 ) 2 and l(s i T ) < l(T ), then
Proof. First let us write an explicit formula for the map P T . Let T = sT 0 , and s = s i1 . . . s i l be the reduced decomposition of a permutation s, all transpositions in this decomposition being admissible. Then
where,
It suffices to consider the case l = 1, and check that if v ∈ V α T and s i admissible transposition, then P si v ∈ V α siT and s i v − P si v ∈ V α T . But it is easy to check that π 2 i P si = P si π 2 i+1 , π 2 i+1 P si = P si π 2 i . Hence, P si v ∈ V α siT . Further we have
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So we see that s i v − P si v ∈ V α T . Assertion (i) follows from 6.8. Assertion (ii) follows from the relation P siT = P si P T , if l(s i T ) > l(T ). Assertion (iii) follows from (ii). The theorem is proved.
Remark 6.12. Previous theorem gives complete description of the action of the algebra C n ⊗ A n in irreducible modules and formulas from the theorem coincide (after some transformations) with the formulas in [N2] .
Let us explain this in more details. First we have
where u i = √ 2a i . Set x i = √ 2p i π i , i = 1, . . . , n. It is easy to check that these elements commute with each other and x 2 i = 2a i on to subspace V α (a 1 , . . . , a n ).
Let v T0 ∈ V α T0 be an eigenvector of x i , i = 1, . . . , n with eigenvalues u
i , i = 1, . . . , n and v T = P T (v T0 ). Then we have
Now from 5 and 6 it is easy to derive the formulas (7.11), (7.12), (7.13) from [N2] . Further we have V T = C[p 1 , . . . , p n ]v T . Since p 1 , . . . p n anti-commute with τ 1 , . . . τ n we can get formulas of the same type for any vector in V T . Let us proceed to the description of analogs of Young's formulas for the algebra A n . For this we need to define analogs of the maps P T . In contrast to the previous case, we cannot do this using the projection to the corresponding eigenspace. Instead, we will write an analog of formula (4), which gives an explicit decomposition of this operator.
Fix a strict partition α and as in the previous case let U α be the corresponding irreducible module (up to the parity change functor) and T be a strict standard tableau of the shape α. Denote by U α T the subspace U α (a 1 , . . . , a n ), where (a 1 , . . . , a n ) is the weight of T . Further choose subspaces U α T , U α siT , where s i is an admissible transposition, and set
if a i a i+1 = 0, and
if a i a i+1 = 0. As above, let U α T0 be the subspace in the irreducible module U α corresponding to the standard tableau filled by rows. Let T be an arbitrary tableau of shape α. Then there exists a unique s ∈ S n such that T = sT 0 . Let s = s i1 . . . s i l be the reduced decomposition of the permutation s, and all transpositions in this decomposition be admissible. Set Q T = Q s1 Q s2 . . . Q s l .
where r = |λ|−l(λ). Further let a i1 , . . . , a ir be the sequence of all nonzero elements from a 1 , . . . , a n such that i 1 < i 2 < · · · < i r . Define an action of the algebra C r in the subspace V (a 1 , . . . .a n ) by the formula
Then it is not difficult to verify that the formulas from previous theorem up to automorphism τ i → (−1) i τ i are equivalent to the formulas from the Theorem 1 in [N1] .
