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Resumen: En este trabajo se evalu´a un modelo de representacio´n de pa´ginas
web para clustering de documentos por medio de mapas autoorganizativos (SOM).
Esta representacio´n pretende reproducir o modelar en una primera aproximacio´n
la forma en que una persona observa una pa´gina web con la intencio´n de saber
si su contenido es o no de su intere´s. Para ello se aplican diferentes heur´ısticas por
medio de una combinacio´n borrosa de criterios. Los experimentos muestran un mejor
comportamiento del modelo propuesto respecto a representaciones cla´sicas como TF,
Bin-IDF y TF-IDF, para diferentes dimensiones del vector de representacio´n, y sobre
una coleccio´n de referencia.
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Abstract: This article evaluates a web page-oriented representation model for
document clustering, using self-organizing maps. The representation is based
on heuristic combinations of criteria by means of a fuzzy rules system. The
experiments show an improvement in the proposed model behaviour versus
traditional representations as TF, Bin-IDF and TF-IDF, with different vector
dimensions, and using a reference collection.
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1. Introduccio´n
A medida que aumenta el nu´mero de
pa´ginas web en Internet, crece la necesidad
de dotar de cierta organizacio´n los contenidos
disponibles. As´ı, agrupar documentos con
contenidos similares puede ser muy u´til, no
so´lo para facilitar el acceso a la informacio´n,
sino tambie´n para clasificar o representar
dicha informacio´n, permitiendo su visualiza-
cio´n, e incluso la navegacio´n a trave´s de ella.
Entre los diferentes algoritmos de clus-
tering que han sido aplicados a este pro-
blema, en este trabajo nos centramos en
los mapas autoorganizativos (Self-Organizing
Map, SOM) (Kohonen, 1990), ya que han
demostrado ser una buena forma no so´lo de
organizar la informacio´n, sino tambie´n de
visualizarla, e incluso de realizar bu´squedas
orientadas a contenido en grandes colecciones
documentales (Vesanto y Alhoniemi, 2000),
(Russell, Yin, y Allinson, 2002), (Dittenbach,
Merkl, y Rauber, 2000), (Perelomov et al.,
2002).
El sistema WEBSOM, desarrollado por
el grupo de Teuvo Kohonen en la Helsinki
University of Technology (Kohonen et al.,
2000) fue el primero en utilizar un SOM
para organizar, visualizar y navegar a trave´s
de una gran coleccio´n de documentos, en
concreto resu´menes de patentes, aunque este
sistema tambie´n ha sido aplicado a otros
tipos de documentos con contenido textual
como news o resu´menes de art´ıculos cient´ıfi-
cos (Lagus, 1998).
El presente trabajo se apoya en la hipo´te-
sis de que una mejora en la representacio´n
de los documentos supondra´ un aumento de
la calidad de estos mapas. Se propone la
aplicacio´n de un modelo de representacio´n
de pa´ginas web que aprovecha caracter´ısti-
cas propias de los documentos HTML para
tratar de mejorar la calidad de los mapas en
problemas de clasificacio´n automa´tica. Nues-
tra representacio´n combina, mediante lo´gica
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borrosa, criterios heur´ısticos que aprovechan
la sema´ntica inherente a algunas etiquetas
HTML, as´ı como a la posicio´n del te´rmino
dentro del texto. La idea fundamental es
tratar de reproducir la manera en que una
persona lee las partes que considera ma´s re-
presentativas de una pa´gina web para obtener
una visio´n general de su contenido y as´ı poder
concluir si esa pa´gina puede o no interesarle.
Existen varias diferencias entre nuestro
enfoque y el presentado en WEBSOM.
En primer lugar nuestra representacio´n
esta´ orientada a pa´ginas web. Adema´s,
asumimos que todo el proceso de
representacio´n de documentos sera´ no
supervisado; algo que no siempre se asume
en los modelos que utilizan SOMs para el
agrupamiento de documentos.
Este art´ıculo se estructura como sigue: en
el apartado 2 se resumira´ de forma ba´sica
el proceso de creacio´n de un SOM; en el
apartado 3 se revisan algunos modelos de
representacio´n de documentos aplicados al
SOM; en el 4 se describe el modelo pro-
puesto, basado en lo´gica borrosa; en el 5
se explica la experimentacio´n llevada a cabo
para, posteriormente, analizar los resultados
en el apartado 6. Finalmente se exponen las
conclusiones en el apartado 7.
2. Mapas autoorganizativos
Los mapas autoorganizativos de Koho-
nen son estructuras neuronales que utilizan
aprendizaje competitivo para tratar de ge-
nerar una relacio´n espacial-topolo´gica entre
los vectores que caracterizan sus neuronas, a
partir de un entrenamiento y en funcio´n de
los vectores de entrada.
En este tipo de aprendizaje las neuronas
compiten entre si, activa´ndose so´lo una de
ellas ante la presencia de un patro´n o est´ımulo
de entrada. El objetivo es, a partir de un pro-
ceso iterativo de comparacio´n con la coleccio´n
de datos de entrada, agrupar estos datos en
base a su similitud. Para ello se presentan al
mapa vectores de entrada de igual dimensio´n
que la de sus vectores caracter´ısticos.
Para la creacio´n de un SOM lo primero
que ha de hacerse es inicializar la red, defi-
niendo el nu´mero de neuronas y su topolog´ıa,
e inicializando el vector de pesos de cada neu-
rona, algo que puede realizarse simplemente
de forma aleatoria.
La neurona ganadora establecera´ el con-
junto de neuronas cuyos vectores deben mo-
dificarse. Las neuronas esta´n conectadas con
sus vecinas mediante una relacio´n de vecin-
dario que impone la propia estructura del
SOM. El taman˜o del vecindario disminuira´ a
lo largo del entrenamiento; esa es la clave de
la autoorganizacio´n. La funcio´n de actualiza-
cio´n de pesos del mapa tiene la forma:
mi(t+ 1) = mi(t) + hci(t) [x(t)−mi(t)] (1)
donde t es el instante de tiempo discreto co-
rrespondiente a una iteracio´n del algoritmo,
x(t) es el vector de entrada en la iteracio´n t y
hci es la regio´n de influencia que el vector de
entrada tiene sobre el SOM, tambie´n llamado
nu´cleo de vecindad. Esta funcio´n es la que
define la “rigidez” de la “red e´la´stica” del
SOM en el espacio de los datos((Kohonen et
al., 1996)).
La funcio´n que define el nu´cleo de vecin-
dad hci puele ser de tipo gaussiano (2), como
en nuestro caso, y se expresa como:
hci = α(t) · exp
(
−||rc − ri||
2
2σ2(t)
)
(2)
lo que hara´ que la modificacio´n de valores
disminuya con la distancia en el vecindario,
siendo σ(t) la funcio´n que define este radio
de vecindario, que se va reduciendo despue´s
de cada iteracio´n t. En los mapas bidimen-
sionales las neuronas pueden ordenarse en un
ret´ıculo rectangular o hexagonal, con lo que
cada neurona tendra´ 6 u 8 vecinos respecti-
vamente. En nuestro caso se utilizo´ un mapa
rectangular.
La modificacio´n de pesos depende tambie´n
de la distancia entre una neurona ni y la
ganadora nc (siendo rc y ri las posiciones de
las neuronas en el grid) y tiende a cero segu´n
aumenta e´sta. La tasa de aprendizaje α(t) es
una funcio´n mono´tona decreciente respecto al
tiempo t en el rango [0,1] (0 < α(t) < 1). En
otras palabras, tiende a cero a medida que se
van procesando los vectores del conjunto de
entrenamiento.
De este modo, una vez entrenado el mapa,
despue´s de un nu´mero fijo de iteraciones o
cuando se cumpla la condicio´n de parada
establecida, ya se pueden introducir vectores
clasificados manualmente que permiten eti-
quetar las zonas del mapa correspondientes.
Por tanto, y a modo de resumen, los
tres pasos fundamentales en la creacio´n de
un SOM son: inicializacio´n, entrenamiento
y calibracio´n. Una vez etiquetado, un SOM
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puede usarse como un clasificador que asigna
a cada vector de entrada la categor´ıa con
la que se haya etiquetado la neurona que se
active en cada caso.
3. Representacio´n de documentos
En la literatura pueden encontrarse di-
versas propuestas para la representacio´n de
documentos en sistemas basados en SOMs,
destinados al clustering, la clasificacio´n o la
visualizacio´n de grandes colecciones. Algunas
de estas propuestas sera´n analizadas a lo
largo de este apartado. Adema´s, se descri-
bira´ la representacio´n que proponemos y que
queremos evaluar.
3.1. Trabajos relacionados
En el sistema WEBSOM, la representa-
cio´n de los documentos se realiza dentro del
modelo de espacio vectorial (Salton, Wong,
y Yang, 1975). De este modo, la entrada es
un conjunto de vectores de representacio´n
de documentos donde cada dimensio´n repre-
senta el peso de un te´rmino en el contenido
del mismo. Este peso se puede calcular, bien
de forma sencilla en base al nu´mero de
ocurrencias del te´rmino en el documento, por
ejemplo usando la frecuencia inversa de do-
cumento, o bien, si existe informacio´n sobre
las categor´ıas de los documentos, utilizando
la entrop´ıa de Shannon sobre el conjunto de
clases de documentos, para lo que se utili-
za la informacio´n de clasificacio´n. Adema´s,
las distintas aproximaciones al problema se
han basado en documentos textuales, mien-
tras la que aqu´ı se presenta esta´ orientada
especificamente a pa´ginas web en formato
HTML, aunque ser´ıa fa´cilmente aplicable
a documentos XML con vocabularios con
sema´ntica relacionada con la documentacio´n
electro´nica, como es el caso de docbook.
En (Bakus, Hussin, y Kamel, 2002) la
representacio´n utilizada se basa en sintagmas
en lugar de palabras para formar los vectores
de representacio´n, utilizando dichos sintag-
mas como unidades de entrada para las fun-
ciones de pesado tradicionales: Binaria, TF y
TF-IDF. Por otro lado, el modelo ConSOM
(Liu, Wang, y Wu, 2008) usa dos vectores
en lugar de uno para representar tanto los
documentos de entrada, como las neuronas
del mapa, con el objetivo de combinar el
espacio vectorial con lo que denominan espa-
cio conceptual. Esto supone una modificacio´n
en el SOM, por lo que no so´lo afecta a
la representacio´n, sino que va ma´s alla´ al
proponer un nuevo modelo, lo que se aleja
de nuestra propuesta, que ataca el problema
desde el punto de vista de la representacio´n
de los documentos y no pretende modificar el
algoritmo utilizado para agruparlos.
3.2. Fuzzy Combination of
Criteria (FCC)
La lo´gica borrosa se basa principalmente
en la aplicacio´n de heur´ısticas con el objeto
de resolver la ambigu¨edad inherente a proce-
sos de razonamiento cualitativo, permitiendo
establecer cierta relacio´n entre los factores
observados. Profundizando un poco ma´s, po-
demos decir que mediante la lo´gica borrosa se
tratan de modelar relaciones entre variables
que, en nuestro caso, se definira´n a partir de
las frecuencias de aparicio´n de los te´rminos en
determinados elementos HTML. Esto la con-
vierte en un entorno adecuado para capturar
el conocimiento experto humano.
La pieza ba´sica sobre la que se construye
todo sistema borroso es la llamada variable
lingu¨´ıstica, cuyo valor puede venir dado por
palabras del lenguaje natural y se define
por medio de conjuntos borrosos (Zadeh,
1965), cuyos l´ımites son imprecisos. Con estos
conjuntos se permite describir el grado de
pertenencia de un objeto a una determinada
clase y se definen a partir de conocimiento
experto.
La arquitectura ba´sica de un sistema de
inferencia borroso se compone de tres etapas
de procesamiento: borrosificacio´n de entra-
das, aplicacio´n de las reglas de inferencia que
constituyen la base de conocimiento del siste-
ma, y desborrosificacio´n, que permite obtener
el valor final. La base de conocimiento se defi-
ne mediante un conjunto de reglas IF-THEN
que describira´n, a partir del conocimiento
experto, el comportamiento que deber´ıa tener
el sistema con la ma´xima precisio´n posible; es
decir, reflejan, junto con la propia definicio´n
de las variables lingu¨isticas y los conjuntos
borrosos, el conocimiento heur´ıstico que se
tiene sobre el problema. La finalidad de
estas reglas es la combinacio´n de uno o
varios conjuntos borrosos de entrada, llama-
dos antecedentes, asocia´ndolos a un conjunto
borroso de salida, llamado consecuente. Una
vez obtenidos los consecuentes de cada regla,
y tras una etapa de agregacio´n, se obtiene un
conjunto agregado final, que sera´ la entrada
para la etapa de desborrosificacio´n, donde
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se hace corresponder el conjunto borroso de
salida con un punto concreto, llamado salida
n´ıtida o “crisp”.
En nuestra propuesta para la representa-
cio´n de documentos asumimos que no usa-
remos ningu´n tipo de informacio´n de clasi-
ficacio´n previa que pudiera existir. Esta in-
formacio´n so´lo se utilizara´ para la evaluacio´n
de los resultados, ya que como veremos ma´s
adelante, para llevar a cabo la comparacio´n
entre las distintas representaciones, fijaremos
el taman˜o del mapa en funcio´n del nu´mero
de clu´sters que queremos obtener y que se
correspondera´ con el nu´mero de clases a las
que pertenecen los documentos de entrada.
Las variables lingu¨´ısticas que usaremos
como entrada del sistema sera´n la frecuencia
del te´rmino en el documento, en el t´ıtulo
(contenido en el elemento title), en los en-
fatizados (contenidos en los elementos em,
h1, b, etc.) y la posicio´n global del te´rmino
dentro de la pa´gina. Las frecuencias son
normalizadas con el mayor valor encontrado
para cada criterio, con el objetivo de inde-
pendizar las reglas del taman˜o del documento
y del taman˜o de los textos presentes en
cada criterio. La posicio´n global se calcula
mediante un sistema borroso auxiliar, que
tomando como entrada las posiciones en las
que aparece el te´rmino dentro del documento,
devuelve la posicio´n global por medio de dos
conjuntos borrosos: esta´ndar y preferente.
Las figuras 1 y 2 muestran los conjuntos
borrosos empleados.
Figura 1: Reglas basadas en frecuencia de
aparicio´n
La salida del sistema borroso es una u´nica
variable lingu¨´ıstica denominada relevancia,
cuyos valores pueden ser: no relevante, poco
relevante, medianamente relevante, bastante
relevante y muy relevante. Los conjuntos
borrosos definidos para esta variable pueden
verse en la figura 3. Las reglas utilizadas se
han basado en los siguientes aspectos:
Una pa´gina web puede no tener palabras
enfatizadas.
Figura 2: Sistema borroso auxiliar para el
ca´lculo del valor global de la posicio´n
Una palabra que aparece en el t´ıtulo
puede que no siempre sea relevante (el
t´ıtulo podr´ıa haber sido generado, por
ejemplo, por un editor de HTML), o bien
podr´ıa tener una componente reto´rica.
Generalmente, la posicio´n es un criterio
que da ma´s peso en pa´ginas largas que
en cortas.
Una palabra con alta frecuencia de apa-
ricio´n en una pa´gina podr´ıa tener un
significado muy general, y por lo tanto,
no discriminante.
Figura 3: Conjuntos borrosos para definir la
relevancia del te´rmino
Los conjuntos completos de reglas tanto
del sistema borroso auxiliar como del global
se muestran en los cuadros 1 y 2
posicio´n relativa posicio´n global
IF introduccio´n THEN preferente
IF cuerpo THEN esta´ndar
IF conclusio´n THEN preferente
Cuadro 1: Conjunto de reglas del sistema
borroso auxiliar
Por u´ltimo, el motor de inferencia esta´ ba-
sado en el algoritmo de centro de masas, que
evalu´a la salida de cada regla en funcio´n del
grado de verdad de cada antecedente.Una ex-
plicacio´n detallada del sistema borroso puede
encontrarse en (Fresno, 2006).
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T´ıtulo Frecuencia Enfatizado Posicio´n Relevancia
IF Alto AND Alta AND Alto THEN Muy Alta
IF Alto AND Media AND Alto THEN Muy Alta
IF Alto AND Media AND Medio THEN Alta
IF Alto AND Alta AND Medio THEN Muy Alta
IF Alto AND Baja AND Bajo AND Preferente THEN Media
IF Alto AND Baja AND Bajo AND Esta´ndar THEN Poca
IF Bajo AND Baja AND Bajo THEN Nada
IF Bajo AND Alta AND Alto AND Preferente THEN Muy Alta
IF Bajo AND Alta AND Alto AND Esta´ndar THEN Alta
IF Alto AND Baja AND Medio AND Preferente THEN Alta
IF Alto AND Baja AND Medio AND Esta´ndar THEN Media
IF Alto AND Baja AND Alto AND Preferente THEN Muy Alta
IF Alto AND Baja AND Alto AND Esta´ndar THEN Alta
IF Alto AND Alta AND Bajo AND Preferente THEN Muy Alta
IF Alto AND Alta AND Bajo AND Esta´ndar THEN Alta
IF Bajo AND Baja AND Medio AND Preferente THEN Media
IF Bajo AND Baja AND Medio AND Esta´ndar THEN Poca
IF Bajo AND Baja AND Alto AND Preferente THEN Alta
IF Bajo AND Baja AND Alto AND Esta´ndar THEN Media
IF Bajo AND Media AND Bajo AND Preferente THEN Poca
IF Bajo AND Media AND Bajo AND Esta´ndar THEN Nada
IF Bajo AND Media AND Medio AND Preferente THEN Media
IF Bajo AND Media AND Medio AND Esta´ndar THEN Poca
IF Bajo AND Media AND Alto AND Preferente THEN Muy Alta
IF Bajo AND Media AND Alto AND Esta´ndar THEN Alta
IF Bajo AND Alta AND Bajo AND Preferente THEN Media
IF Bajo AND Alta AND Bajo AND Esta´ndar THEN Poca
IF Bajo AND Alta AND Medio AND Preferente THEN Alta
IF Bajo AND Alta AND Medio AND Esta´ndar THEN Media
IF Alto AND Media AND Bajo AND Preferente THEN Media
IF Alto AND Media AND Bajo AND Esta´ndar THEN Poca
Cuadro 2: Conjunto de reglas del sistema borroso global
4. Experimentacio´n
Los pasos seguidos para realizar la experi-
mentacio´n se describen a continuacio´n.
4.1. Coleccio´n
Para la experimentacio´n se ha utilizado la
coleccio´n Banksearch (Sinka y Corne, 2005),
en concreto un subconjunto de 10 clases eti-
quetadas como: Commercial banks, Building
societies, Insurance agencies, Java, C/C++,
Visual Basic, Astronomy, Biology, Soccer y
Motor sport. Cada una de estas clases consta
de 1000 pa´ginas web en formato HTML,
haciendo un total de 10000 documentos. De
estos, algunos fueron descartados por proble-
mas con el parser HTML utilizado, ya que
algunos documentos no estaban bien forma-
dos o, incluso, la pa´gina estaba incompleta
por problemas en su descarga durante la
creacio´n de la coleccio´n. Finalmente, tras los
descartes, 9897 documentos fueron usados en
los experimentos.
Antes de extraer la informacio´n nece-
saria para la entrada del sistema borroso,
se eliminaron un conjunto de te´rminos de
una lista de stopwords compuesta por 621
te´rminos en ingle´s, se convirtieron las en-
tidades particulares del lenguaje HTML, se
eliminaron los signos de puntuacio´n y se
utilizo´ el algoritmo de Porter para hacer
stemming de las palabras.
4.2. Detalles del SOM
El taman˜o del SOM utilizado en la expe-
rimentacio´n es 5x2, haciendo un total de 10
neuronas, con el objetivo de que exista una
u´nica neurona por cada clase. Este hecho su-
pone un pequen˜o grado de supervisio´n, pero
e´sta no se aplica a la fase de representacio´n,
sino al proceso posterior de clustering, ya
que fijamos el k. Los vectores de entrada
fueron reducidos a varios taman˜os entre 100
y 5000 con la intencio´n de evaluar el compor-
tamiento de las diferentes representaciones
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en un rango de dimensiones. De este modo
podremos ver si el comportamiento empeora
al representar con un nu´mero reducido de
rasgos y, adema´s, averiguar con que dimen-
siones podemos encontrar un equilibrio entre
la calidad de la representacio´n y el coste
computacional. Este aspecto adquiere gran
importancia en tareas como el clustering
que generalmente conllevan un alto coste
computacional.
Durante el entrenamiento del mapa, la
tasa de aprendizaje inicial se fijo en 0,1,
el vecindario inicial en 5 y el nu´mero de
iteraciones en 50000. Todos estos datos se
eligieron despue´s de la realizacio´n de diversas
pruebas, por ser aquellos con los que se
obtuvieron unos resultados de clustering y
calidad del mapa ma´s satisfactorios. El resto
de informacio´n acerca del mapa coincide con
la utilizada en la implementacio´n SOMlib
(Dittenbach, Merkl, y Rauber, 2000), dis-
tribu´ıdo como proyecto de software libre1.
Dicha librer´ıa, escrita en lenguaje Java, ha
sido la utilizada para la creacio´n del SOM.
4.3. Reduccio´n del nu´mero de
rasgos
Para la comparacio´n usamos tres funcio-
nes de pesado de te´rminos diferentes: TF,
Bin-IDF y TF-IDF. Cada vector debe conte-
ner una entrada por cada te´rmino del vocabu-
lario, es decir, por cada te´rmino que aparezca
en la coleccio´n, lo que da lugar a vectores con
gran nu´mero de dimensiones. Esto supone
un problema en lo que a rendimiento se
refiere. Para paliarlo, se utilizan distintos
tipos de reducciones que permiten utilizar un
nu´mero menor de dimensiones sin perder la
informacio´n esencial.
En todos los casos se probaron tanto
la reduccio´n por frecuencia de documentos,
como la proyeccio´n aleatoria (Kaski, 1998)
con cinco unos distribu´ıdos aleatoriamente
en cada columna de la matriz de proyeccio´n.
Esta reduccio´n tiene la ventaja de reducir el
coste computacional. En este u´ltimo caso se
ha an˜adido al preproceso descrito en el apar-
tado 4.1, la eliminacio´n de los te´rminos que
aparec´ıan en la coleccio´n con una frecuencia
global de menos de 50, tal como se indica en
Kohonen et al. (2000).
En nuestro caso, la relevancia de un
te´rmino no depende u´nicamente de la
frecuencia de aparicio´n del te´rmino en un
1http://www.ifs.tuwien.ac.at/ andi/somlib/
documento o en la coleccio´n, por lo que no
tiene sentido reducir usando u´nicamente
la frecuencia de documentos. Dado que la
representacio´n pondera cada te´rmino y le
asigna un valor que indica su relevancia,
eliminar los te´rminos menos relevantes
consistir´ıa so´lo en eliminar aquellos con
las puntuaciones de pesado ma´s bajas,
o bien quedarnos con los que tengan las
puntuaciones ma´s altas. Por otra parte,
queremos que, de alguna forma, cada
documento se vea reflejado en el vocabulario
final y valorar positivamente que un te´rmino
aparezca bien puntuado en diferentes
documentos.
Por todo lo anterior, la reduccio´n que
se presenta en este estudio, llamada MFTn
(More Frequent Terms) consiste en la ex-
traccio´n de los te´rminos ma´s puntuados por
niveles, es decir, por cada documento se hace
un ranking de sus te´rminos ma´s represen-
tativos, es decir, los que tienen mayor peso
dentro del documento, y se van tomando
secuencialmente los te´rminos que aparecen
en primera posicio´n, despue´s en segunda,
etc. hasta que se cubren las dimensiones
requeridas. A medida que se extraen los
te´rminos de un nivel, se ordenan en una
lista global por frecuencia, esto es, se colocan
primero aquellos que han aparecido en un
mayor nu´mero de documentos. Entre aque-
llos que resultan empatados tras la primera
ordenacio´n, se utiliza la relevancia para de-
terminar su posicio´n. Al final de cada nivel
se comprueba si se tienen suficientes te´rminos
para el taman˜o de vocabulario solicitado y si
es as´ı, se toman, ordenadamente, los te´rminos
necesarios de la lista global.
Adema´s de esta reduccio´n, se han rea-
lizado experimentos con otras basadas so´lo
en el valor de la relevancia, toma´ndolo por
niveles o de forma global, combinando otros
me´todos como la reduccio´n por frecuencia
de documentos o la proyeccio´n aleatoria.
No obstante los mejores resultados fueron
obtenidos utilizando la reduccio´n MFTn y
as´ı, por claridad y brevedad, los resultados
obtenidos con el resto de reducciones han
quedado fuera de este art´ıculo.
Finalmente, para validar la funcio´n de
pesado FCC, hemos aplicado tambie´n la re-
duccio´nMFTn a TF, Bin-IDF y TF-IDF, con
el objetivo de verificar que la mejora no venga
dada u´nicamente por la reduccio´n.
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4.4. Me´todos de evaluacio´n
Para evaluar el clustering, una vez en-
trenado el SOM, se mapea toda la colec-
cio´n sobre e´l, de forma que cada documento
quedara´ asociado a la neurona del mapa a
la que ma´s se asemeje. Despue´s se etiqueta
cada neurona eligiendo para ello la clase
predominante en funcio´n de los vectores que
activaron dicha neurona, es decir, se utiliza
como etiqueta la clase a la que pertenecen el
mayor porcentaje de documentos mapeados
en la neurona. Todos los documentos que ha-
yan activado esa neurona durante el proceso
de mapeo y no pertenezcan a la clase que
etiqueta dicha neurona, son contados como
errores.
Utilizaremos dos medidas para evaluar los
resultados. La primera es la tasa de aciertos
(accuracy), es decir, el porcentaje de docu-
mentos que activan una neurona etiquetada
con su misma clase. Esta medida y la forma
de llevarla a cabo ha sido basada en Koho-
nen et al. (2000): “[...] each document was
mapped onto one of the grid points of each
map, and all documents that represented a
minority class at any grid point were counted
as classification errors.”
El segundo me´todo elegido es la medida
F, ve´ase la fo´rmula 3, siendo i la clase y j el
cluster. El recall y la precisio´n vienen dados
por las fo´rmulas 4 y 5.
F (i, j) =
2 ·Recall(i, j) · Precision(i, j)
Recall(i, j) + Precision(i, j)
(3)
Recall(i, j) =
nij
nj
(4)
Precision(i, j) =
nij
ni
(5)
Siendo nij es el nu´mero de documentos eti-
quetados con la clase i en el cluster j, ni
el nu´mero de documentos etiquetados con la
clase i, nj el nu´mero de documentos en el
cluster j y n el nu´mero total de documen-
tos. Para todos los clusters, la medida F se
calcula segu´n la fo´rmula 6. Un mayor valor
de esta medida indica una mayor calidad del
clustering.
F =
∑
i
ni
n
·ma´x
j
{F (i, j)} (6)
5. Ana´lisis de resultados
En las figuras 4 y 5 se muestran los
resultados para la tasa de aciertos y la me-
dida F obtenidos en los diferentes casos.
Cabe destacar que cada uno de los resul-
tados presentados en ellas corresponde a la
media de cinco ejecuciones diferentes con
los mismos para´metros. El motivo para ello
es la inicializacio´n aleatoria del mapa, que
provocara´ que cada ejecucio´n del proceso
concluya con resultados diferentes, y aunque
por la convergencia del mapa sera´n bastante
similares, se han querido evitar los valores
demasiado buenos o demasiado malos.
Se puede apreciar co´mo FCC supera a
las funciones tradicionales que, a medida que
aumenta el nu´mero de rasgos, se aproximan
a los resultados de nuestra propuesta a la vez
que sus resultados se estabilizan. Adema´s, si
se selecciona un nu´mero excesivo de rasgos
(a partir de 1000 aproximadamente en las
figuras 4 y 5), se introducira´n sucesivamente
te´rminos poco relevantes, pudiendo introdu-
cir ruido y afectando a los resultados.
Figura 4: Tasa de aciertos para diferentes
dimensiones de los vectores de documentos
En ambos casos con un nu´mero de rasgos
pequen˜o, en concreto por debajo de 2000, la
representacio´n propuesta obtiene los mejores
resultados tanto en tasa de aciertos como en
calidad del clustering, o al menos resultados
tan buenos como cuando se utilizan 2000 o
ma´s rasgos por documento. Asimismo, las
funciones basadas en la frecuencia (TF y TF-
IDF) se muestran mucho ma´s estables con la
reduccio´n MFTn, es decir, que con dimensio-
nes reducidas sus resultados no disminuyen
dra´sticamente, situa´ndose al nivel de FCC
con el mı´nimo nu´mero de rasgos elegido,
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Figura 5: Medida F para diferentes dimensio-
nes de los vectores de documentos
aunque posteriormente su mejora es menor
que la obtenida por FCC. En resumen, la
representacio´n propuesta funciona mejor que
las cla´sicas y con pocos rasgos esta´ ma´s cerca
de sus propios ma´ximos.
6. Conclusiones
A lo largo del presente trabajo se ha
descrito un me´todo de representacio´n basado
en lo´gica borrosa, de forma que se trata de
recoger parte de la sema´ntica impl´ıcita en el
lenguaje HTML, con el objetivo de realizar
clustering de documentos basado en mapas
autoorganizativos. Los experimentos realiza-
dos han demostrado que la representacio´n
propuesta mejora el agrupamiento por me-
dio de SOM respecto a las representaciones
cla´sicas basadas u´nicamente en la frecuencia
de los te´rminos.
Cabe destacar que la representacio´n basa-
da en lo´gica borrosa mejora no so´lo los valores
ma´ximos obtenidos por las representaciones
cla´sicas, sino que con el mı´nimo nu´mero
de rasgos probado, esto es 100 rasgos para
representar cada documento, esta´ pra´ctica-
mente al nivel de los ma´ximos de las cla´sicas.
Esto permite la obtencio´n de los mismos
resultados con un vocabulario menor, lo que
reduce notablemente el taman˜o de los datos
de entrada del SOM y de los vectores de pesos
de sus neuronas, teniendo como principal
efecto una reduccio´n importante en el tiempo
de computo necesario.
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