Abstract. In this article we present a method for the design of fully free-form reflectors for illumination systems. We derive an elliptic partial differential equation of the Monge-Ampère type for the surface of a reflector that converts an arbitrary parallel beam of light into a desired intensity output pattern. The differential equation has an unusual boundary condition known as the transport boundary condition. We find a convex or concave solution to the equation using a state of the art numerical method. The method uses a nonstandard discretization based on the diagonalization of the Hessian. The discretized system is solved using standard Newton iteration. The method was tested for a circular beam with uniform intensity, a street light, and a uniform beam that is transformed into a famous Dutch painting. The reflectors were verified using commercial ray tracing software.
condition describing the reflector surface. In section 3 we describe the numerical method used to solve this differential equation. Section 4 describes the performance of the algorithm and the verification by LightTools. Finally, we formulate concluding remarks in section 5.
Mathematical model.

Derivation of the Monge-Ampère equation.
Our goal is to find the shape of the surface which describes a reflector that reflects the light from a source to a desired target intensity, as illustrated in Figure 1 . We assume that the source is a subset of a plane parallel to and below the x-y-plane and emits light in the directionŝ 1 = (0, 0, 1)
T with emittance M (x, y) [lm/m 2 ], where lumen is the unit for the radiated power of the light source, corrected for the sensitivity of the eye. Let S = supp M be the closure of the support of M (x, y) and let R S be the smallest enclosing rectangle of S with the edges parallel to the axes. The reflector surface is described by z = u(x, y), (x, y) ∈ R S . We assume the size of the reflector and its distance to the origin of the coordinate system is negligible compared to the distance the reflected rays travel. Therefore, after reflection, we consider the reflector a point at the origin. In optical design this is known as the far-field approximation and is similar to the far-field approximation used for Fraunhofer diffraction [22] . After reflection, we measure the luminous flux per steradian (sr), known as luminous intensity, which should coincide with a required target intensity distribution G(θ, φ) [lm/sr]. The target intensity distribution is given in spherical coordinates, where θ denotes the angle of the light with respect to the positive z-axis (inclination), and φ denotes the angle of the projection of the direction of the ray in the plane z = 0 with respect to the x-axis (azimuth). We assume all light of the source ends up at the target, which means that the integral of the source emittance over S equals the integral of the target intensity over the unit sphere S 2 . We derive a differential equation for the reflector surface using the law of reflection and conservation of luminous flux. Within the infinitesimal rectangle (x, x + dx) × (y, y + dy), the source emits a luminous flux dΦ = M (x, y) dx dy [lm] . We denote the surface derivatives by p = u x and q = u y . The unit surface normal of the reflector, directed towards the light source, is given by Throughout this paper we use the convention that a hat denotes a unit vector, and | · | denotes the 2-norm. The direction of the reflected rayŝ 2 is given by the law of The vectorŝ 2 is a unit vector, which is verified by (2.3)ŝ 2 ·ŝ 2 =ŝ 1 ·ŝ 1 − 4(ŝ 1 ·n) (ŝ 1 ·n) + 4(ŝ 1 ·n) 2 (n ·n) = 1.
The direction of the reflected ray depends on the coordinates x and y:ŝ 2 =ŝ 2 (x, y). The flux dΦ is reflected into an infinitesimal parallelogram on S 2 spanned by ∂ŝ 2 /∂x dx and ∂ŝ 2 /∂y dy. The size of this parallelogram is calculated using the cross product. Conservation of luminous flux now gives us the following relation:
To calculate the cross product, we use that vectors with constant 2-norm, such asŝ 2 , are orthogonal to their derivatives. This can be seen by taking the derivative of the square of the 2-norm of such a vector a,
and likewise for y. Thereforeŝ 2 is orthogonal to its derivatives with respect to x and y. As a result, the cross product of the derivatives ofŝ 2 is parallel toŝ 2 . The norm of the cross product is calculated by projection on the unit vectorn:
Using the law of reflection (2.2) and the relationŝ 1 ·n = −1/|n|, we find (2.6)ŝ 2 =ŝ 1 + 2 |n| 2 n, which is expressed in n for simplicity of the following calculations. We find for the derivatives
The cross product of these two expressions contains four terms, but three terms vanish in the numerator of (2.5): the cross product of n with itself is 0, and a cross product involving n is orthogonal ton, so we find for the numerator
The cross product of the surface normals results in the determinant of the Hessian matrix multiplied withê z , For the denominator in (2.5) we find (2.11)ŝ 2 ·n =ŝ 1 ·n − 2(ŝ 1 ·n)(n ·n) = 1 |n| .
Substituting (2.5), (2.10), and (2.11) in (2.4) we find
Equation (2.12) contains the variables θ and φ, so we need the dependence of (θ, φ) on ∇u = (p, q). After reflection, light has the directionŝ 2 . We have
From this we find
where we define the inverse function tan −1 (p, q) as
Note that the range of the arctan is (−π/2, π/2), so that tan −1 (p, q) has range [0, 2π). Now we define the new target intensity function that depends on p and q instead of θ and φ:
This function comes with the supporting domain
We restrict ourselves to convex solutions u, because this results in an equation with boundary conditions that has a unique solution; see subsection 2.2. In 3.3 we show how to find a concave solution from a convex solution. When u is convex, we have det(D 2 u) ≥ 0 and we can drop the modulus in (2.12). Finally, we have the following differential equation: In many applications, we have a specified target illuminance L(ξ, η) [lm/m 2 ] on a given plane P instead of a light intensity G (θ, φ) . In this case we may still use (2.17), but we need to derive an appropriate intensity function G(p, q). For this we convert L(ξ, η) from illuminance to intensity, and write ξ and η as functions of p and q. Let n P be the unique normal vector of the plane pointing at the origin. Let d = |n P | and n P = − nP d . Letê ξ ,ê η be an orthonormal basis of P as shown in Figure 2 . We say that a point ξê ξ + ηê η + dn P has coordinates (ξ, η) on the plane. A ray with direction vectorŝ 2 intersects the plane at (ξ, η) if
Taking the inner product withê ξ ,ê η , andn P , respectively, gives three equations, from which we derive that
By (2.13) we see that ξ and η are functions of p and q. Next, we need to derive the luminous intensity
The luminous flux within a square (ξ, ξ + dξ)× (η, η + dη) is given by L(ξ, η) dξ dη. We need the luminous flux per unit area on the unit sphere. Therefore, we calculate the ratio between the surface of the infinitesimal square and its projection on the unit sphere. We introduce new spherical coordinates with ψ the inclination with respect ton P and χ the azimuth, according to
A ray with angles ψ and χ in this coordinate system intersects the plane at a distance d/ cos(ψ) from the origin. Therefore, the relation between the planar coordinates ξ, η, and the spherical coordinates ψ, χ is given by An infinitesimal element on the plane has size dξ dη, and an infinitesimal element on the unit sphere has size sin(ψ) dψ dχ. By change of coordinates we find
Using the relation
we find
This relation between illuminance and intensity is also derived in Born and Wolf [6, p. 196 ].
Implicit boundary condition and analogy with OMT.
The gradient of u is regarded as a map ∇u : (x, y) ∈ S → (p, q) ∈ T . We require that all light from the source is reflected toward the target. This gives us an implicit boundary condition (2.25) ∇u(S) = T .
The Monge-Ampère equation (2.17) with implicit boundary condition (2.30) is closely related to OMT with a quadratic cost function. This problem is stated as follows. Let f : X → R + and g : Y → R + denote (mass) densities. The total mass in X is required to be equal to the total mass in Y:
that minimizes the transportation cost defined by
An important theorem by Brenier [35, p. 66] states that there is a unique map γ : X → Y that satisfies (2.27) and minimizes (2.28), and this map γ is the gradient of a convex function u. Substitution of γ = ∇u in (2.27) yields the Monge-Ampère equation
with implicit boundary condition
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To show the equivalence, we first we show invertibility of the map ∇u. 
Adding these two inequalities we find
However, ∇u(b) = ∇u(a), so we have a contradiction. Hence a = b and ∇u is injective, and thus bijective.
Now we show that a convex solution to (2.29) subject to (2.30) maps the boundary of X to the boundary of Y.
Proof. The map ∇u is continuous and thus maps open sets to open sets. Let Int(X ) =X \ ∂X be the interior of X . We find ∇u(Int(X )) ⊂ Int(Y) and
and see that ∇u(Int(X )) = Int(Y). We conclude that ∇u(∂X ) = ∂Y. The next lemma shows that (2.31) is sufficient to imply (2.30). Lemma 2.3. Let X and Y be simply connected, and let u be a strictly convex solution to (2.29) and (2.31); then u satisfies (2.30).
Proof. ∇u is continuous and bijective, and thus a homeomorphism. ∇u maps ∂X to ∂Y. X is simply connected, and thus ∇u(X ) is simply connected. Therefore, ∇u(Int(X )) = Int(Y).
Discretization of the Monge-Ampère equation. The rectangular source domain R
2 is discretized using a standard grid. For simplicity we take a square grid. We choose
; if necessary we modify the dimensions of the domain slightly such that we can use a square grid. Each grid point is given by (3.1)
for i = 1, 2, . . . , M x and j = 1, 2, . . . , M y . We denote the approximate solution of the boundary value problem by
The solution of the Monge-Ampère equation (2.29) with boundary condition (2.31) without the convexity requirement may not be unique. For stability of the numerical algorithm it is essential that convexity is enforced [15] . Benamou, Froese, and Oberman introduced a numerical scheme for the interior that ensures convexity of the solution and is provably convergent. The scheme is based on a convergence result by Barles and Souganidis [2, 5] , which states that a consistent, stable, and monotone approximation scheme converges to the unique viscosity solution of a denegerate elliptic equation (such as the convex solution to the Monge-Ampère equation). A monotone scheme is defined as follows. Let F i,j (u) = 0 be the finite difference equation at x i,j . Then the scheme is called monotone if the following inequalities are satisfied [29] :
A standard finite difference scheme for the Monge-Ampère equation is not monotone because, among other reasons, the discretization of the mixed second derivative u xy is not monotone [30] . Also, a standard finite difference scheme does not enforce convexity. Therefore, an alternative representation of det D 2 u is introduced. The representation is based on the observation that det D 2 u = λ min λ max , where λ min ≤ λ max are the smallest and largest eigenvalue of the matrix D 2 u. These eigenvalues correspond to the normalized eigenvectors v min and v max , which are orthogonal because D 2 u is symmetric and real. Let V be the set of all orthonormal bases of R 2 . The determinant of the Hessian for any base (v 1 , v 2 ) ∈ V is given by
Here ∂ ∂vi denotes differentiation in the direction of v i . The determinant of the Hessian is thus independent of the direction of differentiation. On the other hand, we have by the Raleigh-Ritz quotient [23, p. 176 Thus, when the basis is the set of eigenvectors, the mixed derivative vanishes, which is exactly what we want, because the mixed derivative does not have a monotone discretization. The square of the mixed derivative is nonnegative, and thus we can find the eigenvectors by minimizing the product of the second order derivatives over all directions:
We use this to rewrite the Monge-Ampère equation (2.29) as follows:
.
Subsequently, we modify this equation to admit only convex solutions u. The function u is convex if and only if both of the eigenvalues are positive. For that reason, we introduce the operators
We modify (3.7) to (3.9) min
If the right-hand side is positive, the new formulation only allows convex u. However, if the right-hand side is 0, any function that is not convex can be a solution to (3.9).
To prevent this, we add the negative part of the second order derivatives:
. Now, if D 2 u has a negative eigenvalue, the left-hand side is negative and therefore not a solution to (3.10). If both eigenvalues are positive, the equation is equivalent to (3.7). Equation (3.10) is discretized using a finite number of directions V ⊂ V. The directional resolution is called Δθ. We use the 17-point stencil shown in Figure 3 . The second order derivatives in the different directions are discretized using standard central differences:
Here h v is the distance to the neighboring points on the line x = x i,j + s v, s ∈ R. This leads to a monotone discretization of (3.10). Adjacent to the boundary, some directions in the stencil are missing. The missing points are replaced by interpolated points on the boundary. Suppose, for example, we need to calculate the second order difference D vv u i,2 for v = (1, 2) T / √ 5. Using second order Taylor series around u(x i , y 2 ), we find the following approximation: where u i− 1 2 ,1 is approximated using quadratic interpolation,
Substitution yields (3.14)
This approximation is second order accurate, but monotonicity of the scheme is broken because of the minus sign before u i+1,1 . Alternatively, we could use linear interpolation, but as no convergence problems were encountered we chose the more accurate interpolation.
To ensure monotonicity, we introduce the following operators: (α)
The left-hand side of (3.10) is modified as follows:
The gradient in the right-hand side of (2.29) is approximated using a linear combination of the discretized derivatives for which the minimum was achieved in the discretization of the left-hand side. We denote this gradient by ∇u i,j . Finally, we have the following discretization for the interior domain:
For monotonicity we need 
This function can be rewritten as follows. Let Z(n) be the set of points z ∈ ∂Y that have a supporting line with normaln and S 1 the unit circle. We find
with H * (n) = min z∈Z(n) z ·n. The last equality follows because z ·n is constant for z on a line with normaln. In the algorithm, the function H * (n) is approximated by taking the minimum over a uniform discretization of S 1 . We only need to calculate the function H * once. In [5] it is shown that, because of the convexity of u, for any x ∈ ∂X with unit outward normaln X , the maximum in (3.18) can be restricted to vectorsn Y ∈ S 1 such thatn X ·n Y > 0. This is used to discretize the boundary as follows: let
The boundary condition is discretized using a second order upwind scheme 20) where n X (x i,j ) is the normal of X at x i,j . The relationn X ·n Y > 0 guarantees that the scheme only relies on values of u inside the grid. Close to the corners, a first order scheme is used for some derivatives when necessary. We implemented the first order discretization as well. The combinationn X ·n Y > 0 with a first order discretization gives a monotone scheme [5] . From experiments we found that a first order discretization causes a relatively large error at the boundary compared to the interior of the solution. As we did not encounter convergence problems in practice, we use the second order scheme in our numerical experiments. Equation (2.29) with boundary condition (2.31) contains only first and second order derivatives of u, and therefore if u(x, y) is a solution, then u(x, y) + C is also a solution for any constant C. Therefore, we solve instead the equation
+ w anchor u(x 0 ) Downloaded 07/07/14 to 131.155.151.168. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php for some anchor point x 0 ∈ X and some w anchor > 0, which must be positive to ensure monotonicity of the scheme. In the numerical experiments we decided to use the grid point with indices
which is an arbitrary choice. This new formulation has a unique solution with u(x 0 ) = 0. Other values for u(x 0 ) would not allow a solution, as (2.29) only has a solution if the integrability condition (2.26) is satisfied. The equation w anchor u(x 0 ) = 0 is added to each equation in the discretized system. We chose the value w anchor = 4, because this minimizes the condition number of the Jacobi-matrix of the nonlinear system. The numerical scheme given by (3.16) and (3.20) and the anchor equation converges to the unique viscosity solution, shown in [5] . The system is solved using damped Newton. Denote by N (u) = 0 this system, and let μ be the damping factor with initial value μ = 1. The next iterant is calculated by u n+1 = u n + μs, where s is the descent direction, calculated using the UMFpack implementation in MAT-LAB [8, 9, 10, 11] . When |N (u n+1 )| 1 ≥ |N (u n )| 1 , μ is divided by two, and this is repeated until |N (u n+1 )| 1 < |N (u n )| 1 , so the norm always decreases. We start the iteration with an initial guess u 0 . As an initial guess, we use a convex quadratic function of which the gradient maps S to a bounding box [c 1 ,
The value u r is chosen such that u(x 0 ) = 0.
Mapping inversion and concave solutions.
The discretization used to solve the Monge-Ampère equation fails when the target domain is not convex. As we will see in the examples, even if the original target domain supp G(θ, φ) or supp L(ξ, η) is convex, the domain T may not be so. The source domain, on the other hand, which is the light emitting area, is typically convex. Therefore, we often switch the roles of source and target, and let
2 , and g = M . Solving this yields a surface u * (p, q) defined on the smallest enclosing rectangle of T . We find the reflector of the original problem by taking the Legendre-Fenchel transform of u * :
The relation between mapping inversion and the Legendre-Fenchel tranform is discussed in [35, p. 57] . Because the function u * (p, q) was calculated on a grid, we approximate u(x i , y j ) by taking a maximum of
over the grid points (p k , q l ). This maximum can be found by simply calculating all values of L i,j k,l for each i, j, k, and l. This method is simple and robust, but slow for large grid sizes. A faster algorithm is constructed as follows. Because u * is convex,
k,l is concave, and we can find the maximum using a grid search. We start at a grid point (k, l) and move to a neighboring point (
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next values of (i, j), the last maximum (k, l) is used as a starting point, because it is most likely very close to the next maximum. This makes the method very efficient. Unfortunately, the global maximum is not always found because the calculated u * is not always perfectly convex if f = 0. This turned out not to be a problem in practice, because when f = 0, no light is involved for that part of the reflector.
Subsequently the maximum is refined using parabolic quasiinterpolation on the 3 × 3 subgrid centered around the point found by the grid search just described (or centered around its neighbor if the maximum is on the boundary of the grid). Let (k,l) be the center of the subgrid. We interpolate the function on the subgrid with a a polynomial of the form
We perform a least squares fit with the coefficients of this polynomial. To achieve that, we construct the matrix A
The linear least squares fit is the vector of coefficients c = (c 1 , . . . , c 6 ) such that
is minimized. The minimizer is given by
Given the coefficients of the polynomial, we find the critical point of P (p, q) by differentiation. The critical point occurs at
and is given by Because u * is convex, the critical point will be a maximum. We take P max as an improved approximation of the maximum if the critical point (p,q) of the polynomial is within the rectangle [pk For many applications, a concave reflector is preferred over a convex reflector. We could adapt the algorithm above to yield concave solutions, but it is easier to find concave solutions using the same Monge-Ampère solver. To find a concave solution to (2.29) and (2.30), we calculate the convex solution v for
and then u = −v is the concave solution to (2.29) with H(∇u) = 0. This technique is applied to the numerical example of the street light.
Numerical results.
We test the algorithm on three cases: a convex reflector for a circular beam with uniform intensity, a concave reflector for a lamppost with a uniform rectangular illuminance on the street, and a convex reflector that projects a painting on a wall. The reflectors are evaluated using the LightTools software package [27] . In this software package we create three-dimensional models of the light sources, the reflectors, and, if applicable, the target plane. The systems are simulated using ray tracing: rays are emitted randomly from the light source with a distribution proportional to the surface emittance. The software calculates the reflection at the reflector surface and subsequently the distribution of the rays over the target plane or the angular distribution by dividing the target in small rectangles (bins). The number of rays in each bin is counted and used to estimate the illuminance or intensity. We use one million rays in each simulation.
A circle with uniform intensity.
The first test problem is the design of a convex reflector for constant output intensity. We have a square light source with constant emittance M (x, y) = 1. Let ρ be the angle with respect to the positive y-axis. We aim for a constant output intensity G 0 > 0 for ρ < Figure 4 (b). The reflector surface is shown in Figure 4 (c). The surface was exported to LightTools and simulated using raytracing. The resulting intensity profile can be seen in Figure 4 (d). The profile is uniform and circular as expected. It can be seen that the circle has radius π/8 indeed.
The street light.
The second problem is the design of a reflector for street illumination. A sketch of the lamppost is shown in Figure 5(a) . We illuminate the area (1, 8) × (−6, 6) × {−6} ∈ R 3 with constant illuminance L 0 , which is chosen later to satisfy (2.26) . The light source is a circle with radius 0.01 around the origin and uniform emittance M (x, y) = 1. We choose a concave reflector in this setting because it bends rays more effectively away from the light source, thus allowing a more compact optical system. Using (2.19) withn P = (0, 0, 1) T ,ê ξ = (1, 0, 0),ê η = (0, 1, 0), and d = 6. We find Elaborating (2.24) we find
We solve the inverted problem, because T is not convex, as can be seen in Figure 5(b) . We choose
and M x = 200. Because we need a square grid, we choose M y = 383. In 15 Newton steps, the solver iterates to a solution with |N (u)| 1 /M x M y < 10 −10 . The gradient of the solution can be seen in Figure 5 (c). The map is inverted using the LegendreFenchel transform. The inverted map is shown in Figure 5 some irregularities at the boundary. These irregularities correspond to parts of the inverse reflector where G(p, q) is zero, and therefore the maximum in (3.24) is not well-defined. These irregularities are not a problem in practice, as little or no light is involved. The final reflector can be seen in Figure 6 (a). A constant is added to u(x, y) to lift it above z = 0. The surface is exported to LightTools and verified using raytracing. The raytracing result is shown in Figure 6 (b). The result shows the expected rectangular uniform illumination pattern.
A painting.
For the last test, we use the Dutch painting "Girl with a Pearl Earring," shown in Figure 7 election organized by the newspaper Trouw. The painting was also subject of a novel and a movie with the same name [37] . We construct a convex reflector that illuminates a vertical wall with an illuminance L(ξ, η) given by an interpolation of the summed RGB values of an image file of the painting. The light source is a square with constant emittance M (x, y) = 1. Again the illuminance is scaled to satisfy (2.26). The vertical wall is located parallel to the x-z plane at distance d = 1. The painting is projected on the rectangle (−0.665, 0.6650) × {1} × (−0.7875, 0.7875).
We use (2.19) and (2.24) with d = 1,n P = (0, −1, 0) T ,ê ξ = (1, 0, 0), and e η = (0, 0, 1). We find
The target function is plotted in Figure 7 Figure 7 (e). Also this reflector was evaluated using LightTools. The illuminance on the wall from the evaluation can be seen in Figure 7 (f). The details of the original picture 7(a) are clearly visible. Also, the boundary of the image is close to rectangular.
5. Summary, discussion, and conclusions. We developed a new method to design reflectors for lighting applications where the light source is a parallel beam. We derived the differential equation and boundary condition governing the reflector surface and applied state of the art numerical methods to find solutions. This is the first time a numerical method has been published for free-form reflector design that can be used with the complicated boundary condition for this problem and that is efficient and stable enough to handle detailed features and large contrasts in the target Downloaded 07/07/14 to 131.155.151.168. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 
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distribution. The method is tested for a circular beam of light with uniform intensity, a street light, and a projection of a painting on a wall. The reflectors are tested using commercial ray tracing software, with promising results. A convergence proof exists for the numerical method for the Monge-Ampère equation described in this article. However, this proof does not fully apply to our implementation, because the implementation of the boundary condition is not monotone. A similar issue arises in the discretization of the interior near the boundary as given in (3.14) . In practice, we did not encounter any convergence problems. It is probably possible to combine a high accuracy boundary implementation with provable convergence using a filtered scheme, such as described in [17] . This may be a topic of future research.
A next step in our research is an extension of this method to lens design. This would make the method applicable to the practical problem of the design of microlens arrays for illumination. Furthermore, we would like to extend the method to point light sources and more general types of light sources. This last problem is more challenging, because the Monge-Ampère equation governing these type of problems contains additional second order derivatives and is thus not of the same form as in this paper. This equation has a different condition for uniqueness of the solution, equivalent to, but different from, convexity of the surface. We are very interested in a Monge-Ampère solver, suitable for reflector and lens surfaces for point light sources and more general light sources.
