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Abstract 
Position sensitive detectors are widely used in the tracking system of High Energy Physics 
(HEP) experiments such as ATLAS (A Toroidal LHC Apparatus) and CMS (Compact Muon 
Solenoid) at the Large Hadron Collider (LHC), the world’s largest particle accelerator at CERN 
mainly due to their outstanding performance. The future upgrade of the LHC to its high luminosity 
(HL) will enable the use of maximal physics potential of the facility for searching beyond the 
Standard Model of particle physics. After ten years of operation, the expected radiation fluence 
will result in a radiation environment that is beyond the capacity of the present tracking system 
design. The required upgrade of the silicon central tracker will include higher granularity and 
radiation hard sensors that can tolerate the increased occupancy and the higher radiation levels. 
The radiation hardness of new sensors must be roughly ten times higher than in the current LHC 
detectors. Extensive measurements and simulation studies have been performed to investigate 
different designs and materials for silicon sensors to cope with such that high radiation hardness.  
High Voltage CMOS (HV-CMOS) Monolithic Active Pixel Sensor (MAPS) is currently a 
promising candidate technology for the new inner pixel detector at the LHC. The HV-CMOS 
MAPS was proposed in 2007, since then it has been very attracting since it has overcome most of 
the disadvantages of the standard MAPS design. The HV-CMOS MAPS has been demonstrated 
to have excellent performance for charged particle tracking, such as higher charge collection 
efficiency, better sensitivity and faster response speed. The capability of fabricating sensors and 
readout electronics on the same substrate helps to reduce the material budget and the complexity 
in term of mounting small size pixels. Several prototypes of the HV-CMOS MAPS have been 
fabricated through a series of large-scale collaboration in the ATLAS and Mu3e program with very 
promising results.  
This thesis presents works on numerical simulation studied for the HV-CMOS MAPS 
design. The simulation process is an essential part of the device development process since it can 
provide further analysis and optimisation of the design. It can significantly shorten the 
development time, especially for the new technology with non-standard process of fabrication. A 
complete Technology Computer Aided Design (TCAD) model of a single pixel HV-CMOS MAPS 
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is developed based on Sentaurus TCAD simulation framework of Synopsys. A single pixel of HV-
CMOS MAPS model is used to determine and predict the electrical characteristics and 
performance of the device regrading device dimensions, doping concentrations of the structural 
layer and bias conditions. The interaction with Minimum Ionising Particles (MIP) is also simulated 
to study its effect on the sensors’ performance.  
A comprehensive analysis to study the effect of radiation hardness on a pixel of HV-CMOS 
MAPS is also performed. The radiation induced damage creates bulk damage in silicon and alters 
the sensor’s characteristics, such as an increase in leakage current and a reduction of charge 
collection efficiency, thus deteriorates the detector performance. The radiation damage simulation, 
based on a four-level trap model, can reproduce experimentally observed detector characteristics 
such as leakage current, full depletion voltage and charge collection efficiency.  
Lastly, a model for multi-channel pixels of HV-CMOS MAPS is developed. The model 
comprises of nine pixels arranged in a 3×3 array. The model is used to analysing and predicting 
interpixel crosstalk and charge sharing effects between pixels. The radiation incidents at different 
positions and directions are simulated to investigate the performance of the HV-CMOS MAPS and 
the impacts on adjacent cells. The performance degradation of the whole sensor system due to 
radiation induced damage is also studied. 
The combined results of this thesis demonstrate the advantage and power of the TCAD 
simulations of semiconductor radiation detectors as a tool to bridge the gap from experiments to 
simulations.  
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Chapter 1 
Introduction 
1.1. High Energy Physics 
High-Energy Physics (HEP) is a branch of physics focusing on understanding the 
fundamental constituents of matter and the interaction, or forces, between them [1]. The current 
understanding is embodied in the Standard Model [2] of particle physics. The model provides a 
unified picture of the sub-atomic elementary particles and the basic interactions, or forces, between 
them. Figure 1.1 shows the elementary particles and forces of the Standard Model. 
 
Figure 1.1: The Standard Model of the Elementary Particles [2] 
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The Standard Model is one of the greatest triumphs of modern physics [2]. It provides an 
extensive theory of the interaction of fundamental particles and has successfully explained almost 
all experimental results and precisely predicted a wide variety of phenomena [3]. The model was 
first developed with particular hypotheses and theories of particles and their interactions. The 
confirmation of these usually came later with experimental data being applied to the model. The 
latest success of the Standard Model was the experimental discovery of the Higgs Boson (the last 
piece of the model [4]) in 2012 at the Large Hadron Collider in CERN though the existence of this 
particle was theorized in 1968 [5]. 
Even though the Standard Model (SM) is currently the best description of the subatomic 
world, it does not explain the complete picture [4]. There are also important questions that it has 
not answered yet, such as “What is dark matter?”, or “What happened to the antimatter after the 
big bang?”, “Why are there three generations of quarks and leptons with such a different mass 
scale?” and more [4]. The searching for answers to these questions perhaps continues and requires 
a global cooperation between scientists and engineers. 
In order to study sub-atomic particles, the head-on collision between two beams of high 
energy particles, is created inside a special chamber which employs many layers of detectors. 
These detectors are used to observe the collision, and each has a specific function. Since right after 
the collision, new particles decay very rapidly into stable and lower-mass particles, their properties 
must be determined indirectly from measurements of their decay products. For example, by 
measuring the paths, momenta and energies of the particles produced in a collision, it is possible 
to identify the properties of the particle. The basic function of each detector is explained in the 
following sections. 
Firstly, a synchrotron (or an accelerator) system is used to accelerate beams of elementary 
particles (protons, neutrons, electrons) to very high energies in a very low vacuum environment 
[6]. A complicated system of superconducting magnets is used for boosting the energy and 
navigating the direction of the particle beam. The products (sub-atomic particles) of these 
collisions are then studied by many layers of different detector systems located around the 
interaction point [7]. The energy of the collision products is provided by a calorimeter precisely 
tracking the momenta of charged particles in a magnetic field. Particles containing heavy quarks 
can be detected by tracks from the secondary decay vertices since they have very short lifetime 
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(order of picoseconds). Thus, to effectively detect these volatile subatomic particles, extremely 
high precision vertex detectors are required and located closest to the interaction point where high 
particle density and harsh radiation environment occur. 
The tracking detectors are arranged in several layers to measure the coordinates of a 
number of space points for track reconstruction by using the ionisation induced by a charged 
particle. A one-dimensional projection is measured in each detector layer and points are then 
reconstructed in three dimensions by combining layers with different orientations and 
arrangements. A higher density of segmentation is usually required at the interaction point since 
the track density is so high that assignments of projections to tracks can otherwise result in 
ambiguities. 
Position-sensitive semiconductor detectors, such as silicon microstrip and pixel detectors, 
play a prominent role as a tracking detector in modern HEP experiments [8]. Semiconductor 
material, especially silicon, has proven to be advantageous for a detector due to its properties such 
as high efficiency and fast charge collection. The crystal quality and highly mature processing 
technology for silicon, compared to other semiconductor materials is also a factor in enabling these 
advantages for the fabrication of complex and high granular sensors. Due to the relatively small 
energy required for ionisation, highly charged signals generated from particle interaction in a 
detector can only be obtained within a moderate thickness of the detector’s sensitive volume, and 
with the advanced technologies in fabricating planar and CMOS transistors using silicon, the 
segmented structures (used to date) and the electronics for collecting and processing of the charge 
signals can be implemented (monolithically) directly on the top of the detector. 
1.2. Large Hadron Collider and the upcoming upgrade  
The Large Hadron Collider (LHC) at CERN in Geneva is a highest-energy collider in the 
world [7]. The LHC consists of a 27-kilometre ring of superconducting magnets with a number of 
accelerating structures to boost the energy of the beam particles along the way. Inside the 
accelerator, two high-energy particle beams travel approximately with the speed of light in 
opposite directions and collide. These beams are kept in separate beam pipes – two tubes 
at ultrahigh vacuum. They are guided around the accelerator ring by a strong magnetic field 
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maintained by the superconducting electromagnets. There are four main particle detector 
experiments constructed at the LHC, A Toroidal LHC Apparatus (ATLAS), Compact Muon 
Solenoid (CMS), LHC-beauty (LHCb), and A Large Ion Collider Experiment (ALICE), see Figure 
1.2 
 
Figure 1.2: A schematic of the accelerators and experiments running at CERN [9, 10] 
After the discovery of the Hiss Bosons, the mission of the LHC is to continue addressing 
other fundamental questions, in particular how the SM, which in its present form is known to fail 
at the TeV scale [11], has to be extended, and other issues like the predominance of dark matters 
over ordinary matters, or the exploration of possible new scenarios beyond the SM that could be 
opened by the discovery of super-symmetric particles [12]. The search for unobserved theorized 
phenomena requires the LHC to operate at much higher luminosity, around five to ten times higher 
than the current settings (e.g. settings used for detecting the Higgs boson). Currently, the LHC has 
almost reached its capability with collisions at 13 TeV and luminosities up to 1034 cm-2s-1. Bunches 
of 109 particles collide every 25 ns creating an extreme harsh radiation background with very high 
particle fluxes at small distances from the beam. The position of the first pixel layer in the ATLAS 
detector system (part of the LHC) is expected to withstand up to 3×1014 cm-2 of 1 MeV neutron 
  
5 
 
equivalent fluence. The LHC is scheduled to be upgraded to perform experiments at ten times 
higher luminosity, up to 1035 cm-2s-1 (the so called High-Luminosity LHC (HL-LHC)). The HL-
LHC is expected to extend the LHC mass reach, for the discovery of particles, by up to 30 % and 
achieve much higher integrated luminosity. The integrated luminosity of 3000 fb-1 is estimated for 
10 years operation. However, the current silicon detector system is not able to operate at such 
radiation levels because of the change in resistivity and the trapping of the drifting charges due to 
radiation induced defects and damages in the bulk. The upgrade requires a much high occupancy 
as well as radiation tolerance in the tracking detectors. An equivalent fluence of 1.5×1016 neqcm
-2 
is expected for 5 years operation for the innermost pixel detector layers. To prepare for the upgrade, 
efforts have been made to enhance the current detector technologies as well as develop a new type 
of detector to keep up with the new challenges. 
1.3. ATLAS Detector 
Figure 1.3 represents an image of the ATLAS (A Toriodal LHC Apperatus) detector, the 
biggest general-purpose detectors of the LHC [13]. The detector consists of a series of concentric 
cylinders around the interaction point where the collision of accelerated particle beams takes place. 
The detector system consists of the Inner Detector, the Calorimeters, the Muon spectrometer and 
the magnet systems [14]. Each of these is in turn made of multiple layers. The Inner Detector is 
aimed to track particle trajectory precisely. The Calorimeters are used to determine the energy of 
relatively heavy particles. The Muon system makes additional measurements of highly penetrating 
muons. The two magnet systems are used to bend charged particles to measure their momenta. 
The Inner Detector is placed only a few centimetres from the beam interaction point. Its 
basic function is to track charged particles by detecting their interaction with material at discrete 
points. The collected data is then used to reveal detailed information about the types of particles 
and their momentums [15]. To detect a particle’s charge and momentum, a strong magnetic field 
is used to curve the charged particle. The curve direction and the degree of curvature reveal the 
particle’s charge and its momentum. The starting points of the tracks reveal useful information for 
identifying particles; for example, if a group of tracks seems to originate from a point other than 
the original proton–proton collision, this may indicate that the particles come from the decay of a 
hadron with a bottom quark [16, 17]. 
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Figure 1.3: ATLAS detector system [18] 
The Pixel Detector, the innermost part of the inner detector, contains three concentric layers 
and three disks on each end-cap, with a total of 1,744 modules, each measuring 2 cm by 6 cm. The 
detecting material is 250 µm-thick silicon substrates. Each module contains 16 readout chips and 
other electronic components. The smallest unit that can be read out is a pixel (50 µm by 400 µm); 
there are roughly 47,000 pixels per module. In total, the Pixel Detector has over 80 million readout 
channels, which is about 50% of the total readout channels of the whole experiment [19]. Having 
such a large count has created a considerable design and engineering challenge. Another challenge 
is due to the radiation to which the pixel detector is exposed, because of its proximity to the 
interaction point, requiring that all components be radiation hard in order to continue operating 
after significant exposures [20]. 
The Semiconductor Tracker (SCT) is the middle component of the inner detector [21]. It 
is similar in concept and function to the pixel detector but with long, narrow strips rather than 
small pixels, making coverage of a larger area practical. Each strip measures 80 µm by 12 cm. The 
SCT is the most critical part of the inner detector for basic tracking in the plane perpendicular to 
the beam, since it measures particles over a much larger area than the Pixel Detector [22], with 
more sampled points and roughly equal (albeit one-dimensional) accuracy. It is composed of four 
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double layers of silicon strips and has 6.3 million readout channels and a total area of 61 square 
meters [23]. 
The Transition Radiation Tracker (TRT), the outermost component of the Inner Detector, 
is a combination of a straw tracker and a transition radiation detector [24]. The detecting elements 
are a drift tube which is 4 mm in diameter and 144 cm long. The uncertainty of track position 
measurements (position resolution) is about 200 µm [25]. This is not as precise as those for the 
other two detectors, but it is necessary to reduce the cost of covering a larger volume and to have 
transition radiation detection capability. Each tube is filled with a gas that becomes ionised when 
a charged particle passes through. The straws are held at a high voltage of approximately 1,500 V, 
driving the negative ions towards a fine wire down the centre of each straw, producing a current 
pulse (signal) in the wire. The wires with signals create a pattern of 'hit' straws that allow the path 
of the particle to be determined. Between the straws, materials with widely varying indices of 
refraction cause ultra-relativistic charged particles to produce transition radiation and leave much 
stronger signals in some straws. Xenon and argon gas are used to increase the number of straws 
with strong signals [25]. Since the amount of transition radiation is greatest for highly relativistic 
particles (those with a speed very near the speed of light), and because particles of a particular 
energy have a higher speed if they are the lighter, particle paths with many very strong signals can 
be identified as belonging to the lightest charged particles: electrons and their antiparticles, 
positrons. The TRT has about 298,000 straws in total. 
1.4. Objective and Scope 
To meet the target of the HL-LHC, it surely requires a total upgrade for all the detector 
systems which contain a variety types of sensors and electronics. As the most inner layer of the 
detector system, the Pixel Detector layers are only around 20 cm from the incident point of the 
particle beams, where is the harshest environment. The head-on incidence of two proton beams 
releases a shower of new particles including stable and unstable ones, which rapidly decay into 
other particles after traveling a short distance. The closer to the interaction point the higher energy 
they have and eventually create a lot of cumulative damage to the Pixel Detector layers.  
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Figure 1.4: (a) Animation of jets of particles occurring due to a 7TeV collision event at a CMS (Compact 
Muon Solenoid) detector. (b) Schematic showing the ATLAS detector layers [18] 
With the upcoming upgrade for the predicted fluence, ~ 10 times higher than the current 
fluence used, to create more interaction events, this puts more emphasis on the design of the 
detector system. The current design based on the hybrid pixel sensor is no longer able to operate 
effectively in this harsh environment [26]. The new pixel detector design also needs to have higher 
occupancy (higher granularity), thus increasing the spatial resolution due to an increased pipeup 
(number of overlapping collision events). The increased granularity will also call for more cost-
effective technologies to minimize the resource for the detector upgrade. The challenges for the 
new pixel detector systems can be summarized as (i) the ability to withstand higher levels of 
luminosity, (ii) improved spatial and energy resolution, (iii) faster response rate and (iv) higher 
efficiency in terms of material budget and manufacturing complexity. To prepare for the future 
upgrade of collider systems, efforts have been made to study and enhance both hybrid and 
monolithic pixel detectors. The technology for hybrid pixel detectors has already reached a mature 
stage and has been deployed in large colliders [27-29]. However, the separate fabrication of the 
readout electronics and the pixel sensor array has resulted in limitations in the number of possible 
detector layers. The alternative of a monolithic active pixel sensor has offered the potential of 
reduced complexity of fabrication and lower material costs compared with hybrid pixel detectors. 
One of the most potential candidate technologies for the new pixel detector system is the 
High-Voltage Complementary Metal Oxide Semiconductor CMOS (HV-CMOS) Monolithic 
Active Pixel Sensor (MAPS). The HV-CMOS MAPS was initially proposed in 2007 [30]. The 
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proposed design has been very attractive since it overcomes most of the standard MAPS 
disadvantages, including significant higher Charge Collection Efficiency (CCE), better sensitivity 
and response speed as well as almost 100% fill factor by employing HV-CMOS technology. 
Several prototypes of the design have been fabricated through a series of large-scale collaborations 
in the ATLAS and Mu3e program using HV-0.35 µm and HV-0.18 µm processes at the Austria 
Mikro Systeme foundry (AMS) [31-33]. The first few measurement results were very promising 
[31-33]. 
This thesis presents the works on numerical simulation studies for a possible HV-CMOS 
MAPS design. Along with measurements, simulation is an essential part of the detector 
development process since it can provide further analysis and optimisation on the design, thus 
shortening the development process, especially for a new technology with non-standard fabrication 
processes. The role of simulation is especially pronounced in areas like device structure 
optimization and/or prediction on electrical characteristics. 
In preparation for the HL-LHC upgrade, the main focus of the device simulations under 
the RD50 Collaborations framework is to develop an approach to model and predict the 
performance of the irradiated silicon detectors (diode, strip, pixel, columnar 3D) using professional 
software, namely finite-element Technology Computer-Aided Design (TCAD) frameworks; 
Synopsys Sentaurus [34] and Silvaco Atlas [35] being predominant. Recently, with the inclusion 
of complex physical and mathematical models of radiation effects, the TCAD packages allow the 
incorporation of realistic, segmented sensors in 2D or 3D, readout circuit, and transient simulations 
for Minimum Ionising Particle (MIP). 
The primary theme of this thesis is to establish a comprehensive analysis for a realistic HV-
CMOS MAPS detector for use in the ATLAS detector, using numerical TCAD simulations. For 
the work, a commercial Synopsys Sentaurus TCAD software is utilised. The scope of this thesis is 
to develop a simulation model for the HV-CMOS MAPS that meets the HL-LHC requirements, 
including material characterisation, detector characterisation, pixel structures and full detector 
systems. This work also studies the effects of radiation hardness on the performance of devices as 
components of the detector system, under high fluences, about 2 × 1016 neqcm
-2, to cope with the 
operation expectations for the pixel detector closest to the vertex at the HL-LHC.  
  
10 
 
1.5. Thesis outline 
The thesis starts with an introduction to the background and general principles of 
semiconductor detectors, presented in Chapter 2. 
The introduction and principles of TCAD simulation are presented in the first part of 
Chapter 3, including descriptions of the simulation package and the implementation of a basic 
device simulation. The model for the interaction with a single particle and the radiation induced 
damage are also discussed at the end of the chapter. 
In Chapter 4, a full microscopic model of a single pixel HV-CMOS MAPS is presented. 
The model of a pixel sensor includes both the active region and the on-pixel readout electronics. 
The electrical characteristics and performance of the sensor are investigated based on the 
dimensions of the device, the levels of doping concentration in the structural layer as well as the 
bias conditions. Two types of on-pixel readout electronics, source-follower amplifier and 
integrated charge amplifier are compared. The response of the sensor to the incidence of a 
Minimum Ionising Particle (MIP) is also included. 
Chapter 5 focuses on the induced radiation damage on the electrical characteristic and the 
overall performance of the HV-CMOS sensor. A four level-traps damage model based on deep 
level traps is discussed. 
The multi-channel model of the HV-CMOS MAPS is presented in Chapter 6. This chapter 
focuses on analysing the influence of adjacent pixels and the performance of the whole pixel 
system. 
The conclusion of this work is discussed in the last chapter of this thesis. Recommendations 
for future research are given. 
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Chapter 2 
Literature Review 
This chapter first presents a brief introduction on typical radiation silicon detectors, 
including their electrical properties and transport mechanisms. It then follows with an update on 
current technologies for the high-energy particle pixel detector, particularly the monolithic active 
pixel sensor, the main detector that is investigated in this study. 
2.1. Silicon detectors 
 A silicon particle detector is constructed by forming a reverse biased p-n junction. 
Increasing bias voltages extends the electric field of the region sensitive to particles, from the 
junction, further into the detector volume [1]. Electron-hole pairs generated by the ionising particle 
in the field region are collected at the electrodes. To acquire position data, the charges collected at 
the electrodes are segmented. A short summary of the p-n junction and some essential properties 
with regard to charge collection are given in the following section. 
2.1.1. Electrical properties of silicon 
  2.1.1.1. Intrinsic silicon 
Semiconductors are called intrinsic when free electrons and holes can be created only by 
electronic excitations from the valence band to the conduction band. Intrinsic semiconductors 
contain negligible amount of impurities compared to the number of thermally generated electrons 
and holes. The occupation probability for an electronic state is given by the Fermi distribution [2] 
𝐹(𝐸) =
1
1+𝑒
𝐸−𝐸𝑓
𝑘𝐵𝑇
 
     (2.1) 
where 𝐸𝐹 is the Fermi energy at which the occupation probability of a possible state is 0.5, 𝑘𝐵 is 
the Boltzmann’s constant and T is the absolute temperature. The density of free electrons (n) and 
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holes (p) can be obtained by integrating the density of carriers per unit of energy over possible 
energy level with a band. The carrier density at energy level E is the product of the effective density 
of states and the occupation probability at energy level E 
𝑛 = 𝑁𝐶 exp (−
𝐸𝑐−𝐸𝐹
𝑘𝐵𝑇
) 
 
𝑎𝑛𝑑 𝑝 = 𝑁𝑉exp (−
𝐸𝐹−𝐸𝑉
𝑘𝐵𝑇
)     (2.2) 
𝑁𝐶 and 𝑁𝑉 are the effective densities of states in the conduction and valence band, respectively 
𝑁𝐶 = 2 (
2𝜋𝑚𝑒
∗𝑘𝐵𝑇
ℎ2
)
3/2
 𝑎𝑛𝑑 𝑁𝑉 = 2 (
2𝜋𝑚ℎ
∗ 𝑘𝐵𝑇
ℎ2
)
3/2
   (2.3) 
𝑚𝑒
∗  and 𝑚ℎ
∗  are the effective masses of electrons and holes and h is Planck’s constant. The product 
of free electrons and holes of a semiconductor is constant at a certain temperature and equals to 
the square of the intrinsic concentration 𝑛𝑖 
𝑛𝑝 = 𝑛𝑖
2       (2.4) 
The resistivity of the semiconductor bulk can be calculated using 
𝜌 =
1
𝑞(𝜇𝑒𝑛+𝜇ℎℎ)
        (2.5) 
where 𝑞 is the elementary charge and 𝜇𝑒, 𝜇ℎ are the mobility of electrons and holes. For intrinsic 
silicon, 𝜇𝑒 ≈ 1430 𝑐𝑚
2/𝑉𝑠 and 𝜇ℎ ≈ 480 𝑐𝑚
2/𝑉𝑠 at room temperature 𝑇 = 300 𝐾 [3]. 
  2.1.1.2. Extrinsic silicon 
The electrical properties of semiconductor materials can be engineered by adding small 
quantities of other substances called impurities. The process of replacing some atoms in the 
semiconductor lattice with impurities is called the doping process, resulting in the creation of 
additional energy levels in the materials’ energy band gap [4]. If semiconductor atoms are replaced 
with an atom that has additional valence electrons, the impurity is called a donor. While if the 
impurity atom is missing an electron to form the necessary covalent bonds, it is called an acceptor. 
The donor levels are normally close to the conduction band and the acceptor levels are close to the 
valence band. For doping to be effective, the impurity atoms are chosen so that the gap energies 
needed for electron transitions are relatively small, in 𝑘𝐵𝑇 range at room temperature and most of 
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the dopant atoms are ionised (at room temperature). If the concentration of donors is such that 
𝑁𝐷 > 𝑁𝐴, the material is called n-type while for 𝑁𝐷 < 𝑁𝐴 it is called p-type [4]. 
2.1.1.3. Carrier transport 
The movement of free carriers can occur either under the influence of an external electric 
field (drift) or because of inhomogeneous distribution of charge carriers (diffusion). Electrons in 
the conduction band and holes in the valence band are free carriers since they are not associated 
with a lattice site. At room temperature, without an electric field, the average displacement of free 
carriers due to random motion is zero. The mean thermal velocity is of the order of 107 cm/s with 
a typical mean free path of around 10 µm and a mean free time between collisions of the order of 
picoseconds [5]. Under an electric field, net average drift velocity of free carriers is proportional 
to the electric field and is relatively small compared to thermal velocity. 
?⃗?𝑑𝑟𝑖𝑓𝑡 𝑒 = −𝜇𝑒 ?⃗?  𝑎𝑛𝑑 ?⃗?𝑑𝑟𝑖𝑓𝑡 ℎ = 𝜇ℎ ?⃗?
     (2.6) 
At high electric fields, strong deviations from linearity are observed and the drift velocities 
become saturated and independent of the electric field. 
In the case of an inhomogeneous distribution of free charge carriers in a semiconductor, 
the carriers tend to move from a region of higher concentration to a region of lower concentration. 
The process creates diffusion currents for electrons and holes [2]. 
𝐽𝑛,𝑑𝑖𝑓𝑓 = 𝑞𝐷𝑒∇𝑛 𝑎𝑛𝑑 𝐽𝑝,𝑑𝑖𝑓𝑓 = −𝑞𝐷ℎ∇𝑝     (2.7) 
where 𝐷𝑒 and 𝐷ℎ are the diffusion constants. ∇𝑛 and ∇𝑝 are the gradients of the carrier 
concentration. Adding the drift and diffusion currents, the total current densities for electrons and 
holes can be described as follows  
𝐽𝑛 = 𝑞𝜇𝑒𝑛?⃗? + 𝑞𝐷𝑒∇𝑛 𝑎𝑛𝑑 𝐽𝑝 = 𝑞𝜇ℎ𝑝?⃗? − 𝑞𝐷ℎ∇𝑝    (2.8) 
The mobility and the diffusion constants are related by the Einstein equation [2] 
𝐷𝑒,ℎ =
𝑘𝐵𝑇
𝑞
𝜇𝑒,ℎ       (2.9) 
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2.1.1.4. Electron-hole pairs generation and recombination  
Free electrons and holes can be generated in the semiconductor bulk by supplying necessary 
energies for electrons to be lifted from the valence band to the conduction band. An electron 
passing to the conduction band leaves a hole in the valence band, as a result, equal numbers of 
electrons and holes are created simultaneously with a generation rate G describing the number of 
generated electron-hole pairs (ehps) [6]. Generation of ehps can be due to thermal generation, 
especially with small band gap materials, and excitation by electromagnetic radiation when the 
absorbed energy from a photon is greater than the band gap.  
The recombination of excess minority charge carriers which happens after the excitation, 
brings the system back to the thermal equilibrium state. Direct band-to-band recombination 
processes are predominant in semiconductors with direct band gap such as GaAs [7] while with an 
indirect band gap material like Si, the recombination usually occurs in steps involving the capture 
and emission of electrons and holes by inter-gap centres.  
At low injection levels, the net recombination rate is found to be proportional to the density 
of excess minority carriers, the inverse of the proportionality constant giving the charge-carrier 
lifetime. Charge-carrier lifetime is an important parameter for a semiconductor detector since it 
describes the transient behaviour from a non-equilibrium charge distribution back to the 
equilibrium condition [8]. 
2.1.2. The p-n junction 
A p-n junction is created when an interface between p-type and n-type semiconductors is 
realised on the same silicon bulk. The dopant concentration across the bulk varies from a surplus 
of acceptors (𝑁𝐴) on the p-side to a surplus of donors (𝑁𝐷) on the n-side. The gradient of the 
electron and hole densities causes the diffusion of electrons from the n-side into the p-side and 
holes from the p-side to the n-side. The recombination of diffused electrons and holes leaves 
behind the charge ions in the region near the junction interface. The region is depleted of mobile 
carriers and is usually referred as a depletion region. The uncompensated ions, which are positive 
on the n-side and negative on the p-side, create the electric field that provides a force opposing the 
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diffusion process. The equilibrium state is reached when the electric field is strong enough to 
completely cease the carrier exchange via the junction. The depletion voltage potential in the 
equilibrium state is referred as built-in potential [9]. 
 
Figure 2.1: Dopant concentration, space-charge density, electric field and electrostatic potential of the p-
n junction (for an abrupt junction) [2] 
The electrical properties of the p-n junction can be calculated from Poisson’s equation [9] 
which describes the relationship between the electrostatic potential 𝑉 with the charge density 𝜌. 
−
𝑑2𝑉
𝑑𝑥2
=
𝜌(𝑥)
𝜖𝑠𝑖 𝜖0
      (2.10) 
  
18 
 
where 𝜖𝑠𝑖 and 𝜖0 are the dielectric constant of silicon and the permittivity of vacuum. For an abrupt 
junction, Poisson’s equation can be solved by assuming the complete absence of free carriers in 
the depletion region, so 𝜌(𝑥) = −𝑞𝑁𝐴 for −𝑥𝑝 < 𝑥 < 0 and 𝜌(𝑥) = 𝑞𝑁𝐷 for 0 < 𝑥 < 𝑥𝑛. The 
built-in potential  
𝑉𝑏𝑖 =
𝑞
2𝜖𝑆𝑖𝜖𝑜
(𝑁𝐷𝑥𝑛
2 + 𝑁𝐴𝑥𝑝
2)      (2.11) 
Since the net charge in the depletion region has to be zero, gives 
𝑁𝐷𝑥𝑛 = 𝑁𝐴𝑥𝑝      (2.12) 
The depth of the depletion region on each side of the p-n junction is inversely proportional 
to the doping concentration. The depth of the depletion region can be calculated as follow 
𝑤 = 𝑥𝑝 + 𝑥𝑛 =
𝑁𝐷
𝑁𝐴
𝑥𝑛 + 𝑥𝑛     (2.13) 
If 𝑁𝐴 ≫ 𝑁𝐷, 𝑤 ≈ 𝑥𝑛 so the space charge depth will only depend on the doping 
concentration of the weakly doped n-side.  
𝑤 = √
2𝜖𝑆𝑖𝜖0𝑉𝑏𝑖
𝑞𝑁𝐷
      (2.14) 
Under applied bias conditions, the depletion region can be further extended by applying an 
external voltage 𝑉 with the same polarity as the built-in potential. 
𝑤(𝑉) = √
2𝜖𝑆𝑖𝜖0
𝑞𝑁𝑑
𝑉      (2.15) 
In a particle tracking detector, it is important to deplete the full thickness 𝐷 of the detector 
to maximize the efficiency of secondary charges collection [10]. The full depletion voltage can be 
calculated as 
𝑉𝑑𝑒𝑝 =
𝑞𝑁𝐷𝐷
2
2𝜖𝑆𝑖𝜖0
       (2.16) 
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Low doped detector-grade silicon substrates are usually obtained by donor compensation, 
the donor and acceptor concentration are of the same other of magnitude [11]. The effective dopant 
concentration 𝑁𝑒𝑓𝑓 = |𝑁𝐷 − 𝑁𝐴|.  For n-type material, 𝑛 ≈ 𝑁𝑒𝑓𝑓 and 𝑝 ≫ 𝑛, the resistivity 
𝜌 =
1
𝑞𝜇𝑒𝑁𝑒𝑓𝑓
       (2.17) 
The capacitance of the depletion region is also an important factor regarding the 
performance of the sensor. 
𝐶(𝑉) =
𝑑𝑄
𝑑𝑉
       (2.18) 
In the abrupt junction 
𝐶(𝑉) =
𝑑
𝑑𝑉
(𝑞𝑁𝑒𝑓𝑓𝐴𝑤(𝑉)) = 𝐴√
𝑞𝑁𝑒𝑓𝑓𝜖𝑆𝑖𝜖0
2𝑉
    (2.19) 
where A and 𝑤(𝑉) are the area and depth of the space charge region, respectively. The detector 
capacitance decreases with 𝑉−0.5. If the detector is fully depleted, then the capacitance reaches its 
final value called the geometrical capacitance at  
𝐶𝑑𝑒𝑝 =
𝜖𝑆𝑖𝜖0𝐴
𝐷
       (2.20) 
2.2. Position sensitive detectors 
2.2.1. General principle 
The principle of a semiconductor detector is based on electron-hole-pairs (ehps) 
generation and collection in a sensitive volume which can be either a highly resistive 
semiconductor region or a depletion region formed beneath a p-n junction [12]. The common 
element of a silicon detector is a diode operated under strong reverse biases. The voltage is usually 
kept at above the full depletion voltage in order to maximize the sensitive volume to ensure an 
effective charge collection process. Figure 2.2 shows a schematic of a silicon detector.  
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Figure 2.2: Schematic illustration of the detection principle in a silicon detector [12] 
When an ionising particle is traversing the detector sensitive volume, ehps are created 
along its path. The electric field in the depleted region separates electrons and holes and they drift 
to the positive and negative electrodes, respectively [13]. This process induces a current to the 
readout circuit which is usually a charge sensitive preamplifier. The number of collected charge is 
counted by integrating the induced current. The signal is then amplified to accordingly create 
output voltage proportional to the number of collected charges. 
If the particle stops inside the detector, the measured charges are proportional to the energy 
of the particle, otherwise the particle will traverse though the detector and the measured signals 
will be proportional to the energy loss of the particle. The energy loss is due to Coulomb 
interaction, Bremsstrahlung and scattering with the electrons and the core of the silicon atoms 
[13, 14]. The mean energy needed for the creation of an electron-hole pair in silicon is around 3.6 
eV. In a silicon detector with a thickness of 300 𝜇𝑚, the interaction with a MIP penetrating the 
full thickness, generates around 25000 ~ 28000 electron-hole pairs and the energy loss is almost 
proportional to the penetrating length through the detector [15]. 
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2.2.2. Microstrip detectors 
Micro-strip detectors are produced by segmenting the 𝑝+ side into many strips over the 
length of the detector. The strips are usually arranged few 𝜇𝑚 apart from each other. The resolution 
of the detector increases with decreasing strip pitch [16].  
2.2.3. Pixel detectors 
Pixel detectors are produced by segmenting the active area into a two-dimensional array of 
pixels for accurately tracking the position of a hit. The use of pixel detectors is necessary for an 
environment that requires a high density of sensors such as in the interaction point at the Large 
Hadron Collider (LHC) where each sensor could be traversed by many close-by particles [17]. The 
use of strip detectors is impossible due to ambiguities in the determination of the hit positions. The 
implementation of pixel detectors requires higher cost than micro-strip detectors since the number 
of pixels and readout channels increases linearly with the active area of the detector. Higher cost 
of the pixel detector also adds up from the complexity of the readout electronics and mounting 
techniques required for small size pixel sensors. 
2.2.4. Signal formation 
The mobile charges generated by a traversing ionising particle in a silicon detector drift in 
the electric field and induce a current pulse on the detector electrodes. The induced current can be 
derived from the Reciprocity Theorem applied to the induced charge [18]. 
∑ 𝑄𝑛
′ 𝑉𝑛 =
 
𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒𝑠 ∑ 𝑄𝑛𝑉𝑛
′ 
𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒𝑠       (2.21) 
where 𝑉𝑛, 𝑄𝑛 and 𝑉𝑛
′, 𝑄𝑛
′  are the potential of one electrode before and after the change of state. 
The induced current 𝐼𝑠 flowing in the sensing electrode at the potential 𝑉 can be described 
as equation 2.22 based on Ramo’s theorem [19] 
𝐼𝑠 = −𝑞 ∇𝑈?̇?𝑣𝑑𝑟       (2.22) 
where 𝑣𝑑𝑟 is the drift velocity and the weighting potential 𝑈𝑤. The gradient of the weighting 
potential is called weighting field or Ramo’s field [20]. 
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𝐸𝑤⃗⃗⃗⃗⃗⃗ = −∇𝑈𝑤      (2.23) 
The weighting potential for a given electrode can be calculated by finding the incremental 
change in the potential throughout the device in response to an incremental change in the bias 
applied to that particular electrode [21]. By biasing the device to the required potential and the 
inducing a small change to the bias voltage on one electrode to calculate the change in the potential 
distribution the weighting potential can be visualised as shown in Figure 2.3. 
 
Figure 2.3: An illustration of weighting potential in a strip detector 
The weighting field depends only on the geometry of the electrodes and is quite different 
from the actual electric field. The induced current flowing in a low impedance sensing electrode 
can be calculated using equation 2.24 [20] 
𝐼𝑠(𝑡) = 𝑞𝐸𝑤⃗⃗⃗⃗⃗⃗ (𝑟(𝑡)⃗⃗⃗⃗⃗⃗⃗⃗⃗) 𝑣𝑑𝑟⃗⃗ ⃗⃗ ⃗⃗⃗(𝑟(𝑡)⃗⃗⃗⃗⃗⃗⃗⃗⃗)     (2.24) 
where 𝑟(𝑡)⃗⃗⃗⃗⃗⃗⃗⃗⃗ indicates the drifting charge trajectory, which can be determined by solving the 
equation of motion in the electric field ?⃗?(𝑟) 
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𝑑𝑟
𝑑𝑡
= 𝜇?⃗?(𝑟)       (2.25) 
2.3. Pixel detector technologies 
2.3.1. Charge Coupled Devices (CCD) detectors 
The CCD structure is an array of MOS capacitors on a semiconductor substrate. The 
distance between two MOS capacitors has to be small enough so that the charges generated inside 
the inversion region of one device can be easily shifted to the next adjacent region using a suitable 
CLOCK control sequence. The charge-coupling principle was first presented in 1970 by Boyle 
and Smith [22]. The first CCD was demonstrated by Amelio, Tompsett and Smith [23]. Although, 
currently, CCDs are extensively used for imaging devices, they can also be applied for tracking 
detectors for both spatial and energy measurements [24]. 
Under suitable bias conditions, an inversion layer will appear below every MOS gate. The 
generated charges along the penetrating path of an ionising particle are collected and stored inside 
the potential well of nearby MOS gates. The control (CLOCK) signal is used to shift the collected 
charges located in the potential well to adjacent cells. The charge shifting mechanism is illustrated 
in Figure 2.4. Initially, the voltage of P2 is high, and all the electrons generated will be attracted 
to the potential well in P2 inversion layer. When the bias signal of P2 and P3 are both high, some 
of the stored electrons start to diffuse into the P3 inversion layer due to the difference in 
concentration levels. Then when the P2 CLOCK is turned low, the rest of the stored charges are 
transferred to the P3 potential well. Similar procedures are repeated until all the stored electrons 
are shifted to the read-out circuit. 
There are two main disadvantages of CCDs that limit its application as a tracking detector 
for high-energy physic experiments. The first one is the slow read-out speed because the generated 
charges must be shifted for a long distance across the detector bulk to reach the read-out circuit 
electrodes. The second limitation of CCDs is their vulnerability to damage and defects 
accumulated by long exposure to the radiation source. It leads to a significant degradation of charge 
collection and transfer efficiency because the more defects induced by radiation the higher chance 
that the transferred charges will become trapped and recombine in the bulk of detector. 
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Figure 2.4: CCD operating principle 
2.3.2. Hybrid pixel detectors 
The particle-sensitive volume, the sensor and the readout electronics of the hybrid pixel 
detector are separated entities which are usually connected using complex bump-bonding or flip-
chip technologies [25, 26]. Most of the current large detectors system used in LHC experiments 
are the hybrid pixel detectors due to high-rate capabilities and high radiation tolerance [26, 27]. 
The charge signal generated along the trajectory path inside the fully depleted sensor is collected, 
amplified, filtered, and stored temporarily inside the pixel cell, waiting for the readout. Figure 2.5 
shows a detector bump-bonded to the readout electronics and a simplified sketch of the pixel 
detector used in the CMS detector system at CERN. 
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Figure 2.5: (a) A single Hybrid pixel and (b)simplified sketch of the CMS pixel detector [18, 23] 
The independence of the sensor array and the readout circuits makes the hybrid pixel 
detector capable of withstanding radiation up to 1015 𝑟𝑎𝑑/𝑐𝑚2 and has high readout speed. It is 
normally used in the innermost detector volume near the interaction point (approximately 30 cm 
away) [28]. The disadvantage of the Hybrid Pixel Detector is the size of the pixel which is limited 
by the size of the readout chip. Therefore, it limits the spatial resolution and the complexity of the 
interconnections as well as requires higher material budget.  
2.3.3. Monolithic pixel sensors 
Monolithic pixel sensors were first introduced in early 1990’s. Although the CMOS detector 
has attracted broad attention due to the possibility of creating low cost and low power 
consumption for visible range imaging devices [29, 30], it can also be applied in a variety of 
fields, ranging from high energy physics experiments, aerospace devices, medical imaging and 
consumer electronics [31]. There are two types of sensors, the Passive Pixel Sensor (PPS) [32] 
and the Active Pixel Sensor (APS) [33]. The PPS contains only the sensor and a single selection 
switch connecting the sensor to the readout circuit [34]. The active components such as signal 
amplification is performed at the chip periphery. For the APS, each pixel not only contains a 
sensor and selection switches but also an integrated amplifier and other signal processing circuits. 
The integrated processing circuits of the APS could be a simple single source follower current 
amplifier or a complex charge sensitive amplifier with discriminators and latches [35]. 
(a)
) 
(b) 
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Figure 2.6 (a) is a schematic showing the basic reset, select and source-follower buffer 
amplifier circuits for Monolithic Active Pixel Sensor (MAPS) based on three MOSFETs, 
proposed by Turchetta [36]. The transistor M1 is used for recharging the sensor. The transistor 
M2 is used for adjusting the followed current based on the diode potential and M3 transistor is 
used for pixel selection. Figure 2.6 (b) shows the on-pixel readout electronics of the MAPS using 
the HV-CMOS technology [37]. The electronic circuits include a charge sensitive amplifier which 
is capacitively coupled to the sensor, a continuous reset, a passive RC-CR filter, a discriminator, 
a 4-bit threshold-tune DAC and a digital memory cell (latch) for storing the hit flag. The hit latch 
is implemented using differential current-mode logic and can be readout using a differential bus 
[38]. Figure 2.6 (c) is the circuit layout of the single pixel. 
The CMOS MAPS detectors feature several advantages compared to the hybrid detectors. 
Since the CMOS MAPS detectors can be fabricated using standard VLSI technology, they can 
significantly lower the developing cost and time [31].  By being able to integrate several 
functionalities on the pixel, it significantly increases the response rate of the sensor. It also has 
better tolerance to radiation-induced defects compared to a CCD since all the generated charges 
are collected locally. The CMOS MAPS detectors also considerably reduce power consumptions 
since only one pixel circuitry is active during the readout phase [39]. Although the CMOS MAPS 
detectors appear to be a promising candidate for both visible light and radiation particles 
detection, currently, the technology is mainly used for visible light sensors since with the standard 
low voltage CMOS technology, the depletion region is relatively shallow. Therefore, it gives poor 
charge collection efficiency. Another problem is that it has low fill-factors, which is defined as 
the fraction of a pixel area sensitive to radiation, due to the presence of the integrated processing 
circuits [40]. 
 
  
27 
 
 
 
Figure 2.6: (a) Simple source follower amplifier on pixel circuit. (b) On pixel complex processing circuit 
proposed by I.Peric [37], (c) Component block diagram of a pixel cell layout displayed in (b) [30, 41] 
To overcome these limitations as stated above, a novel approach for a 100% fill-factor 
monolithic active pixel sensor (MAPS) based on high voltage CMOS technology (HV-CMOS) 
was proposed in 2007 [37, 42, 43]. 
(a) 
(b) 
(c) 
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Figure 2.7: High-Voltage CMOS pixels [37] 
HV-CMOS allows the combination of standard submicron-size CMOS transistors that 
operate at low-voltages, with much larger specially shaped transistors that are capable to generate 
high-voltage signals by creating a protection zone called “floating logic”.  All the low-voltage 
transistors are implemented inside the protection zone isolated from the substrate. Figure 2.7 
shows a HV-CMOS MAPS model. For a p-type substrate, all low-voltage transistors are placed 
in a single low-doped deep n-well. The PMOS and NMOS transistors are respectively placed in 
n-type and p-type well implemented inside the deep n-well. This special structure allows the n-
well to be biased with high voltages with respect to the p-type substrate, while all the circuit 
components inside the n-well only see low voltages between electrodes featuring the use of 
standard small-size transistors [37]. The interface between the deep n-well and the p-type 
substrate forms a p-n junction to detect generated charges under irradiation. The high voltage 
biasing significantly enlarges the depleted region which can be one order of magnitude larger 
than of a typical p-n junction detector in standard low-voltage CMOS technology [37]. The charge 
collection, therefore, mainly occurs based on the drift mechanism which significantly improves 
the CCE as well as response time. Since all of the complex CMOS processing circuits can be 
implemented inside the n-well, the fill-factor of the detector is almost 100% [37].  The prototype 
detectors implemented in the Austria Mikro Systeme (AMS) foundry using 0.35 and 0.18 nm HV 
CMOS technology gives very optimistic results [43]. 
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Monolithic active pixel sensor (MAPS) will be extensively considered in this work, with 
respect to preparations for the HL-LHC upgrade at CERN. Simulations of the sensor charge 
collection properties as well as of radiation damage will be presented in Chapter 4 and 5. 
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Chapter 3 
Technology Computer Aided Design 
(TCAD) simulation setup and models 
This chapter discusses methods, principles and physics adapted by Synopsys TCAD to 
simulate a semiconductor device. A complete simulation flow, including device structure creation, 
meshing setup and electrical properties extraction, is presented. A method to simulate a radiation 
incident event with an irradiated particle is also described in this chapter, coupled with important 
physical models used in the simulation. Lastly, a radiation induced damage model is presented to 
study the degradation in the performance of a semiconductor sensor after exposing to certain 
radiation fluences. 
3.1. Simulation with Sentaurus TCAD 
Sentaurus TCAD is a set of applications that model the fabrication, operation and reliability 
of semiconductor devices. The electrical, optical and mechanical properties of a device can be 
predicted by combining and analysing important physics models, thereby allowing the exploration 
and optimization of devices. TCAD simulation has played a crucial role in the development and 
optimization of recent semiconductor technologies and devices since it has reduced both the 
development cost and time by up to 35 %, according to the International Technology Roadmap for 
Semiconductor (ITRS) [1]. In general, Sentaurus TCAD can be divided into two main categories, 
fabrication processes modelling and device modelling. The process simulation focuses on 
modelling fabrication steps such as deposition, etching, implantation, oxidation and thermal 
annealing. The device simulation is used to predict the electrical properties and performance of 
devices by analysing a suite of physical models describing carrier transports in materials. Device 
models range from simple drift diffusion described by Poisson’s and continuity equations, to more 
complex and computationally challenging models such as Schrodinger’s equation for quantum 
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mechanical effects, and Boltzmann transport equations. The choice of appropriate models depends 
on the problems and levels of detail required. The output of the process simulation, which 
realistically reflects microscopic information of the device structure, is usually used as an input 
for device simulation.  
 
Figure 3.1: Simulation flow of Sentaurus TCAD 
Figure 3.1 shows a typical flow of a Sentaurus TCAD simulation. The process simulation 
can be performed using either Sentaurus Process (SProcess) or Sentaurus Device Structure Editor 
(SDE) software. SProcess focuses more on the detail of fabrication steps while SDE is more 
suitable for complex structure devices due to its user-friendly interface. The device structure is 
then divided into many nodes (mesh) using Sentaurus Mesh (SMesh) for applying finite-element 
analysis. The desired computations are done for each node then combined to accurately reflect 
properties of the device such as distribution of electric field and electrostatic potential. Device 
simulation is performed using Sentaurus Device (SDevice). The simulation results are further 
extracted, processed and visualized using Sentaurus Visual (SVisual). 
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3.1.1. Finite-element analysis 
Finite-element method (FEM) is a popular numerical method for solving engineering 
problems. FEM is based on the subdivision of interested domains. The computations are performed 
at each node and then assembled together to model the entire device. FEM has several advantages 
such as accurate representation of complex geometry of a device, inclusion of dissimilar material 
properties, easy representation of the total solution and capture of local effects. In finite-element 
analysis (FEA) which adapts the FEM for analysing of give physical phenomena, the device is 
approximated by a 2D or 3D mesh of connected nodes, or regular grid. The mesh may have an 
irregular arrangement [2]. 
The simulation process begins with representing the state of the semiconductor device 
using a mesh of nodes. The fixed properties of the device itself are its basic geometry information 
and the doping profiles within the substrate. The state of the device at a certain moment can be 
described if the electrostatic potential, electron and hole concentrations are known. Other 
quantities such as electron, hole currents and electric field can be computed using these three 
quantities. During the simulation, the electrostatic potential, electron and hole concentrations are 
calculated for each node. The physical values of each node, i.e. electric field and current density, 
are related to surrounding nodes using an interpolation process. This provides a more generic and 
accurate visualization of those values [3], for instance, the electric field distribution within the 
device and the flow of electron and hole currents between electrodes. 
The semiconductor equations are applied for each node in the mesh, for instance, the 
Poisson’s equation 
∇ ∙ (𝜖𝑠∇𝜓 + 𝑃) = −𝑞(𝑝 − 𝑛 + 𝑁𝐷 − 𝑁𝐴) − 𝜌𝑡𝑟𝑎𝑝     (3.1) 
The carrier concentration terms n and p are simply given by their values at the node. 
However, the complex term ∇ ∙ (∇𝜓) is required to be solved as a spatial derivative. To deal with 
this, the perpendicular bisectors from each line connecting to the adjacent mesh points are 
constructed to form an interested volume, 𝑉𝑖𝑛𝑡𝑒𝑟𝑠𝑡𝑒𝑑, around the node [4]. The integration of ∇ ∙
(∇𝜓) is computed over 𝑉𝑖𝑛𝑡𝑒𝑟𝑠𝑡𝑒𝑑 and the result is normalized by the volume.  
1
𝑉𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡𝑒𝑑
∭ ∇ ∙ (∇𝜓)𝑑𝑉 =
1
𝑉𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡𝑒𝑑
∬ (∇𝜓) ∙ 𝒏𝑑𝑆
 
𝑆
 
𝑉𝑖𝑛𝑡𝑒𝑟𝑠𝑡𝑒𝑑
   (3.2) 
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where 𝑆 is the surface of the interested volume and 𝑛 is the normal vector to 𝑆. The linear 
interpolation can be used to find 𝜓 and ∇𝜓. The Poisson’s equation becomes 
𝜖𝑠
𝑉𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡𝑒𝑑
∑
𝐴𝑖𝑗
𝑑𝑖𝑗
(𝜓𝑖 − 𝜓𝑗) = 𝑞(𝑛𝑖 − 𝑝𝑖 + 𝑁𝑎(𝑖) − 𝑁𝑑(𝑗)𝑗    (3.3) 
where subscript i and j refers to the current analysing node and adjacent nodes, 𝐴𝑖𝑗 and 𝑑𝑖𝑗 are the 
face area of 𝑉𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡𝑒𝑑 and the distance between node i and j. The electron and hole continuity 
equations can be arranged in a similar way. 
In Synopsys TCAD, the system of equations and boundary conditions are solved using the 
Newton-Raphson method [5]. The problem can be expressed in the form 𝑔(𝑧) = 0, where z is a 
possible solution of the system of equations. If the gradient ∇𝑔𝑧=𝑧𝑛 is known with 𝑧𝑛 as the initial 
guess solution, then it is possible to generate a new solution that should be closer to the correct 
one. 
zn+1 = zn − λ
g(zn)
|(∇g)z=zn|
?̂?      (3.4) 
where 𝜆 < 1 and ?̂? is a unit vector of (∇𝑔)𝒛=𝒛𝒏. The iterative process is repeated until the error |𝑔| 
and the correction term are sufficiently small [6]. 
3.1.2. Computation mesh building with Sentaurus Mesh 
The network of nodes (mesh) which approximately reflects the structure of the device is 
set up using the Sentaurus Mesh (SMesh) software. The input to SMesh is a set of commands stored 
in text files which specify the device structure including dimensions, doping profiles within the 
device and spacing rules for nodes in the mesh. The density of nodes directly affects the accuracy 
of simulation results. If the solution of a physical value changes rapidly across a region containing 
very few nodes, the simulation result could be inaccurate. Overall, a high granularity of nodes is 
desired to ensure the correctness of simulation results. However, the denser the mesh is, the more 
equations need to be solved, leading to a significant increase in computational time and power. 
Due to the limitation of available computational power used for this work, a high mesh 
density was applied for critical regions where important physics likely occurs, especially in the 
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regions with high gradients of carrier densities or electric fields due to the incidence of a radiation 
particle. Very limited instructions/discussions are available on how dense a mesh should be to 
ensure the accuracy of the simulation. In this study, the device mesh was set up using a practical 
method which adjusts the mesh density based on trial and error basis. At first, a widely-spaced 
mesh was applied for the first simulation run. The second run was performed with a denser mesh. 
The result of these two runs were compared to determine the effect of mesh density on the accuracy 
of the simulation results. The optimising process was repeated until the changes in the simulation 
results are negligible or acceptable. 
 
Figure 3.2: Examples of 3D and 2D meshes generated by Sentaurus Mesh 
The mesh generator of SMesh applies triangle shaped elements for 2D device mesh grids 
and tetrahedra shaped elements for 3D device mesh grids as shown in Figure 3.2. The generation 
and employment of a mesh grid are based on the Delaunization algorithm which is based on the 
conforming Delaunay triangulation [7].  
3.1.3. Device characterization with Sentaurus Device 
The output of the SMesh is used by the Sentaurus Device (Sdevice) to perform simulation 
on electrical and optical characteristics of the device. The device simulation is based on Poisson’s 
equation and current continuity equations coupling with a list of relevant semiconductor physics 
  
38 
 
models. The simulation is controlled by a command file containing the details of physic models as 
well as conditions that need to be simulated.  
Overall, there are three basic modes of simulation in Sdevice. The most basic form of 
simulation simply applies boundary conditions, such as voltage or current at certain electrodes, 
and finds the solution for certain physical values of the device at steady state. The second form, 
the “quasi-stationary”, is used to simulate the changes of the boundary conditions. The stationary 
state of the device is solved first. Any change in boundary conditions, such as voltage at a certain 
electrode, is introduced to the system and the device is re-solved in a steady state. The process is 
repeated until the final state or condition is reached to describe behaviours of the simulated device 
under varying parameters or conditions. This type of simulation is used to predict the current-
voltage and capacitance-voltage of the device. The last type of simulation is the transient analysis 
which simulates the device behaviour over time. The incident with a radiation particle is performed 
using the transient mode, in which the number of electron-hole pairs (ehps) and the radiation 
induced current are described as a function of space and time. 
3.2. Important physical models  
3.2.1. Electrostatic Potential and Quasi-Fermi Potential  
The electrostatic potential distribution in the device is calculated by solving Poisson’s 
equation. The model also considers the effect of the charge density contributed by existing traps 
and fixed charges as shown in equation 3.5 
∇ ∙ (𝜖𝑠𝑖∇𝜓 + ?⃗?) = −𝑞(𝑝 − 𝑛 + 𝑁𝐷 − 𝑁𝐴) − 𝜌𝑡𝑟𝑎𝑝    (3.5) 
where ?⃗? is the ferroelectric polarization, 𝜖 is the permittivity of Si and 𝜌𝑡𝑟𝑎𝑝 is the charge density 
of traps and fixed charges. 𝑛, 𝑝, 𝑁𝐷 and 𝑁𝐴 are electron, hole densities, ionised donor and ionised 
acceptor concentrations. 
The quasi-fermi potential then calculates from the electron and hole densities and vice 
versa. The Boltzmann statistics are used if carrier density of the device less than 1019 cm-3. For 
devices that has the carrier density larger than 1019 cm-3, the Fermi-Dirac statistics are more 
accurate [7]. 
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An initial guess for the electrostatic potential and quasi-Fermi potentials are determined by 
dividing the device structure into many doping well regions, which consist of connected 
semiconductor elements bounded by non-semiconductor or vacuum. A well should be connected 
only to a contact or has no contact. The quasi-Fermi potential of the majority carriers in the wells 
with contacts, is set to the voltage on the contact associated with the well. More discussion on the 
model can be referred in Appendix A1. 
3.2.2. Carrier transport  
The main carrier transport model used for this work is based on the drift-diffusion model 
and the current continuities [7] 
∇ ∙ 𝐽𝑛 = 𝑞𝑅𝑛𝑒𝑡,𝑛 + 𝑞
𝛿𝑛
𝛿𝑡
;  −∇ ∙ 𝐽𝑝 = 𝑞𝑅𝑛𝑒𝑡,𝑝 + 𝑞
𝛿𝑝
𝛿𝑡
    (3.6) 
𝐽𝑛 = 𝜇𝑛(𝑛∇𝐸𝐶 − 1.5𝑛𝑘𝑇∇𝑙𝑛𝑚𝑛) + 𝐷𝑛(∇𝑛 − 𝑛∇𝑙𝑛𝛾𝑛)   (3.7) 
𝐽𝑝 = 𝜇𝑝(𝑝∇𝐸𝑉 + 1.5𝑝𝑘𝑇∇𝑙𝑛𝑚𝑝) − 𝐷𝑝(∇𝑝 − 𝑝∇𝑙𝑛𝛾𝑝)   (3.8) 
where 𝑅𝑛𝑒𝑡,𝑛/𝑝 is the net recombination rate of electron/hole, 𝐽𝑛,𝑝 is the electron/hole current 
density and n/p is the electron/hole density. 
  The first term of the drift-diffusion considers the contribution due to the spatial variations 
of the electrostatic potential, the electron affinity and the band gap. The remaining terms are due 
to the gradient of the concentration and the variation of the effective masses 𝑚𝑛 and 𝑚𝑝. The 
diffusivities 𝐷𝑛 and 𝐷𝑝 are given through the mobilities of the Einstein relation  𝐷𝑛/𝑝 = 𝑘𝑇𝜇𝑛/𝑝. 
The contact current is computed by integrating the current density over the surface of the doping 
well associated with the contact as well as the charge generation rate over the volume of the doping 
well. 
3.2.3. Mobilities 
The carrier mobilities models used in this work are based on a modular approach. It is 
comprised of many specific models which describe the carrier mobilities as a function of certain 
quantities, such as temperature and doping concentration. The general model is combined using 
the Matthiessen’s rule [8] shown in equation 3.9 
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1
𝜇
=
1
𝜇1 
+
1
𝜇2
+ ⋯ +
1
𝜇𝑛
     (3.9) 
where 𝜇1, 𝜇2, … , 𝜇𝑛 are the different mobility contributions. 
The carrier mobility model consists of three different models. The first model describes the 
degradation of the carrier mobilities due to the scattering under the influence of impurity charged 
ions. The model was proposed by University of Bologna [9]. The model was developed for an 
extended temperature range from 25oC to 973oC [9, 10]. Attractive and repulsive scattering are 
separately accounted for, which lead to a function of both donor and acceptor concentrations. It 
ensures a continuity at the junctions where the impurity concentrations are a continuous function. 
The introduction of temperature dependent parameters improves the prediction the temperature 
dependence of carrier mobility in a wider range. 
The second model of mobility describes the saturation of the carriers under high electric 
field. The high-field saturation is implemented using Canali’s model [11]. 
The third mobility model describes the degradation of the carriers’ mobilities travelling 
near the substrate surfaces/interfaces. At the regions close to the surface, especially in the channel 
region of a MOSFET, carriers usually interact with the semiconductor-insulator interface under 
the effect of high transverse electric field forces. They are subjected to scattering by acoustic 
surface phonons and surface roughness. 
More detail about these models can be found in the Appendix A3. 
3.2.4. Generation and Recombination 
The main model for carrier generation and recombination used for this simulation work is 
based on the famous Shockley-Read-Hall recombination model [12]. The charge carrier 
recombination via deep level defects in the bandgap is described as in equation 3.10 [7] 
𝑅𝑛𝑒𝑡
 =
𝑛𝑝−𝑛𝑖
2
𝜏𝑝(𝑛+𝑛𝑖𝑒
𝐸𝑡𝑟𝑎𝑝
𝑘𝑇 )+𝜏𝑛(𝑝+𝑝𝑖𝑒
−𝐸𝑡𝑟𝑎𝑝
𝑘𝑇 )
      (3.10) 
where 𝑛, 𝑝 𝑎𝑛𝑑 𝑛𝑖 are electron, hole and intrinsic carrier concentrations of Si. 
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The 𝐸𝑡𝑟𝑎𝑝 is a defect level in the bandgap and 𝜏𝑛/𝑝 is the electron/hole lifetime which is 
described as a function of doping concentration, electric field and temperature.  
The model also considers the avalanche generation. If an electron/hole in the 
conduction/valance band gains enough energy under the effect of the external electric fields, it can 
generate an electron-hole pair by colliding with an electron in the valence band and exciting it to 
the conduction band. The process is called impact ionisation. Under high electric field, the 
secondary electron/hole could be accelerated and continue to generate another electron-hole pair, 
thus resulting in charge multiplication, called avalanche generation. In order to produce an ehp by 
avalanche generation, it requires a certain threshold for an applied external electric field and a wide 
space charge region for carrier acceleration. If the width of the space charge region is greater than 
the mean free path between two ionising impacts, charge multiplication can occur. The generation 
due to impact ionisation avalanche can be expressed as  
𝐺𝐼𝐼 = 𝛼𝑛𝑛𝑣𝑛 + 𝛼𝑝𝑝𝑣𝑝      (3.11) 
where 𝛼 is the ionisation coefficient which is the reciprocal of the carrier mean free path. 
More detail of these models can be referred in the Appendix A4. 
3.3. Simulation setup for an incident with a radiated 
particle 
The interaction between a radiated particle and a sensor is simulated by creating a suitable 
number of ehps along the trajectory path of the particle. The density and distribution of the 
generated ehps depend on the amount of energy transferred to the Si crystal when the particle 
penetrates through the sensor, as well as its total energy. Equation 3.12 [3] describes the density 
of ehps 𝐺(𝑙, 𝑤, 𝑡) in pairs/cm3 generated during the incidence of a particle with respect to space 
and time 
𝐺(𝑙, 𝑤, 𝑡) = 𝐺𝐿𝐸𝑇(𝑙)𝑅(𝑤, 𝑙)𝑇(𝑡)     (3.12) 
where 𝐺𝐿𝐸𝑇(𝑙) is the linear energy transfer generation density as a function of the length 𝑙. 𝑅(𝑤, 𝑙) 
and 𝑇(𝑡) are functions that define the spatial and temporal variation of the generation rate. 𝑙  and 
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𝑤 are the trajectory length and radius of the affected area along and perpendicular to the penetrated 
path as depicted in Figure 3.3. The spatial variation 𝑅(𝑤, 𝑙) is defined as an exponential function, 
equation 3.13 [3] 
𝑅(𝑤, 𝑙) = exp (
𝑤
−𝑤𝑡(𝑙)
)                                               (3.13) 
where 𝑤𝑡  is a characteristic distance and it is a function of length 𝑙. The time variation 𝑇(𝑡) has a 
form of the Gaussian function as described in equation 3.14 
𝑇(𝑡) =
2𝑒
−
𝑡−𝑡0
√2∙𝑠ℎ𝑖
√2∙𝑠ℎ𝑖√𝜋(1+𝑒𝑟𝑓 (
𝑡0
√2∙𝑠ℎ𝑖
) )
               (3.14) 
where 𝑡0 is the moment of the incident particle, 𝑠ℎ𝑖 = 2×10
12 is a characteristic of the time variation 
𝑇(𝑡) [3] 
 
Figure 3.3: Illustration of charge generation in the Sentaurus TCAD radiation model [3] 
Although the model is generic, it is sufficient to accurately describe the interaction of a 
semiconductor with any particle if the distribution characteristics of the generated ehps are known. 
The stopping range and distribution of generated ehps can be predicted and simulated using Monte-
Carlos simulation provided by SRIM [13]. Located in the inner layer of the detector system, the 
pixel detector usually encounters MIPs which are relativistic particles with very high energy. Most 
of the time, they can penetrate through the whole depth of semiconductor detector with very little 
scattering effect. It generates relatively small number of ehps during the interaction. A MIP 
generates approximately 86 ehps/µm when interacting with a silicon detector [14]. The number of 
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ehps generated in a 300 𝜇𝑚 thick silicon detector when interacting with a MIP is approximately 
24000 ~ 28000 ehps [14]. The generated charges almost uniformly distribute as a cylindrical tube 
region along the penetrating path of a particle. The fluctuation in the density of generated ehps is 
described using the Landau distribution, a well-known distribution function for describing the 
fluctuation of energy loss due to ionisation of a charged particle in a thin layer of matter [15, 16]. 
The sensor thickness is divided into many thin layers (1 µm/layer) and the density of generated 
ehps for each layer is randomly sampled from the Landau distribution.  
The generation of ehps is assumed to be uniform within an effective volume, 𝑣 = 2𝜋𝑤ℎ, 
where 𝑤 and ℎ are the effective radius and thickness of each layer along the penetrating track of 
the particle. The conversion between the actual number and density of the generated ehps 𝐷𝑛 is 
calculated using equation 3.15: 
𝑇𝑜𝑡𝑎𝑙 𝑛𝑜 𝑒ℎ𝑝𝑠 = ∑ 𝐷𝑛 × 2𝜋𝑤ℎ
100
𝑛=0                (3.15) 
3.4. Radiation damage in silicon detectors 
 Radiation-induced detector bulk damage is one of the main limiting factors for the use of 
silicon detectors in the intense radiation field near the interaction point in high energy physics 
experiments. In recent years, much efforts have been devoted to studying the effects of radiation 
on silicon detectors (investigation their radiation hardness), under different particle types, 
especially with the aim to keep up the continuous increase of accelerator energy and efficiency. 
Extensive investigations have been performed by the CERN-RD48 collaborations [17] by 
irradiating detectors, test structures and raw materials with charged hadrons (pions and protons) 
and neutrons. Future high luminosity colliders, such as the upgrade of the LHC to a ten times 
higher luminosity, will push the requirement up to a fluence of 1.5×1016 neq/cm
2 of 1MeV neutron 
equivalent [18]. Considering the expected total fluences of fast hadrons, the detector must be 
capable to operate in radiation hard environment and able to provide effective detection within the 
limits of acceptable signal and noise levels [18, 19]. The new CERN-RD50 collaboration was 
founded in 2002 in order to search for a more radiation-hard material that could meet this new 
requirement [20]. 
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 The radiation induced damage can be divided into bulk and surface defects. The bulk 
defects are mainly caused by the displacement of crystal atoms due to the interaction with 
irradiated particles. The surface defects govern all effects covering dielectrics and interface 
regions. At relatively high fluence, bulk damages have significant effects on the characteristic of 
the sensor including the increase in the leakage current, the variation of the space charge region 
which can directly expand the full depletion voltage and the increase in the density of charge 
trapping. 
 The interaction of high energetic particles (hadrons, leptons, photons) with the silicon 
crystal results the formation of point defects and clusters of defects. It is caused primarily by 
displacing a Primary Knock on Atom (PKA) out of its lattice site, resulting in a silicon interstitial 
and a vacancy left by the displaced atom (the interstitial-vacancy pair is known as a Frenkel pair). 
Both can migrate through the lattice and may finally form point defects with impurity atoms being 
resident in the silicon. The threshold energy for the primary atom to be displaced is Ed = 25 eV 
[21]. However, if the energies of the ejected atoms are above 5 keV, along the path it will create 
disordered regions (also called defect clusters) at the end of the primary PKA track, as displayed 
in Figure 3.4. The threshold energy for the production of clusters is approximately 5 keV [21]. 
The relationship between the maximum energy 𝐸𝑅,𝑚𝑎𝑥, transferred by a particle of mass 
𝑚𝑝, and the kinetic energy 𝐸𝑝 of the recoil atom can be calculated in the non-relativistic approach 
by elastic scattering [21] as shown in equation 3.16 
𝐸𝑅,𝑚𝑎𝑥 = 4𝐸𝑃
𝑚𝑃𝑚𝑆𝑖
(𝑚𝑃+𝑚𝑆𝑖)
2     (3.16) 
For example, an electron needs to have kinetic energy of about 255 keV to produce a 
Frenkel pair and more than 8 MeV to produce a cluster [21]. Both point defects and clusters can 
have severe effects on the detector performance, depending on their concentration, energy level 
and the respective electron and hole capture cross-sections. Defects with deep energy levels in the 
middle of the bandgap can act as recombination/generation centres leading to an increase of the 
reverse leakage current [22]. The removal of dopants by the formation of complex defects as well 
as the generation of charged centres changes the effective doping concentration and the voltage 
needed to fully deplete the detector thickness [23]. Finally, such defects could also act as trapping 
centres affecting the charge collection efficiency [24] (for details see Section 5.3). 
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Figure 3.4: Monte Carlo simulation of a recoil-atom track with a primary energy of 50 keV [25] 
TCAD Synopsys simulates bulk radiation damage by directly modelling the dynamics of 
radiation-induced traps [7]. It is necessary to select a set of traps which can produce correct 
behaviours and are reasonably consistent with direct experimental measurements of trap types and 
concentrations. The radiation model used in this work is based on the model proposed by 
University of Perugia [25-27]. The trapping model was developed by selecting traps based on 
direct measurements of trap properties using suitable techniques, such as Deep Level Transient 
Spectroscopy (DLTS) and Thermally Stimulated Current (TSC) [17, 28-30]. They were then 
calibrated to have a better match to the macroscopic damage observed in the detector. The model 
has shown a good match with the experimental results reported in [25] 
Table 3.1 and Table 3.2 are the radiation damage model data for n-type and p-type silicon 
detector [31-34]. The models comprise two acceptors and one donor levels. 
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Table 3.1: The radiation damage model for p-type silicon [26, 31, 32] 
Energy 
level (𝒆𝑽) 
Type Cross section of 
electron 𝝈𝒏 (𝒄𝒎
𝟐) 
Cross section of 
holes 𝝈𝒉 (𝒄𝒎
𝟐) 
Introduction 
rate 
𝜼 (𝒄𝒎−𝟏) 
𝑬𝒄 − 𝟎. 𝟒𝟐 𝑉𝑉(−/0) 2 × 10
−15 2 × 10−14 1.613 
𝑬𝒄 − 𝟎. 𝟒𝟔 𝑉𝑉𝑉(−/0) 5 × 10
−15 5 × 10−14 0.9 
𝑬𝒗 + 𝟎. 𝟑𝟔 𝐶𝑖𝑂𝑖 2.5 × 10
−14 2.5 × 10−15 0.9 
 
Table 3.2: The radiation model for n-type silicon [14, 33, 34] 
Energy 
level (𝒆𝑽) 
Type Cross section of 
electron 𝝈𝒏 (𝒄𝒎
𝟐) 
Cross section of 
holes 𝝈𝒉 (𝒄𝒎
𝟐) 
Introduction 
rate 
𝜼 (𝒄𝒎−𝟏) 
𝑬𝒄 − 𝟎. 𝟒𝟐 𝑉𝑉(−/0) 2 × 10
−15 2 × 10−14 13 
𝑬𝒄 − 𝟎. 𝟓𝟎 𝑉𝑉𝑂 5 × 10
−15 5 × 10−14 0.08 
𝑬𝒗 + 𝟎. 𝟑𝟔 𝐶𝑖𝑂𝑖 2.5 × 10
−18 2.5 × 10−15 1.1 
 
The deep acceptor levels located near the middle of the bandgap play an important role in 
determining the macroscopic behaviours of radiation damage and the effects on the value of the 
full depletion voltage and the leakage current density. The inclusion of donor levels is essential for 
modelling the reduction in charge collection efficiency due to the electron trapping. The deep 
acceptor levels are commonly attributed to divacancy related defects with energies in the range of 
𝐸𝑐 − 0.42 and 𝐸𝑐 − 0.5 eV as reported in [26, 31, 32]. The acceptor levels for p-type silicon were 
reported attributing to divacancy and multi-vacancy complexes and located at 𝐸𝑐 − 0.42 𝑒𝑉 and 
𝐸𝑐 − 0.46 𝑒𝑉 [14, 33, 34], as illustrated in Figure 3.5. 
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Figure 3.5: Three-level damage model for p-type Si [26, 31, 32] 
3.5. Conclusion 
 This chapter has discussed the basic principles employed to perform numerical simulations 
for silicon detectors. The simulation has been performed using the Synopsis Sentaurus TCAD 
package. A complete simulation flow, including device structure creation, elements meshing 
strategy and electrical characteristic extraction was discussed. Important physical models to ensure 
the accuracy of the radiation simulation were also mentioned. Methods to simulate radiation 
incidences with an irradiated particle was also presented. The performance degradation of silicon 
detectors after exposing to certain radiation fluences was investigated and models to study 
radiation induced damage effects were proposed. 
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Chapter 4 
Simulation of a Single HV-CMOS 
Monolithic Active Pixel Sensor 
This chapter presents the Technology Computer Aided Design (TCAD) model developed 
in this work for a Monolithic Active Pixel Sensor (MAPS) using High Voltage CMOS (HV-
CMOS) technology. The model of the sensor includes both the active region and the on-pixel 
readout circuit. The model has been used to determine the electrical characteristics and 
performance of the designed HV-CMOS MAPS as a function of i) the dimensions of the device, 
ii) the levels of doping concentration in the structural layers and iii) the bias conditions for 
operation. The response of the sensor to the incidence of a Minimum Ionising Particle (MIP) has 
also included in the discussion of model’s performance. 
4.1. Introduction 
As one of the most promising candidates for the future upgrade of the ATLAS detector 
as part of High Luminosity Large Hadron Collider program (HL-LHC), the HV-CMOS MAPS 
has been reported to reduce power consumption while enhancing the Charge Collection 
Efficiency (CCE), the response rate and sensitivity and maintaining a fill factor approaching 
100% through the use of a HV-CMOS technology [1, 2]. Several prototypes of this type of sensor 
have been fabricated and tested using the 0.35 and 0.18 µm HV-CMOS process at the Austria 
Mikro Systeme (AMS) foundry with promising results [3, 4]. However, the examination of the 
characteristics of the HV-CMOS MAPS has been limited to experimental studies. 
 This chapter presents development of the first TCAD model of a HV-CMOS MAPS with 
an on-pixel readout amplifier. Two types of readout circuits are examined, a source follower 
amplifier and an integrated charge amplifier. The complete TCAD model has been used to predict 
the electrical properties of the sensor and the effect of interaction with a MIP. The performance 
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of two alternate designs of amplifier is examined as a function of the operating parameters. The 
model has enabled a determination of the characteristic outputs of the device. 
4.2. A Pixel Structure  
Figure 4.1 shows a section of a MAPS sensor based on HV-CMOS technology 
incorporating an on-pixel readout circuit and a source follower amplifier [5] used in the TCAD 
model. A monolithic pixel sensor can be divided into two main parts, the active region for 
collecting generated charges due to the interaction with radiated particles, and the pre-amplifier 
readout electronics system. The active region is usually required to be depleted of the mobile 
charges so that electron-hole pairs (ehps) generated in the region, almost immediately drift to the 
nearest electrodes [6]. Other charges generated outside the active region are only collected if they 
are able to diffuse into the edge of the region, thus requiring longer collection time. They can also 
be lost while diffusing in the crystal due to trapping and/or recombination mechanism [7]. The 
active region of a pixel can be created by making a p-n diode structure in reversed bias to further 
extend the space charge region (depletion region). In this model, the active region is the space 
charge around the n-well and the low resistivity p-type substrate. Under high voltage bias, the 
depletion is further extended into the p-type substrate until it is fully depleted through the whole 
volume of the pixel [8, 9]. Since the charge collection mechanism is mainly due to the drift motion 
of charges in high electric field, it provides a higher CCE ratio and optimum response during the 
collection of generated charges [5]. The second part of a MAPS is the on-pixel pre-
amplifier/readout electronic to collect and amplifier the signal collected at electrodes [10]. An 
essential feature in the design of the HV-CMOS MAPS has been the introduction of the deep n-
type region (deep n-well). The depletion region provides the active region to effectively collect the 
generated ehps due to interactions of the irradiated particles in the Si crystal. The deep n-well also 
provides the floating region of electrical potential which allows the monolithic implementation for 
the on-pixel readout electronics using standard low voltage CMOS technology. Located inside the 
deep n-well, the transistors have been isolated from the influence of high voltage bias and 
experienced only relatively low voltage potential between their electrodes. The p-channel 
MOSFETs (PMOS) can be fabricated directly in the deep n-well while a shallow p-well was 
required for n-channel MOSFETs (NMOS) [1, 2, 11]. 
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Figure 4.1: A schematic illustration of the TCAD modelling HV-CMOS MAPS device for this work. 
4.3. Device creation  
4.3.1. A single pixel sensor  
Figure 4.2 shows a 3D model of the HV-CMOS MAPS device implemented using 
Sentaurus TCAD. The pixel consists of a p-n diode by having a large and deep n-type region (n-
well) which was implanted into a high resistivity p-Si substrate. The resistivity of the substrate 
was set either at ρ = 200 or 1000 Ωcm Inside the n-well, three transistors, two NMOS transistors 
and a PMOS transistor, were placed next to the charged collection pad. A shallow p-well was 
created inside the n-well since p-well was required for NMOS transistors.  
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Figure 4.2: A 3D model of the HV-CMOS MAPS structure 
Details of device model’s dimensions and materials implemented using TCAD are as follows: 
- Using TCAD, a pixel sensor was built on a p-type substrate of 30×30×30 µm3. The doping 
concentration was set at 8.8 × 1012 cm-3 (for ρ = 1000 Ωcm) or 1014 cm-3 (for ρ = 200 Ωcm). 
- To create a relatively deep n-region (deep n-well), an oxide layer was deposited on top of the 
wafer and followed by a lithography process and oxide etching to create a suitable mask for a 
phosphorus implantation. The thermal annealing process was then performed to activate the 
implanted atoms as well as to drive them further into the substrate. The peak concentration of 
the deep n-well was ~1016 cm-3 and the junction depth was at 10 µm. 
- A similar process was applied to form the shallow p-well on the deep n-well region. The peak 
concentration of the p-well was ~1017 cm-3 and the junction depth was at 4 µm. 
- Transistor devices were then created. A detailed description of the process is described in 
section 4.3.2. 
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- The device processing was finished with Aluminium deposition for device electrodes. The 
deposition was done by carrying out a standard lithography process to create a suitable mask 
on top of the substrate and followed by an etching process to remove unnecessary parts of the 
Aluminium layer.  
The device dimensions and doping levels are summarized in Table 4.1. These values were 
chosen as typical of HV-MAPS devices in reported for experimental studies [8, 12]. 
Table 4.1: Dimensions and doping concentration of layers used in simulation of the model of HV-CMOS 
MAPS 
Region Dimensions (µm) Doping Concentration (cm-3) 
High resistivity p-Si 
substrate 
30×30×300 ~ 1013 (ρ = 1000 Ωcm) 
 ~ 1014 (ρ = 200 Ωcm) 
Deep n-well layer 24×24×10 ~ 1016  
Shallow p-well layer 4×4×4 ~ 1017 
N+, P+ diffusion  ~ 1019 
MOSFET gate oxide layer 0.35×10×0.04  
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Figure 4.3: (a) Cross-section showing the doping concentrations of the modelled HV-CMOS MAPS 
comprising a p-Si layer on a Si bulk substrate (b) the on-pixel readout circuitry (2 NMOS transistors and 
1 PMOS transistor to form a source-follower amplifier) was placed on the deep n-well and the NMOS 
transistor with a gate length of 0.35 µm was located on the shallow p-well. 
4.3.2. Transistor devices for on-pixel readout circuit 
The element units to implement an on-pixel amplifier/readout electronics are NMOS and 
PMOS transistors. The transistor models were created by modelling a sequence of fabrication 
steps, such as etching, deposition, ion implantation, thermal annealing and oxidation, using 
Sentaurus Process [13]. The simulation process followed the HV-35 process, 0.35 µm HV-CMOS 
technology, of the AMS foundry. 
The development of the proposed CMOS device began with the formation of a p-well (for 
n-substrate). Here a <100> n-Si was used as the substrate. Several fabrication steps were performed 
[14, 15]: 
  
57 
 
• The n-substrate was first covered with a thick oxide layer by an oxidation process. 
Forming active areas with the oxide layer having suitable thickness, acts as a protector 
when doing ion implantation process. The oxide was grown by dry thermal oxidation. 
The temperature was ramped up from 750 oC to 930 oC in 20 minutes and then kept at 
930 oC for 60 minutes in a flow of N2 gas. O2 was introduced at pressure of 1 atm before 
the temperature was ramped back to 750 oC in 80 minutes. The process resulted in a 
layer of 160 Å SiO2. 
• A p-well was fabricated by multiple Boron implantations with dose rates of 1.2×1013, 
9×1012 and 5×1012 atoms/cm2 at energy of 175, 95 and 60 keV, respectively. The wafer 
was tilted at an angle of 7o off-normal to prevent channeling effects during the 
implantation process. The implantation created a p-well region which has a peak 
concentration of 5.6×1017 atoms/cm3 (at ~ 0.3 µm into the substrate) and a junction 
depth of 1 µm (as can be seen from Figure 4.4) 
 
 
Figure 4.4 : The simulation resuls for the net active concentration of boron implantation profile 
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• Annealing process was then undertaken in TCAD to activate the implanted atoms and 
drive them further into the Si wafer. The temperature was ramped from 710 oC to 820 
oC in 12 minutes and kept at 820 oC for 30 minutes then ramped back to 710 oC within 
40 minutes. 
 
Figure 4.5: The simulation results of the net active concentration after annealing process 
• After the implantation, the protective oxide was stripped off and another thin layer of 
SiO2 was grown. The new oxide layer was used as a gate oxide. The gate oxide was 
grown using dry thermal oxidation. An oxide layer of 40 Å thick was grown by ramping 
temperature from 710 oC to 840 oC for 22 minutes under 7N2:0.25O2 gas flow. It then 
was kept at 840 oC for 35 minutes under O2 flow only and ramped back to 710 
oC within 
70 minutes under N2 flow only. 
• A 250 nm Poly Si was deposited as the gate electrode using low pressure chemical 
vapor deposition (LPCVD). A 40 nm layer of Si3N4 was deposited on top of the poly. 
To remove unnecessary nitride and poly Si, a 1500 nm layer of positive photoresist was 
deposited. A suitable mask was used to develop photoresist in selected regions for gate 
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etching process. The unnecessary Si3N4 and poly Si were etched, and the remaining 
photoresist was stripped.  
 
Figure 4.6: Illustration of poly Si etching process 
• A thin layer of SiO2 was grown to reduce stresses on the deposited poly layer for source 
and drain contacts. The oxidation process was done by ramping up the temperature 
from 710 oC to 910 oC within 25 minutes then stayed at 910 oC for 9 minutes. The O2 
flow was introduced in the next 12 minutes. After the gas flow was cut off, the 
temperature was further kept at 910 oC for 9 minutes before ramping back to 720 oC 
within 75 minutes. The process resulted a 100 Å oxide layer on the poly Si.  
• A low energy arsenic implant was performed to form an n-channel and low doped drain 
extensions (LDD). The presence of the polysilicon gate inherently leads to the self-
alignment of this doping with respect to the gate. The LDD suppresses hot carrier 
injection into the gate and reduces short-channel effects in the NMOS [14]. The arsenic 
was implanted at an energy level of 50 keV and dose rate of 1015 cm-2.  The sequence 
was followed by a deep boron pocket/halo implant. The purpose of the implantation is 
to prevent punch-through in the NMOS [14]. The n-halo implantation was done through 
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four steps of boron implantation at low energy of 32 keV and dose rate of 1012 
atoms/cm2. The wafer was tilted at 30o and was in turn rotated by 0o, 90o, 180o and 270o 
for effectively LLD [13, 14]. A quick annealing was done to activate and drive dopant 
atoms deeper into the substrate.  
 
Figure 4.7:  The simulation results for the net active concentration after performing low doped drain 
extension and quick annealing processes. 
• The gate sidewall spacer was formed by depositing a 145 nm SiO2 layer followed by 
suitable subsequent oxide etchings, shown in Figure 4.8. The spacer was used as a mask 
to perform source/drain implantation as well as for silicide formation process [14]. 
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Figure 4.8: The illustration of the gate sidewall spacer formation with the spacer oxide grown (a) and etch 
(b). (c) The source/drain doping was performed using the spacer oxide to protect LDD extension.  
 
Figure 4.9: The simulation of net active concentration after performing Source/Drain doping followed by 
the annealing process 
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• The final step of the process was performing source/drain implantation. A suitable 2500 
nm thick layer of photoresist was deposited and developed to protect the gate area 
during an arsenic implantation. The implantation was done at energy of 45 keV with 
dose rate of 5×1015 cm-2. The remaining photoresist was stripped, and the device was 
annealed at 960 oC for 10 minutes to activate dopant atoms as well as to repair damage 
introduced by the implant process.  
The complete simulation processes for fabrication, are summarized in Figure 4.10. Figure 4.11 
shows the complete process of the NMOS transistor. 
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Figure 4.10: Detail steps of the NMOS transistor fabrication process simulation using Sentaurus Sprocess. The process comprises of (1) sacrificial 
oxide (SAC) growth to suppress ion channeling and ion bombardment damage, (2) N-Well implantation, (3) N-well annealing, (4) SAC etching, (5) 
Gate oxide growth, (6) poly Si deposition, (7) Nitride deposition, (8) poly Si etching for gate formation, (9) gate reoxidation, (10) Low doped drain 
extension (LDD) implantation, (11) LLD annealing, (12) Spacer oxide growth, (13) Spacer oxide etching, (14) Source/Drain doping and (15) 
Source/Drain annealing. 
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Figure 4.11: The complete process model of the NMOS transistor 
4.3.3. Meshing 
In order to ensure the accuracy of simulation results, it is crucial to have an optimization 
process for the mesh setup [16]. High granularity meshes are required for the important regions of 
the device, including the junction region around the deep n-well and p-type substrate, the junction 
region around the shallow p-well and the deep n-well, the region underneath the electrode contact. 
It was also necessary to have high density of meshes along the transistor channels and the trajectory 
track of an irradiated particle. Figure 4.10 shows the meshing setup employed for the model. The 
global mesh was first applied for the whole device, then it was adjusted to have a higher density 
which was practically suitable for each important region in the device. The detail meshing setup 
for the whole device is summarized in Table 4.2.  
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Table 4.2: Detail element sizes of the meshing setup for the HV-CMOS MAPS model.  
Region name Maximum mesh node (µm3) Minimum mesh node (µm3) 
Global  1.5×1.5×15 0.75×0.75×7.5 
Deep n-well 1×1×0.5 0.5×0.5×0.25 
Shallow p-well 0.5×0.5×0.05 0.1×0.1×0.025 
MOS transistor 0.05×0.05×0.01 0.01×0.01×0.005 
Transistor channel 0.01×0.01×0.005 0.005×0.005×0.0025 
 
 
 
Figure 4.12: Meshing setup for a HV-CMOS MAPS model 
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4.4. Simulation setup for radiation  
 The radiation simulation comprised of two stages, a bias stage and a radiation stage. In the 
first stage, a strong reverse bias was applied to the substrate to maximize the depleted layer which 
acted as a sensitive region for charge collection. All the transistors were operated at a standard 5 
V. The source follower amplifier was formed by connecting on-pixel transistors togethers. The 
source follower amplifier was chosen due to its simplicity but be able to perform high current and 
power gain. It also has relatively high input impedance to the sensing part of the detector and low 
output impedance [17]. 
 Figure 4.13 shows a schematic of the source follower amplifier readout composed using 
three transistors, two NMOS and one PMOS transistors. The PMOS transistor was used as a switch 
for resetting (or recharging) the potential of the sensor. The NMOS1 was used as a source follower 
buffer amplifier and NMOS2 acted as a pixel selection switch used by the controller module to 
collect signal from the pixel amplifier. The operation of the pixel sensor initially consisted of 
charging the detector diode by switching the PMOS transistor on for a short duration. The second 
stage (a radiation stage) was used to capture the discharge of the detector caused by the interaction 
with the radiation particle. The incidence of a radiation particle can be detected based on the 
reduction of the sensor potential which is directly proportional to the amount of collected ehps 
generated during the event. The output voltage, Vout, of a pixel was in turn collected via the 
NMOS2 transistor controlled by the selecting signal Vsel. A SPICE resistor model RLOAD (10 
kΩ) was added to the circuit to effectively readout the value of Vout. The radiation simulation was 
performed based on the previous bias condition under transient analysis with respect to time. The 
interaction between a radiation particle and the sensor was simulated by creating a suitable number 
of ehps along the trajectory path of the particle. The model for the generation of ehps was discussed 
in section 3.3. 
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Figure 4.13: Circuit diagram of the single pixel sensor with the source follower amplifier readout circuitry 
Since the sensor pixel is typically used in the innermost layer of the detector system near 
to the collision point, this study has focused on investigating the response of the sensor using MIPs 
with high energy so that they could penetrate through the sensor thickness with negligible 
scattering effect. The interaction of MIPs with 300 µm Si substrate has been reported to generate 
24000 ~ 28000 ehps [18, 19]. The direction of the particle was set as perpendicular to the sensor 
surface with a direction vector of (0, 1, 0). The incident location (15, 0, 5) of the particle was at 
the centre point of the top surface of the sensor. Figure 4.14 (a) shows the ehps generation density 
along the trajectory track. The sensor thickness was divided into many thin layers (1 µm/layer) 
and the density of generated ehps for each layer was sampled from the Landau distribution, a well-
known distribution function for describing the fluctuation of energy loss due to ionisation of a 
charged particle in a thin layer of matter [20, 21]. The Landau distribution was created in 
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MATLAB [22] based on mathematical description provided in [21]. The distribution had a mean 
value of 7.5 × 1013 ehps/cm3 as shown in Figure 4.14 (c). Figure 4.12 (b) shows the fluctuation of 
the density of generated ehps among thin layers of the sensors. The incident was set to happen at 
0.60 𝜇𝑠 of the simulated time span of 1.00 𝜇𝑠. The 𝑉𝑠𝑒𝑙 signal was triggered at 0.75 𝜇𝑠 for output 
measurement. 
 
Figure 4.14: (a) The generated charge density (ehps/cm3) along the penetrating track of the particle, (b) 
the fluctuation of the generated charged density following the Landau probability density function as 
described in (c). 
To further improve the accuracy of the simulation, other physical models were also 
included in the simulation. These included the Shockley-Read-Hall recombination model to 
describe the doping-dependence for carrier lifetime. In the Shockley-Read-Hall model, the 
mobility was modelled with doping dependence, high-field saturation and transverse field 
dependence [23]. The simulation also considered the effect of bandgap narrowing using the 
Slotboom model [23] to determine the intrinsic carrier concentration. All the simulations were 
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performed at a temperature of -10 oC (263 K) to match with the operating temperature of pixel 
detector layers at ATLAS [24]. Table 4.3 summaries the physics models included in the radiation 
detection simulation. 
Table 4.3: Detail element sizes of the meshing setup for the HV-CMOS MAPS model.  
Physical quantity Physical models 
Mobility 𝝁𝒆, 𝝁𝒉 Doping concentration dependent 
High Field Saturation 
Enormal 
Carrier generation/recombination  Modified doping concentration dependent 
Shockley-Read-Hall 
Effective Intrinsic Density  Slotboom  
Tunneling Band-to-band tunneling 
Trap assisted tunneling 
Oxide physics Fowler-Nordheim tunneling 
Interface charge accumulation 
Temperature Hydrodynamic model for lattice and carrier’s 
temperature  
 
4.5. Results 
4.5.1. Simulation of electrical properties in bias condition (stage 1)  
Figure 4.15 (a) shows the depth of the space charge region of the sensor under 120V reverse 
bias with a resistivity of the p-Si substrate of either 200 or 1000 Ωcm. Under strong reverse bias 
voltage, the space charge region was extended into both sides from the p-n junction, on the upper 
side into the deep n-well and on the lower side into the p-Si layer. A significant variation in the 
depth of depletion region was evident in the high resistivity p-Si layer side while there was very 
little change inside the deep n-well with change in resistivity from 200 Ωcm to 1000 Ωcm. At ρ = 
1000 Ωcm, the sensor was considered as fully depleted with the depth of the space charge region 
at ~ 80 𝜇𝑚 which fully occupied the high resistivity p-layer. In comparison, for ρ = 200 Ωcm, the 
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depth of the space charge region extended to only half of the thickness of the sensor at ~ 45 µm. 
Both these values of ρ resulted in a depletion region of sufficient thickness to isolate the electrical 
potential inside the deep n-well within which were located the low voltage transistors. Figure 4.15 
(b) shows the distribution of electric field density through the thickness of the sensor. The model 
shows that the electric field reached a maximum at the junction between the deep n-well and the 
p-Si substrate and reduced approximately linearly along the depth of the space charge region. In 
both plots in Figure 4.15 (b), the maximum in electric field was evident at ~ 10 µm depth at the 
junction. In Figure 4.15 (b), the decrease in electric field with depth had a steeper slope for ρ = 
200 Ωcm which decreased to zero at a shallower depth (53 µm) than for ρ = 1000 Ωcm for which 
a decrease to zero occurred at 82 µm.  
 
Figure 4.15:Variation in (a) depth of the space charge and (b) electric field density through the thickness 
of the sensor for a resistivity of 200 Ωcm and 1000 Ωcm in the p-Si layer at 120 V reverse bias  
Figure 4.16 shows the simulated contours of the electrostatic potential throughout the pixel 
sensor at a bias voltage of 120 V. In Figure 4.16(a), the potential increased almost linearly 
throughout the depletion region providing a strong potential difference between the opposite ends 
of the sensor. In comparison, Figure 4.16(b) shows that inside the deep n-well and shallow p-well, 
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the potentials were almost constant at 5 V and 0 V. This range provides a safe environment for the 
standard operation of the 5V MOS transistor. Figure 4.16(c) shows the isometric view of the 
equipotential in the pixel detector. 
 
Figure 4.16: Distribution of electrostatic potential (a) in a cross section of the detector, (b) a higher 
magnification view of the deep-n well and MOS transistor region and (c) isometric view of pixel detector 
region. 
Another important factor affecting the electrical properties of a detector is the leakage 
current. The leakage current is defined as the current flowing in the absence of external effects. 
The main source of the leakage current is due to the charge generation in the depletion region. 
Other sources include diffusion currents and surface generation [7, 25]. In general, a small leakage 
current is desirable since leakage current directly contributes to an increase in noise levels as well 
as limits the dynamic range of the input of the amplifier system [26]. High leakage current also 
leads to higher power dissipation and could cause the thermal runaway effect [27], where both the 
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temperature and current flowing in the system increase until the device is destroyed. Suitable 
cooling technologies might be required to remove the excess heat that is generated in the system 
[28]. For voltages below a full depletion condition, the amount of increased current is proportional 
to the square root of the bias voltage. At full depletion, when the space charge region nearly reaches 
the thickness of the sensor, the current increases significantly due to surface generation.  
 
Figure 4.17: The simulation results for the leakage currents of the HV-CMOS MAPS model versus bias 
voltages 
Figure 4.17 shows the leakage current of the HV-CMOS MAPS as a function of bias 
voltage. It could be seen that the pixel was fully depleted at -100 V ~ -150 V bias with the leakage 
current of 2 ~ 3 nA. After a full depletion, the leakage current increased gradually as the bias 
voltage increased until electrical breakdown occurred at around – 3500 V. As the breakdown point, 
the current increased linearly with the voltage until it eventually destroyed the device, a stage 
known as hard breakdown. 
4.5.2. Radiation simulation with source-follower readout (stage 2) 
Particle energy and traversing direction are two important factors for the detection of a 
radiated particle [28]. If the incident particle is completely stopped in the detector medium, the 
particle energy can be measured. But if the particle only traverses through the detector, it only 
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deposits a portion of its energy. Therefore, it is only possible to state whether a particle has passed 
(its direction). Since the pixel sensor is usually used in the inner most layer, which is only few ten 
centimetres from the beam collision point of the detector system, most of the interacting particles 
are relativistic, high energy particles. They usually traverse through the pixel detector layer and 
only induce a small number of charges. Therefore, the pixel sensor is only used for tracking the 
direction of a radiated particle. 
A MIP traversing a silicon layer of 300 µm thickness deposits 90 keV on average [28]. The 
required energy to produce an ehp is 3.6 eV at room temperature. Thus, the interaction with a MIP 
generates ~ 25000 ehps (4 fC) in the detector medium (85 ehps/µm) [18, 19, 29]. If the detector is 
fully depleted and all generated electrons and holes are drifting to collection electrodes with 
velocities 𝑣𝑑𝑟𝑖𝑓𝑡𝑁 and 𝑣𝑑𝑟𝑖𝑓𝑡𝑃, then the current influenced by a single charge carrier can be 
described by Ramo’s theory [30]: 
𝑖 = 𝑞0 (
𝑣𝑑𝑟𝑖𝑓𝑡𝑁,𝑃
𝑑
)      (4.1) 
The drift velocities 𝑉𝑑𝑟𝑖𝑓𝑡𝑁,𝑃 = 𝜇𝑁,𝑃 × 𝐸 where 𝜇𝑁,𝑃 is the charge mobility. 
Therefore, the total current induces in the collection electrode can be described as: 
𝐼 = ∫ 𝑞0 (
𝑣𝑑𝑟𝑖𝑓𝑡𝑁,𝑃
𝑑
)      (4.2) 
The incidence of a radiated particle induces a short pulse of current which is proportional 
to the overall generated charges in the depleted region of a detector. 
Figure 4.18 shows the waveform obtained from simulations of the incidence of a MIP using 
the settings summarised in Section 4.4. The readout sequence was performed by first resetting the 
potential of the sensor to Vdd = 5V by providing a control pulse signal, Vrst to the switch on the 
PMOS transistor for 0.2 µs. When Vrst had reverted to 5 V, the PMOS transistor was switched off 
in order to disconnect the sensor from Vdd. Due to the thick depletion layer, the sensor acted as a 
capacitor with the potential on one side remaining floating at ~ 5.7 V after releasing from Vdd. The 
modelling results show that the potential of the sensor tended to decrease slowly with time due to 
a small leakage current running through the p-n junction of the sensor under these conditions of 
high bias. The incidence of the particle was set to occur at t = 0.6 µs. The collection of the generated 
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charges has significantly increased the amount of current which flowed through the sensor. A 
discharge of some of the charge as a result of a MIP between two ends of the sensor has caused 
the potential of the sensor, Vn2, to reduce accordingly. The voltage could be measured or transferred 
to other circuitry for further processing and amplification at t = 0.8 µs through the NMOS2 
transistor which was controlled by Vsel. Figure 4.18 indicates that without the incidence of a MIP, 
the potential of the sensor remained at 5.5 V during the readout phase which resulted in an output 
signal of Vout = 4.4 V. The incidence caused the potential of the sensor to decrease to 4.5 V which 
resulted in an output signal, Vout = 3.9 V. 
 
Figure 4.18: Output waveform of the simulated HV-CMOS MAPS model with and without an incidence of 
a MIP which generated ~ 25000 ehps. Vrst is the control signal for resetting the sensor potential via the 
PMOS transistor, Vn2 is the sensor potential and Vout is the output of the amplifier. Vrst,, Vn2 and Vout can be 
referred from the circuit diagram in Figure 4.11. 
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4.5.3. Comparison on the performance of two types of readout circuit 
In this section, the performance of two alternate designs of amplifier, a source follower 
amplifier and an integrated charge amplifier, was examined as a function of operating parameters 
[31]. The parameters include the substrate resistivity and irradiated energies. Figure 4.11 and 4.17 
show the circuit diagram for the two readout circuits. For the source follower preamplifier, the 
PMOS transistor was used as a reset switch to charge up the sensor, one NMOS transistor for the 
voltage follower and another NMOS transistor was biased as a current sink [32]. The operation of 
the system is comprised of two main stages i) the charging of the potential voltage in the sensor 
and ii) capturing the discharge due to the incidence of the irradiated particle. For the charge 
integrated preamplifier, the PMOS transistor was also used for charging/recharging the sensor 
potential. The NMOS1 transistor was used to reset the integrated charge of the capacitor (CF) 
which resets the output of the op-amp. The NMOS2 transistor was also used as a current sink to 
provide stable readout at Voutput. 
 
Figure 4.19: Circuit diagrams of an on-pixel (a) integrated charge amplifier and (b) internal implement 
design for the op-amp [28]  which includes 11 MOSFETs (M1 to M11) 
The main principle of the amplifier was collecting generated charge due to the incidence 
and store them in the integrated capacitor CF [33]. The op-amp with a negative AC coupling 
feedback loop, was used to produce proportional output with the amount of integrated charge in 
CF. The detail circuit of the integrated charge amplifier is shown in Figure 4.19(a). The active 
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region (sensor diode) was coupled with the amplifier through the capacitor Ccoupling. The PMOS 
transistor was used for biasing the sensor potential. The NMOS1 transistor was a reset switch for 
the feedback capacitor CF to perform regular reset which is necessary in order to avoid saturation 
of the amplifier output. The NMOS2 transistor was used as a pixel section switch. Figure 4.17 (b) 
shows the internal implementation of the op-amp. 
Figure 4.20 shows the width of the space charge in the 300 µm thick p-Si substrate at 120 
V bias. The simulation results indicate that the thickness of the carrier depleted region increased 
progressively with an increase in the resistivity of Si substrate, ρ. The sensor was fully depleted 
(300 µm) at the value of ρ = 8 kΩcm at 120 V bias. Figure 4.21 shows the output responses of the 
source follower and the integrated charge preamplifier for an incidence of a MIP, which generated 
around ~25000 ehps when penetrating through the sensor thickness of 300 µm with ρ varied from 
10 Ωcm to 10 kΩcm. The differences in the responses of high resistivity (ρ = 1 kΩcm to 10 kΩcm) 
substrates were not significant for both amplifier setups. However, there was a large response 
between the outputs for devices with substrate having ρ = 1 kΩcm and ρ = 100 Ωcm. The saturation 
of the output responses could be possibly explained as a portion of the generated ehps in the first 
100 µm of the depleted region was effectively collected. Therefore, the substrate with ρ = 1 kΩcm 
was the most suitable in implementing the detector. 
 
Figure 4.20: The simulation results of the depletion thickness versus substrate resistivity for a 300 m thick 
p-Si substrate at 120 V bias 
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Figure 4.21:  Output responses of the source follower and the charge integrated preamplifier for a MIP, 
which generated around ~25000 ehps when penetrating through the sensor thickness (300 µm Si), with 
substrate resistivity varied from 10 Ωcm to 10 kΩcm for the pixel model described in Table 4.1 
Figure 4.22 (a) shows the potential voltage of the charge collecting pad (before feeding to 
the amplifiers) for 100 ns before and after the incidence (t = 600 ns) of a particle at various energies 
corresponding to different levels of generated ehps (3×103 to 3×106 ehps). After the incident at t = 
600 ns, the potential at the collecting pad (Vsensor) immediately decreased in proportion to the 
particle energy level. The value of Vsensor then quickly recovered and became stable at ~ 4 to 4.5 
V. However, in the case of particles which generated 3×103 and 3×104 ehps, their Vsensor potential 
did not change significantly and remained at ~ 5 V and 4.5 V through the cycle.  
 
Figure 4.22: The changes of the potential voltage at the collected pad of a HV-CMOS MAPS described in 
Table 4.1 versus radiation energies 
(Vsensor) 
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At 50 ns after the incidence, the difference in potential at the collecting pad for various 
amounts of generated ehps had become relatively small. Figure 4.23 (a) and (b) show the outputs 
of the source follower and the charge integrated amplifier. The source follower amplifier gave a 
similar output as in Figure 4.22 (a) but with narrower range of voltage since it was designed to 
follow the potential of the charge collecting pad. For a readout at t = 700 ns, the design was 
sufficient to detect the incidence of individual particles at different energy levels. However, the 
responses were less informative on reflecting particle energy. On the other hand, the charge 
integrated amplification design has shown distinctive output responses for all the particle energies. 
The responses were distinct in terms of incident detection and particle energy level, as shown in  
Figure 4.23 (b). These simulations indicate that the charge integrated amplifier was more sensitive 
and appropriate for detecting incidences at different levels of particle energy. However, the 
disadvantage in the design of the charge integrated amplifier is greater complexity in device 
fabrication. 
 
Figure 4.23: Output response of the HV-CMOS MAPS  with (a) a source follower preamplifier and (b) a 
charge integrated preamplifier 100 ns before and after the incidence (at t = 600 ns) with a MIP of different 
energy levels which generated from 3×103 to 3×106 ehps. 
4.6. Conclusion 
In this work, a TCAD model of a single pixel of HV-CMOS MAPS with different on-pixel 
readout electronics, a source follower amplifier and a charge integrated amplifier was developed. 
The model has been used to verify the electrical characteristics and operation principle of the 
detector design. The simulation with a standard MIP, which generated ~25000 ehps while 
(a) 
(b) 
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penetrating through 300 µm of Si, indicate that the most suitable substrate for the device had 
resistivity of 1 kΩcm at 120 V bias. The radiation simulation with radiation particles at different 
energy levels, converted to the number of generated ehps, shows both types of on-pixel amplifiers 
were able to effectively detect the incidence of radiation particles. However, the charge integrated 
amplifier has shown greater sensitivity and effectiveness compared with the source follower 
amplifier. 
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Chapter 5 
Analysis of radiation damage effects 
In this chapter, a comprehensive analysis to study the effects of radiation hardness on a 
single pixel HV-CMOS is presented. Basic mechanisms of radiation damage in silicon and its 
corresponding degradation in the detector properties are reviewed in the first part. The model for 
setting up radiation damage on the detector is then described. The study is performed on several 
discrete components including the passive diode (active region) and transistor devices. Simulation 
results are compared with experimental measurements extracted from the literature showing a very 
good agreement. 
5.1. Introduction 
Exposure to radiation has been shown to significantly alter the electrical properties of Si 
detectors including the effective doping concentration Neff, the leakage current Ileak, and the 
charge collection efficiency (CCE) [1]. The reliability and sensitivity of the detectors have 
degraded throughout their active life. The evaluation of radiation hardness during the design and 
prototype testing phases therefore plays an important role in the optimization of the properties of 
detectors.  
The use of p-type substrates to improve the radiation hardness of silicon detectors has 
been proposed in the framework of the RD50 collaboration [2, 3]. One reason is that, while the 
n-type detectors need to be processed on both sides to ensure proper isolation before and after 
the space charge substrate inversion [4-6], a p-type detector is not affected by this problem [3]. 
Taking into account that most of the silicon detectors used so far in HEP experiments have been 
made on n-type silicon wafers [4], a possible replacement with p-type silicon requires an accurate 
evaluation of their performance after irradiation. 
In this chapter, a TCAD radiation-damage model for HV-CMOS MAPS devices is 
presented to focus on investigating the behaviour of the detector under high radiation fluences 
varying from 1010 to 1016 neq/cm
2. The induced radiation damage has been simulated using a four-
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level trap damage model for p-type silicon detector [7, 8] to investigate the degradation of the 
detector under high fluence environment, with special emphasis on the dependence of full 
depletion voltage and CCE on the fluence. This chapter also reports the effect of radiation 
incident on the performance of NMOS and PMOS transistors used to implement the on-pixel 
readout circuits. 
5.2. Simulation setup 
Figure 5.1 shows a schematic of the cross-section of a pixel sensor used in the simulation. 
It consists of a high resistivity p-Si layer with NA = 8.8×10
12 cm-3 corresponding to a resistivity 
of 1 kΩcm. The electronic components are placed in the deep n-well (ND = 1×1016 cm-3), which 
is located on the substrate. A shallow p-well (NA = 10
17 cm-3) is needed for the NMOS transistors 
while the PMOS transistor can be implemented directly on the deep n-well. Further details of the 
device structure were reported in chapter 4. 
 
Figure 5.1: Schematic cross-section of the pixel structure used in simulation. 
5.3. Radiation damage 
5.3.1. Mechanisms of radiation damage 
When high-energy particles interact with a sensor, its energy is transferred to the sensor 
matter, for instance Si, in two ways [9]. Firstly, a portion of particle energy is transferred to 
electrons along its trajectory causing ionisation, thus creating free electron-hole pairs (ehps). 
Secondly, the remaining energy is then transferred to atoms in the semiconductor crystal, by 
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Coulomb interactions or by scattering directly from the nucleus [17,18]. This type of interaction 
is referred to as Non-Ionising Energy Loss (NIEL) [10]. If the transferred energy is relatively small 
compared to the bonding energy of atoms in the crystal, it can only cause vibration to the crystal. 
This type of interaction heats up the semiconductor lattice but does not introduce any damage to 
the crystal. If the impact has large enough energy, it can eject the atom out of its lattice position, 
leaving a vacancy behind. The ejected atom will then lose any excess kinetic energy by colliding 
with other atoms, which possibly can cause further displacement to the lattice, creating a cluster 
of defects [11]. After this damage has taken place, the thermal energy allows these defects to 
randomly move through the crystal. Some of the defects will heal themselves through the vacancies 
and interstitials recombining, however, most of them will form stable complexes, either with other 
defects or with other impurities in the crystal [12].  
In general, the total of number of vacancy-interstitial pairs is proportional to the non-
ionising energy loss, but it also depends on the particle type and energy [11]. For convenience 
when comparing the damage caused by different particles, a radiation fluence (particles/cm2) 
passing through a sensor is usually converted to the equivalent fluence of 1MeV neutrons per cm2 
(neq/cm
2) [13].  
Since the number of stable traps increases linearly with the radiation fluence, the trap 
concentration for post radiation can be expressed as a function of fluence [11] 
𝑁𝑡 = 𝜙𝜂       (5.1) 
where 𝜙 is the radiation fluence in 1MeV (neq/cm2) and 𝜂 is the trap introduction rate (cm-2).  
5.3.2. Change of detector properties 
The most important radiation-induced changes in the detector macroscopic properties due to 
bulk damage are (i) a change in the effective doping concentration, (ii) an increase in the leakage 
current and (iii) a degradation of the charge collection efficiency caused by trapping of drifting 
charges due to defect levels introduced by radiation in the bandgap. This section discusses the 
impacts of radiation on the detector properties. 
Crystal defects usually introduce additional energy states in the gap between the 
conduction band and the valance band of a semiconductor. They can be either occupied by 
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electrons or left empty (referred to as “occupied by holes”). Acceptor defects are negatively 
charged if they are occupied by electrons, or neutral when unoccupied. Donor defects are neutral 
if they are occupied and positively charged when unoccupied [14]. 
There are four possibilities that can change the state of a trap. Firstly, an electron can fall 
from the conduction band to the trap level, and/or from the trap level to an empty state in the 
valance band, thus removing a free hole in the valance band. The rates of the processes mainly 
depend on the occupation of the conduction band, trap level and the valence band. Also, an electron 
can be thermally excited from the valence band to a certain trap level within the gap, producing a 
hole, or from the trap level to the conduction band. The rate of these processes also largely depends 
on the temperature and the difference between these energy levels [15, 16]. 
The net rate of electron flow from the conduction band to a particular trap level can be 
described as [15] 
𝑅𝑐𝑡 = 𝑣𝑡ℎ,𝑒𝜎𝑒𝑁𝑡 (𝑛(1 − 𝑓𝑡) − 𝑛𝑖𝑓𝑡𝑒
𝐸𝑡
𝑘𝑇)    (5.2) 
And the rate of electron flow from the valance band to a trap level is [15] 
𝑅𝑡𝑣 = 𝑣𝑡ℎ,ℎ𝜎ℎ𝑁𝑡 (𝑛𝑖(1 − 𝑓𝑡)𝑒
−
𝐸𝑡
𝑘𝑇 − 𝑝𝑓𝑡)    (5.3) 
where  𝑣𝑡ℎ,𝑒/ℎ is the thermal velocity of electron/hole, 𝜎𝑒/ℎ is the trap capture cross section of 
electron/hole, 𝑁𝑡 is the total number of traps, 𝑛𝑖 is the intrinsic carrier concentration, 𝐸𝑡 is the trap 
energy level from the middle level of the band gap and 𝑓𝑡 is the value of  the Fermi-Dirac 
distribution function at the trap level [15, 17].  
  5.3.2.1. Increase in leakage current 
In a perfect crystal, the leakage current is generated due to random thermal excitation which 
causes an electron to jump from the valence band to the conduction band [16]. Under the existence 
of defects, the process can happen in two steps, from the valence band to an occupied defect level, 
and then from this defect level to the conduction band, producing an ehp as shown in Figure 5.2. 
Under strong electric field in a depletion region, the generated carriers will be collected 
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immediately before they can recombine. The generation rate produced by a trap level in the 
depletion region can be described as [16] 
𝐺 = 𝑁𝑡𝑛𝑖
𝑣𝑡ℎ,𝑒𝜎𝑒∙𝑣𝑡ℎ,ℎ𝜎ℎ
𝑣𝑡ℎ,𝑒𝜎𝑒𝑒
𝐸𝑡
𝑘𝑇+𝑣𝑡ℎ,ℎ𝜎ℎ𝑒
−𝐸𝑡
𝑘𝑇
     (5.4) 
If the trap level is far from the middle of the bandgap, the generation process will require 
a high excitation energy which rarely happens. Therefore, only defects that are close to the middle 
of the bandgap mainly contribute to the generation of leakage current in the bulk. It is noticed that 
the generation rate 𝐺 also depends on the intrinsic carrier concentration 𝑛𝑖 which has a strong 
temperature dependence, as a result, the leakage current increases rapidly with temperature [18]. 
The leakage current 𝐼𝑙𝑒𝑎𝑘 can be described as [18] 
𝐼𝑙𝑒𝑎𝑘 = 𝐴𝑑𝑞
𝑛𝑖
𝜏𝑔
      (5.5) 
where A is the area, d is the thickness of the depletion region, q is a unit charge, 𝑛𝑖 is the intrinsic 
carrier concentration and 𝜏𝑔 is the generation lifetime. The leakage current is proven to increase 
linearly with the radiation fluence 𝜙 and can be parameterized by a damage factor 𝛼 [19, 20], 
which  
𝐼𝑙𝑒𝑎𝑘 = 𝐴𝑑𝛼𝜙      (5.6) 
From a practical point of view, an increase in leakage current leads to an increase in the 
power dissipation and noise in the detector system. Higher power dissipation can potentially cause 
a thermal runaway effect [21]. So, the detectors are generally cooled to remove the excess heat 
that is generated. However, in HEP experiments, the material in the cooling system can scatter the 
particles produced in the experiment [13, 22], thus affecting the detected signals. The system must 
be designed to provide an adequate cooling while using as little material as possible.  
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Figure 5.2: Energy diagram illustrating how traps produce leakage current, space charge and trapping of 
excess carriers [19] 
5.3.2.2. Increase in effective doping concentration 
When a detector is unbiased, it has a thin layer of space charge. When a revered bias is 
applied, the substrate depletes, forming a space-charge region. In undamaged semiconductors, the 
free carrier concentration, and hence the depletion voltage, is proportional to the substrate doping. 
Some radiation induced traps can act as either donors or acceptors and contribute to space charge 
in the depletion region, alternating the effective doping concentration. The change of the depletion 
voltage can significantly affect the operation and performance of the sensor since it directly affects 
the CCE [23, 24]. To maximize CCE, it is desirable to fully deplete (depletion voltage) the sensor 
thickness, so any charge generated due to the interaction with radiation particles can be collected 
immediately at electrode by drift motion [25]. The relationship between radiation fluences and 
changes in depletion voltage is a complicated function and depends on the type of the substrate 
[23, 25]. In general, depletion voltages increase with radiation fluences for both n-type and p-type 
Si substrates. 
Experimentally, standard p-type silicon wafers show a linear increase of depletion voltages 
with radiation fluences, since the radiation-induced defects act as acceptors [2, 3]. In an n-type Si 
substrate, the depletion voltage has been reported to reduce at low fluences of radiation (< 1012 
neq/cm
2) [5, 26]. A type inversion has been reported to happen for fluences above 2 × 1012 neq/cm2, 
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where substrates effectively become p-type due to the creation of acceptor defects and the removal 
of the donor levels [27]. After this type inversion occurs, at medium and high fluences, the 
depletion [23] voltages increased linearly. Figure 5.3 shows the change of effective doping 
concentrations for a n-type Si substrate as the radiation fluences increase [27]. A type inversion is 
clearly shown at 2×1012 neq/cm
2. At fluence of 1015 neq/cm
2, the effective doping concentration is 
almost two orders higher than the original value. 
 
Figure 5.3: Change of the absolute effective doping concentration as a function of fluences in a n-type Si 
detector, illustrating type-inversion effect [27] 
The effective doping concentration is affected by several factors. Thermal annealing can 
cause short term improvement, but in the long term, it generally increases the doping 
concentration. An increase in effective doping concentration can be minimized by using oxygen-
rich substrates, as reported in Ref. [28, 29]. The density of negatively charged trap can be described 
as follows [29] 
𝑁𝑑 = 𝑁𝑡𝑒
−
𝐸𝑡
𝑘𝑇 (
𝑛
𝑛𝑖
+
𝑣𝑡ℎ,ℎ𝜎ℎ
𝑣𝑡ℎ,𝑒𝜎𝑒
𝑒−
𝐸𝑡
𝑘𝑇)     (5.7) 
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where  𝑣𝑡ℎ,𝑒/ℎ is the thermal velocity of electron/hole, 𝜎𝑒/ℎ is the trap capture cross section of 
electron/hole, 𝑁𝑡 is the total number of traps, 𝑛𝑖 is the intrinsic carrier concentration, 𝐸𝑡 is the trap 
energy level from the middle level of the band gap. 
As with the leakage current, the linear increase in effective doping concentration with 
fluence is mainly due to the increase of trap concentrations. However, the more complex 
behaviours of the effective doping concentration imply that more complicated defect chemistry is 
involved. 
5.3.2.3. Trapping of free carriers  
In the equilibrium state, there is no net charge in the occupation of defect states. However, 
due to the incidence with radiation particles, extra electrons and holes are generated and they could 
be trapped by defects. For example, defects which have energy levels above the middle of the 
bandgap will be virtually unoccupied in the equilibrium state. When free electrons are generated, 
they can lose energy and fall into the unoccupied traps. The trapping rate is given by [30] 
𝛿𝑛
𝛿𝑡
= 𝑛𝑣𝑡ℎ,𝑒𝜎𝑒𝑁𝑡      (5.8) 
Similarly, free holes will be trapped by energy states below the middle of the bandgap. 
The trapping process leads to an exponential decay of number of free carriers generated 
due to the incidence with radiation particles over time. Normally, the readout electronics system 
of the detector only has a certain timeslot for charge collection, typically around 25 ~ 100 ns [31]. 
Therefore, if trapped carriers are not released within the collection time, they cannot be collected, 
thus the CCE of the system could be reduced.  
 The defect trapping probability is defined as the inverse of the trapping time 𝜏𝑒𝑓𝑓,𝑒/ℎ, 
representing the mean time that an electron or hole spends in the space charge region before being 
trapped. The effective trapping probability  1/ 𝜏𝑒𝑓𝑓,𝑒/ℎ for electrons and holes is obtained by 
summing over the trapping probabilities of all defects. At a given temperature and time after 
irradiation, it is found to be proportional to the irradiation fluences [32, 33]. 
1
𝜏𝑒𝑓𝑓,𝑒/ℎ
= ∑
1
𝜏𝑒𝑓𝑓,𝑒/ℎ
= 𝛽𝑒/ℎ(𝑡, 𝑇). 𝜙𝑒𝑞𝑡      (5.9) 
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where 𝛽𝑒/ℎ represents the effective electron or hole trapping damage constant. 
5.4. TCAD model of radiation damage 
To account for radiation damage, the Shockley-Read-Hall recombination model (SRH) 
representing the effect of multiple trap levels located deep in the bandgap, was introduced to the 
TCAD model. Both acceptor- and donor- type levels were simulated. The adjustable parameters 
for each defect level were trap energy level Et (eV), capture cross-section of electrons and holes 
σe/h (cm-2) and introduction rate η (cm-1) representing the particle fluence exposed by the detector. 
Besides the introduction of deep-level trapping centres, another radiation damage mechanism, 
known as donor removal has been shown to play a significant role in determining the electrical 
properties of irradiated devices [34]. Radiation induced defects can also react with the dopants to 
form complexes, thus modifying the extrinsic doping concentration. A simple analytical 
relationship between Neff and the radiation fluence Φ, is expressed as [13] 
𝑁𝑒𝑓𝑓(𝜙) = 𝑁𝐷0𝑒
−𝐶𝐷𝜙 − 𝑁𝐴0𝑒
−𝐶𝐴𝜙 + 𝑏𝐷𝜙 − 𝑏𝐴𝜙    (5.10) 
where CD and CA represent the contribution of shallow donors and acceptor removal, bD and bA 
represent the contribution due to the creation of deep defects, and ND0 and NA0 are the initial 
doping concentration of donors and acceptors, respectively. In a p-type substrate, the 𝑁𝐷0𝑒
−𝐶𝐷𝜙 
term is negligible and 𝑁𝐴0 is independent of the fluence [20]. As a result, the effective doping 
concentration simplifies to: 
𝑁𝑒𝑓𝑓(𝜙) = −𝑁𝐴0 + 𝑏𝐷𝐴𝜙      (5.11) 
The mean introduction rate of stable defects in the substrate, bDA, uses a weighting 
coefficient of the introduction rates of acceptors (ηj) and donors (ηi) in the SRH model as  
𝑏𝐷𝐴 = ∑ 𝜂𝑗 (
𝑒𝑝𝑗
𝑒𝑛𝑗+𝑒𝑝𝑗
) − ∑ 𝜂𝑖 (
𝑒𝑝𝑖
𝑒𝑛𝑖+𝑒𝑝𝑖
)𝑑𝑜𝑛𝑜𝑟𝑠𝑎𝑐𝑐𝑒𝑝𝑡𝑜𝑟𝑠   (5.12) 
where en, ep are the emission coefficients for electrons and holes [12]. 
 In a fully depleted silicon detector, the leakage current is strongly dependent on the 
concentration of defects whose energy levels are in the bandgap. Many experimental results [4] 
show that the volume density of the leakage current grows linearly as a function of the fluence: 
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𝛼 = ∑ 𝜂𝑖 (
𝑒𝑛.𝑒𝑝
𝑒𝑛+𝑒𝑝
)𝑎𝑙𝑙−𝑑𝑒𝑓𝑒𝑐𝑡𝑠       (5.13) 
This factor has been included in the physical model used in the Synopsys TCAD simulator. 
5.5. Results and Discussion 
 In this section, the results obtained with a four-level trap damage model [7, 8] of p-Si 
detectors were described. Acceptor levels are located deep in the bandgap, at (EC – 0.42) eV and 
(EC – 0.46) eV, respectively. These traps are commonly attributed to di-vacancy and multi-vacancy 
related defects [7, 8]. The parameters used in the model are summarised in Table 5.1. Simulations 
were performed to evaluate the effects of radiation hardness on the discrete components, including 
the diode and transistor. 
Table 5.1: The radiation damage model for p-Si (4 trap levels) [7, 8] 
Trap Energy 
level (eV) 
Type Cross section of 
electron σn (cm-2) 
Cross section of 
holes σh (cm-2)  
Introduction 
rate η (cm-1)  
Ec – 0.42 VV(-/0) 2×10-15 2×10-14 1.613 
Ec – 0.46 VVV(-/0) 5×10-15 5×10-14 0.9 
Ec – 0.1 VOi(-/0) 2×10-15 2.5×10-15 100 
Ev + 0.36 CiOi 2.5×10
-14 2.5×10-15 0.9 
5.5.1. Active region (p-n diode) 
One of the most important effects of radiation induced damage on pixel sensor’s 
characteristics is an increase in the leakage current. At full depletion, the reverse current I is 
proportional to the volume of the bulk and to the equivalent radiation fluence Φeq that the detector 
has received. One therefore defines a current related damage rate α by [13]: 
𝐼 = 𝛼𝛷𝑒𝑞𝑉        (5.14) 
Figure 5.4(a) shows how the simulation has correctly predicted that leakage current 
increased linearly with defect concentrations at 120 V bias. From this plot, a damage constant, α 
= 4.01×10-17 A/cm, was determined and it was in good agreements with the experimental value of 
3.99 ± 0.03×10-17 A/cm at room temperature [3].  
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The depletion voltage Vdep necessary to fully extend the electric field throughout the depth 
d of a diode junction is related with the effective doping concentration Neff of the bulk by [35] 
𝑉𝑑𝑒𝑝  ≈
𝑞0
2𝜖𝜖0
|𝑁𝑒𝑓𝑓|𝑑
2     (5.15) 
Figure 5.4 (b) shows the predicted depletion voltage (left axis) as a function of fluence. 
The model compared well with the measured data from the RD50 framework [36], with a 
standard deviation between simulated and experimental data of < 10%. If a linear increase in the 
depletion voltage with fluence is assumed, the expected Vdep at 10
16 cm-2 fluence is ~ 5000 V. 
The right axis of Figure 5.4 (b) shows the variation in Neff as a function of fluence. The result 
indicates an absence of type inversion in the substrate as the radiation fluence increased from 
1011 to 5×1016 neq/cm
2.  
 
Figure 5.4: (a) Leakage current of the sensor at -120 V bias as a function of radiation fluence (b) Predicted 
value of depletion voltage which is the bias voltage required to fully depleted the sensor (300 µm), and the 
effective carrier concentration Neff versus fluence. The measured data in (b) was obtained from ref. [36]. 
The CCE is defined as the ratio between the total amount of charge collected by the sensor 
and the charge originally deposited by the incidence of radiation particles. Figure 5.5 shows the 
CCE of the pixel sensor at 120 V bias as the fluence was increased from 1010 to 1016 neq/cm
2. The 
shape of the curve compared well with literature data [36]. The pixel achieved a high value of 
CCE at low and medium fluences. However, at high fluence (~ 5×1015 neq/cm
2), the CCE 
decreased rapidly due to a significant increase in the leakage current as well as a reduction in the 
charge depleted volume (the sensitive volume for detecting a particle).  
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Figure 5.5: Simulation of charge collection efficiency (CCE) versus the radiation fluence using the four-
level trap damage model 
5.5.2. Transistors 
 
Figure 5.6: Cross-sectional image of the doping concentration of the NMOS transistor model created using 
Sentaurus Process  
In this simulation, the transistor models were implemented based on the HV-35 
technology from the AMS foundry. The gate length was 0.35 µm. Figure 5.6 shows a cross-
sectional schematic view of the NMOS transistor created in TCAD. The ratio of channel width/ 
length, W/L, was fixed at 10 µm/0.35 µm. First, the non-damaged devices were simulated to 
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extract device characteristics. The radiation-damage model was then introduced to predict the 
device characteristics as a function of the radiation fluences. The simulation was performed both 
on NMOS and PMOS transistors. 
5.5.2.1. Before irradiation 
The electrical parameters used to characterise a transistor performance are typically 
threshold voltage and drain current on-to-off ratio. Threshold voltage, Vth, is an important 
indicative parameter of the onset of drain current [37]. It can be extracted from an IDS-VGS 
measurement at a small VDS for device operation in the saturation region [38], i.e, by finding the 
gate voltage VGS axis intercept (IDS = 0) of the IDS-VGS curve linear extrapolation. Figure 5.7 
represents the transfer characteristics IDS-VGS at VDS  = 10mV. The threshold voltage for this 
device was 0.49 V. The drain current on-to-off ratio, a useful parameter to determine the 
switching frequency of the device, was 3×106 (extracted from the log IDS-VGS plot). From the inset 
in Figure 5.7, the transconductance, gm, defined by the change of drain current over gate voltage, 
∂IDS/∂VGS, was calculated as ~10 mA/V. 
 
Figure 5.7: Transfer characteristics of the NMOS transistor at VDS = 10mV. Inset shows the log(I) vs V 
indicating the on-off ratio of 106 
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The output characteristics in Figure 5.8 show that the drain current, IDS, increased as the 
drain bias, VDS, was increased from 0 to 5 V. Increase in the positive gate bias, VGS to 5 V resulted 
in an increase in IDS to ~ 43 mA, whereas the application of zero bias depleted the channel carriers. 
 
Figure 5.8: Output characteristics (IDS-VDS) of the NMOS transistor (VGS was varied from 0 to 5 V in 1 V 
step) 
Similarly, for a PMOS transistor, the simulation has used an identical channel width/ 
length ratio as the NMOS transistor, W/L = 10 µm/0.35 µm. For the PMOS transistor, as the drain 
bias, VDS decreased to -5 V, the absolute value of the drain current, IDS increased and became 
saturated at ~ 23 mA (see Figure 5.9(a)). Using the simulation, the threshold voltage Vth of PMOS 
was calculated as -0.52 V and gm = 6 mA/V which was derived from the IDS and VGS plot shown 
in Figure 5.9(b). 
  
97 
 
 
Figure 5.9: (a) Output and (b) transfer characteristics of the PMOS transistor at VDS = -10mV 
 5.5.2.2. After irradiation 
 Next, the transistors were put into the radiation environment and simulation were carried 
out to predict how radiation induced damage affects the device performance. Figure 5.10(a) and 
(b) show the output characteristics of a NMOS transistor under the influence of radiation damage. 
With high level of fluences (~ 0.01 – 5 ×1016 neq/cm2), a reduction of 20 % in the on-current (Ion) 
was evident in comparison with the non-irradiated device. Thus, the high fluences have resulted 
in an increase in the threshold voltage (as can be seen from Figure 5.10 (a)). These results under 
harsh conditions of radiation were consistent with a high concentration of traps and defects. As 
a result of the radiation, a higher gate bias is required in the NMOS transistor than in the PMOS 
device to form an inversion layer in the channel. For a PMOS transistor, the plot in Figure 5.11 
indicates that radiation induced damage has less significant effects on the VGS and IDS 
characteristic comparing to the effect for the NMOS transistor. It could be explained as being 
due to the change in the effective doping concentration (Neff) of the NMOS transistor. As the 
radiation particles produce an accumulation of negative space charge in the depletion region 
beneath the gate area, which in turn could significantly affect the channel formation of the 
transistor and lead to the degradation in the transistor performance. The process is less significant 
for the performance of the PMOS transistor. 
(a) 
(b) 
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Figure 5.11: Drain current IDS and drain-source voltage VDS characteristic of the PMOS under different 
radiation fluence at gate voltage VGS = 5V. Inset is the enlarged image in the saturation region (VDS ~ -4.4 
to -5 V) 
Figure 5.10: (a) Drain current, IDS and gate voltage, VGS - characteristics of NMOS transistor at VDS=10mV 
with different fluences of radiation. The variation in IDS-VGS indicates the changes in threshold voltage Vth 
of the device. (b) The IDS -VDS characteristic of the NMOS transistor for different levels of radiation fluence 
at VGS=5V. 
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5.5.2.3. Interaction with a MIP 
As the transistors are used to implement on-pixel read-out circuitry of a pixel detector, 
there is a high chance that they are hit by high energy particles such as neutrons, protons or MIPs. 
It is therefore important to investigate the impact of the high energy particles on the performance 
of the device since it might induce errors on the system, especially on data storage elements. As 
charged particles go through layers in semiconductor devices, they create an ionisation path with 
free electrons and holes. If the ionisation path happens to go through the depletion region 
underneath drain-gate-source regions of the transistor, the generated electrons and holes could 
induce unwanted currents to electrodes as well as alternate the channel formation process of the 
transistor which in turn can upset the behaviour of the transistor and/or the whole readout circuit. 
To analyse the upset effect on the transistor performance, the impact between the 
transistor and a MIP was simulated. Four different impact positions were set up at the drain, 
source and gate terminals as shown in Figure 5.12. 
 
Figure 5.12: Detail locations and directions of the impact simulation with a MIP  
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 Figure 5.13 shows the variation of the drain current 𝐼𝐷𝑆 of the NMOS transistor in both 
ON (𝑉𝐺𝑆 at 5V) and OFF (𝑉𝐺𝑆 at 0V) states under the incidences of a MIP. It could be noticed 
that the induced current was relatively small (~ 20 nA) for both ON and OFF states configuration. 
However, in the OFF-state, the radiation effect was only temporary. The drain current value went 
back to the original value almost immediately after the induced charges were collected. On the 
other hand, for the ON-state, the drain current was increased and remained at the new value after 
the incident. The effect could be explained as in the OFF-state, free electrons and holes generated 
in the depletion region due to the incidence with a MIP are likely to be quickly collected by 
source and drain electrodes. While for the ON-state, the generated electrons seem to alternate to 
the formation of the transistor channel, therefore, it has a permanent effect on the increase of the 
drain current 𝐼𝐷𝑆. Regarding the impact locations, the direct incident at the gate electrode 
(Position 1) had the significant effect on the drain current 𝐼𝐷𝑆 of the transistor. However, the 
differences in the induced current among the four locations were insignificant (1~2 nA). 
Therefore, the upset effects due to the incidence of a MIP could be considered independent of 
the impact location. 
 
Figure 5.13: The variation of the NMOS transistor drain current IDS due to the impact with a MIP at 
different impact positions (referred to Figure 5.12 for the position locations) (a) ON-state and (b) OFF-
state 
 In general, the simulation results showed that the impact with a standard MIP had minor 
effects on the performance of the transistor. However, depending on the circuitry implementation, 
the induced effect might cause potential problem, especially for data storage element [39]. In this 
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work, the transistors were mainly used for implementing the readout preamplifier, so the upset 
effect due to radiation incidents could be ignored. 
5.6. Conclusion 
Numerical simulation techniques have been used to validate a model for HV-CMOS MAPS 
using p-type Si with irradiation at a fluence up to 1×1016 neq/cm
2 of 1MeV equivalent. The detector 
was simulated by a model incorporating the four-level traps damage model. The results of 
simulation have closely matched experimental data obtained in the framework of the RD50 from 
CERN.  Type inversion was not observed at low fluences for the p-type Si detector. The effect of 
radiation damage on the transistors, located in the readout circuit was examined. The results 
indicate that radiation induced damage had more significant effects on NMOS transistor 
performance than of PMOS. The upset effect due to a single radiation incident was insignificant 
to the overall performance of the transistors. 
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Chapter 6 
Multi-channel HV-CMOS monolithic 
active pixel sensors 
A multi-channel model of HV-CMOS monolithic active pixel sensors (MAPS) is presented 
in this chapter. The multi-channel model comprises of a 33 array of pixels. The chapter begins 
with the creation of the multi-channel model and followed by an overview of its basic operation. 
Radiation incidents at different positions and directions are then introduced and simulated to 
investigate the performance of the pixel sensors as well as their impact on adjacent cells. Interpixel 
crosstalk and charge sharing effects between pixels are also analysed and discussed. Finally, 
radiation induced damage is introduced to the system and its effects on the performance of the 
sensors are studied. 
6.1. Introduction 
This chapter describes a multi-channel HV-CMOS MAPS model that is developed in 
considering specifications for the ATLAS experiment at the LHC. ATLAS [1] is one of the largest 
general-purpose detectors for the study of primary proton-proton collisions at the LHC [2]. As the 
innermost tracking detector of ATLAS, the pixel detector contains millions of channels (pixels) to 
provide pattern recognition capability to meet the particle track reconstruction requirements [3]. It 
is also the most important detector [4] used for identifying and reconstructing secondary vertices, 
for example from the decay of particles containing a b-quark or for b-tagging of jets [4]. The multi-
channel HV-CMOS MAPS are constructed of pixels in an n×m array. Each channel/pixel has its 
own on-pixel readout electronics and is connected to a module controller which sequentially 
selects and collects detected signals from each pixel for processing and storing. Figure 6.1 is a 
simplified block diagram of the MIMOSA pixel detector [5], one of the first MAPS, in which 
pixels can be accessed by rows and columns. Each pixel in the sensor array is expected to function 
dependently. However, when pixels are allocated next to each other in the array, they could have 
certain effects on others’ performance, especially their direct adjacent neighbouring pixels. 
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This chapter presents a TCAD model of a 3×3 channel HV-CMOS MAPS. The detector 
model consists of nine individual pixels allocated in an array of 3×3 as shown in Figure 6.2. The 
model is used to study the influences between pixels, such as crosstalk [6] and charge sharing 
effects [7], and possible impacts on the performance of the whole detector. The MIP radiation 
simulation is also applied to extensively study the tracking performance of the pixel detector at 
different incident locations and particle transverse directions. The performance of the detector 
under high radiation fluences is investigated and compared using the four-level traps damage 
model [8, 9]. 
 
 
Figure 6.1: Simplified block diagram of a single array of the MIMOSA detector [10] 
6.2. Multi-channel HV-CMOS MAPS model 
  Figure 6.2 shows the TCAD model of a multi-channel HV-CMOS MAPS used in this 
study. The model consisted of nine pixels which are arranged in a 3×3 array. Each pixel had 
dimensions of 30×30 µm2. A deep n-well (red region in Figure 6.2) was implanted to create an 
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active region for each pixel. The pixels were separated using p-stop doped regions (blue region in 
Figure 6.2). The multi-channel HV-CMOS MAPS was built on a high resistivity p-type silicon 
substrate (300 µm). The peak concentration and junction depth of the deep n-well were 1017 cm-3 
and 10 µm, respectively. The pixel separated p-stop region had the peak concentration of 1019 cm-
3 and the junction depth of 1 µm. The cross-sectional structure of the multi-channel HV-CMOS 
MAPS is shown in Figure 6.3. Overall, the simulation process for creating the multi-channel pixel 
sensors was similar to that of creating a single pixel sensor. Therefore, to create a 3×3 sensor array, 
the device creation procedure of a single pixel was replicated with suitable modified masks. More 
details about the device creation simulation steps are given in Chapter 4. 
 
Figure 6.2: Schematic showing the basic layout of the Multi-channel HV-CMOS MAPS model, developed 
using Sentaurus TCAD 
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Figure 6.3: Doping concentration distribution of the cross-section schematic structure (through the middle 
Fig. 6.2) of the multi-channel HV-CMOS MAPS model 
Due to the limitations of computing power, it is important to optimise the mesh setup for 
device simulation. A large number of different mesh densities have been deployed in order to 
ensure the accuracy of the device simulation results, and of course, the denser meshes required 
more computing power, especially in term of the random access memories (RAM). Figure 6.4 
shows the meshing setup for the multi-channel HV-CMOS MAPS with around 90000 mesh 
elements. The mesh optimisation was performed based on practical trial and error approaches. The 
simulation started with a coarse density of mesh, then repeated with denser mesh setup. The 
simulation results were then compared. The optimisation process was continued until the errors in 
the simulation results were insignificant to ensure sufficient accuracy.  
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Figure 6.4: Meshing setup for the multi-channel HV-CMOS MAPS model 
 
 
 
Figure 6.5: Block diagram of the pixel readout electronics circuit developed for this project. 
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 Figure 6.5 shows a block diagram of the readout electronics circuit of each pixel in the 
array. The pixel active region was connected to a charge sensitive amplifier through an AC 
coupling capacitor. The feedback circuit was used to reset the output of the amplifier by 
discharging the integrated capacitor Cf every 25 ns, the allowing timeslot for collecting the 
generated charge due to the radiation incidents. The value of the charge collection time was chosen 
since at LHC experiments the collision of particles happens every 25 ns [11]. The output of the 
charge integrated amplifier was fed to the band-pass filter, usually referred to as a pulse shaper 
[12]. The pulse shaper was used to explicitly limit the bandwidth of the amplifier output. This is 
beneficial in terms of limiting high- and low- frequency noises coming from the sensor leakage 
current [13]. A common implementation of the pulse shaper is a sequence of capacitor-resistor 
(CR) high-pass filters followed by a sequence of resistor-capacitor (RC) low-pass filters [14]. This 
high order high pass and low pass filters were selected to create shorter pulses at a given time 
constant in which the maximum output is reached, usually known as peaking time [15], thus 
making them useful for high frequency applications where quick recovery time is crucial [16]. The 
output signal of the shaper was then fed into a discriminator to compare with a pre-set threshold. 
A hit event is recorded (triggered) if the collected charge signals is greater than the threshold value. 
Selecting a suitable value of the pre-set threshold voltage is crucial since it directly affects the 
efficiency of the detector system [4]. Usually, the threshold is set as low as possible to maximise 
the detection efficiency. However, it cannot be set too low since it could register a false hit if there 
is a high level of noise [4]. In practical detectors, the transistor mismatches and amplifier gain 
variations could lead to a reduction in the detector’s sensitivity. Therefore, a common practice is 
to locally fine-tune the threshold of individual pixels by implementing a digital-to-analog 
converter (DAC), usually from 3 to 7 bits resolution, to compensate for these variations [14]. The 
pixels in the array were sequentially selected by their address (row and column). The data was 
acquired, merged and sent to the module controller for data acquisition as depicted in Figure 6.6. 
Local connections between pixels front-end electronics and the module controller can be 
implemented with a single ended CMOS, differential CMOS or differential low swing signal 
depending on the signal and operating environments [11]. For simplicity, the singled ended CMOS 
was used for this work. 
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Figure 6.6: Component high-level layout of the developed pixel module with a controller. The controller 
receives data from the front-end electronic modules, merges them and then sends them to the data 
acquisition module for further processing and storing. 
6.3. Interpixel crosstalk and charge sharing effects 
6.3.1. Charge coupling due to interpixel capacitance  
A charge Q, deposited on a pixel in the sensor array can induce parasitic signals on 
neighbouring pixels due to the interpixel coupling capacitance [17]. This charge induction is 
commonly referred as interpixel crosstalk effect and can lead to an increased fraction of double 
and triple hits. It could reduce the accuracy of detecting the actual incident location of the irradiated 
particle and may have significant effect on the position reconstruction process [16]. 
For a single pixel sensor in the array, it can be considered to have three main sources of 
capacitance, the effective input capacitance of a charge sensitive amplifier system 𝐶𝑒𝑓𝑓, the 
backplane capacitance 𝐶𝑏𝑝 of the sensor active region, and the interpixel (coupling) capacitance 
between pixels 𝐶𝑖𝑝 as shown in Figure 6.7. In order to ensure the effective operation of the charge 
sensitive amplifier, the effective input capacitance 𝐶𝑒𝑓𝑓 of the amplifier must be much larger than 
the pixel capacitance. High values of 𝐶𝑒𝑓𝑓 guarantee an effective pull of charges into the amplifier 
integrated capacitor 𝐶𝑓 [18].  
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Figure 6.7: (a) A circuit schematic of the cross-section of the designed sensors with backside capacitance 
𝐶𝑏𝑠 and the interpixel capacitances 𝐶𝑖𝑝. (b) and (c) are simplified circuit models for a network of capacitors 
including effective capacitances of the charge sensitive amplifier system 𝐶𝑒𝑓𝑓, backside capacitance 𝐶𝑏𝑠 
and interpixel capacitance 𝐶𝑖𝑝.  
If we let 𝐶𝑔 be the capacitance of every node compared to the common ground of the 
system, the network of pixel capacitances can be simplified to the equivalent circuit in Figure 6.7 
(b) since 𝐶𝑔 ≈ 𝐶𝑒𝑓𝑓. It then can be further reduced with an equivalent capacitor 𝐶𝑥 which replaces 
network of 𝐶𝑖𝑝 and 𝐶𝑔 capacitor as shown in Figure 6.7 (c)   
1
𝐶𝑥
=
1
𝐶𝑖𝑝
+
1
𝐶𝑔
       (6.1) 
Since 𝐶𝑔 is usually much larger than 𝐶𝑖𝑝, 𝐶𝑥 ≈ 𝐶𝑖𝑝. The deposition of a charge 𝑄 on the 
middle pixel in the lumped arrangement leads to a voltage of  
𝑉 =
𝑄
𝐶𝑔+2𝐶𝑥
≈
𝑄
𝐶𝑔+2𝐶𝑖𝑝
      (6.2) 
The amount of charge deposited on 𝐶𝑔 can be calculated as 𝑄𝑜 = 𝐶𝑔 ∙ 𝑉. The charge 
fraction seen by the pixel which is hit by an irradiated particle is  
𝑞0 =
𝑄0
𝑄
=
𝐶𝑔
𝐶𝑔+2𝐶𝑖𝑝
      (6.3) 
The portion of charge crosstalk with the nearest adjacent pixels can be quantified as  
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𝑞𝑥 =
1
2
(1 − 𝑞0) =
1
2
(1 −
𝐶𝑔
𝐶𝑔+2𝐶𝑖𝑝
) =
𝐶𝑖𝑝
𝐶𝑔+2𝐶𝑖𝑝
≈
𝐶𝑖𝑝
𝐶𝑔
≈
𝐶𝑖𝑝
𝐶𝑒𝑓𝑓
   (6.4) 
Therefore, the crosstalk effect between pixels in the sensor array can be reduced by keeping 
the effective input capacitance 𝐶𝑒𝑓𝑓 of the preamplifier system significantly larger than the 
interpixel capacitance 𝐶𝑖𝑝 between pixels. However, if the effective capacitance of the amplifier is 
too large, it can reduce the response speed of the detector system [6, 16]. 
Table 6.1: Backplane capacitance of the pixels 
Pixel number Backplane capacitance 𝑪𝒃𝒑 (fF) 
1 6.5 
2 7.8 
3 6.5 
4 7.8 
5 8.6 
6 7.8 
7 6.5 
8 7.8 
9 6.5 
 
The backside capacitance 𝐶𝑏𝑝 and interpixel capacitance 𝐶𝑖𝑝 of the sensor were extracted 
using small AC signal analysis. The sensor was biased at 120V, then a small AC current was 
injected into the pixel sensors system. The response at each pixel node was collected and analysed 
to calculate the pixel capacitances [19]. The analysis can be descripted as follow 
𝛿𝑖 = 𝑌 ∙ 𝛿𝑣 = (𝐴 + 𝑗𝜔𝐶) ∙ 𝛿𝑣     (6.5) 
where matrix Y describes how the currents in a circuit react when the voltage potential at contact 
nodes vary by 𝛿𝑣. The real part 𝐴 is the conductance matrix measuring the in-phase response while 
the imaginary part 𝐶 is the capacitance matrix which is responsible for the out-of-phase response. 
The 𝜔 is the angular frequency of the injected AC small-signals. The extracted value for the 
backplane capacitance 𝐶𝑏𝑝 using capacitance-voltage (C-V) simulations, is summarized in Table 
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6.1. The interpixel capacitances 𝐶𝑖𝑝 slightly vary according to the position of the measuring pixel 
and its neighbours. The average value of 𝐶𝑖𝑝 was found to be approximately 3.5 fF. The effective 
input capacitance of the charge sensitive amplifier was measured to be approximately 60 fF. Since 
the values of the 𝐶𝑏𝑝 of each pixel are slightly different depending on their position in the array, 
the effect of the interpixel crosstalk are also different form pixel to pixel. The crosstalk between 
pixels of the presented detector model was found to be ~ 2% of the deposited charge of the hit 
pixel. 
6.3.2. Charge sharing  
 
Figure 6.8: Illustration of charge sharing effect 
The charge sharing effect happens when the generated charges at a certain pixel spread out 
and end up collected by adjacent pixels due to the diffusion process as depicted in Figure 6.8. 
Under full depletion bias of the sensor, the effect of charge sharing is insignificant since the 
generated charges immediately drift to the closest electrodes, when they are generated. However, 
if the detector is partially depleted, it is necessary to consider the effect of charge sharing since it 
can possibly affect the accuracy of the detection of the hit location. Charge sharing can lead to a 
significant reduction of the collected charges per pixel [20]. For instance, an incident of a MIP 
which creates ~ 28000 ehps can be shared by a cluster of 4 pixels. It leads to the collection ~7000 
ehps, on average, per pixel. In order to guarantee the tracking efficiency, at least one pixel in a 
cluster must collect enough charge to trigger a hit event capture. 
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6.4. Radiation incidents simulation 
 
Figure 6.9: The position of the incidents with a mip generated around ~28000 ehps in 300 µm Si. The 
incidents at position 1 and 2 were specified to have an impact at the middle of pixel 1 and pixel 2 and were 
perpendicular to the sensor surface with a direction vector of (0, 1, 0). The simulation incident 3 entered 
at the rear side of pixel 4 and penetrated underneath pixel 4, 5 and 6 in the direction (1, 1, 0). 
Series incidents with MIPs were performed to study the response of the 3×3 channel HV-
CMOS MAPS. The incidents were simulated at three different positions on the surface of the 
sensor array and with different transverse directions. The illustration of the detail hit locations and 
transverse directions of the simulations are shown in Figure 6.9. The impact locations were at the 
centre of pixel 1 and pixel 2 active region for Incident 1 and Incident 2 setup. The radiation particle 
was a MIP traveling in the direction perpendicular to the surface of the pixel electrode. The 
transverse direction can be defined by a vector of (0,1,0). The intention behind the setup is to make 
sure that the generated charges was directly created underneath pixel 1 and pixel 2. For Incident 3 
setup, the interaction point was chosen at the rear side of pixel 4 which is located at the second 
row of the sensor. The irradiated particle travelled at a 45o angle with a direction vector of (1, 1, 
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0). With this setup, the generated charges were expected to partially distribute over these pixel 
regions and were concurrently collected by the pixels 4, 5 and 6. 
The irradiation simulation was performed using the model described in section 3.3. The 
timing setup for each pixel was kept identical with the simulation of a single pixel HV-CMOS 
MAPS model in section 4.4. The total charges collected by each pixel in the sensor array were 
derived from the output signal of the charge sensitive amplifier. The signal shaping time was set 
at 25 ns.  
 
 
Figure 6.10: Number of charges collected for the incident at position 1 
Figure 6.10 shows the amount of charges collected by each pixel in the sensor array for the 
Incident 1 simulation. Approximately ~26000 electrons were collected at the electrode of pixel 1. 
There was a relatively small number of electrons collected by the direct neighbouring pixels (pixel 
2, 4 and 5), but they are negligible when compared to the charges collected by pixel 1. The result 
indicates the distinct detection of the hit position (position 1) as well as the traveling direction of 
the irradiated particle with a high CCE (~ 93 %). The collected signals were high enough to 
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guarantee a hit detection event with a relatively high triggering threshold (around 10000 ~ 12000 
electrons at the discriminator). 
Figure 6.11 shows the simulation results for the Incident 2 where the particle incident 
location was at the middle of pixel 2. The result shows that a distinctive output signal was collected 
at pixel 2 (~ 23000 electrons), and was significantly higher than the charges collected by the other 
pixels. However, relatively high induced charged signals were also observed at pixel 1, 3, 4, 5 and 
6. The reason is that since the pixel 2 was in the middle of a row in the array, a portion of its 
collected charges was induced to the neighbouring pixels (1, 3, 4, 5 and 6) due to the interpixel 
capacitance coupling, thus leading to an increase in the amount of charge readout at these five 
pixels. Another reason is that when the MIP hit pixel 2, some generated charges, especially deep 
regions in the substrate, could diffuse into influent area of neighbouring pixels and end up collected 
by them, thus increasing the number charges collected by pixels 1, 3, 4, 5 and 6. 
 
 
Figure 6.11: Number of charges collected for the particle incident at position 2 
Figure 6.12 shows a plot of the number of charges collected by each pixel in an array of 
the sensor for Incident 3. The result indicates a triple hit event, an event that triggers three pixels 
in a row at the same time, at pixel 4, pixel 5 and pixel 6. The charges collected at pixel 4 and 5 
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were estimated to be ~ 7000 electrons and at pixel 6 was ~ 6000 electrons. The crosstalk effect 
with other pixels was also observed by looking at that number of charges collected at neighbouring 
pixels. However, they were insignificant and did not have any major impact on the detection 
results.  
 
 
Figure 6.12: Number of charges collected for the particle incident at position 3 
Figure 6.13 represents the cross section of the sensor array, showing the total number of 
ehps generated and the particle trajectory path when a MIP hit the pixel detector at position 3. The 
generated charges were distributed almost equally underneath pixel 4, pixel 5 and pixel 6. Under 
ideal circumstances, the amount of charge generated by the Incident 3 are expected to be equal at 
pixel 4, 5 and 6 [21]. However, from the simulation results, it was observed that the number of 
charges collected at pixel 6 was smaller than that of pixel 4 and 5 (6000 electrons at pixel 6 
compared to 7000 electrons at pixel 4 and 5) (see Figure 6.12). Since pixel 6 is farther away from 
the interaction point, its charge collection efficiency decreases as recombination is likely to occur 
before charges can reach to the electrodes of the diodes [22]. There is also a high possibility that 
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for deeper generation points, these charges can diffuse to adjacent pixels due to thermal diffusion, 
thus being collected at the electrodes of the other pixels, for example pixel 4 and 5.  
In overall, with the incident happened at position 3, the collected signals were sufficient to 
effectively distinguish the impact location and the transverse direction of the particle with a 
suitable triggering threshold of approximately ~ 5000 electrons to ensure the effective detection 
of the hit. 
 
Figure 6.13: Electron-hole pair generation along the trajectory path of a minimum ionisation particle at 
position 3 
6.5. Effect of radiation damage  
This section discusses the effects of radiation induced damage on the characteristics of the 
3×3 channels HV-CMOS MAPS. The analysis was carried out by comparing the electrical 
characteristic of the device under low radiation fluence ϕ = 1010 neq/cm2 and high radiation fluence 
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Φ = 1016 neq/cm2. The radiation damage simulation was performed using the four level-traps 
damage model [8, 9] presented Chapter 5.  
6.5.1. Degradation of CCE 
Figure 6.14, 15 and 16 show the number of charges collected at each pixel in the sensor 
array under radiation fluence of (a) ϕ = 1010 neq/cm2 and (b) ϕ = 1016 neq/cm2 for the three incident 
setups shown in Figure 6.9. These results indicate a significant reduction in the amount of collected 
charges at the hit pixels. For instance, with Incident 1 and Incident 2 setups, the amount of charge 
collected at pixel 1 reduced from ~ 26000 electrons at low fluences (ϕ = 1010 neq/cm2) to below ~ 
5000 electrons at high radiation fluences (ϕ = 1016 neq/cm2). A decrease in the amount of collected 
charges is mainly due to the reduction of the depletion region, or space charge, of the pixel sensors 
[23, 24]. Only the generated charges inside the space charge region can be effectively collected 
(based on the carrier drift mechanism) [25]. For the charges generated outside the space charge 
region, they are only collected if they are able to reside on the edge surfaces of the depletion region, 
so that they can be pulled into it. The main transport mechanism for these charges are thermal 
diffusion [26]. Therefore, they require significantly longer time to be collected. If they are not 
collected within 25 ns (shaping time), they will not contribute to the readout signals of the pixels 
but only to the leakage currents [27]. The detector might lose some of the generated charges since 
they could also be trapped in defects inside the silicon crystal and randomly recombine with free 
holes. Relatively high induced charges between pixels (~ 200 electrons) were observed at 
neighbouring pixels indicating that the crosstalk effect became more significant at high radiation 
fluences [23]. Overall, the collected signals of the Incident 1 and Incident 2 were sufficient to 
provide distinctive spatial information concerning the radiation particles. The triggering threshold 
of the discriminator should be set at around 2000 ~ 3000 electrons to optimise the detection 
efficiency.  
For Incident 3, the triple hit at pixels 4, 5 and 6 significantly reduced the amount of charges 
collected at these pixels comparing with Incident 1 and Incident 2. In addition, under the effect of 
high radiation fluences, the collected signals were further reduced. It could lead to a miss detection 
of the hit event if the discriminator was operating at too high threshold. Therefore, to ensure a 
proper operation for the pixel 4, the readjustment of the threshold level to ~ 800 to 1000 electrons 
is necessary. 
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Figure 6.14:  Plot of total charge collected at each pixel of the HV-CMOS MAPS after an incident with a 
MIP at position 1 with exposing radiation fluence ϕ at (a) 1010 neq/cm
2 and (b) 1010 neq/cm
2 
 
 
Figure 6.15: Plot of total charge collected at each pixel of the HV-CMOS MAPS after an incident with a 
MIP at position 2 exposing radiation fluence ϕ at (a) 1010 neq/cm
2 and (b) 1010 neq/cm
2 
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Figure 6.16: Total charges collected at each pixel of the HV-CMOS MAPS after an incident with a MIP at 
position 3 with exposing radiation fluence ϕ at (a) 1010 neq/cm
2 and (b) 1010 neq/cm
2 
6.5.2. Increase in total power consumption 
Figure 6.17 shows the total power required for biasing the array of 3×3 pixels of the HV-
CMOS MAPS as the radiation fluence increased from 1010 to 1016 neq/cm
2. At low and medium 
fluences from 1010 to 1014 neq/cm
2, the biasing power remained unchanged at ~ 0.5 µW. However, 
at high fluences, a significant increase in the biasing power was predicted. For instance, at ϕ = 1016 
neq/cm
2, it required up to 148 µW to fully bias the sensor array, which is three orders of magnitude 
higher than at low radiation fluences. Thus, advanced cooling technologies might be required to 
ensure the effective operation of the sensor as well as to avoid the thermal runaway problems [16, 
28]. The increase of the leakage currents in the pixel active regions is the main contribution for the 
increase in the operating power at high radiation fluences. Under this circumstance, it also puts 
more stress on the amplifier circuitry in terms of noise injected to the system [29-31]. 
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Figure 6.17:Simulation results for 3×3 channels HV-CMOS MAPS biasing power at 120 V versus the 
radiation fluence ϕ 
6.5.3. Backplane and interpixel capacitance 
Figure 6.18 shows the average value of the backplane capacitance 𝐶𝑏𝑝 of a pixel in the 
sensor array as the radiation fluence increased from 1010 neq/cm
2 to 1016 neq/cm
2. The results 
indicate a sharp increase of 𝐶𝑏𝑝 at fluences ϕ > 10
14 neq/cm
2. The capacitance 𝐶𝑏𝑝 remained 
unchanged (~ 6.5 fF) for fluences ϕ < 1014 neq/cm2. The increase in the 𝐶𝑏𝑝 is one of the reasons 
for the reduction in the CCE. To ensure an effective operation of the amplifier, the effective input 
capacitance 𝐶𝑒𝑓𝑓 must be significantly larger than 𝐶𝑏𝑝, so that the amplifier can effectively collect 
most of the generated charges [16]. As the 𝐶𝑏𝑝 increases as radiation fluences increases, the amount 
of charges integrated in the amplifier will be decreased, thus producing smaller output signals [18]. 
Finally, the average interpixel capacitance 𝐶𝑖𝑝 slightly reduced as the radiation fluences 
increased, as shown in Figure 6.19. However, the change was relatively small and did not have 
significant impact on the overall performance of the sensor. 
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Figure 6.18: Simulation results showing average pixel backplane capacitance Cbp versus the radiation 
fluences ϕ for 3×3 channels HV-CMOS MAPS 
 
Figure 6.19: Simulation results showing average interpixel capacitance Cip versus the radiation fluences ϕ 
for 3×3 channels HV-CMOS MAPS 
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6.6. Conclusion 
A multi-channels HV-CMOS MAPS model comprising of nine pixel sensors in an array of 
3×3 was developed. The model was used to investigate the effects between pixels, including 
crosstalk due to interpixel capacitance coupling and charge sharing effects. With the current model 
of the sensor in this study, the amount of induced charges due to crosstalk effect was estimated to 
be 2 %. The interaction with MIPs at different incident locations and transverse directions were 
performed to study the responses of the sensor. The results have indicated distinctive detections, 
in term of spatial information of impact locations and traveling directions of the particles. High 
percentages of charge collection efficiency were achieved for all setups which make the detector 
able to operate in a relatively wide range of the discriminator’s threshold levels. The radiation 
damage was also performed to predict the sensor performance after exposing to certain radiation 
fluences. The results have indicated a significant degradation of charge collection efficiency (~ 80 
% reduction) at high radiation fluences ϕ = 1016 neq/cm2. In addition, the power required for biasing 
the sensor array was increased significantly under high radiation fluences due to the increase of 
leakage current of the pixel active regions. The readjustment of the discriminator’s threshold 
values is necessary to ensure the detection efficiency of the sensor due to the reduction of the 
collected charge signals, especially for double and triple hits in which the generated charges are 
concurrently collected by many pixels in the array. 
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Chapter 7 
Summary and Conclusions  
 
The HV-CMOS MAPS was initially proposed in 2007. The design has been very 
attractive since it has overcome most of the standard MAPS disadvantages, by having higher 
CCE, better sensitivity and response speed as well as almost 100% fill factor, by employing 
the high voltage CMOS technology. Several prototypes of the HV-CMOS MAPS have been 
fabricated through a series of large-scale collaboration in the ATLAS and Mu3e program using 
HV-0.35 µm and HV-0.18 µm processes at the AMS foundry with promising results. However, 
in preparation for future upgrades of the HL-LHC, it is necessary to optimise the design of the 
detector so that they give high performance and reliability. The aim of the work in this thesis 
has been to characterise and understand the behaviours of the pixel detector, one of the most 
important detectors in the ATLAS experiment. The contributions of this work have been to 
setup a TCAD model for simulations of the characteristics of the HV-CMOS MAPS, including 
the sensor substrate characteristics and charge collection, and to study the effect of high fluence 
of radiation on silicon detectors. Using these results, improvements in the detector performance 
can be achieved to cope with extremely harsh environments required for the HL-LHC 
upgrades. 
This thesis presents the works on numerical simulation studies for HV-CMOS MAPS. 
The simulation study was carried out using the Synopsys Sentaurus TCAD package. The finite 
element method was employed to describe the structure of the semiconductor devices. The 
process simulation focused on modelling fabrication steps such as deposition, etching, 
implantation, oxidation and thermal annealing. The device simulation was used to predict the 
electrical properties and performance of devices by analysing a suite of physical models 
describing carrier transports in materials. The calculations were carried out based on the finite 
element method with optimised meshing setup. 
The model of a single pixel of HV-CMOS MAPS was presented in Chapter 4. It has 
been used to verify electrical characteristics and operational principles of the detector design. 
The results have shown good agreements with the design expectations in term of electrostatic 
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potential and electric field distribution across the sensor structure. A good potential isolation 
was achieved inside the deep n-well used to protect low voltage CMOS transistors.  A source 
follower amplifier and charge integrated amplifier were used as the on-pixel preamplifiers. The 
performance and sensitivity of these amplifiers were compared. An interaction with a MIP 
which generates around 25000 ~ 28000 ehps while traversing through the sensor was 
performed. The timing sequence was performed using the transient analysis of Sentaurus 
Device simulator. The simulation results showed a distinctive detection. Several characteristics 
of the silicon detectors were analysed such as substrate doping concentration (or substrate 
resistivity), and bias conditions. Simulations results suggest that the most suitable substrate for 
the detector had resistivity of 1 kΩcm at 120 V bias. In term of on-pixel readout electronics, 
both amplifiers (source follower and charge integrated amplifiers) were able to effectively 
detect the incidence of a single particle. However, the integrated charge amplifier was more 
sensitive to small number of generated charges, but it required more complex circuitry. 
The degradation of the HV-CMOS MAPS due to high fluences of radiation was studied 
in Chapter 5. The simulation was performed based on the four-level traps damage model for a 
p-type detector. The results showed a good agreement with the experimental data obtained in 
the framework of the RD50 from CERN. A significant result of this work is that type inversion 
was not observed at low fluences for a p-type detector, confirming the advantage of using p-
type substrate to improve the tolerance of radiation hardness in silicon detectors, as proposed 
in the framework of the RD50 collaboration. This work also considered the effect of radiation 
damage on the transistors, located in the readout circuit. Radiation induced damage had more 
significant effects on NMOS transistor performance than of PMOS. The upset effect due to a 
single radiation incidence on the performance of the transistors was negligible. 
The multi-channels HV-CMOS MAPS model which comprised of nine pixel sensors in 
an array of 3×3 was developed in Chapter 6. The model was used to investigate the influence 
effects between pixels, including crosstalk effect due to interpixel capacitance coupling and 
charge sharing effects. From simulation results, the amount of induced charges due to crosstalk 
effect for the model was predicted at 2%. The interaction with MIPs at varying incident 
locations and transverse directions were performed to study the response of the sensor. High 
values of CCE (~ 90 %) were achieved for all the setups. Radiation damage was also performed 
to predict the sensor performance after exposing to certain radiation fluences. The results 
indicate a significant degradation of CCE which was settled around 18% with radiation fluence 
𝜙 = 1016 neq/cm2. The power required for biasing the sensor array was increased significantly 
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under high radiation fluences due to the increase of leakage current in the pixel active region. 
Thus, threshold values of the discriminator are required to be examined carefully and regularly 
adjusted to avoid miss hits due to radiation induced damages. 
Future work of the project includes improving and optimising the HV-CMOS MAPS 
models, especially the multi-channel pixels, to be able to carry out more complex radiation 
events simulations with a higher number of channels/pixels. The current setup of the 3×3 
channels HV-CMOS MAPS has already reached the computing limit possible with the 
computer hardware available for this project, with 90000 mesh elements and has taken 
significantly long time to complete a simulation of the interaction of the detector with a MIP. 
Further optimisation of mesh and/or upgrading the computing power are necessary. Further 
improvements of the model will be achieved by incorporating results from measuring and 
testing of the HV-CMOS MAPS prototypes provided by the High Energy Physics group from 
The University of Melbourne. The comparisons are hoped to improve on important physical 
models and radiation induced damage models, especially for radiation fluences greater than 
5 × 1016 neq/cm2. 
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Appendix 
A1. Electrostatic Potential and Quasi-Fermi Potential 
The electrostatic potential distribution in the device can be calculated by solving 
Poisson’s equation including trap induced charge 
∇ ∙ (𝜖∇𝜓 + 𝑃) = −𝑞(𝑝 − 𝑛 + 𝑁𝐷 − 𝑁𝐴) − 𝜌𝑡𝑟𝑎𝑝    (A.1) 
where 𝑃 is the ferroelectric polarization and 𝜌𝑡𝑟𝑎𝑝 is the charge density contributed by traps 
and fixed charges. 
The Quasi-Fermi potential can be calculated from electron and hole densities and vice 
versa. If Boltzmann statistics are assumed, the equations are 
𝑛 = 𝑁𝐶𝑒
𝐸𝐹,𝑛−𝐸𝐶
𝑘𝑇
 , 𝑝 = 𝑁𝑉𝑒
𝐸𝑉−𝐸𝐹,𝑝
𝑘𝑇
 
     (A.2) 
Fermi-Dirac statistics are recommended for a Si device that has high value of carrier 
densities, > 1 × 1019 𝑐𝑚−3 in the active regions. With Fermi-Dirac statistics, the equations 
become 
𝑛 = 𝛾𝑛𝑁𝐶𝑒
𝐸𝐹,𝑛−𝐸𝐶
𝑘𝑇 , 𝑝 = 𝛾𝑝𝑁𝑉𝑒
𝐸𝑉−𝐸𝐹,𝑝
𝑘𝑇     (A.3) 
𝛾𝑛 =
𝑛
𝑁𝐶
𝑒
𝐸𝐹,𝑛 −𝐸𝐶
𝑘𝑇 , 𝛾𝑝 =
𝑝
𝑁𝑉
𝑒
𝐸𝑉−𝐸𝐹,𝑝 
𝑘𝑇      (A.4) 
Where 𝑁𝐶 and 𝑁𝑉 are the effective density of states, 𝐸𝐹,𝑛/𝑝 = −𝑞𝜙𝑛/𝑝  are the quasi-Fermi 
energies for electrons/holes and 𝜙𝑛/𝑝 is electron/hole quasi-Fermi potential. 𝐸𝑐 and 𝐸𝑉 are 
conduction and valence band edges,  𝑘 is the Boltzmann constant and 𝑇 is the temperature in 
Kelvin. 
An initial guess for the electrostatic potential and quasi-Fermi potentials are determined 
by dividing the device structure into many doping well regions, which consist of connected 
semiconductor elements bounded by non-semiconductor or vacuum. A well should be 
connected only to a contact or has no contact. The quasi-Fermi potential of the majority carrier, 
in wells with contacts, is set to the voltage on the contact associated with the well. 
  
133 
 
A2. Carrier Transport  
The carrier transport in Si was modelled based on the drift-diffusion model in the form 
of current continuity equations [1] 
∇ ∙ 𝐽𝑛 = 𝑞𝑅𝑛𝑒𝑡,𝑛 + 𝑞
𝛿𝑛
𝛿𝑡
;  −∇ ∙ 𝐽𝑝 = 𝑞𝑅𝑛𝑒𝑡,𝑝 + 𝑞
𝛿𝑝
𝛿𝑡
    (A.5) 
𝐽𝑛 = 𝜇𝑛(𝑛∇𝐸𝐶 − 1.5𝑛𝑘𝑇∇𝑙𝑛𝑚𝑛) + 𝐷𝑛(∇𝑛 − 𝑛∇𝑙𝑛𝛾𝑛)   (A.6) 
𝐽𝑝 = 𝜇𝑝(𝑝∇𝐸𝑉 + 1.5𝑝𝑘𝑇∇𝑙𝑛𝑚𝑝) − 𝐷𝑝(∇𝑝 − 𝑝∇𝑙𝑛𝛾𝑝)   (A.7) 
where 𝑅𝑛𝑒𝑡,𝑛/𝑝 is the net recombination rate of electron/hole, 𝐽𝑛,𝑝 is the electron/hole current 
density and n/p is the electron/hole density. The first term of the drift-diffusion considers the 
contribution due to the spatial variations of the electrostatic potential, the electron affinity and 
the band gap. The remaining terms are due to the gradient of the concentration and the variation 
of the effective masses 𝑚𝑛 and 𝑚𝑝. The diffusivities 𝐷𝑛 and 𝐷𝑝 are given through the mobilities 
of the Einstein relation  𝐷𝑛/𝑝 = 𝑘𝑇𝜇𝑛/𝑝. The contact current is computed by integrating the 
current density over the surface of the doping well associated with the contact as well as the 
charge generation rate over the volume of the doping well. 
A3. Mobilities 
The carrier mobilities are modelled based on a modular approach which combines many 
models describing the carrier mobilities as a function of different quantities such as temperature 
and doping concentration. The final mobility model is combined using the Matthiessen’s rule 
[2] 
1
𝜇
=
1
𝜇1 
+
1
𝜇2
+ ⋯ +
1
𝜇𝑛
     (A.8) 
where 𝜇1, 𝜇2, … , 𝜇𝑛 are the different mobility contribution. 
A3.1. Doping-dependent degradation 
The University of Bologna bulk mobility model [3] was used to describe the 
degradation of the carrier mobility due to the scattering of the carriers by charged impurity 
ions. The model was developed for an extended temperature range from 25oC to 973oC [3, 4]. 
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The model for lattice mobility is  
𝜇𝐿(𝑇) = 𝜇𝑚𝑎𝑥 (
𝑇
300𝐾
)
−𝛾+𝑐(
𝑇
300𝐾
)
     (A.9) 
where 𝜇𝑚𝑎𝑥 is the lattice mobility at room temperature and 𝑐 is a correction coefficient for 
higher temperatures. 𝜇𝑚𝑎𝑥 and 𝛾 can be found in Table A3.1. 
The model used for bulk mobility is given by 
𝜇𝑑𝑜𝑝(𝑇) = 𝜇0(𝑇) +
𝜇𝐿(𝑇)−𝜇0(𝑇)
1+(
𝑁𝐷,0
𝐶𝑟1(𝑇)
)
𝛼
+(
𝑁𝐴,0
𝐶𝑟2(𝑇)
)
𝛽 −
𝜇1(𝑁𝐷,0,𝑁𝐴,0,𝑇)
1+(
𝑁𝐷,0
𝐶𝑠1(𝑇)
+
𝑁𝐴,0
𝐶𝑠2(𝑇)
)
−2  (A.10) 
𝑁𝐴,0 and 𝑁𝐷,0 are the active acceptor and donor concentration. 𝜇0 and 𝜇1 are weighted averages 
of the corresponding limiting values for pure acceptor-doping and donor-doping densities 
𝜇0(𝑇) =
𝜇0𝑑𝑁𝐷,0+𝜇0𝑎𝑁𝐴,0
𝑁𝐴,0+𝑁𝐷,0
     (A.11) 
𝜇1(𝑇) =
𝜇1𝑑𝑁𝐷,0+𝜇1𝑎𝑁𝐴,0
𝑁𝐴,0+𝑁𝐷,0
     (A.12) 
Other parameters can be referred in Table A3. 
Table A3.1: Parameters of doping-dependent mobility models [1, 3, 4] 
Parameter Electrons Holes Unit 
𝜇𝑚𝑎𝑥 1441 1441 𝑐𝑚
2/𝑉𝑠 
𝑐 −0.11 0 𝑛𝑜𝑛𝑒 
𝛾 2.45 2.16 𝑛𝑜𝑛𝑒 
𝑇𝑛 𝑇/300𝐾 𝑇/300𝐾 𝑛𝑜𝑛𝑒 
𝜇0𝑑 62.2𝑇 
−0.7 90.0𝑇 
−1.3 𝑐𝑚2/𝑉𝑠 
𝜇0𝑎 132.0𝑇𝑛
−1.3 44.0𝑇𝑛
−0.7 𝑐𝑚2/𝑉𝑠 
𝜇1𝑑 48.6𝑇𝑛
−0.7 28.2𝑇𝑛
−2 𝑐𝑚2/𝑉𝑠 
𝜇1𝑎 73.5𝑇𝑛
−1.25 28.2𝑇𝑛
−0.8 𝑐𝑚2/𝑉𝑠 
𝐶𝑟1 8.5 × 10
16𝑇𝑛
3.65 1.3 × 1016𝑇𝑛
2.2 𝑐𝑚−3 
𝐶𝑟2 1.22 × 10
17𝑇𝑛
2.65 2.45 × 1017𝑇𝑛
3.1 𝑐𝑚−3 
𝐶𝑠1 4.0 × 10
20 1.1 × 1018𝑇𝑛
6.2 𝑐𝑚−3 
𝐶𝑠2 7.0 × 10
20 6.1 × 1020 𝑐𝑚−3 
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𝛼 0.68 0.77 𝑛𝑜𝑛𝑒 
𝛽 0.72 0.719 𝑛𝑜𝑛𝑒 
 
The mobility model showed good agreements with experimental data provided in [4] 
for the temperature range 300K to 700K. 
A3.2. High-Field Saturation 
Under relatively high intensity of electric field, the carrier drift velocity is no longer 
proportional to the electric field but saturates to a value 𝑣𝑠𝑎𝑡. The high-field saturation of the 
carrier mobility was implemented based on Canali model [5] 
𝜇(𝐹) =
𝜇𝑙𝑜𝑤
(1+(
𝜇𝑙𝑜𝑤𝐹ℎ𝑓𝑠
𝑣𝑠𝑎𝑡
)
𝛽
)
1
𝛽
      (A.13) 
Where 𝜇𝑙𝑜𝑤 is the low field mobility, 𝛽 = 𝛽0 (
𝑇
300𝐾
)
𝜃
 is temperature dependent coefficient, 
𝑣𝑠𝑎𝑡 is the saturation velocity and 𝐹ℎ𝑓𝑠 is the driving field. 
𝑣𝑠𝑎𝑡 = 𝑣𝑠𝑎𝑡,0 (
300𝐾
𝑇
)
𝜃𝑠𝑎𝑡
      (A.14) 
𝐹ℎ𝑓𝑠,𝑛 = 𝐹 ∙
𝐽𝑛
𝐽𝑛
      (A.15) 
 
Table A3.2: Parameters for high-field mobility saturation for silicon [1, 5] 
Parameters Electrons Holes Unit 
𝛽0 1.109 1.213  
𝜃 0.66 0.17  
𝑣𝑠𝑎𝑡,0 1.07 × 10
7 8.37 × 106 𝑐𝑚/𝑠 
𝜃𝑠𝑎𝑡 0.87 0.52  
 
A3.3. Degradation at interfaces 
In the regions close to the surface, especially in the channel region of a MOSFET, 
carriers usually interact with the semiconductor-insulator interface under the effect of high 
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transverse electric field forces. Carrier are subjected to scattering by acoustic surface phonons 
and surface roughness. The surface contribution due to acoustic phonon scattering is described 
as 
𝜇𝑎𝑐 =
𝐵
𝐹𝑝
+ 𝐶 (
𝑁𝐴,0+𝑁𝐷,0+𝑁2
𝑁0
)
𝜆
∙ (
1
𝐹
1
3(
𝑇
300𝐾
)
 )    (A.16) 
The contribution due to surface roughness scattering is given by 
𝜇𝑠𝑟 = (
(
𝐹𝑝
𝐹𝑟𝑒𝑓
)
2
𝛿
+
𝐹𝑝
3
𝜂
)
−1
     (A.17) 
These contributions are combined with the bulk mobility using the Matthiessen’s rule  
1
𝜇
=
1
𝜇𝑏
+
𝐷
𝜇𝑎𝑐
+
𝐷
𝜇𝑠𝑟
      (A.18) 
Where 𝐹𝑝 is the transverse electric field normal to the semiconductor-insulator interface, 𝐷 =
𝑒
−
𝑥
𝑙𝑐𝑟𝑖𝑡 is a damping parameter that switches off the inversion layer terms far away from the 
interface, 𝑥 is the distance from the interface. 
Table A3.3: Parameters for the mobility degradation model of Si at interfaces [1] 
Parameter Electrons Holes Unit 
𝐵 4.75 × 107 9.925 × 106 𝑐𝑚/𝑠 
𝐶 5.80 × 102 2.947 × 103 𝑐𝑚5/3𝑉−2/3𝑠−1 
𝐹𝑟𝑒𝑓 1 1 𝑉/𝑐𝑚 
𝑁0 1 1 𝑐𝑚
−3 
𝑁2 1 1 𝑐𝑚
−3 
𝜆 0.125 0.0317  
𝛿 5.82 × 1014 2.0546 × 1014 𝑐𝑚2/𝑉𝑠 
𝑙𝑐𝑟𝑖𝑡 1 × 10
6 1 × 106 𝑐𝑚 
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A4. Generation and Recombination 
A4.1. Shockley-Read-Hall recombination 
Charge carrier recombination via deep level defects in the bandgap is described by the 
Shockley-Read-Hall model 
𝑅𝑛𝑒𝑡
 =
𝑛𝑝−𝑛𝑖
2
𝜏𝑝(𝑛+𝑛1)+𝜏𝑛(𝑝+𝑝1)
      (A.19) 
where  
𝑛1 = 𝑛𝑖𝑒
𝐸𝑡𝑟𝑎𝑝
𝑘𝑇 ; 𝑝1 = 𝑝𝑖𝑒
−𝐸𝑡𝑟𝑎𝑝
𝑘𝑇      (A.20) 
where 𝐸𝑡𝑟𝑎𝑝 is a defect level in the middle of the bandgap. 𝜏𝑛/𝑝 is the electron/hole lifetime 
which is a function of doping, electric field and temperature.  
𝜏𝑛/𝑝 =
𝜏𝑑𝑜𝑝𝑓(𝑇)
1+𝑔𝑛/𝑝(𝐹)
      (A.21) 
The doping dependence of the SRH lifetimes was modelled with the Scharfetter relation [1] 
𝜏𝑑𝑜𝑝(𝑁𝐴,0 + 𝑁𝐷,0) = 𝜏𝑚𝑖𝑛 +
𝜏𝑚𝑎𝑥−𝜏𝑚𝑖𝑛
1+(
𝑁𝐴,0+𝑁𝐷,0
𝑁𝑟𝑒𝑓
)
𝛾     (A.22) 
Where 𝑁𝐴,0 and 𝑁𝐷,0 are active acceptor and donor concentration. The rest parameters can be 
found in Table A4.1. The temperature dependence of the carrier lifetime is modelled as  
𝜏(𝑇) = 𝜏0 (
𝑇
300𝐾
)
𝛼
      (A.23) 
The models showed good agreement with experimental data provided in [6-8] 
Table A4.1: Parameters for doping- and temperature dependent SRH life time for silicon [1] 
Parameter Electrons Holes Unit 
𝜏𝑚𝑖𝑛 0 0 𝑠 
𝜏𝑚𝑎𝑥 1 × 10
−5 3 × 10−6 𝑠 
𝜏0 1 × 10
−5 3 × 10−6 𝑠 
𝑁𝑟𝑒𝑓 1 × 10
16 1 × 1016 𝑐𝑚−3 
𝛾 1 1  
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𝛼 −1.5 −1.5   
 
The carrier SRH recombination lifetime was proven to reduce in strong electric field 
regions, especially higher than 3 × 105 𝑉/𝑐𝑚 [9]. The field enhancement was described by the 
Schenk trap-assisted tunneling model. The recombination rate was considered by the field 
enhancement factor (1 + 𝑔(𝐹))
−1
 of the SRH lifetimes [9].  
For electrons, 𝑔(𝐹) has form of 
𝑔𝑛(𝐹) = (1 +
(ℏΘ)
3
2√(𝐸𝑡−𝐸0)
𝐸0ℏ𝜔0
)
−
1
2
(ℏΘ)
3
4(𝐸𝑡−𝐸0)
1
4
2√𝐸𝑡𝐸0
 (
ℏΘ
𝑘𝑇
)
3
2
𝑒𝐸𝜃     (A.24) 
w  
𝐸𝜃 = −
𝐸𝑡−𝐸0
ℏ𝜔0
+
ℏ𝜔0−𝑘𝑇
2ℏ𝜔
+
2𝐸𝑡+𝑘𝑇
2ℏ𝜔0
ln
𝐸𝑡
𝜖𝑅
−
𝐸0
ℏ𝜔0
ln
𝐸0
𝜖𝑅
+
𝐸𝑡−𝐸0
𝑘𝑇
−
4
3
(
𝐸𝑡−𝐸0
ℏΘ
)
3
2
   (A.25) 
Where 𝐸0 is the energy of an optimum horizontal transition path depending on electric field 
strength and temperature. 
𝐸0 = 2√𝜖𝐹(√𝜖𝐹 + 𝐸𝑡 + 𝜖𝑅 − √𝜖𝐹) − 𝜖𝑅     (A.26) 
𝜖𝐹 =
(2𝜖𝑅𝑘𝑇)
2
(ℏΘ)3
, 𝜖𝑅 = 𝑆ℏ𝜔0, Θ = (
𝑞2𝐹2
2ℏ𝑚Θ
)
1/3
     (A.27) 
Where 𝜖𝑅 is the lattice relaxation energy, 𝑆 is the Huang-Rhys factor, ℏ𝜔0 is the effective 
phonon energy, 𝐸𝑡 is the energy level of the recombination centre. The 𝑚Θ is the electron 
tunneling mass in the electric field direction. The expression for holes has a similar form but 
𝐸𝑡 needs to be replaced by 𝐸𝑔 − 𝐸𝑡. 𝐸𝑡 is related to the defect level 
𝐸𝑡 =
1
2
𝐸𝑔 +
3
4
𝑘𝑇𝑙𝑛 (
𝑚𝑛
𝑚𝑝
) − 𝐸𝑡𝑟𝑎𝑝 − (32𝑚𝐶 (
𝑍2
𝜖2
) 𝑅𝑦)   (A.28) 
w 𝑅𝑦 is the Rydberg energy (13.606eV), 𝜖 is the Silicon dielectric constant and Z is the 
adjustment coefficient [1, 9]. 
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A4.2. Avalanche Generation 
If an electron/hole in the conduction/valance band gains enough energy under the effect 
of the external electric fields and becomes highly energetic, it can generate an electron-hole 
pair by colliding with an electron in the valence band and exciting it to the conduction band. 
The process is called impact ionisation. Under high electric field, the secondary electron/hole 
could be accelerated and continue to generate another electron-hole pair, thus resulting in 
charge multiplication, called avalanche generation. In order to produce an electron-hole pair 
by avalanche generation, it requires a certain threshold for an applied external electric field and 
a wide space charge region for carrier acceleration. If the width of the space charge region is 
greater than the mean free path between two ionising impacts, charge multiplication can occur. 
The generation due to impact ionisation avalanche can be expressed as  
𝐺𝐼𝐼 = 𝛼𝑛𝑛𝑣𝑛 + 𝛼𝑝𝑝𝑣𝑝      (A.29) 
where 𝛼 is the ionisation coefficient which is the reciprocal of the carrier mean free path. The 
model for field dependent 𝛼 is shown in equation 3.36 [39] 
𝛼 = 𝛾𝑎𝑒
− 
𝛾𝛽𝐸𝑔
𝐹𝑞𝜆 , 𝛾 =
tanh(
ℏ𝜔𝑜𝑝
2𝑘𝑇0
)
tanh(
ℏ𝜔𝑜𝑝
2𝑘𝑇
)
     (A.30) 
Where 𝛾 expresses the temperature dependence coefficient. The coefficients value shown in 
Table A4.2 are applicable over the range of electric fields from 1.75 × 105 𝑉/𝑐𝑚 to 
6 × 105 𝑉/𝑐𝑚 [40]. The 𝐸𝑔 is the energy bandgap, 𝜆 is the optical-phonon mean free path for 
the carriers. 
Table A4.2: Parameters of the Avalanche generation model for silicon [1, 10] 
Parameter Electrons Holes Unit 
𝑎𝑙𝑜𝑤 7.03 × 10
5 1.582 × 106 𝑐𝑚−1 
𝑎ℎ𝑖𝑔ℎ 7.03 × 10
5 6.71 × 105 𝑐𝑚−1 
ℏ𝜔𝑜𝑝 0.063 0.063 𝑒𝑉 
𝜆 62 × 10−8 45 × 10−8 𝑐𝑚 
𝛽𝑙𝑜𝑤 0.678925 0.815009  
𝛽ℎ𝑖𝑔ℎ 0.678925 0.677706   
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Subscripts 𝑙𝑜𝑤 and ℎ𝑖𝑔ℎ are for electric field strength from 1.75 × 105 to 4 × 105 
V/cm and from 4 × 105 to 6 × 105 𝑉/𝑐𝑚, respectively. 
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