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1. INTRODUCTION 
The Active-Set-on-a-Graph (ASG) algorithm solves minimum cost network flow problems with 
a quadratic cost function. Numerical experiments show that it is about two orders of magnitude 
faster than the convex simplex method specialized to the quadratic cost network problem. In 
this paper, we show how the efficiency can be improved further by a combination of two changes 
to the basic algorithm. We will describe the original algorithm very briefly in the next section. 
Then the modifications are described in Section 3. Finally, in Section 4, we give the results of 
some numerical tests which indicate that the improved ASG algorithm is more than one order of 
magnitude faster than the original ASG algorithm. 
2. THE ASG ALGORITHM 
The basic ASG algorithm will only be described very briefly here; for more details see [1,2]. A 
network (N, A) consists of a set of nodes N and a set of arcs A joining them. Each arc a has a 
source node o(a) and a destination node w(a). Consider the quadratic network problem (QNP): 
Minimize: 
1 
z xTQx + pTx 
Subject to: Ex=b and 1 <x<u, 
where x E RIAl is the arc flow, 
Q is a IAl x IAl diagonal matrix with diagonal entries qa > 0 Va E A, 
p E WIAl are the linear cost coefficients of the arcs, 
E is the node-arc incidence matrix, 
b E 1~1~1 are the supplies at the nodes, and 
1, u E RIAl are the lower and upper bounds on flows in the arcs. 
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We define an active set A by 
A-d+ud-, A+-{aEAIx,=u,} and A--{aEAIz,=&}. 
For any given active set A, let i, fi, a and @ be x,p, Q and E, respectively, with the rows 




2 5ZT& + fiT* 
Subject to: J&=6, 
where 
&, G b, - c u, - c L+ c u,+ c 1,. 
aEA+ aEA- aEA+ aEA- 
a(a)=n a(a)=n w(a)=n w(a)=n 
That is, MNEP(d) is the original problem with the arcs in A fixed at one of their bounds and 
the capacity restriction on the other arcs removed. 
Since the problem is convex, it follows from standard Lagrangian theory that ~2 is optimal if 
and only if there exists x such that 
k~--&-~ @+gTr 
( > (1) 
and gQ-l&Tr = &:dj-ljj - 6. (2) 
Here 7~ E BINI are the dual variables corresponding to the equality constraint, called potentials. 
This set of equations admits a unique solution if one of the potentials is specified arbitrarily and 
A \ A spans the network. The solution to MNEP(d) is optimal for QNP if for each arc a E A 
(i) 1, Lx, Iuar and 
(ii) (xa = Ia * ru(a) - ra(a) < qala + Pa) and (xa = ~a * rw(a) - *‘a(a) > qaua + Pa). 
Any arc which does not satisfy these conditions is called out-of-kilter. An arc which fails test (i) 
is called primal-out-of-kilter, while an arc which does not satisfy (ii) is called dual-out-of-kilter. 
Note that for optimal solutions of MNEP(d), no arc will fail both tests by virtue of the first 
order necessary conditions. The basic ASG algorithm can be stated as 
ALGORITHM 1. 
Set A+0 
Solve MNEP Cd> 
while there exists an out-of-kilter-arc a do 
if a is dual-out-of -kilter then 
Remove a from A 
else /* a is primal-out-of-kilter */ 
if xa > ua then za + u, else 2, + I, 
Add a to A 
if (IV, A \ -4) is disconnected then 
Choose an appropriate arc b # a, b E A 
Remove b from A 
endif 
endif 
Re-solve MNEP (A> 
endwhile 
REMARK 1. The meaning of an “appropriate” arc b in Algorithm 1 is explained in [l]. If such an 
arc cannot be found, then it can be shown that the capacity of some cut cannot accommodate 
the flow requirement, in which case the problem is infeasible. 
REMARK 2. The solution of equation (2) is found by inverting a matrix, but each arc activation 
and deactivation only requires a rank one update of the inverse. 
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3. MODIFICATIONS TO THE ALGORITHM 
One way to speed up the ASG algorithm is to activate or deactivate several arcs at once. 
This has the advantage that many fewer MNEP subproblems have to be solved. However, in 
the algorithm as described above, the main work in solving the subproblem is performing the 
rank one update of the matrix inverse which has to be done for each arc that is activated or 
deactivated. Hence, to gain an advantage from a multiple activation strategy, a different method 
for solving these equations has to be used. One method, which has been used by Klincewicz [3] 
as part of a Newton method for convex network problems, is to use a preconditioned conjugate 
gradient method to solve the potential equation (2) iteratively. This can be done very efficiently 
since the product on the left-hand side of equation (2) can be calculated using the following 
simple algorithm. 
ALGORITHM 2. 
d + 0 /* The product (fiQ&-lBT)rr is accumulated in d */ 
for each arc a E A’ do 
d a(a) + da(a) - h(a) - wa))lqa, 
d w(a) + d,(a) + @w(a) - xa(a))/qa 
endfor 
Note that the matrix product is calculated directly from the network structure so no matrix 
storage is required. The convergence of the conjugate gradient method can be improved by 
applying a transformation T to the potential so that the condition number of (T-l)Tfi&l~TT-’ 
is closer to unity than the condition number of I@- E ’ n T . One choice for T which is both effective 
and very easy to implement is to use a diagonal matrix with entries T,, = J_. 
The modified ASG algorithm is similar to Algorithm 1, except that as many out-of-kilter 
arcs are activated or deactivated as possible (without disconnecting the network), before the 
subproblem MNEP(d) is re-solved. 
ALGORITHM 3. 
Set A +- 0 
Solve MNEP (A> 
while the solution is not optimal do 
for all out-of-kilter arcs a do 
ifa is dual-out-of-kilter then 
Remove a from A 
else /*a is primal-out-of-kilter */ 
if 2, > u, then z, c u, else 2, + 1, 
Add a to A 
if(N, A\ A) is disconnected then 
Choose an appropriate arc b # a, b E A 




I&-solve MNEP (d) 
endwhile 
REMARK 3. Note that neither the preconditioned conjugate gradient method for solving the 
subproblems nor the multiple-activation ASG algorithm require any matrix storage. 
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Figure 1. Running time of the original and modified algorithms. 
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Figure 2. Total number of (de)activations required by the modified algorithm. 
4. NUMERICAL RESULTS 
In the absence of any publicly available collection of real-world data sets, random test problems 
were generated. No special structure was imposed on these to ensure that the problems are 
representative of data which might arise in a wide variety of applications. Figure 1 shows the 
CPU time required for various problems plotted against the problems’ size measured by INI * (A(. 
It indicates that the modified algorithm with multiple activation strategy is about two orders of 
magnitude faster than the original ASG algorithm, which itself is about two orders of magnitude 
faster than the convex simplex algorithm [2]. It is interesting to observe that the number of 
iterations required by the modified ASG algorithm varied very little with problem size. The 
number of times the main loop was executed was always between 5 and 10 from the smallest 
problem with 5 nodes and 18 arcs to the largest with 400 nodes and 7992 arcs. The main 
difference is the number of activations/deactivations and the amount of time required by the 
preconditioned conjugate gradient algorithm to find the potentials. As Figure 2 shows, the total 
number of activations required is roughly equal to (Al, while the number of deactivations remains 
relatively small and increases only slowly with problem size. 
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