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Інженерні методи діагностики хвороби Альцгеймера 
Розглянуто проблематику діагностики 
хвороби Альцгеймера. Приведено огляд сучас-
них інженерних методів автоматичної діагно-
стики хвороби Альцгеймера за сигналами еле-
ктроенцефалограми, а також за зображення-
ми магнітно-резонансної томографії та одно-
фотонної емісійної комп’ютерної томографії. 
Приведено показники ефективності методів, 
вказано на їх переваги і недоліки та на про-
блему потенційної надлишковості ознак хво-
роби Альцгеймера, які використовуються в су-
часних системах автоматизації діагностики.  
Приведені рекомендації щодо подальшого 
розвитку методів автоматичної діагностики 
хвороби Альцгеймера, зокрема щодо викорис-
тання математичного апарату нечіткої логі-
ки. Бібл. 29, рис. 6. 
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Вступ 
Хвороба Альцгеймера (ХА) – це захворю-
вання, при якому гинуть клітини головного моз-
ку, що призводить до тяжких розладів пам'яті, 
інтелекту, інших когнітивних функції, а також до 
серйозних проблем в емоційно-особистісній 
сфері і поведінці. ХА є найбільш поширеною 
формою слабоумства [1]. Деменція обумовлена 
здебільшого захворюванням мозку, а не є нор-
мальним наслідком старіння. Більшість людей 
відчувають деяку помірну втрату пам'яті, яка 
суттєво впливає на їх повсякденне життя [16]. 
Лікарі-діагностики деменції, виконуючи ре-
тельні медичні, неврологічні та нейропсихологі-
чні обстеження, перш за все прагнуть виключити 
захворювання, які можуть призвести до марен-
ня. Марення – це стан плутанини, яка часто ви-
никає раптово і може супроводжувати такі роз-
лади в організмі людини як інфекції, порушення 
харчування, травми голови та інші неврологічні 
захворювання [16, 19]. 
Хвороба Альцгеймера діагностується у віці 
після 65 років, коли вона називається пізньою 
хворобою Альцгеймера. Такий стан виникає у 
5% населення у віці старше 65 років і упонад 
20% населення у віці старше 85 років [1]. Тільки 
у 10% всіх осіб з діагнозом хвороби Альцгейме-
ра симптоми розвиваються у віці до 65 років. У 
них, як кажуть, виникає рання форма хвороби 
Альцгеймера, і приблизно 10% пацієнтів з ран-
ньою формою хворобимають генетичну успад-
ковану хворобу, що передається як аутосомати-
чна домінантна ознака [16]. 
За статистикою, у людей пенсійного віку ри-
зик захворіти хворобою Альцгеймера збільшу-
ється вдвічі через кожні п'ять років життя. При 
такій залежності, чим більша кількість літніх лю-
дей у віці від 65 років і чим довше живуть ці лю-
ди, тим масштабніше поширення ХА. 
Зростання кількості пацієнтів потребує своє-
часного лікування, адже тривалість подальшого 
життя та ефективність лікування залежить без-
посередньо від своєчасної діагностики (рис. 1).  
 
 
Рис. 1. Графік залежності ефекту лікування ХА від ступеня важкості і часу початку лікування 
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На сьогоднішній день діагностика хвороби 
Альцгеймера проводиться, зазвичай, за допомо-
гою психоневрологічних тестів, але існують й ін-
женерні методи, які основані на різних функціо-
нальних дослідженнях та подальшому аналізі їх 
результатів. Ці методи реалізується у два етапи: 
визначення та обчислення деяких інформатив-
них параметрів, так званих ознак захворювання, 
за допомогою методів аналізу сигналів та зо-
бражень, та подальша обробка цих ознак за до-
помогою класифікатора, побудованого на основі 
обраного алгоритму машинного навчання, який 
має власне і визначити хворий чи ні пацієнт. 
Іншими словами, на сьогоднішній день існує 
кілька можливих джерел медичних даних для 
діагностики ХА; велика кількість можливих ознак 
та класифікаторів, що можуть використовува-
тись для діагностики ХА, спричиняє проблему 
вибору оптимального класифікатору та оптима-
льних ознак, а також найбільш інформативного 
джерела медичних даних за допомогою яких 
можливо було б максимізувати ефективність ді-
агностування. 
Метою даної роботи є огляд сучасних мето-
дів автоматичної діагностики хвороби Альцгей-
мера, визначення недоліків і переваг та оціню-
вання ефективності їх роботи. Також в цій робо-
ті будуть надані рекомендації та визначені шля-
хи подальшого розвитку і покращення методів 
аналізу медичних даних для діагностики ХА. 
1. Методи діагностики 
1.1. Магнітно-резонансна томографія 
Одним з найбільш поширених методів діаг-
ностики ХА є діагностика за допомогою магніт-
но-резонансної томографії (МРТ). МРТ є мето-
дом візуалізації, що використовується в 
радіології для візуалізації внутрішніх структур 
організму в деталях. МРТ використовує 
властивість ядерного магнітного резонансу 
(ЯМР) зображення ядра атомів в середині тіла. 
МРТ може створити більш детальні зображення 
людського тіла, ніж при використанні 
рентгенівських променів. 
МРТ забезпечує хороший контраст між 
різними м'якими тканин тіла, що робить його 
особливо корисним у візуалізації головного моз-
ку, м'язів, серця в порівнянні з іншими методами 
медичної візуалізації, такі як комп'ютерна 
томографія (КТ) або рентгенівські промені. На 
відміну від комп'ютерної томографії або 
традиційних рентгенівських променів, МРТ не 
використовує іонізуючі випромінювання [15]. 
Для діагностики ХА голову хворого 
розміщують у томографі та виконують 
реєстрацію зрізів головного мозку. Оскільки ХА 
– це хвороба, при якій відбувається руйнування 
білкових структур мозку, то зображення хворого 
відрізняється від здорового пацієнта більш гли-
бокими западинами та меншою кількістю 
мозкової тканини (рис. 2). 
 
 
Рис. 2. Приклади МРТ-зображень: А) здорової людини, Б) хворого хворобою Альцгеймера 
1.2. Однофотонна емісійна комп’ютерна 
томографія 
Інший поширеним методом отримання зоб-
ражень для діагностики ХА є однофотонна 
емісійна комп'ютерна томографія (ОФЕКТ). 
ОФЕКТ є ядерним методом побудови 
томографічного зображення за допомогою 
рентгенівського випромінювання. Ця методика 
дуже схожа на звичайні методи побудови зоб-
ражень, що використовуються у ядерній 
медицині плоских зображень за допомогою гам-
ма-камери. Тим не менш, вона може надати 
достовірну 3D інформацію. Ця інформація, як 
правило, представлена у вигляді поперечних 
зрізів пацієнта, але може бути вільно перефор-
матована за необхідністю [20]. 
ОФЕКТ дозволяє визначити циркуляцію 
крові в деяких ділянках мозку та їх 
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функціонування. За допомогою даного методу 
можливо виявити аномалії, що є характерними 
для ХА.  
При діагностиці ХА треба доставити гамма-
випромінюючі радіоізотопні препарати (так звані 
радіонукліди) в організм пацієнта. Це 
реалізується, зазвичай, шляхом ін'єкції в 
кровотік. В окремих випадках радіоізотопи окрім 
радіо активних властивостей мають ще і хімічні 
властивості, наприклад, радіоізотопи галію(III), 
які дозволяють йому зосереджуватись в облас-
тях, що становлять медичний інтерес для 
діагностики захворювання. Тим не менш, в 
більшості випадків у ОФЕКТ використовують 
радіоактивний маркер, який представляє 
інтерес тільки своїми радіоактивними властиво-
стями. 
1.3. Електроенцефалографія 
Електроенцефалографія також використо-
вується для діагностики ХА. Це метод 
дослідження головного мозку заснований на 
реєстрації різниці електричних потенціалів, що 
виникають при його роботі [26, 27]. 
Електроенцефалограма (ЕЕГ) являє собою 
складний коливальний електричний процес, 
який може бути зареєстрований при 
розташуванні електродів на мозку або на 
поверхні скальпа, і є результатом електричної 
сумації та фільтрації елементарних процесів, 
що протікають в нейронах головного мозку [26]. 
Численні дослідження показують, що 
електричні потенціали окремих нейронів голов-
ного мозку пов'язані тісній і досить точної 
кількісної залежністю з інформаційними проце-
сами[9]. 
2. Метод обробки сигналів та зображень для 
діагностики ХА 
2.1. МРТ методи 
2.1.1. Методика класифікації МРТ-зображень 
за допомогою гібридної класифікації 
Дана методика [25] дозволяє визначити ная-
вність або відсутність захворювань мозку, зок-
рема ХА. Сутність методу гібридної класифікації 
полягає у триступеневій обробці сигналу для 
подальшого виділення двох класів: здорові та 
хворі.  
На першій стадії за допомогою двовимірного 
вейвлет-перетворення з використанням мате-
ринської функції Хаара отримуються 4 «під- 
смуги», три з яких представляють деталізаційні 
коефіцієнти, та одна з яких відповідає коефіціє-
нтам апроксимації. Далі з отриманих складових 
вейвлет-перетворення  отримуються ознаки 
МРТ-зображень. 
На другому етапі виконується аналіз голов-
них компонент нормалізованих результатів вей-
влет перетворення для того, щоб зменшити кі-
лькість ознак. Третій етап потребує використан-
ня нейронної мережі, які і дають остаточний ре-
зультат про приналежність зображення до класу 
«здорових» або класу «хворих». 
Як показали експериментальні дані [25], 
описаний метод дає 82.69% вірної класифікації, 
як для тренувальних, так і для тестових даних. 
2.1.2. Методика класифікації МРТ-зображень 
за допомогою фрактальної розмірності та 
спектральної енергії 
Дана методика передбачає застосування 
перетворення Гільберта до МРТ-зображень, що 
є оптимальним методом для отримання частот-
но-часових характеристик нестаціонарного сиг-
налу. Фільтрація за допомогою фільтра Собеля 
виконується для визначення контурів мозку на 
зображеннях. Надалі виконується визначення 
фрактальної розмірності та оцінка коефіцієнтів 
асиметрії та ексцесу для розподілу спектральної 
енергії, які класифікуються надалі за допомогою 
нейронної мережі, що тренована за алгоритмом 
спряжених масштабованих градієнтів.  
Дана методика показала 91.78% вірної кла-
сифікації [10].  
2.1.3. Використання статистик першого та 
другого порядків для класифікації МРТ-
зображень мозку 
Як і численна кількість методів аналізу та 
класифікації, дана методика заснована на дис-
кретному вейвлет-перетворенні МРТ-
зображень. Дана методика передбачає викорис-
тання материнської функції Добеши IV порядку 
для отримання ознак з МРТ-зображення. 
Надалі проводиться розрахунок перших чо-
тирьох центральних моментів розподілу випад-
кової величини для зображень: математичного 
очікування(1), дисперсії(2), коефіцієнтів асимет-
рії(2), ексцесу(2), та другого кутового моменту(3), 
контрасту(4), кореляції(5), однорідності(6) та ен-
тропії(7), які обчислюються наступним чином[4]: 
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де І – сірі рівні зображення, Р(І) – гістограма 
першого порядку зображення, Ng – кількість мо-
жливих відтінків сірого. 
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За допомогою нейронної мережі сукупності 
отриманих параметрів класифікуються на класи 
«здорових» та «хворих» пацієнтів. 
Дана методика має точність рівну 99.06% [5]. 
2.2. ОФЕКТ-методи 
2.2.1. Діагностика за допомогою методу опо-
рних векторів 
Описана методика пропонує обробляти 
ОФЕКТ-зображення за допомогою аналізу голо-
вних компонентів для зменшення кількості ознак 
з подальшою класифікаціє за допомогою методу 
опорних векторів [5]. 
Використання методики опорних векторів 
обумовлено тим, що такий підхід дозволяє роз-
ділити два класи («здорових» та «хворих») за 
допомогою так званої гіперплощини, що буде 
рівновіддалена від векторів ознак обох класів на 
максимальну відстань (рис. 3).  
 
Рис. 3. Ілюстрація методу опорних векторів  
Коли ж використання лінійного розділення 
ознак неможливе, то доцільно використовувати 
функцію ядра, за допомогою якої відбувається 
лінеаризація у просторі більш високого порядку.  
Як показали експериментальні дані [5], такий 
підхід дозволяє отримати 93% точності класифі-
кації. 
У іншій модифікації даного методу [8], в яко-
му аналізуються вокселі окремих областей інте-
ресу за допомогою масок (рис. 4), точність ви-
значення наявності хвороби склала 88.6%. 
 
Рис. 4. Формування маски: ліва колонка - здоро-
вий пацієнт; центральна колонк - пацієнт хворий 
ХА; права колонка - усереднена маска 
2.2.2. Діагностика хвороби Альцгеймера за 
допомогою комбінації двовимірного вейв-
лет-перетворення та методу опорних векто-
рів 
Вейвлет-перетворення з використанням ма-
теринської функції Габора має широке застосу-
вання у розпізнанні облич та визначення прина-
лежності у незалежності від освітлення та спо-
творень. Саме тому пропонується використову-
вати його для класифікації ОФЕКТ-зображень 
для діагностики ХА [17]. 
Материнська функція двомірного вейвлета 
Габора описується як 
[ ] ( ) ( )22 2 2,,, ,2 21 exp ,2 2u vu vu v u v
k x yk
z jk z
 + ϕ =  π σ σ  
 (8) 
 
( ), 2 exp ,
2 ,  0,..., -1,
2
, 0,..., -1,
u v u v
u u
u
k f j
f u U
v v V
V
= π θ
= =
θ = π =
 (9) 
де uf - орієнтація (частота), а uθ  - масштаб вей-
влет-перетворення Габора. 
Вважається, що дані представляють собою 
набір зображень зрізів головного мозку пацієнтів 
(Im). Тому для виконання вейвлет-перетворення 
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необхідно виконати згортку кожного зображення 
зрізу материнською функцією: 
 , ,( ) ( ).u v m u vG Z I z= ϕ  (10) 
Блок-схема вейвлет-перетворення з викори-
стання набору материнських функцій Габора 
представлена на рис. 5.  
Надалі, за допомогою описаної методики у 
[17], виконується зменшення кількості ознак та 
їх розділення за допомогою гіперплощини. 
 
Рис. 5. Схема двомірного вейвлет-перетворення з 
використанням материнських функцій Габора 
Як показують експериментальні досліджен-
ня, точність класифікації даного методу складає 
96%[17].  
2.2.3. Діагностика за допомогою класифіка-
тору Random Forest 
Random Forest – алгоритм машинного на-
вчання, що полягає у використанні ансамблю 
«розв’язуючих дерев». Даний метод несе в собі 
одразу дві основні ідеї: метод беггінгу Бреймана 
та метод випадкових підпросторів. Такий алго-
ритм часто використовується для задач класи-
фікації, кластеризації та регресії.  
Описана методика [21, 22] базується на тому 
твердженні, що місцевий мозковий кровотік для 
хворих ХА та здорових людей суттєво відріз-
няться (рис. 6), тому надалі обраховується се-
редня інтенсивність вокселів, що відповідають 
кровотоку в областях інтересу ( 1µ ), його відхи-
лення від норми ( 21σ ), та значення t-критерія 
Стьюдента: 
 1 0
2 2
1 0
| |
( , , )T x y z
µ − µ=
σ + σ
 (11) 
 
Рис. 6. Контрольні зрізи: а) шаблон, b) здоровий 
пацієнт, с)хворий ХА пацієнт 
Надалі ж, ці параметри обробляються за до-
помогою алгоритму Random Forest для розді-
лення класів «здорових» та «хворих». 
Ефективність класифікації даного методу 
складає 96.2% [17, 18]. 
2.2.4. Діагностика за допомогою наївного 
байєсівського класифікатора 
Для зменшення навантаження на комп’ютер 
при обчисленнях з векторами високих порядків 
проводиться пониження порядку простору зо-
браження до менш розмірного підпростору, при 
цьому зберігаючи інформативність первинного 
зображення. Ця функція реалізується за допо-
могою аналізу головних компонент, також відо-
мого як метод Кархунена-Лоева, а також ліній-
ного дискримінантного аналізу. 
Надалі ці ознаки за допомогою баєсівського 
наївного класифікатора, що дає змогу автома-
тично діагностувати ХА, обробляються. 
Ефективність даної методики складає 
93.41% [12, 11]. 
2.3. ЕЕГ-методи 
2.3.1. Автоматична діагностика хвороби 
Альцгеймера за допомогою одноканального 
сигналу ЕЕГ 
Класифікація за даною методикою відбува-
ється за допомогою нейронної мережі з викори-
станням генетичного алгоритму. 
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В якості єдиного каналу використовується, 
знятий за міжнародною схемою 10/20, сигнал 
від точки Р4.Ці сигнали було сегментовано на 
30-секундні відрізки, з яких були отримані 118 
ознак [6]: 
− 88 спектральних оцінок спектру потужності; 
− 28 статистичних оцінок вимірювань; 
− 2 хаотичні ознаки. 
Після обробки за допомогою генетичного ал-
горитму було встановлено, що серед усіх цих 
ознак існує 35 домінантних виходячи з частоти 
їх повторення у піддослідній групі).  
Отримані домінантні ознаки було використа-
но в якості вхідних величин нейронної мережі. 
Як показали експериментальні дані ефектив-
ність описаного вище методу складає 73% [6]. 
2.3.2. Класифікація на основі спектру потуж-
ності та вейвлет-характеристик 
В одній з робіт [24] пропонуєтьсяпроводити 
діагностикупацієнтів на основі спектральних ха-
рактеристик за допомогою нейронної мережі, 
побудованої на основі LVQ-алгоритму. 
Запропонована в роботі методика полягає у 
розділенні сигналу ЕЕГ на частотні під діапазо-
ни – α (8-13 Гц), β (13-22 Гц), δ (1-4 Гц) та θ (4-8 
Гц), та визначенні їх характеристик (відносна 
потужність та відношення повільних хвиль). Від-
носна потужність визначається як відношення 
середньої потужності у кожній підсмузі до сере-
дньої потужності у повному сигналі, а відношен-
ня повільних хвиль визначається як відношення 
середньої потужності у кожній під смузі до суми 
середніх потужностей у δ- та θ-смугах. Ці пара-
метри передавались у нейронну мережу. Засто-
сування подібної методики, як показали експе-
риментальні дослідження, має ефективність де-
тектування, рівну 94.7% [24]. 
В роботах [24, 18, 9] пропонується отриму-
вати ознаки сигналу ЕЕГ при ХА за допомогою 
вейвлет-перетворення з використанням мате-
ринських функцій Добеші 5-го порядку, Добеші 
4-го порядку та квадратичним бі-сплайновим 
вейвлетом відповідно. 
Як показали експериментальні випробуван-
ня, ефективності класифікації з використанням 
ознак, отриманих таким чином, склали 89.4%, 
84.1% та 82.4% [24, 18, 9]. 
2.3.3. Нелінійні методи аналізу ЕЕГ для діаг-
ностики ХА 
В роботах [7, 23, 2] пропонується виконувати 
класифікувати сигнали пацієнтів на основі їх не-
лінійних ознак.  
В роботі [7] пропонується користуватись  не-
екстенсивною ентропією Цалліса (12), яка є уза-
гальненням традиційної ентропії Больцмана-
Гіббса. 
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∑
 (12) 
Надалі показники ентропії Цалліса оброб-
ляються з використанням нейронної мережі, з 
подальшим отримання діагнозу. Як показали 
випробування, ефективність такого підходу 
складає 93.75%. 
В роботах [23, 2] представлено результати, 
що отримані з використання взаємної ентропії 
(13), яка визначає нелінійний взаємозв’язок ви-
мірюваних величин, тобто ЕЕГ сигналів виміря-
них з різних каналів за міжнародною схемою 
10/20.   
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Пропонується визначати величну взаємної 
ентропії поміж каналами «вхідних» електродів 
(Fp1, Fp2, T3, T4) та «вихідними» електродами 
(Fp1, Fp2, F3, F4, C3, C4, P3, P4, O1, O2, F7, F8, 
T3, T4, T5 та T6). Отриманні результати [26] сві-
дчать про той факт, що величина взаємної ент-
ропії у здорових людей на 20-30% більша, ніж у 
хворих на ХА. 
3. Напрямки подальшого розвитку 
інженерних методів діагностики ХА 
Як показав огляд, найбільш ефективними 
зараз є методи, що базуються на обробці зоб-
ражень МРТ та ОФЕКТ. Точність класифікації 
пацієнтів з їх допомогою близька до 100% (73-
99.06%), але незважаючи на це, не існує оста-
точного бачення, якими саме методами аналізу 
та ознаками зображень треба користуватися, 
щоб отримати максимальну чутливість та 
специфічність діагностики.  
Сигнали ЕЕГ не є достатньо 
інформативними для отримання достатньої 
кількості корисних ознак для подальшої 
класифікації, на відміну від МРТ та ОФЕКТ, при 
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яких діагностика ведеться на основі зображень. 
Ці зображення дають змогу безпосередньо ви-
значити органічні порушення. В зв’язку з цим 
перспективним є використання саме їх. 
На сьогоднішній день всі методи аналізу 
можна поділити за методом класифікації на три 
групи:  
− методи, що використовують нейронні мережі 
для класифікації; 
− методи, що використовують метод власних 
векторів для класифікації; 
− інші методи машинного навчання. 
Дані методи класифікації використовують 
різні ознаки, за якими відбувається 
класифікація. Зазвичай це деякі статистичні по-
казники або показники, що розраховуються із 
розкладу сигналу в деякому базисі. 
Ефективність класифікації залежить від 
правильності інтерпретації обраних ознак та від 
їх кількості. Для успішної класифікації існує 
необхідність у отриманні найбільш характерних 
та інформативних ознак. Але при цьому велика 
кількість ознак спричиняє надмірність, яка 
суттєво впливає на обчислювальний процес, 
вповільнюючи його. Як показав огляд, на 
сьогодні не існує єдиної методики вибору та 
відбору цих ознак, тому існує необхідність у по-
дальшому розвитку методів відбору та вибору 
найбільш інформативних ознак. 
Оскільки розвиток ХА – це не миттєвий, а 
поступовий тривалий процес, тому надзвичайно 
актуальною проблемою є своєчасна і рання 
діагностика та лікування, адже як показано на 
(рис. 1) ефективність лікування, і, як наслідок, 
тривалість та якість подальшого життя, безпо-
середньо залежать від стадії, на якій 
діагностували хворобу. У той же час, як вста-
новлено в результаті огляду літератури, жодний 
з існуючих методів класифікації не може вста-
новити стадію ХА. Можливим є лише твердити 
про наявність або відсутність, але не про 
вираженість хвороби. Тому варто приділити ува-
гу розробці нових та модифікації існуючих 
інженерних методів аналізу сигналів та зобра-
жень для діагностики стадій ХА. 
Одним зі шляхів вирішення проблеми визна-
чення стадії могло би стати використання мате-
матичного апарату нечіткої логіки [28, 29]. 
Нечітка логіка є узагальненням класичної логіки 
та теорії множин, що базується на понятті 
нечіткої множини, як об’єкта з функцією 
приналежності елементу до множини, що 
приймає будь які значення на інтервалі [0,1], а 
не тільки 0 або 1. Тобто, якщо описані вищі ме-
тоди дозволяють чітко визначити хворий пацієнт 
чи здоровий, то використання апарату нечіткої 
логіки потенційно дає змогу оцінити «на скільки» 
хворий. Іншими словами визначити стадію ХА. 
Використання апарату нечіткої логіки 
викликає необхідність вибору найбільш харак-
терних ознак, а також побудови функції 
приналежності, яка характеризуватиме ступінь 
приналежності кожного члена простору 
міркування до тієї чи іншої нечіткої множини. 
Іншими словами визначити своєрідну функцію 
розподілу ознак в залежності від стадії ХА. 
Висновки 
В роботі представлено огляд існуючих 
методів класифікації та діагностики ХА. 
Найбільш ефективними зараз є методи, що ба-
зуються на обробці зображень МРТ та ОФЕКТ. 
Точність класифікації пацієнтів з їх допомогою 
близька до 100%. Сигнали ж ЕЕГ не є достатньо 
інформативними для отримання достатньої 
кількості корисних ознак для подальшої 
класифікації, на відміну від зображень МРТ та 
ОФЕКТ, які дозволяють безпосередньо 
візуально визначити органічні відхилення. 
Також було визначено, що жоден з існуючих 
методів не дає можливість визначити стадію, а 
лише дозволяє сказати «так» чи «ні». Тому 
ціллю подальших досліджень має стати розроб-
ка методів діагностики хвороби, що базується на 
класифікації не тільки на класи «здоровий» та 
«хворий», а й на стадії поміж ними. Рішенням 
такої проблеми міг би стати метод, побудований 
на основі математичного апарату нечіткої логіки. 
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Инженерные методы диагностики болезни Aльцгеймера 
В работе рассмотрена проблема диагностики болезни Альцгеймера. Приведен обзор совре-
менных методов автоматической диагностики болезни Альцгеймера по сигналам электроэн-
цефалограмм, а также по изображениям магнитно-резонансной томографии и однофотонной 
эмиссионной компьютерной томографии. Приведены показатели эффективности их работы, 
указано их недостатки и достоинства и на проблему потенциальной избыточности признаков 
болезни Альцгеймера, которые используются в современных системах автоматизации диагно-
стики. Приведены рекомендации для дальнейшего развития методов автоматической диагно-
стики болезни Альцгеймера. В особенности применение математического аппарата нечеткой 
логики. Библ. 29, рис. 6. 
Ключевые слова: болезнь Альцгеймера, электроэнцефалография, магнитно-резонансная 
томография, однофотонная эмиссионная компьютерная томография, диагностика, слабоумие. 
 
УДК 615.471 
I.Е. Krashenyi 
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Methods for Alzheimer’s desiease diagnostics 
The problem of Alzheimer disease diagnosis is considered. The review of current existing automated 
methods of Alzheimer disease diagnosis using electroencephalography signals, MRI and SPECT images 
is given. Efficiencies of these methods are shown. Advantages and disadvantages are presented. 
Problem of potential redundancy of Alzheimer disease features, which are used in modern diagnosis 
systems, is considered.  
Recommendations for the further development of automated methods of Alzheimer disease diagnosis 
are given, especially application of fuzzy logic approach. References 29, figures 6. 
Keywords: Alzheimer disease, electroencephalography, magnetic resonance imaging, single photon 
emission computed tomography, diagnostics, dementia. 
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