This paper is dedicated to L p bounds on eigenfunctions of a Schödinger-type operator (−∆g) α/2 + V on closed Riemannian manifolds for critically singular potentials V . The operator (−∆g) α/2 is defined spectrally in terms of the eigenfunctions of −∆g. We obtain also quasimodes and spectral clusters estimates. As an application, we derive Strichartz estimates for the fractional wave equation (∂ 2 t + (−∆g) α/2 + V )u = 0. The wave kernel techniques recently developed by Bourgain-Shao-Sogge-Yao [5] and Shao-Yao [21] play a key role in this paper. We construct a new reproducing operator with several local operators and some good error terms. Moreover, we shall prove that these local operators satisfy certain variable coefficient versions of the "uniform Sobolev estimates" by Kenig-Ruiz-Sogge [14] . These enable us to handle the critically singular potentials V and prove the quasimode estimates.
Introduction
Quasimodes and eigenfunctions estimates for a Schrödinger operator have been considered by Blair, Sogge and the second author in [2] . The aim of the present article is to investigate these estimates when one considers a fractional Schrödinger operator of the form (−∆ g ) α/2 + V on compact Riemannian manifolds (M, g) of dimension n ≥ 2. Here 0 < α < 2 is the Lévy index, and the operator (−∆ g ) α/2 stands for the so-called spectral fractional Laplacian classically defined by functional calculus. We shall deal with real-valued potentials V (x) with critical singularities. Laskin [15] introduced the fractional quantum mechanics in which he generalized the Brownian-like quantum mechanical path, in the Feynman path integral approach to quantum mechanics, to the α-stable Lévy-like quantum mechanical path. This gives rise to the fractional generalization of the Schrödinger equation. See [16] , [17] and references therein for further discussions related to the fractional quantum mechanics.
In [2] , the authors consider the operator
on a closed manifold (M, g). An instance of the results in that paper is the following theorem.
Theorem 1. Assume that n ≥ 4 and V ∈ L n 2 (M ) and let
provided that (1.4) 2 < p < 2n n−3 . The constant C p,V depends on p, V and (M, g) but not on λ.
The integrability assumption V ∈ L n/2 (M ) reflects the criticality of the equation with respect to scaling. In lower dimensions, an additional assumption on the potential V , namely belonging to a Kato class, is required. Notice that the previous theorem can be proved using standard methods if the potential is assumed to be smooth.
The aim of the present paper is to contribute to the understanding of such eigenfunction estimates in the case of the spectral fractional Laplacian perturbed by a potential V . Notice that in the case V ≡ 0, by the spectral theorem, the eigenfunctions of (−∆ g ) α/2 are the same as the ones of the Laplacian, and then the eigenfunction estimates can be found in the seminal paper [22] . Our approach in the current work builds on the one in [2] using uniform resolvent estimates. However, in the present setting, the situation is more involved since the expression of the resolvent of our operator is much more complicated and requires deeper care. Indeed, it seems difficult to construct the parametrix for the "non-local" operator (−∆ g ) α/2 − z, and the standard parametrix construction in [2] or [10] cannot work for these operators. To deal with this, we make use of an identity between the resolvent operators ((−∆ g ) α/2 − z) −1 and (−∆ g −z) −1 , and then exploit the wave kernel techniques recently developed by Bourgain-Shao-Sogge-Yao [5] and Shao-Yao [21] . Then we construct a new reproducing operator with several "local" operators and some good error terms. Moreover, we shall prove that these "local" operators satisfy certain variable coefficient versions of the "uniform Sobolev estimates" by Kenig-Ruiz-Sogge [14] . These enable us to handle the critically singular potentials V and prove the quasimode estimates.
We now state our main results. We first recall the suitable notion of Kato class in our setting. where d g (·, ·) denotes geodesic distance and B r (x) is the geodesic ball of radius r about x and dy denotes the volume element on (M, g).
Theorem 2. Assume that n ≥ 4, 2n n+1 < α < 2, 2 ≤ p < 2n n+1−2α , V ∈ L n α (M ) and let (1.6) σ(p) = max n( 1 2 − 1 p ) − 1 2 , n−1 2 ( 1 2 − 1 p ) . Then for λ ≥ 1 we have
The constant C V depends on p, V , α and (M, g) but not on λ.
. Then if n = 2 or 3, σ(p) as in (1.6) and λ ≥ 1, we have for 2 ≤ p ≤ ∞
If n ≥ 4, this inequality holds for all 2 ≤ p ≤ 2n n−2α , and we also have for 2n n−2α < p ≤ ∞,
Assuming that N > n/2 with R λ being the projection operator for
By modifying the examples in [2, section 6], it is not hard to see that when V ≡ 0, (1.8) does not hold for p > 2n n−2α if n ≥ 4. If χ V λ is the spectral projection operator associated with P V corresponding to the unit intervals [λ, λ + 1], then we have the following corollary. Corollary 1. Let n ≥ 2, 2n n+1 < α < 2, and σ(p) as in (1.6) .
Remark 1. The range of α in Theorem 3 can be improved if the potential V has better regularity, by slightly modifying the proof. For example, if V ≡ 0, then Theorem 3 holds for n n+1 < α < 2 if n ≥ 4, and n 2 < α < 2 if n = 2, 3. Moreover, when n = 2, 3, (1.8) also holds for
Meanwhile, when n = 2, 3, (1.9) also holds for p ∈ ( 2n n−2α , ∞] if n n+1 < α < n 2 , and p = ∞ if α = n 2 . Clearly, Corollary 1 is trivial if V ≡ 0, since it holds for 0 < α < 2 by the definition of (−∆ g ) α/2 . 
The paper is organized as follows. In the next section, we shall go over background concerning heat kernels and Kato class, and then introduce the construction of the reproducing operator that we shall use in proving our quasimode estimates. In Section 3, we shall establish some L q − L p bounds for the operators coming from the wave kernel method. In Section 4, we shall prove Theorem 2. In Section 5 and 6, we shall prove Theorem 3 for n ≥ 3 and n = 2, respectively. In Section 7, as an application, we shall prove Strichartz estimates for wave operators involving potentials V ∈ L n/α (M ) ∩ K α (M ).
In the following sections, the positive number δ depends on V (see (4.2) ), hence the positive constant C δ depends on V . Other positive constants like C, C 0 , C 1 , C 2 , C M are independent of V . We just need to prove the theorems for sufficiently large λ ≥ C δ , since relatively small λ can be handled easily.
Preliminaries results
2.1. Heat kernel estimates.
Proof. In the Euclidean case, the claim has been proved in [24] , [7] . The manifold case can be proved along the same line of arguments used in [24] (cf. also [8] , [7] , [4] , [28] ).
The heat kernel estimates can be extended to all t > 0 inductively by the semigroup property. Indeed, there are positive constants 1 , 2 (dependent on V ) such that for all t > 0
In particular, when V ≡ 0, the heat kernel estimate (2.1) holds for all t > 0, which directly follows from subordination as in [12, Theorem 4.2] (cf. also [18] , [26] , [20] , [3] ). Moreover, −H V is the L 2 -generator of the Schrödinger semigroup e −tH V on L 2 (M ) (see [8, Corollary 4.9] ).
2.2.
Kato class and self adjointness. We review that the assumption V ∈ K α (M ) implies that the symmetric operators H V = (−∆ g ) α/2 + V are self-adjoint and bounded from below. The following is the analog of [2, Proposition 2.1].
is bounded from below and defines a unique semi-bounded self-adjoint operator H V on L 2 . Moreover, C ∞ (M ) constitutes a form core for q V .
Proof. Since (−∆ g ) α/2 is self adjoint, by the KLMN Theorem, it suffices to prove that for any 0 < < 1 there is a constant C < ∞ so that
First, the heat kernel of (−∆ g ) α/2 (e.g. [12, Theorem 4.2]) satisfies
Similarly, we have
If the operator T := |V | 1/2 (H 0 +N ) −1 |V | 1/2 has kernel K(x, y), from the above two inequalities we know
So by Schur's test, we have
If u ∈ Dom ((−∆ g ) α/2 + 1) 1/2 then (−∆ g ) α/2 u and V u are both distributions. If H V is the self-adjoint operator given by the proposition, then Dom(H V ) is all such u for which (−∆ g ) α/2 u + V u ∈ L 2 . At times, we abuse notation a bit by writting H V as (−∆ g ) α/2 + V . Now if we take 2 = 1 2 in (2.2), we can get that for large N :
operator, so must be (H V + N ) −1/2 . From this we conclude that the self-adjoint operator H V has discrete spectrum.
2.3.
Construction of a reproducing operator. We shall exploit the wave kernel techniques developed by Bourgain-Shao-Sogge-Yao [5] and Shao-Yao [21] . If P = −∆ g , we may split the resolvent operator for the Laplacian into local and nonlocal parts:
Here 0 < δ < 1 is a fixed small number dependent on V , and will be determined later. And ρ ∈ C ∞ 0 (R) is an even function satisfying ρ(t) = 1, |t| ≤ 1/2, and ρ(t) = 0, |t| ≥ 1.
Because cos tP has finite propagation speed, the kernel of the operator T λ,µ satisfies
So T λ,µ is a "local operator" which will allow us to deal with critically singular potentials V later. Next, if we use an identity between the resolvent operators of Laplacian and fractional Laplacian (see e.g. [6] , page 118, (5.28)), then for fixed z = (λ + i) α we have (2.5)
So we can write the identity as
Consequently, we may reproduce any function u ∈ C ∞ (M ) in the following way:
Throughout the paper, we fix z = (λ + i) α . In the next section, we shall study these operators in detail.
L q − L p norms of the operators
In this section, we will prove several estimates about the L q − L p norms of the operators T λ,1 ,T λ , R λ,1 ,R λ defined in the previous section.
where C 1 is a constant independent of δ. If n = 2, then this inequality holds for 6 ≤ p < 4 3−2α
Proof. To prove (3.1), we write
By using [22] or [2, Proposition 2.4], we obtain
for n ≥ 5. Since the multiplier associated to the operator R λ,1 (P ) is
integration by part in the t variable gives us the bound
E j f be the spectral projection operator associated with P = −∆ g corresponding to the unit interval [λ − 1, λ]. By the classical spectral projection bounds in [22] , we get
Then (3.1) follows by Minkowski inequality.
To prove (3.2), we will decompose the operator T λ,1 in the following way. Fix a function β ∈ C ∞ 0 (R) satisfying
Similar to [5] , we define operators
By definition and the support property, we have
Since the multiplier associated to the operator S 0 is
(λt)ρ(t/δ)e iλt−t cos tτ dt it is not hard to prove that it satisfies for j = 0, 1, 2, ...
by the O(λ −1 ) smallness of the time support and integration by parts (see e.g. [21, Lemma 2.2]). So the multiplier associated to the operator (λ+i) ( 
.
S 0 is a pseudo-differential operator of order −α (see e.g. [23, Theorem 4.3.1]). Then this leads to the following kernel estimate (see e.g. Proposition 1 on the page 241 of [25] )
By the finite propagation speed property,
To deal with the operators S j , we proceed as in [21] . Note that their argument is only used in dimension n ≥ 3 to prove uniform estimates for a local operator, but their kernel estimates can be directly extended to dimension n = 2, since these estimates are obtained from the Hadamard parametrix and integration by parts.
First, as in [21, (2.18) ], by using the Hadamard parametrix for the operator cos tP and a scaling argument, the kernel S j (x, y) is the sum of the following two terms
where α ± (t, x, y, |ξ|) are 0-order symbol functions in ξ, ε = 2 j λ is a dyadic number between λ −1 and δ, and S ± j (x, y) = 0 if d g (x, y) ≥ 4ε. If d g (x, y)/ε ≤ 1/4, an integration by parts argument with respect to ξ would show that |S ± j (x, y)| ≤ C 1−n λ −1 . Since 1 − α < 0, by using Young's inequality and summing over a geometric series, we have in this case
Next, we are reduced to considering the operator
is supported when r ∈ (1/2, 2). By calculating the kernel explicitly as in [21, (2.21) , (2.23)], we can write the kernel K ± j (x, y) as
where a 1,w (x, y) is a uniformly bounded smooth function with support when d g (x, y)/ε ∈ (1/4, 4), and the smooth function a (x, y) is supported when d g (x, y)/ ∈ (1/4, 4), and Figure 1 . On the other hand, by Young's inequality, T j satisfies the same L q − L p bound as in (3.15) on the line ( 1 q , 0). Note that 1 q > n+1 2n ensures the convergence of the geometric series from summing (3.15) . By a simple calculation, when 2n n+1 < α < 2, the fractional Sobolev line
). So by summing over a geometric series, and by a simple interpolation and duality argument, we get when n ≥ 3 and 2n
, we complete the proof for n ≥ 3. Similarly, when n = 2, p c = 6, we still have this inequality for 6 ≤ p < 4 3
Here the upper bound 5 3 is needed to ensure p * > 1 for p ≥ 6. See Figure 2 . So the proof is finished.
Proposition 4. Let n ≥ 2 and 0 < α < 2. IfT λ is defined as in (2.6), p c = 2(n+1) n−1 , then for λ ≥ 1,
where C 2 is a constant independent of δ.
Proof. To prove (3.16), we write
. Here we need some observations in [13] . Note that
Since z = (λ + i) α and 0 < arg(z) < πα/4 when λ is large, we have | arg(ze ±iπα/2 )| > πα/4. Then |γ α/2 − ze ±iπα/2 | ≈ γ α/2 + |z| which implies (3.19) |γ α − 2zγ α/2 cos(πα/2) + z 2 | ≈ γ α + |z| 2 .
Moreover, by using the proof of [2, Proposition 2.4] or [10, Lemma 3.2], it is not hard to see that
Note that α > 1 2 + σ(p) holds provided that p ∈ [p c , ∞] if n = 2 and 1 < α < 2 (or n = 3 and 3 2 < α < 2), and p ∈ [p c , 2n n−2α ) if n ≥ 2α, n n+1 < α < 2. Next, for the operatorR λ , we first consider the operator
The multiplier associated to the operator R 0, √ γ is
Integration by parts in the t variable gives us
If we use the spectral projection bounds for χ k in [22] , then
better than (3.20) .
Consequently, (3.16) follows from Minkowski inequality.
To prove (3.17), we use the same strategy, as well as the following lemma.
Lemma 1. Let n ≥ 2 and 0 < α < 2. If K is defined as in (3.18), then for 1 < p * < p < ∞,
where C is a constant independent of δ.
Unlike the L 2 − L p bound (3.20) , this lemma cannot directly follow from the resolvent estimates and Minkowski inequality. We will prove it by using Li-Yau's heat kernel estimates and Sogge's spectral projection bounds. We postpone the proof of this lemma, and finish proving the proposition first. If n ≥ 3, 0 < α < 2, and p c ≤ p < ∞, then there is a unique p * ∈ (1, p) such that 1 p * − 1 p = α n . Note that it is also true for n = 2, 0 < α < 5 3 and p c ≤ p < ∞. For the operatorR λ , we use (3.21) and the spectral projection bounds twice:
So the proof of Proposition 4 is complete.
Proof of Lemma 1. In order to use heat kernel, we write the resolvent operator as The operator H 1 is a good error term; to see this, first by symbolic calculus,
The multiplier associated to the operator H 1 is equal to H 1 (τ ) = e −γ−τ 2 (γ + τ 2 ) −1 . Then we use the spectral projection bounds again
So we have
≤ Cλ −2α f L p * (M ) better than (3.23). Now we only need to consider H 0 . Recall Li-Yau's upper bounds on the heat kernel [18] |e t∆g (x, y)| ≤ C 0 t − n 2 e −c0d 2 g (x,y)/t , 0 < t ≤ 1.
By Minkowski inequality, we can bound the operator kernel by the double integral
We will divide the kernel into four parts.
In this case (3.28)
If we let 1 r = 1 − ( 1 p * − 1 p ) = n−α n , then by Young's inequality we have
In this case (3.30)
By Young's inequality, we have
In this case (3.32)
Since 1 p * − 1 p = α n , by Hardy-Littlewood-Sobolev inequality, we have
In this case (3.34)
So we finish the proof of Lemma 1.
Similarly, for the operatorR λ defined as in (2.7)
Proof. To prove (3.36), if we recall (3.4) and use the spectral projection bounds [22] 
To prove (3.37), we recall (3.21) and use the spectral projection bounds again
So the proof is finished.
Proof of Theorem 2
We need to assume n ≥ 4, since in this case V ∈ L n/α ⊂ L 2 and the right hand side of (1.7) makes sense. By a simple interpolation, it suffices to prove it for p ∈ [p c , 2n n+1−2α ). For each small δ > 0 choose a maximal δ-separated collection of points x j ∈ M, j = 1, ..., N δ , N δ ≈ δ −n . Thus, M = ∪B j if B j is the δ-ball about x j , and if B * j is the 2δ-ball about the same center
, the constants appeared in Proposition 3 and 4. Now recall (2.9) for any u ∈ C ∞ (M )
By Propositions 3, 4 and 5, and the local property of T λ,1 andT λ , we can estimate the L p norms of each of the terms over one of our δ balls as follows:
Since we have 1 p * − 1 p = α n , by Holder's inequality,
. Since M is the union of the B j , and the number of these balls is ≈ δ −n , if we add up the bound in (4.4) and use (4.1) and (4.2) we get (4.5)
Proof of Theorem 3 for n ≥ 3
In this section we first prove (1.8) when n ≥ 3 and p c ≤ p < 2n n+1−2α by applying Propositions 3, 4 and 5. Next, we use heat kernel method and spectral theorem to deal with (1.8) for n ≥ 3 and p ≥ 2n n+1−2α . At the end, we prove (1.9) for n ≥ 4 and 2n n−2α < p ≤ ∞. Since u ∈ Dom(H V ) may not be in C ∞ (M ), we need to take adjoint in (2.8)
It is not hard to check the image e −H V [L 2 ] is an operator core for H V by spectral theorem and the heat kernel bounds in Proposition 1. By the heat kernel bounds, we have L ∞ ⊃ e −H V [L 2 ], so to prove (1.8) for n ≥ 3 and p c ≤ p < 2n n+1−2α , it suffices to show that for u ∈ L ∞ ∩Dom(H V ),
If we abbreviate the left side as |(u, ψ)|, then by (5.1) above
|. Now we need to estimate the six terms on the right. First, by duality, (3.1) yields (λ−i) (2−α) α/2 T * λ,1 L p →L 2 ≤ C δ λ 1−α+σ(p) , and so (5.3)
Similarly by (3.36) we have (
The operatorT * λ andR * λ can be dealt with in the same way by (3.16) and (3.37). Next, we only need to handle the remaining two terms |(V u, (λ−i) (2−α) α/2 T * λ,1 ψ)| and |(V u,T * λ ψ)|. We follow from the same argument from previous section to see that, if we choose δ > 0 small enough, we can find a collection of δ-balls B j so that if B * j is the double then: And similar to T λ,1 , the adjoint operator T * λ,1 is a "local operator", again by duality, (3.2) yields (5.5)
where 1 r = 1 p + α n and 1 r = 1 − 1 r . Consequently,
The term |(V u,T * λ ψ)| can be dealt with exactly same way by using (3.17) . Therefore, we have proved (1.8) for n ≥ 3 and p c ≤ p < 2n n+1−2α with (λ + i) α replaced by (λ − i) α , but this can be done by choosing z = (λ − i) α in the very beginning.
Next, we prove (1.8) for n ≥ 3 and p ≥ 2n n+1−2α . Let R λ : L 2 → L 2 denote the spectral projection operator associated with P V corresponding to the interval (2λ, ∞), i.e., R λ = 1 P V >2λ , so that
f, e j e j where {e j } is an orthonormal basis of the eigenfunctions of H V . And let L λ = 1 P V ≤2λ denote the projection onto frequencies ≤ λ so that I = L λ + R λ if R λ is as above. Now we may use the special case p = p c of (1.8) we proved just now and the heat kernel bounds in Proposition 1 to prove the "low frequency estimates"
First, by Young's inequality and Proposition 1, we have the following:
If we fix t = λ −α , then by spectral theorem the operator
e λ −α λ α j f, e j e j satisfies the bound L λ L 2 →L 2 ≤ C. So by using (1.8) for p = p c and (5.8), we have for p > p c
Since σ(p) = 1 pc + n( 1 pc − 1 p ) and
This proves the claim (5.7).
Now we need to prove the "high frequency estimates" for the operator R λ . We consider n = 3 and n ≥ 4 separately. Let {β j } j≥0 be a sequence of bump functions on R satisfying β 0 (x) + ∞ j=1 β j (x) = 1 where β j (x) = β 1 (2 1−j x) with supp(β 1 ) ⊂ {|x| ∈ ( 1 2 , 2)}, and supp(β 0 ) ⊂ {|x| ∈ [0, 1)}. For each β j , if we use (5.8) with t = 2 −j , we have for 2 ≤ p ≤ ∞
When n = 3, by using (5.10) we get
where we use α > 3 2 in the third inequality. Note that in (5.7) the exponent 1 − α + σ(p) ≥ 0 if p ≥ 2n n+1−2α . By interpolation, this combined with the low frequency part (5.7) proves (1.8) for n = 3, 3 2 < α < 2 and 2n n+1−2α ≤ p ≤ ∞. When n ≥ 4, similar to n = 3, it suffices to prove the endpoint case
By adding a constant if necessary, we assume H V is invertible, so we can represent the resolvent as (5.13)
The operator H 1 is a good error term, to see this, first by symbol calculus,
Then by (5.10) we have
For the operator H 0 , by using Proposition 1, we have Since 2 < p α < ∞ for n ≥ 4, by Hardy-Littlewood-Sobolev inequality, (5.15 )
Hence we proved the claim (5.12) . Therefore, the proof of (1.8) for n ≥ 3 is complete.
Finally, when n ≥ 4 and 2n n−2α < p ≤ ∞, by (5.10) if N > n 2 (5.16 )
So (1.9) follows from (5.7) and (5.11).
6. Proof of Theorem 3 for n = 2
In this section, we prove (1.8) for n = 2. This is a unique case since we do not have inequalities like (3.2), (3.17) for α ≥ 5 3 . As in the previous section, it suffices to prove (5.2) for p ∈ [p c , ∞] = [6, ∞] . By interpolation, we only need to prove it at the endpoints. We will first prove the case p = ∞, and then prove the case p = p c = 6.
As before, where the constants are independent of λ and δ. The proof of the claim will be given in the last two subsections. As in the preceding section, we may assume u ∈ L ∞ ∩ Dom(H V ), so the Kato condition V ∈ K α (M ) and (6.1) ensures that
is given by an absolutely convergent integral, as is
By the Kato condition (1.5), we have (λ+i) (2−α) α/2
δ is small enough. And the term |(V u,T * λ ψ)| is handled exactly the same way. This proves (5.2) when p = ∞.
6.2. The case p = p c = 6. When n = 2 and 2n n+1 = 4 3 < α < 5 3 , we see that (3.2) and (3.17) are still valid at p = p c , which imply the desired bounds like (5.6) for these two terms at p = p c . So we only need to consider 5 3 ≤ α < 2. We claim that when 5 3 ≤ α < 2 (6.3)
The proof of the claim will be given in the last two subsections. As in the argument above it is enough to bound ( (λ+i) (2−α) α/2 T λ,1 (V u) 6 and T λ (V u) 6 . By (6.3),
Since we are assuming that V ∈ L 2 α (M ) and we just proved that
we conclude that
The term T λ (V u) 6 can be dealt with by the same argument. So we finish the proof.
6.3. Proof of (6.1) and (6.3). Recall in (3.8), we have
We have obtained the kernel estimate for (λ+i) (2−α) α/2 S 0 in (3.11) that (6.5)
By the finite propagation speed property, (λ+i) (2−α)
For the operator S j , we can use the following kernel bound (see [5, (2. 29)]) for n = 2
where ε = 2 j λ is a dyadic number with λ −1 ≤ ε ≤ 2δ. By the finite propagation speed property, each S j (x, y) is supported in {d g (x, y) ≤ δ}. So if we summing over the dyadic numbers, we have
Then the kernel of the operator (λ+i) (2−α) α/2 j0 j=0 S j satisfies (6.8)
which is better than (6.1). So we complete the proof of (6.1).
Next, to prove the operator norm estimate (6.3) for 5 3 ≤ α < 2, we need to consider two cases α = 5 3 , and 5 3 < α < 2 separately. When α = 5 3 , we recall (3.3)
Using the resolvent estimates by Frank-Schimmer [11, Theorem 1], we have
Moreover, we may use spectral projection bounds [22] as in the proof of (3.1) to get
Thus, we finish the proof of (6.3) for α = 5 3 .
By a simple integration by parts argument, it is not hard to prove that the multiplier associated to the operator S γ 0 (P ) satisfies
So the multiplier associated to T 1 2 (P ) := sin(πα/2)
It is better than (6.2). 
where ε = 2 j √ γ is a dyadic number with γ − 1 2 ≤ ε ≤ δ. So if we summing over the dyadic numbers max γ − 1 2 , d g (x, y) ≤ ε ≤ δ, we have
Hence the kernel T 2 2 (x, y) = j0 j=1 sin(πα/2) π ∞ δ −2 γ α/2 S γ j (x,y) γ α −2zγ α/2 cos(πα/2)+z 2 dγ satisfies for α > 1 (6.18)
which is better than (6.2). So (6.2) is proved. Consequently, the operator bound (6.4) follows immediately from three kernel estimates above and Young's inequality. In particular, we need α > 4 3 when using Young's inequality to estimate T 2 2 L 2 α →L 6 .
Strichartz estimates for the fractional wave equation
In this section we will use the spectral projection estimates to prove Strichartz estimates for H V = (−∆ g ) α/2 + V . As above, without loss of generality, we shall assume that H V ≥ 0. with Q V denoting √ H V , and γ = 1 α + 1 pc ( 2 α − 1). Remark 2. As in Remark 1, the range of α here can be improved if the potential V has better regularity. For example, (7.2) holds for 0 < α < 2 if V ≡ 0, and 1 ≤ α < 2 if V ∈ L ∞ (M ). The exponent γ does not depend on V , and agrees with the one in [9] . In [1, Theorem 2.1], the authors show that the Strichartz estimates follows from the spectral projection bounds, and their proof works equally well in our circumstances. See also [19] , [2] .
Proof. If, as above, p c = 2(n+1) n−1 , then to prove (7.2) it suffices to show that (7.3) e itQ V f L pc ([0,1]×M )
To prove this, it suffices to prove that whenever we fix ρ ∈ S(R) satisfying suppρ ⊂ (− 1 2 , 1 2 ) we have (1 + k)
To use (7.6), we first note that by Sobolev estimates
If we let F (t, x) = |D t | 1/2−1/pc ρ(t)e itQ V f (x) denote the function inside the mixed-norm in the right, then
where F k (t, x) = |D t | 1/2−1/pc ρ(t)e itQ V χ k,α f (x) .
Therefore, its t-Fourier transform is Since p c > 2, we conclude that this implies that the square of the left side of (7.4) is dominated by
Recalling (7.8), the support properties ofρ, we see that this along with (7.6) and orthogonality imply that the square of the left side of (7.4) is dominated by as desired, which completes the proof.
