Abstract. The initial-value problem is studied for evolution equations in Hilbert space of the general form d se(u)+ N(u) l:, dt where and are maximal monotone operators. Existence of a solution is proved when 1 is a subgradient and either is strongly monotone or 9 is coercive; existence is established also in the case where 1 is strongly monotone and is subgradient. Uniqueness is proved when one of or is continuous self-adjoint and the sum is strictly monotone; examples of nonuniqueness are given. Applications are indicated for various classes of degenerate nonlinear partial differential equations or systems of mixed elliptic-parabolic-pseudoparabolic types and problems with nonlocal nonlinearity.
1. Introduction. Let and 3 be maximal monotone operators from a Hilbert space V to its dual V*. Such operators are in general multi-valued and their basic properties will be recalled below. We shall consider initial-value problems of the form (1.1) 
deg(u) + (u) f, egu(O) vo, dt
where f is a compact operator from V to V*. In applications to partial differential equations this assumption limits the order of the operator to be strictly lower than that of .B oth operators will be required to satisfy boundedness conditions, and one or the other is assumed to be a subgradient.
The objective of this work is to prove existence of a solution of (1.1) when are possibly degenerate. Observe that we must in general assume some condition of coercivity on the pair of operators. T.o see this, we note that if one of them is identically zero then (1.1) is equivalent to a one-parameter family of "stationary" problems of the form M(u (t)) F(t), where M is maximal monotone. But if M is, e.g., a subgradient in a space of finite dimension, it is surjective only if it is coercive. Thus it is appropriate to assume that at least one of or is coercive. In accord with this remark our work will proceed as follows. First we replace by the coercive operator s + e, where e > 0 and V V* is the Riesz isomorphism determined by the scalar product on V, and we solve the initial-value problem for the "regularized" equation d (1.2) d--(g + eY )(u) + (u)
Here we may take e 1 with no loss of generality and we make no coercivity assumptions on either or .N ext we assume is coercive and let e 0 + in order to recover (1.1) with (possibly) degenerate .S ince is of the same order as this 732 E. DI BENEDETTO AND R. E. SHOWALTER regularization is analogous to the Yoshida approximation. The operator is assumed to be a subgradient in the above. Finally, we show the initial-value problem can be solved for (1.2) when Y3 (but not necessarily 4) is a subgradient.
We mention some related work on equations of the form in (1.1). The theory of such implicit evolution equations divides historically into three cases. The first and certainly the easiest is where 5 o -1 is Lipschitz or monotone in some space [6] , [23] .
The second is that one of the operators is (linear) self-adjoint, and this case includes the majority of the applications to problems where singular or degenerate behavior arises due to spatial coefficients or geometry [2] , [25] . These situations are described in the book [9] to which we refer for details and a very extensive bibliography. The third case is that wherein both operators are possibly nonlinear. This considerably more difficult case has been investigated by Grange and Mignot [12] and more recently by Barbu [4] . In both of these studies a compactness assumption similar to ours is made. Our boundedness assumptions are more restrictive than those in the papers above, but they assume f is smooth and that both operators are subgradients. By not requiring that 5 be a subgradient in (1.1) we obtain a significantly larger class of applications to partial differential equations, especially to systems.
Our work is organized as follows. In 2 we recall certain information on maximal monotone operators and then state our results on the existence of solutions of the initial-value problems (1.1) and for (1.2). The proofs are given in 3 and 4. Section 5
contains elementary examples of how nonuniqueness occurs, and we show there that uniqueness holds in the situation where one of the operators is self-adjoint. Section 6 is concerned with the structure and construction of maximal monotone operators between Hilbert spaces which characterize certain partial differential equations and associated boundary conditions. These operators are used to present in 7 a collection of initial-boundary-value problems for partial differential equations which illustrate the applications of our results to the existence theory of such problems.
2. Preliminaries and main results. We begin by reviewing information on maximal monotone operators. Refer to [1] , [3] , [11] for additional related material and proofs. Then There is a version of a monotone operator from V to its dual space V* which is equivalent to the above through the Riesz map :V-V*. Thus 
Remarks. From Lemma 2.3 it follows that =0(lv) where ely oi is the restriction of to V. Since : V V* is bounded it follows that D()= V; hence,
and is continuous on the space V. Also, since (0) < we may assume with no loss of generality that (0) 0 and thus *(z) 0 for all z V.
From the compactness of i* W* V* it follows that : V V* is compact, i.e., maps bounded sets into relatively compact sets.
Since is bounded and maximal monotone we have D() V. It is important for our applications that we .have made no assumptions which directly relate and .
Specifically, we do not compare (x) and (x) in angle or in norm.
Finally, we give a variation on Theorem 1 in which only the second operator is a subgradient. The compactness assumption on is retained. THEOREM 3. Let the spaces V and W be given as before. Assume the following:
[m3] The operator : V V* is maximal monotone with Rg() W* and : V W* is bounded.
[B3] The real-valued is proper, convex and lower semicontinuous on V and 0: V V* is bounded.
Then for given f6L2(O,T; V*) and [Uo, Vo] there exists a triple u Ha(O, T; V), v H(O, T; V*) and w L2(0, T; V*) satisfying (2.1).
3. Proofs oi Theorem 1 and Theorem 3. These proofs are very similar; let us consider first Theorem 1. We formulate (2.1) in the space V. Set A -o, B -o , etc., and consider the equivalent equation
Let A > 0 and consider the approximation of (3.1) by Jx (ux) u in L2(0, T; V).
It remains to show that u, v, w satisfy (3.1) and the initial condition. First we use (3.3a) and (3.3b) and Lemma 2.1 to obtain v cA(u). Next we take the scalar product of (3.2a) with any x e V and integrate to get (ux(t)+va(t),x)v+ (Bx(ux(s)),x)vds= (f(s),x)vds+(uo+vo, x)v. The problem (4.1) has a solution by Theorem 1, and our plan is to show that we may take the limit as A 0 in (4.1) to obtain a solution u, w e L2(0, T; V), v e Hi(0, T; V) of (4.2a) v'(t) + w(t) f(t) (4.2b) v(t)A(u(t)), w(t)B(u(t)), a. 
A0
In view of the preceding computations this is exactly (4.6).
Remark 4.1. If B is strongly monotone then {ux} converges strongly to u in L2(0, T; V).
5. Remarks on uniqueness. We first present an example which shows that gross nonuniqueness of solutions of (1.1) can occur, even if both operators are strongly monotone subgradients. Moreover the nonuniqueness occurs in each term of the triple u, v, w, not just in the latter two terms selected, respectively, from A(u) and B(u). Next we shall show that uniqueness does hold for (1.1) when at least one of the operators is continuous, linear and symmetric and the sum of the operators is strictly monotone. Our last example shows that symmetry of the linear operator is essential. 
v(t)-u(t) e H(u(t)-1), w(t)-u(t) H(u(t)-1)
. 
it follows that with u(t)=-A-(v(t)) and w(t)---v'(t) we have a solution of (5.1). This procedure yields an abundance of solutions.
We display some special cases of the above. Pick c [, 1] and define g to be the maximal monotone graph such that g(t) {c-}, (1, 2) , and g(t) {t}, t [1, 2] . The corresponding solution v of (5.2) is given by Vc(t)=2 -t, 0<t<c, v(t)=e c-' t>=c.
With the two functions u and w given by u(t) 1, w(t) =-1 for 0-< < c, Uc(t)=w(t)=e -t, t>=O, this provides a continuum of solutions of (5.1).
We (4.2) . Take the scalar product of the difference of (4.2a) with u-u2 to
Integrating this identity and using (4.2c) gives l(A(ua(t) u2(t)),Ul(t) u2(t))V+fo(W W2,/,/1 Uz)vds O, 0<t<T, 2 and this implies aua(t) auz(t), (w(t)-w2(t), ua(t)-Uz(t))v 0 a.e. [0, T].
Since A + B is strictly monotone we have ux(t) Uz(t); hence va(t) Au(t) Au2(t) v2(t) and, by (4.1a), Wl(t)= w2(t) a.e. on [0, T] .
Suppose now B is continuous, linear and symmetric. Starting with two solutions as above we integrate the corresponding equations (4.2a) to obtain 
where the subscripts denote partial derivatives. Consider the following two functions:
O<<x<l, t<l.
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It is a straightforward computation to check that both u
(1 and//(2) are solutions of (5.6), hence, both are solutions of (5.5) . Note that the only condition of Theorem 4 not met in this example is the symmetry of s4. It shows also that being a subgradient is not a satisfactory substitute for 5 to be continuous and self-adjoint. 6 . Construction of differential operators. We have been discussing evolution equations which contain a pair of nonlinear operators from a Hilbert space V to its dual V*. In our applications the generalized solutions obtained in our theorems may satisfy natural or variational boundary conditions (e.g., of Neumann type) which are implicit in the functional identity d eg(u(t))+ Y3(u(t))f(t) (6.1) din V*. Such boundary conditions are classically recovered by Green's formula so we shall describe an appropriate extension of this formula which requires a minimum of regularity of the generalized solution. The objective is to resolve each term in (6.1) into two parts, a differential operator in distributions over a region , the formal operator, and a constraint on the boundary F, the boundary operator. Then we briefly recall basic facts on Sobolev spaces and construct a rather general nonlinear operator Y3 which will be used in the next section to illustrate theorems in some examples of initial-boundaryvalue problems.
Assume we are given a linear surjection y" V --> T, [2,] , [9] , [17] , [25] .
Suppose the operator is given as above and let a second operator We shall let V be a closed subspace of Ha(fl) containing C (1) and let y" V L2(1-') be the indicated restriction to V of the trace map [19] . We let T be the range of y (a subspace of Ha/2(F)) and denote the kernel by Vo -= H (1 
