A fundamental challenge in calcium imaging has been to infer spike rates of neurons from the measured noisy calcium fluorescence traces. We systematically evaluate a range of spike inference algorithms on a large benchmark dataset (>100.000 spikes) recorded from varying neural tissue (V1 and retina) using different calcium indicators (OGB-1 and GCaMP6). We introduce a new algorithm based on supervised learning in flexible probabilistic models and show that it outperforms all previously published techniques. Importantly, it even performs better than other algorithms when applied to entirely new datasets for which no simultaneously recorded data is available. Future data acquired in new experimental conditions can easily be used to further improve its spike prediction accuracy and generalization performance. Finally, we show that comparing algorithms on artificial data is not informative about performance on real data, suggesting that benchmark datasets such as the one we provide may greatly facilitate future algorithmic developments.
Introduction

1
Over the past two decades, two-photon imaging has become one of the most widely used 2 techniques for studying information processing in neural populations in vivo (Denk et al., 3 1990; Kerr and Denk, 2008) . Typically, a calcium indicator such as the synthetic dye Oregon 4 green BAPTA-1 (OGB-1) (Stosiek et al., 2003) or the genetically encoded GCaMP6 (Chen et 5 al., 2013 ) is used to image a large fraction of cells in a neural tissue. Individual action 6 potentials lead to a fast rise in fluorescence, followed by a slow decay with a time constant of 7 several hundred milliseconds (Chen et al., 2013; Kerr et al., 2005) . Commonly, neural 8 population activity from dozens or hundreds of cells is imaged using relatively slow scanning 9 speeds (<15 Hz), but novel fast scanning methods (Cotton et These methods have in common that they assume a forward generative model of calcium 18 signal generation which is then inverted to infer spike times. These forward models 19 incorporate strong a-priori assumptions about the shape of the calcium fluorescence signal 20 induced by a single spike and the statistics of the noise. Alternatively, simple supervised 21 learning techniques have been used to learn the relationship between calcium signals and 22 spikes from data (Sasaki et al., 2008) . 23
However, it is currently not known which approach is most successful at inferring spikes 24 under experimental conditions, as a detailed quantitative comparison of different algorithms 25 on large datasets of in vitro and in vivo population imaging data has been lacking. Rather, 26 most published algorithms have only been evaluated on relatively small experimental 27 datasets using different performance measures. In addition, the question of how well we can 28 reconstruct the spikes of neurons given calcium measurements has been studied 29 theoretically or using simulated datasets (Lütcke et al., 2013; Wilt et al., 2013) . While such 30 studies offer the advantage that many model parameters are under the control of the 31 investigator, they do not answer the question of how well we can reconstruct spikes from 32 actual measurements. 33
Here, we pursue two goals: (1) we introduce a new data-driven approach based on 34 supervised learning in flexible probabilistic models to infer spikes from calcium fluorescence 35 traces and (2) we systematically evaluate a range of spike inference algorithms 36 ('benchmarking') on a large dataset including simultaneous measurements of spikes and 37 calcium signals in primary visual cortex and the retina of mice using OGB-1 and GCaMP6 as 38 calcium indicators collected in anesthetized and awake animals. We show that our new 39 method outperforms all previously published techniques, setting the current standard for 40 spike inference from calcium signals. 41
Results
42
A flexible probabilistic model for spike inference 43 Here we introduce a new algorithm for spike inference from calcium data. We propose to 44 model the probabilistic relationship between a segment of the fluorescence trace and the 45 number of spikes in a small time bin, assuming they are Poisson distributed with rate 46 ( ): 47
48
Instead of relying on a specific forward model, we parameterize the firing rate ( ) using a 49 recently introduced extension of generalized linear models, the factored spike-triggered 50 mixture (STM) model (Theis et al., 2013 ) ( Fig. 1a ; see Methods): 51
� .
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We train this model on simultaneous recordings of spikes and calcium traces to learn a set of 52 linear features and quadratic features ('supervised learning'), which are 53 predictive of the occurrence of spikes in the fluorescence trace. Importantly, this model is 54 sufficiently flexible to capture non-linear relationships between fluorescence traces and 55
spikes, but at the same time is sufficiently restricted to avoid overfitting when little data is 56 available. Below we will evaluate whether this model is too simple or already more complex 57 than necessary by comparing its performance to that of multi-layer neural networks and 58 simple LNP-type models. 59
Fig. 1: Spike inference from calcium measurements 60
In contrast to many methods that result in a single most likely spike train (a 'point estimate') 61 using a probabilistic model in this way provides us with an estimate of the expected firing 62 rate, ( ) , and a distribution over spike counts, as fully Bayesian methods do 63 (Pnevmatikakis et al., 2013 (Pnevmatikakis et al., , 2014 Vogelstein et al., 2009 ). indicator (Briggman and Euler, 2011) . In addition, we collected a small dataset of 6 cells from 83 V1 of awake mice using again the genetic calcium indicator GCaMP6s (Reimer et al., 2014) 84 to demonstrate the performance during awake imaging (see below). We resampled the 85 calcium traces from all datasets to a common resolution of 100 Hz. Importantly, all of our 86 datasets were acquired at a zoom factor commonly used in population imaging such that the 87 signal quality should match well that commonly encountered in these preparations (see 88  Table 1 ). 89
We compared the performance of our algorithm (STM) to that of algorithms representative of 90 the different approaches (see Table 2 To provide a fair comparison between the different algorithms, we evaluated their 106 performance using leave-one-out cross-validation: we estimated the parameters of the 107 algorithms on all but one cell from a dataset and tested them on the one remaining cell, 108 repeating this procedure for each cell in the dataset (see Methods). For the algorithms based 109 on generative models, we selected the hyperparameters during cross-validation (VP10, 110 VP09) or using a sampling based approach (PP14; see Methods). 111
Supervised learning sets benchmark 112
We found that the spike density function predicted by our algorithm matched the true spike 113 train closely, for cells from each dataset including both indicators OGB-1 and GCaMP6 ( Fig.  114 1c-f). The other tested algorithms generally showed worse prediction performance: For 115 example, YF06 typically resulted in very noisy estimates of the spike density function (Fig.  116 1c-f) and both VP10 and PP14 frequently missed single spikes ( Fig. 1d-f , marked by 117 asterisk) and had difficulties modeling the dynamics of the GCaMP6 indicator (Fig. 1e) . 118 better than all its competitors, yielding a consistently higher correlation and information gain 121 for all four datasets ( Fig. 2a, b ; evaluated at 25 Hz; for statistics, see figure) . When evaluated with respect to AUC, the performance of these two algorithms was about as 130 good as that of the STM model (Suppl. Fig. 1 ), yielding a median difference in AUC of -0.01 131 (-0.02-0.01) and 0.01 (-0.01-0.02). This is because the AUC is the least sensitive of the three 132 measures, as discussed above. As a side remark, note that AUC is closely related to the cost 133 function optimized by SI08, which is based on a support vector machine. To show that the 134 features extracted by our STM algorithm are more informative about the spike rate than 135 those used by SI08, one can use a SVM on top of these features and obtain on 3 out of 4 136 datasets higher performance than SI08 (Suppl. Fig. 1 ). 137 The timing accuracy of our method was also superior to that of the other algorithms. To test 139 this, we evaluated the performance of all algorithms for a wide range of sampling rates 140 between 2 and 100 Hz, corresponding to time bins between 10 and several hundreds of 141 milliseconds (Fig. 3) . The STM performed better than the other algorithms for most sampling 142
rates, but its performance advantage was particularly large for high sampling rates ( Fig. 3 ; 143 also Suppl. Fig. 2 ) Concretely, if the desired average correlation between inferred and true 144 spike rates was 0.4, our method can achieve that with time bins of ~17 ms, whereas 145 competing methods required ~29 and ~58 ms (PP14 and SI08, respectively; evaluated on 146 dataset 1, Fig. 3a) . Interestingly, VP10 ('fast-oopsi') performed similar to our method for low 147 sampling rates, but its performance deteriorated consistently on all datasets to the 148 performance level of VF06 with increasing sampling rates (Fig. 3) . 149
Figure 4: Evaluating model complexity 150
The performance of the STM model could not be further improved using a more flexible 151 multilayer neural network for modeling the non-linear rate function (Fig. 4 and Suppl. Fig.  152 3). To test this, we replaced the STM model by a neural network with two hidden layer, but 153 found that this change resulted in only marginal performance improvement (Fig. 4) . In 154 addition, we tested whether a much simpler linear-nonlinear model would suffice to model 155
. We found that the STM model performed significantly better than the simple LNP model 156 (Fig. 4 and Suppl. Fig. 3 ). Therefore, the choice of the STM for seems to provide a good 157 compromise between flexibility of the model structure and generalization performance. 158
Importantly, already a small training set of less than 10 cells was sufficient to achieve good 159 performance for the STM model ( Fig. 5a and b and Suppl. Fig. 4a ). We tested the prediction 160 performance of the STM with training sets of various sizes and found that it saturated 161 between 5 and 10 cells for all datasets, arguing that a few simultaneously recorded cells may 162 suffice to directly adapt the algorithms to new datasets acquired in other laboratories or with 163 new imaging methods. Finally, the superior performance of the STM was largely independent 164 of the firing rate of the neuron within the limited range of firing rate in our sample of cells (Fig.  165 5c and d and Suppl. Fig. 4b ). 166
Figure 5: Performance as a function of training set size and firing rate 167
Generalization of performance to new datasets 169 We tested how well our algorithm performs if no simultaneous spike-calcium recordings are 170 available for a new preparation, scanning method or calcium indicator or if a researcher 171 wants to apply our algorithm without collecting simultaneous spike-calcium recordings for 172 training. Remarkably, the STM model was able to generalize to new data sets that were 173 recorded under different conditions than the data used for training. To test this, we trained 174 the algorithms on three of the datasets and evaluated it on the remaining one ( Fig. 6a) -that 175
is, we applied the algorithm to an entirely new set of cells not seen at all during training. The 176 STM algorithm still showed better performance compared to all other algorithms ( Fig. 6b-c  177 and Suppl. Fig. 5 ), including superior performance on the GCamp6-dataset when trained 178 solely on the three OGB-datasets ( Fig. 6b-c ). 179 Taken together, this analysis indicates that good performance can be expected for our 194 algorithm when it is directly applied on novel datasets without further training (see 195 Discussion). A pre-trained version of our algorithm is available for download (see Methods). 196
Comparisons on artificial data
197 Surprisingly, the performance of the algorithms on simulated data was not predictive of the 198 performance of the algorithms on the real datasets (Fig. 7) . To test this, we simulated data 199 from a simple biophysical model of calcium fluorescence generation ( and the experimental data clearly illustrates that the former is not a good predictor of the 208 latter (Fig. 7c) . 209 Importantly, once trained, inferring spike rates using our algorithm is very fast, so even very 217 large datasets can be processed rapidly. Interestingly, two of the three best algorithms rely 218 on supervised learning to infer the relationship between calcium signal and spikes, 219
suggesting that a data-driven approach offers distinct advantages over approaches based on 220 forward models of the relationship between the two signals. 221
The superior performance of our algorithm carried over to new datasets not seen during 222 training, promising good spike inference performance even when applied to a new dataset 223 where no simultaneous recordings are available. To use the algorithm 'out of the box', we 224
provide it for download pre-trained with all experimental data used in this paper. In particular, 225 its performance carried over to data recorded in awake animals, where brain movements or 226 brain state fluctuations may render spike inference more difficult. This result may not be 227 surprising, given that motion artefacts along the X-and Y-axis can be very well compensated 228 by motion correction algorithms (Greenberg et al., 2008) and motion in the Z-axis is only on 229 the order of 1-2 µm in good preparations (Reimer et al., 2014) . 230
The fact that our algorithm can be used without extra training data is crucial, as this is often 231 considered an important advantage of algorithms based on generative models. Note that for 232 entirely new experimental conditions (e.g. a new calcium indicator), the performance of 233 neither class of algorithms is guaranteed, however, and both need to be evaluated on a 234 dataset with simultaneous recordings. For unsupervised methods, if such an evaluation 235 reveals poor performance, e.g. because the assumed generative model does not match the 236 structure of the dataset at hand (as seen e.g. with the GCamp6 data; Fig. 1e and 2), the only 237 way to improve the algorithm would be to adapt the generative model and modify the 238 inference procedures accordingly. In contrast, any simultaneous data collected in the future 239 can be readily used to retrain our supervised algorithm and further improve its spike 240 prediction and generalization performance. In fact, our choice of the spike triggered mixture 241 model for estimating spikes from calcium traces is motivated by its ability to automatically 242 switch between different sub-models whenever the statistics of the data changes (Theis et  243 al., 2013). 244
Our evaluation shows that the correlation between inferred and real spike rates obtained at a 245 temporal resolution of 25 Hz (or in bins of 40 ms) is at best 0.4-0.6, depending on the dataset 246 with substantial variability between cells ( Fig. 5c-d We presented the first quantitative benchmarking approach to evaluating spike inference 270 algorithms on a large dataset of population imaging data. We believe that such a 271 benchmarking approach which is already used successfully in machine learning and related 272 fields to drive new algorithmic developments can also be an important catalyst for 273 improvements on various computational problems in neuroscience, from systems 274 identification to neuron reconstruction. 275
Methods
276
Datasets 277
Primary visual cortex (V1) -OGB-1 278
We recorded calcium traces from neural populations in layer 2/3 of anesthetized wild type 279 mice (male C57CL/6J, age: p40-p60) using a custom-built two-photon microscope using 280 previously described methods (Cotton et al., 2013; Froudarakis et al., 2014) . Briefly, the 281 temperature of the mouse was maintained between 36.5 °C and 37.5 °C throughout the 282 experiment using a homeothermic blanket system (Harvard Instruments). While recording we 283 either provided no visual stimulation, moving gratings, or natural and phase scrambled 284 movies as previously described (Froudarakis et al., 2014) . A ~1 mm craniotomy was 285 performed over the primary visual cortex of the mouse. The details of surgical techniques and 286 anesthesia protocol have been described elsewhere (Cotton et al., 2013) . We then used 287 bolus-loaded Oregon green BAPTA-1 (OGB-1, Invitrogen) as calcium indicator and the 288 injections were performed by using a continuous-pulse low pressure protocol with a glass 289 micropipette to inject ~300 μm below the surface of the cortex. The cortical window was 290 sealed using a glass coverslip. After allowing 1h for the dye uptake we recorded calcium 291 traces using a custom-built two-photon microscope equipped with a Chameleon Ti-sapphire 292 laser (Coherent) tuned at 800 nm and a 20×, 1.0 NA Olympus objective. 
Primary visual cortex (V1) -GCaMP6 306
We recorded calcium traces from neural populations in layer 2/3 of (1) isoflurane-307 anesthetized and (2) awake wild type mice (male C57CL/6J, age: 2-8 months; N=2 and N=1 308 mice for anesthetized and awake, respectively) using a resonant scanning microscope 309 (ThorLabs). Surgical procedures were similar to those described in Reimer et al (2014 The mice were allowed to recover and were returned to their cages. Typically three to five 315 weeks later (4 months for the awake experiment), a 3 mm circular craniotomy was performed 316 above the injection site and the craniotomy was sealed with a circular 3 mm coverslip with a 317 ~0.5 µm hole to allow pipette access to infected cells. For anesthetized experiments, the 318 temperature of the mouse was maintained between 36.5 °C and 37.5 °C throughout the 319 experiment using a homeothermic blanket system (Harvard Instruments). During awake 320 experiments, the mouse was placed on a treadmill with its head restrained beneath the 321 microscope objective (Reimer et al., 2014 
Preprocessing
376
We normalized the sampling rate of all fluorescence traces and spike trains to 100 Hz, 377 resampling to time bins of 10 ms. This allowed us to apply models across datasets 378 independent of which dataset was used for training. We removed linear trends from the 379 fluorescence traces by fitting a robust linear regression with Gaussian scale mixture 380 residuals. That is, for each fluorescence trace , we found parameters , , , and with 381 maximal likelihood under the model 382
and computed � = − − . We used three different noise components ( = 3). 383
Afterwards, we normalized the traces such that the 5 th percentile of each trace's fluorescence 384 distribution is at zero, and the 80 th percentile is at 1. Normalizing by percentiles instead of the 385 minimum and maximum is more robust to outliers and less dependent on the firing rate of the 386 neuron producing the fluorescence. 387
Supervised learning in flexible probabilistic models for spike inference 388 We predict the number of spikes falling in the -th time bin of a neuron's spike train based 389 on 1000 ms windows of the fluorescence trace centered around (preprocessed 390 fluorescence snippets ). To reduce the risk of overfitting and to speed up the training 391 phase of the algorithm, we reduced the dimensionality of the fluorescence windows via PCA, 392 keeping enough principal components to explain at least 95% of the variance (which resulted 393 in 8 to 20 dimensions, depending on the dataset). Keeping 99% of the variance and slightly 394 regularizing the model's parameters gave similar results but was slower. Only for the 395 Svoboda dataset we found it was necessary to keep 99% of the variance to achieve optimal 396 results. 397
We assume that the spike counts given the preprocessed fluorescence snippets can be 398 modeled using a Poisson distribution, 399
400
We tested three models for the firing rate ( ) function: 401
(1) A spike-triggered mixture (STM) model (Theis et al., 2013) with exponential 402 nonlinearity, 403
where are linear filters, are quadratic filters weighted by for each of 404 components, and is a offset for each component. We used three components and 405 two quadratic features ( = 3, = 2). The performance of the algorithm was not 406 particularly sensitive to the choice of these parameters (we evaluated = 1, … 4 and 407 = 1, … ,4 in a grid search using one dataset). 408
(2) As a simpler alternative, we use the linear-nonlinear-Poisson (LNP) neuron with 409 exponential nonlinearity, 410
where is a linear filter and is an offset. 411 (3) As a more flexible alternative, we used a multi-layer neural network (ML-NN) with two 412 hidden layers, 413
where ( ) = max (0, ) is a point-wise rectifying nonlinearity and 1 and 2 are matrices. 415 We tested MLPs with 10 and 5 hidden units, and 5 and 3 hidden units for the first and second 416 hidden layer, respectively. Again, the performance of the algorithm was not particularly 417 sensitive to these parameters. 418
Parameters of all models were optimized by maximizing the average log-likelihood for a 419
given training set, 420 Poisson distribution whose rate parameter is the geometric average of the rate parameters of 425 the individual Poisson distributions. 426
Other algorithms 427
SI08
428
This approach is based on applying a support-vector machine (SVM) on two PCA features of 429 preprocessed segments of calcium traces. We re-implemented the features following closely 430 the procedures described in (Sasaki et al., 2008) . As the prediction signal, we used the 431 distance of the input features to the SVM's separating hyperplane, setting negative 432 predictions to zero. We cross-validated the regularization parameter of the SVM but found 433 that it had little impact on performance. 434
PP14
435
The algorithm performs Bayesian inference in a generative model, using maximum a 436 posteriori (MAP) estimates for spike inference and MCMC on a portion of the calcium trace 437 for estimating hyperparameters. We used a Matlab implementation provided by the authors 438 of (Pnevmatikakis et al., 2014) . We also tried selecting the hyperparameters through cross-439 validation, which did not substantially change the overall results. 440
VP10
441
The fast-oopsi or non-negative deconvolution technique constrains the inferred spike rates to 442 be positive (Vogelstein et al., 2010) , performing approximate inference in a generative 443 model. We used the implementation provided by the author 1 . We adjusted the 444 hyperparameters using cross-validation by performing a search over a grid of 54 parameter 445 sets controlling the degree of assumed observation noise and the expected number of spikes 446 (Fig. 2a-b) . In Fig. 5b -c the hyperparameters were instead directly inferred from the calcium 447 traces by the algorithm. 448
The deconvolution algorithm (Yaksi and Friedrich, 2006 ) removes noise by local smoothing 450 and the inverse filter resulting from the calcium transient. We used a Matlab implementation 451 provided by the authors. Using the cross-validation procedure outlined above, we 452 automatically tuned the algorithm by testing 66 different parameter sets. The parameters 453 controlled the cutoff frequency of a low-pass filter, a time constant of the filter used for 454 deconvolution, and whether or not an iterative smoothing procedure was applied to the 455 fluorescence traces. 456
This algorithm performs a template-matching based approach by using the finite rate of 458 innovation-theory as described in (Oñativia et al., 2013) . We used the implementation 459 provided on the author's homepage 2 . We adjusted the exponential time constant parameter 460 using cross-validation. 461
VP09
462
This algorithm performs Bayesian inference in a generative model as described in 463 (Vogelstein et al., 2009 ). We used the implementation provided by the author 3 . Since this 464 algorithm is based on the same generative model as fast-oopsi but is much slower, we used 465 the hyperparameters inferred by cross-validating fast-oopsi in Fig. 2a-b and the 466 hyperparameters automatically inferred by the algorithm in Fig. 5b-c . 467
Performance evaluation 468 We evaluated the performance of the algorithms on spike trains binned at 40 ms resolution, 469
i.e., a sampling rate of 25 Hz. For Fig. 3 and Suppl. Fig. 2 , we changed the bin width 470 between 10 ms (i.e. 100 Hz) and 500 ms (i.e. 2 Hz). We used cross-validation to evaluate the 471 performance of our framework, i.e. we estimated the parameters of our model on a training 472 set, typically consisting of all but one cell for each dataset, and evaluated its performance on 473 the remaining cell. This procedure was iterated such that each cell was held out as a test cell 474 once. Results obtained using the different training and test sets were subsequently 475 averaged. 476
Correlation
477
We computed the linear correlation coefficient between the true binned spike train and the 478 inferred one. This is a widely used measure with a simple and intuitive interpretation, taking 479 the overall shape of the spike density function into account. However, the correlation 480 coefficient is invariant under affine transformations, which means that predictions optimized 481 for this measure cannot be directly interpreted as spike counts or firing rates. In further 482 contrast to information gain, it also does not take the uncertainty of the predictions into 483 account. That is, a method which predicts the spike count to be 5 with absolute certainty will 484 be treated the same as a method which experts the spike count to be somewhere between 0 485 and 10 assigning equal probability to each possible outcome. 486
Information gain 487
The information gain provides a model based estimate of the amount of information about 488 the spike train extracted from the calcium trace. Unlike AUC and correlation, it takes into 489 account the uncertainty of the prediction. 490
Assuming an average firing rate of and a predicted firing rate of at time , the expected 491 information gain (in bits per bin) can be estimated as 492
assuming Poisson statistics and independence of spike counts in different bins. The 493 estimated information gain is bounded from above by the (unknown) amount of information 494 about the spike train contained in the calcium trace, as well as by the marginal entropy of the 495 spike train, which can be estimated using 496
We computed a relative information gain by dividing the information gain averaged over all 497 cells by the average estimated entropy, 498
where ( ) is the information gain measured for the -th cell in the dataset. 499
This can be interpreted as the fraction of entropy in the data explained away by the model 500 (measured in percent points). Since only our method was optimized to yield Poisson firing 501 rates, we allowed all methods a single monotonically increasing nonlinear function, which we 502 optimized to maximize the average information gain over all cells. That is, we evaluated 503
where is a piecewise linear monotonically increasing function optimized to maximize the 504 information gain averaged over all cells (using an SLSQP implementation in SciPy). 505
The AUC score can be computed as the probability that a randomly picked prediction for a 507 bin containing a spike is larger than a randomly picked prediction for a bin containing no 508 spike (Fawcett, 2006 Fig. 5c and d using the implementation provided by scikit-learn. The kernel width is 523 chosen automatically via maximum-likelihood estimate (Pedregosa et al., 2011) . 524
Generation of artificial data 525
We simulated data by sampling from the generative model used by Vogelstein et al. (2010) . 526
That is, we first generated spike counts by independently sampling each bin of a spike train 527 from a Poisson distribution, then convolving the spike train with an exponential kernel to 528 arrive at an artificial calcium concentration, and finally adding Poisson noise to generate a 529
Fluorescence signal . 530
The firing rate for each cell was randomly chosen to be between 0 and 400 spikes per 531 second. The parameters , , and were fixed to 0.98, 100 and 1, respectively, and data 532 was generated at a sampling rate of 100 Hz. 533
Code and data sharing 534
All analysis was done in Python. We provide a Python implementation of our algorithm online 535 (www.bethgelab.org/code/spikeinference) 5 . The package includes a pre-trained version of 536 our algorithm, which is readily usable even without simultaneous recordings and has been 537 trained on our entire dataset. The pre-trained algorithm has been trained on all five datasets 538 presented in this paper as well as the publicly available data from the Svoboda lab. To 539 accommodate the wider range of data, we made the model slightly more flexible allowing 6 540 linear and 4 quadratic components as well as accounting for 99% of the variance in the 541 dimensionality reduction step. 542 543 4 Please note that we are also preparing a Matlab implementation which will be released at a later point in time. 5 Please note that we are also preparing a Matlab implementation which will be released at a later point in time.
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