Abstract-Today's multiagent systems have grown too complex to rely on centralized controllers, prompting increasing interest in the design of distributed algorithms. In this respect, game theory has emerged as a valuable tool to complement more traditional techniques. The fundamental idea behind this approach is the assignment of agents' local cost functions, such that their selfish minimization attains, or is provably close to, the global objective. Any algorithm capable of computing an equilibrium of the corresponding game inherits an approximation ratio that is, in the worst case, equal to its price-of-anarchy. Therefore, a successful application of the game design approach hinges on the possibility to quantify and optimize the equilibrium performance.
I. INTRODUCTION
Interest in the field of multiagent systems' control has experienced rapid growth in recent years, as a variety of application domains have emerged [2] , [3] . The impact of recent advancements in multiagent control has been farreaching, revolutionizing traditional industries such as transportation and power networks [4] , [5] , [6] , while also driving the development of novel technologies including robotic swarms and self-driving cars [7] , [8] .
Modern multiagent systems must adhere to imposing constraints with regards to their spatial distribution, overall scale, privacy requirements and communication bandwidth. As a consequence, the coordination of such systems does not allow for centralized decision making, but instead requires the use of distributed protocols. Ideally, a distributed algorithm will meet the system's requirements for scalability, communication bandwidth, and security, while achieving the desired global objective.
A well-established and fruitful approach to tackle this class of problems consists in the design of a centralized maximization algorithm, that is later distributed by leveraging the structure of the problem considered, e.g., [9] , [10] . An alternative approach, termed game design, has emerged in parallel as a valuable tool to complement the aforementioned design philosophy [11] . Instead of directly specifying the decision-making process, local cost functions are assigned to the system's agents such that their selfish minimization results in the achievement of the system-level objective.
The advantages of using this approach are two-fold: i) we inherit a pool of algorithms that are distributed by nature, asynchronous, and resilient to external disturbances [12] ; and, ii) we obtain access to readily-available performance certificates in the form of efficiency bounds. In fact, any (distributed) algorithm capable of driving the system to an equilibrium configuration (e.g. pure Nash equilibrium, mixed Nash equilibrium, correlated equilibrium, etc.) will inherit an approximation ratio matching the corresponding worst-case equilibrium efficiency, called the price-of-anarchy. Motivated by the game-theoretic approach, we aim to develop novel techniques to quantify and minimize the price-of-anarchy in distributed systems.
A. Related Works
The characterization of the price-of-anarchy has received significant research interest, particularly in the context of atomic congestion games [13] , [14] , [15] , [16] . Although the smoothness framework provides exact price-of-anarchy bounds for atomic congestion games [17] , the derivation of these bounds still requires a considerable amount of analysis. In stark contrast, we construct tractable linear programs for computing and optimizing the price-of-anarchy relative to the class of local resource allocation games, without any analysis. These linear programs extend the approach putforward in [18] , [19] .
As smoothness arguments have proven useful when characterizing the performance of broad classes of equilibria [20] , they have also been applied to a variety of other problems, including learning [21] , and mechanism design [22] . Unfortunately, as observed in [18] and proven later in this manuscript, traditional smoothness arguments find limited applicability in connection to design problems. Generalized smoothness is tailored to resolve this weakness, while retaining all the strengths of the traditional smoothness approach. This novel notion of smoothness is most similar to the style of argument used in [16] , [23] to quantify the price-of-anarchy for covering problems.
B. Our Contributions
In this work, we introduce a broader notion of smoothness, referred to as generalized smoothness, which allows us to provide tighter bounds on the performance of coarsecorrelated equilibria. To demonstrate the strength of this novel approach, we apply our result to local resource allocation problems, and show that the bounds are tight. In more detail, our contributions are as follows: 1) We demonstrate that price-of-anarchy bounds obtained via smoothness arguments are not tight if the sum of players' local cost functions is not equal to the system cost (Theorem 1). 2) We introduce the notion of generalized smoothness, and show that, in general, it provides tighter bounds on the price-of-anarchy compared to current smoothness approaches (Theorems 2 and 3). 3) For the class of local resource allocation problems, we show that generalized smoothness provides tight bounds on the price-of-anarchy (Theorem 4). As a consequence, we demonstrate how the price-of-anarchy can be characterized (Theorem 5) and optimized (Theorem 6) using tractable linear programs. Finally, we show that many existing price-of-anarchy results, e.g., [13] , [14] , [15] , can be reproduced by simply solving a corresponding linear program. Due to space considerations, we defer some of the proofs to the full-version of this paper [1] .
II. PROBLEM STATEMENT Consider a class of resource allocation problems where N = {1, . . . , n} denotes a set of agents, and each agent i must select an action a i from a given action set A i . The system cost induced by allocation a = (a 1 , . . . , a n ) ∈ A = A 1 × · · · × A n is C(a), where C : A → R. Our objective is to find an optimal allocation, i.e. an allocation a opt ,
Since this class of combinatorial problems is inherently intractable, in the remainder of the paper, we aim to obtain an approximate solution to (1) through a distributed and tractable algorithm, ideally with the best possible approximation ratio 1 . We tackle the problem using the gametheoric approach discussed in the introduction. Towards this goal, for every instance of problem in (1), we introduce a corresponding game where the agent set is N , each agent's action set is A i , and in which each agent i evaluates its actions using a local cost function J i : A → R. In the forthcoming analysis, we will focus on the solution concept of Nash equilibrium, defined as any allocation a ne ∈ A such that,
where a −i = (a 1 , . . . , a i−1 , a i+1 , . . . , a n ). We represent the game as defined above with the tuple G = (N, A, {J i }, C), where {J i } = {J 1 , . . . , J n }. We measure the equilibrium performance in a given game using the notion of price-ofanarchy,
where NE(G) is the set of all pure Nash equilibria of the game G. Informally, the price-of-anarchy describes the ratio between the worst performing equilibrium and the optimal allocation. A lower price-of-anarchy is indicative of higher overall equilibrium performance. As such, the price-of-anarchy is an upper-bound on the efficiency of any equilibrium in the game. In cases where we have a family of games G, the price-of-anarchy is further defined as,
Our work centers around the following two questions: 1) Given a class of cost-minimization games, how do we quantify the price-of-anarchy? 2) How can agents' local cost functions be designed in order to minimize the price-of-anarchy?
III. THE SMOOTHNESS FRAMEWORK
The smoothness framework developed in [25] has proven to be versatile, bringing a number of different price-ofanarchy results under a common analytical language, and producing tight bounds on the price-of-anarchy for different classes of problems [17] , [26] . In this section, we revisit the notion of smooth games, and recall how smoothness arguments are employed to bound the corresponding priceof-anarchy. The cost-minimization game G is (λ, µ)-smooth if n i=1 J i (a) ≥ C(a) for all a ∈ A, and if, for any two allocations a, a ∈ A, there exist λ > 0 and µ < 1 such that
The price-of-anarchy of a (λ, µ)-smooth game G is upper-
Observe that if all games in a class G can be shown to be (λ, µ)-smooth, then PoA(G) is also upper-bounded by λ/(1 − µ). Accordingly, the best price-of-anarchy bound that can be derived using the smoothness framework, termed the robust price-of-anarchy [25] , is given by,
(6) Note that, in general, PoA(G) ≤ RPoA(G). Fortunately, PoA(G) = RPoA(G) for the well-studied class of congestion games, in which n i=1 J i (a) = C(a) for all a ∈ A, see [25] . However, smoothness arguments are not applicable to games where n i=1 J i (a) < C(a) even for only one a ∈ A. Additionally, the robust price-of-anarchy does not provide a tight bound when n i=1 J i (a) > C(a) for all a ∈ A, as we demonstrate in the following theorem.
Proof. By assumption, there must exist γ > 1 such that
Observe that, for λ > 0 and µ < 1 as in (5),
where the above inequalities hold by assumption, by (2) , and by (5), respectively. As the equilibrium conditions in (2) are scale-invariant, it must be that
where λ * > 0, µ * < 1 optimize (6).
IV. GENERALIZED SMOOTHNESS
In the previous section, we showed that traditional smoothness arguments are unsuitable for bounding equilibrium performance when the sum of agents' local costs is not equal to the system cost. In the following, we introduce a new notion of smoothness that provides tight bounds for a broader class of games.
Theorem 2 (Generalized Smoothness).
Suppose there exist λ > 0 and µ < 1 such that for every game G ∈ G, and any two action profiles a, a ∈ A,
Then, the price-of-anarchy satisfies,
Proof. For all G ∈ G, for all a ne ∈ NE(G) and a opt ∈ A,
where the first inequality holds by (2) , and the second, by (8) . Rearranging (9), one gets the desired result.
We use the name generalized smoothness as this novel notion of smoothness reduces to traditional smoothness when n i=1 J i (a) = C(a). Observe that generalized smoothness does not even require n i=1 J i (a) ≥ C(a), and thus applies to a much broader class of games. In parallel to the previous section, we define the generalized price-of-anarchy as the best price-of-anarchy bound that can be derived using the generalized smoothness framework,
In the following theorem, we demonstrate that the bounds obtained using the generalized smoothness framework are always better than those provided by traditional smoothness.
Additionally, if for all a ∈ A,
Since the result in Theorem 3 holds for every game in the class G, the inequalities hold with G in the place of G, i.e. for the whole class.
V. LOCAL RESOURCE ALLOCATION GAMES
In this section, we introduce the specialized class of local resource allocation games. We then show that the generalized smoothness framework provides concrete and tight bounds on the price-of-anarchy relative to this class. This analysis will extend the applicability of the linear programming approach presented in [19] to all coarse-correlated equilibria and to multiple resource types.
Consider a game G with agent set N = {1, . . . , n}, and a finite set of resources R, where every resource r ∈ R has a cost function c r : N → R, and a cost-generating function f r : N → R. Each agent i ∈ N is associated with an action set A i ⊆ 2 R . For a given allocation a ∈ A, we define the system cost and local cost functions as,
where |a| r is the number of agents selecting resource r in allocation a. We adopt the convention that c r (0) = 0 for all r ∈ R, without loss of generality. We identify the aforementioned game with the tuple G = (n, R, A, {(c r , f r )} r∈R ).
We define a scalable class of local resource allocation games G n T as the set of all n-player local resource allocation games in which, for every resource r ∈ R, there exists v r ≥ 0 such that c r (·) = v r · c(·) and f r (·) = v r f (·). The pair of functions (c, f ) is drawn from a finite set of resource types T = { (c 1 , f 1 ) , . . . , (c m , f m )}. We refer to the functions {f t } m t=1 as distribution rules, since each function f t describes how the value v r of its corresponding resource is split among the agents.
We observe that many classes of problems studied in the literature can be analyzed using this model. Important examples include vehicle-target assignment problems [12] , set covering problems [16] , [23] , and atomic congestion games [13] , [14] , [15] . Before presenting our results, we demonstrate the generality of the local resource allocation problem formulation in the next subsection, using the example of atomic congestion games. Fig. 1 : A simple congestion game with affine latency functions that can be represented as a local resource allocation problem with two types, T = {(x 2 , x), (x, 1)}. The system's n agents must select either the top path or the bottom path to travel from node S to node T , and experience the corresponding latency.
A. An Illustrative Example: Atomic Congestion Games
To demonstrate the generality of the local resource allocation problem presented above, we analyze congestion games, a classical cost-minimization problem [27] . A congestion game consists of a player set N = {1, . . . , n}, and a finite set of edges E, where every player i ∈ N selects a path a i from its corresponding set of paths A i ⊆ 2 E . Each edge e ∈ E is associated with a latency function e : N → R. For a given allocation a = (a 1 , . . . , a n ), the system cost and local cost functions are defined as
Observe that, in this context, a congestion game can be modelled as a local resource allocation game, where the set of edges corresponds to the set of resources, i.e. R = E, the latency functions r play the role of distribution rules f r , and c r is substituted with r (x) · x for every r ∈ R.
Congestion games with affine latencies [14] . A special class of atomic congestion games is that of affine congestion games, in which the edge latency functions are restricted to the form e (x) = a e x + b e , where a e , b e ≥ 0 for all e ∈ E. The class of affine congestion games is equivalent to the class of local resource allocation problems with two resource types; T = {(x 2 , x), (x, 1)}.
2
As an elementary example, consider an n-player game with resources R = {r j } 4 j=1 , each with value v j ≥ 0. The resources r 1 and r 3 are associated with type (x 2 , x), whereas r 2 and r 4 have type (x, 1). For every agent i ∈ N , we define the action set A i = {a 1 , a 2 } with a 1 = (r 1 , r 2 ) and a 2 = (r 3 , r 4 ). Observe that this game can be represented by the two-link network shown in Fig. 1 , where J i (a) = v 1 |a| r1 + v 2 for an agent i that selects action (r 1 , r 2 ), and J i (a) = v 3 |a| r3 + v 4 for agents selecting action (r 3 , r 4 ).
While we consider the simplistic example of a two-link network here, we note that, in general, any affine congestion game can be represented as a local resource allocation game with T as above. Furthermore, given a basis set for all possible edge latency functions, any atomic congestion game can be formulated using our model.
B. Computing the price-of-anarchy
The next theorem shows how the price-of-anarchy of a scalable class of local resource allocation games can be recovered by means of the notion of generalized smoothness previously defined in (8) . Before proceeding, we introduce some notation. Let
Theorem 4. Given set of types T , and positive integer n, it holds that PoA(G n T ) = GPoA(G n T ). Furthermore, there exists an n-player game G ∈ G n T with |R| ≤ 2n, and PoA(G) = GPoA(G n T ). The above theorem shows that generalized smoothness arguments provide tight upper-bounds on the price-of-anarchy in local resource allocation games, and proposes a methodology for constructing worst-case instances. We now exploit this result to obtain easily computable and concrete bounds on the price-of-anarchy.
Theorem 5. Given set of types T , and positive integer n, PoA(G n T ) = 1/C * , where C * is the value of the following linear program,
where we set c(0
Although all (c, f ) ∈ T were previously defined as mappings from N → R, we extend their definitions to ease the notation. Note that the result in the above theorem can be used to derive exact price-of-anarchy bounds in, e.g., atomic congestion games, see Table 1 in Section V-D.
C. Optimizing the price-of-anarchy
Whereas the previous subsection was devoted to calculating the price-of-anarchy for given set of types T , we now shift our focus to designing a set of distribution rules that minimize the price-of-anarchy. Theorem 6. Consider the cost functions {c 1 , . . . , c m }, and positive integer n. An optimal set of distribution rules
is given by the solutions to
where we set
For the set of types
Theorem 6 shows that a set of optimal distribution rules can be calculated using the linear program (13) . It is worth noting that for a given class of games G n T with an arbitrary set of types T , it is not possible, in general, to compute the price-of-anarchy as the worst price-of-anarchy over each individual pair (c t , f t ), i.e. the expression
does not hold. Nevertheless, this property is recovered for the specific choice of f t = f * t . This constitutes the key observation towards proving Theorem 6.
D. Returning to Atomic Congestion Games
Here we apply the results presented in this section to the class of congestion games, as discussed in Section V-A.
Characterizing PoA in congestion games. Deriving the smoothness parameters for a given class of congestion games is difficult. For example, in the main result of [13] , the authors exploit a nontrivial polynomial inequality in order to find the optimal smoothness parameters for the class of affine congestion games, and prove that the price-of-anarchy of this class is 5/2. A direct application of the linear program in Theorem 5 recovers the same result for any number of agents greater than 3. Additionally, we determine a worst-case instance construction with only three agents 3 . In Table 1 , we compile price-of-anarchy bounds obtained using the linear program in Theorem 5 for five classes of atomic congestion games, along with their corresponding optimal smoothness parameters. We note that, while the price-of-anarchy bounds that we present for the first three classes of congestion games (i.e. affine, quadratic, and cubic) have already been obtained (see [13] , [14] , [15] ), the bounds reported for classes of square root, and logarithmic congestion games are novel.
Optimizing PoA in congestion games. The idea of improving the price-of-anarchy in congestion games using a local edge toll as a control mechanism originates from [28] . In order to influence agents' decisions, a toll τ e is added to the agents' local edge costs such that,
The system cost remains unchanged. When traffic in a network is modelled as a continuum of agents -termed 3 Consider the game G with six edges {e i } 6 i=1 with identical value (i.e. ve = v) and latency function e(x) = x. We endow the n = 3 agents with the action sets, A 1 = {(e 4 , e 5 , e 6 ), (e 1 , e 2 )}, A 2 = {(e 1 , e 2 , e 5 ), (e 3 , e 4 )}, and A 3 = {(e 1 , e 3 , e 4 ), (e 5 , e 6 )}. The Nash equilibrium a ne corresponds to each agent selecting its three-tuple action, and the optimal actions in a opt are the two-tuple actions. It can easily be verified that (2) is met. PoA(G) = 5/2, since the system costs are C(a ne ) = 15v and C(a opt ) = 6v. Note that, in general, drawing a worstcase instance as a graph requires additional edges e with value ve = 0. 1: Exact price-of-anarchy bounds, and optimal smoothness parameters, for five classes of atomic congestion games. These were computed using the linear program in Theorem 5 for n = 25. The bounds we obtain for affine, quadratic, and cubic congestion games match the tight bounds obtained for infinite player games in [13] , [14] , [15] . To the best of our knowledge, we are the first to report bounds for square root, and logarithmic congestion games. the nonatomic setting -it has been shown that there is a unique system equilibrium achieving PoA(G) = 1 when agents are optimally tolled [29] . In the setting of atomic congestion games, where the agents are modelled as finite, indivisible entities, the problem of minimizing the price-ofanarchy using tolls becomes much more challenging, as a given game will have multiple equilibria, in general. The approach presented here can be used to design a set of tolls τ e that minimize the price-of-anarchy, see [30] .
VI. EXTENSIONS
In this section, we demonstrate that the above results extend to A. Coarse-Correlated Equilibria; and, B. WelfareMaximization Problems.
A. Coarse-Correlated Equilibria
A significant advantage of using a smoothness argument is that it provides performance bounds for the class of coarse-correlated equilibria, a far broader class of equilibria compared to the class of pure Nash equilibria [17] , [31] . A coarse-correlated equilibrium is a probability distribution σ over all allocations a ∈ A such that for all i ∈ [n], and a ∈ A, it holds that,
where σ(a) ∈ [0, 1] is the probability associated with action a ∈ A in the distribution σ. Next, we show that the priceof-anarchy bounds stemming from generalized smoothness arguments extend to all coarse-correlated equilibria. Lemma 1. For every game G in the class of games G,
where CCE(G) is the set of all coarse-correlated equilibria of the game G.
Since the sets of pure and mixed Nash equilibria of a game are subsets of its coarse-correlated equilibria, the GPoA is an upper-bound on the efficiency of all equilibria within these classes. This result is particularly important toward the tractability of the final algorithm. Indeed, although finding a pure Nash equilibrium can be intractable, coarse-correlated equilibria can often be computed in polynomial time [24] .
B. Welfare-Maximization Problems
Welfare-maximization problems consist of an agent set N , where each agent i ∈ N is associated with a finite action set A i . The global objective in to maximize the system welfare function W : A → R, i.e. we wish to find the allocation a opt ∈ arg max a∈A W (a). As in the previous sections, we consider a game-theoretic model where each agent i ∈ N is associated with a local utility function U i : A → R which it uses to evaluate its own actions. We represent a welfaremaximization game with a tuple G = (N, A, W, {U i }) .
Given a game G, a Nash equilibrium is defined as any allocation a ne ∈ A such that U i (a ne ) ≥ U i (a i , a ne −i ) for all a i ∈ A i and all i ∈ N . The price-of-anarchy in welfaremaximization games is defined as Note that according to this definition, the price-of-anarchy in welfare-maximization games is bounded from below by 0, and from above by 1.
Although the focus of this paper is on cost-minimization games, we note that analogues to all of our results can be derived in the context of welfare-maximization games with minor modification to the generalized smoothness condition. A welfare-maximization game G is (λ, µ)-generalized smooth if, for all allocations a, a ∈ A, it holds that,
The price-of-anarchy of a (λ, µ)-generalized smooth game is lower-bounded by λ/(1 + µ), for this class of problems.
VII. CONCLUSIONS
In this manuscript, we provided a novel methodology for characterizing and optimizing the price-of-anarchy in connection to a broad class of problems, including congestion games. Toward this goal, we introduced the notion of generalized smoothness. Compared to traditional smoothness arguments, we showed that generalized smoothness is more widely applicable, and provides tighter bounds. We applied generalized smoothness arguments to the class of local resource allocation problems (which include congestion games) and observed that it provides tight bounds on the price-of-anarchy. Relative to this class of problems, we were able to compute and optimize the price-of-anarchy of coarsecorrelated equilibria, by means of concrete and tractable linear programs. Along with other possible future research directions, this work paves the way for the design of optimal tolling schemes through the linear programming framework introduced in [18] , [19] .
