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Introduccio´n
Esta´ comprobado que siempre que existe una contraccio´n uterina la fre-
cuencia card´ıaca fetal (FHR, por su sigla en Ingle´s) se reduce acorde a estas
contracciones debido a la presio´n recibida.
Figura 1: Respuesta fe-
tal card´ıaca a una con-
traccio´n uterina
Estas frecuencias van acorde entre s´ı, que
cuando se da el inicio de la contraccio´n, el
ritmo card´ıaco comienza a decelerar y comien-
za a acelerar cuando la contraccio´n llega al
punto ma´ximo, conocido como acne´, volviendo
as´ı a un ritmo normal hasta la presencia de
una nueva contraccio´n. La anomal´ıa o fallo en
el proceso se produce cuando el FHR actu´a
de forma injustificada en relacio´n a las con-
tracciones, siendo ello indicativo de un s´ınto-
ma evidente de un riesgo para la salud del
bebe´.
La industria electro´nica desarrollo´ unos aparatos de registros simulta´neos
de los ritmos fetales card´ıacos y contracciones, lo cual fue un gran avance
para poder conocer el estado del feto durante el parto, donde hoy en d´ıa el
personal sanitario cuenta con una sala de paritorios para poder observar a
trave´s de la monitorizacio´n las contracciones uterinas y la frecuencia card´ıaca
fetal de cada paciente avisa´ndoles e´ste de cualquier estado de alarma para la
ra´pida intervencio´n.
Figura 2: Monitoriza-
cio´n
La monitorizacio´n se obtiene a partir de un
aparato llamado cardiotoco´grafo, donde le lle-
gan las sen˜ales de contracciones y FHR a par-
tir de dos cinturones colocados en la pared
abdominal de la mama´. Cada cinturo´n posee
un tacodinamo´metro con un pisto´n en repo-
so.
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4Cuando hay una contraccio´n o movimiento del bebe´ el pisto´n se mueve
creando una sen˜al ele´ctrica con datos como son la frecuencia, amplitud y
periodo.
El problema que se encuentra actualmente es que estos aparatos muestran
lo que esta´ ocurriendo in situ y por tanto, en varias ocasiones el personal no
llega a intervenir con suficiente tiempo ante una anomal´ıa derivando as´ı a
nacer el bebe´ con enfermedades o incluso con la pe´rdida del feto.
Motivacio´n
Este proyecto consiste en aportar ayuda al personal sanitario para poder
mantener en constante salud a la paciente y a su futuro bebe´ por lo que
me resulta muy motivador, en primer lugar, porque estamos hablando de
poder salvar vidas y evitar enfermedades, y por otro lado, porque en un fu-
turo yo pasare´ a ser la paciente y podre´ entender todo lo que esta´ ocurriendo.
Personalmente estaba buscando un proyecto que pudiera producirse en la
realidad y no quedarse en una simulacio´n.
Adema´s, no se descarta la posibilidad de presentar los resultados deriva-
dos de este proyecto en un art´ıculo cient´ıfico, lo que hace que todav´ıa sea
ma´s motivador.
Este proyecto consiste principalmente en la identificacio´n de sistemas a
partir del programa Matlab, el cual ha sido una de las ramas ma´s signifi-
cativas a lo largo de mi carrera, para poder utilizar el modelo matema´tico
obtenido con el fin de realizar una prediccio´n de comportamiento a un ho-
rizonte dado y as´ı poder advertir, a trave´s de una interf´ıcie de usuario, al
personal asistente de un posible comportamiento ano´malo del sistema.
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Objetivo
As´ı como se ha explicado en la introduccio´n, hoy en d´ıa no existe ningu´n
aparato que prediga si va a existir una anomal´ıa en el feto, por ello, el objetivo
de este proyecto consiste en predecir co´mo van a ser los FHR para poder estar
preparados ante un estado de alarma y ayudando as´ı a los servicios sanitarios.
La manera que actualmente tienen para conocer si el bebe´ presenta una
anomal´ıa, es fijar unos intervalos de ritmo card´ıaco en el carditocograma
extra´ıdo por el cardiotoco´grafo. Si el FHR se sale de estos intervalos durante
un cierto tiempo establecido es cuando salta. Estos intervalos son siempre
fijos como se muestra en la figura, por lo que no predicen nada.
Figura 3: L´ınea base actual
Para ello, lo que se quiere conseguir es crear una l´ınea base que prediga
el estado que deber´ıa de tener el bebe´, el cual no sera´ una barra fija sino que
ira´ simulando el ritmo card´ıaco. Cada bebe actu´a de forma diferente por lo
que la l´ınea base de cada paciente sera´ diferente. Para obtener la l´ınea base,
crearemos un aparato el cual hara´ una memoria sobre el estado del bebe´ y
de la mama´,
(a) Monitorizacio´n (b) Ejecutable Matlab (c) Ordenador rasPberry PI
Figura 4: Progreso desarrollo sistema
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8donde, se conectara´ al cardiotoco´grafo un ordenador rasPberry PI el cual
llevara´ interno un ejecutable proveniente del programa Matlab donde ira´ rea-
lizando las predicciones y dando como resultado alarmas predichas y reales.
Figura 5: Diagrama de bloques del sistema a desarrollar
Para la realizacio´n de un sistema de alarmas, se necesita por un lado una
sen˜al de entrada u(t), en este caso las contracciones, y una sen˜al de salida
y(t), en este caso los ritmos card´ıacos fetales. Como se puede observar en el
diagrama, existen tres tipos de salidas. La primera de ellas, yˆ(t+k) pertene-
ce a la sen˜al predicha. Para encontrar e´sta se necesita filtrar la sen˜al real y
encontrar el modelo que mejor se ajusta para poder identificarla. La segun-
da de ellas Y(t) pertenece a la sen˜al real la cual sera´ pasada por un filtro
para poder compararla con la sen˜al predicha y saltar alarma cuando e´stas
no coincidan. Por u´ltimo, tenemos la salida real y(t) que tambie´n se necesita
para avisar de las alarmas reales.
Cuando las mama´s no dilatan o no tienen contracciones, se les inyecta
oxitocina para provocar las contracciones y poder llevar a cabo el parto, por
lo que se convierte en una ayuda a la mama´. El problema de la oxitocina es
que tambie´n afecta al ritmo card´ıaco del bebe´ pudiendo crear anomal´ıas si
se abusa de la oxitocina. Por tanto, otro de los objetivos de este proyecto es
evitar abusar de la oxitocina con la ayuda de las alarmas predichas.
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Filtrado L´ınea Base
13

Cap´ıtulo 1
Obtencio´n datos digitales
basados en la Transformada de
Fourier
1.1. Obtencio´n L´ınea Base
Para poder obtener la l´ınea base lo primero que hay que hacer es digitali-
zar el carditocograma(CTG). Para ello, se utiliza una aplicacio´n creada por
proyectistas anteriores, donde convierten el CTG real en vectores de datos
de Matlab quedando e´ste en forma digital. Se observa que para encontrar
la l´ınea base del FHR existe un ruido notorio el cual se debe eliminar para
facilitar el trabajo. Para eliminar e´ste y obtener una sen˜al limpia, so´lo hay
que encontrar el armo´nico que lo genera.
(a) CTG real (b) CTG digitalizado
Figura 1.1: CTG real vs digitalizado
En la Figura 1 se observa que la sen˜al obtenida se encuentra en el dominio
del tiempo en segundos y esta´ claro que para encontrar los armo´nicos de una
sen˜al se debe trabajar en el dominio de la frecuencia en hercios. Es por ello
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que surge la necesidad de pasar de segundos a hercios y la transformada que
realiza esta conversio´n es la conocida Transformada de Fourier.
1.2. Introduccio´n a la Trasformada de Fou-
rier
La transformada de Fourier (tdf) transforma una sen˜al temporal en una
sen˜al frecuencial y viceversa. Esta transformada se utiliza mucho en la In-
genier´ıa ya que te permite conocer el contenido armo´nico de la sen˜al para
e´sta ser tratada al detalle. La fo´rmula que se utiliza para transformar es la
siguiente:
X(k) =
N∑
i=1
x(j)w
(j−1)(N−1)
N (1.1)
donde,
wN = exp(−(2pii)/N) (1.2)
Existen dos tipos de transformada, Transformada Discreta de Fourier
(DFT) y Transformada Ra´pida de Fourier (FFT). La primera de ellas se
utiliza cuando la sen˜al a transformar es una sen˜al discreta. El segundo caso
se utiliza cuando transformamos una sen˜al continua. La sen˜al con la que se
trabaja es una sen˜al digital (muestreada),por lo tanto, se utiliza la DFT.
La funcio´n que se utiliza en Matlab para realizar esta transformada es una
funcio´n realizada por alumnos anteriores.
Syntaxis
[g, f ] = tdf(data, f, Ts, rapida)
Salidas:
g: ganancia de cada armo´nico
f: fase de cada armo´nico
Entradas:
data: sen˜al a transformar
f: conjunto de frecuencias que se desea que aparezcan en la tdf
Ts: periodo de muestreo
rapida: 0 para aplicar DFT, 1 para aplicar FFT
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1.3. Centralizado de sen˜al
Para que resulte ma´s fa´cil encontrar el armo´nico que provoca el ruido se
toma un trozo de la sen˜al FHR y se le aplica la Transformada de Fourier
(Tdf). Se utiliza el comando detrend propio de Matlab para centrar la sen˜al
en el cero y as´ı eliminar posibles componentes continuas en la transformada
de Fourier.
Syntaxis:1
y=detrend(x)
y: sen˜al centrada
x: sen˜al a centrar
(a) FHR sin centrar (b) FHR centrado
Figura 1.2: Uso comando detrend
Lo que hace el comando detrend es coger los valores ma´ximo y mı´nimo
de la sen˜al y hacer la media entre ambos. Despue´s aplica esta media a cada
valor centra´ndolo as´ı en el cero como se puede observar en la Figura 1.2.
Lo que se hace entonces es ver la diferencia entre hacer la transformada de
Fourier con la sen˜al centrada y sin centrar.
Aun que se ha mejorado la tdf no es suficiente con dejarlo as´ı ya que se
obtiene como resultado varios lo´bulos de casi de igual magnitud lo que no se
puede determinar cua´les sera´n los armo´nicos principales que hacen generar
el ruido.
1http://es.mathworks.com/help/ident/ref/detrend.html?s_tid=srchtitle
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(a) Sin detrend (b) Con detrend
Figura 1.3: tdf aplicando detrend
Como anteriormente se ha explicado la Transformada de Fourier va trans-
formando la sen˜al periodo a periodo. El problema que tiene esto es que si el
periodo de una sen˜al comienza y termina en diferentes amplitudes, el armo´ni-
co que se obtiene no es u´nico, es decir, aparecen para un periodo varios
armo´nicos y no uno so´lo siendo as´ı dif´ıcil de escoger el armo´nico ruidoso. A
continuacio´n se muestra un ejemplo23
(a) Armo´nico sen˜al continua (b) Armo´nico sen˜al distorsionada
Figura 1.4: Espectro frecuencial
La sen˜al con la que se trabaja en este proyecto coincide con el segundo
caso, se trabaja con una sen˜al distorsionada y es por ello que se obtienen
tantos armo´nicos. Para poder solucionar este problema, se realiza un enven-
tanado. E´ste me´todo lo que hace es multiplicar la sen˜al por una ventana que
comienza y termina en la misma amplitud obteniendo as´ı una sen˜al continua
en la cual al aplicarle la tdf se obtienen los armo´nicos fundamentales.
2Imagen (a) capturada de la pa´gina webhttp://entrenamientoauditivousb.
blogspot.com.es/2009/11/unidad-iv-conceptos-basicos-de-acustica.html
3Imagen (b) capturada de la pa´gina web http://slideplayer.es/slide/1539911/
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1.4. Enventanado
Existen diferentes tipos de ventanas pero se estudian exclusivamente tres;
Hanning, Hamming y Blackman.
a) Ventana de Hanning:
Viene dada por la siguiente expresio´n:
vh(k) = 0,5(1− cos(2pi( k
n+ 1
)), k = 1, ...n (1.3)
b)Ventana de Hamming:
Viene dada por la siguiente expresio´n:
vh(k + 1) = 0,54− 0,46cos(2pi( k
n− 1)), k = 0, ..,1− n (1.4)
c)Ventana de Blackman:
Viene dada por la siguiente expresio´n:
vh(k+1) = 0,42−0,5cos(2pi(k − 1
n− 1))+0,08cos(4pi(
k − 1
n− 1)), k = 1, ...n (1.5)
Para saber cua´l de las tres es la que interesa aplicar a la sen˜al se hace un
plot de cada una de ellas:
Figura 1.5: Ventanas Blackman, Hamming y Hanning
Observando los resultados de las ventanas, se observa que la que menos
distorsionara´ la sen˜al y la que se aproxima ma´s suavemente a cero es la
de Blackman, que sera´ la que se utilizara´. Se aplica entonces la ventana de
Blackman a la sen˜al FHR:
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Syntaxis:4
y=blackman(N)
N: nu´mero de puntos de la ventana blackman (se pone el mismo rango que
la sen˜al a enventanar)
y:ventana de blackman generada
Co´digo Matlab:
FHRacotado=detrend(FHR);Se centra la se~nal y se coge so´lo un
trozo
BlackMan=blackman(length(FHR));Se crea la ventana Blackman del
mismo tama~no que la se~nal a enventanar
MatrizDiagonal=diag(BlackMan);Se convierte la ventana de
Blackman en una matriz diagonal para poder multiplicarla con
la se~nal
FHRenventanado=FHRacotado*MatrizDiagonal;
Se puede comprobar que el proceso ha sido correcto ya que cogiendo la
muestra 454 de cada gra´fico se observa que se cumple: 1.719*0.8148=1.4
Figura 1.6: FHR enventanado
4http://es.mathworks.com/help/signal/ref/blackman.html?s_tid=srchtitle
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1.5. Filtrado
Ahora que ya la sen˜al esta´ lista para eliminar el ruido, se aplica la trans-
formada de Fourier. Primero se utiliza la funcio´n logspace para configurar las
frecuencias de la tdf.
Syntaxis:5
y=logspace(a,b,n)
a: valor mı´nimo del eje de las frecuencias (eje x)
b: valor ma´ximo del eje de las frecuencias (eje x)
n: distancia entre frecuencias
y: vector logar´ıtmico
Para encontrar los valores ma´ximos y mı´nimos de frecuencias se utilizan
las siguientes fo´rmulas:
N =
1
fmin ∗ Tm −→ fmin =
1
N ∗ Tm =
1
201 ∗ 1,5 (1.6)
siendo N el nu´mero de muestras totales
Segu´n el teorema el Teorema del Muestreo (Uniforme) de Nyquist-Shannon
el valor ma´ximo del eje de las frecuencias debe de ser menor o igual que
fmax =
1
2 ∗ Tm = 0,333 (1.7)
se pondra´ el valor de 0.25 para redondear.
Co´digo Matlab:
Tm=1.5;Periodo de muestreo en segundos
freq = logspace(log10(1/(Tm*201)),log10(0.25),20);Genera un
vector logarı´tmico que sera´ el eje x de la gra´fica de Fourier
[g , f ]= tdf(FHRenventanado,freq,Tm,0);Se aplica la
transformada de Fourier a partir de la funcio´n tdf
Se obtiene como resultado tres armo´nicos importantes generadores del
ruido. A continuacio´n, se realizan los siguientes pasos que se han seguido
para el disen˜o,
5http://es.mathworks.com/help/matlab/ref/logspace.html
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Figura 1.7: Armo´nicos transformada de Fourier
1. Cogemos el polo en continua:
s= (0.1006Hz*2*pi)/10,Se divide entre 10 para coger una de´cada por
debajo que es donde se encuentra la frecuencia de corte (reducir 10 ve-
ces)
2. Se pasa el polo a formato digital con la ley:
Z = es∗Tm = e
0,1006∗2∗pi∗Tm
10∗1,5 = 0,8674 (1.8)
siendo Tm el periodo de muestreo
La funcio´n de transferencia queda de la siguiente forma:
Y (z)
U(z)
=
(1− 0,8674)z−1
1− 0,8674z−1 (1.9)
3. Pasamos al dominio de muestras (k):
y(k) = 0,8674y(k − 1) + (1− 0,8674)u(k − 1) (1.10)
donde e´ste sera´ el disen˜o del filtro que se utilizara´ para eliminar el
ruido.
Co´digo Matlab:
ftall=Tm*0.1006/10;Frecuencia en Hz
a=exp(-ftall*2*pi*Tm);Polo
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BaseLine=FHRcentrado(1);
for k=2:length(FHRcentrado);Dise~no del filtro
BaseLine(k)=a*BaseLine(k-1)+(1-a)*FHRcentrado(k-1);
end
Probando el co´digo anterior con los tres armo´nicos ma´s significativos, se
observa que el que mejor elimina el ruido es el ma´s alejado, ya que el resto dan
como resultado una sen˜al con poca amplitud pudiendo no captar anomal´ıas
en el bebe´.
(a) Armo´nico 0.01299 (b) Armo´nico 0.04051
(c) Armo´nico 0.1006
Figura 1.8: Linea Base tres armo´nicos significativos
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Parte II
Identificacio´n del sistema
25

Cap´ıtulo 2
Modelizacio´n no parame´trica
del sistema
2.1. Respuesta impulsional
Para poder predecir el comportamiento que van a tener las pulsaciones
del bebe´ el siguiente paso a realizar es identificar con que´ tipo de sistema
se esta´ trabajando. Para ello, lo primero que se hace es mirar de que´ orden
es y si posee algu´n tipo de retardo. Se utiliza el me´todo de correlacio´n que
determina el grado de relacio´n causal que existe entre dos variables. Con la
instruccio´n cra se puede identificar.
Syntaxis:1
ir: cra(data)
data: datos de entrada-salida
ir: respuesta de impulso estimado
Co´digo Matlab:
X=[BaseLine;Contracciones]’;Se crea una matriz de entrada
(Contracciones) y salida (BaseLine)
RespuestaImpulsional=cra(X);Se realiza un ana´lisis de
correlacio´n
1http://es.mathworks.com/help/ident/ref/cra.html?s_tid=srchtitle
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Figura 2.1: Respuesta impulsional
A simple vista se observa que el orden del sistema es de segundo orden
ya que se obtiene como resultado una respuesta subamortiguada. Adema´s,
la respuesta comienza desde la muestra 0 lo cual quiere decir que no existe
retardo. Ahora se debe buscar el tipo de modelo. Como bien se sabe existen
dos tipos de modelos; Taylor made models y Ready made models. El primero
de ellos se utiliza cuando es un modelo f´ısico conocido y existe una interpre-
tacio´n f´ısica entre los para´metros. El segundo, sin embargo, no existe una
directa interpretacio´n f´ısica pero s´ı sirve para describir las propiedades de
entrada y salida, tambie´n conocida como modelos caja negra2.
Figura 2.2: Modelo caja negra
En este caso, se tiene un modelo Ready made ya que hay entradas (Con-
tracciones) y salidas (FHR) y se desea encontrar la relacio´n existente entre
ambas. Esta relacio´n es la que se encuentra en la ya mencionada caja ne-
gra. Dentro de e´sta lo que se encuentra es una funcio´n de transferencia con
para´metros que se deben encontrar cua´les son los que mejor se ajustan a la
sen˜al. Para encontrar y ajustar estos para´metros se dispone de los siguientes
modelos: ARX, OE, ARMAX y BOX JENKINS.
2Imagen capturada de la pa´gina web http://designshack.net/articles/
business-articles/using-the-black-box-model-to-design-better-websites/
Cap´ıtulo 3
Ajuste de modelos lineales y su
uso en prediccio´n
3.1. Conceptos previos
La identificacio´n de sistemas se entiende por la fase experimental que se
lleva a cabo para la obtencio´n de un modelo. Esta fase experimental consta
de lo siguiente:
Figura 3.1: Proceso de identificacio´n
donde, el tratamiento de datos se ha finalizado en la parte de filtrado.
Este cap´ıtulo se centra en la fase de eleccio´n del modelo.
3.2. Modelos parame´tricos
Los modelos parame´tricos se utilizan cuando se tienen datos discretos,
es decir, datos muestreados, el cual es el caso. Dentro de estos modelos, se
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encuentran varias estructuras, pero se centrara´ en tres:OE,ARX y AR.
a) Estructura OE
Figura 3.2: Estructura OE
Conocida estructura error de sa-
lida (Output Error, por sus si-
glas en Ingle´s)es una estructura
ideal para encontrar modelos simu-
lados y no reales. Necesita tan-
to datos de entrada como de sali-
da.
b)Estructura ARX
Figura 3.3: Estructura ARX
Conocida como estructura au-
torregresiva (en Ingle´s autoregres-
sive with exogenous) es la me-
jor que ajusta modelos reales. Pa-
ra ello, necesita tanto de da-
tos de entrada como de sali-
da.
c) Estructura AR
Estructura autorregresiva para identificar modelos reales. La diferencia
que existe entre e´sta y la anterior es que e´sta so´lo necesita de datos de salida
para encontrar el modelo.
3.3. Conceptos previos de prediccio´n
Antes de comenzar a predecir con distintos modelos, se tienen que estu-
diar las posibilidades que ofrece Matlab para realizar estas predicciones y si
estas no fueran lo suficientemente va´lidas crear un propio predictor.
Las posibilidades que ofrece Matlab para predecir son infinitas. En primer
lugar, para predecir los para´metros del modelo se utilizan las funciones AR,
ARX y OE. Para validar estos modelos Matlab ofrece la funcio´n compare
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la cual se ha utilizado y estudiado, pero como los resultados obtenidos no
son lo suficientes para validar el modelo se han utilizado tambie´n recursos de
correlacio´n como los son la correlacio´n de Pearson y la de Spearman.
3.4. Uso de la funcio´n Compare
La funcio´n compare se utiliza para comparar el modelo simulado obtenido
de una sen˜al real. La respuesta que se obtiene al ejecutarlo es una gra´fica en
la cual te compara la sen˜al simulada con la sen˜al real, la cual e´l denomina
como sen˜al de validacio´n. Con que no se necesita una sen˜al de validacio´n,
lo que se hace es dividir en dos la sen˜al real. La primera mitad se utiliza
para ajustar el modelo, bien sea para modelo AR como ARX o OE, y la otra
mitad para validar el modelo. Esta mitad es la que se utiliza en la funcio´n
compare. A continuacio´n se muestra la sintaxis que utiliza Matlab para eje-
cutar la funcio´n compare.
Syntaxis:1
compare(data,sys,prediction horizon)
data: datos reales
sys: datos ajustados
prediction horizon: horizonte al cual se quiere predecir
La funcio´n compare tambie´n ofrece la posibilidad de guardar los valores
para poder comparar diferentes modelos y quedarse con el que mejor ajuste.
Syntaxis:
[y,fit,x0] = compare(data,sys,prediction horizon)
y: se obtiene la sen˜al de respuesta del compare
fit: se guarda el valor del fit
x0: condiciones iniciales utilizadas para calcular la respuesta del sistema.
Para decidir cua´l es el modelo que mejor se ajusta al real se debe fijar
en el valor fit ya que e´ste muestra el grado de similitud existente entre datos
reales y estimados.
1http://es.mathworks.com/help/ident/ref/compare.html?searchHighlight=
compare
32 CAPI´TULO 3. AJUSTE DE MODELOS...
FIT
Tal y como anteriormente se ha explicado el FIT es un dato en el cual
muestra el porcentaje de semejanza entre el modelo de validacio´n y el modelo
ajustado. Por tanto, cuanto mayor sea e´ste, mejor ajuste se obtendra´. Para
calcular este porcentaje Matlab utiliza la NRMSE (Ra´ız normalizada del
error cuadra´tico medio):
FIT = 100 ∗ (1− ‖ y − ŷ‖‖y −mean‖) (3.1)
donde,
y=sen˜al real
yˆ= sen˜al modelo ajustado
mean= media entre los puntos coincidentes entre las dos sen˜ales
El problema que tiene en decidirnos que el modelo mejor ajustado es el
que mayor grado de porcentaje de FIT obtengamos es, que la funcio´n com-
pare, so´lo predice a una muestra de retardo por lo que ser´ıa insuficiente.
Adema´s, el resultado que se obtiene del FIT y la gra´fica que se obtiene la
mayor´ıa de los casos no tienen sentido comu´n alguno, por ello se descarta el
regirse por el resultado del FIT.
Cuando primero se ajusta el modelo antes de validarlo con la funcio´n
compare, aparte de obtener el FIT, tambie´n se obtienen como resultado los
errores FPE y MSE los cuales son importantes para saber cua´nto error existe
entre el modelo real y el modelo ajustado.
FPE
Las siglas FPE significan en Ingle´s Final Prediction Error. Tambie´n co-
nocido por el Criterio de Akaike. Este criterio utiliza datos de probabilidad
y estad´ıstica para encontrar el error de ajuste, que cuanto ma´s pequen˜o sea
e´ste mejor resultado de ajuste se habra´ encontrado.
La fo´rmula que utiliza Matlab para calcular este error es la siguiente:
FPE = det(
1
N
N∑
i
e(t, θ̂N)(e(t, θ̂N)
T )(
1 + d
N
1− d
N
)) (3.2)
donde,
N= nu´mero de valores en el conjunto de datos de estimacio´n
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e(t)= vector de error de prediccio´n
θN = para´metros de estimacio´n
d= nu´mero de para´metros estimados
Este dato es de vital importancia y se tendra´ en cuenta a la hora de
validar el modelo. Pero por si esto fuera poco, Matlab tambie´n muestra el
MSE que tambie´n se tendra´ en cuenta.
MSE
MSE (Mean square normalized error) es otro dato que se tendra´ en cuenta
para validar el modelo ajustado. Se trata tambie´n del error comprendido entre
la sen˜al real y la simulada pero en este caso so´lo tiene en cuenta estos dos
datos y no tiene en cuenta ningu´n tipo de para´metros de estimacio´n como
s´ı que lo hace el criterio de Akaike. Este error compara punto a punto el
error que hay entre las dos sen˜alas y calcula la media utilizando la siguiente
expresio´n:
MSE =
1
N
N∑
i=1
(ŷi − yi)2 (3.3)
donde,
y= sen˜al real
ŷ= sen˜al modelo ajustado
N= nu´mero de muestras
3.5. Correlacio´n
Aunque los resultados de los errores FPE y MSE sirvan para validar el
modelo, no es suficiente ya que el FIT que se obtiene de la funcio´n com-
pare no es lo suficientemente va´lido para mirar la calidad de ajuste de los
modelos y por ello se hace una correlacio´n entre los datos reales y ajustados.
Figura 3.4: Sin relacio´n
La correlacio´n consiste en ver mediante una
gra´fica si existe o no relacio´n alguna entre dos mo-
delos mediante una nube de puntos. Si tuvieran una
buena correlacio´n, ser´ıa sen˜al de que el modelo ajus-
tado es bueno. En este caso la sen˜al real (L´ınea Ba-
se) y la ajustada. Existen diferentes tipos de correla-
cio´n pero se centrara´ en dos; Correlacio´n de Pearson
y Correlacio´n de Spearman.
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Pearson
Figura 3.5: Correlacio´n
de Pearson
Cuando se trata de observar la asociacio´n
que hay entre dos sen˜ales poniendo una sen˜al
en el eje de las abscisas y la otra en el eje
de las coordenadas y se obtiene como respues-
ta una sen˜al lineal, se obtiene entonces una co-
rrelacio´n de Pearson. Esta correlacio´n se puede
observar como una nube de puntos o como se
desee.
Adema´s, Matlab ofrece la posibilidad de calcular la correlacio´n de Pear-
son mediante la siguiente instruccio´n:
Syntaxis2 :
corr(X,Y,’type’,’Pearson’)
X: sen˜al ajustada
Y: sen˜al real
type: indica que vas a utilizar una correlacio´n: Pearson, Spearman o Kendall
Pearson: se escoge una de las tres correlaciones, en este caso se escoge Pearson
Al realizar esta operacio´n se obtiene como respuesta un nu´mero compren-
dido entre 0 y 1. Cuanto ma´s se aproxima al 1 mayor grado de correlacio´n
existira´ y ma´s lineal sera´ la gra´fica.
Spearman
Figura 3.6: Correlacio´n
de Spearman
La correlacio´n de Spearman es muy pareci-
da a la correlacio´n de Pearson. La diferencia
que existe es que la respuesta que se obtiene
no es lineal si no que es de forma exponencial
y cuanto ma´s exponencial sea mayor grado de
asociacio´n habra´ entre las dos sen˜ales a compa-
rar.
2http://es.mathworks.com/help/stats/corr.html
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Al igual que la correlacio´n de Pearson, Matlab tambie´n ofrece la posibili-
dad de realizar la correlacio´n de Spearman con la misma instruccio´n utilizada
anteriormente. Lo u´nico que habr´ıa que cambiar es en vez de poner ‘Pear-
son’ poner ‘Spearman’. La respuesta que se obtiene tambie´n es un nu´mero
comprendido entre el 0 y el 1 y al igual que la de Pearson, cuanto ma´s cerca
este´ del 1 mayor grado de asociacio´n habra´.
3.6. Predictor manual
Una vez obtenido el modelo, lo siguiente que se debe de hacer es predecir.
Matlab ofrece la funcio´n predict. El problema que tiene utilizar esta funcio´n
es que so´lo es va´lida para modelos de entrada/salida, por tanto, no se podr´ıa
usar para modelos parametrizados con sistemas de tipo OE, ya que e´ste so-
lo utiliza entradas anteriores para predecir resultados futuros. La estructura
que se utiliza es la que se muestra a continuacio´n:
Syntaxis3:
Yp = predict(MODEL, DATA, K)
Yp: sen˜al predicha
Model: modelo lineal /no-lineal a partir de para´metros ARX/AR/ARMAX
Data: sen˜al original de entradas y salidas
K: horizonte de prediccio´n
La funcio´n predict se ha utilizado pero no daba buenos resultados, ya que
al igual que con la funcio´n compare so´lo predice a una muestra anterior y
por ello se descarta esta opcio´n y tener que crear un propio predictor.
El predictor que se crea ha sido a partir de un modelo ARX y de datos de
entrada y salida. Tal y como se ha visto en el Cap´ıtulo 2, se tiene un modelo
de segundo orden subamortiguado, por lo que la funcio´n de transferencia con
la que se trabaja presenta la siguiente estructura:
G(z) =
b0 + b1z
−1 + b2z−2 + ...+ bmz−m
1− a1z−1 − a2z−2− ...− anz−n z
−d (3.4)
3http://es.mathworks.com/help/ident/ref/predict.html?searchHighlight=
predictprediction
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donde,
m= nu´mero de muestras de entradas pasadas
n= nu´mero de salidas anteriores
d= nu´mero de muestras de retardo puro
Aunque se ha visto que el sistema no muestra ningu´n retardo ya que la
primera muestra esta´ en k=0, s´ı que se utiliza un retardo ficticio sobre el
modelo debido a que se quiere predecir los comportamientos del FHR a un
cierto horizonte. Si esta funcio´n de transferencia se pasa al dominio de las
muestras (k) se tiene lo siguiente:
G(k) =
U(k)
Y (k)
=
b0 + b1(k − 1) + b2(k − 2) + ...+ bm(k −m)
1− a1(k − 1)− a2(k − 2)− ...− an(k − n) (k − d) (3.5)
donde, Y(k) se refiere a la L´ınea Base y U(k) a las contracciones. Por lo
tanto, la sen˜al de salida predicha ser´ıa,
Ŷ (k) = BaseLine(a1(k − 1)− a2(k − 2)− ...− an(k − n)))
+Contracciones(k − d)(b0 + b1(k − 1) + b2(k − 2) + ...+ bm(k −m))) (3.6)
El co´digo que se crea en Matlab para predecir tiene la siguiente estructura:
Co´digo Matlab:
z=[BaseLine;Contracciones]’;Se crea una matriz de
entrada-salida
zajust=z(1:floor(end/2),:);hay que hacer el floor por si end
es cifra impar
zvalida=z((floor(end/2)+1):end,:);hay que hacer el floor por
si end es cifra impar
nb=input(’Que orden del numerador consideras necesario? ’);b
na=input(’Que orden del denominador consideras necesario? ’);a
nk = input(’Que horizonte de prediccion/retardo puro consideras
necesario? ’);retardo
model=oe((zajust),[nb na nk]);Se utiliza OE/ARX/AR
a=model.f;para modelo oe Matlab lo guarda como una f y para
modelo arx como una .a
b=model.b(nk+1:end);se coge este rango ya que el resto de
nu´mero son todo ceros
A=-a(2:end);se coge a partir del 2 ya que al despejar la
ecuacio´n el primero es el que corresponde a la ypredicha
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ctr=z(:,2)’;corresponde a las contracciones de la matriz z que
corresponde a la segunda columna
fhr=z(:,1)’;corresponde a el FHR de la matriz z que
corresponde a la primera columna
fhrhat=fhr;hay que darle unos valores iniciales a la se~nal
predicha, los cuales sera´n FHR ya que es lo que se quiere
predecir
inici=max(nb+nk,na)+1;
for i=inici:(length(ctr))
fhrhat(i)=fliplr(fhrhat(i-na:i-1))*(A’)+fliplr(ctr(i-nk-nb+1:
i-nk))*(b’); el comando fliplr se utiliza para cambiar el
orden del rango
end
Ahora que ya se tiene el co´digo terminado para poder empezar a predecir,
se va a utilizar este me´todo para cada uno de los sistemas (AR, ARX y OE)
viendo as´ı cua´l de ellos es el que mejor resultado de prediccio´n da.
3.7. Prediccio´n con AR
En la prediccio´n con modelos auto regresivos so´lo utilizan datos de sa-
lida para predecir, por ello solo se utilizan los datos FHR filtrados, en este
caso la L´ınea Base, y no se usara´n las contracciones. Cuando se realiza una
prediccio´n para cualquier tipo de sistema(AR,ARX,OE) hay que utilizar la
mitad de los datos reales para ajustar el modelo y la otra mitad para validar
el modelo, si utiliza´semos todos los datos para estimar no se tendr´ıa una
referencia con la que validar que el modelo estima bien.
Para realizar la prediccio´n con modelo auto regresivo se ha utilizado la
funcio´n AR incluida en Matlab cuya sintaxis es la que se muestra a conti-
nuacio´n:
Syntaxis4 :
m = ar(y,n)
y:datos de salidas reales a estimar
n:horizonte al cual se quiere predecir
4http://es.mathworks.com/help/ident/ref/ar.html?searchHighlight=ar
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m: datos obtenidos de la estimacio´n. El resultado que se obtiene es un id-
poly, un polinomio con diferentes para´metros identificables. En e´l se pueden
encontrar datos como el FIT, FPE, MSE y otros ma´s.
Co´digo Matlab:
BaseLineTrans=BaseLine’;Se transponen los datos de salida
BaseLine para tener una matriz de una columna
BaseLineAjuste=BaseLineTrans(1:floor(end/2),:);Se utiliza la
primera mitad de los datos para el ajuste
BaseLineValida=BaseLineTrans(floor(end/2)+1:end,:);Se utiliza
la otra mitad de los datos para la validacio´n
AR=ar(BaseLineAjuste,n)el valor n se ira´ modificando hasta
encontrar el que mejor ajusta
Para validar el modelo ajustado, lo que se utiliza es la funcio´n compare
propia de Matlab ya que so´lo se utilizan datos de salida para predecir y por
tanto, no se puede utilizar el predictor manual realizado. Se han utilizado
diferentes tipos de horizontes para predecir como se puede observar en la
gra´fica.
Figura 3.7: Prediccio´n modelo AR
Los resultados que se obtienen son buenos ya que las sen˜ales predichas
cogen la forma del FHR pero no son lo suficientemente buenos ya que so´lo
utiliza datos de FHR sin contar las contracciones las cuales son de vital
importancia para saber co´mo va actuar el bebe´ ya que e´ste depende de dichas
contracciones y e´stas var´ıan durante el tiempo haciendo variar los latidos del
corazo´n del bebe´. Por lo tanto, se pasa a predecir con modelos ARX. Adema´s,
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se esta´ utilizando la funcio´n compare la cual so´lo predice a una muestra y
por eso salen buenos resultados.
3.8. Prediccio´n con ARX
La diferencia que existe entre los modelos AR y ARX es que el u´ltimo de
ellos s´ı que utiliza sen˜ales de entradas para predecir siendo datos importantes.
Syntaxis5:
sys = arx(data,[na nb nk])
data: datos de entrada/salida reales
na: orden del denominador (para´metros de salida)
nb: orden del numerador (para´metros de entrada)
nk: horizonte al cual se desea predecir
sys: datos obtenidos de la estimacio´n. El resultado que se obtiene es un id-
poly, un polinomio con diferentes para´metros identificables. En e´l se pueden
encontrar datos como el FIT, FPE, MSE y otros ma´s.
Se han realizado diferentes ensayos tanto con la funcio´n compare propia
de Matlab como con el predictor creado. La funcio´n compare predec´ıa muy
mal, no segu´ıa casi el hilo de la sen˜al real, sin embargo con la prediccio´n
manual realizada, despue´s de haber realizado diferentes ensayos con diferentes
para´metros, se llega a la conclusio´n que para que la sen˜al predicha se parezca
a la sen˜al real se necesitan unos para´metros muy grandes.
Como se puede observar en la Figura 3.8 a), donde los valores de los
para´metros son na=2, nb=2 y nk=30, la sen˜al predicha (azul) s´ı que coge la
forma en la que van sucediendo los FHR pero no predice bien. En la figura 3.8
b) se han utilizado para´metros bastante altos (na=nb=120, nk=30) teniendo
buenos resultados pero no lo suficientes, ya que s´ı que se agarra a la sen˜al
predicha pero existen muchos puntos en los que no coinciden y no se puede
dar por va´lida.
Una de las conclusiones que se ha llegado a obtener es que a partir de
para´metros igual a 150 el sistema se convierte inestable. Tambie´n el sistema
se vuelve inestable cuando los para´metros numerador (nb) son ma´s pequen˜os
que los para´metros de denominador (na) por lo tanto, estos pueden obtener
5http://es.mathworks.com/help/ident/ref/arx.html?s_tid=srchtitle
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(a) na=2,nb=2=nk=30
(b) na=120,nb=120=nk=30
Figura 3.8: Prediccio´n modelo ARX
el mismo valor convirtiendo as´ı el sistema en un modelo OE.
Por u´ltimo, tambie´n se ha llegado a la conclusio´n que el retardo (nk) tiene
que ser mayor que el rango de sen˜ales reales, ya que si no se esta´ prediciendo
una parte con sen˜ales reales y el resto con datos simulados. Por todas estas
conclusiones, se pasa a realizar la prediccio´n con modelos de tipo OE ya que
el modelo que mejor predice para sen˜ales simuladas es e´ste.
3.9. Prediccio´n con OE
Al observar que los resultados con modelo ARX no han sido del todo
satisfactorios y observar que la prediccio´n que se estaba realizando era simu-
lada y no real, se decide probar con modelos OE ya que este tipo de modelo
es el que mejor predice datos simulados.
La sintaxis que Matlab ofrece para trabajar con OE es la siguiente:
Syntaxis6:
6http://es.mathworks.com/help/ident/ref/oe.html?searchHighlight=oe
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sys = oe(data,[nb nf nk])
data: datos de entrada-salida que se desea estimar
nb: orden del denominador (para´metros de entrada)
nf: orden del numerador (para´metros de salida)
nk: horizonte al que queremos predecir
sys: datos obtenidos de la estimacio´n. El resultado que se obtiene es un id-
poly, un polinomio con diferentes para´metros identificables. En e´l se pueden
encontrar datos como el FIT, FPE, MSE y otros ma´s.
Una vez se tiene la estructura a utilizar para llevar a cabo la prediccio´n
con modelo OE, el siguiente paso es encontrar que´ para´metros son los que
mejor ajustan el modelo. Para ello, se deben combinar los para´metros nb, na
y nk y mirar cua´l combinacio´n es la que mejor ajusta. Con que la combinacio´n
a encontrar es infinita se crea un bucle para obtener diferentes combinaciones
sin tener que ir modifica´ndolo uno por uno.
Co´digo Matlab:
matrix=[];Se crea una matriz vacı´a para guardar los valores
for nb=1:100;for nf=1:100;for nk=1:100
try
model=oe((zajust),[nb nf 0]);
end
[Compare,fit,x]=compare(zvalida,model);
[valores]=[nb,nf,model.report.fit.FitPercent,
model.report.fit.FPE,(fit)];
matrix=[matrix;valores];
end end end
Figura 3.9: Resultado matriz FIT mo-
delo OE
En esta matriz los valores que
se van a guardar son el porcenta-
je de FIT y el FPE para encontrar
el que menor FPE tenga y el que
mayor FIT tenga. Se ha realizado
una matriz para 1 < nb < 100,
1 < nk < 100 y 1 < nk < 100 la
cual se detiene a la muestra nb=5
ya que son muchos datos los que se
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tienen que recoger y si no se dispone
de un disco duro ssd esto tarda d´ıas
en finalizar.
Figura 3.10: Resultado matriz FPE
modelo OE
Al hacer la pausa, se hizo un plot
de los datos FIT y FPE para obser-
var lo que suced´ıa. Observando la fi-
gura 28, se puede sacar como con-
clusio´n que el orden del denomina-
dor (que en los datos se ha obtenido
desde nf=1 hasta casi 5) no es impor-
tante ya que siempre se obtienen los
mismos lo´bulos. En todo este rango
de valores, se ha encontrado el va-
lor ma´s pequen˜o de error FPE que
corresponde a la combinacio´n de los
siguientes para´metros:
nb=4 nf=121 nk=21
As´ı que se introducen estos datos en el predictor realizado manualmente
y se hace un plot para observar los resultados.
En la parte izquierda de la Figura 3.11 lo que se observa es por un lado las
contracciones (negro), la sen˜al FHR (roja) y la sen˜al predicha (azul) a partir
de los para´metros anteriores. En la parte derecha se observa la correlacio´n
existente entre la sen˜al real y la predicha que coge forma de una correlacio´n
de Pearson.
Existen muchos puntos en la que la correlacio´n es totalmente lineal, es
decir, muchos puntos en la que la sen˜al predicha y la real coinciden. Esto
es bueno a simple vista, pero observando bien las dos sen˜ales, esos puntos
corresponden a la primera mitad de la sen˜al, la cual se ha utilizado para
ajustar el modelo y es por ello que coinciden.
La nube de puntos que se observa en la correlacio´n de Pearson pertenece
a la otra mitad de la sen˜al la cual se ha utilizado para validar el modelo, y
observando las sen˜ales, no coinciden tanto como deber´ıa. Para ver si el error
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Figura 3.11: Prediccio´n modelo OE
que obtenemos es grande o no, se realiza un histograma.
Figura 3.12: Histograma resultado prediccio´n modelo OE
Se obtiene una curva de tipo normal en la que la mayor´ıa de los errores se
centran en el cero pero tambie´n se obtienen muchos errores entre los periodos
-6 y 3 lo cual hace que halla bastante error en la prediccio´n. La intencio´n es
obtener un histograma con todos los errores centrados en el cero y no tener
tanta cantidad de error en las extremidades. Por este motivo, nos vemos en
la obligacio´n de pasar a la prediccio´n con modelos no lineales, de los cuales
se obtienen menos errores de prediccio´n.
El hecho de no haber empezado con modelos no lineales es que para
realizar funciones intervalares son ma´s fa´ciles y de mejor resultado hacerlos
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a partir de modelos lineales y no de modelos no lineales. Esta funcio´n era la
que se iba a utilizar para encontrar la franja de para´metros aceptables de la
L´ınea Base. Existen varios modelos no lineales pero se decanta por utilizar
las Redes Neuronales.
Cap´ıtulo 4
Ajuste de modelos no lineales y
su uso en prediccio´n
4.1. Introduccio´n
La diferencia ma´s significativa que existe entre un modelo lineal y otro
no lineal es que en los modelos lineales siempre existe una correlacio´n entre
la sen˜al de entrada y de salida. Por ello, los modelos lineales siempre tienen
respuestas como ecuaciones lineales, exponenciales, tangenciales, etc. Por lo
que vas a saber co´mo va actuar esa sen˜al en un horizonte lejano ya que siguen
el mismo patro´n. Sin embargo, un modelo no lineal, no presenta una corre-
lacio´n, por lo que necesita ma´s informacio´n para poder predecir una sen˜al.
La situacio´n que hay es que existe una correlacio´n entre los datos de
entrada (contracciones) y salida (FHR) pero el problema esta´ en que las
contracciones no siempre son de misma magnitud ni de misma frecuencia,
sino que va variando con el tiempo cambiando as´ı constantemente la funcio´n
de transferencia de entrada y salida. Por ello, se decanta por utilizar las Redes
Neuronales.
4.2. Redes Neuronales
Las Redes Neuronales Artificiales (RNA) esta´n basadas en el sistema
nervioso de los seres vivos. Se trata de un sistema no-lineal donde existen
diferentes capas de neuronas las cuales interactuando entre si, obtienen un
est´ımulo de salida. El sistema consiste en dar unos patrones de entradas a
las capas ocultas, donde e´stas con la ayuda de estos patrones aprenden el
funcionamiento del sistema y generan una salida predicha. Estas neuronas
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actu´an como el cerebro biolo´gico, a partir de unos patrones que has recibido
a trave´s de la ensen˜anza, de la vista, del olfato, etc. el sistema nervioso es
capaz de reconocer cualquier situacio´n u objeto.1
Figura 4.1: Red Neuronal Artificial
Todas las redes neuronales esta´n formadas por unidades de entradas, ca-
pas de alimentacio´n, capas de neuronas/nodos ocultas y unidades de salida.
En la Figura 4.1 se tiene una Red Neuronal formada por dos capas de alimen-
tacio´n con 3 entradas, 2 neuronas ocultas y 2 unidades de salidas predichas.
Todas las funciones requieren de seis argumentos cuando son llamadas:
NetDef : Una matriz definiendo la arquitectura de la red neuronal.
Ejemplo:
NetDef=[‘HHHHHH’‘LH—-’];
6 neuronas
1 lineal y 1 hiperbo´lica
resto ocultas
w1, w2: Matrices que contienen los pesos iniciales
PHI : Matriz de entradas
Y: Matriz de salidas predichas
trparms: Estructura de datos que contiene los para´metros encontrados
con los algoritmos como nnoe, nnarx, etc.
1Imagen capturada del manual ”Neural Network Based System Identification TOOL-
BOX”, pa´gina 2
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Identificacio´n del sistema
Para poder llevar a cabo la identificacio´n de un sistema a partir de Redes
Neuronales se deben de seguir unos pasos para obtener resultados satisfacto-
rios como se observa en la figura 4.2.
Figura 4.2: Proce-
so para identifica-
cio´n de Redes Neu-
ronales
En primer lugar se tiene que identificar la fre-
cuencia de muestreo del sistema a predecir. En
este caso, como ya se ha calculado para siste-
mas lineales, la frecuencia de muestreo que tie-
ne un cardiotocograma es de 1.5 segundos. Una
vez definido, se tiene que seleccionar la estructu-
ra del modelo. A diferencia de los sistemas linea-
les, no so´lo hay que encontrar los para´metros que
se ajustan al modelo sino que tambie´n hay que
encontrar la cantidad de neuronas que hacen fal-
ta. Los diferentes modelos de estructuras que ofre-
ce Matlab son seis pero se utilizara´n NNOE y
NNARX.
Estructura del modelo
NNOE
Vector de regresio´n:
ϕ(t) = [ŷ(t− 1 | θ)...ŷ(t− na | θ)u(t− nk)...u(t− nb− nk + 1)]T (4.1)
Predictor:
ŷ(t | θ) = g(ϕ(t), θ) (4.2)
NNARX
Vector de regresio´n:
ϕ(t) = [y(t− 1)...y(t− na)u(t− nk)...u(t− nb− nk + 1)]T (4.3)
Predictor:
ŷ(t | θ) = ŷ(t | t− 1, θ) = g(ϕ(t), θ) (4.4)
donde ϕ(t) es el vector que contiene los regresores (para´metros), θ es el
vector que contiene los pesos, g es la funcio´n realizada por la Red Neuronal.
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Aunque para modelos lineales se ha visto que el orden del sistema es de
orden dos o superior, se tiene que verificar tambie´n el orden del sistema para
modelos no lineales, que en principio deber´ıa ser el mismo. Para ello se utiliza
la funcio´n lipschit propia de la toolbox Redes Neuronales.
Syntaxis:
[OrderIndexMat]=lipschit(U,Y,m,n)
Entradas:
U: datos de entrada
Y: datos de salida
m: intervalo de puntos de entrada
n: intervalo de puntos de salida
Figura 4.3: Respuesta funcio´n
Lipschit
Una vez introducida la funcio´n se obtie-
ne como resultado la figura que se mues-
tra. Se observa que claramente el siste-
ma ha de ser de orden 2 o mayor ya
que la mayor parte de puntos se recogen
ah´ı (rojo). Ahora que ya se tiene el or-
den del sistema, el siguiente paso a rea-
lizar es la estimacio´n del modelo a par-
tir de los datos obtenidos en el paso ante-
rior.
Estimacio´n del modelo
El primer paso para estimar el modelo es seleccionar la estructura que
se va a utilizar. La sintaxis que ofrece Matlab para realizar esta estimacio´n
presenta la siguiente estructura.
Syntaxis:
[W1,W2]=nnoe(NetDef,NN,W1,W2,trparms,Y,U)
Entradas:
NetDef: arquitectura de la Red Neuronal
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NN: estructura de los regresores na, nb y nk.
W1 y W2: matriz de pesos, que en este caso, como no se sabe cua´les
son los pesos ideales, se dejan como corchetes [ ] para que se vayan
calculando solos y encontrar los mejores.
trparms: aqu´ı se predeterminan los valores para realizar la fase de
”entrenamiento”de la red neuronal. En ella se elige el nu´mero ma´ximo
de iteraciones para el aprendizaje y cua´ntas muestras se necesitan para
comenzar.
Y: vector de datos de salida a ajustar
U: vector de datos de entrada a ajustar
Salidas:
W1,W2: valor de pesos calculados
Validacio´n del modelo
Para poder validar que el modelo estimado se ajusta al modelo real, la
toolbox ofrece la funcio´n nnvalid, en la cual se obtiene una gra´fica en la que
se superponen el modelo real y el estimado y un histograma con el error de
estimacio´n.
Syntaxis:
[yhat]=nnvalid(’nnoe’,NetDef,NN,W1,W2,Y,U)
Entradas:
’nnoe’: se pone la estructura con la que se ha estimado el modelo
NetDef: arquitectura de la red neuronal
NN: estructura de los regresores na,nb y nk
W1yW2: pesos encontrados en la estimacio´n del modelo
Y: vector de datos de salida a validar
U: vector de datos de entrada a validar
Salidas:
yhat: vector de datos validados
El problema que tiene la funcio´n de validar es que valida a un horizonte
de una muestra por lo que la validacio´n da buenos resultados. Por ello, para
terminar de confirmar que tanto la estructura de la Red Neuronal como los
grados de los regresores son los correctos, se utiliza la funcio´n kpredict con
el cual se le puede fijar a que´ horizonte realizar la prediccio´n.
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Syntaxis:
Ypred = kpredict(’nnoe’,NetDef,NN,nk,W1,W2,Y,U)
Entradas:
son igual que la funcio´n nnvalid, lo u´nico que cambia es el horizonte de
prediccio´n, nk, siendo e´ste el mismo que del regresor nk.
El resultado que se obtiene es una gra´fica con el modelo real y el predicho.
4.3. Prediccio´n RNA modelo OE
Como se ha explicado en el cap´ıtulo anterior, una Red Neuronal no so´lo se
basa en la bu´squeda del grado de los regresores sino tambie´n en la cantidad
de neuronas. Para encontrar los mejores regresores se realiza mediante un
bucle como se hizo para modelos lineales. El problema esta´ en las neuronas,
que no se puede realizar un bucle, se tiene que ir an˜adiendo neuronas a cada
finalizacio´n de cada bucle de los regresores, por lo que el trabajo a realizar
es duradero.
Co´digo Matlab:
NetDef = [’HH’;’L-’];
for na=1:20
for nb=1:20
for nk=1:20
NN = [na nb nk];
trparms = settrain;
trparms =settrain (trparms,’maxiter’,10000,’skip’,10);
[W1,W2,NSSEvec]=nnarx(NetDef,NN,[],[],trparms,
AjustaSalida,AjustaEntrada);
[yhat,NSSE]= nnvalid (’nnoe’, NetDef,NN,W1,W2,
ValidaSalida,ValidaEntrada);
Ypred = kpredict (’nnoe’, NetDef,NN,nk,W1,W2,ValidaSalida,
ValidaEntrada);
end end end
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Este algoritmo guarda los valores de los pesos junto con las neuronas y
regresores. La cantidad de neuronas se ira´ cambiando manualmente a la fi-
nalizacio´n del bucle.
Para elegir la estructura de la neurona lo primera que se hace es elegir
la cantidad de neuronas iniciales, y despue´s las ocultas. Existen neuronas
hiperbo´licas y lineales, ocultas o visibles. Por la experiencia, se escoge la pri-
mera neurona visible y lineal y el resto ocultas.
Otra de las premisas que hay que tener en cuenta es la cantidad de datos
de ajuste necesarios para ajustar el modelo y con el resto validarlos,es decir,
la cantidad de contracciones necesarias para ajustarlo. Para poder detectar
contracciones se utiliza la funcio´n findpeaks de Matlab ya que e´ste encuentra
todos los picos locales de todo un vector.
Syntaxis:2
[pks,locs] = findpeaks(data)
Salidas:
pks= valor del pico encontrado
locs= ubicacio´n del pico encontrado
Esta funcio´n tambie´n te permite utilizar restricciones para la bu´squeda
de picos. En este caso, se utilizan dos restricciones:
MinPeakHeigh: Busca todos aquellos picos cuya amplitud mı´nima deseas.
En este caso, se pone de 1kpa de amplitud ya que una contraccio´n se
considera contraccio´n cuando al menos es de un 1kpa.
MinPeakDistance: Busca todos aquellos picos entre la distancia mı´nima
deseada. En este caso, se escoge una distancia cada 100 muestras ya
que el tiempo mı´nimo de tener una contraccio´n a otra en los primeros
minutos al entrar en la sala de paritorios es de aproximadamente 150
segundos.
2http://es.mathworks.com/help/signal/ref/findpeaks.html?s_tid=srchtitle
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Figura 4.4: Picos contracciones
Despue´s de haber ejecutado el programa para varias neuronas, no se en-
contraba ninguna que se ajustase al modelo real, por lo que se decide crear
un algoritmo de optimizacio´n.
Optimizacio´n basada en la bu´squeda de los mejores re-
gresores
La optimizacio´n se utiliza en matema´ticas para encontrar el resultado ma´s
cercano a lo deseado. A trave´s de este proceso encontrara´s el mejor resultado
que se ajusta a tu modelo. El algoritmo que se ha empleado para realizar
la optimizacio´n es utilizando la funcio´n fmincon de Matlab, la cual trata de
minimizar una funcio´n de coste no lineal sujeta a unas restricciones (lineales
y/o no lineales) sobre el vector de optimizacio´n. Para el caso del ajuste de los
pesos de la Red Neuronal Artificial, se ha utilizado fmincon.m con el fin de
hallar el valor o´ptimo de la terna de valores [nb nf nk]que presenta un error
de identificacio´n3 mı´nimo. Aunque el algoritmo utilizado en fmincon.m se
basa en el gradiente, esto es, no garantiza que la solucio´n o´ptima sea global,
ha sido una buena opcio´n considerada con el fin de no tener que explorar
todas las posibles combinaciones [nb nf nk]mediante bucles for anidados.
fun(x)

A · x ≤ b
Aeq · x = beq
Lb ≤ x ≤ Ub
(4.5)
Syntaxis:4
x = fmincon(fun,x0,A,b,Aeq,beq,lb,ub,nonlcon,options)
3salida real-salida predicha por la red
4http://es.mathworks.com/help/optim/ug/fmincon.html?s_tid=srchtitle
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Entradas:
fun: funcio´n que se desea minimizar. En este caso se realiza un ejecu-
table a parte llamado fcoste el cual va a retornar el error mı´nimo de
akaike entre los pesos encontrados en la Red Neuronal.
x0:la semilla, es decir, vector inicial con el que comenzar la optimiza-
cio´n. Aqu´ı se coloca el vector de regresores [na nb nk].
A y b: restricciones de desigualdad. Aqu´ı se especifica en forma de
vector co´mo se desea que sea el vector x0. Se declara como restriccio´n
que na tiene que ser mayo que nb por lo que el vector A tendra´ forma
de [1 -1 0]. El vector nk no tiene restricciones por eso se pone un 0.
Aeq y Beq: restricciones de igualdad.No existe esta restriccio´n en este
caso por lo que se deja en blanco [].
lb:l´ımites inferiores. Se pone el grado mı´nimo de los regresores, del
vector x0.
ub:l´ımites superiores. Se pone el grado ma´ximo de los regresores, del
vector x0.
nonlcon: Cuando existen ma´s restricciones de desigualdad se an˜aden
aqu´ı. No es el caso por lo que se deja vac´ıo [].
options: la funcio´n fmincon viene por unas opciones ya determinadas.
Si se quiere cambiar la forma de optimizar se debera´ declarar aqu´ı. En
este caso se desea que vaya apareciendo el resultado de cada iteracio´n.
Co´digo Matlab:
options = optimoptions(’fmincon’,’Display’,’iter’)
x = fmincon(@fcoste,[5 5 10],[1 -1 0],[0],[],[],[2 2 10],[10 10
20],[],options)
Este algoritmo se ha tenido que utilizar para diferentes taman˜os de es-
tructura de neuronas. Despue´s de dejar el algoritmo d´ıas optimizando, se
obtuvo el vector de optimizacio´n. Aplicando el vector a la Red Neuronal, se
obtuvieron los siguientes resultados con la funcio´n kpredict:
Como se puede observar, los resultados obtenidos no son buenos. Se ha
probado para diferentes cantidades de neuronas pero no se consegu´ıa ningu´n
resultado bueno. Eso no quiere decir que el algoritmo de optimizacio´n no sea
va´lido, con estos resultados se llega a la conclusio´n que no se puede predecir
con estructura de tipo Output Error. As´ı pues, se pasa a probar prediccio´n
de modelos no lineales para una estructura ARX.
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(a) Vector x (b) Resultado vector x
Figura 4.5: Resultados optimizacio´n tres neuronas
(a) Vector x (b) Resultado vector x
Figura 4.6: Resultados optimizacio´n cuatro neuronas
4.4. Prediccio´n RNA modelo ARX
Para llevar a cabo la prediccio´n de Redes Neuronales con estructura tipo
ARX, se utiliza el mismo co´digo usado en la prediccio´n de OE pero en vez
de poner ’nnoe’ como argumento se pone ’nnarx’.
En principio se empieza a encontrar modelos para un horizonte de 10
muestras. Se prueba para diferentes nu´mero de neuronas y se encuentra que
con una neurona dan muy buenos resultados.
El problema de realizar para un horizonte de 10 muestras es que se esta´
hablando de predecir a 15 segundos, siendo muy poco tiempo para intervenir
ante un estado de alarma. Por ello, se vuelve a ejecutar el programa para
predecir a 1 minuto que equivale a 40 muestras de retardo. El mejor resultado
obtenido para un retardo de 1 minuto es el siguiente:
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Figura 4.7: Resultados prediccio´n 10 muestras de retardo
Figura 4.8: Resultados prediccio´n 40 muestras de retardo
Se observa un desplazamiento entre la sen˜al predicha y la real. Esto es
debido al retardo aplicado pero para poder ver que realmente ajusta bien se
desplaza la sen˜al predicha y se superpone en la real.
Figura 4.9: Sen˜al predicha y real
Esta´ a la vista que los resultados son satisfactorios. Una vez obtenida la
sen˜al predicha, se tiene que realizar el intervalo de l´ınea base predicha, el
cual era uno de los principales objetivos.
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4.5. Intervalo L´ınea Base predicha
En un principio, al probar con modelos lineales, la manera de hacer el
intervalo de la l´ınea base predicha era sencilla ya que simplemente se ten´ıa que
utilizar una funcio´n intervalar fijando dos u´nicos para´metros. Para modelos
no lineales, no se puede trabajar con intervalar, hay que trabajar con me´todos
estad´ısticos. Para realizar un intervalos estad´ıstico, se tiene que encontrar la
desviacio´n t´ıpica del error existente entre lo real y lo predicho. Por tanto, se
debe observar en primer lugar la forma que tiene el histograma.
Figura 4.10: Histograma prediccio´n RNA con modelo ARX
Se obtiene como resultado un histograma con distribucio´n bimodal. Este
tipo de distribuciones se pueden considerar como dos distribuciones normales
superpuestas. Si se observa detenidamente la distribucio´n, se ve que una de
las modas recoge todos los valores de error negativos y la otra todos los
valores de error positivos. Por lo que se divide en dos histogramas.
(a) Histograma errores negativos (b) Histograma errores positivos
Figura 4.11: Histograma bimodal separado en dos histogramas normales
Con que se obtine una moda para los errores positivos y otra para los
negativos, se utiliza la desviacio´n esta´ndar normal de cada histograma para
realizar el intervalo de la l´ınea base.
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Figura 4.12: Ejemplo distribu-
cio´n normal
La figura 5 que se observa resume la ex-
plicacio´n de una distribucio´n normal. Una
distribucio´n normal tiene forma de campa-
na, de ah´ı que tambie´n sea conocida como la
Campana de Gauss y de un u´nico pico, en
el cual se encuentra la media(µ). La desvia-
cio´n t´ıpica (σ) se mide en la distancia que
hay entre los extremos de la campana y la
media y cuanto ma´s alejado este´ mayor pro-
babilidad habra´ de que un valor pertenezca
a ese intervalo. Se utiliza 3 σ para la reali-
zacio´n de la l´ınea base predicha. Para poder
calcular los valores de µ y σ, se utiliza la siguiente funcio´n:
Syntaxis:6
[muhat,sigmahat] = normfit(data)
donde”data” se refiere al error y se obtienen los datos de media y desvia-
cio´n t´ıpica.
Co´digo Matlab:
mu,s= normfit(errorpositivo)
mu1,s1= normfit(errornegativo)
LineaBasePredichaPositiva=YpredDesplazada(1,53:end)+mu+(3*s)
LineaBasePredichaNegativa=YpredDesplazada(1,53:end)+mu1+(-3*s1)
En este caso se obtienen dos resultados ya que uno sera´ para los errores
positivos y el otro para los negativos. Al realizar la operacio´n se tiene una
media de 0.01, lo cual indica que no esta´ centrada en el cero. Es por ello que
se suma para desplazarla al cero.
5http://rudy-gonzalez.blogspot.com.es/2010/09/distribucion-normal.html
6https://es.mathworks.com/help/stats/normfit.html?s_tid=srchtitle
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Figura 4.13: Intervalo l´ınea base predicha y real
Como se puede observar, se obtiene por un lado las dos l´ıneas bases pre-
dichas (azul), las cuales crean la ”franja” predicha y la l´ınea base filtrada
(rojo).
Parte III
Gestor de Alarmas
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Cap´ıtulo 5
Interfaz gra´fica utilizada e
implementacio´n de alarmas
5.1. Introduccio´n a la interfaz gra´fica
Para la implementacio´n de alarmas se utiliza el entorno Guide (GUI,
Graphical User Interface) que ofrece Matlab. Se trata de una interfaz gra´fica
en la que a trave´s de una serie de herramientas, el usuario puede disen˜ar
cualquier programa sin la necesidad de programarlo, ya que e´ste tal y como
vas an˜adiendo herramientas va generando el co´digo.
5.2. Herramientas interfaz gra´fica
Para poder empezar a utilizar esta toolbox, primero hay que escribir en la
linea de comando de Matlab la palabra guide. Entonces se abre la interfaz y
a partir de la paleta de componentes que aparece a mano izquierda se puede
ir an˜adiendo tantas herramientas como se necesiten.
Figura 5.1: Paleta de herramientas
Existen todas las herramientas
que se observan en la figura pe-
ro para la implementacio´n de alar-
mas se han utilizado las siguien-
tes.
Push Button: Se trata de un simple
boto´n. Cuando se pulsa en e´l, ejecuta
una accio´n que se le hallas impues-
to. En este caso, habra´n tres boto-
nes.
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El ”play”, el cual al pulsarlo comenzara´ la prediccio´n, el ”Reset”, para cuan-
do las condiciones iniciales del parto han cambiado debido a inyeccio´n de
oxitocina, epidural, fiebre, etc. y restaurar los valores iniciales. Y por u´ltimo,
un boto´n de ”exit”para salir del programa.
Static Text: Esta herramienta se utiliza para que aparezca el texto que desees
permanentemente. No se podra´ hacer nada con el desde que se inicia el pro-
grama. Para poder cambiar los valores del Static Text se debe hacer en el
ejecutable. En este caso, habra´ un Static Text para cada alarma, ya que
cuando se produzca una anomal´ıa, cambiara´ de color indicando que se ha
producido una alarma.
Axes: Se utiliza para la visualizacio´n de gra´ficos, ima´genes, etc. Se utilizara´n
tres, uno para visualizar los latidos fetales,otro para las contracciones y otro
para colocar una imagen corporativa.
Panel: Este u´ltimo se utiliza para recoger toda una informacio´n en una u´nica
ventana. En este caso se utilizan cinco paneles;para las alarmas predichas,
alarma reales, aceleracio´n, deceleracio´n y variabilidad.
Figura 5.2: Interfaz creada para la deteccio´n de alarmas
5.3. Tipos de alarmas
El principal objetivo del personal sanitario es la constante vigilancia in-
traparto. Para ello, cuentan de un programa que avisa cua´ndo existe una
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anomal´ıa en el ritmo card´ıaco fetal. Este proyecto esta´ vinculado a la de-
teccio´n de anomal´ıas predichas por lo que se debe implementar al proyecto
las alarmas con las que trabajan actualmente. Para conocer con ma´s detalle
cuales son las alarmas que se estudian, se ha extra´ıdo informacio´n del manual
Manual de Registros Cardiotocogra´ficos los cuales se detallan a continuacio´n.
Figura 5.3: Clasificacio´n de anomal´ıas de l´ınea base
Segu´n el manual, se habla de estado normal cuando el bebe´ presenta unos
latidos card´ıacos fetales en un intervalo de 110-160 bpm.
Alarma por bradicardia: Esta alarma se divide en tres alarmas diferentes.
La primera, conocida como bradicardia moderada, se da cuando el ritmo
card´ıaco fetal se encuentra entre 110-100bpm. La segunda, bradicardia seve-
ra o anormal, por debajo de 100bpm y la u´ltima, bradicardia su´bita, se da
cuando esta´ por debajo de 60-70bpm, siendo e´sta resultado de pe´rdida de
feto.
Alarma por taquicardia: Existen dos tipos de taquicardias; taquicardia mo-
derada, comprendida entre 160-180bpm y taquicardia severa o anormal, cuan-
do supera los 180bpm.
Existen otro tipo de alarmas que no se basan en la l´ınea base, sino en
la dina´mica normal de la frecuencia card´ıaca. Se trata de las alarmas por
aceleracio´n y deceleracio´n.
Aceleracio´n: Se trata cuando la frecuencia card´ıaca aumenta al menos 15
bpm de amplitud pero durante un tiempo, sino, se estar´ıa hablando de una
taquicardia. Existen dos tipos de alarma por aceleracio´n; aceleracio´n pro-
longada, cuando dura entre 2 y 10 minutos y aceleracio´n por cambio basal,
cuando dura ma´s de 10 minutos.
Deceleracio´n: Ocurre lo contrario, se da cuando la frecuencia card´ıaca descien-
de 15 bpm durante un cierto tiempo, para no confundirlo con la bradicardia.
En este caso, existen tres tipos: deceleracio´n leve, con un tiempo menor a
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(a) Alarma por acele-
racio´n
(b) Alarma por decele-
racio´n
Figura 5.4: Alarmas aceleracio´n y deceleracio´n
30 segundos, deceleracio´n moderada, entre 30 y 60 segundos, y deceleracio´n
severa, cuando dura ma´s de 60 segundos.
La u´ltima alarma a estudiar es la variabilidad. Esta alarma mide la ampli-
tud constante de la frecuencia card´ıaca. E´sta aumenta con la edad gestacional
y se define por irregularidades entre amplitud y frecuencia.
(a) Variabilidad mı´ni-
ma
(b) Variabilidad nor-
mal
(c) Variabilidad mar-
cada
Figura 5.5: Alarmas por variabilidad
Variabilidad: Por variabilidad existen cuatro estados: ausente, cuando la am-
plitud es menor a 3bpm, mı´nima, amplitud entre 3 y 5bpm, normal, entre
6 y 25bpm y marcada, ma´s de 25bpm. So´lo se considera alarma cuando se
encuentra en variabilidad mı´nima o marcada.
Una vez estudiados los tipos de alarmas existentes, se procede a imple-
mentarlas al programa.
Co´digo para alarmas por bradicardia y taquicardia
En este apartado se tienen tres tipos de alarmas. La primera de ellas, tal
y como se explico´ en el objetivo, se dara´ cuando la sen˜al real presenta alguna
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anomal´ıa por bradicardia o taquicardia. Cuando suceda alguna de ellas, se
iluminara´ la ”Static Tex” correspondiente a cada alarma. Las alarmas por
bradicardia y taquicardia moderadas se iluminaran de color amarillo y las
graves de color rojo. Por ejemplo, para una alarma por bradicardia severa,
se debera´ introducir esta accio´n:
Co´digo Matlab:
if SalidaDespl(i)<1.00
set(handles.BradiSeveReal,’Enable’,’inactive’);
set(handles.BradiSeveReal,’BackgroundColor’,’red’);
end
Figura 5.6: Ejemplo alarma bradicardia severa
As´ı se hace para cada una de las alarmas tanto reales como predichas.
Otra de las alarmas que se tiene que implementar es cuando la sen˜al real
se sale de la predicha, es decir cuando se sale de los intervalos de l´ınea base
predicha. Esto es porque han habido cambios, pero estos cambios no so´lo
suceden por inyeccio´n de oxitocina, tambie´n puede darse porque la mama´
se ha cambiado de postura o se han movido los cinturones que en este caso,
las condiciones iniciales cambiaran por un instante volviendo luego al estado
inicial. Es por ello que cuando ocurra esto, se debera´ preguntarle al personal
sanitario si se trata de un cambio real o de un simple movimiento. Para ello,
utilizaremos al siguiente accio´n:
Co´digo Matlab:
if SalidaDespl(i)<LineaBasePredichaNegativa(i)
opc=questdlg(’La paciente ha sufrido un cambio, por favor
revise si ha cambiado de postura, si tiene fiebre o si se
le ha inyectado oxitocina o epidural.Si es el caso, pulse
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el boto´n RESET y a continuacio´n el boto´n PLAY’,’Aviso’,
’Si’,’No’,’No’)
if strcmp(opc,’Si’)
break;
end
end
Figura 5.7: Aviso por cambio en las condiciones iniciales
donde, si la paciente ha sufrido un cambio provocado, se pulsara´ SI y el
sistema saldra´ del bucle de prediccio´n. En el caso que no se hallan alterado
las condiciones iniciales, se pulsara´ NO y el programa continuara´.
Co´digo para alarmas por aceleracio´n, deceleracio´n y va-
riabilidad
Las alarmas por aceleracio´n y deceleracio´n son ma´s complejas ya que no
so´lo hay que detectar un ascenso en el FHR si no que tambie´n hay que con-
tabilizar el tiempo que dura este ascenso para por un lado no confundirlo
con una bradicardia o taquicardia y por otro poder clasificarlos por tipo de
aceleracio´n/deceleracio´n.
En un principio se prueba con la funcio´n polyfit1 de Matlab ya que e´ste
te encuentra los coeficientes de una funcio´n lo cual sirve para saber el valor
de la pendiente de aceleracio´n o deceleracio´n. El problema esta´ cuando no se
tiene una funcio´n y se tiene una sen˜al. Esta funcio´n, en ese caso, calcula la
pendiente que mejor se ajusta al rango de datos escogidos, por lo que no se
sabe exactamente cua´ndo ha empezado la pendiente. Es importante conocer
este punto para despue´s compararlo con el resto de puntos para saber si el
FHR ha aumentado/disminuido ma´s de 15bpm.
1http://es.mathworks.com/help/matlab/ref/polyfit.html?s_tid=srchtitle
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Entonces, utilizando la funcio´n finpeaks de Matlab utilizada para encon-
trar contracciones se puede crear un algoritmo que detecte posibles acelera-
ciones/deceleraciones.
En primer lugar, se tiene que detectar tanto los ma´ximos locales como los
mı´nimos locales,
Co´digo Matlab:
DataInv = (1.01*max(BaseLine) - BaseLine);
[Minima,MinIdx ]= findpeaks(DataInv);
[pks1,locs1 ]= findpeaks(BaseLine);
donde, ”Minima” corresponde al valor de cada mı´nimo local, ”MinIdx” la
ubicacio´n de cada mı´nimo, ”pks1” al valor de cada ma´ximos local y ”locs1”
a la ubicacio´n de cada ma´ximo local.
Para poder entender co´mo se deber´ıan detectar estas alarmas, se realiza
un esbozo con diferentes situaciones y de ah´ı ir haciendo el co´digo.
Figura 5.8: Esbozo comprensio´n alarmas por aceleracio´n y deceleracion
Al estar trabajando con ritmos card´ıacos, se sabe que antes de un pico
local va haber un mı´nimo local, van acorde, con lo cual no va a suceder el
caso de encontrarse con una sen˜al tipo Punto de Silla, en el que el ma´ximo
y mı´nimo local son el mismo punto. Los c´ırculos morados representan los
ma´ximos locales y los verdes los mı´nimos locales. Se tienen las siguientes
situaciones:
Caso 1. Puntos 2,3 y 4: El ma´ximo 3, lo comparamos con el ma´ximo 2.
Si este es mayor, se dara´ el estado de ”posible candidato”. Como es el caso,
el ma´ximo 3 se guarda como primer pico (ya que si los pro´ximos picos a
comparar son menores dejara´ e´ste de ser el primer pico de la aceleracio´n) y
el mı´nimo 2 se guarda como primer punto de la pendiente a comparar. Se
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continu´a por el ma´ximo 4. Con que es de menor amplitud que el punto 3, se
sabe que no hay aceleracio´n y por tanto el ma´ximo 3 y el mı´nimo 2 dejan de
ser los puntos principales y se deja de estar en el caso de ”posible candidato”.
Caso 2. Puntos del 7 al 13: Estando en el ma´ximo 7, se compara con el
ma´ximo 6. Al ser mayor, se pasa al estado de ”candidato a aceleracio´n” y se
guarda el ma´ximo 7 y el mı´nimo 6 primer pico de pendiente y primer punto
de pendiente. Se pasa a comparar el ma´ximo 8. E´ste es ma´s grande que el
punto 7 luego se sigue en ” candidato a aceleracio´n”. Entonces, se tiene que
conocer si la amplitud entre el ma´ximo 8 y el mı´nimo 6 supera los 15bpm. Si
fuera el caso, se pasar´ıa a ”posible aceleracio´n” ya que esto tiene que ocurrir
durante ma´s de 2 minutos que equivale a 80 muestras. Se sigue igual hasta el
ma´ximo 12 ya que son mayores al ma´ximo 7. El ma´ximo 13, es menor que el
ma´ximo 7, por tanto se deja de estar en la aceleracio´n. Este proceso se repite
igual para la deceleracio´n pero al reve´s.
Esta comprensio´n ha derivado a tener el siguiente co´digo (el co´digo es
para alarma por aceleracio´n).
Co´digo Matlab:
candidato=false;
posibleaceleracion=0;
aceleracionprolongada=0;
aceleracionbasal=0;
for i=2:length(pks1)
if candidato==false
if pks1(i)>pks1(i-1)
candidato=true
PuntoComparar=BaseLine(MinIdx(i-1))
PrimerPico=pks1(i)
end
end
if candidato==true
Amplitud=pks1(i)-PuntoComparar
if pks1(i)<PrimerPico
candidato=false
end
if Amplitud>=15
posibleaceleracion= posibleaceleracion+1
if posibleaceleracion>80&
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posibleaceleracion<400
aceleracionprolongada=
aceleracionprolongada+1
else
aceleracionprolongada=0
end
if posibleaceleracion>400
aceleracionbasal=aceleracionbasal+1
else
aceleracionbasal=0
end
else
Amplitud=0
end
end
end
Para el co´digo de la variabilidad es mucho ma´s sencillo ya que lo u´nico que
se tiene que hacer es ir comparando la amplitud entre cada ma´ximo y mı´nimo
y disparar un estado de alarma cuando se den las condiciones explicadas en
el apartado tipo de alarmas.
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Parte IV
Procesado de Imagen
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5.4. Recogida de nuevos datos
A lo largo de todo el proyecto se ha ido trabajando con datos ya digitaliza-
dos por alumnos anteriores. Estos cardiotocogramas no presentaban ningu´n
tipo de anomal´ıa por lo que no se pod´ıa validar el proyecto cuando presentan
anomal´ıas. Para ello, se pone en contacto con una empresa sanitaria, Hospi-
tal CIMA de Sanitas, para que proporcionen ma´s informacio´n para validar
el proyecto.
Gracias a ellos se ha podido contar con datos de pacientes con partos
peligrosos y poder validar el proyecto. La forma de obtener los datos ha si-
do escaneando cada cardiotocograma con una impresora que proporcionaron
ellos. El problema de esta impresora es que la resolucio´n ma´xima a la que
puede escanear es de 150 ppi(p´ıxeles/pulgada) siendo esta resolucio´n baja
para el procesado de ima´genes. El problema que tienen tambie´n estos cardio-
tocogramas es que aparecen ma´s datos a parte de las sen˜ales de contracciones
y FHR por lo que el co´digo que las convierte a formato digital no las entiende.
Es por ello que han tenido que ser retocadas una por una.
Figura 5.9: Citograma obtenido del escaner
En la imagen superior se observa debajo de la sen˜al FHR, los ritmos
card´ıacos de la mama´ y en las contracciones el valor de la presio´n de las
contracciones, las cuales deben de ser eliminadas.
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5.5. Ajuste nuevos cardiotocogramas con edi-
tor de ima´genes
Para poder recortar y eliminar la informacio´n que impide digitalizar las
sen˜ales de contraccio´n y FHR, se ha utilizado el editor de fotograf´ıas e ima´ge-
nes Photoshop v12.0.
A la izquierda del programa esta´ la paleta de herramientas con las que
poder trabajar. En primer lugar, se ha utilizado la herramienta de ”Recortar”
para poder tener so´lo el cardiotocograma. En segundo lugar, se ha utilizado
la herramienta de ”pincel” en modo ma´scara para poder ir seleccionado todo
aquello que no se desea. Como resultado de realizar estos retoques se obtiene
la siguiente imagen.
Figura 5.10: Cardiotocograma retocado con editor de ima´genes
5.6. Ajuste programa anterior para nuevos
cardiotocogramas
Una vez limpia la imagen a digitalizar, se estudia el programa de los
proyectistas anteriores. En primer lugar, el programa hace la lectura de la
imagen y la convierte tanto a formato RGB (rojo, verde, azul) como a formato
HSV (matiz, saturacio´n,valor). A partir de estos datos, se intentan separar la
red verde de las sen˜ales negras. El probelma esta´ en que el cardiotocograma
que ten´ıan tiene un verde con un contraste muy alto. El cardiotocograma del
Hospital CIMA tiene un verde azulado lo que se deben cambiar los valores
de estos para poder separar las sen˜ales negras de la red verde azulado. Con
que la resolucio´n de de la imagen actual es muy baja, es dif´ıcil reconocer la
red tal cual.
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(a) Imagen anterior (b) Imagen actual
(c) Red imagen ante-
rior
(d) Red imagen actual
(e) Sen˜ales contraccio-
nes y fhr anteriores
(f) Sen˜ales contraccio-
nes y fhr actuales
Figura 5.11: Comparacio´n procesado de imagen anterior y actual
Como se puede observar, tanto los taman˜os de las ima´genes como los co-
lores son diferentes lo que hacer tener que retocar bastantes para´metros del
programa anterior.
Finalmente, el resultado que se obtiene es bueno pero las amplitudes
esta´n desfasadas. Entonces, se tienen que cambiar los valores que se utilizan
en el programa para calcular la amplitud final. Para poder saber cua´l es la
amplitud real se vuelve a utilizar el editor photoshop para ver la amplitud y
se va ajustando en el programa hasta lograr la misma que la real.
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Figura 5.12: Imagen nueva digitalizada
Al inicio de la imagen se observa una amplitud disparada. Esto es debido
a que a la hora de escanear la imagen los bordes cogen un color grisa´ceo que al
hacer la separacio´n de colores entre negro y verde azulado lo confunde con el
negro. Despue´s es eliminado del vector digitalizado. Una vez procesadas todas
las ima´genes se unen todos los vectores y se obtiene el desarrollo intraparto
digitalizado.
Figura 5.13: Desarrollo intraparto digitalizado
Parte V
Conclusiones, duracio´n del
trabajo y presupuesto
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5.7. Conclusiones
La realizacio´n de este proyecto ha servido de gran ayuda para adquirir
conocimientos sobre la identificacio´n de sistemas y co´mo trabajar con pre-
diccio´n de sen˜ales.
La conclusio´n ma´s significativa de este proyecto es que cuando trabajas
con sen˜ales que presentan grandes ruidos y que tienen una dina´mica anormal
y quieres trabajar con ellos para predecir, esta´ claro que se tiene que enfo-
car directamente con modelos no lineales, ya que como se ha descrito a lo
largo del proyecto, no presentan una relacio´n constante y dependen de mu-
chos para´metros que hacen encontrar una concordancia a la hora de predecir.
Despue´s de haber realizado varios ensayos con el entorno guide, se observa
que podr´ıa no hacer falta realizar un reseteo del sistema cuando la sen˜al real
es superior a la predicha, ya que cuando predice, al insertar la epidural, s´ı se
ha alterado el ritmo card´ıaco pero ha seguido prediciendo igual de bien, lo
cual llega a la conclusio´n que podr´ıa no alterar a la relacio´n contraccio´n-ritmo
card´ıaco y no resetear el sistema cuando se alteran las condiciones iniciales.
Para confirmar esto, hay que realizar ma´s ensayos con diferentes pacientes.
Este proyecto ha obtenido buenos resultados logrando predecir a un ho-
rizonte de 1 minuto, el cual es bueno para actuar ante un posible estado de
alarma.
El objetivo final de este proyecto es intentar predecir a 3 minutos ya que
es el momento en el que el personal sanitario actu´a cuando ocurre una ano-
mal´ıa durante al menos 3 minutos.
Para poder continuar con este proyecto, se presenta a una de las becas
que ofrece ”La Caixa” para proyectos de investigacio´n relacionados con la
salud, el cual es el caso. En e´l, se realizara´ el paso de todo el programa a
el ordenador rasPberry PI con el que se debe trabajar con Linux y realizar
la conexio´n directa del cardiotoco´grafo al ordenador rasPberry PI y ver las
alarmas en la sala de paritorios con la interfaz gra´fica creada en guide. Otro
paso para poder garantizar la efectividad de este proyecto es controlar los
falsos positivos y negativos. Para ello, se realizara´n ensayos alrededor de 200
pacientes y se ira´ ajustando el programa con los resultados que se vayan ob-
teniendo.
Por u´ltimo, hay que destacar que el ritmo card´ıaco de un bebe´ es diferente
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por cada paciente. Si una mama´ es fumadora, tiene la pelvis demasiado gran-
de o tiene algu´n tipo de enfermedad, los rangos de alarma sera´n diferentes y
su l´ınea basal tambie´n, por lo que habra´ que crear en la guide unos botones
para seleccionar si la mama´ es fumadora, etc, y de esta forma se restaurara´n
los l´ımites de estado de alarma, pero para ello se necesita atender a ma´s
pacientes para fijar estos l´ımites.
5.8. Plan de trabajo inicial vs final
En un principio, el plan de trabajo estaba previsto en acabarlo en Junio,
pero finalmente se ha alargado hasta Octubre.
Una de las partes que ma´s ha generado un retraso en la finalizacio´n del
trabajo ha sido la parte de Identificacio´n del Sistema. En ella, se esperaba
haber estado siete semanas, ya que una identificacio´n no se puede lograr en
menos tiempo por todas los ensayos que hay que realizar. Finalmente se ha
alargado hasta 15 semanas ya que han habido mucho problemas en la predic-
cio´n. Como bien se ha ido explicando durante toda la memoria, se esperaba
haber encontrado un buen modelo con modelos lineales pero al no encontrar-
lo, se ha tenido que pasar a modelos no-lineales generando as´ı este retraso.
Otra de las partes que tambie´n ha generado mucho retraso ha sido la parte
de Procesado de Imagen. No se esperaba que los nuevos cardiotocogramas
no se pudieran digitalizar con el programa realizado por alumnos anteriores
y por ello se ha tenido que ir retocando cada cardiotocograma generando un
retraso en el trabajo de cuatro semanas.
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5.9. Presupuesto
Para realizar el ca´lculo de los costes, se han dividido en cinco partes. La
primera de ellas, se refiere a los costes de recursos humanos, es decir, el cos-
te de las horas invertidas y el precio de la matr´ıcula del proyecto. Para el
ca´lculo de e´ste se han contado las horas totales invertidas. En este caso, se ha
trabajado durante 8 meses que equivalen a 240 d´ıas. Teniendo en cuenta que
se ha trabajado durante 5 horas aproximadamente al d´ıa, tenemos un total
de 1200 horas trabajas. Un tercio de ellas se ha invertido en el aprendizaje y
el resto en horas de trabajo.
Otro de los costes se refiere al transporte. Para el ca´lculo, se han medi-
do los km que hay desde el hogar hasta la universidad. La distancia que se
recorre es de 22 km. El coche utilizado consume GasolinaSinP lomo95 con
un precio 1,25e/litro. Con que se cuentan los kilo´metros realizados de ida
y vuelta, en total hacen 44 kilo´metros que equivalen a 3.52 litros gastados.
Multiplicando e´ste por los 1.25e/litros, se gasta en total 4.4 euros al d´ıa.
Adema´s, hay que an˜adir que el coche ha estado estacionado en el parking de
la universidad el cual tiene un coste de 7 euros el an˜o.
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El material empleado tambie´n hay que contarlo ya que el programa utili-
zado no es gratuito. Adema´s, para poder predicir todo un proceso intraparto
se necesitaba ampliar la memoria RAM del porta´til utilizado por lo que se
ha tenido que comprar otra memoria para poder ejecutar el programa.
Tanto para el coste del agua como para el de la luz se ha hecho un ca´lculo
estimado. Teniendo en cuenta que se han estado aproximadamente 120 d´ıas
en el aula 011 del edificio TR11 durante 5 horas diarias, el agua gastado para
un uso de cisterna, grifo y agua potable 2se cuenta 0.25 euros la hora. El
gasto de la luz se divide en tres partes. La primera de ellas cuenta las horas
que ha estado la luz encendida del laboratorio (120 d´ıas X 4 horas encendido
X 0.036kW bombilla X 4 bombillas), la segunda las horas que ha estado el
porta´til enchufado (120 d´ıas X 2 horas enchufado X 0.119kW consumo) y
por u´ltimo, cuando se realizo´ la optimizacio´n, estuvieron durante tres d´ıas
3 ordenadores encendidos optimizando (3 ordenadores X 72 horas X 0.3 kW
consumidos).
As´ı pues, el precio del proyecto con todos los costes incluidos asciende a
alrededor de los 11.000 euros.
2http://www.aiguesdebarcelona.cat/facturadelaigua/es/precios-tarifas/
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