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This Project is in line with the mobile networks and deals with the performance and
services to achieve the media independent handover. It is based on part 21 of the 802
IEEE standard (802.21).
The 802.21 standard specifies a set of tools to execute the handover between heteroge-
neous wireless networks. Between these tools it can be found the information services. The
base of our work is to define an architecture to improve the access, sturdiness, effectiveness
and efficiency of the information services.
The chosen architecture is a mesh, with an information server in each node of the
mesh. Each server see to store, manage and update the information about his area, which
is completely overlapped with a portion of the adjacent servers” areas. Therefore, it finishes
with the existing hierarchical model and optimize the information traffic.
Also, to improve the efficiency of the system, we store dynamic information. This
dynamic information is provided from the point of attachment (current state of the point
of attachment) and the mobile nodes (signal strength in its location).
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Resumen
Este proyecto esta´ enmarcado en el contexto de las redes mo´viles y trata sobre el
funcionamiento y servicios para la transicio´n independiente del medio. Esta´ basado sobre
la parte 21 del esta´ndar 802 (802.21) perteneciente al IEEE.
En el esta´ndar 802.21 tenemos especificada una serie de herramientas para la transicio´n
de conexio´n entre distintas tecnolog´ıas inala´mbricas. Entre esas herramientas, se encuen-
tran los servicios de informacio´n. Nuestro trabajo se basa en definir una arquitectura con
la que mejorar el acceso, robustez, eficacia y eficiencia de los servicios de informacio´n.
La arquitectura en cuestio´n tiene una forma de malla, con un servidor de informacio´n
en cada nodo de la malla. Cada servidor se encarga de almacenar, gestionar, y actualizar
la informacio´n de su zona, la cual esta´ completamente solapada con parte de las zonas
de los servidores adyacentes. Por tanto, acabamos con el modelo jera´rquico existente y
as´ı optimizamos el tra´fico de la informacio´n.
A parte, para mejorar la eficiencia del sistema, almacenamos informacio´n dina´mica.
Esta informacia´n dina´mica es proporcionada tanto por el punto de acceso (estado actual
del punto de acceso) como por parte de los nodos mo´viles (calidad de la sen˜al en un punto).
Palabras clave
Transicio´n independiente medio, robustez, eficacia, eficiencia, malla, densidad, servidor
de informaco´n, punto de conexio´n, tupla de informacio´n estad´ıstica.
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Cap´ıtulo 1
Introduccio´n
La existencia de diferentes tecnolog´ıas inala´mbricas como UMTS (Universal Mobile
Telecommunications Systems), Wi-Fi (Wireless Fidelity) y Wi-Max (World Interopera-
bility for Microwave Access) permite a los usuarios de tele´fonos mo´viles elegir cua´l de
ellas quiere utilizar para la transmisio´n de datos a la hora establecer una comunicacio´n.
Este proceso se conoce transicio´n o handover. Para facilitar estas transiciones entre redes
heteroge´neas, el esta´ndar 802.21 define tres tipos de servicios:
Media Independent Event Service (MIES). Este servicio provee informes de eventos,
filtrado de eventos y una clasificacio´n de ellos atendiendo a la dina´mica del enlace.
Media Independent Command Service (MICS). Este servicio provee me´todos para
enviar comandos desde las capas superiores a las inferiores.
Media Independent Information Service (MIIS). Este servicio define un mecanismo
por el que la entidad MIH puede descubrir la informacio´n de redes vecinas en un
a´rea geogra´fica.
El Nodo Mo´vil (MN) accede a la informacio´n a trave´s de lo que el 802.21 denomina
servidor MIIS (Media Independent Information Service) que soporta la informacio´n de un
a´rea geogra´fica. El MIIS proporciona los llamados Elementos de Informacio´n (IE), que
contienen toda la informacio´n de las redes y los puntos de conexio´n (PoA)..
1.1. Tipos de handover
El esta´ndar 802.21 tiene como principal objetivo ayudar y facilitar la transicio´n entre
diferentes tecnolog´ıas (descritas anteriormente), es decir, transiciones verticales (vertical
handover o handover inter-tecnolog´ıa) mediante entidades funcionales que proporcionen
eventos, comandos e informacio´n.
Los handovers se pueden clasificar respecto a dos aspectos: la tecnolog´ıa y el dominio.
Si el handover se produce entre dos tecnolog´ıas distintas, se denomina inter-tecnolog´ıa.
Sin embargo, cuando el handover se realiza entre dos PoA de la misma tecnolog´ıa, se de-
nomina handover intra-tecnolog´ıa.
Por otro lado, si los PoA se encuentran dentro del mismo dominio (operador), se de-
nominan intra-dominio. Si se encuentran en distintos dominios, se denomina inter-dominio.
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Figura 1.1: Handover inter-tecnolog´ıa (Wi-Fi Wi-Max) inter-dominio
Figura 1.2: Handover intra-tecnolog´ıa (Wi-Fi Wi-Fi) inter-dominio
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Figura 1.3: Handover inter-tecnolog´ıa (Wi-Fi Wi-Max) intra-dominio
Figura 1.4: Handover intra-tecnolog´ıa (Wi-Fi Wi-Fi) intra-dominio
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Las Fig. 1.1, 1.2, 1.3 y 1.4 representan los diferentes combinaciones de escenarios.
1.2. Esta´ndar 802.21
El esta´ndar 802.21 define varios me´todos de transicio´n (handover). Estos me´todos se
clasifican generalmente como “hard handover” o “soft handover”, dependiendo si el pro-
cedimiento de transicio´n es “break-before-make” o “make-before-break”.
En un caso de hard handover, antes de poder establecer la conexio´n con el nuevo PoA,
perdemos la conexio´n con el PoA previo, por tanto es “break-before-make”. Este tipo de
handovers tienen la intencio´n de hacerse de manera instanta´nea para minimizar la ruptu-
ra de la llamada. Por ello, esta´n percibidos como un evento durante la realizacio´n de la
llamada. Necesitan el mı´nimo proceso por parte de la red para prestar un mejor servicio
a los usuarios. Cuando el MN esta´ entre dos PoA, se puede cambiar a cualquiera de ellos,
por lo que los PoA hacen rebotar el enlace con el contrario progresivamente. Este tipo de
hecho se llama ping-pong.
En los soft handover, la conexio´n se mantiene en el PoA inicial mientras se consigue
conectar con el PoA objetivo para hacer la transicio´n. En este caso, la conexio´n hacia el
objetivo esta´ establecida antes de que la conexio´n con el PoA inicial se corte. Por eso,
este tipo de handover se denominan “make-before-break”. El intervalo en el que dos co-
nexiones son utilizadas paralelamente puede ser breve o sustancial. Por esta razo´n, el soft
handover es percibido como un estado de una llamada, en lugar de un evento breve. Los
soft handovers pueden implicar conexiones a ma´s de dos PoAs (conexiones de hasta tres,
cuatro o ma´s celdas pueden ser mantenidas por un MN al mismo tiempo). Cuando una
llamada es un estado o un soft handover, la sen˜al del mejor de los canales usados puede
ser usado por la llamada en un momento dado. Por otra parte, todas las sen˜ales pueden
ser combinadas para producir una copia clara de la sen˜al. E´ste u´ltimo tiene ma´s ventajas.
La decisio´n de hacer un handover necesita el uso cooperativo de las infraestructuras
tanto del MN como de la red. Respecto al handover, el control, las pol´ıticas de transicio´n
y otros algoritmos que intervienen en la decisio´n de transicio´n son manejados por los ele-
mentos del sistema de comunicacio´n.
Un aspecto importante es la continuidad del servicio despue´s del handover, mientras
se minimizan aspectos como los datos perdidos y la duracio´n de la pe´rdida de conexio´n.
La calidad del servicio (QoS) que se experimenta en una aplicacio´n depende de la pre-
cisio´n, velocidad y disponibilidad de la transferencia de datos en el canal de comunicacio´n.
Hay dos aspectos de QoS que se consideran en el contexto del esta´ndar 802.21. Por
un lado, existe una QoS que experimenta la aplicacio´n durante el handover. Adema´s, la
QoS esta´ considerada una parte de la decisio´n del handover, referente a la calidad del PoA
destino.
Dependiendo de los requisitos de QoS de la aplicacio´n, la conexio´n sin interrupciones
implica minimizar la latencia del handover y las pe´rdidas de la informacio´n transmiti-
da (paquetes de informacio´n perdidos). Adema´s, esta movilidad sin interrupcio´n implica
distintas valoraciones a lo largo del tiempo de las condiciones de la red. Entre estas valora-
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ciones destaca la monitorizacio´n de los paquetes perdidos en el enlace actual y la fuerza de
la sen˜al recibida de los PoA candidatos. Su fin es optimizar la decisio´n en caso de handover
y su posterior ejecucio´n.
Durante el proceso de seleccio´n de red, un MN o entidad de red elige una red (una de
las posibles existentes) para establecer conectividad a trave´s de la capa de red. La eleccio´n
esta´ basada en varios criterios como QoS, coste, preferencias del usuario o pol´ıticas del
operador de la red.
Para solucionar las limitaciones de bater´ıa de los MN, el esta´ndar permite al MN des-
cubrir diferentes tipos de redes inala´mbricas (por ejemplo, bluetooth, wi-fi y redes 3GGP),
evitando la activacio´n de varias interfaces y el excesivo escaneo de mu´ltiples canales. Por
tanto, este esta´ndar quiere minimizar el consumo de energ´ıa por los dispositivos mo´viles
en el descubrimiento de candidatos potenciales al handover.
1.2.1. Arquitectura General
El esta´ndar 802.21 introduce una entidad lo´gica llamada MIHF (MIH Function), la
cual facilita la decisio´n de hacer la transicio´n. E´sta entidad provee servicios abstractos a
las capas superiores. Las primitivas de servicio definidas por esta interfaz esta´n basadas en
el protocolo espec´ıfico-tecnolo´gico de entidades de las diferentes redes de acceso (SAPs).
La entidad MIHF se comunica con las capas inferiores de la pila de protocolos de admi-
nistracio´n de movilidad a trave´s de interfaces espec´ıficas de cada tecnolog´ıa.
El esta´ndar define servicios que facilitan las transiciones entre enlaces de acceso hete-
roge´neo. Estos servicios son tratados por la entidad MIHF. La Fig. 1.5 muestra el lugar
de la entidad MIHF con la pila de protocolos de las mu´ltiples interfaces de un MN o una
entidad de red.
La entidad MIHF provee servicios tanto s´ıncronos como as´ıncronos a trave´s de los
SAPs para las capas de enlace y las entidades MIH users. En el caso de la existencia de
un sistema con mu´ltiples interfaces de red, las entidades MIH User utilizan los servicios
de eventos, comandos e informacio´n, a trave´s de la entidad MIHF, para administrar, de-
terminar y controlar el estado de las interfaces.
Estos servicios prove´ıdos por la entidad MIHF ayudan a las entidades MIH User en el
mantenimiento de la continuidad del servicio, adaptacio´n del servicio cuando var´ıa la QoS,
preservacio´n de la vida de la bater´ıa, descubrimiento de redes y seleccio´n del enlace. En
un sistema que contiene interfaces de redes heteroge´neas del tipo de IEEE 802 (WLAN)
y celulares (3GPP, 3GPP2), la MIHF ayuda a las entidades MIH users a implementar
procedimientos efectivos para acoplar servicios a trave´s de interfaces de red. Las entidades
MIH Users utilizan los servicios proporcionados por la entidad MIHF haciendo peticiones
a recursos con el objetivo de llevar a cabo una transicio´n entre redes heteroge´neas.La Fig.
1.6 muestra los servicios que utiliza las entidades MIH Users.
A continuacio´n, nos disponemos a explicar los distintos tipos de servicios que se propor-
cionan a trave´s de las entidades MIH. Estos servicios son los servicios de eventos (MIES),
los servicios de comandos (MICS) y los servicios de informacio´n (MIIS).
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Figura 1.5: Entidad MIHF
MIES
Los eventos indican cambios en el estado y el comportamiento de la transmisio´n de
las capas f´ısica, enlace de datos y enlace lo´gico. Este servicio de eventos tambie´n es usado
para indicar los acciones de administracio´n o el estado de los comandos.
Los eventos se originan desde la entidad MIHF (eventos MIH) o cualquier capa inferior
(eventos de enlace) dentro de una pila de protocolos de un MN o nodo de red como se
muestra en la Fig. 1.7.
El destino de un evento es la entidad MIHF o cualquier entidad superior (MIH User).
El beneficiario de este evento esta´ localizado dentro de un nodo, el cual origino´ este evento,
o dentro de un nodo remoto como muestra la Fig 1.8. El destino del evento esta´ estable-
cido mediante un mecanismo de suscripcio´n que habilita a un MN o a un nodo de red a
participar en ese tipo de eventos.
En caso de eventos locales, los mensajes a veces se propagan desde las capas inferio-
res (capa PHY (Physical Layer of the OSI Model) o MAC (Media Access Control)) a la
entidad MIHF, y desde e´sta hacia cualquiera de las superiores. En caso de que no sean
locales sino remotos, los mensajes se propagan desde la entidad MIHF en una pila de
protocolos hacia la otra, situada en la entidad MIHF del nodo destino. Una de estas pilas
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Figura 1.6: Servicios entre entidades MIHF y MIH Users
Figura 1.7: Eventos de enlace y MIH
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Figura 1.8: Eventos MIH remotos
de protocolos pueden ser presentadas en un MN mientras que la otra puede estar en una
entidad de red fija. La Fig 1.9 muestra la suscripcio´n y el flujo de ejecucio´n de eventos MIH.
El servicio de eventos es usado para detectar la necesidad de realizar handover. Por
ejemplo, se puede recibir una indicacio´n de que el enlace actual cese de transportar el
servicio de datos de la capa MAC (SDUs (Service Data Unit)) a algunos PoAs en un
futuro cercano. Esa indicacio´n es usada por las entidades MIH User para preparar un
nuevo PoA, cesando al actual, para transportar el contexto de la conexio´n. Esto conlleva
a una potencial reduccio´n en lo referente al tiempo necesario para hacer el handover entre
PoAs.
En la Tabla 1.1 podemos ver los diferentes eventos que contempla el esta´ndar.
MICS
El servicio de comandos independiente del medio habilita a las capas superiores a
controlar las capas f´ısica y de enlace de datos. Las capas superiores controlan la reconfigu-
racio´n o selecio´n de un enlace apropiado a trave´s de un conjunto de comandos de handover.
Cuando una entidad MIHF recibe un comando, siempre se espera que e´ste se ejecute.
Los comandos son invocados por las entidades MIH User (comandos MIH), as´ı como
por la propia entidad MIHF (comandos de enlace) como se muestra en la Fig. 1.10.
El destino de un comando es la entidad MIHF o cualquier capa inferior. El beneficiario
de un comando esta´ localizado dentro de una pila de protocolo que origino´ el comando o
dentro de una pila de protocolo remota como muestra la Fig. 1.11.
En el caso de los comandos locales, los mensajes son propagados a menudo desde las
entidades MIH User (por ejemplo, el motor de pol´ıticas) a la entidad MIHF y desde ella,
a las capas inferiores.
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Figura 1.9: Flujo y suscripcio´n de Eventos MIH
Figura 1.10: Comandos de enlace y MIH
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Tabla 1.1: Eventos de enlace
Nombre de evento de enlace Tipo de evento de enlace Descripcio´n
Link Detected Cambio de Estado Enlace de una nueva red de acce-
so ha sido detectada. Este evento se
origina tipicamente en un MN la pri-
mera vez que detecta un PoA de una
red.
Link Up Cambio de Estado La conexio´n de la capa L2 esta´ es-
tablecida y el enlace esta disponible
para usarse.
Link Down Cambio de Estado La conexio´n de la capa L2 esta´ fuera
de servicio y el enlace no esta dispo-
nible para usarse.
Link Parameters Report Para´metros de Enlace Los para´metros del enlace han sido
sobrepasados por los umbrales pre-
viamente especificados.
Link Going Down Prediccio´n Las condiciones de enlace esta´n sien-
do degradadas y la pe´rdida de la co-
nexio´n es inminente.
Link Handover Imminent Enlace El handover es inminente basados en
los cambios de las condiciones del
enlace.
Link Handover Complete Enlace El enlace del handover hacia un nue-
vo PoA ha sido finalizado.
Link PDU Transmit Status Transmisio´n del Enlace Indicador del estado de la trans-
misio´n de un PDU (Protocol Data
Unit).
En caso de comandos remotos, los mensajes se propagan desde las entidades MIH User
a trave´s de la capa MIHF actual a la capa MIHF en la pila de protocolos de la entidad
MIH destino. Uno de los protocolos de la pila puede estar presente en un MN mientras
que el otro puede estar fijado en una entidad de red. Esta entidad de red es el punto de
conexio´n de cualquier nodo sin estar conectado directamente a la otra pila de protocolos.
La Fig. 1.12 muestra la suscripcio´n y el flujo de ejecucio´n de comandos MIH.
Generalmente, los comandos transportan las decisiones de las capas superiores a las
inferiores en una entidad local o una remota. Por ejemplo, el servicio de comandos puede
ser usado por un motor de pol´ıticas de una entidad en una red o para la solicitud de
cambio entre distintos enlaces de un MN.
El esta´ndar facilita la iniciacio´n de los handovers, tanto en el mo´vil como en la red.
E´stos son iniciados por los cambios en el entorno inala´mbrico que llevan a la seleccio´n de
diferentes tecnolog´ıas.
Durante la eleccio´n de la red, el MN y e´sta, necesitan intercambiar informacio´n sobre las
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Figura 1.11: Comandos MIH remotos
Figura 1.12: Flujo del Servicio de Comandos
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posibles redes candidatas disponibles y seleccionar la mejor de ellas. La pol´ıtica de eleccio´n
de red puede seleccionar una distinta de la actual, la cual necesitar´ıa un handover inter-
tecnolog´ıa. Una vez seleccionada una red y el handover se ha iniciado, el administrador de
movilidad y los aspectos del protocolo de encaminamiento se transfieren a la nueva red.
Los comandos reconocidos por el esta´ndar esta´n representados en la Tabla 1.2.
Tabla 1.2: Comandos de enlace
Nombre de comando de enlace Descripcio´n
Link Capability Discover Solicita y descubre la lista de los eventos y comandos de la
capa de enlace que dan soporte.
Link Event Subscribe Subscripcio´n a uno o varios eventos de un enlace.
Link Event Unsubscribe Se da de baja de un conjunto de eventos de la capa de enlace.
Link Get Parameters Obtencio´n de los para´metros medidos por el enlace activo,
como Signal-to-Noise Ratio (SNR), Bit Error Ratio (BER),
Received Signal Strength Indication (RSSI).
Link Configure Thresholds Configura los umbrales de tiempo para el evento de informar
sobre los para´metros del enlace.
Link Action Solicita una accio´n en una conexio´n de la capa de enlace.
MIIS
El servicio de informacio´n independiente del medio provee un framework y los corres-
pondientes mecanismos por los que una entidad MIHF puede descubrir y obtener infor-
macio´n de las redes existentes dentro de un a´rea geogra´fica para facilitar los handovers.
La informacio´n sobre las redes vecinas descubiertas y obtenidas por este framework
(adema´s de sus correspondientes mecanismos), pueden ser usados conjuntamente por el
usuario y las pol´ıticas del operador de la red. De esta forma se consigue optimizar la se-
leccio´n de la red inicial y su posterior acceso.
Originalmente, el servicio de informacio´n provee un conjunto de elementos de informa-
cio´n (IEs), la estructura de la informacio´n y su representacio´n, y por u´ltimo, un tipo de
mecanismo de pregunta/respuesta para la transferencia de la informacio´n.Esta informa-
cio´n puede contener tambie´n pol´ıticas de handover inter-tecnolog´ıa.
La informacio´n puede ser presentada en un servidor de informacio´n desde el que la
entidad MIHF dentro del MN accede a e´l.
La informacio´n esta´ disponible tanto en las capas inferiores como en las superiores.
Esta´ disponible en la capa L2 a trave´s de puertos tanto seguros como no seguros. La que
esta´ disponible mediante los puertos no seguros, permite que la decisio´n de seleccio´n de la
red se haga antes de incurrir la sobrecarga de la autenticacio´n y establecimiento de una
conexio´n segura en la capa L2 con la red.
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Figura 1.13: Flujo de Informacio´n del MIIS
En ciertos escenarios, la informacio´n no puede acceder a la capa L2 o por otra parte,
que la informacio´n disponible en dicha capa no es suficiente para hacer una decisio´n inte-
ligente de un handover.
T´ıpicamente, el MIIS provee para´metros esta´ticos de la capa de enlace como la infor-
macio´n del canal, la direccio´n MAC e informacio´n de seguridad de un PoA. La informacio´n
sobre los servicios disponibles de las capas superiores en una red, puede ayudar de manera
ma´s efectiva en la decisio´n de hacer un handover antes de que el MN se conecte a una red
particular.
La Fig. 1.13 describe el flujo del servicio de informacio´n. El MIIS dentro de una entidad
MIHF se comunica con la entidad MIHF remota que reside dentro de la red de acceso. El
mensaje MIH Get Information que env´ıa el MN es llevado sobre la capa de transporte (L2
o L3) y es recibida en la MIHF remota. E´sta retorna la informacio´n necesaria para el MN
a trave´s de la trama de respuesta apropiada.
1.2. Esta´ndar 802.21 14
1.2.2. MIH Framework
Las entidades MIHF se comunican con otras debido a varios propo´sitos. Los MN in-
tercambian informacio´n MIH con otros puntos de servicio (PoS). La entidad MIHF en
cualquier entidad de red se convierte en un PoS cuando e´sta se comunica directamente
con una entidad MIHF perteneciente a un MN. Cuando una entidad MIHF de una entidad
de red no tiene conexio´n directa con el MN, e´ste no actu´a como un PoS para ese MN en
particular. De todas formas, la misma entidad de red todav´ıa puede actuar como un PoS
de un MN diferente.
Un MN puede contener mu´ltiples interfaces en la capa L2. De todas formas, la comuni-
cacio´n con la entidad MIHF no necesita tomar lugar en todas las interfaces de la capa L2
de un MN capaz de hacer un handover. Como ejemplo, en un MN hay tres interfaces en la
capa L2 como son IEEE 802.11, IEEE 802.16 y IEEE 802.3. E´sta u´ltima puede ser usada
solamente para administracio´n del sistema y operaciones de mantenimiento, mientras que
las otras dos pueden participar en el aprovisionamiento de los servicios a la entidad MIHF.
El MN puede usar la capa L2 de transporte para intercambiar informacio´n MIH con un
PoS MIH el cual reside en la misma entidad de red y por consiguiente actu´a como PoA de
e´sta. Adema´s, el MN puede usar la capa L3 de transporte para intercambiar informacio´n
MIH con un PoS MIH el cual no reside en la misma entidad de red pero actu´a como PoA
de e´sta. El framework soporta el uso de los mecanismos de ambas capas (L2 y L3) para la
comunicacio´n entre las entidades de red MIH.
La Fig. 1.14 muestra el modelo de comunicacio´n de la entidad MIHF. E´ste, muestra
las entidades MIHF en diferentes roles y las relaciones de conexio´n entre ellas. Hay que
destacar que las relaciones de comunicacio´n que se muestran en la Fig. 1.14 se aplican
solamente a las entidades MIHF. Cabe destacar que cada relacio´n en el modelo de comu-
nicacio´n no implica un mecanismo particular de transporte. Ma´s bien, las relaciones de
comunicacio´n solamente intentan mostrar que la informacio´n que pasa por las entidades
MIHF es posible si e´stas son diferentes. Por otra parte, cada relacio´n de de la comunica-
cio´n que se muestra en el diagrama, abarca diferentes tipos de interfaces, mecanismos de
transporte y diferentes servicios MIHF como MIIS, MICS o MIES.
El modelo de comunicacio´n asigna diferentes roles a las entidades MIHF dependiendo
de su posicio´n en el sistema. La Fig. 1.14 define los siguientes roles:
MIHF en el MN.
MIH PoS en la entidad de red que incluye el proveedor de PoA del MN.
MIH PoS en la entidad de red que incluye un PoA candidato para el MN.
MIH PoS en una entidad de red que no incluye un PoA para el MN.
MIH non-PoS en una entidad de red que no incluye un PoA para el MN.
Adema´s de los roles, el modelo de comunicacio´n identifica los siguientes puntos de refe-
rencias (PR) entre dos instancias de las entidades MIHFs.
Punto de referencia PR1: este punto se refiere a los procedimientos de la MIHF entre
la MIHF del MN y el MIH PoS de la entidad de red que se esta´ proveyendo el PoA.
El PR1 abarca las interfaces de comunicacio´n sobre las capas L2 y L3 y superiores.
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Figura 1.14: Modelo de comunicacio´n de la entidad MIHF
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Tabla 1.3: Sumario de los puntos de referencia
Punto de referencia Descripcio´n
PR1 Entre la MIHF de un MN y un MIH PoS en una entidad de
red que corresponde el proveedor de PoA.
PR2 Entre la MIHF de un MN y un MIH PoS en una entidad de
red de un PoA candidato.
PR3 Entre la MIHF de un MN y un MIH PoS en un non-PoA de
una entidad de red.
PR4 Entre un MIHF PoS y una instancia MIH non-PoS en dife-
rentes entidades de red.
PR5 Entre dos instancias MIHF PoS en diferentes entidades de
red.
El contenido de la MIHF que pasa sobre el PR1 esta relacionado al MIIS, MIES o
MICS.
Punto de referencia PR2: este punto se refiere a los procedimientos de la MIHF
entre la MIHF del MN y el MIH PoS de la entidad de red de un PoA candidato.
El PR2 abarca las interfaces de comunicacio´n sobre las capas L2 y L3 y superiores.
El contenido de la MIHF que pasa sobre el PR2 esta relacionado al MIIS, MIES o
MICS.
Punto de referencia PR3: este punto se refiere a los procedimientos de la MIHF
entre la MIHF del MN y el MIH PoS en un non-PoA de una entidad de red. El PR3
abarca las interfaces de comunicacio´n sobre la capa L3 y superiores y posibilita a la
capa L2 de protocolos de transporte como Ethernet bridging, o multi-protocol label
switching (MPLS). El contenido de la MIHF que pasa sobre el PR3 esta relacionado
al MIIS, MIES o MICS.
Punto de referencia PR4: este punto se refiere a los procedimientos de un MIH PoS
en una entidad de red y una instancia MIH non-PoS en otra entidad de red. PR4
abarca las interfaces de comunicacio´n sobre la capa L3 y superiores. El contenido de
la MIHF que pasa sobre el PR4 esta relacionado al MIIS, MIES o MICS.
Punto de referencia PR5: este punto se refiere a los procedimientos de la MIHF entre
dos instancias MIH PoS de entidades de red distintas. PR3 abarca las interfaces de
comunicacio´n sobre la capa L3 y superiores. El contenido de la MIHF que pasa sobre
el PR5 esta relacionado al MIIS, MIES o MICS.
Estos puntos de referencia se recogen a modo de resumen en la tabla 1.3.
1.2.3. SAP
Las interfaces MIHF con otras capas usan los puntos de acceso al servicio (SAPs).
Cada SAP (Service Access Point) consiste en un conjunto de primitivas del servicio que
especifican las interacciones entre el servicio del usuario y el proveedor de e´ste.
La especificacio´n de la entidad MIHF incluye la definicio´n de los SAPs que son inde-
pendientes del medio y adema´s las recomendaciones para definir o extender otros SAPs
que son dependientes del medio.
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Los SAPs independientes del medio permiten a la entidad MIHF proveer servicios a
las capas superiores de la pila de protocolos de movilidad, al plano administrativo de la
red y al plano portador de los datos. Los MIH SAP y las primitivas asociadas proveen la
interfaz desde la entidad MIHF a las capas superiores de la pila de protocolos de movili-
dad. Las capas superiores necesitan suscribirse con la entidad MIHF como usuarios para
recibir eventos generados por e´sta. Adema´s, necesitan suscribirse para recibir los eventos
de la capa de enlace que son originados en las capas por debajo de la entidad MIHF. Las
entidades MIH User env´ıan directamente comandos a la entidad local MIHF usando las
primitivas del servicio de MIH SAP. La comunicacio´n entre dos entidades MIHFs depende
de los mensajes del protocolo MIH.
Los SAPs dependientes del medio permiten a la entidad MIHF usar servicios desde
las capas inferiores de la pila de protocolos de movilidad y de sus planos de direccio´n.
Todas las entradas (incluidos los eventos) de las capas inferiores de la pila de protocolos
de administracio´n de movilidad dentro de la entidad MIHF, son provistas a trave´s de SAPs
espec´ıficos del medio como MAC SAPs, PHY SAPs, y los SAPs del control del enlace lo´gi-
co (LLC (Logic Link Control) SAPs). Los comandos de enlace generados por la entidad
MIHF para controlar las capas PHY y MAC durante el handover son parte de los SAPs
espec´ıficos del medio (MAC/PHY SAPs).
La Fig. 1.15 muestra un resumen de los SAPs de la entidad MIHF para diferentes
redes. Estos SAPs se describen como sigue:
El MIH SAP especifica una interfaz independiente del medio entre la entidad MIHF
y las capas superiores de protocolos de movilidad.
El MIH LINK SAP especifica una interfaz abstracta dependiente del medio entre la
entidad MIHF y las capas inferiores de la pila de protocolos espec´ıfica del medio de
tecnolog´ıas como IEEE 802.3, IEEE 802.11, IEEE 802.16, 3GPP o 3GPP2. Para cada
capa de enlace de las diferentes tecnolog´ıas descritas, los SAPs espec´ıficos del medio
proveen la funcionalidad de MIH LINK SAP. Las alteraciones son sugeridas a sus
respectivos SAPs espec´ıficos del medio para proveer toda la funcionalidad descrita
por MIH LINK SAP.
El MIH NET SAP especifica una interfaz abstracta dependiente del medio de la
entidad MIHF que provee servicios de transporte sobre el plano de datos en el nodo
local. Adema´s soporta el intercambio de informacio´n MIH y los mensajes con las
entidades remotas MIHFs.
1.2.4. Protocolo MIH
El protocolo MIH define el formato de los mensajes que son intercambiados entre las
entidades MIHF remotas y los mecanismos independientes del medio que soportan la en-
trega de e´stos. Una transaccio´n MIH esta compuesta por una secuencia de mensajes con
el mismo identificador de transaccio´n en el emisor y en el receptor.
Los mensajes de datos se encapsulan en las unidades de datos del protocolo MIH
(PDUs). E´stos son enviados sobre el plano de datos por el uso de un mecanismo de trans-
porte en las capas 2 y 3. La capa 3 se soporta sobre el protocolo de internet (IP) usando,
TCP, UDP y SCTP.
1.2. Esta´ndar 802.21 18
Figura 1.15: Relaciones entre diferentes SAPs de las entidades MIHF
El plano de datos esta´ disponible para el transporte despue´s de que el MN se haya
autenticado con la red de acceso. En caso de redes Wi-Fi y Wi-Max, los mensajes del
protocolo MIH pueden ser enviados antes de la autenticacio´n del MN sobre el plano ad-
ministrativo usando las respectivas tramas espec´ıficas del medio.
Un aspecto importante es que el nodo MIH debe esperar hasta que las transacciones
pendientes de entrada o de salida se hayan completado para crear otra, es decir, en un
momento dado so´lo puede haber una transaccio´n en una direccio´n, sea cual sea e´sta. El
protocolo MIH utiliza un servicio de reconocimiento de mensajes para la comunicacio´n
entre nodos MIH. Este servicio esta´ apoyado por el uso de dos bits de informacio´n que son
definidos exclusivamente para uso de reconocimiento (ACK) en la cabecera de la transac-
cio´n MIH. El bit ACK-Req es establecido por el nodo MIH fuente y el bit ACK-Rsp por
el nodo MIH destino para utilizar el servicio de reconocimiento.
Al solicitar el servicio de reconocimiento, el nodo MIH fuente activa un temporizador
de retransmisio´n despue´s de haber enviado el mensaje con el bit ACK-Req a la vez que
guarda una copia del mensaje que estara´ disponible mientras el temporizador esta´ activo.
Si el mensaje no es recibido antes de la expiracio´n del temporizador, el nodo MIH fuente
retransmite inmediatamente el mensaje que ten´ıa de copia, con el mismo identificador de
mensaje y de transaccio´n (incluyendo el ACK-Req). Si el nodo MIH fuente recibe el ACK-
Rsp por parte del nodo MIH destino antes de la expiracio´n del temporizador en el primero
o cualquier de los intentos de retransmisio´n, el nodo MIH fuente asegura la recepcio´n del
paquete MIH, resetea el temporizador y libera la copia del mensaje guardada. Durante
la retransmisio´n, si el nodo MIH fuente recibe el ACK de cualquiera de las transmisiones
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Figura 1.16: Interacciones entre ma´quina de estados
previas, determina que la entrega del mensaje se ha realizado satisfactoriamente y no tiene
que esperar ma´s alla´ de los ACKs del mensaje actual. Estas retransmisiones no son eter-
nas, sino que hay definido un valor ma´ximo de retransmisiones por parte del nodo MIH
fuente.
Cuando el nodo MIH destino recibe el mensaje MIH con el bit de ACK-Req, retor-
na un mensaje MIH con el bit ACK-Rsp utilizando el identificador del mensaje y de la
transaccio´n. Este mensaje no tiene contenido, sino que solo lleva el bit de confirmacio´n
ACK-Rsp. Este proceso se recoge en la ma´quina de estados descrita en la Fig. 1.16.
1.3. Flujo de sen˜ales
El procedimiento de handover opera atendiendo a los puntos que aparecen a continua-
cio´n. Las Figs. 1.17, 1.18, 1.19 y 1.20 muestran gra´ficamente este comportamiento.
1. El MN esta´ conectado a la red servidora a trave´s del PoS actual y puede acceder al
servidor MIIS.
2. El MN hace peticiones de informacio´n sobre las redes vecinas enviando el mensaje
de peticio´n MIH Get Information hacia el servidor MIIS. El servidor MIIS responde
con un mensaje de respuesta al MIH Get Information. Esta informacio´n se intenta
obtener tan pronto como el MN se conecta por primera vez a la red.
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3. Los triggers del MN inician el proceso de handover enviando el mensaje de peticio´n
MIH MN HO Candidate Query al PoS proveedor. Esta peticio´n contiene la infor-
macio´n de las redes potencialmente candidatas.
4. El PoS proveedor hace peticiones de la disponibilidad de los recursos de las redes can-
didatas enviando un mensaje MIH N2N HO Query Resources a uno de los multiples
PoSs candidatos.
5. Los PoSs candidatos responden con un mensaje de respuesta
MIH N2N HO Query Resources. El PoS proveedor notifica al MN de los resultados
de la disponibilidad de los recursos de cada red candidata a trave´s del mensaje de
respuesta del MIH MN HO Candidate Query.
6. El MN decide cua´l es la red objetivo para hacer el handover y notifica al PoS provee-
dor de la red seleccionada enviando el mensaje MIH MN HO Commit. Adema´s, el
MN hace un cambio de enlace en la interfaz de la red objetivo invocando la primitiva
MIH Link Actions.request.
7. El PoS proveedor envia el mensaje MIH N2N HO Commit al PoS objetivo para
pedir la preparacio´n de los recursos de la red objetivo. El PoS objetivo responde
con el resultado de la preparacio´n de los resultados con un mensaje de respuesta
MIH N2N HO Commit.
8. La nueva conexio´n de la capa L2 esta´ establecida y ciertos procedimientos de los
protocolos de administracio´n de movilidad son llevados a cabo entre el MN y la red
objetivo.
9. El MN env´ıa un mensaje de peticio´n MIH MN HO Complete al PoS objetivo. E´ste,
envia un mensaje de respuesta MIH N2N HO Complete al PoS proveedor previo
para liberar el recurso, el cual fue asignado al MN. Despue´s de haber identificado
que el recurso esta liberado satisfactoriamente, el PoS objetivo env´ıa un mensaje de
respuesta MIH MN HO Complete al MN
Como ejemplo, presentamos el siguiente caso de uso. Las figuras 1.21, 1.22 y 1.23
muestran el flujo del handover entre tecnolog´ıas heteroge´neas, como son Wi-Fi (IEEE
802.11) y Wi-Max (IEEE 802.16). Es un ejemplo del procedimiento dual de un handover
en el que ambos esta´n envueltos en el proceso de poder transmitir y recibir al mismo
tiempo.
1. Informacio´n de las redes
El MN esta´ conectado a la red IEEE 802.11 y recibe el informe de la medicio´n de su
enlace a trave´s del mensaje MIH Link Parameters Report.indication. Adema´s, ad-
quiere la informacio´n de las redes vecinas a trave´s del MIH Get Information.confirm.
2. Inicio de la transicio´n
Cuando se pierda la conectividad con la red en la que esta´bamos (IEEE 802.11) a
trave´s del evento Link Going Down, el MN lleva a cabo la peticio´n
MIH Link Actions.request para escanear el estado del enlace de las redes candidatas.
El MN descubre la red Wi-Max (IEEE 802.16) y adquiere los para´metros de su red.
3. Verificacio´n de recursos
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Figura 1.17: Proceso de Handover iniciado por el MN (1 de 4)
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Figura 1.18: Proceso de Handover iniciado por el MN (2 de 4)
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Figura 1.19: Proceso de Handover iniciado por el MN (3 de 4)
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Figura 1.20: Proceso de Handover iniciado por el MN (4 de 4)
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El MN identifica la disponibilidad de recursos ( QoS, coste, ancho de banda y con-
figuraciones de red) de la red candidata enviando el mensaje
MIH MN HO Candidate Query al PoS proveedor. Cuando e´ste recibe la peticio´n
MIH MN HO Candidate Query desde el MN, recupera la informacio´n de los recur-
sos de la red objetivo a trave´s del mensaje MIH N2N HO Query Resources con los
PoSs de las redes candidatas.
4. Decisio´n del handover
Basado en la disponibilidad de los recursos y otros criterios de seleccio´n, la red IEEE
802.16 esta´ seleccionada como el objetivo del handover. El MN env´ıa el mensaje
MIH MN HO Commit al PoS proveedor para notificar la decisio´n de la red objeti-
vo. El PoS proveedor reserva el recurso en la red disponible a trave´s de mensajes
MIH N2N HO Commit.
5. Ejecucio´n del handover
El MN realiza un cambio de enlace en la interfaz que contiene del IEEE 802.16 y
la nueva conexio´n de la capa L2 para la red objetivo 802.16 esta´ establecida. Los
procedimientos del mobile IP son llevados a cabo entre el MN y la red IEEE 802.16.
Como resultado de esto, las sesiones activas esta´n ahora desplazadas a la red destino,
es decir, la IEEE 802.16.
6. Finalizacio´n
El MN env´ıa el mensaje MIH MN HO Complete al PoS proveedor de la red IEEE
802.16 y este PoS intercambia los mensajes MIH N2N HO Complete con el PoS
previo situado en la red 802.11 para liberar el recurso que fue reservado por el MN
en la red.
1.4. Servicios de Informacio´n
1.4.1. Servidor de Informacio´n
El esta´ndar define para el servidor de informacio´n un enfoque centralizado. Este tipo
de arquitectura tiene como consecuencia las siguientes desventajas:
So´lo existe un servidor de informacio´n para los puntos de acceso existentes.
So´lo existe un u´nico punto de fallo.
Arquitectura imposible de escalar ya que el servidor no ser´ıa capaz de soportar un
elevado nu´mero de peticiones.
Este tipo de topolog´ıa supone una elevada sobrecarga en tiempo e informacio´n en-
viada.
1.4.2. Elementos de Informacio´n
El MIIS clasifica los elementos de informacio´n (IE) en los siguientes 3 grupos:
Informacio´n General e Informacio´n Espec´ıfica de la Red de Acceso: estos IE dan una
visio´n general de las diferentes redes que proveen una cobertura dentro de un a´rea.
Por ejemplo, una lista de redes disponibles y sus operadores asociados, acuerdos de
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Figura 1.21: Proceso de Handover entre IEEE 802.11 e IEEE 802.16 (1 de 3)
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Figura 1.22: Proceso de Handover entre IEEE 802.11 e IEEE 802.16 (2 de 3)
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Figura 1.23: Proceso de Handover entre IEEE 802.11 e IEEE 802.16 (3 de 3)
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roaming entre diferentes operadores, coste de la conexio´n a la red, seguridad de la
red y las capacidades de QoS.
Informacio´n Espec´ıfica del PoA: estos IE proveen informacio´n sobre los diferentes
PoAs de cada una de las redes disponibles. Los IE de esta categor´ıa incluyen infor-
macio´n de direccionamiento del PoA, localizacio´n del PoA, tasa de datos soportada,
el tipo de las capas PHY y MAC y cualquiera de los para´metros del canal para
optimizar la conectividad de la capa de enlace. Adema´s, incluye servicios a las capas
superiores y las capacidades individuales de los diferentes PoAs.
Otra informacio´n que es espec´ıfica de la red de acceso y del operador, servicios
espec´ıficos, etc..
1.5. Trabajos relacionados
Varios proyectos han empezado a investigar los servicios del IEEE 802.21 [1]. Lampro-
poulos et al [3] propone el uso de los servicios MIH para conseguir los requisitos de calidad
de servicio de la aplicacio´n para una interrupcio´n mı´nima a lo largo de la handover verti-
cal. Pontes et al [4] investiga los servicios MIH abordando la integracio´n de IEEE 802.11
e IEEE 802.16, centra´ndose principalmente en los aspectos de gestio´n de la transicio´n
provistos por el framework del MIH. Taniuchi et al [5] presenta unas consideraciones de
disen˜o para la implementacio´n de MIH. Lampropoulos et al [6] propone una funcionalidad
mejorada del handover integrando las redes Wi-Fi/Wi-Max donde se consideran cuestiones
como la conservacio´n de recursos y la gestio´n de energ´ıa que no estaban cubiertos en el
esta´ndar IEEE 802.21.
Ma´s cercano a la funcionalidad del MIIS, Mussabbir et al [7] propone un mecanismo
que optimiza el proceso de handover FMIPv6 con la ayuda de servicios MIH para redes
de veh´ıculos. Lim et at [8] hace uso de los servicios MIIS suministrando al MN una lista
de canales va´lidos almacenada en el servidor MIIS. Tras recibir la respuesta de peticio´n
de informacio´n, el MN ejecuta un proceso de escaneo selectivo, reduciendo el tiempo de
descubrimiento de redes.Floroiu et al [9] propone la integracio´n la arquitectura MIH en un
subsistema multimedia IP (IP Multimedia Subsystem IMS) para optimizar la calidad de los
servicios punto-a-punto (end-to-end). Su arquitectura de tecnolog´ıa cruzada considera una
infraestructura MIIS jera´rquica donde los servidores MIIS intercambia informacio´n como la
calidad del servicio, los para´metros relacionados con el coste, pero sin suministrar ninguna
organizacio´n o especificacio´n de la infraestructura del MIIS. Yoo et al [10] propone un
framework de transicio´n predictivo que usa la informacio´n del tiempo de vuelo (round trip
delay) entre los PoA vecinos para estimar el tiempo necesario para la transicio´n, mejorando
el rendimiento en entornos heteroge´neos. Christakos et al [11] explora los servicios MIIS
para mejorar el rendimiento de movilidad para FMIPv6 suministrando informacio´n de
autenticacio´n permitiendo al MN autenticarse con la red elegida mientras esta´ conectado en
otro lugar de la red. Neves et al [12] escribe sobre un servidor de informacio´n independiente
del medio consciente del contexto, el cual gestiona y almacena informacio´n dina´mica del
PoA. Younghyun et al [13] introduce un servidor de informacio´n mejorado en el que el
MN, de forma perio´dica, env´ıa informacio´n dina´mica al servidor MIIS. Buiati et al [14]
propone una topolog´ıa distribuida de forma jera´rquica de MIIS. Finalmente, De Vogeleer
et al [15] introduce una topolog´ıa de anillo que usa DHT (tablas hash distribuidas) basado
en P2P (Peer to peer) que proporciona ma´s robustez y tolerancia a fallos al sistema.
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Figura 1.24: Lista de redes vecinas con IE
Cap´ıtulo 2
SIDAM
En este apartado presentamos en que´ consiste el proyecto. SIDAM responde a Sistema
de Informacio´n Dina´mico para el esta´ndar 802.21 con Arquitectura de Malla. Primero
definimos la estructura del sistema, tanto f´ısica, como de la informacio´n. Luego procedemos
a explicar el comportamiento del sistema. Adema´s, mostramos las ventajas de este sistema
y proponemos diferentes optimizaciones para diferentes a´mbitos. Por u´ltimo, mostramos
varias opciones de implantacio´n.
2.1. Estructura
Los servidores se distribuyen formando una malla. Cada servidor guarda la informa-
cio´n de los PoA en un a´rea. Esta a´rea se superpone con los servidores vecinos, de manera
que el a´rea esta´ totalmente cubierta por los vecinos, como se puede ver en la Fig.2.1.
La geometr´ıa de las celdas de la malla que hemos tomado, ha sido cuadrada, por su
sencilla manipulacio´n. Tambie´n hemos de tener en cuenta que esta distribucio´n es ma´s
lo´gica, que f´ısica. Los servidores pueden estar distribuidos f´ısicamente de otra manera, co-
mo ya comentaremos en la seccio´n de implantacio´n, pero han de gestionar zonas solapadas
de esta forma.
En este sistema almacenamos dos tipos de informacio´n. La informacio´n esta´tica del
PoA y de la red, explicada previamente como elementos de informacio´n (IE) y la infor-
macio´n dina´mica del PoA. Dentro de la informacio´n dina´mica del PoA, tambie´n existen
dos grupos: la informacio´n suministrada por el PoA (PoA Provided Information PPI) y la
informacio´n suministrada por el MN (MN Provided Information MPI). La estructura de
la informacio´n tanto dina´mica como esta´tica se recoge en la Fig. 2.2.
La PPI esta´ basada en el trabajo de Pontes et al [4], y consta de todos los aspectos
variables del PoA que son relevantes en el momento de hacer el handover. Entre ellos se
pueden encontrar: ocupacio´n de recursos, sobrecarga de la red, ancho de banda disponible,
perdida de paquetes y distintos para´metros de la capa de enlace.
La MPI esta´ basada en los trabajos de Younghyun et al [13]. Usando la informacio´n
que nos env´ıan los MN, somos capaces de estimar la calidad de la sen˜al en un punto a
trave´s de me´todos estad´ısticos. La informacio´n que nos env´ıan los MN es en forma de
tuplas de informacio´n estad´ıstica (Statistical Information Tuple SIT). Estas tuplas con-
tienen la calidad de la sen˜al, el PoA sobre el que toma la medida, y el momento y lugar
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Figura 2.1: A´rea de accio´n de los IS
Figura 2.2: Estructura de la informacio´n dina´mica y esta´tica
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de la medida. Una vez llegan las tuplas al servidor de informacio´n, e´stas son almacenadas
en la Lista de Informacio´n Estad´ıstica Corta (Statistical Information Short List SISL) y
la Lista de Informacio´n Estad´ıstica Larga (Statistical information Long List SILL). Con
estas listas se calcula la calidad de la sen˜al media en un punto. En el pro´ximo apartado
se precisa el comportamiento de estas listas.
2.2. Comportamiento
Los PoA tienen que registrarse en el Sistema de Informacio´n para estar disponibles en
el servicio MIH. En este registro, el PoA env´ıa toda su informacio´n esta´tica al Servidor
MIIS ma´s cercano. Este servidor se convierte entonces en el servidor asociado al PoA. Este
servidor tambie´n se encarga de distribuir a trave´s del sistema esta informacio´n, a todos
los servidores cuyo a´rea solape con la cobertura del PoA.
A partir de ese momento, el PoA enviara´ de forma perio´dica su estado a trave´s de men-
sajes de actualizacio´n a su servidor MIIS asociado. Este servidor se encarga de comprobar
los cambios desde el u´ltimo estado guardado. Si esos cambios superan unos umbrales pre-
definidos, el servidor asociado distribuye al resto del sistema estos cambios, para que la
base de datos quede actualizada.
Por otra parte, los MN, al conectarse a un PoA, establecen como servidor MIIS ac-
tual, al servidor asociado del PoA. El servidor MIIS actual es aquel al que el MN env´ıa
las peticiones de informacio´n. Estas peticiones llevan “a caballito” una SIT y se env´ıan
de manera perio´dica, para mantener las SILs actualizadas, y que el MN siempre conozca
el mejor PoA en su posicio´n. En la respuesta, aparte de toda la informacio´n relevante,
devuelve el servidor MIIS al que ha llegado la peticio´n. De esta manera, se actualiza el
servidor MIIS actual segu´n va movie´ndose por las diferentes a´reas.
Los servidores MIIS, aparte de suministrar toda la informacio´n, se encargan de la
distribucio´n de esta informacio´n por todo el sistema, para mantener la consistencia. El
sistema que sigue, es distribuir la informacio´n a todos aquellos vecinos interesados. Un
vecino esta´ interesado si el PoA del que se distribuye la informacio´n tiene cobertura sobre
el a´rea del vecino. El servidor MIIS, al recibir nueva informacio´n, distribuye de nuevo a
todos los vecinos interesados, menos a aquel que envio´ la informacio´n en primer lugar.
Sin embargo, si ya tiene la informacio´n, no seguira´ distribuye´ndola. Para comprobar si la
informacio´n es nueva o no, se usan marcas de tiempo en los distintos tipos de informacio´n.
El servidor MIIS, al recibir una peticio´n de informacio´n, tiene que comprobar si el MN
se encuentra dentro del a´rea de este servidor MIIS. En caso de no estar dentro del a´rea,
enviara´ la peticio´n de informacio´n al servidor MIIS correcto.
Una vez en el servidor MIIS correcto:
Se guarda la SIT en la SISL.
Se comprueban los PoA a los que puede acceder el MN.
Se calcula con las diferentes SILL la calidad de la sen˜al en la posicio´n del MN en los
diferentes PoAs.
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Se incluye el nombre de este servidor, para actualizar el servidor MIIS actual
Se env´ıa toda la informacio´n del PoA, incluida la calidad de la sen˜al y el nombre del
servidor.
Una vez la SISL esta´ llena, se vuelca toda su informacio´n en la SILL, eliminando los
valores ma´s antiguos de la SILL. Tras el volcado, se distribuye esta SISL, y se vac´ıa, para
admitir nuevas SITs. Este comportamiento le da ma´s consistencia a los datos en el sistema.
La especificacio´n de los mensajes utilizados y su comportamiento esta´n ma´s detallados
en el Ape´ndice C.
2.3. Ventajas
Las ventajas de este sistema sobre el centralizado y sobre otras implementaciones son
varias.
Por una parte, somos capaces de optimizar el handover. Como se ha explicado pre-
viamente, el proceso de handover consta de varias fases. Una de las que consumen ma´s
tiempo, es la de descubrimiento de los puntos de acceso. Incluso cuando el servidor de
informacio´n nos da datos sobre ellos, tenemos que buscarlos, y ver si realmente cumplen
nuestras necesidades. De esta manera, tenemos que escanear todos los candidatos, y elegir
uno.
Sin embargo, en nuestro sistema, damos al usuario mucha ma´s informacio´n. La cali-
dad estimada, el ancho de banda disponible, la ocupacio´n del punto de acceso, etc. Con
toda esta informacio´n, el MN puede disponer del PoA ma´s adecuado en relacio´n con sus
preferencias y situacio´n actuales, sin necesidad de llevar a cabo un escaneo en el proceso
de handover.
Por otro lado, se busca una menor latencia en la informacio´n que en sistemas jera´rqui-
cos. Al encontrarnos en una malla, no necesitamos recorrer toda la jerarqu´ıa cuando nos
encontramos en diferentes celdas del espacio. Tan so´lo tenemos que acceder al servidor
ma´s pro´ximo. Este sistema mejora potencialmente los tiempos de acceso, y la sobrecarga
de los servidores.
Adema´s, la flexibilidad del sistema permite gran robustez, y permite diferentes con-
figuraciones para su implantacio´n, dando facilidades tanto a usuarios como a operadores
para usar el sistema.
2.4. Optimizaciones
Las diferentes optimizaciones que podemos desarrollar para aprovechar el sistema tam-
bie´n son numerosas.
Una de las ma´s importantes, son los cambios de densidad en la malla. En las zonas ru-
rales encontramos pocos PoA y pocos MN, por lo que los servidores MIIS no esta´n siendo
utilizados en gran medida. Por lo tanto, podemos agrandar el a´rea de los servidores MIIS
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Figura 2.3: Relacio´n entre la velocidad del nodo, la sobrecarga del servidor MIIS y el
tiempo entre Peticiones
sin perjudicar a la calidad del servicio. Por otro lado, las grandes ciudades pueden tener
millones de MN y PoAs. En estas zonas, para tener una buena relacio´n entre la sobrecarga
de los servidores, y la calidad del servicio, interesa disminuir el a´rea de los servidores MIIS,
y as´ı aumentar su densidad.
Para responder a la misma relacio´n de calidad de servicio y sobrecarga de los ser-
vidores, podemos crear diferentes algoritmos para la periodicidad de los mensajes. Por
ejemplo, hemos desarrollado un modelo de periodicidad para los mensajes de peticio´n de
informacio´n.
Dado un MN que sea capaz de calcular su velocidad, calculamos el tiempo que tarda en
salir de un radio concreto. Ese tiempo es el periodo entre peticiones. Pero el servidor MIIS
puede limitar este periodo, segu´n su sobrecarga. Para esta limitacio´n hemos modelado una
curva de Weibull.
En la Fig. 2.3 se encuentra la gra´fica de per´ıodos para distintos valores de sobrecarga
y velocidad del mo´vil. Esta gra´fica supone los valores en la Tabla 2.1.
Para el env´ıo perio´dico de informacio´n proponemos que la PPI tenga una periodicidad
esta´tica debido a la importancia de su informacio´n. Por el contrario para la MPI, como
ya hemos mencionado, su periodicidad de env´ıo es dina´mica. Adema´s se deben fijar um-
2.5. Implantac´ıo´n 36
Tabla 2.1: Valores de medida para la relacio´n entre velocidad del nodo, la sobrecarga del
servidor MIIS y el tiempo entre peticiones
Para´metros Valor
Tasa mı´nima con sobrecarga 40s
Tasa ma´xima 180s
Distancia viajada entre queries 50m
brales para la actualizacio´n de la PPI con el objetivo de evitar la sobrecarga con mensajes
redundantes. Si un valor de la PPI cambia de forma significativa, esta informacio´n debe
ser actualizada y distribuida a trave´s del sistema. El umbral de actualizacio´n sera´ propio
de cada PoA. Este algoritmo de actualizacio´n esta´ representado a continuacio´n. E´ste, es
ejecutado cuando el servidor MIIS recibe un mensaje de actualizacio´n.
δ(f): Diferencia de valor del campo f entre el momento actual y el tiempo de la ultima
ejecucion.
Threshold(f): Umbral calculado para el campo f.
∀ campo f EN PPI
Si(δ(f) > Threshold(f))entonces
Se actualiza f en el servidor MIIS y lo distribuye
(2.1)
De forma adicional, para la periodicidad de env´ıo de la PPI, proponemos umbrales
semi-dina´micos. En momentos de alta sobrecarga en el a´rea de la red, el MN necesita ser
informado de la PPI lo antes posible con el objetivo de elegir el PoA menos sobrecargado.
Este umbral es planificado dependiendo del tra´fico de la red el cual es calculado con
herramientas de monitorizacio´n. En situaciones de alta sobrecarga de tra´fico, el intervalo
de actualizacio´n de la PPI necesita ser menor al intervalo de actualizacio´n de la MPI. Es
decir, el umbral de actualizacio´n debe ser menor que en casos de menor sobrecarga.
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La aceptacio´n del usuario.
La aceptacio´n de los operadores.
Desde el punto de vista de la infraestructura, veremos en las simulaciones que los ser-
vicios de informacio´n no necesitan grandes capacidades ni de ca´lculo, ni de red, as´ı que
pueden ser utilizados otros servidores ya existentes. Adema´s, el concepto de distribucio´n
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en malla, no ha de ser representado f´ısicamente de la misma manera. El concepto de malla
se puede representar tan so´lo de manera lo´gica. Esto permite que varios servidores MIIS
se encuentren en la misma ma´quina.
Por otra parte, proponemos para la financiacio´n, que una entidad pu´blica gestione los
servicios de informacio´n. El modelo de negocio consistir´ıa en el pago por parte de los ope-
radores por mantener la informacio´n de sus puntos de acceso en el servicio de informacio´n
global.
Para los usuarios, la existencia de este sistema de informacio´n, aunque transparen-
te, mejorar´ıa su experiencia en las conexiones inala´mbricas, permitiendo transiciones ma´s
ra´pidas, ma´s eficientes, y ma´s efectivas. A parte, con el modelo de negocio propuesto,
podr´ıa incluso reducir costes.
Por u´ltimo, las compan˜´ıas encontrar´ıan en este sistema varias ventajas. Para empezar,
reducir´ıan los costes en mantenimiento de los servidores de informacio´n propios. Podr´ıan
elegir que´ puntos de acceso sera´n mostrados, gracias a filtros a nivel de punto de acceso.
De esta manera, tambie´n podra´n comerciar entre operadores con derechos a mostrar in-
formacio´n de sus puntos de acceso o no. Las primeras beneficiadas sera´n las compan˜´ıas
pequen˜as, ya que puede no interesarles mantener los servidores, pero s´ı registrar sus puntos
de acceso en el sistema.
Este tipo de comercializacio´n tambie´n es sencillo de hacer en otros modelos, en los que
cada operador tenga su propio sistema de informacio´n. Ser´ıa tan sencillo como permitir
que se registren en tu sistema de informacio´n los PoAs de otras compan˜´ıas.
Cap´ıtulo 3
Simulacio´n y Resultados
En este caso, implementamos la funcionalidad del servidor MIIS incluye´ndola en la
implementacio´n de MIH en el NS-2 . La simulacio´n tiene dos objetivos principales: (1)
calcular el tiempo de acceso (RTT) de la peticio´n al servidor MIIS en la arquitectura de
malla y, (2) estimar la latencia media del handover, asumiendo handovers o´ptimos, usando
la arquitectura de malla en un escenario aleatorio de movilidad.
De forma adicional, a trave´s de modelos matema´ticos, se prueban las caracter´ısticas
mejoradas de esta arquitectura distribuida.
3.1. Entorno
En este apartado vamos a presentar las distintas herramientas usadas para la obtencio´n
de resultados. Estas herramientas son NS-2 y MATLAB.
3.1.1. NS-2
Las siglas de NS-2 pertenecen a una herramienta de simulacio´n de redes cuyo nom-
bre completo es Network Simulator. Se usa principalmente en ambientes educativos y de
investigacio´n. Permite simular tanto protocolos unicast como multicast y se utiliza inten-
samente en la investigacio´n de redes mo´viles ad-hoc. Implementa una amplia gama de
protocolos tanto de redes cableadas como de redes inala´mbricas. La versio´n actual, NS-3,
esta disen˜ada para soportar todo el flujo de trabajo de la simulacio´n desde la configuracio´n
hasta la recoleccio´n y ana´lisis de tramas.
La versio´n que hemos utilizado es NS-2, que fue desarrollado en C++ y provee una
interfaz de simulacio´n a trave´s de OTcl, una variante Orientada a Objetos de Tcl. El
usuario describe una topolog´ıa de red por medio de scripts OTcl, y luego el programa
principal de NS-2 simular dicha topolog´ıa utilizando los para´metros definidos. NS -2 esta
disen˜ado para sistemas operativos Linux, FreeBSD, Solaris, Mac OS X y puede ejecutarse
bajo Windows utilizando Cygwin. Fue licenciado bajo GPL versio´n 2.
3.1.2. TCL
Tcl (Tool Command Language) es un lenguaje de programacio´n de comandos muy
popular para el desarrollo de pequen˜as aplicaciones en entornos UNIX (aunque tambie´n
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existe una versio´n disponible para Windows). Permite programar de forma ra´pida y sen-
cilla aplicaciones no demasiado complejas. Sin embargo, la velocidad de ejecucio´n de e´stas
no sera´ muy elevada ya que nos encontramos ante un lenguaje interpretado y no ante un
lenguaje compilado.
Una caracter´ıstica muy importante de este lenguaje es la facilidad con la que se pueden
an˜adir nuevos comandos a los ya existentes en el Tcl esta´ndar. Estos nuevos comandos
pueden implementarse utilizando el lenguaje de programacio´n C e integrarse de manera
sencilla en Tcl. As´ı, se han escrito bastantes extensiones para la realizacio´n de ciertas ta-
reas comunes como, por ejemplo, OTcl (Tcl orientado a objetos) o Tk (que permite crear
interfaces gra´ficas de usuario).
Se pueden ejecutar comandos Tcl de dos modos:
1. Modo interactivo: directamente, a trave´s del inte´rprete de comandos tclsh, se pueden
introducir y ejecutar comandos Tcl de forma interactiva.
2. Modo no interactivo: los comandos se guardan en un fichero. Se pueden ejecutar de
dos maneras:
Llamando al inte´rprete de comandos de Tcl pasa´ndole como para´metro el nom-
bre del fichero.
Ejecutando directamente el fichero de comandos. Para que esto sea posible, la
primera l´ınea del fichero debe incluir el path hacia el inte´rprete de comandos
(por ejemplo, !/usr/bin/tclsh). Adema´s, el fichero tiene que tener los permisos
adecuados (permiso de ejecucio´n).
3.1.3. Matlab
MATLAB (abreviatura de MATrix LABoratory,“laboratorio de matrices”) es un soft-
ware matema´tico que ofrece un entorno de desarrollo integrado (IDE) con un lenguaje de
programacio´n propio (lenguaje M). Esta´ disponible para las plataformas Unix, Windows
y Apple Mac OS X.
Entre sus prestaciones ba´sicas se hallan: la manipulacio´n de matrices, la representa-
cio´n de datos y funciones, la implementacio´n de algoritmos, la creacio´n de interfaces de
usuario (GUI) y la comunicacio´n con programas en otros lenguajes y con otros dispositivos
hardware. El paquete MATLAB dispone de dos herramientas adicionales que expanden
sus prestaciones, a saber, Simulink (plataforma de simulacio´n multidominio) y GUIDE
(editor de interfaces de usuario - GUI). Adema´s, se pueden ampliar las capacidades de
MATLAB con las cajas de herramientas (toolboxes); y las de Simulink con los paquetes
de bloques(blocksets).
Es un software muy usado en universidades y centros de investigacio´n y desarrollo. En
los u´ltimos an˜os ha aumentado el nu´mero de prestaciones, como la de programar directa-
mente procesadores digitales de sen˜al o crear co´digo VHDL.




for x = velocidad
i = i + 1;
j = 0;
for y = sobrecarga
j = j + 1;
periodoMinimo = limiteSobrecarga .* (1 .- 2.7182 .^
( -( y ./ 0.5 ).^ 3) );
velocidadMinima = radio./periodoMaximo;








Los supuestos usados para la simulacio´n esta´n representados en la Tabla 3.1. Se han
realizado varias simulaciones aleatorias usando distintas “seeds”. En el escenario simulado
un handover es activado por la peticio´n perio´dica de informacio´n “MIH Get Information
MN”. Esta activacio´n viene dada desde la propia entidad MIH. La causa principal son
eventos “Link Detected” por la deteccio´n de otro PoA en caso de que e´ste sea mejor
que el actual. Aunque tambie´n puede ser originado por eventos “Link Going Down” en
caso de que el MN salga de la cobertura de su PoA y disminuya la calidad de la sen˜al
recibida (RSS). Los para´metros de la simulacio´n esta´n detallados en la Tabla 3.2 y el
escenario simulado esta´ representado en la Fig. 3.1. El tiempo total de simulacio´n es de
7200 segundos.
Tabla 3.1: Supuestos para la simulacio´n del escenario
Para´metros Valor S´ımbolo
Tiempo de reenv´ıo del servidor 5s γ
Tiempo de proceso de la respuesta 10s δ
Retardo del canal inala´mbrico 7s α
Retardo del canal cableado 8s β
3.3. Resultados
Gracias a las simulaciones de NS-2 se han obtenido los resultados descritos en la Tabla
3.3. Las latencias de handover ma´s significativas esta´n representadas en la Fig. 3.2. Para
estos resultados suponemos el tiempo de handover como el tiempo desde que el MN emite
la peticio´n de informacio´n (MIH Get Information MN Request) hasta que el MN recibe el
mensaje de finalizacio´n de handover (MIH MN HO Complete Response).
Para el ca´lculo del tiempo de acceso (RTT) de la peticio´n suponemos la siguiente
ecuacio´n.
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Figura 3.1: Escenario Wi-Fi con Wi-Max
(3.1) RTT peticion = 2 ∗ α+ 2 ∗ numero saltos ∗ (β + γ) + δ
Estos resultados demuestran que el nu´mero medio de saltos desde el PoA del MN al
servidor MIIS correcto es aproximadamente de 1.5 y las latencias de handover son menores
que las mencionadas en los trabajos previos.
Para conseguir resultados ma´s significativos, hemos desarrollado diferentes modelos
matema´ticos para, entre otras cosas, estimar la mejora de esta arquitectura con respecto
a la centralizada.
El primer objetivo de los modelos es probar la escalabilidad del sistema. Con el mode-
lo de flujo, comprobamos co´mo se comporta el sistema para un nu´mero de usuarios muy
grande. Para hacer esto, mostramos la relacio´n entre los flujos de salida del sistema en
relacio´n con el sistema centralizado. Para los datos en la Tabla 3.4, conseguimos la Fig.3.3.
Esta figura nos muestra, para diferente nu´mero de servidores MIIS, co´mo se consi-
guen ra´pidamente mejores valores que con el centralizado. Vemos que para, por ejemplo,
5 servidores MIIS, tan so´lo es necesario alrededor de 70 usuarios para igualar la salida por
servidor al del servidor centralizado. Adema´s podemos observar co´mo al poner demasiados
servidores MIIS (la l´ınea de 200 servidores), la sobrecarga de comunicacio´n repercute en
la optimizacio´n de los servidores.
Debido a esta sobrecarga de informacio´n, debemos calcular el nu´mero o´ptimo de ser-
vidores MIIS en un a´rea. Para esto usamos otra vez el modelo de flujo. Con los datos de
la Tabla 3.5, conseguimos la gra´fica de la Fig. 3.4.
Con esto vemos que el flujo depende del radio de los PoA. El punto o´ptimo se encuentra
cuando el lado del a´rea del servidor MIIS es el doble que el radio del PoA. Siempre que el
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Tabla 3.2: Valor de los para´metros de la simulacio´n
Para´metros Valor
Tiempo total de simulacio´n 7200s
Topolog´ıa del a´rea 3km x 3km
Nu´mero de zonas de movilidad 4
Nu´mero de PoAs Wi-Fi 16
Nu´mero de PoAs Wi-Max 4
Radio transmisio´n PoA Wi-Fi 100m
Nu´mero de servidores MIIS 4
Modelo de movilidad Random Waypoint
Nu´mero de MN 1
Velocidad del MN 3m/s
Tiempo entre peticiones 5s
Tiempo entre actualizaciones del PoA 20s
Figura 3.2: Resultados de latencias de handover
lado sea mayor, en el peor de los casos, el PoA va a estar presente en el mismo nu´mero de
servidores MIIS. Sin embargo, al disminuir el lado, este nu´mero crece. De ah´ı la sobrecarga
en comunicacio´n.
Por u´ltimo, presentamos el RTT del sistema. Hay que tener en cuenta que este modelo
so´lo calcula el RTT en el caso peor desde el PoA. El salto desde el MN al PoA se ha
omitido debido a su fuerte dependencia del medio. Hemos obtenido la gra´fica de la Fig.
3.5, usando los datos de la Tabla 3.6.
Aqu´ı vemos que el RTT disminuye al aumentar el a´rea del servidor MIIS. Tenemos que
la gra´fica es escalonada, debido a que realmente depende del nu´mero de saltos que haya
que dar. Tambie´n vemos que el RTT queda optimizado, a partir que el lado del a´rea del
servidor MIIS es igual al dia´metro del PoA.
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Tabla 3.3: Resultados la simulacio´n
Descripcio´n Valor
Nu´mero de HO entre Wi-Fi - Wi-Max 114
Latencia Media HO (Wi-Max - Wi-Fi) 430 ms
Latencia Media HO (WiFi - WiMax) 376 ms
Nu´mero de peticiones 1223
Nu´mero de peticiones directas 731
Nu´mero de peticiones en 2 saltos 367
Nu´mero de peticiones en 3 saltos 125
Tiempo (RTT) medio de peticio´n 63.1 ms
Tabla 3.4: Para´metros para la Fig. 3.3
Para´metros Valor
Nu´mero de MN 1000
Nu´mero de PoA 100
Mensajes de actualizacio´n del PoA distribuidos 30 %
Tiempo entre queries 3s
Tiempo de actualizacio´n 2s
A´rea total 1000m
Taman˜o SISL 100 tuplas
Tabla 3.5: Para´metros para la Fig. 3.4
Para´metros Valor
Nu´mero de PoA 10 % del nu´mero de MN
PoA update messages distributed 30 %
Tiempo entre queries 3s
Tiempo de actualizacio´n 2s
A´rea total 1000m
Taman˜o SISL 100 tuplas
Tabla 3.6: Para´metros para la Fig. 3.5
Para´metros Valor
Velocidad de propagacio´n 0.7*c m/s
Taman˜o del paquete 1.000 bytes
Tasa de transferencia de datos 10.000.000 bits/s
Tiempo de proceso de la respuesta 10ms
Tiempo de reenv´ıo del servidor 5ms
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Figura 3.3: Relacio´n de flujos de salida del sistema vs. sistema centralizado
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Figura 3.4: Sobrecarga de informacio´n respecto al nu´mero de servidores
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Figura 3.5: RTT respecto al a´rea de los servidores
Cap´ıtulo 4
Conclusiones
SIDAM es un sistema que au´na las ideas de varios investigadores, junto con nuevas
ideas, para formar un sistema de informacio´n para redes inala´mbricas eficaz, eficiente, es-
calable, y robusto.
Con la presencia de la informacio´n dina´mica en los diferentes servidores, y la constante
actualizacio´n de e´sta, otorgamos a los usuarios una mejor experiencia. Conociendo estado
actual de los PoA, los usuarios pueden acceder a las redes que realmente cumplen sus
expectativas. Por otro lado, al evitar que los usuarios busquen toda esta informacio´n, hace
las transiciones mucho ma´s ra´pidas.
El sistema presenta muchas mejoras frente a otros sistemas similares. Al eliminar la
jerarqu´ıa, es capaz de tomar mejores valores en tiempo de respuesta. Si a eso le sumamos
la fuerte mejora sobre el sistema centralizado en te´rminos de escalabilidad, tenemos un
sistema altamente eficiente.
La informacio´n de los servidores, se mantiene actualizada en todo momento, y esta´ re-
petida en diferentes servidores. Adema´s, se busca una alta consistencia en esta informacio´n.
Con todo esto tenemos un sistema bastante tolerante a fallos, y fa´cilmente ampliable para
aumentar esta tolerancia.
Por u´ltimo, es un sistema fa´cilmente implantable. Los operadores tienen un amplio
abanico de posibilidades de implantacio´n, y las necesidades, a nivel de rendimiento, de los




Este proyecto deja algunos detalles para pro´ximos trabajos. Estos son algunos de los
ejemplos.
Frente a los cambios de densidad, nos enfrentamos al problema de co´mo gestionar las
fronteras. Hay que crear una proceso de gestio´n de a´reas en las fronteras, y de distribu-
cio´n de informacio´n en las fronteras que sea o´ptimo. Desde el aumento de vecinos en las
fronteras, hasta restricciones en las a´reas entre dos zonas de distinta densidad.
Por otro lado, se puede aumentar la robustez del sistema, permitiendo mayor solapa-
miento, o mayor distribucio´n de los datos entre servidores. Por ejemplo, se puede permitir
que la distribucio´n llegue hasta un nivel de servidores no interesados, para pasar zonas en
las que este´n los servidores caidos.
Tambie´n se pueden perfeccionar los algoritmos de distribucio´n, para evitar la redun-
dancia de mensajes.
De forma adicional, se pueden mejorar los algoritmos de recomendacio´n del servidor
MIIS. El sistema propone que en el mensaje de respuesta, se env´ıe como servidor MIIS
actual aquel que ha procesado la peticio´n. Au´n as´ı, el MN puede encontrarse cerca de la
frontera con otro servidor MIIS, y puede ser recomendable que la siguiente peticio´n pase
a este otro. Entonces habr´ıa que definir varias zonas, o algoritmos que tengan en cuenta
la direccio´n del movimiento del MN.
Para finalizar, podemos mejorar los algoritmos de enrutado para los mensajes de pe-
ticio´n de informacio´n. Con un mejor sistema de enrutado, se puede conseguir un menor




A´rea de efecto: localizacio´n geogra´fica sobre la que tiene informacio´n un IS.
Cambio de enlace: proceso por el que un MN intercambia de enlace, el cual es
encargado de la conexio´n a la red. Esta operacio´n implica el cambio del enlace del terminal
remoto y por consiguiente, de PoA para el MN.
Capa de enlace: capa conceptual para el control o procesamiento lo´gico que es res-
ponsable del mantenimiento del control del enlace de datos. Las funciones de datos de la
capa de enlace proveen una interfaz entre la capa lo´gica superior y la de enlace de datos.
Capas inferiores: son las capas localizadas en el modelo OSI como nivel 2 e inferiores
a trave´s de diferentes capas de enlace de las tecnolog´ıa mencionadas en este proyecto. Por
ejemplo, las capas inferiores de IEEE 802.21 son la subcapa MAC y la PHY. El te´rmino
“Capas inferiores” adema´s incluye las capas de control del enlace lo´gico (LLC). Por u´ltimo,
la entidad MIHF usa los servicios prove´ıdos por estas capas.
Deteccio´n de red: es el proceso en el que un MN recolecta informacio´n de las redes
de su localidad, identificando los PoA, comprobando la validacio´n de la configuracio´n de
la capa de enlace.
Enlace: canal de comunicacio´n sobre el cual los nodos se comunican para el intercambio
de unidades de datos del protocolo(PDU) de la capa L2. Cada enlace esta´ asociado con
dos terminales y con un u´nico identificador.
Entidad de red: nodo de comunicacio´n dentro de la red.
Funcio´n MIH: entidad que realiza servicios MIH.
Handover: proceso por el cual un nodo mo´vil obtiene comodidades y conserva flujos
de tra´fico de datos cuando se produce un evento de cambio de red. Los mecanismos y
protocolo de capas envueltos en el handover pueden variar con el tipo de evento de cambio
de red. Mirar tambien: Hard Handover, Soft Handover, Seamless Handover.
Handover Horizontal: handover que realiza el nodo mo´vil cuando cambia de un
punto de acceso a otro que pertenecen a la misma red. Por ejemplo, de una red inala´mbrica
local (WLAN) a otra (WLAN). Sino´nimo: Handover Intra-tecnolog´ıa.
Handover Inter-Tecnolog´ıa: mirar Handover Vertical.
Handover Intra-Tecnolog´ıa: mirar Handover Horizontal.
Handover Vertical: handover que realiza el MN cuando cambia de un PoA a otro
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que pertenecen a distintas tecnologia. Por ejemplo, de una red inala´mbrica local (WLAN)
a una red 3G.
Hard Handover: handover en el que las facilidades para soportar el flujo de tra´fico
estan sujetas a completar la indisponibilidad entre su entre su interrupcio´n en el enlace
de servicio y su restauracio´n en el enlace de destino (break-before-make).
Informacio´n dina´mica: serie de caracter´ısticas de la conexio´n de un PoA, de cara´cter
dina´mico, relevantes para el handover (ocupacio´n de recursos, ancho de banda disponible,
etc /ldots). Se divide en PPI y MPI. Mirar PoA Provided Information y Mobile node
Provided Information.
Informacio´n estad´ıstica: lista de SIT, que contienen una posicio´n, momento y ca-
lidad de sen˜al de un PoA, usada para prever la calidad de la sen˜al en un punto y un
momento concreto de ese PoA.
Informacio´n esta´tica: serie de caracter´ısticas tanto del PoA como de la red, las
cuales van a permanecer iguales o representara´n cambios mı´nimos.
MIH Users: entidades que usan los servicios prove´ıdos por la entidad MIHF. Los
MIH users utilizan el MIH SAP para interactuar con la MIHF.
MN: nodo de mo´vil de comunicacio´n que puede cambiar su punto de acceso de una
red a otra.
Mobile node Provided Information (MPI): informacio´n dina´mica suministrada
por el MN a trave´s de las peticiones de informacio´n. En este contexto, la MPI consiste en
el conjunto de tuplas de informacio´n estad´ıstica (SIT).
Non-PoS MIH: entidad de red MIH que puede intercambiar directamente mensajes
MIH con otras entidad de red MIH e indirectamente con cualquier MN MIH disponible.
PoA: Punto de acoplamiento en el que el nodo mo´vil puede ser conmutado a la red
que este´ vinculada dicho punto de acceso.
PoA candidato: posible punto de acoplamiento al que tiene acceso un nodo mo´vil
cercano. PoA objetivo: PoA candidato que ha sido seleccionado para ser el PoA proveedor.
PoA Provided Information: informacio´n dina´mica suministrada por el PoA que
contiene todos los aspectos cambiantes del mismo.
Pol´ıticas de Handover: conjunto de reglas que contribuyen en el MN para la decisio´n
de realizar un handover.
Protocolo de descubrimiento MIH: protocolo para descubrir entidades MIH.
Protocolo de transporte MIH: protocolo para transportar mensajes MIH entre un
par de entidades MIH.
Punto de Servicio MIH (MIH PoS): instancia de red del lado de la entidad MIHF
que intercambia mensajes MIH con un entidad MIHF dentro del MN. La misma entidad
de red MIH incluye un PoS MIH por cada MN con el que intercambia mensajes MIH. Un
u´nico PoS MIH puede contener ma´s de un servicio MIH. La misma entidad de red MIH
puede incluir mu´ltiples PoS MIH que proveen diferentes combinaciones de servicios MIH a
los respectivos MN que esta´n basados en suscripciones o´ condiciones de roaming. Hay que
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anotar que una entidad de red comprende mu´ltiples interfaces, la nocio´n de un PoS MIH
esta´ asociada con entidad de red as´ı misma y no solamente con una de sus interfaces.
Red Proveedora: red que proporciona servicios al usuario.
Seamless Handover: handover asociado con un cambio entre PoAs, donde el MN
no experimenta degradacio´n en la calidad del servicio, en seguridad, capacidades. Puede
experimentar algu´n deterioro en los para´metros de servicio que sea mutuamente aceptable
para el abonado del mo´vil y la red en cuanto este´ recie´n conectado.
Selector de red: entidad que comprende las decisiones de seleccionar una red que
conduce hacia un handover.
Servidor MIIS: servidor que contiene informacio´n relacionada con el procedimiento
de handover. Es el responsable de proporcionar informacio´n al MN con el objetivo de e´ste
realice el mejor handover posible.
Servidor MIIS actual: servidor MIIS del que el MN recibio´ por u´ltima vez informa-
cio´n, y que sera´ al pro´ximo que solicite la peticio´n de informacio´n. En caso de no haber
ninguno, se utilizara´ el IS asociado del PoA al que se conecta.
Servidor MIIS asociado: servidor MIIS con el que se comunica directamente un
PoA.
Servidor MIIS vecino: relacio´n entre dos servidores MIIS tal que IS1 es vecino de
IS2 si esta´n conectados directamente, y sus a´reas de efecto se solapan.
SI: servicio de informacio´n independiente del medio el cual provee un framework y los
correspondientes mecanismos por los que una entidad MIHF puede descubrir y obtener
informacio´n de las redes existentes dentro de un a´rea geogra´fica.
SILL: conjunto de tuplas de informacio´n estad´ıstica que tiene como finalidad calcular
la calidad media de un PoA en un punto y momento determinado. Esta lista se actualiza
con la correspondiente distribucio´n de la SISL entre ISs vecinos.
SISL: conjunto de tuplas de informacio´n estad´ıstica que se van actualizando en cada
servidor MIIS a la llegada de peticiones de informacio´n. Cada SISL es distribuida entre
servidores MIIS vecinos cuando se sobrepasa una cantidad ma´xima de SIT.
Soft Handover: handover en el que las facilidades para soportar el flujo de tra´fico
esta´n continuamente disponible mientras que la conexio´n de la capa de enlace del MN
transfiere informacio´n entre el PoA actual y el PoA destino. La red permite facilidades de
transporte para el PoA objetivo antes de la aparicio´n del evento de conmutacio´n o cambio
del enlace (make-before- break).
Statistical Information Tuple: La tupla de informacio´n estad´ıstica esta´ contenida
“a caballito” en el mensaje de peticio´n de informacio´n proveniente del MN (MIH Get Information MN).
La tupla esta´ formada por la localizacio´n actual del MN, la calidad medida en este punto
y el momento actual.
Transaccio´n MIHF: combinacio´n de mensajes MIH Request y Response, MIH Indi-
cation, o mensajes MIH Response y cualquier mensaje de reconocimiento (ACK) asociado
al MIH.
WLAN: red inala´mbrica de a´rea local perteneciente al IEEE que en el contexto de
nuestro proyecto hace referencia a 802.11 (Wi-Fi) y 802.16 (Wi-Max).
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Art´ıculo de Computer Networks
En base a este proyecto se ha escrito un art´ıculo para la revista Computer Net-
works:“DISMA - Dynamic IEEE 802.21 Information Server Mesh Architecture for He-
terogeneous Networks”.





En base a este proyecto se ha preparado un art´ıculo para el XXVII Simposium Nacio-
nal de la Unio´n Cient´ıfica Internacional de Radio (del 12 al 14 de Septiembre de 2012):
“SIDAM - Servidor de Informacio´n IEEE 802.21 Dina´mico con Arquitectura de Malla para
redes heteroge´neas”.




Protocolo de Paso de Mensajes en
la Malla
C.1. Registro del PoA
Nombre:
• mih poa to is reg poa ind
Descripcio´n:
• El mensaje env´ıa la informacio´n relevante del PoA (informacio´n esta´tica de la
red y del PoA) para su registro en el servidor MIIS. Este mensaje es recibido
por uno de los servidores MIIS, y comienza el proceso de registro en el sistema.
Emisor/receptor:
• Desde el PoA un servidor MIIS, el cual se convertira´ en su servidor MIIS aso-
ciado.
Generacio´n:
• Se genera cuando un PoA se quiere registrar por primera vez en el sistema.
Contenido:
• Informacio´n de la red, sin incluir la lista de PoA.
• Informacio´n del PoA, sin incluir informacio´n estad´ıstica.
Periodicidad:
• Se genera una u´nica vez por PoA para hacer el primer registro en la base de
datos del sistema.
C.2. Distribucio´n del registro del PoA
Nombre:
• mih is to is prop reg poa ind
Descripcio´n:
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• Tras el registro de un PoA en un servidor MIIS, e´ste debe distribuir esta infor-
macio´n al resto de servidores para mantener la coherencia de datos. Para hacer
esto utiliza este mensaje, mandando la informacio´n relevante del PoA(informacio´n
esta´tica de la red y del PoA) a los servidores MIIS vecinos.
Aclaraciones:
• Protocolo para la decisio´n de distribucio´n del registro:
◦ So´lo se distribuira´ el mensaje, en caso de que realmente se haya ejecutado
el registro (que el PoA no existiera antes en la base de datos).
◦ So´lo se distribuira´ el mensaje a los servidores MIIS vecinos en cuyo a´rea se
encuentre parte de la cobertura del PoA.
Emisor/receptor:
• Desde un servidor MIIS a otro servidor MIIS vecino-
Generacio´n:
• Se genera tras la recepcio´n de un mensaje de registro, o de distribucio´n de
registro, siempre y cuando haya generado nueva informacion en la base de datos
del servidor MIIS.
• Caso especial en cambios de la cobertura del PoA. Ver “Distribucio´n de actua-
lizacion dina´mica y esta´tica del PoA”.
Contenido:
• Informacio´n de la red, sin incluir la lista de PoA.
• Informacio´n del PoA, sin informacio´n dina´mica.
Periodicidad:
• Se env´ıa un ma´ximo de 4 veces (una por cada servidor MIIS vecino) por cada
servidor MIIS y cada PoA.
C.3. Actualizacio´n por parte del PoA
Nombre:
• mih poa to is update poa ind
Descripcio´n:
• El PoA informara´ perio´dicamente sobre sus cambios dina´micos (ocupacio´n, etc
. . . ), o cambios esta´ticos. Tambie´n se adjuntara´ un identificador de orden, para
conocer que´ cambios son posteriores y cua´les son previos (usado ma´s tarde en
la actualizacio´n).
Emisor/receptor:
• Desde un PoA a su servidor MIIS asociado.
Generacio´n:
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• Se genera a discrecio´n del PoA. En lo siguiente se considerara´ perio´dica.
Contenido:
• Informacio´n del PoA, salvo informacio´n estad´ıstica.
• Identificador de orden de los cambios. A partir de ahora supondremos momento
de env´ıo segu´n el PoA.
Periodicidad:
• Se genera perio´dicamente.
C.4. Distribucio´n de actualizacio´n dina´mica y esta´tica del
PoA
Nombre:
• mih is to is prop upd poa ind
Descripcio´n:
• Siguiendo el protocolo, tras una actualizacio´n de la informacio´n del PoA en un
servidor MIIS, se distribuye e´sta informacio´n para mantener la coherencia de
datos.
• Se distribuyen tan so´lo los cambios relevantes, segu´n el protocolo de distribu-
cio´n.
Aclaraciones:
• Protocolo de actualizacio´n:
◦ En caso de recibir una actualizacio´n desde el PoA:
 Se definira´n unos rangos sobre cada informacio´n dina´mica.
 Si existen cambios en algu´n campo de informacio´n dina´mica, que exce-
dan estos rangos, ese campo se marca para su distribucio´n.
 Todos los campos de informacio´n esta´tica en los que haya algu´n cambio,
y los campos de informacio´n dina´mica marcados, son modificados en la
copia local, y se distribuyen.
◦ En caso de recibir una actualizacio´n desde otro servidor MIIS:
 Se comprobara´ el orden de e´sta actualizacio´n, sobre todos los campos.
 Se actualizara´n en la copia local los campos con un orden menor a los
del mensaje.
 Se distribuira´ el mismo mensaje recibido siguiendo el protocolo de dis-
tribucio´n.
• Protocolo de distribucio´n:
◦ So´lo se distribuye en caso de haber hecho alguna actualizacio´n dentro de
la base de datos.
◦ So´lo se distribuye a los servidores MIIS vecinos en cuyo a´rea antigua (previa
a la actualizacio´n) tenga cobertura el PoA.
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◦ En caso de que tras un cambio en la cobertura, e´sta cubra el a´rea de un
IS que antes no cubr´ıa, no se distribuira´ este mensaje, pero se enviara´ un
mensaje de “distribucio´n de registro de PoA” para crear el PoA en este IS,
y un mensaje de “distribucio´n de SILL” para actualizar su SILL.
Emisor/receptor:
• De un servidor MIIS a un servidor MIIS vecino.
Generacio´n:
• Se genera despue´s de la recepcio´n de un mensaje de actualizacio´n por parte del
PoA, o de distribucio´n de actualizacio´n de informacio´n dina´mica y esta´tica del
PoA, siguiendo el protocolo de actualizacio´n.
Contenido:
• Identificador del PoA.
• Lista de campos modificados.
◦ Identificador de campo.
◦ Nuevo valor.
• Identificador de orden.
Periodicidad:
• Se genera un ma´ximo de 4 veces (una por cada IS vecino), cada vez que recibe
un mensaje de distribucio´n de actualizacio´n de informacio´n dina´mica y esta´tica
del PoA, o de actualizacio´n por parte del PoA. E´sta periodicidad va a ser mucho
menor, debido a que el protocolo impedira´ la creacio´n de muchos de ellos.




• El MN env´ıa una SIT al servidor MIIS actual, con el dato de su posicio´n,
tiempo, y calidad de la sen˜al del PoA en el que esta´ conectado. Este servidor
MIIS lo guardara´ en la SISL.
• Este mensaje queda “a caballito” con el mensaje de peticio´n de informacio´n.
Emisor/receptor:
• De un MN a su servidor MIIS actual
Generacio´n:
• A discrecio´n del MN.
Contenido:
• Identificador del PoA
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• Una SIT correspondiente al MN
Periodicidad:
• A discrecio´n del MN (Fijada por el servidor MIIS actual)
C.6. Distribucio´n de SISL
Nombre:
• mih is to is distribute sisl ind
Descripcio´n:
• El servidor MIIS distribuye su SISL de un PoA al resto de los servidores MIIS
para que actualicen su SILL.
• So´lo se distribuira´ si tenemos que migrar la SISL a la SILL.
• Esta distribucio´n sigue el protocolo de distribucio´n ya mencionado.
Aclaraciones:
• Protocolo de migracio´n de SISL a SILL
◦ Tras un mensaje de “Actualizacio´n por parte del MN”
 Cuando la SISL se llene, e´sta ha de ser migrada a la SILL.
 Se incluira´n los datos de la SISL a la SILL, se ordenara´n segu´n la fecha,
y se eliminara´n los ma´s viejos.
 La SILL tendra´ un ma´ximo (efectivo) de N datos, y no se borrara´n los
ma´s viejos, hasta que se haya llenado, y una vez llena so´lo se borrara´n
hasta volver a tener N.
 Se distribuye la SISL y se vac´ıa.
◦ Tras un mensaje de “Distribucio´n de SISL”
 Se comprueba el identificador de orden del servidor MIIS que ha em-
pezado a distribuir la SISL.
 Si tenemos un identificador de orden sobre ese servidor MIIS, si el orden
local es menor que el del mensaje, migramos y distribuimos.
 Si no tenemos el identificador de orden sobre ese servidor MIIS, lo
an˜adimos, migramos y distribuimos.
• Protocolo de distribucio´n de SISL
◦ So´lo se distribuira´ la SISL cuando ocurra una migracio´n
◦ So´lo se distribuira´ el mensaje a los servidores MIIS vecinos en cuyo a´rea se
encuentre parte de la cobertura del PoA.
Emisor/receptor:
• De un servidor MIIS a un servidor MIIS vecino.
Generacio´n:
• Cada vez que se llena la SISL.
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• Cada vez que se recibe un mensaje de distribucio´n de SISL (segu´n el protocolo
de distribucio´n).
Contenido:
• Identificador del servidor MIIS
• Identificador de orden (usaremos el tiempo local del servidor MIIS)
• Identificador del PoA
• Una SISL proveniente del servidor MIIS que empezo´ la distribucio´n.
Periodicidad:
• Se generara´n un ma´ximo de 4 veces (una por cada servidor MIIS vecino) cada
N mensajes de add tuple (siendo N el taman˜o de ma´ximo de la SISL)
• Se generara´n un ma´ximo de 4 veces (una por cada servidor MIIS vecino) tras
la recepcio´n de un mensaje de “distribucio´n de SISL” y su posterior paso por
el protocolo de distribucio´n.
C.7. Distribucio´n de SILL
Nombre:
• mih is to is distribute sill ind
Descripcio´n:
• Distribuye la SILL completa.
Emisor/receptor:
• De un servidor MIIS a un servidor MIIS vecino.
Generacio´n:
• Caso especial al actualizar la informacio´n de cobertura del PoA. Ver “Distribu-
cio´n de actualizacio´n dina´mica y esta´tica del PoA”
• Tras la recepcio´n de un mensaje de “Distribucio´n de SILL”
Contenido:
• Identificador del PoA
• SILL proveniente del servidor MIIS que empezo´ la distribucio´n
Periodicidad:
• Muy rara vez.
• Cuando cambie la informacio´n esta´tica de la cobertura del PoA.
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C.8. Peticio´n de informacio´n
Nombre:
• mih get information mn req
Descripcio´n:
• Mensaje que se env´ıa desde el MN al sistema para pedir informacio´n de los
puntos de acceso disponibles. El MN lo env´ıa al servidor MIIS actual. Si este
servidor MIIS no gestiona el punto donde se encuentra el MN, se inicia un
proceso de bu´squeda sobre el resto de los servidores MIIS.
• Llevara´ un mensaje de “Actualizacio´n por parte del MN” “a caballito”.
Aclaraciones:
• Protocolo de bu´squeda:
◦ En caso de no estar el MN en su zona, se enviara´ un u´nico mensaje de
peticio´n de informacio´n al servidor MIIS cuyo a´rea este´ ma´s cerca del punto
en el que se encuentra el MN.
◦ A partir de este momento, este servidor MIIS se desentiende de la peticio´n.
Emisor/receptor:
• De un MN a un servidor MIIS.
• De servidor MIIS a otro servidor MIIS vecino.
Generacio´n:
• Perio´dicamente por parte del MN.







• Identificador del PoA en el que esta´ conectado el MN
Periodicidad:
• Configurable por el usuario.
• Rara vez por parte del servidor MIIS.
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C.9. Entrega de informacio´n
Nombre:
• mih get information mn rsp
Descripcio´n:
• Devuelve la informacio´n requerida por un mensaje de “Peticio´n de informacio´n”.
• Tambie´n devuelve el identificador del servidor MIIS actual.
Aclaraciones
• El IS actual podra´ ser tanto en el que realmente se ha conseguido la informacio´n,
como el que e´ste servidor considere mejor.
Emisor/receptor:
• De un servidor MIIS a un MN.
Generacio´n:
• Tras la llegada de un mensaje de ”Peticio´n de informacio´n”, y encontrarse el
MN dentro del a´rea de efecto del servidor MIIS.
Contenido:
• Lista de PoA
◦ Informacio´n esta´tica
◦ Informacio´n dina´mica
◦ Calidad de la sen˜al (segu´n informacio´n estad´ıstica)
• Identificador del PoA actual (para actualizacio´n en el MN)
Periodicidad:
• Perio´dica (tras la recepcio´n de cada “Peticio´n de informacio´n”).
El flujo de todos los mensajes descritos en este ape´ndice se recoge en la Fig. C.1.
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Figura C.1: Flujo de mensajes entre las distintas entidades
Ape´ndices D
Modelos matema´ticos
D.1. Modelo de Flujo de Informacio´n en el servidor MIIS
Para el ana´lisis de la sobrecarga dentro de los servidores MIIS, tenemos que ver que al
servidor MIIS le llegan datos desde tres fuentes distintas: otros servidores MIIS, los MN,
y los POA. Por tanto, tenemos que saber cua´nto es el valor de la salida en funcio´n de la
entrada, para ver cua´nto es capaz el servidor MIIS de procesar. Sean fii, fni y fpi los flujos
de datos desde otros servidor MIIS, los MN, y los POA respectivamente:
(D.1) Entrada = fiiIn+ fniIn+ fpiIn
(D.2) Salida = fiiOut+ fniOut+ fpiOut
Ahora tenemos que ver que´ valores tiene la salida en funcio´n de la entrada.
fii: En este caso tenemos tres tipos de mensajes significativos: las peticiones de in-
formacio´n de otro servidor MIIS, la distribucio´n de actualizaciones de informacio´n
dina´mica del PoA, y la distribucio´n de listas. Obviamos el registro de PoA por su
poca frecuencia en la red. La cantidad de mensajes de peticio´n de informacio´n viene
dado por el flujo de entrada desde los nodos (fniIn) y la tasa de aciertos del sistema
(Ta). Suponemos que la distribucio´n sera´ uniforme entre todos los servidores MIIS.
Este mensaje crecera´ en funcio´n de la razo´n entre los taman˜os de los mensajes. Su-
pongamos Spgi el taman˜o medio de la peticio´n de informacio´n, y Srgi el taman˜o
medio de la respuesta, el factor de crecimiento ser´ıa (Srgi/Spgi). Si suponemos que
ante fallo, lo ma´s habitual es dar un solo salto, podemos despreciar los casos en los
que se dan ma´s saltos. En definitiva, tendr´ıamos que:
(D.3) fiiInGI = 4 ∗ fniIn ∗ (1− Ta)
4
= fniIn ∗ (1− Ta)
(D.4) fiiOutGI = fiiInGI ∗ Srgi
Spgi
La cantidad de mensajes de actualizacio´n viene dado por el flujo de entrada desde
los POA (fpiIn) y la tasa de actualizacio´n (Tu). Todos los servidores MIIS cercanos
van a distribuir la informacio´n, y el sistema tendra´ que enviarlo a todos los adya-
centes menos al que lo envio´. A parte, tambie´n le enviara´n la informacio´n que ellos
reciban desde otros servidores MIIS. Para representar esto tomamos el nu´mero de
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servidores que cubrir´ıa el a´rea un PoA de radio R,como media de mensajes que se
van a recibir. Primero tenemos que ver a que´ nivel de distribucio´n se encuentra el
sistema. Suponemos la variable Nivel como el nu´mero de servidores MIIS a lo largo
de un lado del a´rea total. Con esto podemos calcular el lado del a´rea del servidor













(D.8) Media = Nivel2 + (NivelPoA− 1)2
Con este valor calculado, podemos obtener el flujo desde los PoA.
(D.9) fiiInP = (Media− 1) ∗ fpiIn ∗ Tu;
(D.10) fiiOutP = 3 ∗ fiiInP ;
La cantidad de mensajes de actualizacio´n de lista, viene dado por el nu´mero de
mensajes recibidos desde los nodos mo´viles en los servidores MIIS circundantes.
Para representar esto tambie´n usaremos el valor Media. Sea Sl el taman˜o de la lista
corta y Sml el taman˜o del mensaje de lista:





(D.12) fiiOutL = 3 ∗ fiiInL;
fni: El flujo de entrada de los nodos viene dado por el nu´mero de nodos, el tiempo





El flujo de salida depende de la tasa de acierto. Si acierta, ha de devolver el mensaje
de respuesta. Si no, ha de enviar el mismo mensaje. A parte, ha de enviar las listas,
cuando se llegue al nu´mero de mensajes recibidos necesarios. Por tanto:
(D.14) fniOut = fniIn ∗ Ta ∗ Srgi
Spgi





fpi: El flujo de entrada de los nodos viene dado por el nu´mero de POA, el tiempo





El de salida, depende de la tasa de actualizacio´n.
(D.16) fpiOut = Tu ∗ fpiIn
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D.2. Modelo para el RTT
Retardo: Tiempo que transcurre entre que un bit sale del emisor, y llega al receptor
(en s.) El retardo esta´ condicionado por los siguientes valores:
Longitud del lado de los IS (La funcio´n ya haya el valor de la diagonal, que es la
verdadera longitud del cable) (en m.)
Factor de velocidad. Se refiere a que´ factor de la velocidad de la luz se mueve un bit
a trave´s del cable. Tenemos que en general, en un cable de cobre, va de 0.59 a 0.77.
Factor de distancia. Suponemos que el cable va a ser siempre ma´s grande que la
distancia teo´ricas. Para representar este feno´meno, ajustamos este valor.
Propagacio´n: Tiempo que transcurre entre que el primer bit sale del emisor, y el u´ltimo
bit llega al receptor (en s.). La propagacio´n depende de:
El retardo (en s.)
El taman˜o del paquete (en kB.)
La velocidad de transmisio´n (en bps.)
Latencia: Tiempo que transcurre entre que un paquete es enviado, y ese mismo paquete
vuelve (en s.). La latencia depende de:
La propagacio´n (en s.)
El radio del punto de acceso (en m.)
El tiempo de proceso. Es el tiempo que necesita el sistema para procesar el paquete
en el receptor.
El tiempo de reenv´ıo. Es el tiempo que necesita un nodo intermedio para seguir
enrutando el paquete.








(D.18) LongitudDelCable = Diagonal ∗ FactorDeDistancia













(D.24) Latencia = (Propagacion+ TiempoDeReenvio) ∗ saltos ∗ 2 + tProceso
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D.3. Modelo de periodos para peticio´n de informacio´n
Para este modelado usamos una funcio´n de distribucio´n de probabilidad de Weibull.
Esta distribucio´n tiene la forma:
(D.25) F (x, k, λ) = 1− e− xλk
Tras varias pruebas, se han elegido para esta representacio´n, los valores:
(D.26) λ = 0.5
(D.27) k = 3
Al modelo tambie´n se le facilita el l´ımite de tiempo cuando el sistema esta´ sobrecargado
al 100
(D.28) periodoMinimo = limiteSobrecarga ∗Weibull(Sobrecarga)
Tambie´n se le facilita al modelo la velocidad del mo´vil, y el radio que ha de recorrer
para que sea recomendable mandar otra peticio´n de informacio´n. Tambie´n se le incluye
el periodo ma´ximo que puede tener, para mo´viles que se muevan muy lentos, o este´n
quietos. De esta manera, podemos ajustar los valores para que pida informacio´n siempre














A continuacio´n se muestran varios detalles sobre la gestio´n de este proyecto desde el
punto de vista de la Ingenier´ıa del Software.
Se detallan los siguientes aspectos:
1. Diagrama de clases.
2. Comunicacio´n entre entidades.
3. Riesgos.
4. Casos de uso.
5. Planificacio´n del proyecto.
6. Seguimiento y Control
E.1. Diagrama de clases
En el contexto de las entidades que forman parte de nuestro framework, existen 2 capas
por entidad.
La primera capa es la de MIH User asociada a la entidad correspondiente. En la tabla
E.1 se muestra la relacio´n entre las entidades y sus capas MIH User asociadas.
Tabla E.1: Relacio´n entre entidades y capas MIH User
Entidad Clase MIH User
MN HandoverMN
PoA HandoverPoA
Servidor MIIS (IS) ISAgent
La segunda capa es la de MIH Function (MIHF), esta capa es la responsable de esta-
blecer la comunicacio´n con otras entidades MIH remotas. La clase asociada a esta capa se
denomina MIHAgent.
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Adicionalmente, existe una clase auxiliar llamada MIHIS que representa a la base de
datos de cada servidor MIIS.
La relacio´n entre las clases que constituyen el nuevo framework para la simulacio´n
esta´ representada en la Fig.E.1.
Figura E.1: Diagrama de clases del SIDAM
E.2. Comunicacio´n entre entidades
La comunicacio´n entre las clases esta´ detallada en varios diagramas de transicio´n. El
interfaz de llamadas entre entidades MIH esta´ constituido por los siguientes mensajes:
E.2. Comunicacio´n entre entidades 72
send request: mensaje que se emite desde la entidad MIH que realiza la peticio´n de
informacio´n a otra entidad MIH remota. Este mensaje espera un mensaje de respuesta,
por ello viene configurado con un temporizador.
send response: mensaje de respuesta que una entidad MIH le hace llegar a otra enti-
dad MIH remota que anteriormente ha enviado un mensaje de send request a la anterior
entidad.
send indication: mensaje de env´ıo de informacio´n entre dos entidades MIH remotas
que no espera respuesta asociada. E´ste u´ltimo mensaje es el ma´s utilizado para nuestra
ampliacio´n del framework MIH. Esto es debido a que la mayor´ıa de mensajes no esperan
respuesta asociada al env´ıo de informacio´n entre entidades, excepto el mensaje de peticio´n
de informacio´n (Get Information MN).
Para cada mensaje de send (request/response/indication) entre entidades MIH remo-
tas, existe un me´todo recv (receive) asociado en la entidad MIH destino, donde se procesa
la peticio´n de la entidad MIH origen.
A continuacio´n se detallan cada uno de los diagramas de secuencia que representan la
comunicacio´n entre las entidades del framework. No se ha especificado un diagrama para el
handover optimizado debido a que utiliza los mensajes del framework original exceptuando
la fase de bu´squeda de PoA candidatos, que en este caso es la fase ma´s ineficiente. Tampoco
se detalla una fase para la distribucio´n de la SILL, ya que adema´s de ser ana´loga a la de
distribucio´n SISL, se usa con muy poca frecuencia.
E.2.1. MIH Get Information
En este flujo de ejecucio´n, se comunican las entidades correspondientes al MN, al PoA
y al servidor MIIS asociado al PoA. Esta comunicacio´n entre entidades hace referencia al
caso de uso“Peticio´n de informacio´n” detallado en el punto E.4.3. Tambie´n se corresponde
con los mensajes “Peticio´n de Informacio´n” y “Entrega de Informacio´n” detallados pre-
viamente en el ape´ndice Paso de Mensajes, en los puntos C.8 y C.9 respectivamente. El
diagrama de flujo se muestra en la Fig. E.2.
E.2.2. MIH Register PoA
En este flujo de ejecucio´n se comunican las entidades correspondientes al PoA y al
servidor MIIS asociado al PoA. Esta comunicacio´n entre entidades hace referencia al caso
de uso “Registro y Actualizacio´n PoA” detallado en el punto E.4.1. Tambie´n se corresponde
con el mensaje “Registro PoA” mencionado previamente en el ape´ndice Paso de Mensajes
en el punto C.1. El diagrama de flujo se muestra en la Fig. E.3.
E.2.3. MIH Update PoA
En este flujo de ejecucio´n se comunican las entidades correspondientes al PoA y al
servidor MIIS asociado al PoA. Esta comunicacio´n entre entidades hace referencia al caso
de uso “Registro y Actualizacio´n PoA” detallado en el punto E.4.1. Tambie´n se corres-
ponde con el mensaje “Actualizacio´n PoA” detallado previamente en el ape´ndice Paso de
Mensajes en el punto C.3. El diagrama de flujo se muestra en la Fig. E.4.
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Figura E.2: Flujo MIH Get Information MN
E.2.4. MIH Prop Reg PoA
En este flujo de ejecucio´n se comunican las entidades correspondientes al servidor
MIIS origen que distribuye el registro del PoA y al servidor MIIS destino que recibe esta
informacio´n de registro. Esta comunicacio´n entre entidades hace referencia al caso de uso
“Registro y Actualizacio´n PoA” detallado en el punto E.4.1. Tambie´n se corresponde con
el mensaje “Distribucio´n Registro PoA” detallado previamente en el ape´ndice Paso de
Mensajes en el punto C.2. El diagrama de flujo se muestra en la Fig. E.5.
E.2.5. MIH Prop Upd PoA
En este flujo de ejecucio´n se comunican las entidades correspondientes al servidor MIIS
origen que distribuye la actualizacio´n del PoA y al servidor MIIS destino que recibe esta
informacio´n de actualizacio´n. Esta comunicacio´n entre entidades hace referencia al caso de
uso “Registro y Actualizacio´n PoA” detallado en el punto E.4.1. Tambie´n se corresponde
con el mensaje “Distribucio´n Actualizacio´n PoA” detallado previamente en el ape´ndice
Paso de Mensajes en el punto C.4. El diagrama de flujo se muestra en la Fig. E.6.
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Figura E.3: Flujo MIH Register PoA
Figura E.4: Flujo MIH Update PoA
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Figura E.5: Flujo MIH Prop Reg PoA
Figura E.6: Flujo MIH Prop Upd PoA
E.2.6. MIH Distribute SISL
En este flujo de ejecucio´n se comunican las entidades correspondientes al servidor MIIS
origen que distribuye la SISL propia y el servidor MIIS destino que recibe la SISL. Esta
comunicacio´n entre entidades hace referencia al caso de uso “Distribucio´n SISL” detallado
en el punto E.4.2. Tambie´n se corresponde con el mensaje “Distribucio´n SISL” detallado
previamente en el ape´ndice Paso de Mensajes en el punto C.6. El diagrama de flujo se
muestra en la Fig. E.7.
E.3. Ana´lisis de Riesgos
En este proyecto hemos utilizado el ana´lisis de riesgos DAFO (SWOT). Este tipo de
ana´lisis clasifica los riesgos en positivos o negativos. Los riesgos positivos pueden ser de
tipo interno (Fortalezas) o de tipo externo (Oportunidades). Por otro lado, los riesgos
negativos pueden ser de tipo interno (Debilidades) o de tipo externo (Amenazas).
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Figura E.7: Flujo MIH Distribute SISL
E.3.1. Riesgos positivos
Oportunidades
Art´ıculo de la revista Computers Networks.
• La redaccio´n de un art´ıculo basado en el proyecto, le da un valor an˜adido a
e´ste. Au´n as´ı, esta redaccio´n exige unos requisitos de calidad muy altos, sobre
todo en revistas punteras, como Computer Networks.
• Para aprovechar esta oportunidad, buscaremos tener margen de tiempo sobran-
te en la etapa final del proyecto para escribir el art´ıculo.
Participacio´n en congresos.
• Congreso Radiocomunicacio´n Elche (URSI 2012).
• Congreso Par´ıs de Tecnolog´ıas Mo´viles (NGMAST 2012).
• Congreso de Telema´tica (JITEL 2012).
• La participacio´n en un congreso, al igual que la redaccio´n de un art´ıculo, re-
fuerza la validez investigadora del proyecto. Au´n as´ı, los congresos son oportu-
nidades ma´s dif´ıciles de aprovechar, debido a su fecha l´ımite.
• Ya que el objetivo es la conclusio´n del proyecto, no podemos dar prioridad a
los congresos, pero au´n as´ı, intentamos tener margen de maniobra al final del
proyecto, para el env´ıo de art´ıculos a los congresos.
Fortalezas
Conocimiento de redes y gran intere´s por este tema.
Alta capacidad de programacio´n en diversas tecnolog´ıas.
Ayuda del doctorando Fabio Buiati (grupo de investigacio´n GASS), experimentado
con el esta´ndar 802.21 y el simulador NS-2.
Ayuda de Antonio Izquierdo, investigador del NIST y desarrollador del framework
del esta´ndar 802.21 en el simulador NS-2.
Ayuda de la doctorando Ana Lucila Sandoval (grupo de investigacio´n GASS) en la
migracio´n de los documentos a LaTeX.
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E.3.2. Riesgos negativos
Amenazas
Posibilidad de que la idea quede obsoleta.
• El esta´ndar 802.21 es un tema que lleva varios an˜os en investigacio´n. Por ello,
existe el riesgo de que la idea no sea innovadora.
• El plan de prevencio´n para esta amenaza, es un exhaustivo periodo de investi-
gacio´n, en los art´ıculos ma´s punteros de la materia, para estar seguros de que
nuestra idea es novedosa.
• Au´n as´ı, en caso de que se diera este riesgo, se volvera´ a la investigacio´n para
optar por otro tema ma´s novedoso lo antes posible. En caso de darse en un
nivel ma´s avanzado del desarrollo, podr´ıamos optar por continuar con la idea
base, an˜adiendo algu´n enfoque innovador.
Retraso del proyecto debido a la elevada complejidad del entorno de simulacio´n NS-2.
• Para intentar solventar este riesgo, intentamos aprovechar las fortalezas de nues-
tro proyecto, y un periodo de aprendizaje de NS-2 bastante alto.
• Au´n as´ı, es una debilidad que debemos asumir, por lo que inflamos los tiempos,
y buscamos un margen de maniobra mayor.
Desmotivacio´n.
• Este riesgo nos parece poco probable, por lo que lo asumimos.
Debilidades
Escasa documentacio´n en el NS-2 y en el framework para el 802.21.
• Se disponen de pocos tutoriales o herramientas de ayuda respecto al simulador
NS-2. Aparte de eso, el framework del 802.21 es tremendamente complejo de
entender y de modificar.
• Por tanto, para resolver este riesgo contamos con la contribucio´n del doctorando
Fabio Buiati mencionado anteriormente, el cual posee conocimientos sobre este
simulador.
Limitacio´n de tiempo dedicado al proyecto debido al resto de asignaturas.
• El tiempo ha sido un gran riesgo para este proyecto puesto que los integran-
tes del grupo han tenido matriculadas otras asignaturas que por consiguiente,
ten´ıan que hacer frente para terminar la carrera.
• En relacio´n a esto, hemos optado por dedicar un trabajo constante tanto al
proyecto como al resto de asignaturas, desde principio de curso. Au´n as´ı, y
como riesgo localizado, hemos reservado au´n ma´s tiempo de margen de error.
E.4. Casos de Uso
Hemos definido cuatro casos de uso, correspondientes a cada uno de los hitos del pro-
yecto. Estos se dividen en:
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1. Registro y Actualizacio´n del PoA
2. Distribucio´n SISL
3. Peticio´n de Informacio´n
4. Handover Optimizado
E.4.1. Registro y Actualizacio´n PoA
Descripcio´n
Este caso de uso representa el registro y la actualizacio´n en el sistema de un PoA.
Tambie´n incluye los primeros mecanismos de distribucio´n. Los actores en este caso
de uso son el PoA, su servidor MIIS asociado y el resto de servidores MIIS. Este
caso de uso incluye los siguientes mensajes:
• Registro del PoA (mih poa to is reg poa ind)
• Propagacio´n del registro (mih is to is prop reg poa ind)
• Actualizacio´n del PoA (mih poa to is update poa ind)
• Propagacio´n de la actualizacio´n (mih is to is prop upd poa ind)
Flujo de ejecucio´n
Se distinguen dos escenarios posibles.
• En el caso del registro:
El PoA inicia el registro enviando un mensaje de registro. Tras recibirlo, el
servidor MIIS guarda la informacio´n. Tras hacer esto, el servidor MIIS com-
prueba que´ vecinos esta´n interesados en esta informacio´n. Luego, env´ıa a todos
los vecinos interesados la informacio´n para que la guarden, y distribuyan.
• El el caso de la actualizacio´n:
El PoA inicia la actualizacio´n enviando un mensaje de actualizacio´n. Tras re-
cibirlo, el servidor MIIS comprueba los umbrales de los distintos campos de la
actualizacio´n. Si no se superan los umbrales, no se hace nada. Si se superan,
el servidor MIIS comprueba que´ vecinos esta´n interesados en esta informacio´n.




Este caso representa tanto el rellenado de la SISL como su distribucio´n. Los actores
que toman parte de este caso de uso son el MN, el servidor MIIS actual, y el resto
de los servidores MIIS. En caso de uso utiliza el mensaje de distribucio´n de SISL
(mih is to is distribute sisl ind).
Flujo de ejecucio´n
El MN env´ıa una peticio´n de informacio´n a su servidor MIIS actual. El servidor
encuentra en la peticio´n la SIT, asociada a un PoA, y la guarda en su SISL. Si
la SISL no esta´ llena, termina. Si esta´ llena, copia la SISL a la SILL, eliminando
los datos ma´s antiguos de e´sta, si fuera necesario. Luego env´ıa la SISL a todos los
servidores vecinos interesados, para que la guarden, y la sigan distribuyendo.
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E.4.3. Peticio´n de Informacio´n
Descripcio´n
Este caso de uso representa la redireccio´n y funcionamiento de la peticio´n de infor-
macio´n. Los actores implicados son el MN, el servidor MIIS actual, y el resto de
servidores. El caso de uso de distribucio´n SISL esta´ incluido en e´ste. Adicionalmente
se hace uso de mensaje de peticio´n de informacio´n (mih get information mn req) y
de entrega de informacio´n (mih get information mn rsp).
Flujo de ejecucio´n
El MN env´ıa la peticio´n de informacio´n a su servidor MIIS actual. El servidor com-
prueba que el MN esta´ en su a´rea. Si esta´ en el a´rea, recopila la informacio´n, y la
devuelve al MN. Si no, calcula cua´l es el servidor MIIS ma´s cercano al MN, y dis-
tribuye en e´l el mensaje de peticio´n de informacio´n. De la u´ltima forma se hace uso
del caso de uso “Distribucio´n SISL”.
E.4.4. Handover Optimizado
Descripcio´n
Este caso de uso representa la optimizacio´n del handover. Los actores son el MN, el
sistema de informacio´n, el PoA actual, y el PoA al que vamos a cambiar. En este
caso de uso se incluye el caso de uso de Peticio´n de informacio´n. Adicionalmente, se
utilizan los mensajes del esta´ndar de ejecucio´n de handover, excepto el de bu´squeda
de PoAs candidatos. Este caso de uso incluye tanto la modalidad intra-tecnolog´ıa
como la modalidad inter-tecnolog´ıa.
Flujo de ejecucio´n
El MN se mueve a lo largo del escenario enviando perio´dicamente mensajes de pe-
ticio´n de informacio´n. Al encontrar la nueva red mejor que la actual, se inicia el
proceso de handover.
En el caso de un evento Link Going Down, se ejecuta la peticio´n de informacio´n de
forma automa´tica.
E.5. Planificacio´n del Proyecto
A continuacio´n se detallara´ la planificacio´n del proyecto en lo referente a plazos y ac-
tividades. Dedicamos dos meses como margen de error para posibles imprevistos.
Fase 1: Generacio´n de la idea (Octubre - Noviembre).
• Investigacio´n sobre el 802.21 (Octubre, Noviembre).
◦ Familiarizacio´n con el estandar (Octubre).
◦ Investigacio´n de art´ıculos relacionados (Principios de noviembre).
• Creacio´n de la idea (Noviembre).
Fase 2: Implementacio´n (Noviembre - Febrero)
• Prototipo arquitectura en malla (Noviembre - Diciembre).
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◦ Caso de uso: Registro y Actualizacio´n PoA (Noviembre).
◦ Caso de uso: Distribucio´n SISL (Diciembre).
◦ Caso de uso: Peticio´n de informacio´n (Diciembre).
◦ Extensio´n a malla gene´rica de servidores (Enero).
• Integracio´n prototipo en escenarios para obtencio´n de resultados.
◦ Caso de Uso: Handover Optimizado (intra-tecnologia) (Enero).
◦ Caso de Uso: Handover Optimizado (inter-tecnologia) (Enero).
◦ Escenario parametrizable y aleatorio (Febrero).
• Generacio´n y validacio´n de los modelos matema´ticos (Febrero - Marzo).
• Documentacio´n (Diciembre - Mayo).
Fase 3: Redaccio´n de la memoria (Marzo - Mayo).
Vemos que dentro de la planificacio´n, tenemos ma´rgenes de tiempo bastante amplios.
Estos ma´rgenes nos sirven para prevenir los diversos riesgos ya detallados previamente. El
principal riesgo que nos preocupaba en este punto, era la complejidad del trabajo sobre el
simulador NS-2.
La planificacio´n previamente detallada se representa en la Fig.E.8 como un diagrama de
Gantt.
E.6. Seguimiento y Control
A continuacio´n se detallara´ el seguimiento y progreso del proyecto en lo referente a
plazos y actividades.
Fase 1: Generacio´n de la idea (Octubre - Noviembre).
• Investigacio´n sobre el 802.21 (Octubre - Noviembre).
◦ Familiarizacio´n con el estandar (Octubre).
◦ Investigacio´n de art´ıculos relacionados (Principios de Noviembre).
Fase 2: Implementacion (Noviembre - Abril).
• Prototipo arquitectura en malla.
◦ Caso de uso: Registro y Actualizacio´n PoA (Noviembre).
◦ Caso de uso: Distribucio´n SISL (Diciembre).
◦ Caso de uso: Peticio´n de informacio´n (Diciembre).
◦ Extensio´n a malla gene´rica de servidores (Diciembre).
• Integracio´n prototipo en escenarios para obtencio´n de resultados.
◦ Caso de uso: Handover Optimizado (intra-tecnologia) (Enero).
◦ Caso de uso: Handover Optimizado (inter-tecnologia) (Febrero-Abril).
◦ Escenario parametrizable y aleatorio (Abril).
• Generacio´n y validacio´n de modelos matema´ticos (Febrero - Abril).
Fase 3: Redaccio´n Memoria (Marzo - Junio).
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Figura E.8: Planificacio´n del proyecto
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Redaccio´n Computers Networks (Marzo - Mayo).
Redaccio´n URSI (Finales Abril).
Como habiamos previsto dentro de los riesgos, algunas actividades relacionadas con
el simulador NS-2 se alargaron, incluso aprovechando las fortalezas de nuestro proyecto.
Aun as´ı, acabamos con tiempo suficiente, y pudimos aprovechar oportunidades como la
redaccio´n del art´ıculo para el congreso de URSI, o la redaccio´n del art´ıculo para Com-
puter Networks. Otras oportunidades, como el art´ıculo para el congreso de NGMAST no
pudieron ser abordadas por la falta de tiempo. Por otro lado, otras oportunidades, como
el congreso de JITEL, no fue posible aprovecharlas, dado que se suspendieron.
El progreso anteriormente mencionado esta representado como un diagrama de Gantt
en la Fig.E.9.
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Figura E.9: Progreso del proyecto
