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In this expository paper we answer two fundamental questions concerning dis-
crete magnetic Schrödinger operator associated with weighted graphs. We discuss
when formal expressions of such operators give rise to self-adjoint operators, i.e.,
when they have self-adjoint restrictions. If such self-adjoint restrictions exist, we
explore when they are unique.
1. Introduction
Discrete Laplacians and discrete magnetic Schrödinger operators feature in many different
areas of mathematics. They are used in combinatorics and computer science, appear as dis-
cretizations of (pseudo-)differential operators on Riemannian manifolds, serve as toy models
for Hamiltonians in mathematical physics and play an important role in the study of random
walks - just to name a few. Even though discrete operators are used for very different means,
their basic structure is always the same. Given a graph G = (X,E) consisting of vertices X
and edges E one defines the discrete Laplacian ∆ acting on functions on X (up to a sign) by
∆f(x) =
∑
(x,y)∈E
(f(x)− f(y)).
Since this operator itself is often not flexible enough, one then introduces various weights to
decorate the discrete Laplacian to obtain a discrete magnetic Schrödinger operator M of the
form
Mf(x) = 1
µ(x)
∑
(x,y)∈E
b(x, y)(f(x) − eiθ(x,y)f(y)) + V (x)f(x).
Here, µ is a weight on the vertices, b is an edge weight, eiθ(x,y) is a magnetic field and V is
a potential. The operator with vanishing V and θ is called weighted discrete Laplacian. For
other appropriate choices of weights these operators include the adjacency operator and the
transition operator of Markov chains.
From the viewpoint of applications a very important case is when the formal expression
for M gives rise to a self-adjoint operator on ℓ2(X,µ). Of course, this puts some symmetry
restrictions on the weights; the edge weight b has to be symmetric, θ has to be anti-symmetric
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and V needs to be real-valued. In fact, if X is finite, any self-adjoint matrix is a discrete
magnetic Schrödinger operator of this form and if X is infinite, the same holds true for self-
adjoint finite range operators on ℓ2(X,µ).
This text discusses the two most basic questions about discrete magnetic Schrödinger op-
erators.
1. Given µ, b, θ, V does there exist a self-adjoint restriction of M on ℓ2(X,µ)?
2. If there exists a self-adjoint restriction of M on ℓ2(X,µ), is it unique?
It is our goal to provide expository answers to both questions, which are as comprehensive
as possible. We present the best known answer to the first question with two restrictions on
the considered operators. We only treat the existence of lower semi-bounded restrictions of
M whose domain of the associated quadratic form contains the finitely supported functions;
we call such operators realizations of M. While the first assumption is technical, the second
is natural since on discrete spaces functions with finite support can be seen as test functions.
For the second question there is vast amount of results and we had to make some choices.
Here we focus on current results that involve the geometry of the weighted graph and omit
some more abstract criteria.
For the sake of being expository we repeat several known arguments and summarize some
basic definitions and properties of quadratic forms in Appendix A. However, we would like to
stress that everything that we call a theorem in this text goes in one form or another beyond
what can be found in the literature.
The weighted graphs that we treat are not assumed to be locally finite. This has several
reasons which are based on applications; here we name three. First of all, the weighted discrete
Laplacian of any given graph can be approximated (in the strong resolvent sense) by bounded
weighted discrete Laplacians. If the given graph is connected, the graphs of the approximating
operators are not locally finite. Secondly, approximations of long-range non-local pseudo-
differential operators by weighted discrete Laplacians often make use of graphs that are not
locally finite. For concrete examples we refer to [2, 4], where convergence to the generator of
stable-like processes is studied. Thirdly, fractional powers of discrete Laplacians, the discrete
analogue of generators of stable-like processes, tend to be weighted discrete Laplacians of not
locally finite graphs.
Since there has recently been some interest in discrete magnetic Schrödinger operators on
functions taking values in vector bundles, see [43, 15] and references therein, everything is
formulated in this slightly more general setting, see Section 2.
It is folklore that the existence (and uniqueness) of bounded realizations of the weighted
discrete Laplacian is equivalent to the weighted vertex degree being bounded, see e.g. [28]. In
Section 4 we extend this result to magnetic Schrödinger operators. Here, the difficulty lays
in treating potentials without a fixed sign. If the weighted vertex degree is unbounded, the
weighted graph Laplacian is an unbounded operator and so answers to our questions naturally
become more difficult.
In the case when the underlying graph is locally finite, it is possible to obtain the existence
of realizations of a magnetic Schrödinger operator by studying self-adjoint extensions of the
corresponding minimal magnetic Schrödinger operator acting on finitely supported functions,
see Subsection 3.3. Since finitely supported functions are the test functions on discrete spaces,
in principle this theory works exactly as for Schrödinger operators on open subsets of Euclidean
space.
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The real challenge for answering the first question lies with graphs that are not locally
finite. In this case discrete magnetic Schrödinger operators need not map finitely supported
functions to ℓ2(X,µ). Therefore, the strategy of the locally finite case, namely seeking for
self-adjoint extensions of the minimal operator, does not work. A first systematic study of
discrete Schrödinger operators with nonnegative potentials on not necessarily locally finite
graphs via Dirichlet forms is contained in [28]. Discrete magnetic Schrödinger operators on
such graphs with potentials without a fixed sign but with small negative part were then treated
in [14, 15] by means of perturbation theory of quadratic forms. The results on the existence of
realizations of [28, 14, 15] are presented in Subsection 3.1. For discrete (magnetic) Schrödinger
operators whose negative part of the potential cannot be treated through perturbation theory
the existence of realizations was still open. We settle this issue and prove existence for a very
general class of so-called admissible potentials in Subsection 3.2. In the scalar case without
magnetic field our results are optimal, see Subsection 3.4. As a byproduct we obtain an
entirely analytic proof for the closability of associated quadratic forms on finitely supported
functions, see Theorem 3.8 and Theorem 3.13, which was only previously obtained through
probabilistic arguments, see [14].
Our second question on uniqueness of self-adjoint restrictions of discrete Laplacians and
discrete magnetic Schrödinger operators has seen quite some attention in recent years, see
[5, 6, 7, 11, 12, 13, 14, 18, 21, 23, 24, 27, 28, 33, 38, 40, 41, 42, 43, 53, 54, 56, 57] among
others.
There are different classes of operators in which uniqueness can be studied. If the graph
is locally finite, we study essential self-adjointness of the minimal operator - the magnetic
Schrödinger operator on finitely supported functions. This corresponds to uniqueness in the
class of all self-adjoint operators. As discussed above, for general not locally finite graphs the
minimal operator need not exist and so the concept of essential self-adjointness of the minimal
operator makes no sense. In this case one can still ask for uniqueness of realizations. By
definition (see above) this corresponds to uniqueness in the class of semi-bounded self-adjoint
operators. For both cases we present two criteria (and corollaries) involving the geometry of
the weighted graph and properties of the underlying measure.
In Subsection 5.1 we show that if the measure is large enough along infinite paths, the
discussed uniqueness properties hold, see Theorem 5.2 and Corollary 5.3. Our presentation is
based on results for Schrödinger operators with nonnegative potentials from [28] and for scalar
magnetic Schrödinger operators from [12]. Subsection 5.2 is devoted to uniqueness criteria that
involve the metric geometry with respect to an intrinsic metric. We prove uniqueness if there
is no metric boundary or if the potential is growing fast enough towards the boundary, see
Theorem 5.4 and Corollary 5.5. The presented proofs are based on [43], which treats path
metrics only. We allow arbitrary intrinsic metrics. As one possible application for this more
general situation we discuss metrics coming from embeddings of the graph into Euclidean
space or into complete Riemannian manifolds.
In the scalar case with vanishing magnetic field and nonnegative potential an important
class of realizations are nonnegative ones whose associated quadratic form is a Dirichlet form.
They correspond to Markov processes on the underlying space through the Feynman-Kac
formula and are therefore called Markovian realizations. Section 6 focuses on on them. In
Subsection 6.1 we show that the quadratic form of a Markovian realization lies between a
minimal Dirichlet form, the one with “Dirichlet boundary conditions at infinity”, and a maximal
Dirichlet form, the one with “Neumann boundary conditions at infinity”. In this generality
our result is new, for locally finite graphs it is contained in [18]. Our discussion is based on
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methods developed in [49].
In Subsection 6.2 we study Markov uniqueness, i.e., uniqueness of Markovian realizations.
By the previous discussion this is equivalent to the maximal and the minimal Dirichlet form
being equal. Of course, the results of Section 5 can always be applied, but in general their
assumptions are stronger than what is actually needed for Markov uniqueness. We show that
smallness of “the boundary", in the sense that its capacity vanishes, is equivalent to Markov
uniqueness, see Theorem 6.9. Here, “the boundary" can have two forms; it can be either a
boundary with respect to a compactification or, in the locally finite case, a metric boundary
with respect to a path metric. For the abstract boundary coming from a compactification
the characterization of Markov uniqueness is taken from [49], while the path metric case is
treated in [21]. In Theorem 6.15 we characterize Markov uniqueness in the case when the
underlying measure is finite. In particular, we relate Markov uniqueness for all finite measures
to uniqueness of arbitrary realizations and the existence of intrinsic metrics with finite distance
balls with respect to particular finite measures. This part is taken from [45].
Even though we try to give comprehensive answers to our two questions, there are several
problems that remain unresolved. We collect the - in our view - most important ones in
Section 7 and comment on their relevance and expected outcome.
For the convenience of the reader (and to fix notation) we recall some basic properties of
quadratic forms in Appendix A.
Acknowledgements. The author is indebted to Matthias Keller for asking him several of the
questions answered in this article and for encouraging him to write it. Moreover, he expresses
his gratitude to Simon Puchert for sharing new ideas on Markov uniqueness and for allowing
him to use some of the results of the Master’s thesis [45]. Furthermore, several discussions
with Melchior Wirth on domination of quadratic forms and with Daniel Lenz and Radoslaw
Wojciechowski on related topics resulted in various insights that improved this article.
2. Discrete (magnetic) Schrödinger operators - the setup and
basic properties
In this section we introduce weighted graphs, discrete magnetic Schrödinger operators and
Schrödinger forms. We discuss their connections via Green’s formulae and Kato’s inequality.
The contents of this section are all known in one form or another.
2.1. Graphs and discrete Schrödinger operators
In this subsection we introduce graphs and the associated (formal) discrete Schrödinger oper-
ators.
A (symmetric) weighted graph (X, b) consists of a countable set of vertices X 6= ∅ and an
edge weight function b : X ×X → [0,∞) with the following properties
(b0) b(x, x) = 0 for all x ∈ X,
(b1) b(x, y) = b(y, x) for all x, y ∈ X,
(b2)
∑
z∈X b(x, z) <∞ for all x ∈ X.
The vertex degree of a vertex x ∈ X is
deg(x) :=
∑
z∈X
b(x, z).
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We say that two vertices x, y ∈ X are connected by an edge if b(x, y) > 0. In this case, we
write x ∼ y. A path is a finite or infinite sequence of vertices (x1, x2, . . .) such that xj ∼ xj+1
for all j = 1, 2, . . .
For U ⊆ X we define the combinatorial neighborhood of U by
N(U) := U ∪ {x ∈ X | there ex. y ∈ U with y ∼ x}.
A weighted graph (X, b) is called locally finite, if for any x ∈ X the set N({x}) is finite, i.e.,
if all vertices have only finitely many neighbors. A vertex x ∈ X is isolated if N({x}) = ∅.
We equip the vertex set X with the discrete topology and write C(X) for the space of
all complex-valued functions on X (the space of continuous complex-valued functions with
respect to the discrete topology). Its subspace of functions with finite support (the functions
of compact support for the discrete topology) is denoted by Cc(X). Moreover, we write ℓ
∞(X)
for the space of bounded complex-valued functions on X.
Given two real-valued functions f, g ∈ C(X) we denote by f∧g := min{f, g} their minimum
and by f ∨ g := max{f, g} their maximum. Moreover, we let f+ = f ∨ 0 and f− = (−f) ∨ 0
the positive part and the negative part of f , respectively.
For a set K ⊆ X we let 1K : X → {0, 1} be the indicator function of K, i.e., 1K(x) = 1, if
x ∈ K, and 1K(x) = 0, else. The indicator function of the singleton set {x} is denoted by δx.
A strictly positive function µ : X → (0,∞) is called weight. Any weight µ induces a Radon
measure of full support on all subsets of X by letting
µ(A) :=
∑
x∈A
µ(x), A ⊆ X.
In what follows we shall not distinguish between the weight and the measure it induces.
If we equip C(X) with the topology of pointwise convergence, its continuous dual space
C(X)′ is isomorphic to Cc(X). Given a weight µ, the dual pairing (·, ·) : Cc(X)×C(X)→ C,
(ϕ, f) :=
∑
x∈X
ϕ(x)f(x)µ(x)
induces an anti-linear isomorphism via Cc(X) → C(X)′, ϕ 7→ (ϕ, ·). Note that (·, ·) depends
on the choice of µ.
The space of square integrable functions with respect to a weight µ is denoted by
ℓ2(X,µ) := {f ∈ C(X) |
∑
x∈X
|f(x)|2µ(x) <∞}.
It is a Hilbert space when equipped with the inner product
〈f, g〉2 :=
∑
x∈X
f(x)g(x)µ(x).
The norm induced by 〈·, ·〉2 is denoted by ‖ · ‖2. Note that for ϕ ∈ Cc(X) and f ∈ ℓ2(X,µ) we
have 〈ϕ, f〉2 = (ϕ, f). As for the inner product 〈·, ·〉2, throughout the text all inner products
are assumed to be linear in the second argument and anti-linear in the first.
To a graph (X, b), a weight µ and a real-valued V ∈ C(X) we associate the formal discrete
Schrödinger operator H = Hµ,V : F → C(X), where
F := {f ∈ C(X) |
∑
y∈X
b(x, y)|f(y)| <∞ for all x ∈ X},
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on which H acts by
Hf(x) := 1
µ(x)
∑
y∈X
b(x, y)(f(x)− f(y)) + V (x)f(x), x ∈ X.
The definition of F ensures that this sum converges absolutely. Bounded functions are always
contained in F and we have F = C(X) if and only if the graph (X, b) is locally finite.
Sometimes, a real-valued function V as above is simply called potential.
2.2. Discrete magnetic Schrödinger operators
In this subsection we introduce discrete magnetic Schrödinger operators. They are vector-
valued versions of discrete Schrödinger operators with an additional magnetic interaction
term.
A Hermitian vector bundle over a countable discrete base space X is a collection E =
(Ex)x∈X of isomorphic complex Hilbert spaces of dimension greater or equal to 1. We denote
the inner product on Ex by 〈·, ·〉x and the induced norm by | · |x. Often it is clear from the
context in which of the Ex we consider the inner product and the norm. If this is the case,
we drop the subscript x. We write
Γ(X;E) := {f : X →
⊔
x∈X
Ex | f(x) ∈ Ex}
for the space of all sections of the bundle E. The subspace of all sections with finite support is
denoted by Γc(X;E). For a given weight µ on X we define (·, ·)E : Γc(X;E) × Γ(X;E) → C
by
(ϕ, f)E =
∑
x∈X
〈ϕ(x), f(x)〉µ(x).
Scalar valued functions naturally act on the space of all sections by pointwise multiplication
so that Γ(X;E) is a module over C(X). More precisely, for ϕ ∈ C(X) and f ∈ Γ(X;E) we
define ϕf ∈ Γ(X;E) by (ϕf)(x) := ϕ(x)f(x).
For f ∈ Γ(X;E) we let |f | ∈ C(X) be given by |f |(x) = |f(x)| and sgnf ∈ Γ(X;E) by
sgnf(x) =
{
1
|f(x)|f(x) if f(x) 6= 0
0 if f(x) = 0
.
With this notation any f ∈ Γ(X;E) can be written as f = |f |sgnf .
Given a weight µ on X the corresponding space of ℓ2-sections is
ℓ2(X,µ;E) := {f ∈ Γ(X;E) |
∑
x∈X
|f(x)|2µ(x) <∞}.
It is a Hilbert space when equipped with the inner product
〈f, g〉2;E :=
∑
x∈X
〈f(x), g(x)〉µ(x).
The norm induced by 〈·, ·〉2;E is denoted by ‖ · ‖2;E .
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Remark. The identity 〈ϕ, f〉2;E = (ϕ, f)E holds for ϕ ∈ Γc(X;E) and f ∈ ℓ2(X,µ;E) and
a similar statement is valid for 〈·, ·〉2 and (·, ·) in the scalar case, cf. Subsection 2.1. Because
of this it is tempting to abuse notation and denote both pairings by the same symbol. In
this text we introduced different notation for a reason. Often we can easily perform pointwise
computations that lead to an identity or inequality on the level of (ϕ, f)E for pairs ϕ ∈
Γc(X;E), f ∈ S, where S is some subspace of Γ(X;E). However, in applications, we are truly
interested in these identities on the level of 〈g, f〉2;E for pairs g ∈ G and f ∈ F , where F
and G are subspaces of ℓ2(X,µ;E) with Γc(X;E) ⊆ F,G. In order to lift results from (·, ·)E
to 〈·, ·〉2;E usually additional arguments are needed. In order to make such arguments more
transparent, we distinguish the pairings.
A unitary connection on a Hermitian bundle E = (Ex)x∈X over X is a family Φ =
(Φx,y)x,y∈X of unitary maps Φx,y : Ey → Ex such that Φx,y = Φ−1y,x. A bundle endomor-
phism on a Hermitian vector bundle E = (Ex)x∈X over X is a collection W = (Wx)x∈X of
bounded linear maps Wx : Ex → Ex. It is called self-adjoint, if for all x ∈ X the operator Wx
is self-adjoint.
Let (X, b) a graph and E a Hermitian vector bundle over X. To a weight µ on X, a self-
adjoint bundle endomorphism W and a unitary connection Φ on E we associate the formal
magnetic Schrödinger operator M =Mµ,Φ,W : FE → Γ(X;E), where
FE := {f ∈ Γ(X;E) |
∑
y∈X
b(x, y)|f(y)| <∞ for all x ∈ X},
on which M acts by
Mf(x) := 1
µ(x)
∑
y∈X
b(x, y)(f(x) − Φx,yf(y)) +Wxf(x), x ∈ X.
Note that since |Φx,yf(y)|x = |f(y)|y, for each f ∈ FE the sum in the definition of Mf(x)
converges absolutely in the Hilbert space Ex.
Remark (Scalar magnetic Schrödinger operators). If Ex = C for all x ∈ X, then Γ(X;E)
can be identified with C(X). In this case, a self-adjoint bundle endomorphism W of E acts
on Γ(X;E) as multiplication by a potential, i.e., there exists a real-valued V ∈ C(X) such
that Wxf(x) = V (x)f(x) for x ∈ X. Moreover, any connection Φ of E is parametrized by a
function
θ : X ×X → R/2πZ,
with θ(x, y) = −θ(x, y) for all x, y ∈ X, via the identity
Φx,yz = e
iθ(x,y)z, z ∈ C.
The corresponding magnetic Schrödinger operator is called scalar magnetic Schrödinger oper-
ator and is denoted by Mµ,θ,V . If θ = 0, then Φx,y = Id and Mµ,0,V = Hµ,V . Therefore,
the discrete Schrödinger operators discussed in Subsection 2.1 are a special case of discrete
magnetic Schrödinger operators.
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2.3. Standing assumptions and notation
Unless otherwise specified we always assume the following.
• (X, b) is a weighted graph.
• µ is a weight on X and V ∈ C(X) is real-valued.
• H = Hµ,V is the associated formal discrete Schrödinger operator.
• E = (Ex)x∈X is a Hermitian vector bundle over X, Φ = (Φx,y)x,y∈X is a unitary con-
nection on E and W is a self-adjoint bundle endomorphism on E.
• M =Mµ,Φ,W is the associated formal discrete Schrödinger operator.
Whenever no confusion can arise we suppress the dependence of objects from these data
in our notation. Often we deal with complex-valued functions and sections (E-valued func-
tions) at the same time. Therefore, a subscript E indicates spaces of E-valued functions or
functionals on E-valued functions.
2.4. Green’s formula and domination
In this subsection we discuss Green’s formula for the magnetic Schrödinger operatorM, which
is in principle an integration-by-parts formula. Moreover, we give a version of Kato’s inequality
on the level of the pairing (·, ·)E .
The following integration-by-parts formula is an extension of [16, Lemma 4.7] to magnetic
Schrödinger operators.
Lemma 2.1 (Green’s formula). For all f ∈ FE and ϕ ∈ Γc(X;E) the following sums converge
absolutely and satisfy the stated identities.
(ϕ,Mf)E =
∑
x∈X
〈ϕ(x),Mf(x)〉µ(x) =
∑
x∈X
〈Mϕ(x), f(x)〉µ(x)
=
1
2
∑
x,y∈X
b(x, y)〈ϕ(x) − Φx,yϕ(y), f(x) − Φx,yf(y)〉+
∑
x∈X
〈Wxϕ(x), f(x)〉µ(x).
Proof. The first identity is just writing out the definition of the pairing (·, ·)E . Since the
support of ϕ is finite, we have∑
x,y∈X
b(x, y) |〈ϕ(x), f(x)〉| =
∑
x∈X
|〈ϕ(x), f(x)〉| deg(x) <∞.
Moreover, the finiteness of the support of ϕ, f ∈ FE and the Cauchy-Schwarz inequality yield∑
x,y∈X
b(x, y)|〈Φx,yϕ(y), f(x)〉| ≤
∑
y∈X
|ϕ(y)|
∑
x∈X
b(x, y)|f(x)| <∞.
With these integrability properties at hand, the convergence of the sums and the other iden-
tities follow from rearranging the sum
1
2
∑
x,y∈X
b(x, y)〈ϕ(x) − Φx,yϕ(y), f(x) − Φx,yf(x)〉+
∑
x∈X
〈Wxϕ(x), f(x)〉µ(x)
with the help of Fubini’s theorem.
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For a bundle endomorphism W and a potential V we write W ≥ V if for all sections
f ∈ Γ(X;E) and x ∈ X the inequality 〈Wxf(x), f(x)〉 ≥ V (x)|f(x)|2 holds. The following
lemma provides some form of Kato’s inequality for the magnetic operator M =Mµ,Φ,W and
the discrete Schrödinger operator H = Hµ,V when W ≥ V . The presented proof is taken from
[34].
Lemma 2.2 (Kato’s inequality). LetW ≥ V . If f ∈ FE and ϕ ∈ Γc(X;E) with 〈f(x), ϕ(x)〉 =
|f(x)||ϕ(x)| for all x ∈ X, then
Re (ϕ,Mf)E ≥ (|ϕ|,H|f |).
Proof. It follows from the definitions that f ∈ FE implies |f | ∈ F . We have 〈f(x), ϕ(x)〉 =
|f(x)||ϕ(x)| by assumption. Moreover, the Cauchy-Schwarz inequality and |Φx,yf(y)|x =
|f(y)|y yields
−Re〈Φx,yf(y), ϕ(x)〉 ≥ −|f(y)||ϕ(x)|.
Summing up these inequalities, multiplying them by b(x, y) and summing over x, y ∈ X shows
the desired inequality for the operators Mµ,Φ,0 and Hµ,0.
It remains to prove the inequality Re 〈Wxf(x), ϕ(x)〉 ≥ V (x)|f(x)||ϕ(x)|. Without loss of
generality we can assume f(x) 6= 0 6= ϕ(x). Since
|f(x)||ϕ(x)| = 〈f(x), ϕ(x)〉 = |f(x)||ϕ(x)|〈sgnf(x), sgnϕ(x)〉,
we have sgnf(x) = sgnϕ(x). Using W ≥ V and |sgnf(x)| = 1, we obtain
〈Wxf(x), ϕ(x)〉 = |f(x)||ϕ(x)|〈Wxsgnf(x), sgnf(x)〉 ≥ |f(x)||ϕ(x)|V (x).
This finishes the proof.
As a corollary we obtain that solutions to the eigenvalue equation with respect to M yield
nonnegative subsolutions to the eigenvalue equation with respect to H.
Corollary 2.3. Let f ∈ FE and λ ∈ R with Mf = λf . Then H|f | ≤ λ|f |.
Proof. For z ∈ X let ξ ∈ Ez with |ξ| = 1 and consider the section ϕ ∈ Γc(X;E) that is given
by
ϕ(x) =

1
µ(z)|f(z)|f(z) if x = z and f(z) 6= 0
1
µ(z)ξ if x = z and f(z) = 0
0 else
.
It satisfies |ϕ(z)| = µ(z)−1 and ϕ(x) = 0 for x 6= z. Therefore, 〈f(x), ϕ(x)〉 = 0 = |ϕ(x)||f(x)|
if x 6= z and 〈ϕ(z), f(z)〉 = µ(z)−1|f(z)| = |ϕ(z)||f(z)|. From Kato’s inequality we infer
λ|f(z)| = (ϕ, λf)E = (ϕ,Mf)E ≥ (|ϕ|,H|f |) = H|f |(z).
This finishes the proof.
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2.5. Schrödinger forms and a ground state transform
In this subsection we introduce Schrödinger forms, which are related to magnetic Schrödinger
operators by Green’s formula. One possible domain for such forms are the functions of finite
support another choice are functions of finite energy.
If A is bounded and self-adjoint, the operator |A| is defined by means of the functional
calculus. Moreover, we let A+ =
1
2(|A| + A) and A− = 12 (|A| − A). Then |A|, A+, A− are
nonnegative self-adjoint operators and A = A+ −A−.
The space of sections of finite magnetic energy DE = DΦ,W ;E is defined by
DE := {f ∈ Γ(X;E) |
∑
x,y∈X
b(x, y)|f(x) − Φx,yf(y)|2 +
∑
x∈X
〈|Wx|f(x), f(x)〉µ(x) <∞}.
On it we introduce the sesquilinear magnetic Schrödinger form QE = QΦ,W ;E : DE×DE → C,
which acts by
QE(f, g) := 1
2
∑
x,y∈X
b(x, y)〈f(x)− Φx,yf(y), g(x)− Φx,yg(y)〉+
∑
x∈X
〈Wxf(x), g(x)〉µ(x).
It follows from the summability condition (b2) of the graph (X, b) that Γc(X;E) ⊆ DE. We
denote the restriction of QE to Γc(X;E) by QcE = QcΦ,W ;E . The next lemma is a consequence
of Green’s formula. It relates QE and QcE to the operator M.
Lemma 2.4. The inclusion DE ⊆ FE holds and for all ϕ ∈ Γc(X;E) and f ∈ DE we have
QE(ϕ, f) = (ϕ,Mf)E . In particular, if f ∈ Γc(X;E), then QcE(ϕ, f) = (ϕ,Mf)E .
Proof. Because of Lemma 2.1 it suffices to prove the inclusion DE ⊆ FE . The identity
|Φx,yf(y)| = |f(y)| and the Cauchy-Schwarz inequality yield∑
y∈X
b(x, y)|f(y)| ≤
∑
y∈X
b(x, y)|f(x)− Φx,yf(y)|+ |f(x)|deg(x)
≤ deg(x)1/2
∑
y∈X
b(x, y)|f(x)− Φx,yf(y)|2
1/2 + |f(x)|deg(x).
This finishes the proof.
As remarked in Subsection 2.2, if E = (C)x∈X , then Γ(X;E) = C(X) and Γc(X;E) =
Cc(X). Moreover, the unitary connection Φ = (Φx,y)x,y is parametrized by an antisymmetric
function θ : X ×X → R/2πZ via Φx,y = eiθ(x,y) and the bundle endomorphism W is induced
by a real valued function V . In this case, we drop the subscript E and write Qθ,V respectively
Qcθ,V for the associated scalar magnetic Schrödinger forms.
If, moreover, Φx,y = Id, which is the same as θ = 0, we also drop the subscript θ and write
Q = QV := Q0,V respectively Qc = QcV := Qc0,V for the associated Schrödinger forms. The
corresponding space of functions of finite energy D = DV is
D = {f ∈ C(X) |
∑
x,y∈X
b(x, y)|f(x)− f(y)|2 +
∑
x∈X
|V (x)||f(x)|2µ(x) <∞},
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and Q acts upon D by
Q(f, g) = 1
2
∑
x,y∈X
b(x, y)(f(x)− f(y))(g(x) − g(y)) +
∑
x∈X
V (x)f(x)g(x)µ(x).
In this situation the formula discussed in Lemma 2.4 reads
Qc(f, g) = (f,Hg), f, g ∈ Cc(X).
We finish this section with the discussion of a ground state transform for the operator H
and the form Qc. For a nonnegative function f we set
b(f) : X ×X → [0,∞), b(f)(x, y) = f(x)f(y)b(x, y).
Clearly, b(f)(x, x) = 0 and b(f)(x, y) = b(f)(y, x) for all x, y ∈ X. Therefore, b(f) satisfies
assumptions (b0) and (b1). It satisfies (b2) if and only if f ∈ F . In this case, (X, b(f)) is
a weighted graph in the sense of Subsection 2.1. The Schrödinger form on Cc(X) that is
associated with the graph (X, b(f)) and the potential V = 0 is denoted by Qc,f . If f is a
subsolution to an eigenvalue equation, then Qc and Qc,f are related through the following
lemma. The presented proof is taken from [16], which contains a version for nonnegative
potentials.
Lemma 2.5 (Ground state transform). Let f ∈ F nonnegative and λ ∈ R such that Hf ≤ λf .
For all ϕ ∈ Cc(X) the inequality
Qc(fϕ) ≤ Qc,f (ϕ) + λ‖fϕ‖22.
holds.
Proof. Since f is nonnegative and f |ϕ|2 has compact support, the inequality Hf ≤ λf yields
λ‖fϕ‖22 = (f |ϕ|2, λf) ≥ (f |ϕ|2,Hf).
From Green’s formula (Lemma 2.1) we infer
(f |ϕ|2,Hf) = 1
2
∑
x,y∈X
b(x, y)(f(x) − f(y))(f(x)|ϕ(x)|2 − f(y)|ϕ(y)|2) +
∑
x∈X
V (x)|fϕ|(x)2.
With this at hand, the desired inequality follows from the identity
(f(x)− f(y))(f(x)|ϕ(x)|2 − f(y)|ϕ(y)|2) = |f(x)ϕ(x) − f(y)ϕ(y)|2 − f(x)f(y)|ϕ(x) − ϕ(y)|2
and the fact that all occurring sums converge due to f ∈ F and the finite support of fϕ.
3. Existence of realizations of H and M
In this section we discuss the existence of self-adjoint restrictions of the formal operators
H and M with two additional properties. The operators that we seek for are lower semi-
bounded and they reflect the discrete nature of the underlying space, i.e., we assume that test
functions are cores in the domains of the associated quadratic forms. This is made precise
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in Definition 3.1. In Subsection 3.1 we prove that such realizations exist for nonnegative
bundle endomorphisms and potentials, see Proposition 3.4, and we use perturbation theory
of quadratic forms to lift this result to bundle endomorphisms and potentials with small
negative part, see Proposition 3.7. In Subsection 3.2 we prove the existence of realizations for
scalar Schrödinger operators with admissible potentials, see Theorem 3.13, and lift this result
to magnetic Schrödinger operators with the help of domination of the associated quadratic
forms, see Theorem 3.8. Domination can be avoided when the underlying graph is locally
finite or satisfies the weaker finiteness condition (FC); this is the content of Subsection 3.3.
Instead of discussing literature and examples in the main text, for the most part we postpone
them to Subsection 3.4.
Definition 3.1 (Discrete magnetic Schrödinger operator). A self-adjoint operator M on
ℓ2(X,µ;E) is called a realization of M if the following assertions are satisfied.
(R1) M is semi-bounded from below.
(R2) The domain of the quadratic form of M contains Γc(X;E).
(R3) The inclusion D(M) ⊆ FE holds and Mf =Mf for all f ∈ D(M).
A self-adjoint operator is called discrete magnetic Schrödinger operator if it is a realization of
a formal magnetic Schrödinger operator.
Remark. 1. Condition (R1) is technical and restricts the class of operators to the ones
that can be treated with quadratic form methods. In most applications the considered
discrete magnetic Schrödinger operators satisfy this assumption. However, there is one
instance where this is not the case. The adjacency operator that acts formally on
functions in F by
Af(x) =
1
µ(x)
∑
y∈X
b(x, y)f(y)
may have self-adjoint restrictions without being lower semi-bounded, see [11]. Note that
A equals the scalar magnetic Schrödinger operator Mµ,−pi,−Deg, where Deg = µ−1 deg.
2. Condition (R2) pays tribute to the fact that we deal with discrete operators. The space
Γc(X;E) can be seen as the space of test functions (sections). It is tempting to replace
(R2) by the stronger Γc(X;E) ⊆ D(M). However, we shall see below that for graphs
which are not locally finite there exist realizations M of M that satisfy (R2) but not
Γc(X;E) ⊆ D(M). For the existence part see Theorem 3.8 and for the statement about
the domain see Corollary 3.18.
3. Since the operator H is a special instance of the operator M, see Subsection 2.2, this
also defines realizations of H. They are called discrete Schrödinger operators.
If there exist realizations of M, then they are necessarily restrictions of the following oper-
ator.
Definition 3.2 (Maximal restriction of M). The domain of the maximal restriction Mmax
of M is D(Mmax) = {f ∈ FE ∩ ℓ2(X,µ;E) | Mf ∈ ℓ2(X,µ;E)}, on which it acts by
Mmaxf =Mf . In the scalar case the maximal restriction of H is denoted by Hmax.
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Remark. In general Γc(X;E) does not belong to D(M
max), see Subsection 3.3. Nevertheless,
it can be checked that it is always densely defined. It is unclear whether Mmax is a closed
operator on ℓ2(X,µ;E).
Typically realizations ofM and H come from closed lower semi-bounded quadratic forms on
ℓ2(X,µ;E) that extend QcE , respectively forms on ℓ2(X,µ) that extend Qc. If this is the case,
QcE and Qc need to be semi-bounded and closable. Their closures and associated operators
deserve a name.
Definition 3.3 (Closure of QcE and Qc). If QcE = QcΦ,W ;E is lower semi-bounded and closable
on ℓ2(X,µ;E), we denote its closure by Q0E = Q
0
µ,Φ,W ;E and write M
0 = M0µ,Φ,W for the
associated self-adjoint operator. Likewise, if Qc = QcV is lower semi-bounded and closable
on ℓ2(X,µ), we denote its closure by Q0 = Q0µ,V and write H
0 = H0µ,V for the associated
self-adjoint operator.
Remark. In all the cases where we can prove the closability of Q0E it will turn out that M0
is indeed a realization of M. We can think of M0 as the realization of M with Dirichlet
boundary conditions at infinity.
The remaining course of this section is as follows. The simplest situation for proving the
existence of realizations of M is when the bundle endomorphism W is nonnegative. In this
case, the closability of QcE follows from Fatou’s lemma and that M0 is a realization of M
is a consequence of Green’s formula. For endomorphisms with form small negative part, see
Definition 3.5 below, the corresponding statements follow from standard perturbation theory.
If the negative part of the endomorphism is not form small but only such that QcE is lower
semi-bounded on ℓ2(X,µ;E), then the situation is more delicate. In this case, unconditionally
we can only treat scalar Schrödinger operators; if V is such that QcV is lower semi-bounded
on ℓ2(X,µ), we prove its closability and that H0 is a realization of H. Given such a potential
V and a bundle endomorphism W ≥ V , we then use domination of the associated resolvents
to prove the closability of QcE and that M0 is a realization of M.
If the underlying weighted graph satisfies the finiteness condition of Definition 3.16, which
depends on b and µ, no condition on W except that QcE is lower semi-bounded is necessary. In
this case, the form QcE is induced by a symmetric lower semi-bounded operator and we employ
Friedrichs’ extension theorem to obtain a realization of M. Locally finite graphs satisfy the
finiteness condition for all choices of µ.
3.1. Nonnegative endomorphisms and small perturbations
Proposition 3.4 (Realization for nonnegative endomorphisms). If W ≥ 0, then QcE is non-
negative and closable. Moreover, Q0E is a restriction of QE and M0 is a realization of M.
Proof. Since W ≥ 0, the form QcE is nonnegative and, in particular, lower semi-bounded. We
prove that QcE is closable by showing that it is lower semicontinuous on its domain Γc(X;E)
with respect to ℓ2(X,µ;E)-convergence. Let ϕ,ϕn ∈ Γc(X;E) with ϕn → ϕ in ℓ2(X,µ;E).
Since Wx : Ex → Ex and Φx,y : Ey → Ex are continuous, for x, y ∈ X we have |ϕn(x) −
Φx,yϕn(y)| → |ϕ(x) − Φx,yϕ(y)| and 〈Wxϕn(x), ϕn(x)〉 → 〈Wxϕ(x), ϕ(x)〉, as n → ∞. With
this and W ≥ 0 at hand, we infer from Fatou’s lemma
QcE(ϕ) ≤ lim infn→∞ Q
c
E(ϕn).
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This shows closability of QcE .
Next we prove D(Q0E) ⊆ DE and Q0E = QE on D(Q0E). To this end, let f ∈ D(Q0E) and let
ϕn ∈ Γc(X;E) with ϕn → f with respect to the form norm. In particular, QcE(ϕm − ϕn) is
arbitrarily small for large enough n,m and QcE(ϕn) → Q0E(f), as n →∞. Let fn := f − ϕn.
Another application of Fatou’s lemma as above shows
1
2
∑
x,y∈X
b(x, y)|fn(x)− Φx,yfn(y)|2 +
∑
x∈X
〈Wxfn(x), fn(x)〉µ(x) ≤ lim inf
m→∞
QcE(ϕm − ϕn).
Therefore, f ∈ DE and the left hand side of the previous inequality equals QE(f −ϕn). Since
the square roots of QcE and QE are semi-norms that agree on Γc(X;E), the above also implies
|QE(f)1/2 −QcE(ϕn)1/2| ≤ QE(f − ϕn)1/2 ≤ lim infm→∞ Q
c
E(ϕm − ϕn)1/2.
This shows
Q0E(f) = limn→∞
QcE(ϕn) = QE(f).
Since the off-diagonal values of QE and Q0E can be recovered from on-diagonal values via
polarization, we obtain that Q0E is a restriction of QE .
It remains to prove the claim about the operator M0. Since Q0E is nonnegative, M
0 is
lower semi-bounded and therefore satisfies (R1). By definition we have Γc(X;E) ⊆ D(Q0E)
such that (R2) holds also. Moreover, the general inclusion D(M0) ⊆ D(Q0E) and the already
proven D(Q0E) ⊆ DE combined with Lemma 2.4 yield D(M0) ⊆ FE . With all this at hand,
another application of Lemma 2.4 shows that for f ∈ D(M0) and ϕ ∈ Γc(X;E) ⊆ D(Q0E) we
have
〈ϕ,M0f〉2;E = Q0E(ϕ, f) = QE(ϕ, f) = (ϕ,Mf)E .
This implies M0f =Mf and finishes the proof.
As already mentioned at the beginning of this section, we can only treat special classes of
bundle endomorphism that are not nonnegative. This is discussed next.
To a self-adjoint bundle endomorphismW we associate the quadratic form qW on ℓ
2(X,µ;E)
with domain
D(qW ) = {f ∈ ℓ2(X,µ;E) |
∑
x∈X
〈|Wx|f(x), f(x)〉µ(x) <∞},
on which it acts by
qW (f) =
∑
x∈X
〈Wxf(x), f(x)〉µ(x).
Recall that qW− is relatively form bounded with respect toQcΦ,W+;E on ℓ2(X,µ;E) with relative
bound α ≥ 0, if there exists C ∈ R such that
qW−(f) ≤ αQcΦ,W+;E(f) + C‖f‖22;E for all f ∈ Γc(X;E).
We shall deal with the following classes of endomorphisms.
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Definition 3.5 (Admissible endomorphisms). A self-adjoint bundle endomorphism W is
called admissible with respect to µ and Φ, if QcΦ,W ;E is lower semi-bounded on ℓ2(X,µ;E).
The class of all admissible bundle endomorphisms with respect to µ and Φ is denoted by
Aµ,Φ;E. We say that an admissible endomorphism W has a form small negative part if qW− is
relatively form bounded with respect to QcΦ,W+;E on ℓ2(X,µ;E) with relative bound α < 1.
The class of endomorphisms with form small negative part is denoted by Sµ,Φ;E.
In the scalar case when E = (C)x∈X and Φ = (Id)x,y∈X we drop the subscripts for the
connection and the bundle and write Aµ for the class of admissible potentials Aµ,Id;(C) and we
write Sµ for the class of potentials with form small negative part Sµ,Id;(C).
Remark. The name admissible potentials is borrowed from [30].
To a self-adjoint bundle endomorphism W on E we associate the function Wmin : X → R
that is given by
Wmin(x) := inf{〈Wxξ, ξ〉 | ξ ∈ Ex with |ξ| = 1}.
Since Wx is bounded and self-adjoint, Wmin(x) is the minimum of the spectrum of Wx. If W
acts on sections by multiplication with a real-valued V ∈ C(X), then Wmin(x) = V (x).
In general it is nontrivial to determine whether a given endomorphism belongs to one of the
discussed classes. However, if there is some information in the scaler case, Kato’s inequality
provides some information in the magnetic case. More precisely, the following proposition
characterizes relative boundedness (uniform in the connection) of magnetic Schrödinger forms
with endomorphism W in terms of the scalar Schrödinger form with potential Wmin.
Proposition 3.6. The following assertions are equivalent.
(i) Wmin ∈ Aµ, i.e., QcWmin is lower semi-bounded on ℓ2(X,µ).
(ii) There exists C ∈ R such that for all unitary connections Φ on E and all ϕ ∈ Γc(X;E)
we have
C‖ϕ‖22;E ≤ QcΦ,W ;E(ϕ).
Proof. (i) ⇒ (ii): Let ϕ ∈ Γc(X;E). We use Green’s formula (Lemma 2.4) and Kato’s
inequality together with the bound W ≥Wmin to obtain
QcΦ,W ;E(ϕ) = (ϕ,Mµ,Φ,Wϕ)E ≥ (|ϕ|,Hµ,Wmin |ϕ|)E = QcWmin(|ϕ|).
Since ‖|ϕ|‖2 = ‖ϕ‖2;E, assertion (ii) follows from this inequality and Wmin ∈ Aµ.
(ii) ⇒ (i): Let ε > 0. Choose η ∈ Γ(X;E) with |η| = 1 such that for all x ∈ X it satisfies
Wmin(x) ≥ 〈Wxη(x), η(x)〉 − ε. Moreover, choose a unitary connection Φ such that for all
x, y ∈ X we have Φx,yη(y) = η(x). By assumption there exists C ∈ R such that for all
ϕ ∈ Cc(X) we have
C‖ϕ‖22 = C‖ϕη‖22;E ≤ QcΦ,W ;E(ϕη) = Qc0(ϕ) + qW (ϕη),
where in the last step we used
|ϕ(x)η(x) − ϕ(y)Φx,yη(y)|2 = |ϕ(x)η(x) − ϕ(y)η(x)|2 = |ϕ(x) − ϕ(y)|2.
Since
qW (ϕη) =
∑
x∈X
|ϕ(x)|2〈Wxη(x), η(x)〉µ(x) ≤
∑
x∈X
|ϕ(x)|2(Wmin + ε)µ(x)
and ε > 0 was arbitrary, this shows that QcWmin is lower semi-bounded on ℓ2(X,µ).
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Remark. 1. The previous proposition shows that Wmin ∈ Aµ implies W ∈ Aµ,Φ;E for
all unitary connections Φ on E. For scalar magnetic Schrödinger operators also the
converse implication is true, but for general magnetic Schrödinger operators the situation
is unclear.
2. Even if Wmin 6∈ Aµ, there can still exist connections Φ for which QcΦ,W ;E is lower semi-
bounded on ℓ2(X,µ;E), see Example 3.19.
The following proposition shows that closability of forms with nonnegative endomorphisms
is preserved under perturbations by small negative endomorphisms.
Proposition 3.7 (Realization for form small negative parts). Let W ∈ SΦ;E. Then QcE =
QcΦ,W ;E is lower semi-bounded and closable on ℓ2(X,µ;E). Its closure Q0E is the restriction
of QE to D(Q0µ,Φ,W+;E) and the associated operator M0 is a realization of M.
Proof. Since W ∈ Sµ,Φ;E , there exists an ε > 0 and constants K ′ > K > 0 such that for all
ϕ ∈ Γc(X;E) we have
0 ≤ εQcΦ,W+;E(ϕ) +K‖ϕ‖22;E ≤ QcE(ϕ) +K ′‖ϕ‖22;E ≤ QcΦ,W+;E(ϕ) +K ′‖ϕ‖22;E .
Therefore, the form norms of QcE and QcΦ,W+;E are equivalent. Since QcΦ,W+;E is closable on
ℓ2(X,µ;E) with closure Q0µ,Φ,W+;E, it follows that QcE is closable and that its closure Q0E
satisfies D(Q0E) = D(Q
0
µ,Φ,W+;E
).
Next we prove that Q0E is a restriction of QE. Let f ∈ D(Q0E) = D(Q0µ,Φ,W+;E) and choose
a sequence (ϕn) in Γc(X;E) that converges to f with respect to the form norm of Q
0
E . We
have ϕn → f in ℓ2(X,µ;E), QcE(ϕn) → Q0E(f) and, by the equivalence of the form norms,
QcΦ,W+;E(ϕn)→ Q0µ,Φ,W+;E(f), as n→∞. Fatou’s lemma and the properties of (ϕn) imply∑
x∈X
〈W−(x)f(x), f(x)〉 ≤ lim inf
n→∞
qW−(ϕn)
≤ lim inf
n→∞
(
QcΦ,W+;E(ϕn) +K ′‖ϕn‖22;E
)
= Q0µ,Φ,W+;E(f) +K
′‖f‖22;E .
This shows f ∈ D(qW−) and, since f ∈ D(Q0E) was arbitrary, also
qW−(f − ϕn) ≤ Q0µ,Φ,W+;E(f − ϕn) +C‖f − ϕn‖22;E . (△)
In Proposition 3.4 we proved D(Q0µ,Φ,W+;E) ⊆ DΦ,W+;E. Since DΦ,W+;E ∩D(qW−) ⊆ DΦ,W ;E,
we obtain f ∈ DΦ,W ;E. The properties of (ϕn) and that qW− is a quadratic form yield
|Q0E(f)1/2 −QE(f)1/2| = limn→∞ |Q
c
E(ϕn)
1/2 −QE(f)1/2|
≤ lim sup
n→∞
|QcΦ,W+;E(ϕn)1/2 −QΦ,W+;E(f)1/2|+ lim sup
n→∞
|qW−(ϕn)1/2 − qW−(f)1/2|.
≤ |Q0µ,Φ,W+;E(f)1/2 −QΦ,W+;E(f)1/2|+ lim sup
n→∞
qW−(ϕn − f)1/2 = 0.
The last equality follows from the fact that Q0µ,Φ,W+;E is a restriction of QΦ,W+;E, see Propo-
sition 3.4, and Inequality (△). Therefore, Q0E is a restriction of QE . With this at hand, the
statement on the operator M0 follows from Green’s formula (Lemma 2.4), cf. the end of the
proof of Proposition 3.4.
16
If the endomorphism only belongs to Aµ,Φ;E and not to Sµ,Φ;E, the closability of QcE and
the existence of realizations of M is more delicate. Even if QcE is closable, the existence of
realizations of M is nontrivial. This is due to the following observation. Suppose that QcE is
closable. In this case it can happen that there exist ϕn ∈ Γc(X;E) and f ∈ D(Q0E) such that
ϕn → f with respect to the form norm, qW−(ϕn) → ∞ and QcΦ,W+;E(ϕn) → ∞, as n → ∞,
see Example 3.20. For such a sequence we still have
Q0E(f) = limn→∞
QcE(ϕn),
but f does not belong to DE . In particular, Q0E is not a restriction if QE and we cannot
infer from Green’s formula that M0 is a realization of M. There are essentially two ways for
dealing with this situation, which are discussed in the subsequent subsections.
3.2. Admissible endomorphisms and domination
In this subsection we use domination of resolvents of magnetic operators by resolvents of scalar
operators to prove closability of QcE and to show that the operator associated to its closure is
a realization of M. The main result of this subsection is the following.
Theorem 3.8 (Realization of discrete magnetic Schrödinger operators). Let Wmin ∈ Aµ.
Then QcE is lower semi-bounded and closable on ℓ2(X,µ;E) and M0 is a realization of M.
In order to employ domination for proving closability we need several technical lemmas,
which may be of interest on their own right. For a background on the Beurling-Deny criteria
we refer to Appendix A.3.
Lemma 3.9. Let V ∈ Aµ. If Qc is closable on ℓ2(X,µ), its closure Q0 satisfies the first
Beurling-Deny criterion. In particular, for α > −λ0(H0) the resolvent (H0+α)−1 is positivity
preserving, i.e., f ≥ 0 implies (H0 + α)−1f ≥ 0.
Proof. Let f ∈ D(Q0) and let (ϕn) a sequence in Cc(X) that converges to f with respect to
the form norm. It follows from the definition of Qc that
Qc(|ϕn|) ≤ Qc(ϕn), n ∈ N.
The ℓ2-lower semicontinuity of Q0 implies
Q0(|f |) ≤ lim inf
n→∞
Q0(|ϕn|) = lim inf
n→∞
Qc(|ϕn|) ≤ lim inf
n→∞
Qc(ϕn) = Q0(f) <∞.
This shows |f | ∈ D(Q0) and the desired inequality. The statement on the resolvent follows
from Proposition A.4.
A self-adjoint restriction of H is a self-adjoint operator H on ℓ2(X,µ) with D(H) ⊆ F
and Hf = Hf for all f ∈ D(H). The following lemma shows that self-adjoint restrictions
whose forms satisfy the first Beurling-Deny criterion are indeed realizations in the sense of
Definition 3.1.
Lemma 3.10. Let V ∈ C(X) real-valued. Let H be a lower semi-bounded self-adjoint restric-
tion of H such that the associated quadratic form Q satisfies the first Beurling-Deny criterion.
Then Q is an extension of Qc, V ∈ Aµ and H is a realization of H.
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Proof. For α > −λ0(H) let Gα := (H+α)−1 the associated resolvent. Since H is a restriction
of H, D(H) ⊆ F so that Gα maps ℓ2(X,µ) to F .
We show that for ϕ ∈ Cc(X) the convergence HαGαϕ → Hϕ holds pointwise, as α →
∞. Once this is proven, Green’s formula (Lemma 2.4) and the characterization of Q via
approximating forms (cf. Appendix A.1) yield
Qc(ϕ) = (ϕ,Hϕ) = lim
α→∞
(ϕ,HαGαϕ) = lim
α→∞
〈ϕ,HαGαϕ〉2 = lim
α→∞
α〈ϕ− αGαϕ,ϕ〉2 = Q(ϕ).
This shows ϕ ∈ D(Q) and that Q is an extension of Qc. Since Q is lower semi-bounded, so is
Qc and we obtain V ∈ Aµ. Therefore, H is a realization of H in the sense of Definition 3.1.
Let now ϕ ∈ Cc(X). The strong continuity of the resolvent implies αGαϕ → ϕ pointwise,
as α→∞. We construct a function f ∈ F that dominates αGαϕ for all α large enough. The
pointwise convergence HαGαϕ→Hϕ, as α→∞, then follows from Lebesgue’s theorem.
We choose a nonnegative ψ ∈ ℓ2(X,µ) and β > −λ0(H) such that Gβψ ≥ |ϕ|. Such ψ and
β exist because (Gα) is positivity preserving (Proposition A.4) and strongly continuous and
ϕ has finite support. Using the resolvent identity and that Gα is positivity preserving, for
α > 2β we obtain
α/2|Gαϕ| ≤ (α− β)Gα|ϕ| ≤ (α− β)GαGβψ = Gβψ −Gαψ ≤ Gβψ.
This shows that for α > 2β the function αGαϕ is dominated by f = 2Gβψ ∈ F and finishes
the proof.
Remark. It is important to note that in the lemma we do not assume that H is a realization
of H. We only assume that H satisfies (R1) and (R3). The lemma says that they imply (R2)
if Q satisfies the first Beurling-Deny criterion.
Lemma 3.11. Let V ∈ Aµ. If Qc is closable on ℓ2(X,µ), the self-adjoint operator H0
associated with the closure Q0 is a realization of H.
Proof. By definition H0 is lower semi-bounded and Cc(X) ⊆ D(Q0). Hence, it suffices to
prove D(H0) ⊆ F and H0f = Hf for f ∈ D(H0).
Let f ∈ D(H0) and let α > −λ0(H0). Then f = (H0 + α)−1g for some g ∈ ℓ2(X,µ).
Since (H0+α)−1 is positivity preserving, this shows that there exist nonnegative fi ∈ D(H0),
i = 1, . . . , 4, with f = f1 − f2 + i(f3 − f4). We can therefore assume f ≥ 0. Let now (ϕn) a
sequence in Cc(X) that converges to f with respect to the form norm. Then ψn := (ϕn∧f)∨0
belongs to Cc(X) and converges to f in ℓ
2(X,µ). Since by Lemma 3.9 the form Q0 satisfies
the first Beurling-Deny criterion, we obtain
‖ψn‖Q0 ≤ ‖ϕn‖Q0 + ‖f‖Q0
from Lemma A.5. Thus (after taking a suitable subsequence) we can assume ψn → f weakly
with respect to the form inner product. Using Green’s formula (Lemma 2.1), for x ∈ X we
obtain
µ(x)H0f(x) = Q0(δx, f) = lim
n→∞
Q0(δx, ψn) = lim
n→∞
Qc(δx, ψn) = lim
n→∞
µ(x)Hψn(x). (♦)
In particular, this shows that limn µ(x)Hψn(x) exists. Moreover,
µ(x)Hψn(x) = deg(x)ψn(x)−
∑
y∈X
b(x, y)ψn(y) + µ(x)V (x)ψn(x).
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Since the ψn also converge pointwise towards f , we obtain that
∑
y∈X b(x, y)ψn(y) converges,
as n→∞. Fatou’s lemma yields
0 ≤
∑
y∈X
b(x, y)f(y) ≤ lim inf
n→∞
∑
y∈X
b(x, y)ψn(y) <∞.
Since x ∈ X was arbitrary, we infer f ∈ F . By construction we have |ψn| ≤ f . There-
fore, Lebesgue’s dominated convergence theorem yields Hψn(x) → Hf(x), as n → ∞. With
Equation (♦) we arrive at H0f(x) = Hf(x) and the lemma is proven.
Lemma 3.12 (Domination). Let V ∈ Aµ and let W ≥ V . Suppose that Qc and QcE are
closable. For any α > −λ0(H0) the value −α belongs to the resolvent set of M0 and the
resolvent (H0 + α)−1 dominates (M0 + α)−1, i.e., for any f ∈ ℓ2(X,µ;E) the following
inequality holds
|(M0 + α)−1f | ≤ (H0 + α)−1|f |.
Proof. We employ the theory of domination developed in [37]. In contrast to our situation this
paper deals with (not necessarily densely defined) forms on functions taking values in a fixed
Hilbert space. If we let E˜ =
⊕
x∈X Ex the direct sum of Hilbert spaces, then ℓ
2(X,µ;E) iso-
metrically embeds into the Hilbert space of square summable E˜-valued functions ℓ2(X,µ; E˜).
Therefore, Q0E can be viewed as a not densely defined closed form on the Hilbert space
ℓ2(X,µ; E˜) and the theory of [37] can be applied.
According to [37, Theorem 4.1] we need to prove that there are form norm dense subspaces
U ⊆ D(Q0E) and V ⊆ D(Q0) such that the following holds:
(a) U is a generalized ideal in V , i.e.,
• f ∈ U implies |f | ∈ V ,
• f ∈ U,ϕ ∈ V and |ϕ| ≤ |f | implies ϕ sgn f ∈ U .
(b) For all f ∈ U and ϕ ∈ V with 0 ≤ ϕ ≤ |f | we have
ReQ0E(ϕ sgn f, f) ≥ Q0(ϕ, |f |).
We choose U = Γc(X;E) and V = Cc(X). By definition they are form dense subspaces
of the forms Q0E respectively Q
0. Moreover, Γc(X;E) is a generalized ideal in Cc(X). The
required inequality follows from Kato’s inequality and Green’s formula. More precisely, for
f ∈ Γc(X;E) and ϕ ∈ Cc(X) with 0 ≤ ϕ ≤ |f | we have 〈f(x), ϕ(x) sgn f(x)〉 = |ϕ(x)||f(x)|
and |ϕ(x) sgn f(x)| = |ϕ(x)| = ϕ(x). Since also W ≥ V , Kato’s inequality (Lemma 2.2)
implies
Re (ϕ sgn f,Mf)E ≥ (ϕ,H|f |).
With this at hand Green’s formula (Lemma 2.4) yields the desired statement.
Theorem 3.13 (Realization of discrete Schrödinger operator). Let V ∈ Aµ. Then Qc is lower
semi-bounded and closable on ℓ2(X,µ) and H0 is a realization of H. Moreover, the associated
quadratic form Q0 satisfies the first Beurling-Deny criterion.
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Proof. Let λ0 := λ0(Qc) the largest lower bound of Qc on ℓ2(X,µ). For n ∈ N0 we let
Vn := max{V,−n}. Since (Vn)− is bounded, it is readily verified that Vn has a form small
negative part so that Vn ∈ Sµ. By Proposition 3.7 the form QcVn is closable; we denote its
closure by Q0n and the associated operator by H
0
n. Since V ≤ Vn, we have λ0 ≤ λ0(Q0n), so
that for α > −λ0 the resolvent Gnα := (H0n+α)−1 exists. As a first step we prove that for each
α > −λ0 the sequence (Gnα)n converges strongly to some operator Gα and that (Gα)α>−λ0 is
a strongly continuous resolvent family.
If m ≥ n, we have V+ = V0 ≥ Vn ≥ Vm. For f ≥ 0 and α > −λ0 Lemma 3.12 applied to
the scalar situation yield
0 ≤ G0αf ≤ Gnαf ≤ Gmα f.
The bound λ0 ≤ λ0(H0n) implies the bound for the operator norm ‖Gnα‖ ≤ (λ0+α)−1. Hence,
it follows from the monotone convergence theorem that for each f ∈ ℓ2(X,µ) and α > −λ0
the limit
Gαf := lim
n→∞
Gnαf
exists. It is readily verified that (Gα) is a family of self-adjoint bounded operators with
‖Gα‖ ≤ (λ0 + α)−1 and that it satisfies the resolvent identity. Next we prove that it is
strongly continuous. To this end, we let f ≥ 0 and use domination to estimate
‖αGαf − αG0αf‖2 = ‖αGαf‖2 − 2〈αGαf, αG0αf〉+ ‖αG0αf‖2
≤ α
2
(λ0 + α)2
‖f‖22 − ‖αG0αf‖2.
Since (G0α) is strongly continuous, this inequality shows αGαf → f , as α→∞, i.e., the strong
continuity of (Gα).
Let now Q be the lower semi-bounded closed quadratic form that is associated with (Gα)
and denote by H the associated self-adjoint operator. We prove that H is a restriction of H
(not a realization cf. the remark after Lemma 3.10). Since Gα is surjective onto D(H), it
suffices to show that Gα maps ℓ
2(X,µ) to F and to verify the equality HGαf = f − αGαf .
To this end, let f ∈ ℓ2(X,µ) nonnegative and set Deg = µ−1 deg. We already know from
Proposition 3.7 that H0n is a restriction of Hµ,Vn . For x ∈ X the monotone convergence
theorem yields
1
µ(x)
∑
y∈X
b(x, y)Gαf(y) = lim
n→∞
1
µ(x)
∑
y∈X
b(x, y)Gnαf(y)
= lim
n→∞
(−Hµ,VnGnαf(x) + Deg(x)Gnαf(x) + Vn(x)Gnαf(x))
= lim
n→∞
(−f(x) + αGnαf(x) + Deg(x)Gnαf(x) + Vn(x)Gnαf(x))
= −f + αGαf(x) + Deg(x)Gαf(x) + V (x)Gαf(x).
This computation implies Gαf ∈ F and HGαf = f − αGαf .
The operator H is a restriction of H and as a monotone limit of positivity preserving
resolvents, its resolvent is positivity preserving. Therefore, the associated form Q satisfies the
first Beurling-Deny criterion, see Proposition A.4. Lemma 3.10 yields that Q is an extension
of Qc and, in particular, that Qc is closable. According to Lemma 3.11 the corresponding
operator H0 is a realization of H. This finishes the proof.
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Remark. 1. The arguments for proving that (Gnα) converges monotone to a strongly con-
tinuous resolvent are taken from [30].
2. The form Q constructed in the proof is indeed the closure of Qc. Proving this would
have saved us from using Lemma 3.10 and Lemma 3.11. We chose this alternative
presentation for two reasons. Lemma 3.10 is used below and Lemma 3.11 might be
interesting on its own right. If anyone comes up with a different proof of the closability
of Qc, Lemma 3.11 shows that the associated operator is a realization of H. One such
alternative proof, which uses the Feynman-Kac formula, can be found in [14].
Corollary 3.14. The operator H has a realization whose associated quadratic form satisfies
the first Beurling-Deny criterion if and only if V ∈ Aµ.
Proof. If V ∈ Aµ, the previous theorem and Lemma 3.9 show that H0 is a realization of H
whose associated form satisfies the first Beurling-Deny criterion.
If H is a realization of H whose associated quadratic form Q satisfies the first Beurling-
Deny criterion, then Lemma 3.10 implies that Q is an extension of Qc. Hence, Qc is lower
semi-bounded, i.e., V ∈ Aµ.
Proof of Theorem 3.8. By assumption we have Wmin ∈ Aµ. Therefore, Theorem 3.13 shows
that H0 := H0µ,Wmin is a realization of Hµ,Wmin. For α > −λ0(H0) we denote the associated
resolvent by Rα := (H
0 + α)−1.
Let Kn := {x ∈ X | λ0(Wx) ≥ −n} and let Wn := W+ − 1KnW−. Since 1KnW− is
uniformly bounded, it is readily verified that Wn ∈ Sµ,Φ;E. We denote the closure of QcΦ,Wn;E
on ℓ2(X,µ;E) by QnE and write (G
n
α) for the corresponding resolvent; their existence follows
from Proposition 3.7. SinceWn ≥Wmin, Proposition 3.6 shows that all the QnE have a common
lower bound. Hence, the forms (QnE) fulfill the assumptions of Lemma A.3 on monotone
convergence of quadratic forms. We obtain that the resolvents (Gnα) strongly converge to a
resolvent (Gα) with associated lower semi-bounded closed quadratic form QE and self-adjoint
operator M .
We prove that M is a realization of M. Condition (R1) is trivially satisfied since QE is
lower semi-bounded. For ϕ ∈ Γc(X;E) it follows from Lemma A.3 that
QE(ϕ) ≤ lim inf
n→∞
QnE(ϕ) = Qc(ϕ) <∞,
showing (R2). Since Wn ≥Wmin, Lemma 3.12 yields that the resolvent Rα dominates Gnα and
hence also Gα, i.e.,
|Gnαf |, |Gαf | ≤ Rα|f |, f ∈ ℓ2(X,µ;E).
The operator H0 is a realization of H so that Rα|f | ∈ D(H0) ⊆ F for all f ∈ ℓ2(X,µ;E).
These two observations imply that the image of (Gα) is contained in FE so that D(M) =
Gαℓ
2(X,µ;E) ⊆ FE . Moreover, domination of the resolvents and Lebesgue’s dominated
convergence theorem show that for x ∈ X and f ∈ ℓ2(X,µ;E) in the space Ex we have∑
y∈X
b(x, y)Φx,yGαf(y) = lim
n→∞
∑
y∈X
b(x, y)Φx,yG
n
αf(y).
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For x ∈ X this implies
MGαf(x) = lim
n→∞
MGnαf(x)
= lim
n→∞
(Mµ,Φ,WnGnαf(x) + (Wx − (Wn)x)Gnαf(x))
= lim
n→∞
(f(x)− αGnαf(x) + (1Kn(x)− 1)(W−)xGnαf(x))
= f(x)− αGαf(x)
=MGαf(x).
For the third to last equality we used the definition of Wn and that the operator associated
with QnE is a realization of Mµ,Φ,Wn , see Proposition 3.7. From this computation it follows
that M is a restriction of M so that M satisfies (R3).
It remains to show QE = Q
0
E . [35, Corollary 2.4] implies that Γc(X;E) is dense in D(QE).
More precisely, the resolvent (Gα) of QE is dominated by the resolvent (Rα) of Q
0
µ,Wmin
and
Cc(X) = ℓ
2
c(X,µ) (the ℓ
2-functions with compact support in X) is dense in D(Q0µ,Wmin) with
respect to the form norm. It then follows from [35, Corollary 2.4] that Γc(X;E) = ℓ
2
c(X,µ;E)
(the ℓ2-sections with compact support in X) is dense in QE with respect to the form norm.
Let now ϕ ∈ Γc(X;E). Below we prove that for every x ∈ X we haveMαGαϕ(x)→Mϕ(x)
in Ex, as α→∞. Since M is a realization of M and ϕ has finite support, this implies
QE(ϕ) = lim
α→∞
QE(ϕ,αGαϕ) = lim
α→∞
〈ϕ,MαGαϕ〉2;E = (ϕ,Mϕ)E = QcE(ϕ),
where for the last equality we used Green’s formula (Lemma 2.4). This shows that QE is an
extension of Qc. Together with Γc(X;E) being dense in D(QE) we arrive at QE = Q0E.
To finish the proof we show MαGαϕ(x) → Mϕ(x), as α → ∞, with almost the same
arguments as in the proof of Lemma 3.10. Let ψ ∈ ℓ2(X,µ) nonnegative and β > −λ0(H0)
such that Rβψ ≥ |ϕ|. It follows from the domination of Gα by Rα and the resolvent identity
for Rα, that for α > max{2β,−λ0(M)} we have
α/2|Gαϕ| ≤ α/2Rα|ϕ| ≤ Rβψ,
cf. the proof of Lemma 3.10. Since Rβψ ∈ F and (Gα) is strongly continuous, an application
of Lebesgue’s dominated convergence theorem yields∑
y∈X
Φx,yαGαϕ(y)→
∑
y∈X
Φx,yϕ(y), as α→∞.
This implies the desired convergence MαGαϕ(x) → Mϕ(x) in Ex, as α → ∞, and finishes
the proof.
Remark. In the previous proof we showed that the form QE constructed there equals Q
0
E. As
a short cut we employed the theory developed in [35] to show that Γc(X;E) is dense in D(QE).
However, for proving Theorem 3.8 this is not necessary. It is also possible to argue the same
way as at the end of the proof of Theorem 3.13: First show that the operator associated with
QE is a restriction of M and then use domination to obtain that QE is an extension of QcE
(the latter statement is a version of Lemma 3.10 for magnetic operators, which is one step in
the presented proof of Theorem 3.8). After that prove a version of Lemma 3.11 for magnetic
forms with the help of domination instead of using that resolvents are positivity preserving.
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The known proofs for Theorem 3.8 (the discussed one and a probabilistic one for scalar
magnetic Schrödinger operators in [14], cf. Subsection 3.4) have in common that they use
domination of forms. Such a perturbative approach has the drawback that it always has two
steps: One needs to first prove existence of realizations for scalar Schrödinger operators before
one can treat the magnetic case.
3.3. Admissible endomorphisms and graphs with a finiteness condition
The last existence result of realizations deals with the situation when QcE is induced by a
symmetric operator, i.e., when M maps Γc(X;E) to ℓ2(X,µ;E). We first put this condition
into perspective.
Lemma 3.15. The following assertions are equivalent.
(i) MΓc(X;E) ⊆ ℓ2(X,µ;E).
(ii) For all x ∈ X the function X → R, y 7→ b(x, y)/µ(y) belongs to ℓ2(X,µ).
In this case, ℓ2(X,µ;E) ⊆ FE . In particular, both assertions are satisfied if the graph (X, b)
is locally finite.
Proof. For x ∈ X and ξ ∈ Ex with |ξ| = 1 we let δx, ξ the compactly supported section with
δx, ξ(x) = ξ and δx, ξ(y) = 0 if y 6= x. It follows from the definitions that Mδx, ξ ∈ ℓ2(X,µ) if
and only if X → R, y 7→ b(x, y)/µ(y) belongs to ℓ2(X,µ). This shows the equivalence of (i)
and (ii).
Moreover, if (ii) holds, the Cauchy-Schwarz inequality implies
∑
y∈X
b(x, y)|f(y)| ≤ ‖b(x, ·)/µ‖2
∑
y∈X
|f(y)|2µ(y)
1/2 .
This proves the inclusion ℓ2(X,µ;E) ⊆ FE .
The previous lemma shows that the inclusion MΓc(X;E) ⊆ ℓ2(X,µ;E) only depends on
(X, b) and the weight µ and not on the connection nor on the endomorphism. If it is satisfied,
the restriction of M to Γc(X;E) is a densely-defined operator on ℓ2(X,µ;E).
Definition 3.16 (Finiteness condition and the minimal restriction ofM). The triplet (X, b, µ)
satisfies the finiteness condition (FC) if for all x ∈ X the functionX → R, y 7→ b(x, y)/µ(y) be-
longs to ℓ2(X,µ). In this case, the operator Mmin : D(Mmin)→ ℓ2(X,µ;E) with D(Mmin) =
Γc(X;E) and M
minf =Mf for f ∈ D(Mmin) is called the minimal restriction of M.
The following proposition is the main result of this subsection.
Proposition 3.17 (Realization under finiteness condition). Suppose that (FC) holds.
(a) (Mmin)∗ = Mmax. In particular, (Mmin)∗ is the restriction of M to
D((Mmin)∗) = {f ∈ ℓ2(X,µ;E) | Mf ∈ ℓ2(X,µ;E)}.
(b) If W ∈ Aµ,Φ;E, the form QcE is lower semi-bound and closable, and the operator M0 is a
realization of M.
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(c) If M is a realization of M, then M is an extension of Mmin and the associated quadratic
form is an extension of QcE .
Proof. (a): Let f ∈ D((Mmin)∗). By Lemma 3.15 we have f ∈ FE . For ϕ ∈ Γc(X;E) we
infer from Green’s formula (Lemma 2.1) and the definition of Mmin that
〈ϕ, (Mmin)∗f〉2;E = 〈Mminϕ, f〉2;E =
∑
x∈X
〈Mϕ(x), f(x)〉µ(x) = (ϕ,Mf)E .
This shows Mf = (Mmin)∗f ∈ ℓ2(X,µ;E). Therefore, (Mmin)∗ is a restriction of Mmax.
Let now f ∈ D(Mmax). Since by definition D(Mmax) ⊆ FE , Green’s formula (Lemma 2.1)
implies that for ϕ ∈ D(Mmin) = Γc(X;E) we have
〈Mminϕ, f〉2;E =
∑
x∈X
〈Mϕ(x), f(x)〉µ(x) = (ϕ,Mf)E = 〈ϕ,Mmaxf〉2;E.
This shows f ∈ D((Mmin)∗) and that Mmax is a restriction of (Mmin)∗.
The “In particular”-statement follows from the definition of Mmax and Lemma 3.15.
(b): For ϕ,ψ ∈ Γc(X;E) Green’s formula (Lemma 2.1) and the definition of Mmin yield
〈Mminϕ,ψ〉2;E =
∑
x∈X
〈Mϕ(x), ψ(x)〉µ(x) = QcE(ϕ,ψ) = (ϕ,Mψ)E = 〈ϕ,Mminψ〉2;E .
Therefore, QcE is the quadratic form of the symmetric operator Mmin. Since W ∈ Aµ,Φ;E, it
is also lower semi-bounded. It follows from Friedrichs’ extension theorem that QcE is closable
and that the self-adjoint operator M0 that is associated with the closure Q0E is an extension
of Mmin. With this at hand, (a) implies that M0 is a restriction of Mmax and therefore a
restriction of M. Since Γc(X;E) ⊆ D(Q0E), the operator M0 is a realization of M.
(c): We first prove that the associated quadratic from, which we denote by Q, is an extension
of QcE. Let ϕ ∈ Γc(X;E). By the definition of realizations we have ϕ ∈ D(Q). The domain of
M is dense in D(Q) with respect to the form norm. Hence, there exists a sequence fn ∈ D(M)
such that fn → ϕ with respect to the form norm. Since Mϕ ∈ ℓ2(X,µ;E) and fn ∈ D(M) ⊆
FE , we obtain with the help of Green’s formula (Lemma 2.1) that
Q(ϕ) = lim
n→∞
Q(ϕ, fn) = lim
n→∞
〈ϕ,Mfn〉2;E = lim
n→∞
〈Mϕ, fn〉2;E = 〈Mϕ,ϕ〉2;E = QcE(ϕ).
It remains to prove the statement about M . Let ϕ ∈ Γc(X;E). Since ℓ2(X,µ;E) ⊆ FE , for
f ∈ D(M) Green’s formula (Lemma 2.1) yields
〈Mϕ, f〉2;E = (ϕ,Mf)E = 〈ϕ,Mf〉2;E .
holds. Since Mϕ ∈ ℓ2(X,µ;E), this implies ϕ ∈ D(M∗) and M∗ϕ = Mϕ. Now the claim
follows because M is self-adjoint.
Remark. 1. This proposition allows more general endomorphisms than the corresponding
results for graphs without (FC) in Subsection 3.2 and its proof is much simpler. The
reason for this is that under (FC) Green’s formula is valid for for sections with compact
support, i.e., one has
〈ϕ,Mψ〉2;E = QcE(ϕ,ψ), ϕ, ψ ∈ Γc(X;E).
24
2. The proposition also shows that under (FC) the operator Mmax is closed. It would be
interesting to known whether or not this is true for graphs which do not satisfy (FC).
The following lemma shows why we formulated condition (R2) in the definition of realiza-
tions for the domain of the associated quadratic form and not for the domain of the operator.
Otherwise, we could have only dealt with graphs (X, b) and weights µ that satisfy (FC).
Corollary 3.18. Let W ∈ Aµ,Φ;E. The following assertions are equivalent.
(i) (FC) holds.
(ii) For any realization M of M we have Γc(X;E) ⊆ D(M).
(iii) There exists a realization M of M with Γc(X;E) ⊆ D(M).
Proof. (i) ⇒ (ii): Proposition 3.17 (c) shows that any realization of M is an extension of
Mmin so that Γc(X;E) = D(M
min) ⊆ D(M).
(ii) ⇒ (iii): Proposition 3.17 (b) yields the existence of a realization.
(iii) ⇒ (i): Let M a realization of M with Γc(X;E) ⊆ D(M). Then MΓc(X;E) =
MΓc(X;E) ⊆ ℓ2(X,µ;E), i.e., (FC) holds.
3.4. Summary and examples
In this subsection we summarize the results of this section and put them into perspective of
the existing literature. Moreover, we discuss some examples that show the optimality of our
results.
The whole section was devoted to proving the existence of realizations ofM (and H) under
the following conditions.
(a) W ∈ Aµ,Φ;E and (FC) - admissible endomorphisms & graphs with a finiteness condition.
(b) W ∈ Sµ,Φ;E - endomorphisms with small negative part.
(c) Wmin ∈ Aµ - admissible endomorphisms dominated by an admissible potential.
Remark (Existing literature). (a) The condition (FC), Lemma 3.15, Proposition 3.17 and
their proofs are basically taken from [28], which contains versions of these results for
Schrödinger operators with nonnegative potentials. With the same arguments a version of
Proposition 3.17 is proven in [14] for scalar magnetic Schrödinger operators with admissible
potentials.
(b) The stability of closability under form small perturbations is a standard result in per-
turbation theory of quadratic forms. Thus, the closability of QcE in Proposition 3.7 is
well-known. The arguments for proving that in this case M0 is a realization of M are
taken from [14], which treats scalar magnetic Schrödinger operators. That they can be
extended to general magnetic Schrödinger operators has also been observed in [15].
(c) For scalar magnetic Schrödinger operators the closability ofQcθ,V on ℓ2(X,µ) when V ∈ Aµ
is one of the main results of [14]. There, the proof is based on domination and explicit
computations involving a Feynman-Kac-Ito formula for the corresponding semigroups.
Our approach to proving the closability statements in Theorem 3.13 and in Theorem 3.8
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also uses domination but, in contrast, is entirely analytic. The statement that Wmin ∈ Aµ
implies that M0 is a realization of M is new even for scalar (magnetic) Schrödinger
operators. In [14, 31] the authors could only prove this result under additional conditions.
Remark (Optimality of the results). (a) For graphs with (FC) the condition W ∈ Aµ,Φ;E is
optimal. In this case, the quadratic form of any realization of M is an extension of QcE ,
see Proposition 3.17. Thus, if (FC) holds andM has a realization, then QcE is necessarily
lower semi-bounded, i.e., W ∈ Aµ,Φ;E.
(c) For general graphs it is unclear whether or not Wmin ∈ Aµ is optimal for the existence
of realizations of M. In particular, the existence of realizations of M remains unresolved
when the graph does not satisfy (FC) and W ∈ Aµ,Φ;E but Wmin 6∈ Aµ. Even in the case
of scalar Schrödinger operators it is unclear whether V ∈ Aµ is necessary for the existence
of realizations of H. We only proved that V ∈ Aµ is equivalent to the existence of a
realization whose associated quadratic form satisfies the first Beurling-Deny criterion, cf.
Corollary 3.14. The problem is that in general we were not able prove that the quadratic
form of an arbitrary realization of H is an extension of Qc; we needed to assume the first
Beurling-Deny criterion, cf. Lemma 3.10.
The following example shows that Proposition 3.6 is only valid with some uniform control
over all magnetic fields. It is taken from [11].
Example 3.19. Let Kn = (Xn, bn) be the complete graph on n-vertices Xn, i.e., |Xn| = n
and bn(x, y) = 1 for all x, y ∈ Xn, and let µn the counting measure on Xn. The corresponding
adjacency operator
Anf(x) :=
∑
y∈Xn
bn(x, y)f(x) =
∑
y∈Xn
f(y)
has the eigenvalues n and −1.
Let (X, b) be the direct sum of (Xn, bn), n ∈ N, i.e., X =
⊔
n≥1Xn and b(x, y) = 1, if
x, y ∈ Xn for some n ∈ N, and b(x, y) = 0, else. Moreover, let µ be the counting measure on
X and let A : C(X)→ C(X) the formal adjacency operator
Af(x) =
∑
y∈X
f(y).
It is equals the scalar formal magnetic Schrödinger operatorMµ,−pi,−deg. Since all the An are
lower semi-bounded by −1 on ℓ2(Xn, µn), for ϕ ∈ Cc(X) we obtain
Qc−pi,− deg(ϕ) =
∞∑
n=1
〈An(ϕ1Xn), ϕ1Xn 〉2 ≥
∞∑
n=1
−‖1Xnϕ‖22 = −‖ϕ‖2.
This shows that Qc−pi,−deg is semi-bounded from below so that − deg ∈ Aµ,(−Id);(C). However,
Qc−pi,−deg is not bounded from above (test e.g. with the sequence of normalized eigenfunctions
fn = n
−1/21Xn). Hence, Qc− deg = Qc0,− deg = −Qc−pi,−deg is not bounded from below on
ℓ2(X,µ), so that − deg 6∈ Aµ = Aµ,(Id);(C).
The graph constructed in this example is not connected. However, one can modify the graph
to make it connected as follows. If for each n ∈ N one adds a single edge of weight 1 from some
vertex inXn to some vertex inXn+1, then the adjacency operator A
′ of the resulting connected
graph is a bounded perturbation of A. Therefore, the discussed boundedness properties of A
are passed on to A′.
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When the endomorphism W has a small negative part (i.e. W ∈ Sµ,Φ;E) we do not only
obtain that M0 is a realization ofM but also gain some information about the domain of the
associated quadratic form; it is contained in DΦ,W+;E and Q0E is a restriction of QE . In the
following example we construct a scalar potential for which this fails. Typically this is the
case for optimal Hardy weights. As a consequence we also obtain that the classes Aµ,Φ;E and
Sµ,Φ;E are different.
Example 3.20. A function w : X → [0,∞) is called a Hardy weight for the graph (X, b) if
Qc0(ϕ) ≥
∑
x∈X
|ϕ(x)|2w(x), ϕ ∈ Cc(X).
In [31] a Hardy weight w is called optimal, if there exists a sequence (en) in Cc(X) with the
following properties.
• lim
n→∞
(
Qc0(en)−
∑
x∈X
|en(x)|2w(x)
)
= 0.
• The sequence (en) converges pointwise to a nonnegative function G.
• G 6∈ ℓ2(X,w), i.e., ∑
x∈X
|G(x)|2w(x) =∞.
If (X, b) is connected, the function G is unique up to multiplication by a constant. It is called
the Agmon ground state for (X, b) and the weight w. The existence of optimal Hardy weights
is established in [31]. On the graph Zd with weight b : Zd×Zd → {0, 1} given by b(x, y) = 1 if
|x− y| = 1 and b(x, y) = 0 else, they construct an optimal Hardy weight provided that d ≥ 3.
Let (X, b) be connected and suppose that w is an optimal Hardy weight. Let µ : X → (0,∞)
a weight such that the Agmon ground state G satisfies G ∈ ℓ2(X,µ) and let V := −wµ−1.
Since w is a Hardy weight, the form
QcV (ϕ) =
1
2
∑
x,y∈X
b(x, y)|ϕ(x) − ϕ(y)|2 −
∑
x∈X
|ϕ(x)|2w(x), ϕ ∈ Cc(X),
is nonnegative. According to Theorem 3.13 it is closable on ℓ2(X,µ). We prove that its closure
Q0 = Q0µ,V is not a restriction of QV . Since G 6∈ ℓ2(X,w), it suffices to prove G ∈ D(Q0) and
Q0(G) = 0.
Let (en) a sequence in Cc(X) as in the definition of optimal Hardy weights and consider
fn := (en∨0)∧G, which also has compact support. The choice of µ and Lebesgue’s dominated
convergence theorem imply that (fn) converges in ℓ
2(X,µ) towards G. Moreover, the ℓ2-lower
semicontinuity of Q0 and it satisfying the first Beurling-Deny criterion imply
Q0(fn)
1/2 ≤ lim inf
m→∞
Q0((en ∨ 0) ∧ em)1/2 ≤ lim inf
m→∞
(
Q0(en)
1/2 +Q0(em)
1/2
)
= Q0(en)
1/2,
see Lemma A.5. Hence, (fn) is also a sequence as in the definition of optimal Hardy weights,
which additionally converges in ℓ2(X,µ) towards G. These properties and the inequality
Q0(fn − fm)1/2 ≤ Q0(fn)1/2 +Q0(fm)1/2 show that (fn) is Cauchy with respect to the form
norm. Since Q0 is closed, it follows that G ∈ D(Q0) and
Q0(G) = lim
n→∞
Q0(fn) = 0.
This finishes the proof.
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4. Bounded realizations of M and H
In this section we discuss when M and H have bounded realizations. For this the function
B = Bµ,W : X → [0,∞) that is given by
B(x) = sup{|µ(x)−1 deg(x) + 〈Wxξ, ξ〉| | ξ ∈ Ex with |ξ| = 1}, x ∈ X,
plays an important role. Our main theorem regarding bounded realizations reads as follows.
Theorem 4.1. The following assertions are equivalent.
(i) The function B is bounded and W ∈ Aµ,Φ;E ∩ Aµ,−Φ;E.
(ii) The form QcE = QcΦ,W ;E is bounded on ℓ2(X,µ;E).
(iii) M has a bounded realization.
(iv) D(Mmax) = ℓ2(X,µ;E).
(v) The operator Mmax is a bounded realization of M.
If the above are satisfied, then (FC) holds and Mmin is essentially self-adjoint.
Proof. We let Deg = µ−1 deg. With the same symbol we denote the bundle endomorphism
that acts upon Γ(X;E) by pointwise multiplication with Deg. For ϕ ∈ Γc(X;E) we note the
identity
QcΦ,W ;E(ϕ) = 2qDeg+W (ϕ)−Qc−Φ,W ;E(ϕ). (♥)
(i)⇒ (ii): The identity (♥) and the lower semi-boundedness of QcΦ,W ;E and Qc−Φ,W ;E imply
the existence of C ≥ 0 such that
−C‖ϕ‖22;E ≤ QcΦ,W ;E(ϕ) ≤ 2qDeg+W (ϕ) + C‖ϕ‖22;E .
Since qDeg+W (ϕ) ≤ qB(|ϕ|) ≤ supB‖ϕ‖22;E, we arrive at (ii).
(ii) ⇒ (i): Clearly, the boundedness of forms implies lower semi-boundedness. Hence, it
suffices to prove that the function B and the form Qc−Φ,W ;E are bounded. For x ∈ X and
ξ ∈ Ex we denote by δx,ξ the finitely supported section with δx,ξ(x) = ξ and δx,ξ(y) = 0 for
y 6= x. If |ξ| = 1, then
QcΦ,W ;E(δx,ξ) = deg(x) + 〈Wxξ, ξ〉µ(x).
From the boundedness of QcΦ,W ;E we infer the existence of C ≥ 0 such that
|QcΦ,W ;E(δx,ξ)| ≤ C‖δx,ξ‖22;E = Cµ(x).
Combining both inequalities yields that B is bounded. With this at hand, the boundedness
of Qc−Φ,W ;E follows from the boundedness of QcΦ,W ;E and the identity (♥).
(ii) ⇒ (iv): Since QcΦ,W ;E is bounded, its closure Q0 is a continuous quadratic form on
ℓ2(X,µ;E) and the associated self-adjoint operator M0 is bounded. For ϕ,ψ ∈ Γc(X;E)
Green’s formula (Lemma 2.1) implies
〈ϕ,M0ψ〉2;E = Q0(ϕ,ψ) = QcΦ,W ;E(ϕ,ψ) = (ϕ,Mψ)E .
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This shows (FC), i.e., MΓc(X;E) ⊆ ℓ2(X,µ;E), and that M0 is an extension of Mmin.
Therefore, M0 = (M0)∗ is a restriction of (Mmin)∗ = Mmax; for the last equality we used
Proposition 3.17. We arrive at ℓ2(X,µ;E) = D(M0) ⊆ D(Mmax).
(iv) ⇒ (v): Assertion (iv) implies MΓc(X;E) ⊆ ℓ2(X,µ;E) and so (FC) holds. It follows
from Proposition 3.17 that Mmax is closed. Since by assumption D(Mmax) = ℓ2(X,µ;E),
the closed graph theorem implies that Mmax is continuous. It remains to prove that Mmax is
self-adjoint. Green’s formula (Lemma 2.1) and (FC) yield
〈Mmaxf, g〉2;E = 〈f,Mmaxg〉2;E
for f, g ∈ Γc(X;E). By continuity this identity extends to f, g ∈ ℓ2(X,µ;E).
(v) ⇒ (iii): This is trivial.
(iii) ⇒ (ii): Let M be a bounded realization of M. For ϕ ∈ Γc(X;E) Green’s formula
(Lemma 2.1) implies
|QcΦ,W ;E(ϕ)| = |(ϕ,Mϕ)E | = |〈ϕ,Mϕ〉2;E | ≤ ‖M‖‖ϕ‖22;E .
This proves (ii).
Suppose now that one of the assertions holds. That they imply (FC) was proven along the
way. Moreover, (v) shows that Mmax is self-adjoint. According to Proposition 3.17 it satisfies
Mmax = (Mmin)∗, so that Mmin is essentially self-adjoint.
Remark. As remarked in Subsection 3.2, in general it is hard to determine whether a given
endomorphism W belongs to Aµ,Φ;E ∩ Aµ,−Φ;E or not. Proposition 3.6 gives the sufficient
condition Wmin ∈ Aµ, which might be easier to check. Note that this is always satisfied if
W ≥ 0.
For scalar Schrödinger operators Hµ,V the function B can be easily computed. It is given by
B = |µ−1 deg+V |. Moreover, the lower bound on the spectrum of the endomorphism Wmin is
given by V itself, cf. the discussion after the definition of Wmin in Subsection 3.1. Therefore,
the theorem and the previous remark yield the following.
Corollary 4.2. The following assertions are equivalent.
(i) The function µ−1 deg+V is bounded and V ∈ Aµ.
(ii) Qc = QcV is bounded on ℓ2(X,µ)
(iii) H has a bounded realization.
(iv) Hmax is a bounded realization of H.
(v) D(Hmax) = ℓ2(X,µ).
Remark. 1. For Schrödinger operators with nonnegative potentials this characterization
of boundedness is contained in [27].
2. Example 3.19 shows that the assumption W ∈ Aµ,Φ;E ∩Aµ,−Φ;E in (i) cannot be weak-
ened. In the example we constructed a graph with counting measure µ (i.e. µ(x) =
1, x ∈ X) such that the scalar magnetic Schrödinger operator with magnetic field
θ = −π and potential − deg (the adjacency operator) is bounded from above but not
from below on ℓ2(X,µ). As discussed there, this means that − deg ∈ Aµ,(−Id);(C) but
− deg 6∈ Aµ = Aµ,(Id);(C). Moreover, it satisfies B(x) = |µ(x)−1 deg(x)− deg(x)| = 0.
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5. Uniqueness of realizations
In this section we discuss two criteria that guarantee the uniqueness of realizations of M and
H. More precisely, we prove the absence of nonnegative subsolutions for scalar operators and
then extend this to magnetic operators with the help of Kato’s inequality. That this in turn
yields uniqueness of realizations is guaranteed by the following lemma.
Lemma 5.1 (Abstract criterion for uniqueness). Let V ∈ C(X) real-valued. Assume that
there exists C ∈ R such that all nonnegative f ∈ ℓ2(X,µ) ∩ F with Hf ≤ Cf satisfy f = 0.
(a) If W ≥ V , then M has at most one realization. If, moreover, Wmin ∈ Aµ, then M has
exactly one realization.
(b) If W ∈ Aµ,Φ;E with W ≥ V and (FC) holds, then Mmin is essentially self-adjoint.
Proof. (a): Suppose that M has two realizations M1 and M2. Since both are by definition
lower semi-bounded, their resolvents (M1 − λ)−1 and (M2 − λ)−1 exist for λ small enough.
Let such a λ with λ ≤ C be given and let g ∈ ℓ2(X,µ;E). Since both are realizations, the
function
f := (M1 − λ)−1g − (M2 − λ)−1g
belongs to ℓ2(X,µ;E) ∩ FE and satisfies (M− λ)f = 0. Kato’s inequality (Lemma 2.2) and
W ≥ V imply |f | ∈ ℓ2(X,µ) ∩ F and H|f | ≤ λ|f |. Since λ ≤ C and |f | ≥ 0, we obtain
H|f | ≤ C|f |. By our assumption this implies |f | = 0, i.e., f = 0. Hence, the resolvents agree
and we conclude M1 = M2. If Wmin ∈ Aµ, the existence of realizations is guaranteed by
Theorem 3.8.
(b) We need to prove that (Mmin)∗ is self-adjoint. According to Proposition 3.17 we have
(Mmin)∗ = Mmax, where Mmax is the restriction of M to D(Mmax) = {f ∈ ℓ2(X,µ;E) |
Mf ∈ ℓ2(X,µ;E)}. Since M0 is a self-adjoint and Mmax is an extension of M0, see Proposi-
tion 3.17, it suffices to prove D(Mmax) ⊆ D(M0) to settle the claim. Let f ∈ D(Mmax) and
for λ small enough consider g := (M0 − λ)−1(M− λ)f , which exists since Mf ∈ ℓ2(X,µ;E).
Since M0 is a realization of M, we conclude that
(M− λ)(f − g) = 0.
With the same arguments as in (a) we obtain f = g ∈ D(M0) and the claim is proven.
Remark. For graphs satisfying (FC) essential self-adjointness is a stronger property than
uniqueness of realizations. This is because realizations are always semi-bounded. Indeed, there
are graphs and magnetic Schrödinger operators whereMmin is not semi-bounded (neither from
above nor from below) but essentially self-adjoint. For example, similar to Example 3.19 one
can consider the adjacency operator on the disjoint union
⊔∞
n=2Kn,n of complete bipartite
graphs on n vertices Kn,n. We leave the details to the reader.
It is unclear whether there are graphs with (FC) and W ∈ Aµ,Φ;E such that the associated
magnetic Schrödinger operator has a unique realization butMmin is not essentially-self-adjoint.
5.1. A measure space criterion
In this subsection we present a uniqueness criterion that is based on combinatorics and the
discreteness of the measure space. It seems to have no counterpart for operators on smooth
spaces.
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Theorem 5.2 (Measure space criterion for uniqueness). Suppose (X, b) has no isolated vertices
and Wmin ∈ Aµ. If there exists α ∈ R such that for each infinite path (xn) we have
∞∑
n=1
µ(xn)
n−1∏
j=0
(
1 +
µ(xj)(Wmin(xj)− α)
deg(xj)
)2
=∞, (♣)
then M has exactly one realization. If, additionally, (FC) holds, then Mmin is essentially
self-adjoint.
Proof. To simplify notation we set Deg := µ−1 deg. We start with proving the following
observation. Under the given assumptions there exists an α ∈ R such that Deg +Wmin ≥ α.
and (♣) holds for all infinite paths.
Since QcWmin is lower semi-bounded on ℓ2(X,µ), the function Deg +Wmin is bounded from
below. This can be easily inferred from the identity
QcWmin(δx) = deg(x) +Wmin(x)µ(x), x ∈ X.
Thus, the bound Deg+Wmin ≥ α is satisfied for small enough α ∈ R . We show that also (♣)
holds for α small enough. Let α0 ∈ R for which (♣) holds for all infinite paths. It suffices to
show that for all small enough α and all x ∈ X we have
(Deg(x) +Wmin(x)− α)2 ≥ (Deg(x) +Wmin(x)− α0)2.
This however is a consequence of Deg +Wmin being bounded from below.
We now use Lemma 5.1 to deduce uniqueness. Let α ∈ R such that (♣) holds for all infinite
paths and Deg +Wmin ≥ α, and let f ∈ ℓ2(X,µ) ∩ F nonnegative with Hµ,Wminf ≤ αf . The
definition of Hµ,Wmin then shows that for each x ∈ X we have
(Deg(x) +Wmin(x)− α)f(x) ≤ 1
µ(x)
∑
y∈X
b(x, y)f(y).
Assume that there exists some x0 ∈ X with f(x0) > 0. By the previous inequality there exists
some x1 ∈ X with x1 ∼ x0 and
Deg(x0) +Wmin(x0)− α
Deg(x0)
f(x0) ≤ f(x1).
Iterating this argument and using Deg +Wmin − α ≥ 0 yields an infinite path (xn) such that
for each n ∈ N we have
f(xn) ≥ f(x0)
n−1∏
j=0
(
1 +
Wmin(xj)− α
Deg(xj)
)
.
Since (♣) holds, this inequality and f(x0) > 0 contradict f ∈ ℓ2(X,µ).
The assumption on the divergence of the sum in the previous theorem is a bit technical.
For nonnegative endomorphisms it reduces to infinite paths having infinite measure, which is
satisfied if infx∈X µ(x) > 0.
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Corollary 5.3. If W ≥ 0 and every infinite path (xn) satisfies
∞∑
n=1
µ(xn) =∞,
then M has exactly one realization. If, additionally, (FC) holds, then Mmin is essentially
self-adjoint.
Remark. 1. The most important application of Corollary 5.3 is when infx∈X µ(x) > 0. In
this case, it shows uniqueness of realizations for all magnetic Schrödinger operators with
nonnegative bundle endomorphism.
If one path has infinite measure, the whole space has infinite measure. Therefore, Corol-
lary 5.3 cannot be used to infer uniqueness of realizations or essential self-adjointness
when µ(X) <∞.
2. The given abstract criterion for essential self-adjointness in Lemma 5.1 and the basic idea
for the proof of Theorem 5.2 go back to [57], which treats graphs with weights b ∈ {0, 1}
and the counting measure. In the presented form Corollary 5.3 is taken from [28], which
treats Schrödinger operators with nonnegative potentials. Variants of Theorem 5.2 are
contained in [12, 14] for scalar magnetic Schrödinger operators.
Compared to [14], our Theorem 5.2 is a bit stronger because we also obtain the existence
of realizations by means of Theorem 3.8.
In [12] only locally finite graphs are considered, but essential self-adjointness of Mmin is
proven without assuming it to be lower semi-bounded. In this case (and more generally
if (FC) holds), for establishing essential self-adjointness of Mmin without assumptions
on W it suffices to prove that for some α ∈ R, γ > 0 all solutions to
((Mmin)∗ + α± γi)f = (Mmax + α± γi)f = 0
satisfy f = 0, see e.g. [47, Theorem X.1]. If (♣) holds for all infinite paths, the
vanishing of such solutions can be proven along the same lines as in [12], where scalar
magnetic Schrödinger operators are treated. Since our paper focuses on lower semi-
bounded realizations, we refrain from giving details.
5.2. A metric space criterion
In this subsection we prove a criterion on uniqueness of realizations that is based on intrinsic
metrics. The philosophy, which is inspired by corresponding results on manifolds, is the
following. A magnetic Schrödinger operator can have unique realizations for two reasons:
1. The space has no boundary so that it is impossible to have different realizations from
imposing different boundary conditions. 2. The space has a boundary but a strong growth
of the potential (or the endomorphism) forces functions in the domain of the operator to
vanish at the boundary. Also in this case boundary conditions can not lead to different
realizations. It turns out that a possible boundary to make this work is the Cauchy boundary
with respect to an intrinsic metric. Theorem 5.4 is a unified approach to both perspectives
and Corollary 5.5 is a precise form of the first. The vanishing of the boundary (completeness)
is replaced by balls with respect to an intrinsic metric being finite. For path metrics on locally
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finite graphs this equivalent to completeness by a discrete version of the Hopf-Rinow theorem,
see Proposition 5.6.
A pseudo metric on X is a symmetric function ρ : X × X → [0,∞) that vanishes on the
diagonal and satisfies the triangle inequality. We let X
ρ
be the completion of X with respect
to ρ and ∂ρX := X
ρ \X the corresponding Cauchy boundary. By Dρ : X → [0,∞] we denote
the distance to the boundary, i.e.,
Dρ(x) := ρ(x, ∂ρX) := inf{ρ(x, z) | z ∈ ∂ρX}.
Here we use the convention Dρ = ∞ if ∂ρX = ∅. Note that Dρ(x) > 0 for all x ∈ X if and
only if ∂ρX is closed in X
ρ
.
For a graph (X, b) and a weight µ a pseudo metric ρ on X is called intrinsic (with respect
to b and µ) if ∑
y∈X
b(x, y)ρ(x, y)2 ≤ µ(x), for all x ∈ X.
Remark. For regular Dirichlet forms intrinsic metrics were introduced and systematically
studied in [9]. For graphs and other non-local operators related concepts, so-called adapted
metrics, were independently introduced in [8, 20, 39]. In recent years they have been used to
solve several open problems in global analysis on graphs. We refer to the survey [26] for a
detailed discussion.
The possibility that Dρ is infinite is implicit in the statement of following theorem, where
by convention dividing by infinity yields zero.
Theorem 5.4. Let ρ be an intrinsic pseudo metric with the following properties.
• ∂ρX is closed in X
ρ
.
• For all ε > 0 all ρ-bounded subsets of {x ∈ X | Dρ(x) ≥ ε} are finite.
If Wmin ≥ 12D2ρ + V with V ∈ Aµ, then M has exactly one realization. If, additionally, (FC)
holds, then Mmin is essentially self-adjoint on ℓ2(X,µ;E).
Proof. We use Lemma 3.9 to prove the statement. Since constant functions belong to Aµ, the
assumption implies that
Wmin ≥ 1
2
max
{
1,
1
D2ρ
}
+ V
for some V ∈ Aµ (which is not the same as in the statement of the theorem). We consider the
discrete Schrödinger operator H′ := Hµ,V ′ with potential V ′ := 12 max{1,D−2ρ } + V . Using
V ∈ Aµ we choose λ ∈ R such that λ‖ϕ‖2 ≤ QcV (ϕ) for all ϕ ∈ Cc(X) and let C := λ − 1.
Furthermore, we let f ∈ F ∩ ℓ2(X,µ) nonnegative with H′f ≤ Cf . By Lemma 3.9 it suffices
to show f = 0.
For ϕ ∈ Cc(X) the ground state transform (Lemma 2.5) yields
QcV ′(fϕ)− C‖ϕf‖2 ≤
1
2
∑
x,y∈X
b(x, y)f(x)f(y)|ϕ(x) − ϕ(y)|2
≤ 1
2
∑
x∈X
f(x)2
∑
y∈X
b(x, y)|ϕ(x) − ϕ(y)|2.
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Moreover, from the choice of C and the definition of V ′ we obtain
1
2
∑
x∈X
|ϕ(x)f(x)|2 max{1,Dρ(x)−2}µ(x) + ‖ϕf‖2 ≤ QcV ′(fϕ)−C‖ϕf‖2.
We choose ϕ to obtain the desired statement from these estimates. We fix a point o ∈ X. Let
0 < ε,R and set
Xε,R := {x ∈ X | Dρ(x) ≥ ε and ρ(o, x) ≤ R}.
By assumption these sets are finite. We consider the piecewise affine functions F : R∪{∞} →
R, F (t) = (t− ε)+ ∧ 1 and G : R+ → R, G(t) = (2 − t/R)+ ∧ 1 and we define ϕ : X → R by
ϕ(x) := F (Dρ(x))G(ρ(o, x)). It is straightforward that ϕ is ρ-Lipschitz with Lipschitz constant
1 + 1/R. Moreover, it is supported in Xε,2R, which is finite. Combining these observations
with the above inequalities and using that ρ is intrinsic we arrive at
1
2
∑
x∈X
|ϕ(x)f(x)|2max{1,Dρ(x)−2}µ(x) + ‖ϕf‖2 ≤ 1
2
(
1 +
1
R
)2
‖f‖2.
For x ∈ Xε,R we have ϕ(x) = (Dρ(x)− ε) ∧ 1 and hence
max
{
1,Dρ(x)
−2
} |ϕ(x)|2 ≥ (1− ε/Dρ(x))2.
This amounts to
1
2
∑
x∈Xε,R
(1− ε/Dρ(x))2|f(x)|2µ(x) + ‖ϕf‖22 ≤
1
2
(
1 +
1
R
)2
‖f‖22.
Now we let ε → 0+ and R → ∞. Since ∂ρX is closed, we have Dρ(x) > 0 for all x ∈ X,
such that under these limits Xε,R ր X and ϕ → Dρ ∧ 1 pointwise. From this we obtain
‖(Dρ ∧ 1)f‖2 = 0 and we arrive at f = 0, which was to be proven.
Corollary 5.5. Let ρ be an intrinsic pseudo metric. Assume that all ρ-balls are finite. If
Wmin ∈ Aµ, then M has exactly one realization. If, moreover, (FC) holds, then Mmin is
essentially self-adjoint.
Proof. Finiteness of ρ-balls implies completeness of (X, ρ) so that ∂ρX = ∅ and Dρ ≡ ∞.
With this at hand, the statement follows from the previous theorem.
Remark. 1. For path metrics (see below) on locally finite graphs finiteness of balls and
completeness coincide, see Proposition 5.6. Hence, Corollary 5.5 is a discrete version of
a classical theorem of Strichartz on manifolds [52], which says that on a complete Rie-
mannian manifold Laplacians on functions, forms and tensors are essentially self-adjoint.
For Schrödinger operators on open subsets of Euclidean space variants of Theorem 5.4
are well known (with Dρ replaced by the distance to the topological boundary of the
domain), see e.g. [44].
2. For discrete Schrödinger operators with vanishing potential Corollary 5.5 was first proven
in [21] and then extended to scalar magnetic Schrödinger operators in [14]. Related but
somewhat weaker results with additional assumptions on µ−1 deg or particular metrics
are contained in [53, 40]. For magnetic Schrödinger operators on bundles over locally
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finite graphs Theorem 5.4 is proven in [43], which was inspired by results on Schrödinger
operators in [5]. In [43] only path metrics (see below) are considered and the potentials
need to be uniformly bounded from below. Moreover, a somewhat stronger assumption
than finiteness of bounded subsets of {x ∈ X | Dρ(x) ≥ ε}, called “regularity of the
graph”, is needed. The presented proof of Theorem 5.4 is a simplified version of the one
given in [43].
3. If infx∈X µ(x) > 0 and W ≥ 0, the criteria in Subsection 5.1 always yield uniqueness of
realizations while Theorem 5.2 may not be applicable. For finite measures the situation
is opposite. In this case, Theorem 5.2 and its corollary may give uniqueness results
while the criteria from Subsection 5.1 fail, see e.g. Example 5.10 below. As a rule of
thumb one can say that Theorem 5.4 and its corollary are most interesting for the finite
measure case.
In the remainder of this section we put the assumptions on closedness of ∂ρX, finiteness
of bounded subsets of {x ∈ X | Dρ(x) ≥ ε} and finiteness of bounded subsets of X into
perspective. There are basically two kinds of (pseudo) metrics on X for which this is possible;
path metrics on locally finite graphs and metrics induced from embeddings of X into Euclidean
spaces (or more generally complete Riemannian manifolds).
Let σ : X ×X → [0,∞) be a symmetric function with σ(x, y) > 0 if and only if x ∼ y. The
length of a finite path γ = (x0, x1, . . . , xn) with respect to σ is defined by
Lσ(γ) :=
n∑
i=1
σ(xi−1, xi).
If the graph (X, b) is connected, the associated path pseudo metric ρσ : X × X → [0,∞) is
defined by
ρσ(x, y) := inf{Lσ(γ) | γ = (x0, . . . , xn) is a path with x0 = x, xn = y}.
Pseudo metrics that arise in this way are called path pseudo metrics. One way to guarantee
that ρσ is intrinsic (with respect to b and µ) is to demand that∑
y∈X
b(x, y)σ(x, y)2 ≤ µ(x), for all x ∈ X.
If σ satisfies this property the path pseudo metric ρσ is called strongly intrinsic. One edge
weight for which this assumption holds is σH : X ×X → [0,∞) with σH(x, y) := 0 if x 6∼ y
and
σH(x, y) := min
{
µ(x)
deg(x)
,
µ(y)
deg(y)
}1/2
, if x ∼ y.
The corresponding path pseudo metric ρσH was introduced in [20].
The following lemma characterizes some of the required properties to apply Theorem 5.4
and Corollary 5.5 for path metrics on locally finite graphs.
Proposition 5.6. Let (X, b) a locally finite connected graph and let σ : X × X → [0,∞)
symmetric with σ(x, y) > 0 if and only if x ∼ y.
(a) ρσ is a metric on X that induces the discrete topology and ∂ρσX is closed in X
ρσ
.
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(b) The following assertions are equivalent.
(i) All ρσ-balls are finite.
(ii) (X, ρσ) is complete.
Proof. (a): For x ∈ X we let σx := inf{σ(x, y) | y ∼ x}. Since (X, b) is locally finite, it satisfies
σx > 0. If y 6= x we have ρσ(x, y) ≥ σx > 0. Hence, ρσ(x, y) = 0 implies x = y so that ρσ
is a metric. Moreover, it follows from the definitions that any ρσ-ball of radius less than σx
around x only contains x. This shows that {x} is open in (X, ρσ) and in (Xρσ , ρσ). Thus, ρσ
induces the discrete topology on X and ∂ρσX is closed in X
ρσ
.
(b): This is contained in [21, Theorem A.1].
The assumption that bounded subsets of {x ∈ X | Dρ(x) ≥ ε} are finite may or may
not be satisfied for path metrics ρ on locally finite graphs. In [6, 43] it is claimed that all
locally finite weighted trees (and more generally graphs of finite first Betti number) have this
property. However, the following example shows that this is not true. It was communicated
to us by Matthias Keller.
Example 5.7. On X := {(n, i) | n ∈ N, i = 1, 2} let the graph b : X ×X → [0,∞) be given
by
b((n, i), (m, j)) =

1 if n = m and i 6= j
min{n,m}−2 if |n−m| = 1 and i = j = 0
0 else
.
W e consider the path metric ρb that is induced by b. Then (X, b) consists of the infinite path
of finite length ((n, 0))n∈N with an edge of length 1 attached to each of the vertices in the
path. In particular, (X, b) is a tree.
The diameter of (X, ρb) is bounded by 1 +
pi2
6 , hence any of its subsets is bounded. The
Cauchy boundary is one point ∂ and the distance to it satisfies
Dρb((n, i)) = ρb((n, i), ∂) = i+
∞∑
k=n
1
k2
.
This shows that for 0 < ε < 1 we have {(n, 1) | n ∈ N} ⊆ {(n, i) ∈ X | Dρb((n, i)) ≥ ε}.
Since {(n, 1) | n ∈ N} is bounded, bounded subsets of {(n, i) ∈ X | Dρb((n, i)) ≥ ε} are not
necessarily finite.
We finish this section by discussing metrics that arise from embeddings into Euclidean
spaces. Let ι : X → Rn be an injective function. We define the metric dι : X×X → [0,∞) by
dι(x, y) := |ι(x)−ι(y)|. Then ι is an isometry from (X, dι) to (Rn, |·|) that maps X to ι(X). It
is readily verified that it extends uniquely to a surjective isometry ιˆ : (X
dι
, dι)→ (ι(X), | · |),
where ι(X) is the closure of ι(X) in Rn. Under this map the Cauchy boundary ∂dιX is
one-to-one with ι(X) \ ι(X). In particular,
Ddι(x) = inf{|ι(x) − a| | a ∈ ι(X) \ ι(X)}.
We say that lim|x|→∞ ι(x) = ∞ if for every R > 0 there exists a finite K ⊆ X such that
|ι(x)| ≥ R for all x ∈ X \K. Recall that D ⊆ Rn is called discrete if every x ∈ D has an open
neighborhood U such that U ∩D = {x}. The following lemma summarizes properties of the
metric space (X, dι), which are relevant for an application of Theorem 5.4.
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Proposition 5.8. Let ι : X → Rd injective.
(a) The following assertions are equivalent.
(i) ∂dιX is closed in X
dι
.
(ii) ι(X) is open in ι(X).
(b) The following assertions are equivalent.
(i) ι(X) is discrete.
(ii) ∂dιX is closed and for every ε > 0 all dι-bounded subsets of
{x ∈ X | Ddι(x) ≥ ε} = {x ∈ X | |ι(x) − a| ≥ ε for all a ∈ ι(X) \ ι(X)}
are finite.
(c) The following assertions are equivalent.
(i) All dι-balls are finite.
(ii) lim
|x|→∞
ι(x) =∞.
(iii) ι(X) is discrete and (X, dι) is complete.
Proof. (a): (i) ⇔ (ii): As mentioned above, ∂dιX and ι(X) \ ι(X) are one-to-one under the
surjective isometry ιˆ : X
dι → ι(X). Therefore, ∂dιX is closed if and only if ι(X) \ ι(X) is
closed in ι(X). This in turn is equivalent to ι(X) being open in ι(X).
(b): (i) ⇒ (ii): The discreteness of ι(X) implies that singleton sets {ι(x)} are open in ι(X)
in the relative topology. Hence, ι(X) is open in ι(X) and (a) implies that ∂dιX is closed.
Let now B be a dι-bounded subset of {x ∈ X | Ddι(x) ≥ ε}. By assumption ι(B) is a
bounded discrete set in Rd that has positive distance from ι(X) \ ι(X). If ι(B) were infinite,
it would contain a sequence (an) of pairwise different points. Since ι(B) is bounded, without
loss of generality we can assume that (an) converges to some point a ∈ ι(B). However, since
ι(X) is discrete, we also have a ∈ Rd \ ι(X). This contradicts the fact that ι(B) has positive
distance to ι(X) \ ι(X).
(ii) ⇒ (i): Suppose that ι(X) is not discrete. Then there exists o ∈ X such that every
Euclidean ball around f(o) contains infinitely many elements of ι(X). According to (a) our
assumption implies that ι(X) is open in ι(X). Hence, there exists an ε > 0 such that |ι(o)−a| ≥
2ε for every a ∈ ι(X) \ ι(X). Now consider the dι-bounded set
B := {x ∈ X | dι(o, x) ≤ ε} = {x ∈ X | |ι(o) − ι(x)| ≤ ε}.
By the choice of o the set B is infinite. Moreover, x ∈ B satisfy
|ι(x) − a| ≥ |ι(o)− a| − |ι(x)− ι(o)| ≥ ε
for every a ∈ ι(X) \ ι(X) so that B ⊆ {x ∈ X | Ddι(x) ≥ ε}. This contradicts (ii).
(c): (i) ⇔ (ii): This is straightforward from the definitions.
(i) ⇒ (iii): Completeness follows from the fact that Cauchy sequences are bounded and
finite sets are compact. The discreteness of ι(X) follows from (b).
(iii) ⇒ (ii): Let o ∈ X and for r > 0 let Br(o) := {x ∈ X | dι(o, x) ≤ r}. Then ι(Br(o))
is obviously bounded in Rd. Since (X, dι) is complete, it is also complete and hence even
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compact in Rd. Thus, if ι(Br(o)) were not finite, there would be an infinite sequence (an) of
pairwise different elements of ι(Br(o)) that converges to some a ∈ ι(Br(o)) = ι(Br(o)). This
however contradicts the discreteness of ι(X).
Remark. 1. The injectivity of ι is not so important. It would have been possible to deal
with functions for which the preimages of singleton sets are finite. In this case, the
resulting distance functions are only pseudo metrics and not metrics.
2. In view of Proposition 5.6 (b) one could ask whether finiteness of dι balls alone is
equivalent to completeness of (X, dι). This is not the case. Consider e.g. X = N0 and
ι : N→ R given by ι(0) = 2 and ι(n) = 2− 1/n, n ∈ N. Then (N, dι) is complete but N
is bounded with respect to dι. In particular, not all dι-balls are finite.
3. Instead of functions with values in Euclidean spaces we could have considered functions
with values in complete metric spaces whose bounded sets are precompact. For example,
this is the case for complete Riemannian manifolds.
For a given graph (X, b) without isolated vertices and an injective function ι : X → Rn
there is a smallest weight µι : X → (0,∞) such that dι is intrinsic with respect to b and µι.
It is given by
µι(x) =
∑
y∈X
b(x, y)|ι(x) − ι(y)|2
and has the property that for all weights µ : X → (0,∞) that satisfy µ ≥ µι the metric dι
is intrinsic with respect to b and µ. Even though this observation is elementary, it allows us
to construct many interesting examples of graphs with finite measures for which Theorem 5.4
can be applied. We finish this subsection with two such examples.
The following example is taken from [45], which is based on [1].
Example 5.9 (Nerves of circle packings). A circle packing in R2 (or C) is a collection of
circles C = (Cj)j∈J , with Cj = {x ∈ R2 | |x − xj| = rj} for some xj ∈ R2 and rj > 0, such
that for i 6= j the interiors of the circles Ci and Cj do not intersect. We say that C is bounded
if ∪j∈JCj is bounded in R2. The nerve (or contact graph) of a circle packing C = (Cj)j∈J is
the graph (XC , bC), where XC = {xj | j ∈ J} and
bC(xi, xj) =
{
1 if Sj ∩ Si 6= ∅
0 else
.
The graph (XC , bC) satisfies the condition (b2) if and only if it is locally finite, i.e., deg(xi) =
#{j ∈ J | Ci ∩ Cj 6= ∅} < ∞ for all xi ∈ XC . We say that C is connected if (XC , bC) is a
connected graph.
Let ι : XC → R2 the identity, i.e., ι(xj) = xj for j ∈ J . Then dι(xi, xj) = |xi− xj| = ri+ rj
so that ι(XC) = XC is discrete. If C is bounded and connected and the function deg is bounded,
then the measure µι is finite. Indeed, if K is an upper bound for deg we obtain
µι(X) =
∑
x∈XC
∑
y∈XC
bC(x, y)|ι(x) − ι(y)|2
=
∑
j∈J
∑
i∈J :Sj∩Si 6=∅
(ri + rj)
2
≤ 4K
∑
j∈J
r2j .
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Since πr2j equals the area of the circle Cj and different circles have disjoint interiors, the above
computation yields µι(X) ≤ 4Kpi Area(C). Here, Area(C) is the area covered by the interiors
of the circles in C. This shows that for the nerve of a bounded connected circle packing with
bounded degree the Euclidean metric is an intrinsic metric with respect to a finite measure.
Moreover, it satisfies the assumptions of Theorem 5.4.
The following example shows how perturbation by a large potential forces a non essentially
self-adjoint operator to become essentially self-adjoint. It also shows that for finite measures
Theorem 5.4 is stronger than Theorem 5.2. The first part of the discussion without the
potential is taken from [21].
Example 5.10. Consider the graph (Z, b) with b(k, l) = 1 if |k − l| = 1. For a weight
µ : Z→ (0,∞) the associated formal Schrödinger operator Hµ,0 acts on C(Z) by
Hµ,0f(k) = 1
µ(k)
(2f(k)− f(k + 1)− f(k − 1)) , k ∈ Z.
Consider the weight ν : Z → (0,∞), ν(k) = 2k−4 for k 6= 0 and ν(0) = 2. Then Hminν,0 is not
essentially self-adjoint. This can be seen as follows. The function h : Z → R with h(k) = k
belongs to ℓ2(X, ν) and satisfies Hν,0h = 0. Hence, h ∈ D(Hmaxν,0 ). However, h has infinite
energy because ∑
k,l∈Z
b(k, l)(h(k) − h(l))2 =
∑
k∈Z
2 =∞.
Since all functions in D(H0ν,0) have finite energy, see Proposition 3.4, this implies h 6∈ D(H0ν,0).
If Hminν,0 were essentially self-adjoint, all self-adjoint extensions of H
min
ν,0 would coincide with
(Hminν,0 )
∗ = Hmaxν,0 . The previous discussion shows that this is not the case.
Let now ι : Z → R given by ι(k) = 2 − 1/k if k 6= 0 and ι(0) = 0. Then ι(Z) is discrete
in R. The Cauchy boundary of Z with respect to dι consists of exactly one point ∂ and the
isometric extension of ι to the completions is given by ιˆ : Z ∪ {∂} → ι(Z) = ι(Z) ∪ {2} with
ιˆ(k) = ι(k) for k ∈ Z and ιˆ(∂) = 2. We obtain that
Ddι(k) = |ι(k) − 2| =
{
1/|k| for k 6= 0
2 for k = 0
.
Moreover, the metric dι is intrinsic with respect to ν, since
µι(k) =
∑
l∈Z
b(k, l)dι(k, l)
2 =
∑
l∈Z
b(k, l)|ι(k) − ι(l)|2 =

2
k2(k2−1) if |k| ≥ 2
5
4 if |k| = 1
2 if k = 0
.
Then Theorem 5.4 and Proposition 5.8 imply that for any V : Z → R with V (k) ≥ k2/2
the operator Hminν,V is essentially self-adjoint ℓ
2(Z, ν). Moreover, for the case V : Z → R,
V (k) = k2/2 the assumptions of Theorem 5.2 are not satisfied, since for all α ∈ R the infinite
path (xn)n≥0 = (n)n≥0 satisfies
∞∑
n=1
ν(n)
n−1∏
k=0
(
1 +
ν(k)(k2/2− α)
2
)2
= 2
∞∑
n=1
1
n4
n−1∏
k=0
(
1 +
(k2/2− α)
2k4
)2
<∞.
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6. Markovian realizations of H and Markov uniqueness
In this section we study realizations of H whose associated quadratic forms are Dirichlet forms.
The semigroups generated by these realizations are Markovian and therefore correspond to
Markov processes on X through the Feynman-Kac formula. Such realizations on possibly
non locally finite graphs have received quite some attention in recent years, see e.g. [27,
28, 18, 50] and references therein. Here we discuss their basic structure and give criteria
for their uniqueness. It turns out that if the potential is nonnegative, there always is a
minimal and a maximal Markovian realization in the sense of quadratic forms, see Theorem 6.5.
Since Markovian realizations are special realizations, theorems that ensure their uniqueness
tend to have weaker assumptions than the ones for essential self-adjointness or uniqueness of
realizations, which we discussed in Section 5. This is the content of Subsection 6.2.
6.1. The structure of Markovian realizations
In this subsection we construct a minimal and a maximal Markovian realization of H and
show that all other Markovian realization lie between them in the sense of quadratic forms.
For the definition and basic properties of Dirichlet forms we refer to Appendix A.3. Since
Dirichlet forms are real quadratic forms, for the purpose of this section it suffices to consider
real-valued functions. We use the following convention.
Convention. In this whole section all functions are real-valued. In particular, we abuse nota-
tion and denote by C(X) the real-valued functions on X, by Cc(X) the real-valued functions
on X with finite support and by ℓ2(X,µ) the Hilbert space of real-valued square summable
functions.
Definition 6.1 (Markovian realization). A realization of H is called Markovian if the associ-
ated quadratic form is a Dirichlet form.
The following lemma shows that for studying Markovian realizations it suffices to consider
the case V ≥ 0.
Lemma 6.2. If H has a Markovian realization, then V ≥ 0.
Proof. Let H be a Markovian realization of H with associated quadratic form Q. It follows
from Lemma 3.10 that Q is an extension of Qc. This implies Qc(ϕ ∧ 1) ≤ Qc(ϕ) for all
ϕ ∈ Cc(X). Let K ⊆ X finite and let x ∈ K. Lemma A.7 shows Qc(1K , δx) ≥ 0 and,
therefore,
0 ≤ Qc(1K , δx) =
∑
y∈X\K
b(x, y) + V (x).
Letting K ր X yields V ≥ 0.
Recall the definition of Q and D from Subsection 2.5. The following well-known proposition
gives the two most prominent Markovian realizations of H when V ≥ 0, see e.g. [28, 50].
Proposition 6.3 (Existence of Markovian realizations). Let V ≥ 0. Then Q0 and the re-
striction of Q to D ∩ ℓ2(X,µ) are Dirichlet forms and the associated operators are Markovian
realizations of H.
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Proof. Let Q(N) denote the restriction of Q to D ∩ ℓ2(X,µ). We first prove that Q(N) is a
Dirichlet form. Its lower semicontinuity with respect to ℓ2(X,µ)-convergence follows from
Fatou’s lemma. Hence, it is closed by Lemma A.1. The definition of Q and V ≥ 0 imply that
for f ∈ D and any normal contraction C : R → R we have C ◦ f ∈ D and Q(C ◦ f) ≤ Q(f).
Since f ∈ ℓ2(X,µ) also implies C ◦ f ∈ ℓ2(X,µ), we obtain that Q(N) is a Dirichlet form. Let
H(N) be the associated self-adjoint operator. For f ∈ D(H(N)) and ϕ ∈ Cc(X) ⊆ D(Q(N))
Green’s formula (Lemma 2.4) shows
〈ϕ,H(N)f〉2 = Q(N)(ϕ, f) = Q(ϕ, f) = (ϕ,Hf).
This implies that H(N) is a realization of H.
We have already seen in Proposition 3.4 that H0 is a realization of H. It remains to show
that Q0 is a Dirichlet form. To this end, let f ∈ D(Q0) and choose a sequence (ϕn) in Cc(X)
that converges to f with respect to the form norm. For a normal contraction C : R → R
the sequence (C ◦ ϕn) belongs to Cc(X) and converges in ℓ2(X,µ) to f . Therefore, the lower
semicontinuity of Q0 and its definition yield
Q0(C ◦ f) ≤ lim inf
n→∞
Q0(C ◦ ϕn) = lim inf
n→∞
Qc(C ◦ ϕn) ≤ lim inf
n→∞
Qc(ϕn) = Q0(f).
This shows that Q0 satisfies the first Beurling-Deny criterion and finishes the proof.
Definition 6.4 (Neumann realization). Let V ≥ 0. The Dirichlet form on ℓ2(X,µ) that is
the restriction of Q to the domain D ∩ ℓ2(X,µ) is denoted by Q(N) = Q(N)µ,V . The associated
self-adjoint operator is called H(N) = H
(N)
µ,V .
Remark. We already noted that H0 can be thought of being the realization ofH with “Dirich-
let boundary conditions at infinity”. As the notation suggests, H(N) should be thought of as
the realization with “Neumann boundary conditions at infinity”. On appropriate compactifi-
cations of X this intuition can be made precise, see [29, 19].
Markovian realizations are ordered in terms of their quadratic forms, cf. Appendix A.1.
The following theorem shows that in this sense H0 is the minimal Markovian realization and
H(N) is the maximal Markovian realization.
Theorem 6.5 (Structure of Markovian realizations). Let H be a Markovian realization of H
with associated Dirichlet form Q. Then V ≥ 0 and Q0 ≤ Q ≤ Q(N). In particular, Q is an
extension of Q0.
Corollary 6.6 (Markov uniqueness). The operator H has exactly one Markovian realization
if and only if V ≥ 0 and Q0 = Q(N).
Remark. 1. We would like to stress that in our convention Q0 ≤ Q ≤ Q(N) means
D(Q0) ⊆ D(Q) ⊆ D(Q(N)) and Q0(f) ≥ Q(f) ≥ Q(N)(f) for all f ∈ ℓ2(X,µ) (with the
forms being equal∞ outside their domains). It emphasizes the size of the form domain;
forms with large domains and small values are large in the sense of this ordering. This
convention seems to be standard in Dirichlet form theory, see e.g. [10, 3].
2. For locally finite graphs this theorem and its corollary are contained in [18]. It is new
for general graphs. The proof given below is based on results of [49].
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3. Since the space is discrete, any Dirichlet form Q that extends Q0 is a Silverstein exten-
sion, i.e., for f ∈ D(Q0)∩ ℓ∞(X) and g ∈ D(Q)∩ ℓ∞(X) we have fg ∈ D(Q0)∩ ℓ∞(X).
This is clear whenever f ∈ Cc(X), the case of general f follows by an approximation
argument.
It also follows from abstract results in Dirichlet form theory that when V = 0 the form
Q(N) is the maximal (Silverstein) extension of Q0, see e.g. [3, Theorem 6.6.9]. In the
case V 6= 0 the abstract results contained in the literature are wrong; they claim that
any (Silverstein) extension Q of Q0 satisfies Q ≤ Q(N). However, in general there are
extensions of Q0 for which Q0 ≤ Q(N) does no hold; for an example see [29, Section 5].
Note that the class of Dirichlet forms treated by Theorem 6.5 is a bit smaller. We only
consider extensions Q of Q0 whose associated operator is a Markovian realization of H.
4. Dirichlet forms Q on ℓ2(X,µ) with Q0 ≤ Q ≤ Q(N) are parametrized by certain Dirichlet
forms on the Royden boundary of the graph. This is discussed in [29].
Let H be a Markovian realization of H and let Q be the associated Dirichlet form. For
f ∈ D(Q) ∩ ℓ∞(X) and ϕ ∈ D(Q) with 0 ≤ ϕ ≤ 1 we define the concatenated form
Qϕ(f) := Q(ϕf)−Q(ϕf2, ϕ).
Since D(Q) ∩ ℓ∞(X) is an algebra, see e.g. [10, Theorem 1.4.2], this is well-defined. For
f ∈ D(Q) ∩ ℓ∞(X) we define the main part of Q by
Qm(f) := sup{Qϕ(f) | ϕ ∈ D(Q) with 0 ≤ ϕ ≤ 1},
and the killing part of Q by
Qk(f) := Q(f)−Qm(f).
The following lemma shows that both are well-defined. It is a special case of the theory
developed in [49, Chapter 3].
Lemma 6.7. Let f, g ∈ D(Q) ∩ ℓ∞(X) and let ϕ,ψ ∈ D(Q) with 0 ≤ ϕ,ψ ≤ 1. Then the
following holds.
(a) 0 ≤ Qϕ(f) ≤ Qm(f) ≤ Q(f) and 0 ≤ Qk(f) ≤ Q(f).
(b) ϕ ≤ ψ implies Qϕ(f) ≤ Qψ(f).
(c) |f | ≤ |g| implies Qk(f) ≤ Qk(g).
Proof. (a) & (b): We show the inequalities 0 ≤ Qϕ(f) ≤ Qψ(f) ≤ Q(f), the rest then
follows from the definitions. We denote by Gα := (H + α)
−1 the resolvents and we use the
approximating forms, see Appendix A.1, to compute
Qϕ(f) = lim
α→∞
α(〈(I − αGα)(ϕf), ϕf〉2 − 〈(I − αGα)(ϕf2), ϕ〉2)
= lim
α→∞
α(〈αGα(ϕf2), ϕ〉2 − 〈αGα(ϕf), ϕf〉2)
and
Q(f) = lim
α→∞
α〈(I − αGα)f, f〉2.
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Since the involved quantities are continuous in f , it suffices to prove
Qαϕ(f) := 〈αGα(ϕf2), ϕ〉2 − 〈αGα(ϕf), ϕf〉2 ≤ 〈(I − αGα)f, f〉2 =: Qα(f)
and the monotonicity in ϕ for f ∈ Cc(X). Let S be the finite support of f . An elementary
computation shows
Qαϕ(f) =
∑
x,y∈S
bαϕ(x, y)(f(x) − f(y))2 +
∑
x∈S
cαϕ(x)f(x)
2,
where for x, y ∈ S the coefficients satisfy
bαϕ(x, y) =
{
−Qαϕ(δx, δy) if x 6= y
0 if x = y
=
{
〈αGα(ϕδx), ϕδy〉2 if x 6= y
0 if x = y
,
and
cαϕ(x) = Q
α
ϕ(1S , δx) = 〈αGα(1X\Sϕ), ϕδx〉2.
Similarly, we obtain
Qα(f) =
∑
x,y∈S
bα(x, y)(f(x)− f(y))2 +
∑
x∈S
cα(x)f(x)2,
where for x, y ∈ S the coefficients satisfy
bα(x, y) =
{
−Qα(δx, δy) if x 6= y
0 if x = y
=
{
〈αGαδx, δy〉2 if x 6= y
0 else
,
and
cα(x) = Qα(1S , δx) = 〈1S − αGα1S , δx〉2.
Since resolvents of Dirichlet forms are positivity preserving, these computations immediately
yield 0 ≤ bαϕ ≤ bαψ ≤ bα and 0 ≤ cαϕ ≤ cαψ. For x ∈ S we obtain
cα(x)− cαϕ(x) = 〈1S − αGα1S , δx〉2 − 〈αGα(1X\Sϕ), ϕδx〉2
≥ 〈1S − αGα1S , δx〉2 − 〈αGα(1X\Sϕ), δx〉2
= 〈1S − αGα(1S + ϕ1X\S), δx〉2.
Since αGα is Markovian and 0 ≤ ϕ ≤ 1, we have αGα(1S +ϕ1X\S) ≤ 1. Therefore, the above
computation shows cαϕ(x) ≤ cα(x) for x ∈ S and the claims are proven.
(c): We prove this statement in two steps. First, we additionally assume that there exists
ψ ∈ D(Q) such that 1{|g|>0} ≤ ψ ≤ 1. Let ε > 0. We use the definition of Qk and that Qϕ is
monotone in ϕ to choose ϕ ∈ D(Q) with ψ ≤ ϕ ≤ 1 such that
|Qm(f)−Qϕ(f)| ≤ ε and |Qm(g) −Qϕ(g)| ≤ ε.
Note that ϕ equals one on the supports of f and g. We obtain
Qk(g) −Qk(f) ≥ Q(g)−Qϕ(g)−Q(f) +Qϕ(f)− 2ε
= Q(ϕg)−Qϕ(g) −Q(ϕf) +Qϕ(f)− 2ε
= Q(ϕg2, ϕ) −Q(ϕf2, ϕ)
= Q(g2 − f2, ϕ)− 2ε.
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Since g2 − f2 is nonnegative and ϕ equals one on the support of g2 − f2, Lemma A.7 yields
Q(g2 − f2, ϕ) ≥ 0 and the claim is proven for these special f and g.
Let now f, g ∈ D(Q) ∩ ℓ∞(X) with |f | ≤ |g| arbitrary. For α > 0 consider the functions
fα := f − (f ∧ α) ∨ (−α) and gα := g − (g ∧ α) ∨ (−α). They satisfy |fα| ≤ |gα| and [10,
Theorem 1.4.2] shows fα, gα ∈ D(Q) and gα → g and fα → f with respect to the form norm,
as α → 0+. Since Q is a Dirichlet form, the function ψα := (α−1|g|) ∧ 1 belongs to D(Q)
and since {|gα| > 0} = {|g| > α}, it equals one on the support of gα. We can therefore apply
the already proven inequality to the functions fα and gα. Moreover, the quadratic form Q
k
is smaller than Q and therefore continuous with respect to Q-convergence. With all of these
properties we conclude
Qk(f) = lim
α→0+
Qk(fα) ≤ lim
α→0+
Qk(gα) = Q
k(g).
This finishes the proof.
For the following proof recall that Q0 is the Schrödinger form with respect to the potential
V = 0.
Proof of Theorem 6.5. By definition we have Q = Qm + Qk on D(Q) ∩ ℓ∞(X) and Q(N) =
Q0 + qV on D(Q(N)). Since bounded functions are dense in the domains of Dirichlet forms,
see e.g. [10, Theorem 1.4.2], it suffices to prove Q0(f) ≤ Qm(f) and qV (f) ≤ Qk(f) for
f ∈ D(Q) ∩ ℓ∞(X).
Let K ⊆ X finite and let f ∈ D(Q) ∩ ℓ∞(X). By Lemma 3.10 the form Q is an extension
of Qc and 1K , 1Kf and 1Kf2 have finite support. Therefore, Lemma 6.7 yields
Qm(f) ≥ Q1K (f) = Qc(1Kf)−Qc(1Kf2, 1K) =
1
2
∑
x,y∈K
b(x, y)(f(x) − f(y))2.
Letting K ր X yields Qm(f) ≥ Q0(f) for all f ∈ D(Q) ∩ ℓ∞(X).
It remains to prove the inequality Qk(f) ≥ qV (f) for f ∈ D(Q) ∩ ℓ∞(X). To this end, let
K ⊆ X finite and let ε > 0. According to Lemma 6.7, we can choose ψ ∈ D(Q) with 1K ≤ ψ ≤
1 such that for each ϕ ∈ D(Q) with ψ ≤ ϕ ≤ 1 we have Qk(1Kf) ≥ Q(1Kf)−Qϕ(1Kf)− ε.
The monotonicity of Qk (Lemma 6.7 (c)) then implies
Qk(f) ≥ Qk(1Kf) ≥ Q(1Kf)−Qϕ(1Kf)− ε = Q(1Kf2, ϕ) − ε.
Since 0 ≤ ϕ ≤ 1 is bounded and the resolvent Gα := (H + α)−1 is Markovian, we have 0 ≤
αGαϕ ≤ 1. It follows from Lebesgue’s dominated convergence theorem that HαGαϕ → Hϕ
pointwise, as α →∞. Moreover, H is a realization of H and 1Kf2 has finite support so that
we obtain
Q(1Kf
2, ϕ) = lim
α→∞
Q(1Kf
2, αGαϕ) = lim
α→∞
(1Kf
2,HαGαϕ) = (1Kf2,Hϕ).
Combining these computations we arrive at
Qk(f) ≥ (1Kf2,Hϕ)− ε,
whenever ϕ ∈ D(Q) with ψ ≤ ϕ ≤ 1. Letting ϕ ր 1 pointwise and using Lebesgue’s
dominated convergence theorem yields Hϕ→ V pointwise. This shows
Qk(f) ≥ (1Kf2, V )− ε =
∑
x∈K
f(x)2V (x)µ(x)− ε.
Since K and ε were arbitrary, this finishes the proof.
44
6.2. Markov uniqueness
In this subsection we discuss criteria for the uniqueness of Markovian realizations of H, which
by Theorem 6.5 is equivalent to Q0 = Q(N). Of course, the results of Section 5 can always
be applied, but in general their assumptions are stronger than what is actually needed for
Markov uniqueness. There are various abstract characterization for Q0 = Q(N) in the context
of graphs, see e.g. [18, 50]. In this text the focus is a bit different. We present characterizations
of Markov uniqueness that are related to the geometry of the graph and therefore have the
same spirit as the results in Section 5.
The first criterion deals with capacities of boundaries. As a preparation we discuss some
of their elementary properties. Let V ≥ 0. A function h : X → [0,∞) is called 1-excessive
(with respect to the form Q(N)) if for every β > 0 we have β(H(N)+ β+1)−1h ≤ h. Here the
resolvent is extended to arbitrary nonnegative functions by monotonicity, i.e.,
(H(N) + β + 1)−1h := sup{(H(N) + β + 1)−1f | f ∈ ℓ2(X,µ) with 0 ≤ f ≤ h}.
Since the resolvent of Q(N) is Markovian, the constant function 1 is always 1-excessive. If
µ(X) <∞ and (V · µ)(X) <∞, it belongs to D(Q(N)). We say that a function f : X → R is
strictly positive if f(x) > 0 for all x ∈ X. We need the following characterizations of excessive
functions.
Lemma 6.8 (Characterization of excessive functions). Let h : X → [0,∞). The following
assertions are equivalent.
(i) h is 1-excessive.
(ii) For every f ∈ D(Q(N)) we have f ∧ h ∈ D(Q(N)) and
Q(N)(f ∧ h) + ‖f ∧ h‖22 ≤ Q(N)(f) + ‖f‖22.
If, additionally, h ∈ D(Q(N)), then these are equivalent to the following.
(iii) Q(N)(h, f) + 〈h, f〉2 ≥ 0 for all nonnegative f ∈ D(Q(N)).
In particular, there always exists a strictly positive 1-excessive function in D(Q(N)).
Proof. The equivalence of the assertions (i) - (iii) follows from [36, Proposition III.1.2] and
[25, Proposition 4].
For the “In particular”-part we let g ∈ ℓ2(X,µ) strictly positive and consider h := (H(N) +
1)−1g. By (iii) it is 1-excessive. We show that it is strictly positive. Suppose that there exists
an x ∈ X with h(x) = 0. For β > 0 let Gβ := (H(N) + 1)−1. The resolvent identity and that
Gβ is positivity preserving yield for β > 1
0 = h(x) = G1g(x) = (β − 1)G1Gβg(x) +Gβg(x) ≥ Gβg(x) ≥ 0.
Since (Gβ) is strongly continuous, we obtain
0 = lim
β→∞
βGβg(x) = g(x) > 0,
a contradiction.
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Let now h be a 1-excessive function. We define the capacity of a set U ⊆ X (with respect
to h and Q(N)) by
caph(U) := inf{‖f‖2Q(N) | f ∈ D(Q(N)) with f ≥ 1Uh},
where ‖f‖2
Q(N)
= Q(N)(f) + ‖f‖22 is the square of the form norm. We use the convention
caph(U) =∞ if the infimum is taken over an empty set. If the convex set {f ∈ D(Q(N)) | f ≥
1Uh} is nonempty, by the Hilbert space projection theorem there exists a unique minimizer
hU ≥ 1Uh such that caph(U) = Q(N)(hU ) + ‖hU‖22. It is called the equilibrium potential of
U (with respect to h). Since by Lemma 6.8 we have ‖|hU | ∧ h‖2Q(N) ≤ ‖hU‖2Q(N) , it satisfies
0 ≤ hU ≤ h. In particular, hU = h on U .
The capacity of the boundary of X is defined by
caph(∂X) := inf{caph(X \K) | K ⊆ X finite}.
Let ρ be a pseudo metric. The capacity of the Cauchy boundary is defined by
caph(∂ρX) := inf{caph(X ∩O) | O ⊆ Xρ open neighborhood of ∂ρX}.
Remark. Let Xˆ be a compactification of X. For an open neighborhood U of Xˆ \X in Xˆ the
set Xˆ \ U = X \ U is compact in X. Since X carries the discrete topology, this means that
X \U is finite. This implies that X ∩U = X \K for some finite K ⊆ X. On the other hand,
if K ⊆ X is finite, the set Xˆ \ K is an open neighborhood of Xˆ \ X. These considerations
show
caph(∂X) = inf{caph(X ∩O) | O ⊆ Xˆ open neighborhood of Xˆ \X}.
Therefore, caph(∂X) and caph(∂ρX) have basically the same definition with the only differ-
ence that open neighborhoods of “the boundary” are defined by two different topologies in
topological spaces containing X.
The results of Subsection 5.2 could be read that absence of a boundary implies uniqueness of
realizations. The following theorem is similar in spirit. It says that smallness of the boundary
yields Markov uniqueness.
Theorem 6.9. If V ≥ 0, the following assertions are equivalent.
(i) H has a unique Markovian realization.
(ii) For any 1-excessive function h ∈ D(Q(N)) we have caph(∂X) = 0.
(iii) There exists one strictly positive 1-excessive function h ∈ D(Q(N)) with caph(∂X) = 0.
If, additionally, (X, b) is connected and locally finite, then these are equivalent to the following.
(iv) For one/any strongly intrinsic path metric ρ and for any 1-excessive function h ∈
D(Q(N)) we have caph(∂ρX) = 0.
(v) For one/any strongly intrinsic path metric ρ and for one strictly positive 1-excessive
function h ∈ D(Q(N)) we have caph(∂ρX) = 0.
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We prove the theorem through several lemmas, which may be of interest on their own right.
For some subset U ⊆ X we denote by πU : ℓ2(X,µ) → ℓ2(U, µ|U ) the restriction f 7→ f |U
and by ιU = (πU )
∗ : ℓ2(U, µ|U ) → ℓ2(X,µ) the embedding that is given by ιUf(x) = f(x) if
x ∈ U and ιUf(x) = 0 if x ∈ X \U . Let Q(N)U be the Dirichlet form on ℓ2(U, µ|U ) with domain
D(Q
(N)
U ) = {f ∈ ℓ2(U, µ|U ) | ιUf ∈ D(Q(N))} on which it acts by Q(N)U (f) := Q(N)(ιUf).
Moreover, let Q0U be the restriction of Q
(N)
U to the closure of Cc(U) with respect to the form
norm ‖ · ‖
Q
(N)
U
. For f ∈ D(Q(N)U ) we have
Q
(N)
U (f) =
1
2
∑
x,y∈U
b(x, y)(f(x) − f(y))2 +
∑
x∈U
f(x)2(V (x) + dU (x))µ(x),
with dU (x) = µ(x)
−1
∑
y∈X\U b(x, y). Hence, Q
(N)
U and Q
0
U are the maximal and the minimal
Dirichlet form on ℓ2(U, µ|U ) associated with the graph (U, b|U×U ) with potential V |U + dU .
The associated operators are Markovian realizations of the Schrödinger operator Hµ|U ,V |U+dU
on the graph b|U×U .
Lemma 6.10. Let (X, b) be a connected locally finite graph and let ρ be a strongly intrinsic
path metric. If U ⊆ X is complete with respect to ρ, then Q0U = Q(N)U .
Proof. We first show that it suffices to consider the connected components of U . Let (Ui)i∈I
the connected components of U . A simple computation using the aforementioned formula for
Q
(N)
U shows
Q
(N)
U (f) =
∑
i∈I
Q
(N)
Ui
(f |Ui).
Hence, if for each Ui we have Q
(N)
Ui
= Q0Ui , then Q
(N)
U = Q
0
U .
Let now σ be an edge weight such that ρ = ρσ and let W a connected component of U . By
ρWσ we denote the path metric that σ|W×W induces on W . Since there are less paths in W
than in X, we have ρWσ ≥ ρσ on W ×W . Moreover, since ρσ is strongly intrinsic, the metric
ρWσ is intrinsic with respect to b|W×W and µ|W .
Claim: (W,ρWσ ) is complete.
Proof of the claim. Let (xn) be a Cauchy sequence in (W,ρ
W
σ ). Since ρ
W
σ ≥ ρσ and W is
complete in with respect to ρσ, it converges with respect to ρσ to some x ∈W . According to
Proposition 5.6 the singleton set {x} is open in (X, ρσ). Hence, (xn) is eventually constant so
that it also converges in (W,ρWσ ) to x. This proves the claim.
As discussed in Proposition 5.6 completeness of (W,ρWσ ) implies that bounded sets in
(W,ρWσ ) are finite. Hence, by Corollary 5.5 the Schrödinger operator Hµ|W ,V |W+dW (with
respect to the graph b|W×W ) has a unique realization on ℓ2(W,µ|W ). The discussion preced-
ing this theorem shows that this implies Q0W = Q
(N)
W .
Lemma 6.11. Let h ∈ D(Q(N)) be 1-excessive. For any U ⊆ X we have
caph(U) = inf{‖h− f‖2Q(N) | f ∈ D(Q(N)) with f1U = 0}.
Proof. Let hU be the equilibrium potential of U . Since hU = h on U , we have h− hU = 0 on
U so that
caph(U) = ‖h− (h− hU )‖2Q(N) ≥ inf{‖h− f‖2Q(N) | f ∈ D(Q(N)) with f1U = 0}.
47
Let now ε > 0 and choose g ∈ D(Q(N)) with g1U = 0 such that
‖h− g‖2
Q(N)
≤ inf{‖h − f‖2
Q(N)
| f ∈ D(Q(N)) with f1U = 0}+ ε.
Since h− g ≥ h1U , this inequality and the definition of caph(U) imply
caph(U) ≤ inf{‖h− f‖2Q(N) | f ∈ D(Q(N)) with f1U = 0}+ ε.
This finishes the proof.
Lemma 6.12. Let (X, b) be a connected locally finite graph and let ρ be a strongly intrinsic
path metric. Let h ∈ D(Q(N)) be a 1-excessive function. Then
caph(∂X) = caph(∂ρX).
Proof. Since ρ is a metric, points are closed. Hence, for any finite K ⊆ X the set Xρ \K is
an open neighborhood of ∂ρX. This implies caph(∂X) ≥ caph(∂ρX).
Let O an open neighborhood of ∂ρX and let hX∩O the corresponding equilibrium potential.
Since hX∩O = h on X ∩ O, the function h − hX∩O is supported in X \ O. Moreover, h −
hX∩O ∈ D(Q(N)) and so the restriction of h − hX∩O to X \ O belongs to D(Q(N)X\O). The
complement X \ O is closed in the completion and therefore complete itself. Lemma 6.10
shows Q0X\O = Q
(N)
X\O. Since h− hX∩O is supported in X \O, this yields that h− hX∩O can
be approximated with respect to ‖ · ‖Q(N) by functions of finite support in X \O.
Let now ε > 0 and let ψ be a function with finite support K ⊆ X \ O that satisfies
‖h− hX∩O − ψ‖Q(N) < ε. Using Lemma 6.11 and that ψ1X\K = 0 we obtain
caph(X ∩O)1/2 = ‖h− (h− hX∩O)‖Q(N) ≥ ‖h− ψ‖Q(N) − ε ≥ caph(X \K)1/2 − ε.
This yields caph(X ∩O) ≥ caph(∂X) and the claim is proven.
Lemma 6.13. Let h be a strictly positive 1-excessive function. If h ∈ D(Q0), then Q0 = Q(N).
Proof. Since Q(N) is a Dirichlet form, it suffices to prove that each nonnegative f ∈ D(Q(N))
can be approximated by finitely supported functions with respect to the form norm. Let (ϕn) a
sequence in Cc(X) that converges to h with respect to the form norm. Since f is nonnegative,
the functions fn := f ∧ ϕn have finite support and they converge in ℓ2(X,µ) to f ∧ h. The
lower semicontinuity of Q0 and that Q0 and Q(N) agree on Cc(X) yield(
Q0(f ∧ h) + ‖f ∧ h‖22
)1/2 ≤ lim inf
n→∞
‖fn‖Q0 = lim inf
n→∞
‖fn‖Q(N) ≤ ‖f‖Q(N) + ‖h‖Q(N) <∞.
For the last inequality we use Lemma A.5. This shows f ∧ h ∈ D(Q0). For any n ∈ N the
function nh is also 1-excessive and belongs to D(Q0). Hence, f ∧ (nh) ∈ D(Q0) for any n ∈ N.
With this at hand, the lower semi-continuity of Q0 and that Q(N) and Q0 agree on D(Q0)
imply
Q0(f) + ‖f‖22 ≤ lim infn→∞
(
Q0(f ∧ (nh)) + ‖f ∧ (nh)‖22
)
= lim inf
n→∞
(
Q(N)(f ∧ (nh)) + ‖f ∧ (nh)‖22
)
≤ Q(N)(f) + ‖f‖22.
For the last inequality we used that nh is 1-excessive and Lemma 6.8. This shows f ∈ D(Q0)
and finishes the proof.
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Lemma 6.14. Let h ∈ D(Q(N)) be a 1-excessive function. Then h ∈ D(Q0) if and only if
caph(∂X) = 0.
Proof. Let h ∈ D(Q(N)) be 1-excessive. Using Lemma 6.11 we obtain
caph(∂X) = inf
K⊆X finite
caph(X \K)
= inf
K⊆X finite
inf{‖h − f‖2
Q(N)
| f1X\K = 0}
= inf{‖h − f‖2
Q(N)
| f ∈ Cc(X)}.
This shows the claim.
Proof of Theorem 6.9. According to Corollary 6.6 for proving the equivalence of (i) - (iii) it
suffices to show that the assertions (ii) and (iii) are equivalent to Q0 = Q(N).
(i) ⇒ (ii): Since Q0 = Q(N), we have h ∈ D(Q0) and Lemma 6.14 shows caph(∂X) = 0.
(ii) ⇒ (iii): This follows from the existence of a strictly positive 1-excessive function, see
Lemma 6.8.
(iii) ⇒ (i): Let h ∈ D(Q(N)) be 1-excessive and strictly positive. According to Lemma 6.14
assertion (iii) implies h ∈ D(Q0). With this at hand Q0 = Q(N) follows from Lemma 6.13.
Assume now additionally that (X, b) is connected and locally finite. The equivalence of the
assertions (ii) and (iv) and of the assertions (iii) and (v) follows from Lemma 6.12 and the
existence of strongly intrinsic path metrics, which was discussed in Subsection 5.2.
Remark. 1. Under the condition 1 ∈ D(Q(N)), for locally finite graphs the equivalence of
Q0 = Q(N) and cap1(∂ρX) = 0 for some strongly intrinsic path metric ρ is contained
in [21]. The idea for the proof of Lemma 6.10 is also taken from [21]. The proofs of
Lemma 6.11, Lemma 6.14 and Lemma 6.13 are taken from [49], which contains abstract
versions of these results and of the equivalence of (i) - (iii) in Theorem 6.9. Lemma 6.12
seems to be a new observation.
2. If 1 ∈ D(Q(N)), the condition cap1(∂ρX) = 0 can be inferred from estimates on the
Minkowski dimension of ∂ρX with respect to the given measure µ, see [21, Theorem 4].
3. For proving caph(∂X) = caph(∂ρX) it was essential that (X, b) is locally finite and
ρ is a strongly intrinsic path metric. If ρ is only an intrinsic metric that induces the
discrete topology on X, we still have caph(∂X) ≥ caph(∂ρX) but we doubt that the
converse inequality holds. Nevertheless, it could still happen that caph(∂ρX) = 0 implies
caph(∂X). If this were the case, in the theorem we could drop the assumption that ρ is
a strongly intrinsic path metric.
In the case of finite measure it is possible to relate Markov uniqueness of H to uniqueness of
realizations of H and the criteria that we gave in Subsection 5.2. This is discussed next. We
denote by D0 = D0V the functions of finite energy f ∈ D = DV for which there exists a sequence
(ϕn) in Cc(X) such that ϕn → f pointwise and Q(f − ϕn) → 0, as n → ∞. In the following
theorem we assume V = 0 for convenience. It would also be true with (V · µ)(X) <∞.
Theorem 6.15. Suppose V = 0. The following assertions are equivalent.
(i) There exists a finite measure µ such that Hµ,0 has a unique Markovian realization.
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(ii) For all finite measures µ the operator Hµ,0 has a unique Markovian realization.
(iii) There exists a finite measure µ such that Hµ,0 has a unique realization.
(iv) There exists a finite measure µ and an intrinsic metric ρ with respect to b and µ that
has finite distance balls.
(v) 1 ∈ D0.
(vi) There exists a function f ∈ D with lim
x→∞
f(x) =∞.
If, additionally, (FC) holds, then these are equivalent to the following.
(vii) There exists a finite measure µ such that Hminµ,0 is essentially self-adjoint.
To shed some light on the measures that are mentioned in (iii) and (vii) we single out the
following lemma before proving the theorem.
Lemma 6.16. Let f ∈ D injective with lim
x→∞
f(x) =∞. Then the metric df (x, y) : X ×X →
[0,∞), df (x, y) = |f(x)− f(y)| has finite distance balls. The measure µf that is given by
µf (x) =
∑
y∈X
b(x, y)|f(x) − f(y)|2
satisfies µf (X) ≤ 2Q(f) <∞ and df is intrinsic with respect to any measure µ ≥ µf .
Proof. According to Proposition 5.8 the metric df has finite distance balls. The other state-
ments follow straightforward from the definitions.
Proof. We first prove the equivalence of (i), (ii) and (v).
(ii) ⇒ (i): This is trivial.
(i) ⇒ (v): Markov uniqueness, V = 0 and µ(X) < ∞ imply 1 ∈ D(Q(N)) = D(Q0).
Moreover, it follows from the definitions that D(Q0) ⊆ D0 ∩ ℓ2(X,µ). This shows 1 ∈ D0.
(v) ⇒ (ii): Let µ a finite measure on X. Since the constant function 1 is 1-excessive and
belongs to D(Q(N)), by Lemma 6.13 it suffices to prove 1 ∈ D(Q0). Let (ϕn) a sequence in
Cc(X) that converges pointwise to 1 and satisfies Q(ϕn − 1) = Q(ϕn) = Qc(ϕn) → 0, as
n → ∞. Consider the sequence ϕ˜n := (ϕn ∧ 1) ∨ 0 in Cc(X). It satisfies Qc(ϕ˜n) ≤ Qc(ϕn)
and, since µ is finite, it converges in ℓ2(X,µ) to 1. The ℓ2-lower semicontinuity of Q0 and that
it is the closure of Qc yields
Q0(1) ≤ lim inf
n→∞
Q0(ϕ˜n) = lim inf
n→∞
Qc(ϕ˜n) ≤ lim inf
n→∞
Qc(ϕn) = 0 <∞.
This shows 1 ∈ D(Q0).
(iv) ⇒ (iii)/(vii) : This follows from Corollary 5.5.
(iii)/(vii) ⇒ (i): This is trivial.
(v)⇒ (vi): Let µ a finite measure. Let (ϕn) be a sequence in Cc(X) that converges pointwise
to 1 and satisfies Q(1 − ϕn) = Q(ϕn)→ 0, as n→∞. As seen in the proof of (v) ⇒ (ii), we
can assume 0 ≤ ϕn ≤ 1 so that ϕn → 1 in ℓ2(X,µ). We can further assume (after choosing a
subsequence) that
∞∑
n=1
‖1− ϕn‖Q(N)µ,0 <∞.
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Hence, f :=
∑∞
n=1(1 − ϕn) exists in the Hilbert space (D(Q(N)µ,0 ), ‖ · ‖Q(N)µ,0 ). For K ∈ N it
satisfies |f(x)| ≥ K whenever x ∈ X \ ∪Kn=1supp(ϕn). This shows limx→∞ f(x) =∞.
(vi) ⇒ (iv): Let f ∈ D with lim
x→∞
f(x) =∞. By modifying the values of f a little bit it can
be chosen to be injective. With this at hand, the statement follows from Lemma 6.16.
Remark. 1. Let V = 0. Weighted graphs (X, b) that satisfy 1 ∈ D0 are called recurrent.
There is a vast amount of literature on abstract and geometric conditions ensuring
recurrence. We refer to the textbooks [51, 55] as well as [50] for further details and
references.
That recurrence (1 ∈ D0) is equivalent to Q0µ,0 = Q(N)µ,0 for finite measures µ is well
known, see e.g. [50] for the discrete setting or [32, 17] in the context of general Dirichlet
forms. Indeed, recurrence always implies Markov uniqueness for all measures.
The equivalence of (iv), (v) and (vi) is taken from [45].
2. Corollary 5.5 shows that the existence of intrinsic metrics with finite distance balls yields
uniqueness of realizations. It is quite remarkable that the previous theorem gives some
kind of converse. Uniqueness of Markovian realizations yields the existence of intrinsic
metrics with finite distance balls and hence also uniqueness of realizations. However, we
warn the reader that this is only true for particular measures. In the proof we construct
finite measures and metrics with finite distance balls that depend on functions as in (vi),
cf. Lemma 6.16. See also Example 6.17 below.
We finish this section with an example of a graph where the previous theorem can be applied.
Moreover, illustrate the construction of the finite measures that appear in assertion (iii)/(vii)
of the theorem.
Example 6.17. Consider the graph (Z, b) of Example 5.10 and the measure να : Z→ (0,∞)
with να(n) = n
−α if n 6= 0 and ν(0) = 1. With the same arguments as in Example 5.10 it is
possible to prove that if α > 3, the operator Hminνα,0 is not essentially self-adjoint on ℓ
2(X, να).
Hence, according to Corollary 5.5, for α > 3 there cannot exist an intrinsic metric with finite
distance balls with respect to b and the measure να.
It is well known that the graph (Z, b) is recurrent, i.e., 1 ∈ D0. Indeed, for 1/2 < α ≤ 1 the
function fα : Z→ R with fα(0) = 1 and
fα(n) = 1 + sgn(n)
|n|∑
k=1
1
kα
, n 6= 0,
satisfies fα ∈ D and lim
x→∞
fα(x) =∞. Therefore, the previous theorem shows 1 ∈ D0 and that
for any finite measure we have Markov uniqueness. In particular, for all α > 1 the operator
Hνα,0 has a unique Markovian realization. For α ≤ 1 essential self-adjointness and Markov
uniqueness can be inferred from Corollary 5.3.
We discuss which finite measures and intrinsic metrics with finite balls are induced by fα,
cf. Lemma 6.16. Let gα = fα/2/
√
2 and consider the measure
µgα(n) =
1
2
∑
k∈Z
b(n, k)(fα/2(n)− fα/2(k))2 =
{
1
2(|n|+1)α +
1
2|n|α if |n| ≥ 1
1 if n = 0
.
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It satisfies µgα ≤ να. Hence, the metric dgα that is given by
dgα(n,m) = |gα(n)− gα(m)| =
1√
2
∣∣∣∣∣∣sgn(n)
|n|∑
k=1
1
kα/2
− sgn(m)
|m|∑
k=1
1
kα/2
∣∣∣∣∣∣
is intrinsic with respect to να. For α ≤ 2 we have lim
x→∞
gα = ∞ so that balls with respect to
dgα are finite, see Proposition 5.8. This shows that for α ≤ 2 the operator Hνα,0 is essentially
self-adjoint on ℓ2(X, να), while for α > 1 the measure να is finite.
In the previous discussion we saw that the operator Hminνα,0 is essentially self-adjoint for α ≤ 2
and not essentially self-adjoint for α > 3. It would be interesting to know what happens for
2 < α ≤ 3. To the best of our knowledge, this is open. Note that Hνα,0 has a unique Markovian
realization for all α ∈ R.
7. Open problems
In this section we collect some of the open problems that arose in the text. For some problems
we also comment on expected answers, turning them into conjectures.
Problem 1. Is Mmax a closed operator on ℓ2(X,µ;E)?
If (FC) is satisfied the maximal restriction Mmax is the adjoint of Mmin and hence it is
closed. For general graphs and finite measures however we expect the answer to be negative
for two reasons. If we take a graph that is not locally finite and equip C(X) with the locally
convex topology of pointwise convergence, the operator Hµ,0 : F → C(X) is not closed as an
unbounded operator on C(X). For finite measures the spaces ℓ2(X,µ) and C(X) and their
topologies are not that different.
Problem 2. Does W ∈ Aµ,Φ;E for all unitary connections Φ on E imply Wmin ∈ Aµ?
At a first glance it seems unlikely that this is true, since by Proposition 3.6 Wmin ∈ Aµ
implies a lower bound for QcΦ,W ;E that is uniform in the connection Φ. On the other hand,
it is not totally unlikely that some uniform boundedness principle yields a positive answer to
the question.
Problem 3. Let M be a realization of M. Is the associated quadratic form an extension of
QcE? In particular, does the existence of a realization of Hµ,V imply V ∈ Aµ?
We resolved this problem in the scalar case when the associated form satisfies the first
Beurling-Deny criterion, see Lemma 3.10. Moreover, by Proposition 3.17 it is satisfied when-
ever (FC) holds. An answer to the “in particular”-part of this problem would show or disprove
the optimality of Theorem 3.13.
Problem 4. Let (X, b) be a graph and let µ be a weight such that (FC) is not satisfied. Is
there W ∈ Aµ,Φ;E with Wmin 6∈ Aµ such that Mµ,Φ,W ;E has / does not have a realization?
This is a case that cannot be treated with domination arguments, cf. also Subsection 3.4.
Problem 5. Is there a graph (X, b) and a weight µ with (FC) and W ∈ Aµ,Φ;E such that
Mmin is not essentially self-adjoint but Mµ,Φ,W ;E has a unique realization?
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Realizations in the sense of Definition 3.1 are always semi-bounded. Hence, uniqueness
of realizations asks for uniqueness in the class of semi-bounded operators while essential
self-adjointness asks for uniqueness in the class of all self-adjoint operators. For a general
symmetric operator on some Hilbert space it can of course happen that it has a unique semi-
bounded extension while it is not essentially self-adjoint. Therefore, the previous questions
asks whether such abstract examples can be realized within the class of magnetic Schrödinger
operators.
Problem 6. Let ρ be an intrinsic pseudo metric such that X is closed in X
ρ
and such that
for all ε > 0 bounded subsets of {x ∈ X | Dρ(x) ≥ ε} are finite. What is the optimal constant
C ≥ 0 such that for all W with Wmin ≥ CD−2ρ + V for some V ∈ Aµ the operator M has a
unique realization?
Theorem 5.4 shows that the optimal constant is smaller than or equal to 12 . For essential
self-adjointness of classical Schrödinger operators −∆+V on open subsets of Euclidean space
(with Dρ replaced by the distance to the topological boundary of the domain) the optimal
constant is 34 , see e.g. [44] for the result in any dimension and [47, Theorem X.10] for the
optimality of the constant in one dimension. Even though this may make our result seem
stronger than in the Euclidean case, it is not. Our discrete operator Hµ,0 plays the same role
as −12∆ (the generator of Brownian motion) in the Euclidean setting. For 12∆ the optimal
constant scales down to 38 , which is smaller than
1
2 .
Problem 7. For which 2 < α ≤ 3 is the operator Hminνα,0 of Example 6.17 essentially self-
adjoint?
It was the general theme of the uniqueness sections that small measures tend to make
discrete magnetic Schrödinger operators less unique. Even for the simplest infinite graph Z
the role of the measure for essential self-adjointness is not fully understood. The previous
problem could be a starting point for further investigations.
A. Quadratic forms on Hilbert spaces
In this appendix we collect basic facts about quadratic forms on Hilbert spaces. In particular,
we treat their monotone limits and the Beurling-Deny criteria. The material presented here
is standard. For the claims where we do not give detailed references, we refer the reader to
the textbooks [10, 46].
A.1. Basics
Let (H, 〈·, ·〉) be a complex Hilbert space with induced norm ‖ · ‖. A functional q : H →
(−∞,∞] is called quadratic form if it is homogeneous and satisfies the parallelogram identity,
i.e., if for all f, g, h ∈ H and λ ∈ C it satisfies
q(λf) = |λ|2q(f)
and
q(f + g) + q(f − g) = 2q(f) + 2q(g).
The domain of a quadratic form q on H is D(q) = {f ∈ H | q(f) < ∞}. It is called densely
defined if the closure of D(q) in H equals H.
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By a theorem of Jordan and von Neumann [22] any quadratic form induces a sesquilinear
form on its domain via polarization, i.e.,
q : D(q)×D(q)→ C, (f, g) 7→ q(f, g) := 1
4
4∑
k=1
ikq(f + ikg)
is sesquilinear. Here we abuse notation and write q for the quadratic form on H and the
induced sesquilinear form on D(q). In this sense, we have q(f, f) = q(f) for f ∈ D(q).
A quadratic form q′ is called an extension of a quadratic form q if D(q) ⊆ D(q′) and
q(f) = q′(f) for f ∈ D(q). Moreover, we say that two quadratic forms q, q′ satisfy q ≤ q′ if
D(q) ⊆ D(q′) and q(f) ≥ q′(f) for all f ∈ D(q). Note that the order relation ≤ on quadratic
forms compares the size of their domains.
A quadratic form q on H is called lower semi-bounded or semi-bounded from below if there
exists a constant C ∈ R such that
C‖f‖2 ≤ q(f) for all f ∈ H. (♠)
By the definition of D(q) this can be replaced by the validity of the above inequality for all
f ∈ D(q). If the quadratic form q is semi-bounded from below, the largest possible constant
C ∈ R for which Inequality (♠) holds is denoted by λ0(q). The quadratic form q−λ0(q)‖·‖2 is
a nonnegative quadratic form. Therefore, the induced sesquilinear form satisfies the Cauchy-
Schwarz inequality.
For a lower semi-bounded quadratic form q and α > 0 the inner product
〈·, ·〉q : D(q)×D(q)→ C, (f, g) 7→ 〈f, g〉q := q(f, g) + (α− λ0(q))〈f, g〉
is called form inner product. The induced norm on D(q) is called the form norm and denoted
by ‖ · ‖q. Even though this definition depends on α > 0, different α yield equivalent norms
and this suffices for our purposes. Note that if fn → f with respect to the form norm, then
also fn → f in H, q(fn − f)→ 0 and q(fn)→ q(f).
A densely defined lower semi-bounded quadratic form q on H is called closed if (D(q), 〈·, ·〉q)
is a Hilbert space; it is called closable if it possesses a closed extension. Closability and
closedness can be characterized by lower semicontinuity as follows, see e.g. [46, Theorem S.18].
Lemma A.1. Let q be a densely defined lower semi-bounded quadratic form on H. The
following assertions are equivalent.
(i) q is closed.
(ii) q is lower semicontinuous, i.e., fn → f in H implies
q(f) ≤ lim inf
n→∞
q(fn).
Lemma A.2. Let q be a densely defined lower semi-bounded quadratic form on H. The
following assertions are equivalent.
(i) q is closable.
(ii) q is lower semicontinuous on its domain, i.e., for all f ∈ D(q) the convergence fn → f
in H implies
q(f) ≤ lim inf
n→∞
q(fn).
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Let q be a densely defined lower semi-bounded closed quadratic form on H. Then there is
a lower semi-bounded self-adjoint operator L that is associated with q. It has the domain
D(L) = {f ∈ D(q) | ex. g ∈ H s.t. q(f, h) = 〈g, h〉 for all h ∈ D(q)},
on which it acts by
Lf = g.
The value λ0(q) is the infimum of the spectrum of L, which is why we also write λ0(L) for
it. The domain of q satisfies D(q) = D((L − λ0(q))1/2). For α > −λ0(q) we denote by
Gα := (L + α)
−1 the resolvent of L. Moreover, for α > −λ0(q) we define the approximating
form q(α) : H → R by
q(α)(f) := α〈f − αGαf, f〉.
It follows from the spectral theorem that they are monotone increasing in the parameter α.
The resolvent and the approximating forms have the following properties. For details we refer
to [10, Section 1.3], where nonnegative forms are treated. The proofs given there work also
for lower semi-bounded forms.
(a) For all α > −λ0(q) the operator Gα is bounded and self-adjoint.
(b) The family (Gα)α>−λ0(q) satisfies the resolvent identity, i.e., for α, β > −λ0(q) we have
Gα −Gβ = (β − α)GβGα.
(c) For all α > −λ0(q) we have ‖Gα‖ ≤ (α+λ0(q))−1 and the family (Gα)α>−λ0(q) is strongly
continuous, i.e., for all f ∈ H we have αGαf → f , as α→∞.
(d) For all f ∈ H we have q(f) = limα→∞ q(α)(f), where it is possible that the limit takes
the value ∞. In particular,
D(q) = {f ∈ H | lim
α→∞
q(α)(f) <∞}.
Conversely, suppose that (G˜α)α>C is a family of operators that satisfies properties (a) - (c)
as above with −λ0(q) replaced by the constant C ∈ R. Such a family is called a strongly
continuous self-adjoint resolvent family or simply strongly continuous resolvent. In this case
the functional q˜ : H → (−∞,∞] that is given by
q˜(f) := lim
α→∞
α〈f − αG˜αf, f〉
is a densely defined lower semi-bounded closed quadratic form on H with C > −λ0(q˜). For
α > C the operator G˜α coincides with the α-resolvent of q˜.
A.2. Monotone convergence of quadratic forms
Lemma A.3 (Monotone convergence of quadratic forms). Let (qn) be a sequence of densely
defined lower semi-bounded closed quadratic forms on H with associated resolvents (Gnα) and
assume that there exists C ∈ R such that C ≤ λ0(qn) for all n ∈ N. If (qn) is monotone
decreasing, i.e., qn(f) ≥ qn+1(f) for all f ∈ H and n ∈ N, then there exists a densely
defined lower semi-bounded closed quadratic form q with resolvent (Gα) and with the following
properties.
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(a) λ0(q) ≥ C.
(b) For all α > 0 we have Gnα → Gα strongly, as n→∞.
(c) The convergence fn → f weakly in H implies
q(f) ≤ lim inf
n→∞
qn(fn).
(d) For every f ∈ D(q) there exists a sequence (fn) with fn ∈ D(qn), fn → f in H and
lim sup
n→∞
qn(fn) ≤ q(f).
Proof. Properties (c) and (d) say that the sequence (qn) Mosco converges towards q. This is
well-known to be equivalent to (b), see e.g. [4, Theorem 8.3], where a proof for nonnegative
forms is given. The modifications for a sequence of forms that are lower semi-bounded with a
uniform lower bound is straightforward.
(b) is contained in [46, Theorem S.16] and (a) follows from (d) and λ0(qn) ≥ C.
Remark. • Properties (c) and (d) in the previous lemma mean that the sequence (qn) Mosco
converges towards q.
• Note that q is not the pointwise limit of (qn). Even if f ∈ D(qn) for all n ∈ N, the equation
q(f) = limn→∞ qn(f) may fail. It is possible to prove that q is the largest closed densely
defined quadratic form that satisfies q(f) ≤ qn(f) for all f ∈ H and n ∈ N, see e.g. [46,
Theorem S.16].
A.3. The Beurling-Deny criteria
In this subsection we consider quadratic forms on the Hilbert space ℓ2(X,µ), where X is a
countable set and µ is a weight on X. We discuss the compatibility of their resolvents with
the order structure of this Hilbert space.
A quadratic form q on ℓ2(X,µ) is called real if for any real-valued f, g ∈ D(q) it satisfies
q(f + ig) = q(f) + q(g). For studying a real form q it suffices to consider its restriction to
D(q)r := {f : X → R | f ∈ D(q)} on the real Hilbert space ℓ2r(X,µ) := {f : X → R | f ∈
ℓ2(X,µ)}.
We say that a lower semi-bounded closed quadratic form on ℓ2(X,µ) satisfies the first
Beurling-Deny criterion if f ∈ D(q) implies |f | ∈ D(q) and q(|f |) ≤ q(f).
Proposition A.4. Let q be a densely defined closed lower semi-bounded quadratic form on
ℓ2(X,µ). The following assertions are equivalent.
(i) q satisfies the first Beurling-Deny criterion.
(ii) The resolvent of q is positivity preserving, i.e., for α > −λ0(q) and f ∈ ℓ2(X,µ) the
inequality f ≥ 0 implies Gαf ≥ 0.
In particular, forms satisfying the first Beurling-Deny criterion are real.
Proof. For nonnegative forms this is contained in [48, Theorem XIII.50]. The proof given
there can be carried out verbatim for lower semi-bounded forms.
Assertion (ii) implies that the resolvent maps ℓ2r(X,µ) to ℓ
2
r(X,µ). Using approximating
forms this yields that forms satisfying the first Beurling-Deny criterion are real.
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Lemma A.5. Let q be a densely defined closed lower semi-bounded quadratic that satisfies the
first Beurling-Deny criterion. For f, g ∈ ℓ2r(X,µ) we have
‖f ∧ g‖q ≤ ‖f‖q + ‖g‖q and ‖f ∨ g‖q ≤ ‖f‖q + ‖g‖q .
Proof. We have f ∧g = 12(f+g−|f−g|) and f ∨g = 12 (f+g+ |f−g|). Hence, the inequalities
follow from the fact that ‖ · ‖q is a norm with ‖|h|‖q ≤ ‖h‖q for all h ∈ D(q).
A function C : C→ C is called a normal contraction if C(0) = 0 and |C(x)−C(y)| ≤ |x−y|
for each x, y ∈ C. A nonnegative quadratic form satisfies the second Beurling-Deny criterion
if for any normal contraction C and f ∈ D(q) we have C ◦ f ∈ D(q) and q(C ◦ f) ≤ q(f).
Forms satisfying the second Beurling-Deny criterion are also called Dirichlet forms. They can
be characterized as follows.
Proposition A.6. Let q be a densely defined closed nonnegative quadratic form on ℓ2(X,µ).
The following assertions are equivalent.
(i) q satisfies the second Beurling-Deny criterion.
(ii) q satisfies the first Beurling-Deny criterion and for all nonnegative f ∈ D(q) we have
(f ∧ 1) ∈ D(q) and q((f ∧ 1)) ≤ q(f).
(iii) The resolvent of q is Markovian, i.e., for α > 0 and f ∈ ℓ2(X,µ) the inequality 0 ≤ f ≤ 1
implies 0 ≤ αGαf ≤ 1.
Proof. This is contained in [48, Theorem XIII.51].
The following lemma applies to Dirichlet forms but it can also be used for forms that are
not closed.
Lemma A.7. Let q be a nonnegative quadratic form on ℓ2(X,µ) such that for each nonnegative
f ∈ D(q) we have f ∧ 1 ∈ D(q) and q(f ∧ 1) ≤ q(f). Let f, g ∈ D(q) nonnegative with g ≤ 1
and g = 1 on {f > 0}. Then q(f, g) ≥ 0.
Proof. Let ε > 0. The properties of f and g imply
q(g) = q((g + εf) ∧ 1) ≤ q(g + εf) = q(g) + 2ε(f, g) + ε2(g).
Dividing by ε and letting ε→ 0+ yields the claim.
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