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Orientations Acycliques et le Polynoˆme Chromatique†
BODO LASS
On attache a` tout graphe G son polynoˆme chromatique χG (λ), qui de´nombre ses colorations
re´gulie`res avec λ couleurs. D’apre`s Stanley, on sait que |χG (−1)| est e´gal au nombre d’orientations
acycliques du graphe, un re´sultat qui fut raffine´ par Greene et Zaslavsky. Nous nous proposons de
l’affiner davantage en interpre´tant, avec l’aide de certaines orientations acycliques, les coefficients de
χG (λ) de´veloppe´ en puissances de λ et surtout en puissances de (λ − 1). L’utilisation syste´matique
des fonctions ge´ne´ratrices des fonctions d’ensembles permet d’avoir des de´monstrations tre`s cour-
tes et explicatives. Elles se veulent une re´ponse a` la suggestion faite par Gebhard et Sagan, qui ont
de´ja` trouve´ des de´monstrations combinatoires de deux re´sultats de Greene et Zaslavsky. Les fonc-
tions d’ensembles permettent aussi d’e´tablir une se´rie d’interpre´tations nouvelles de l’invariant βG
de Crapo. Cet article donne e´galement un nouvel e´clat aux re´sultats classiques de Cartier, Foata,
Viennot, Brenti, Gessel et Stanley.
The chromatic polynomial χG (λ), which is associated with each graph G, enumerates its regular
colorations with λ colors. Stanley showed that |χG (−1)| is equal to the number of acyclic orientations
of the graph, a result that was refined by Greene and Zaslavsky. The purpose of the paper is to
show that a further refinement can be obtained by interpreting each coefficient of χG (λ), when the
polynomial is developed with respect to powers of λ and (λ− 1). A systematic use of the generating
functions for set functions enables us to have very short and instructive proofs. Gebhard and Sagan,
who had already found combinatorial proofs of two results by Greene and Zaslavsky, suggested that
further proofs were to be found. Finally, the set functions algebra allows us to establish a series of
new interpretations for Crapo’s βG invariant. This paper also brings a new light to the classical results
due to Cartier, Foata, Viennot, Brenti, Gessel and Stanley.
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1. INTRODUCTION
Soit G = (V, E) un graphe fini non-oriente´. Une orientation de G est un graphe oriente´
obtenu a` partir de G en remplac¸ant chaque areˆte e ∈ E par un des deux arcs (i.e., areˆtes
oriente´es) possibles. L’orientation est acyclique si elle ne contient pas de cycles oriente´s.
´Evidemment, le nombre d’orientations acycliques est e´gal a` ze´ro si G contient une boucle
(et e´gal a` 1 si G ne contient aucune areˆte). De plus, des areˆtes multiples de G doivent toutes
eˆtre oriente´es de la meˆme fac¸on pour que l’orientation devienne acyclique. Voila` pourquoi on
peut supposer, sans restreindre la ge´ne´ralite´, que G est simple, c’est-a`-dire qu’il ne contient
ni boucles ni areˆtes multiples, lorsqu’on s’inte´resse aux orientations acycliques.
On appelle puits (resp. source) d’une orientation de G un sommet qui n’est l’extre´mite´
initiale (resp. terminale) d’aucun arc. Apparemment, de quelque fac¸on que l’on choisisse une
orientation de G, chaque sommet isole´ de G est toujours a` la fois un puits et une source, un
fait qui ne´cessite une prise en charge particulie`re des sommets isole´s lorsqu’il faut regarder
des puits et des sources en meˆme temps.
Une coloration c : V → {1, 2, . . . , λ} de G avec λ couleurs est dite re´gulie`re si les deux
extre´mite´s de chaque areˆte ont des couleurs diffe´rentes, c’est-a`-dire {u, v} ∈ E ⇒ c(u) 6=
c(v). Soit χG(λ) le nombre de ces colorations. C’est un des faits les plus classiques de la
the´orie des graphes (de´coulant a` plusieurs reprises de cet article) que χG(λ) est un polynoˆme
en λ de degre´ n := |V|, appele´ polynoˆme chromatique. ´Evidemment, χG(λ) = 0 si G contient
une boucle, et de nouveau on peut se cantonner aux graphes simples pour e´tudier le polynoˆme
chromatique.
†Mots cle´s: graphe, polynoˆme chromatique, orientation acyclique, source, puits, invariant de Crapo.
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Les similarite´s constate´es entre les orientations acycliques et le polynoˆme chromatique ne
sont pas une coı¨ncidence. En fait, si
χG(λ) = λn − cn−1 · λn−1 + cn−2 · λn−2 − · · · + (−1)n−1c1 · λ,
alors il est classique que c1, c2, . . . , cn−1 sont des entiers positifs; et graˆce a` Stanley [21], on
sait que c1 + c2 + · · · + cn−1 + 1 de´nombre effectivement les orientations acycliques de G.
Ceci soule`ve imme´diatement la question de savoir s’il est possible de partitionner, de fac¸on
canonique, l’ensemble des orientations acycliques en blocs de cardinalite´s c1, c2, . . . , cn−1,
1. En effet, si les sommets de G sont nume´rote´s, c’est-a`-dire V = {1, 2, . . . , n}, alors une
telle partition est possible en attachant, a` chaque orientation acyclique, une partition de V
constitue´e par k blocs, appele´s composantes de l’orientation acyclique. La meˆme construction
de ces composantes fut imagine´e par Greene et Zaslavsky [12] (dans un contexte ge´ome´trique)
et par Viennot [27] (dans le cadre des empilements de pie`ces). Un des buts de cet article est
de populariser leur re´sultat, qui est reste´ plutoˆt inconnu sauf pour le cas d’une seule com-
posante: le fait que c1 de´nombre les orientations acycliques d’une seule composante (ce sont
par de´finition les orientations acycliques dont le sommet 1 est la seule source) se trouve
dans [4] et dans le livre re´cent de Bolloba´s [1, Chapitre X, the´ore`me 8], par exemple.
Suivons Sachs [20, Chapitre V.9.2] et appelons αG := c1 discriminant chromatique du
graphe G. Les nombres c1, c2, . . . , cn−1 sont de´finis inde´pendamment de la nume´rotation
choisie et du fait que l’on s’inte´resse aux sources ou plutoˆt aux puits des orientations acy-
cliques. Voila` pourquoi αG compte les orientations acycliques de G dont un sommet fixe´
est la seule source (ou bien le seul puits). C’e´tait le leitmotif de l’article [9] de Gebhard et
Sagan de donner trois preuves nouvelles de ce the´ore`me de Greene et Zaslavsky [12], que ces
derniers avaient de´montre´ en s’appuyant sur les arrangements d’hyperplans.
Supposons maintenant que G est connexe de sorte que αG est strictement positif. Il est clas-
sique (voir [26], Chapitre IX.2) que le polynoˆme chromatique admet alors le de´veloppement
χG(λ) = λ · [(λ− 1)n−1 − bn−2 · (λ− 1)n−2 + · · · + (−1)nb1 · (λ− 1)],
ou` b1, b2, . . . , bn−2 sont des entiers positifs correspondant a` certains coefficients du polynoˆme
de Tutte. Les nombres b1, b2, . . . , bn−2 sont probablement les invariants les plus petits (i.e., les
plus puissants) que l’on peut associer a` tout graphe (connexe) a` partir de son polynoˆme chro-
matique. Leur positivite´ implique en particulier une unimodalite´ partielle des coefficients
〈〈 ordinaires 〉〉 de χG(λ), a` savoir 1 ≤ cn−1 ≤ cn−2 ≤ · · · ≤ cdn/2e (voir [1], Chapitre X,
the´ore`me 13). Nume´rotons les sommets du graphe G. Il est e´vident que
b1 + b2 + · · · + bn−2 + 1 = αG
de´nombre les orientations acycliques de G dont le sommet 1 est le seul puits; et la question
se pose si l’on peut, de nouveau, trouver une partition canonique de l’ensemble de ces orien-
tations en blocs de cardinalite´s b1, b2, . . . , bn−2, 1. Une telle partition existe effectivement, et
de surcroıˆt, c’est la meˆme que nous connaissons de´ja`: bk compte le nombre d’orientations
acycliques de G de k + 1 composantes, dont le puits unique est e´gal a` 1, si (et seule-
ment si) la nume´rotation des sommets refle`te bien la connexite´ du graphe. Ce re´sultat risque
d’eˆtre absolument inconnu, puisque la positivite´ des nombres b1, b2, . . . , bn−2 constitue la
premie`re moitie´ du the´ore`me principal de l’article tout re´cent [10] de Gessel, mais pour la
de´monstration, le lecteur est renvoye´ a` la litte´rature (i.e., au polynoˆme de Tutte), bien que le
sujet dudit article soient des relations entre colorations et orientations acycliques!
Dans le cas particulier de l’invariant βG := b1 de Crapo [6] cependant, on retrouve le
the´ore`me classique de Greene et Zaslavsky [12] qui, graˆce aux arrangements d’hyperplans,
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ont indentifie´ βG comme nombre d’orientations acycliques de G n’ayant qu’une seule source
et un seul puits, a` savoir les deux sommets adjacents 2 et 1, respectivement. Gebhard et Sagan
ont trouve´ une preuve par induction de ce fait et ont pense´ que le re´sultat me´riterait d’autres
de´monstrations (voir [9]). Cet article se veut, entre autres, une re´ponse a` leur suggestion.
Nous donnons, en effet, une se´rie d’interpre´tations apparemment nouvelles (incluant celle de
Greene et Zaslavsky) de βG , et nous les de´montrons avec l’aide de l’alge`bre des fonctions
d’ensembles.
En fait, de notre point de vue, l’inte´reˆt principal de cet article consiste en l’exploration
de la me´thode des fonctions ge´ne´ratrices dans le pre´sent contexte, me´thode qui a de´ja` fait
ses preuves dans beaucoup de situations diffe´rentes (voir [14]). Chacun de nos the´ore`mes
s’obtient effectivement comme spe´cialisation d’une identite´ dans l’alge`bre des fonctions
d’ensembles et le passage entre ces diffe´rentes identite´s se fait toujours en quelques lignes.
Ceci permet notamment de trouver des nouvelles de´monstrations, tre`s courtes et explicatives,
des deux the´ore`mes de Greene et Zaslavsky mentionne´s ci-dessus ainsi que de celui de Stanley
sur |χG(−1)|.
Il nous semble particulie`rement surprenant que chacune de nos identite´s admettant une
ge´ne´ralisation non-commutative apparaıˆt de´ja` dans les travaux de Cartier et Foata [5],
Foata [7] et Gessel [10]. De plus, c’est Gessel (voir [27, p. 343–344]) qui a montre´ (sur
toute une page a` l’e´poque) comment on peut de´duire le re´sultat de Stanley du the´ore`me de
Cartier et Foata (voir [5]) sur l’inversion (de Mo¨bius) dans le monoı¨de de commutation. En
fait, de notre point de vue, ce the´ore`me de Cartier et Foata devient une ge´ne´ralisation non-
commutative directe du the´ore`me de Stanley [21] sans aucune de´monstration supple´mentaire.
Ceci montre a` quel point le livre de Cartier et Foata e´tait visionnaire!
Cependant, pour aller plus loin dans le sens des the´ore`mes de Greene et Zaslavsky qui font
intervenir des interpre´tations combinatoires du logarithme, il semble falloir se cantonner au
cas commutatif. Cette ne´cessite´ fut d’abord re´ve´le´e par Viennot (voir [27, Proposition 5.10]),
qui a, de plus, e´tabli l’e´quivalence du mode`le de Cartier et Foata avec son mode`le des em-
pilements de pie`ces ainsi que, notamment, avec notre mode`le pre´fe´re´, a` savoir les orientations
acycliques d’un graphe (voir [27, p. 325, c]). Graˆce a` cette e´quivalence, les The´ore`mes 3.2
et 5.1 de cet article deviennent effectivement des ge´ne´ralisations ou plutoˆt des raffinements de
la Proposition 5.10 de [27].
Apre`s avoir explique´ notre me´thode alge´brique dans le Paragraphe 2, nous l’appliquons
pour le traitement du polynoˆme chromatique et des orientations acycliques dans les Para-
graphes 3–6. Trois appendices sont consacre´s a` la discussion, dans notre optique, des
travaux de Cartier, Foata, Gessel, Viennot et Stanley mentionne´s ci-dessus. En outre, nous
conside´rons brie`vement les de´veloppements du polynoˆme chromatique obtenus par Brenti,
les graphes ale´atoires e´tudie´s par Welsh [28] et la fonction (syme´trique) chromatique de Stan-
ley (voir [22]).
2. OUTILS ALGE´BRIQUES
Soit V un ensemble fini et
f : 2V → A
V ′ ⊆ V 7→ f (V ′) ∈ A
une fonction d’ensembles, ou` A est un anneau commutatif (avec 1).
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Conside´rons la fonction ge´ne´ratrice
F f (ν) :=
∑
V ′⊆V
f (V ′) · νV ′ , ν∅ := 1,
a` joindre aux re`gles de calcul suivantes (V ′, V ′′ ⊆ V ):
νV
′ · νV ′′ := νV ′+V ′′ , ou`
V ′ + V ′′ :=
{
V ′ ∪ V ′′, si V ′ ∩ V ′′ = ∅,
†, si V ′ ∩ V ′′ 6= ∅, ou`
†+ V ′ := †, †+ † := †, et ν† := 0.
L’alge`bre A[V ] de ces fonctions ge´ne´ratrices n’est pas une inconnue. En effet, on a
l’isomorphisme
A[V ] ' A[v1, . . . , vn]/〈v21, . . . , v2n〉,
si V contient n e´le´ments.
EXEMPLE 2.1. Le produit f g de deux fonctions d’ensembles f, g est de´fini, pour tout
V ′ ⊆ V , par
( f g)(V ′) :=
∑
V ′=V ′′unionmultiV ′′′
f (V ′′) · g(V ′′′).
Il en re´sulte
F f g(ν) = F f (ν) · Fg(ν).
Pour |V | = ∞, soit F(V ) l’ensemble partiellement ordonne´ des sous-ensembles finis de
V . On a des projections canoniques pV ′,V ′′ : A[V ′] → A[V ′′] (V ′, V ′′ ∈ F(V ), V ′ ⊇ V ′′) et
l’on pose
A[V ] := lim←− A[V
′], V ′ ∈ F(V )
pour travailler avec des fonctions ge´ne´ratrices de la forme
F f (ν) =
∑
V ′∈F(V )
f (V ′) · νV ′ .
REMARQUE 2.1. Dans [14], les projections canoniques furent utilise´es pour de´montrer des
propositions par analogie avec les Propositions 3.2 et 4.1 de cet article. Deux de ces re´sultats
sont directement e´quivalents a` la Proposition 5.3 de [27] et au Lemme 1.2 de [2]. Cependant,
l’interaction des projections avec l’analyse est moins inte´ressante. C’est pourquoi elles ne sont
plus employe´es ici.
Soit
V :=
∑
v∈V
ν{v}
la fonction indicatrice des sous-ensembles de V de cardinalite´ 1 (l’usage double de V pour
l’ensemble et pour un e´le´ment de A[V ] ne pourra pas eˆtre a` l’origine de confusions). En mul-
tipliant la fonction ge´ne´ratrice V plusieurs fois par elle-meˆme, on voit que V n/n! repre´sente
la fonction indicatrice des sous-ensembles de l’ensemble V de cardinalite´ n. L’identite´
∞∑
n=0
f (n) · V n/n! =
∑
V ′∈F(V )
f (|V ′|) · νV ′ , f : N→ A,
Orientations acycliques 1105
fournit un plongement de l’anneau A![[V ]] des fonctions ge´ne´ratrices de type exponentiel
dans l’anneau A[V ]. Ce plongement est a` l’origine de (presque?) toutes les applications de
A![[V ]] en combinatoire, mais il ne´cessite l’existence d’un mode`le combinatoire infini (qui ne
fait intervenir que les cardinalite´s). Par conse´quent, A[V ] donne plus de flexibilite´ et permet
un traitement alge´brique, qui refle`te parfaitement les ope´rations classiques de la combinatoire.
Outre cela, A[V ] est approprie´, par excellence, aux calculs par ordinateur.
REMARQUE 2.2. L’anneau Z![[V ]] n’est pas noethe´rien, mais il contient des fonctions im-
portantes comme exp(V ) et log(1+ V ).
EXEMPLE 2.2. Si char A = 2, on a
(1+ V )−1 =
∞∑
n=0
(−1)nn! · V n/n!
≡ 1+ V et
log(1+ V ) =
∞∑
n=1
(−1)n−1(n − 1)! · V n/n!
≡ V + V 2/2
dans l’anneau A![[V ]]. Ces identite´s sont a` l’origine de maints re´sultats de parite´ en combi-
natoire.
Pour tout t ∈ A posons (t · ν)V ′ := t |V ′| · νV ′ , V ′ ⊆ V , et, par conse´quent,
F f (tν) =
∑
∅⊆V ′⊆V
f (V ′) t |V ′| νV ′ .
Il est e´vident que cette de´finition est compatible avec l’addition et la multiplication. Les cas
particuliers les plus importants sont t = −1 et t = 0: F f (0) = F f (0 · ν) = f (∅).
Si F f (0) = 0, alors F f (ν)n/n! est de´fini pour n’importe quel anneau A, parce qu’une
partition en n sous-ensembles non-vides peut eˆtre ordonne´e de n! manie`res diffe´rentes. Voila`
pourquoi A![[V ]] ope`re sur A[V ] par la substitution G(F f (ν)) de´finie pour tout G ∈ A![[V ]].
Finalement, on utilise les de´rive´es ∂v pour tout v ∈ V de´finies par
∂vνV
′ :=
{
νV
′
, si v ∈ V ′,
0, sinon.
La formule de de´rivation d’un produit
∂v[F f (ν) · Fg(ν)] = (∂vF f (ν)) · Fg(ν)+ F f (ν) · (∂vFg(ν))
est l’analogue alge´brique du fait ensembliste le plus fondamental:
v ∈ V ′ unionmulti V ′′ ⇔ v ∈ V ′ ou v ∈ V ′′.
La formule
∂v[G(F f (ν))] = G ′(F f (ν)) · ∂vF f (ν), G ∈ A![[V ]],
en de´coule imme´diatement.
REMARQUE 2.3. L’isomorphisme A[V ] ' A[v1, . . . , vn]/〈v21, . . . , v2n〉 ne fait pas corres-
pondre ∂v a` ∂/∂vi , mais a` vi∂/∂vi . La de´rive´e partielle ∂/∂vi n’a point d’analogue dans A[V ].
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Pour ∅ ⊆ V ′ ⊆ V , posons
∂V
′ :=
∏
v∈V ′
∂v, i.e., ∂V
′
νV
′′ =
{
νV
′′
, si V ′ ⊆ V ′′,
0, sinon;
en particulier, ∂∅ est l’identite´. Comme (∂v)2 = ∂v pour tout v ∈ V , on a
∂V
′
∂V
′′ = ∂V ′∪V ′′ , V ′, V ′′ ⊆ V .
Les ope´rateurs diffe´rentiels n’e´tant pas des combinaisons line´aires des de´rivations d’e´le´ments
∂v , v ∈ V , ne satisfont pas aux formules de de´rivation ordinaires. En s’appuyant sur la
de´finition ∂V ′ :=∏v∈V ′ ∂v , cependant, on peut calculer des re`gles spe´cifiques pour eux.
PROPOSITION 2.1.
(a) Soient f, g : 2V → A des fonction d’ensembles, et soit V ′ ⊆ V fixe´. Alors
∂V
′ [F f (ν) · Fg(ν)] =
∑
∅⊆V ′′⊆V ′
∂V
′′
F f (ν) · ∂V ′\V ′′Fg(ν).
(b) Soient s, p ∈ V , et soit G ∈ A![[V ]]. Alors
∂{s,p}[G(F f (ν))] = G ′′(F f (ν)) · ∂s F f (ν) · ∂ p F f (ν)+ G ′(F f (ν)) · ∂{s,p}F f (ν).
(c) Soit t une variable (ou t ∈ A) et posons D(t) :=
∑
∅⊆V ′⊆V
t |V ′|∂V ′ . Alors
D(t)[F f (ν) · Fg(ν)] = D(t)F f (ν) · D(t)Fg(ν); puisque
D(t)F f (ν) = F f ((t + 1)ν).
2
3. ORIENTATIONS ACYCLIQUES ET ENSEMBLES INDE´PENDANTS: SOURCES OU PUITS
Pour tout ∅ ⊂ V ′ ⊆ V , soit G[V ′] le sous-graphe de G = (V, E) engendre´ par V ′: c’est
le graphe dont les sommets sont les points de V ′, et dont les areˆtes sont les areˆtes de G ayant
leurs deux extre´mite´s dans V ′. Un sous-ensemble I de sommets est dit inde´pendant, si le
sous-graphe engendre´ par I ne contient aucune areˆte.
Une coloration c : V → {1, 2, . . . , λ} de G avec λ couleurs est re´gulie`re (voir ‘Para-
graphe 1’) si et seulement si, pour tout i ∈ {1, 2, . . . , λ}, le sous-ensemble c−1(i) est un
ensemble de sommets inde´pendant (ou vide). Voila` pourquoi une coloration re´gulie`re avec λ
couleurs n’est rien d’autre qu’une partition de V en λ ensembles inde´pendants, dont chacun
peut eˆtre vide.
Soit IG(ν), IG(0) = 0, la fonction indicatrice des sous-ensembles inde´pendants de G (la
valeur de cette fonction indicatrice sur V ′, ∅ ⊂ V ′ ⊆ V , est e´gal a` 1, si G[V ′] ne contient
aucune areˆte, et e´gal a` 0 sinon):
IG(ν) :=
∑
∅⊂I⊆V,I inde´pendant
ν I ;
et posons
χG,λ(ν) :=
∑
∅⊂V ′⊆V
χG[V ′](λ) · νV ′ ,
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ou` χG[V ′](λ) de´signe le polynoˆme chromatique (c’est-a`-dire le nombre de colorations
re´gulie`res avec λ couleurs) de G[V ′].
Rappelons que le coefficient line´aire de χG(λ) multiplie´ par (−1)n−1, i.e., (−1)n−1χ ′G(0),
est appele´ discriminant chromatique et note´ αG ; et ge´ne´ralisons la de´finition de l’invariant de
Crapo donne´e dans l’introduction en posant βG := (−1)n+iχ ′G(1), ou` i de´signe le nombre
de sommets isole´s de G. Le lecteur familier avec βG verra facilement que cette de´finition est
e´quivalente a` la sienne, si G contient au moins une areˆte. Si G ne contient aucune areˆte, on
obtient βG = n, une de´finition artificielle qui sera modifie´e ci-dessous.
´Evidemment, nous utilisons les meˆmes de´finitions pour tous les sous-graphes engendre´s,
notant en particulier i(G[V ′]) le nombre de sommets isole´s de G[V ′].
Puisqu’une multiplication dans l’alge`bre A[V ] avec λ facteurs compte des partitions en λ
ensembles, on a l’identite´ fondamentale (un facteur 1 correspond au fait qu’on peut choisir
l’ensemble vide pour la couleur correspondante, i.e., ne pas utiliser cette couleur pour la
coloration), que nous reproduisons dans la proposition suivante.
PROPOSITION 3.1. On a
1+ χG,λ(ν) = [1+ IG(ν)]λ,
d
dλ
[1+ χG,λ(ν)] = [1+ IG(ν)]λ · log[1+ IG(ν)];
et, en particulier, pour le discriminant chromatique αG et l’invariant de Crapo βG , on a
− log[1+ IG(−ν)] =
∑
∅⊂V ′⊆V
αG[V ′] · νV ′ ,
[1+ IG(−ν)] · log[1+ IG(−ν)] =
∑
∅⊂V ′⊆V
(−1)i(G[V ′])βG[V ′] · νV ′ .
2
EXEMPLE 3.1. Selon l’Exemple 2.2, IG(ν)+ IG(ν)2/2 compte les discriminants chroma-
tiques modulo 2. Par conse´quent, αG est impair si et seulement si le graphe G est connexe et
biparti (voir [20, Chapitre V.9.2]). (Un graphe est biparti, si l’ensemble de ses sommets peut
eˆtre partitionne´ en deux classes inde´pendantes.)
Pour tout ∅ ⊂ V ′ ⊆ V , soit a(G[V ′]) le nombre d’orientations acycliques du graphe G[V ′]
(voir l’introduction), et soit aS(G[V ′]) le nombre d’orientations acycliques de G[V ′], dont
l’ensemble des sources est e´gal a` S, ∅ ⊆ S ⊆ V . ´Evidemment, aS(G[V ′]) = 0, si S n’est
pas un sous-ensemble de V ′. De plus, si S = ∅, alors on a toujours aS(G[V ′]) = 0, puisque
chaque orientation acyclique du graphe G[V ′] (|V ′| > 0) a au moins une source. Posons
AG(ν) :=
∑
∅⊂V ′⊆V
a(G[V ′]) · νV ′ , AG,S(ν) :=
∑
∅⊂V ′⊆V
aS(G[V ′]) · νV ′ .
Le rapport fondamental entre les orientations acycliques et les sous-ensembles inde´pendants
de G repose uniquement sur le fait que l’ensemble des sources d’une orientation acyclique
est toujours inde´pendant.
Or, si S′, ∅ ⊆ S′ ⊆ V , n’est pas inde´pendant (l’ensemble vide est inde´pendant), S′ ne peut
pas eˆtre un sous-ensemble de l’ensemble des sources. Si S′ est inde´pendant, cependant, alors
[1+AG(ν)]·νS′ compte le nombre d’orientations acycliques telles que S′ est un sous-ensemble
de l’ensemble des sources; car ces orientations de G[V ′], S′ ⊆ V ′ ⊆ V , s’obtiennent en
choisissant une orientation acyclique quelconque du graphe G[V ′\S′] et en orientant toutes
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les autres areˆtes de S′ a` V ′\S′. Par conse´quent, le principe d’inclusion–exclusion fournit le
re´sultat suivant (voir [7], The´ore`me 3.1, pour une ge´ne´ralisation non-commutative ayant la
meˆme de´monstration).
PROPOSITION 3.2 (FOATA). Pour tout ∅ ⊆ S ⊆ V on a
[1+ AG(ν)] · (−1)|S|∂ S[1+ IG(−ν)] = ∂ S[1+ AG,S(ν)],
les cas particuliers les plus inte´ressants e´tant S = ∅ et S = {s} (s ∈ V ):
[1+ AG(ν)] · [1+ IG(−ν)] = 1, −[1+ AG(ν)] · ∂s IG(−ν) = AG,s(ν).
2
Le the´ore`me suivant est une conse´quence imme´diate des deux propositions pre´ce´dentes
(voir [21] ou [17], 9.46, ainsi que [5], The´ore`me 2.4, et [27], Proposition 5.1).
THE´ORE`ME 3.1 (STANLEY, CARTIER–FOATA, GESSEL–VIENNOT).
Pour tout ∅ ⊂ V ′ ⊆ V ,
[1+ IG(−ν)]−1 = 1+ AG(ν) = 1+ χG,−1(−ν)
de´nombre les orientations acycliques de G[V ′]. En particulier, on a a(G) = (−1)nχG(−1),
et ce nombre est toujours strictement positif. 2
Soit s ∈ V fixe´. Alors le The´ore`me 3.1 et la Proposition 3.2 impliquent
∂s − log[1+ IG(−ν)] = −[1+ IG(−ν)]−1 · ∂s IG(−ν) = AG,s(ν).
Posons A∗G(ν) := − log[1+ IG(−ν)]. Il s’ensuit le the´ore`me suivant (voir [12] ou [9] ainsi
que [27], Proposition 5.10):
THE´ORE`ME 3.2 (GREENE–ZASLAVSKY, VIENNOT). Pour tout ∅ ⊂ V ′ ⊆ V ,
− log[1+ IG(−ν)] = A∗G(ν) = −
d
dλ
χG,0(−ν)
de´nombre les orientations acycliques de G[V ′] n’ayant qu’une seule source fixe´e s ∈ V ′. En
particulier, on a as(G) = (−1)n−1χ ′G(0) = αG pour tout s ∈ V , et ce nombre n’est jamais
ne´gatif. Plus pre´cise´ment, il est e´gal a` 0 si G n’est pas connexe, il est e´gal a` 1 si G est un
arbre, et il est plus grand que 1 dans tous les autres cas.
DE´MONSTRATION. Seulement la toute dernie`re affirmation n’est pas encore e´vidente. Elle
se de´montre comme suit. Les plus courts chemins de s ∈ V a` n’importe quel autre sommet
forment une arborescence avec s comme source unique. Une areˆte supple´mentaire de G doit
〈〈 passer de travers 〉〉 par rapport a` cette arborescence et peut eˆtre oriente´e de deux manie`res
diffe´rentes sans qu’il y ait un cycle oriente´. Enfin, chacune de ces deux orientations acycliques
peut eˆtre prolonge´e a` tout G. 2
Finalement, soit ak(G) le nombre d’orientations acycliques de G = (V, E) avec (pre´cise´-
ment) k sources et posons
aG(t) :=
n∑
k=1
ak(G)tk, AG,t (ν) :=
∑
∅⊂V ′⊆V
aG[V ′](t) · νV ′ ,
(AG,1(ν) = AG(ν)). Avec l’aide de la Proposition 3.2 ainsi que de l’ope´rateur diffe´rentiel
D(t) de la Proposition 2.1, c), on obtient le the´ore`me suivant.
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THE´ORE`ME 3.3. On a
1+ AG,t (ν) = [1+ AG(ν)] · D(−t)[1+ IG(−ν)]
= 1+ IG((t − 1)ν)
1+ IG(−ν) .
2
´Evidemment, tout ce qui fut e´nonce´ pour les sources vaut e´galement pour les puits. En
particulier, aS(G[V ′]) (pour les sources) ou encore aP (G[V ′]) (pour les puits), ∅ ⊂ V ′ ⊆ V ,
est e´gal a` ze´ro, si V ′\S (ou bien V ′\P) contient un sommet isole´ dans le graphe G[V ′].
4. ORIENTATIONS ACYCLIQUES ET ENSEMBLES INDE´PENDANTS: SOURCES ET PUITS
Les sommets isole´s posent des proble`mes lorsqu’on veut regarder les sources et les puits en
meˆme temps; car ces sommets sont toujours les deux a` la fois. Dans cette optique, la de´finition
suivante se re´ve`le raisonnable.
DE´FINITION 4.1. Pour tout ∅ ⊂ V ′ ⊆ V , soit I (G[V ′]) l’ensemble des sommets isole´s
de G[V ′] (|I (G[V ′])| = i(G[V ′])). Si ∅ ⊂ S, P ⊆ V et S ∩ P = ∅, notons |aS,P (G[V ′])| le
nombre d’orientations acycliques du graphe G[V ′] telles que l’ensemble des sources est e´gal
a` S ∪ I (G[V ′]) et l’ensemble des puits est e´gal a` P ∪ I (G[V ′]); et posons aS,P (G[V ′]) :=
(−1)I (G[V ′])\(S∪P)|aS,P (G[V ′])|. Par de´finition, aS,P (G[V ′]) := 0, si S ∩ P 6= ∅.
Posons
AG,S,P (ν) :=
∑
∅⊂V ′⊆V
aS,P (G[V ′]) · νV ′ .
Alors la Proposition 3.2, ainsi que le principe d’inclusion–exclusion, impliquent la proposition
suivante (voir Gessel [10] pour une ge´ne´ralisation non-commutative et ponde´re´e).
PROPOSITION 4.1 (GESSEL). Pour ∅ ⊂ S, P ⊆ V on a
[1+ AG(ν)] · [(−1)|S|∂ S IG(−ν)] · [(−1)|P|∂ P IG(−ν)]
= AG,S(ν) · [(−1)|P|∂ P IG(−ν)] = AG,P (ν) · [(−1)|S|∂ S IG(−ν)]
= AG,S,P (ν).
DE´MONSTRATION. Il ne s’agit que d’expliquer l’entre´e des nombres ne´gatifs due aux som-
mets isole´s. Soit i un sommet isole´ de G (pour les sous-graphes engendre´s G[V ′], ∅ ⊂
V ′ ⊆ V , on a le meˆme argument), alors i /∈ S implique
∂ i AG,S(ν) = 0 et ∂ i (−1)|S|∂ S IG(−ν) = −νi · (−1)|S|∂ S IG(−ν),
ou` S peut eˆtre remplace´ par P . Par conse´quent, i /∈ (S ∪ P) implique
∂ i AG,S,P (ν) = −νi · AG,S,P (ν). 2
Maintenant, pour s, p ∈ V fixe´s, il de´coule de la proposition pre´ce´dente ainsi que du
The´ore`me 3.1 (voir aussi la Proposition 2.1) que
∂{s,p}([1+ IG(−ν)] · log[1+ IG(−ν)])
= [1+ IG(−ν)]−1 · ∂s IG(−ν) · ∂ p IG(−ν)+ (1+ log[1+ IG(−ν)]) · ∂{s,p} IG(−ν)
= AG,s,p(ν)+ (1+ log[1+ IG(−ν)]) · ∂{s,p} IG(−ν).
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Si s et p sont adjacents, alors ∂{s,p} IG(−ν) = 0, et il s’ensuit
∂{s,p}([1+ IG(−ν)] · log[1+ IG(−ν)]) = AG,s,p(ν).
Cela implique le the´ore`me suivant (voir [12] ou [9]), que nous repre´sentons dans A[V ].
THE´ORE`ME 4.1 (GREENE–ZASLAVSKY). La fonction d’ensembles
[1+ IG(−ν)] · log[1+ IG(−ν)] = ddλχG,1(−ν)
prend la valeur (−1)|V ′||V ′| pour tout ∅ ⊂ V ′ ⊆ V , lorsque V ′ est inde´pendant (car
exp(−V ′) · log[exp(−V ′)] = −V ′ · exp(−V ′)), et la valeur
as,p(G[V ′]) = (−1)|V ′|χ ′G[V ′](1) = (−1)|I |β(G[V ′])
= (−1)|I |as,p(G[V ′\I ]) = (−1)|V ′|χ ′G[V ′\I ](1) = (−1)|I |β(G[V ′\I ]),
lorsque G[V ′] contient une areˆte {s, p} et I est l’ensemble des sommets isole´s de G[V ′]. En
particulier, si G ne contient aucun sommet isole´ et {s, p} est une areˆte de G, alors as,p(G) =
(−1)nχ ′G(1) = β(G) de´nombre les orientations acycliques de G n’ayant qu’une seule source
a` s et qu’un seul puits a` p. Ce nombre n’est jamais ne´gatif et strictement positif si G est un
bloc, c’est-a`-dire si G est 2-connexe ou la seule areˆte {s, p}.
DE´MONSTRATION. Seulement la toute dernie`re affirmation n’est pas encore e´vidente.
Elle se de´montre comme suit. Selon [13], Chapitre 3.2, tout graphe 2-connexe admet une
〈〈 de´composition en oreilles 〉〉 donne´e par des chemins C1, . . . ,Ck tels que C1 = {s, p},
|V (Ci ) ∩ [V (C1) ∪ · · · ∪ V (Ci−1)]| = 2 pour tout 2 ≤ i ≤ k et V = V (C1) ∪ · · · ∪ V (Ck).
Cette de´composition permet de munir G d’une fonction injective i : V → [0, 1], i(s) = 0,
i(p) = 1, qui augmente (ou diminue) le long de tous les chemins C1, . . . ,Ck de fac¸on stricte-
ment monotone. Alors il ne s’agit que d’orienter chaque areˆte de son extre´mite´ la plus petite
(selon i) a` son extre´mite´ la plus grande. 2
Nous avons de´ja` interpre´te´ [1+ IG(−ν)]−1 (The´ore`me 3.1),− log[1+ IG(−ν)] en de´rivant
par rapport a` un e´le´ment (The´ore`me 3.2) et [1 + IG(−ν)] · log[1 + IG(−ν)] en de´rivant
deux fois (The´ore`me 4.1). En effet, − log[1 − V ] est l’inte´grale de [1 − V ]−1. Cependant,
l’inte´grale de − log[1 − V ] n’est pas [1 − V ] · log[1 − V ], mais [1 − V ] · log[1 − V ] −
[−V ]. Voila` pourquoi le the´ore`me principal de ce paragraphe est consacre´ a` l’interpre´tation
de [1 + IG(−ν)] · log[1 + IG(−ν)] − IG(−ν). Si l’on ajoute le terme −IG(−ν) au membre
de gauche de la dernie`re identite´ de la Proposition 3.1, la valeur de βG[V ′] ne change que si
V ′ est inde´pendant : dans ce cas βG[V ′] n’est plus e´gal a` |V ′| mais a` |V ′| − 1 (toutes les deux
de´finitions e´tant artificielles). On utilisera donc l’identite´∑
∅⊂V ′⊆V
(−1)i(G[V ′])βG[V ′] · νV ′ := [1+ IG(−ν)] · log[1+ IG(−ν)] − IG(−ν).
Avec cette modification (et la De´finition 4.1) on a alors le the´ore`me suivant.
THE´ORE`ME 4.2. Soit V = {1, . . . , n} et soit i le nombre de sommets isole´s de G. Alors le
coefficient de νV dans [1+ IG(−ν)] · log[1+ IG(−ν)] − IG(−ν), c’est-a`-dire (−1)iβG , est
e´gal a`
a{1},{2}(G)− a{1,2},{3}(G)+ a{1,2,3},{4}(G)− · · · + (−1)na{1,2,...,n−1},{n}(G),
ou` la somme pre´ce´dente s’arreˆte de`s que l’ensemble des sources {1, 2, . . . , k} n’est plus
inde´pendant.
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DE´MONSTRATION. De´rivons successivement par rapport a` tous les e´le´ments:
∂{1}([1+ IG(−ν)] · log[1+ IG(−ν)] − IG(−ν))
= log[1+ IG(−ν)] · ∂{1} IG(−ν),
∂{1,2}([1+ IG(−ν)] · log[1+ IG(−ν)] − IG(−ν))
= AG,{1},{2}(ν)+ log[1+ IG(−ν)] · ∂{1,2} IG(−ν),
∂{1,2,3}([1+ IG(−ν)] · log[1+ IG(−ν)] − IG(−ν))
= ∂{3}AG,{1},{2}(ν)− AG,{1,2},{3}(ν)+ log[1+ IG(−ν)] · ∂{1,2,3} IG(−ν),
· · ·
∂{1,2,...,k}([1+ IG(−ν)] · log[1+ IG(−ν)] − IG(−ν))
= ∂{3,...,k}AG,{1},{2}(ν)− ∂{4,...,k}AG,{1,2},{3}(ν)+ ∂{5,...,k}AG,{1,2,3},{4}(ν)
− · · · + (−1)k AG,{1,2,...,k−1},{k}(ν)+ log[1+ IG(−ν)] · ∂{1,2,...,k} IG(−ν),
· · ·
∂V ([1+ IG(−ν)] · log[1+ IG(−ν)] − IG(−ν))
= ∂V AG,{1},{2}(ν)− ∂V AG,{1,2},{3}(ν)+ ∂V AG,{1,2,3},{4}(ν)
− · · · + (−1)n∂V AG,{1,2,...,n−1},{n}(ν). 2
5. LE POLYNOˆME CHROMATIQUE: BASES CANONIQUES
Tout d’abord, il de´coule de la Proposition 3.1 et du The´ore`me 3.1 la proposition suivante.
PROPOSITION 5.1 (STANLEY [21], GESSEL [10]).
1+ χG,λ(ν) = [1+ IG(ν)]λ, 1+ χG,−λ(−ν) = [1+ AG(ν)]λ.
2
Soit V = {1, 2, . . . , n}, et regardons une orientation acyclique des areˆtes de G = (V, E).
Notons V1 l’ensemble des sommets accessibles (par des chemins oriente´s) a` partir de v1 := 1.
Soit v2 le plus petit sommet de V \V1, et soit V2 l’ensemble des sommets de V \V1 accessibles
de v2 . . . Finalement, soit vk le plus petit sommet de V \(V1∪· · ·∪Vk−1), et soit Vk l’ensemble
des sommets de V \(V1 ∪ · · · ∪ Vk−1) accessibles de vk , V = V1 unionmulti V2 unionmulti · · · unionmulti Vk . On appelle
k le nombre de composantes de l’orientation acyclique. Ainsi une orientation acyclique de k
composantes est constitue´e par une partition V = V1unionmulti· · ·unionmultiVk en orientations acycliques avec
des sources fixe´es v1, . . . , vk (le plus petit sommet vi de chaque composante Vi est la source
unique, et les areˆtes entre deux composantes Vi et V j avec vi < v j sont toutes oriente´es de
V j a` Vi ). Or, puisque A∗G(ν) compte des orientations acycliques avec une source unique fixe´e
(ou bien des orientations acycliques d’une seule composante), A∗G(0) = 0, il s’ensuit que
A∗G(ν)k/k! compte des orientations acycliques de k composantes. En particulier, on a
exp[A∗G(ν)] = 1+ AG(ν),
ce qui est la de´monstration de Viennot (voir [27], Proposition 5.10) du The´ore`me 3.2, a` savoir
de l’identite´
A∗G(ν) = − log[1+ IG(−ν)],
avec l’aide du The´ore`me 3.1, i.e., de l’identite´ 1+ AG(ν) = [1+ IG(−ν)]−1.
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Notons c(G) le nombre de composantes connexes de G, de sorte que chaque orientation
acyclique de G a au moins c(G) composantes, ce nombre minimal pouvant eˆtre atteint
selon le The´ore`me 3.2. On en de´duit le re´sultat de Greene et Zaslavsky (voir [12] ou [26],
Chapitre IX.2), que nous reformulons dans l’alge`bre des fonctions d’ensembles.
THE´ORE`ME 5.1 (GREENE–ZASLAVSKY, VIENNOT). On a
1+ χG,λ(−ν) = exp(λ · log[1+ IG(−ν)]) = exp(−λ · A∗G(ν))
=
∞∑
k=0
([−A∗G(ν)]k/k!) · λk .
En particulier,
χG(λ) = λn − cn−1 · λn−1 + cn−2 · λn−2 − · · · + (−1)n−1c1 · λ,
ou` ck de´signe le nombre d’orientations acycliques de G de k composantes, cn−1 = |E |,
c1 = αG = a{1}(G), 1+ cn−1 + cn−2 + · · · + c1 = a(G); ck = 0, si k < c(G), et ck > 0, si
k ≥ c(G). 2
REMARQUE 5.1. Le the´ore`me pre´ce´dent montre que l’alternance des signes du polynoˆme
chromatique est une conse´quence directe de la positivite´ des discriminants chromatiques,
c’est-a`-dire de A∗G(ν).
Un re´sultat plus puissant que l’alternance des signes du polynoˆme chromatique de´veloppe´
par rapport a` la base des puissances λk est celui de l’alternance des signes par rapport a` la
base des puissances (λ − 1)k , ce qui correspond au polynoˆme de Tutte. Pour la de´montrer
avec l’aide des orientations acycliques, supposons que G est connexe et que ses sommets
sont nume´rote´s avec les nombres 1, . . . , n de telle fac¸on que le plus petit voisin de chaque
sommet (sauf 1) porte un nombre plus petit que celui du sommet meˆme. (De cette manie`re, la
nume´rotation refle`te bien la connexite´.)
Dans cette situation, les sommets v2, . . . , vk d’une orientation acyclique de k composantes
V = V1 unionmulti · · · unionmulti Vk (de nouveau, pour chaque composante Vi , son plus petit sommet vi est sa
source unique) ne peuvent pas eˆtre des puits; car, pour chacun de ces sommets vi , son plus petit
voisin se trouve toujours dans une composante plus petite (la 〈〈 grandeur 〉〉 d’une composante
e´tant me´sure´e en fonction de son plus petit e´le´ment) de sorte que l’areˆte correspondante a vi
comme extre´mite´ initiale et le plus petit voisin comme extre´mite´ terminale.
Si v1 = 1 est un puits (i.e., v2 = 2), alors la suppression des puits re´duit le nombre de
composantes de 1 (a` savoir de la composante V1 = {1}). D’autre part, en ajoutant les puits
distincts de v1 = 1, on les affecte automatiquement a` la composante la plus petite d’ou` ils sont
accessibles (c’est la composante du plus petit voisin ou une composante encore plus petite).
Par conse´quent, pour chaque ensemble de sommets inde´pendant I tel que 1 = v1 ∈ I , le
coefficient de νV dans [A∗G(ν)k/k!] · ν I compte le nombre d’orientations acycliques de k + 1
composantes de G telles que I est un sous-ensemble des puits. Voila` pourquoi le principe
d’inclusion–exclusion implique que le coefficient de νV dans [A∗G(ν)k/k!] · [−∂{1} IG(−ν)]
compte le nombre d’orientations acycliques de k + 1 composantes de G, dont le puits unique
est e´gal a` 1 (pour k = 1 il s’agit bien du nombre a{2},{1}(G)).
Notons b(G) le nombre de blocs de G (voir le The´ore`me 4.1), de sorte que chaque
orientation acyclique de G telle que le sommet 1 est son puits unique a au moins b(G) + 1
composantes; pour une telle orientation il est ne´cessaire et suffisant, que le plus petit sommet
de tout bloc soit son puits unique. Selon le The´ore`me 4.1 le nombre minimal de b(G) + 1
composantes peut eˆtre atteint. Nous avons de´montre´ le the´ore`me principal de ce paragraphe
(voir [26], Chapitre IX.2).
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THE´ORE`ME 5.2. On a
−∂{1}χG,λ(−ν) = λ · [1+ IG(−ν)]λ−1 · [−∂{1} IG(−ν)]
= λ · exp(−(λ− 1) · A∗G(ν)) · [−∂{1} IG(−ν)]
= λ ·
∞∑
k=0
([−A∗G(ν)]k/k!) · [−∂{1} IG(−ν)] · (λ− 1)k .
En particulier,
χG(λ) = λ · [(λ− 1)n−1 − bn−2 · (λ− 1)n−2 + · · · + (−1)nb1 · (λ− 1)],
ou` bk de´signe le nombre d’orientations acycliques de G de k + 1 composantes, dont le puits
unique est e´gal a` 1, bn−2 = |E | − (n − 1), b1 = βG = a{2},{1}(G), 1 + bn−2 + · · · + b1 =
αG = a{1}(G); bk = 0, si k < b(G), et bk > 0, si k ≥ b(G). 2
EXEMPLE 5.1. Le graphe donne´ dans les dessins suivants admet quatre orientations acy-
cliques, dont le puits unique est 1: une de quatre composantes, deux de trois composantes et
une de deux composantes. Voila` pourquoi son polynoˆme chromatique s’e´crit λ[(λ − 1)3 −
2(λ− 1)2 + (λ− 1)] = λ(λ− 1)(λ− 2)2.
*
H
HHj
?
HH
Hj
*

14
2
3
composantes:
{1},{2},{3},{4}
*
H
HHj
6
HH
Hj
*

14
2
3
composantes:
{1},{2,3},{4}
*
H
HHj
?
HH
Hj
 14
2
3
composantes:
{1},{2},{3,4}
*
H
HHj
6
HH
HY
*

14
2
3
composantes:
{1},{2,3,4}
6. LE POLYNOˆME CHROMATIQUE: BASES EXOTIQUES
Notons χ(G) le nombre chromatique de G, i.e., le plus petit nombre de couleurs ne´cessaire
pour colorier les sommets de G de fac¸on re´gulie`re.
Graˆce a` la Proposition 5.1 et a` la formule du binoˆme, on obtient le de´veloppement du
polynoˆme chromatique du graphe G = (V, E) dans les deux bases
λk := k!
(
λ
k
)
, λk := k!
((
λ
k
))
= k!
(
λ+ k − 1
k
)
= k!(−1)k
(−λ
k
)
.
PROPOSITION 6.1 (BRENTI [3]).
1+ χG,λ(ν) =
∞∑
k=0
IG(ν)k
(
λ
k
)
, 1+ χG,−λ(ν) =
∞∑
k=0
[−IG(ν)]k
((
λ
k
))
,
1+ χG,−λ(−ν) =
∞∑
k=0
AG(ν)k
(
λ
k
)
, 1+ χG,λ(−ν) =
∞∑
k=0
[−AG(ν)]k
((
λ
k
))
.
Alors, avec |V | = n, on a
χG(λ) = λn + in−1 · λn−1 + in−2 · λn−2 + · · · + i1 · λ
= λn − an−1 · λn−1 + an−2 · λn−2 − · · · + (−1)n−1a1 · λ,
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ou` les ik sont des entiers positifs (de´nombrant des partitions en ensembles inde´pendants non-
vides) et les ak sont des entiers strictement positifs (de´nombrant des partitions en orientations
acycliques), 1 ≤ k ≤ n − 1. En particulier, in−1 =
(
n
2
)− |E |, an−1 = (n2)+ |E |, a1 = a(G)
et i1 est e´gal a` 1 si |E | = 0 et e´gal a` 0 sinon. De plus, on a ik = 0, si k < χ(G), et ik > 0, si
k ≥ χ(G). 2
Le re´sultat sur les nombres ak constitue un des the´ore`mes principaux de [3] (a` savoir
le The´ore`me 5.5 qui est directement e´quivalent au The´ore`me 5.3). Remarquons que la
de´monstration de Brenti (par induction simultane´e sur le nombre des sommets et des areˆtes
du graphe) est la plus longue de tout l’article [3], bien que Brenti remercie l’arbitre 〈〈 for sug-
gesting a simplification in the proof of Theorem 5.3 〉〉.
Brenti [3] a e´galement regarde´
pG(x)
(1− x)n+1 :=
∞∑
λ=0
χG(λ) · xλ ⇒ −
pG
( 1
x
)(
1− 1
x
)n+1 = ∞∑
λ=0
χG(−λ) · xλ,
ou` l’implication est une conse´quence de [23], Chapitre 4.2. Dans cet esprit, nous nous pro-
posons de trouver plusieurs expressions pour
PG,x (ν) :=
∑
∅⊂V ′⊆V
pG[V ′](x)
(1− x)|V ′|+1 · ν
V ′ .
PROPOSITION 6.2. On a
1
1− x + PG,x (ν) =
∞∑
λ=0
[1+ IG(ν)]λ · xλ = 11− x[1+ IG(ν)]
= 1
1− x ·
[
1− x
1− x IG(ν)
]−1
= 1
1− x ·
∞∑
k=0
(
x · IG(ν)
1− x
)k
,
1
1− x − PG, 1x (−ν) =
∞∑
λ=0
[1+ AG(ν)]λ · xλ = 11− x[1+ AG(ν)]
= 1
1− x ·
[
1− x
1− x AG(ν)
]−1
= 1
1− x ·
∞∑
k=0
(
x · AG(ν)
1− x
)k
,
1
x − 1 +
1
x
· PG, 1x (ν) =
1
x − [1+ IG(ν)] =
1
x − 1 ·
∞∑
k=0
(
IG(ν)
x − 1
)k
,
1
x − 1 −
1
x
· PG,x (−ν) = 1
x − [1+ AG(ν)] =
1
x − 1 ·
∞∑
k=0
(
AG(ν)
x − 1
)k
.
2
REMARQUE 6.1. On n’a pas besoin de s’appuyer sur [23], Chapitre 4.2, puisque l’identite´
fondamentale
1
1− y = 1−
1
1− 1y
implique e´videmment
1
1− x + PG,x (ν) =
1
1− x[1+ IG(ν)] = 1−
1
1− 1
x
[1+ AG(−ν)]
⇒
1
1− x[1+ AG(ν)] = 1−
1
1− 1
x
− PG, 1x (−ν) =
1
1− x − PG, 1x (−ν).
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Calculons aussi la fonction ge´ne´ratrice
PG,x (ν) :=
∑
∅⊂V ′⊆V
pG[V ′](x) · νV ′ .
PROPOSITION 6.3 (TOMESCU [25], GANSNER-VO [8], BRENTI [3]). On a
1+ PG,x (ν) =
(
1− x · IG[(1− x)ν]
1− x
)−1
=
∞∑
k=0
(
x · IG[(1− x)ν]
1− x
)k
,
1+ x · PG, 1x (xν) =
(
1− x · AG[(1− x)ν]
1− x
)−1
=
∞∑
k=0
(
x · AG[(1− x)ν]
1− x
)k
,
1+ PG, 1x (xν) =
(
1− IG[(x − 1)ν]
x − 1
)−1
=
∞∑
k=0
(
IG[(x − 1)ν]
x − 1
)k
,
1+ 1
x
· PG,x (ν) =
(
1− AG[(x − 1)ν]
x − 1
)−1
=
∞∑
k=0
(
AG[(x − 1)ν]
x − 1
)k
.
Alors, avec les nombres ik et ak de la Proposition 6.1 on a notamment
pG(x) = n! · xn + in−1 · (n − 1)! · xn−1(1− x)+ in−2 · (n − 2)! · xn−2(1− x)2
+ · · · + i2 · 2 · x2(1− x)n−2 + i1 · x(1− x)n−1
= n! · x + an−1 · (n − 1)! · x(x − 1)+ an−2 · (n − 2)! · x(x − 1)2
+ · · · + a2 · 2 · x(x − 1)n−2 + a1 · x(x − 1)n−1.
2
Supposons que V = {1, 2, . . . , n}. Pour ∅ ⊂ V ′, V ′′ ⊆ V soit V ′ < V ′′ si et seulement
si v′ < v′′ pour tout v′ ∈ V ′ et v′′ ∈ V ′′. De plus, pour des ensembles de sommets non
vides, deux a` deux disjoints et inde´pendants I1, . . . , Ik , soit G[{I1, . . . , Ik}] le graphe dont
les sommets sont les k ensembles I1, . . . , Ik et tel que {Ii1 , . . . , Ii j }, ∅ ⊂ {i1, . . . , i j } ⊆{1, . . . , k}, est un ensemble de j sommets inde´pendants si et seulement si Ii1 ∪ · · · ∪ Ii j est
inde´pendant dans le graphe G et (apre`s une permutation approprie´e de {i1, . . . , i j }) Ii1 <· · · < Ii j (voir [8]). Alors la proposition pre´ce´dente ainsi que le The´ore`me 3.1 impliquent
1+ PG,x (ν)
=
1− ∑
∅⊂I⊆V
I inde´pendant
x(1− x)|I |−1 · ν I

−1
=
1+ ∑
∅⊂I⊆V
I inde´pendant
ν I ·
|I |∑
j=1
(|I | − 1
j − 1
)
· (−x) j

−1
=
1+ ∑
∅⊂I⊆V
I inde´pendant
∑
I1unionmulti···unionmultiI j=I
I1<···<I j
(−xν I1) · · · (−xν I j )

−1
= 1+
∑
∅⊂V ′⊆V
∑
I1unionmulti···unionmultiIk=V ′
I1,...,Ik inde´pendants
a(G[{I1, . . . , Ik}]) · (xν I1) · · · (xν Ik ).
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PROPOSITION 6.4 (LINIAL [15], GANSNER-VO [8], TOMESCU [25]). On a
1+ PG,x (ν) = 1+
∑
∅⊂V ′⊆V
∑
I1unionmulti...unionmultiIk=V ′
I1,...,Ik inde´pendants
a(G[{I1, . . . , Ik}]) · (xν I1) · · · · · (xν Ik ).
En particulier,
pG(x) = pn xn + pn−1xn−1 + · · · + p1x
ou` les pk , 1 ≤ k ≤ n, sont des entiers positifs tels que pn + pn−1 + · · · + p1 = pG(1) = n!.
De plus, pn = a1 = a(G) et p1 est e´gal a` 1 si |E | = 0 et e´gal a` 0 sinon. Si χ(G) est le
nombre chromatique de G, alors pk = 0, si k < χ(G), et pk > 0, si k ≥ χ(G), pχ(G)
= iχ(G) · χ(G)!. 2
Brenti [3] a aussi introduit et e´tudie´ beaucoup de polynoˆmes qui ne furent jamais conside´re´s
auparavant. `A partir du polynoˆme chromatique, leurs fonctions d’ensembles peuvent eˆtre
de´finies comme suit:
1+ χG,λ(ν) = [1+ IG(ν)]λ =
∞∑
k=0
(
λ
k
)
IG(ν)k,
1+ σG,λ(ν) = exp[λIG(ν)] =
∞∑
k=0
λk IG(ν)k/k!,
1+ σG,λ(ν) = [1− λIG(ν)]−1 =
∞∑
k=0
λk IG(ν)k,
1+ χG,λ(ν) = [1+ AG(−ν)]−λ =
∞∑
k=0
((
λ
k
))
[−AG(−ν)]k,
1+ τG,λ(ν) = exp[λAG(ν)] =
∞∑
k=0
λk AG(ν)k/k!,
1+ τG,λ(ν) = [1− λAG(ν)]−1 =
∞∑
k=0
λk AG(ν)k .
Finalement, une comparaison avec la Proposition 6.2 fournit les identite´s
1+ (1− x) · PG,x (ν) = 1+ σG, x1−x (ν) et
1+
(1
x
− 1
)
· PG,x (−ν) = 1+ τG, 1
x−1
(ν).
On entire la proposition suivante.
PROPOSITION 6.5 (BRENTI [3]).
PG,x (ν) = 11− x · σG, x1−x (ν) =
x
1− x · τG, 1x−1 (−ν).
2
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7. APPENDICE I. LES TRAVAUX DE GESSEL ET STANLEY
Une de´rivation de notre polynoˆme chromatique par rapport a` plusieurs e´le´ments fournit:
1+ χG,λ(ν) = [1+ IG(ν)]λ,
∂sχG,λ(ν)/λ = [1+ IG(ν)]λ−1 · ∂s IG(ν),
∂{s,p}χG,λ(ν)/λ(λ− 1) = [1+ IG(ν)]λ−2 · ∂s IG(ν)∂ p IG(ν),
∂{s,p,q}χG,λ(ν)/λ(λ− 1)(λ− 2) = [1+ IG(ν)]λ−3 · ∂s IG(ν)∂ p IG(ν)∂q IG(ν),
si {s, p} (resp. {s, p, q}) est une areˆte (resp. un triangle) de G, des conditions que l’on sup-
posera toujours satisfaites dans la suite.
`A l’aide du The´ore`me 3.1 et de la Proposition 3.2, on de´duit des expressions positives:
1+ χG,−λ(−ν) = [1+ AG(ν)]λ,
∂sχG,−λ(−ν)/λ = [1+ AG(ν)]λ · AG,s(ν),
∂{s,p}χG,−λ(−ν)/λ(λ+ 1) = [1+ AG(ν)]λ · AG,s(ν)AG,p(ν),
∂{s,p,q}χG,−λ(−ν)/λ(λ+ 1)(λ+ 2) = [1+ AG(ν)]λ · AG,s(ν)AG,p(ν)AG,q(ν),
ou` les trois premie`res e´galite´s reprennent les The´ore`mes 3.2, 3.4 et 3.3 de Gessel [10],
respectivement. Graˆce a` la Proposition 4.1, on peut re´crire la troisie`me expression de la fac¸on
suivante:
∂{s,p}χG,−λ(−ν)/λ(λ+ 1) = [1+ AG(ν)]λ+1 · AG,s,p(ν).
Cependant, cette expression n’est particulie`rement inte´ressante que si λ = −1, puisque, en
ge´ne´ral, AG,s,p(ν) n’est pas positif, au moins pour certains sous-graphes engendre´s de G. Le
cas λ = −1 fut utilise´ par Gessel [10] pour de´montrer son The´ore`me 3.1 correspondant au
The´ore`me 4.1 de cet article.
Dans l’esprit du Paragraphe 6, calculons
∞∑
λ=0
[1+ χG,λ(ν)] · xλ
∞∑
λ=1
∂sχG,λ(ν)
λ
· xλ−1
∞∑
λ=2
∂{s,p}χG,λ(ν)
λ(λ− 1) · x
λ−2
= 1
1− x[1+ IG(ν)] , =
∂s IG(ν)
1− x[1+ IG(ν)] , =
∂s IG(ν)∂ p IG(ν)
1− x[1+ IG(ν)] ,
et posons
∞∑
λ=0
χG(λ) · xλ
∞∑
λ=1
χG(λ)
λ
· xλ−1
∞∑
λ=2
χG(λ)
λ(λ− 1) · x
λ−2
=: pG(x)
(1− x)n+1 , =:
qG(x)
(1− x)n , =:
rG(x)
(1− x)n−1 .
Pour les fonctions d’ensembles PG,x (ν), QG,x (ν) et RG,x (ν) de´nombrant les polynoˆmes p, q
et r , respectivement, on obtient alors l’analogue de la Proposition 6.3.
PROPOSITION 7.1. On a
1+ PG,x (ν) =
(
1− x · IG[(1− x)ν]
1− x
)−1
,
∂s QG,x (ν) =
(
1− x · IG[(1− x)ν]
1− x
)−1
· ∂
s IG[(1− x)ν]
1− x ,
∂{s,p}RG,x (ν) =
(
1− x · IG[(1− x)ν]
1− x
)−1
· ∂
s IG[(1− x)ν]
1− x
∂ p IG[(1− x)ν]
1− x .
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Alors avec les nombres ik des Propositions 6.1 et 6.3 on a notamment (i1 = 0 si {s, p} est une
areˆte de G)
pG(x) = n! · xn + in−1 · (n − 1)! · xn−1(1− x)
+ · · · + i2 · 2 · x2(1− x)n−2 + i1 · x(1− x)n−1,
qG(x) = (n − 1)! · xn−1 + in−1 · (n − 2)! · xn−2(1− x)
+ · · · + i2 · x(1− x)n−2 + i1 · (1− x)n−1,
rG(x) = (n − 2)! · xn−2 + in−1 · (n − 3)! · xn−3(1− x)
+ · · · + i2 · (1− x)n−2.
2
Pour des ensembles de sommets non vides, deux a` deux disjoints et inde´pendants I1, . . . , Ik ,
utilisons de nouveau le graphe G[{I1, . . . , Ik}] introduit dans le Paragraphe 6. Si, pour le
sommet s ∈ V , il existe un i ∈ {1, . . . , k} tel que s ∈ Vi , notons as
(
G[{I1, . . . , Ik}]
)
le
nombre d’orientations acycliques du graphe G[{I1, . . . , Ik}] dont le sommet correspondant
a` Vi est la source unique. De meˆme, si pour les deux extre´mite´s de l’areˆte {s, p}, il existe
des i, j ∈ {1, . . . , k} tels que s ∈ Vi et p ∈ V j , notons as,p
(
G[{I1, . . . , Ik}]
)
le nombre
d’orientations acycliques du graphe G[{I1, . . . , Ik}] dont le sommet correspondant a` Vi est la
source unique et dont le sommet correspondant a` V j est le puits unique (nous supposons ici
que G ne contient aucun sommet isole´, voir la De´finition 4.1).
On de´montre alors exactement comme dans le Paragraphe 6 (en s’appuyant, de plus, sur les
Propositions 3.2 et 4.1) la proposition suivante.
PROPOSITION 7.2 (GESSEL [10]). On a
PG,x (ν) =
∑
∅⊂I1unionmulti···unionmultiIk⊆V
I1,...,Ik inde´pendants
a(G[{I1, . . . , Ik}]) · (xν I1) · · · (xν Ik ),
∂s QG,x (ν) =
∑
s∈I1unionmulti···unionmultiIk⊆V
I1,...,Ik inde´pendants
x−1 · as(G[{I1, . . . , Ik}]) · (xν I1) · · · (xν Ik ),
∂{s,p}RG,x (ν) =
∑
s,p∈I1unionmulti···unionmultiIk⊆V
I1,...,Ik inde´pendants
x−2 · as,p(G[{I1, . . . , Ik}]) · (xν I1) · · · (xν Ik ).
En particulier,
pG(x) = pn xn + pn−1xn−1 + · · · + p1x,
qG(x) = qn−1xn−1 + qn−2xn−2 + · · · + q1x + q0,
rG(x) = rn−2xn−2 + rn−3xn−3 + · · · + r1x + r0,
ou` les pk , qk et rk sont des entiers positifs (dans le cas des rk il faut supposer, de plus, que G
ne contient aucun sommet isole´) tels que pG(1) = n!, qG(1) = (n − 1)! et rG(1) = (n − 2)!
ainsi que pn = a(G), qn−1 = as(G) et rn−2 = as,p(G). Si χ(G) est le nombre chromatique
de G et k < χ(G), alors pk = 0, qk−1 = 0 et rk−2 = 0 ainsi que pχ(G) = iχ(G) · χ(G)!,
qχ(G)−1 = iχ(G) · (χ(G)− 1)! et rχ(G)−2 = iχ(G) · (χ(G)− 2)!. Si k ≥ χ(G), on a pk > 0,
et qk−1 > 0 si G est connexe. 2
´Evidemment, on a aussi des expressions directes.
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PROPOSITION 7.3.
x · QG,x (ν) = − log
(
1− x · IG[(1− x)ν]
1− x
)
,
x2 · RG,x (ν) =
(
1− x · IG[(1− x)ν]
1− x
)
· log
(
1− x · IG[(1− x)ν]
1− x
)
+ x · IG[(1− x)ν]
1− x · [1− log(1− x)].
2
Notons que la positivite´ des coefficients du polynoˆme rG(x) est le re´sultat principal de
l’article [10] de Gessel (de´montre´ sur plus qu’une page a` l’aide du the´ore`me fondamental de
Stanley sur les P-partitions) tandis que le polynoˆme qG(x) n’y figure pas.
Remarquons finalement que Stanley [22] a introduit et e´tudie´ la fonction chromatique XG =
XG(x1, x2, x3, . . .) que l’on peut, avec l’aide des fonctions d’ensembles, de´finir comme suit:
1+
∑
∅⊂V ′⊆V
XG[V ′] · νV ′ :=
∞∏
i=1
[1+ IG(xi · ν)] = exp
[ ∞∑
i=1
−A∗G(−xi · ν)
]
.
8. APPENDICE II. SE PASSER DES FONCTIONS D’ENSEMBLES
On pourrait eˆtre faˆche´ de cette volonte´ syste´matique d’imposer les fonctions d’ensembles
ou, qui pis est, leurs fonctions ge´ne´ratrices. C’est pourquoi il nous semble particulie`rement
important de bien expliciter plusieurs me´thodes permettant de s’en passer. Comme indique´
dans le Paragraphe 2, il s’agit de construire des mode`les combinatoires infinis qui ne font
intervenir que les cardinalite´s.
Remplac¸ons donc chaque sommet v ∈ V de notre graphe simple G = (V, E) par une
famille infinie Vv de sommets, et relions (par une areˆte) deux sommets u′ ∈ Vu et v′ ∈ Vv
avec u, v ∈ V et u 6= v, si et seulement si u et v sont relie´s dans le graphe G. Ces de´finitions
sont assez naturelles tandis qu’il n’est point clair s’il faut relier deux sommets diffe´rents d’un
meˆme ensemble Vv . En effet, pour tout v ∈ V , on a le choix de laisser Vv comme ensemble
inde´pendant infini ou bien de le remplacer par un graphe complet infini. Si l’on se de´cide,
pour tout v ∈ V , en faveur du graphe complet (resp. de l’ensemble inde´pendant), le graphe
infini obtenu a` partir de G est note´ G∞ (resp. G∞).
Soit V = {1, 2, . . . , n}. Alors les fonctions d’ensembles (ou bien leur fonctions ge´ne´ratri-
ces) comme IG∞(ν), χG∞,λ(ν), AG∞(ν), A∗G∞(ν) et AG∞,t (ν) (partout, G∞ peut eˆtre rem-
place´ par G∞) sont, en effet, des fonctions ge´ne´ratrices du type exponentiel en des variables
(alge´briquement) inde´pendantes v1, v2, . . . , vn , dont le coefficient de (vi11 / i1!) · · · (vinn / in !)
compte l’invariant respectif du graphe obtenu a` partir de G en remplac¸ant le sommet 1
par i1 exemplaires, le sommet 2 par i2 exemplaires, . . . , le sommet n par in exemplaires.
´Evidemment, tous ces invariants peuvent eˆtre interpre´te´s avec l’aide du seul graphe G, et les
the´ore`mes de´montre´s dans les paragraphes pre´ce´dents fournissent des identite´s pour eux. En
particulier, l’identite´ 1+AG∞(ν) = [1+ IG∞(−ν)]−1 n’est rien d’autre que la Proposition 5.1
de [27] tandis que l’identite´ log[1 + AG∞(ν)] = A∗G∞(ν) n’est rien d’autre que la Proposi-
tion 5.10 de [27]. (Pour mettre les points sur les i, il faut ajouter que Viennot a remplace´ les
variables v1, v2, . . . , vn par des se´ries sans terme constant et qu’il n’a pas mentionne´ que,
pour chaque ensemble de ses pie`ces, le nombre de pyramides forme´es de ces pie`ces est divis-
ible par le nombre de pie`ces, puisque, pour chaque pie`ce fixe´e, le nombre de pyramides ayant
cette pie`ce en guise d’extre´mite´ est toujours le meˆme.)
Orientations acycliques 1121
En fait, meˆme les inconditionnels des fonctions ge´ne´ratrices en une seule variable x peuvent
s’y retrouver, puisque, dans toutes les identite´s pour le graphe G∞ ou G∞, on peut remplacer
(ν) par (x · ν) (meˆme pour les fonctions d’ensembles). La substitution ν = 1, i.e., v1 = v2 =
· · · = vn = 1, est alors bien de´finie (ceci est un ve´ritable avantage des fonctions ge´ne´ratrices
du type exponentiel par rapport aux fonctions d’ensembles). Par exemple, le coefficient de xk ,
k > 0, dans IG∞(x) compte, pour notre graphe G, le nombre d’ensembles inde´pendants de
cardinalite´ k; et la spe´cialisation 1+ AG∞(x) = [1+ IG∞(−x)]−1 du The´ore`me 3.1 n’est rien
d’autre que la relation de re´ciprocite´ du Chapitre 2.1.2 de [24].
Une me´thode tout a` fait diffe´rente pour obtenir des fonctions ge´ne´ratrices (du type exponen-
tiel) en la seule variable V consiste a` remplacer G = (V, E) par le graphe ale´atoire G(p, q),
p + q = 1, sur un ensemble infini V de sommets, pour lequel la probabilite´ d’avoir une
areˆte entre deux sommets quelconques est e´gal a` p, 0 ≤ p ≤ 1 (et tous ces e´ve´nements sont
inde´pendants). De cette manie`re, tous les coefficients de nos fonctions ge´ne´ratrices (pour les
fonctions d’ensembles) deviennent des variables ale´atoires, qui, dans les identite´s, ne sont
multiplie´es que si elles sont inde´pendantes. Alors, graˆce a` la multiplicativite´ de l’espe´rance
mathe´matique dans cette situation (et sa line´arite´ sans restriction) on peut, dans toutes les
identite´s de´ja` de´montre´es, remplacer chaque variable ale´atoire par sa valeur moyenne.
Notons qu’un ensemble de n sommets du graphe G(p, q) est inde´pendant avec la proba-
bilite´ q(
n
2)
. On en de´duit pour les espe´rances mathe´matiques la proposition suivante.
PROPOSITION 8.1.
1+ IG(p,q)(V ) = 1+
∞∑
n=1
q(
n
2) · V n/n!.
2
Alors, si AG(p,q)(V ) compte le nombre moyen d’orientations acycliques, le The´ore`me 3.1
implique la proposition suivante. (voir [28], Paragraphe 5).
PROPOSITION 8.2 (WELSH, JANSON).
1+ AG(p,q)(V ) =
[
1+
∞∑
n=1
q(
n
2) · (−V )n/n!
]−1
.
2
Notons a(n,m) le nombre de graphes oriente´s de fac¸on acyclique, qui ont n sommets
marque´s et m areˆtes. Il s’ensuit la proposition suivante.
PROPOSITION 8.3 (LISKOVEC [16], RODIONOV [19]). Soit p + q = 1. Alors on a
1+
∞∑
n=1
 (n2)∑
m=0
a(n,m) · pmq(n2)−m
 · V n/n! = [1+ ∞∑
n=1
q(
n
2) · (−V )n/n!
]−1
.
2
Regardons la spe´cialisation p = q = 1/2 et posons a(n) :=∑(n2)m=0 a(n,m). On obtient alors
le re´sultat de Stanley (voir [21] ou [23], Chapitre 3.15).
PROPOSITION 8.4 (STANLEY, ROBINSON [18]).
1+
∞∑
n=1
a(n) · V n/(2(n2)n!) =
[
1+
∞∑
n=1
(−V )n/(2(n2)n!)
]−1
.
2
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´Evidemment, tous les autres re´sultats de cet article peuvent eˆtre spe´cialise´s de la meˆme
fac¸on que le The´ore`me 3.1. Cette spe´cialisation 〈〈 probabiliste 〉〉 du The´ore`me 3.3 fournit
notamment un des deux the´ore`mes principaux de l’article [11], que Gessel a de´montre´
en e´tablissant une relation de re´currence, dont il a imagine´ la solution a` l’aide des 〈〈 bons
de´nominateurs 〉〉.
9. APPENDICE III. SE PASSER DE LA COMMUTATIVITE´
Soit G = (V, E), V = {1, 2, . . . , n}, un graphe simple. Associons a` ses n sommets
des variables v1, v2, . . . , vn et supposons que tout monoˆme contenant une de ces variables
au moins deux fois est nul. Ceci ne restreint pas la ge´ne´ralite´ de nos conside´rations parce
que, selon l’appendice pre´ce´dent, on peut remplacer G par G∞ pour obtenir pre´cise´ment les
meˆmes re´sultats que dans [5] ou dans [27]. `A la diffe´rence de tous les autres paragraphes,
cependant, nous ne supposons la loi commutative pour deux variables vi et v j que s’il n’y
a pas d’areˆte entre les deux sommets i, j ∈ V . L’alge`bre associative ainsi obtenue est note´e
A[V ] comme dans le cas commutatif. Il n’est pas difficile de de´montrer que chaque monoˆme
de A[V ] correspond, de fac¸on bijective, a` une orientation acyclique du graphe engendre´ par les
sommets qui correspondent aux variables du monoˆme. Pour e´crire le monoˆme, commenc¸ons
par les variables des sources de l’orientation acyclique (ces variables commutent mutuelle-
ment puisque l’ensemble des sources est inde´pendant). En appliquant la meˆme proce´dure
au graphe engendre´ par les sommets des autres variables du monoˆme, on finit par obtenir une
partition canonique des sommets du monoˆme en ensembles inde´pendants. Celle-ci est appele´e
V-de´composition ou forme normale de Foata (voir [24] ainsi que [5], The´ore`me 1.2).
Notons AG(ν), AG(0) = 0, la somme de tous les monoˆmes diffe´rents de A[V ] de sorte
qu’on recouvre la fonction AG(ν) de´ja` introduite en soumettant toutes les variables a` la loi
commutative. Si IG(ν), IG(0) = 0, de´signe la somme de tous les monoˆmes dont les variables
commutent mutuellement (ce sont les monoˆmes correspondant aux ensembles inde´pendants),
alors la de´monstration meˆme de la Proposition 3.2, i.e., le principe d’inclusion–exclusion,
implique encore que le produit [1+IG(−ν)]·[1+AG(ν)] de´nombre les orientations acycliques
sans aucune source. Autrement dit, on a e´tabli le the´ore`me de Cartier et Foata sur l’inversion
(de Mo¨bius) dans le monoı¨de de commutation, a` savoir l’identite´ (voir [5], The´ore`me 2.4)
[1+ IG(−ν)] · [1+ AG(ν)] = 1.
Cependant, les coefficients de − log[1 + IG(−ν)] ne sont pas toujours des entiers dans le
cas non-commutatif et la re`gle ∂s − log[1+ IG(−ν)] = −[1+ IG(−ν)]−1 · ∂s IG(−ν) n’est
plus valable. Voila` pourquoi nous nous sommes impose´s, dans cet article, la commutativite´
pour toutes les variables.
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