We develop bit-parallel algorithms for exact string matching. Our algorithms are variations of the BNDM and Shift-Or algorithms. At each alignment the algorithms read a q-gram before testing the state variable. In addition we apply reading a 2-gram in one instruction. Our experiments show that many of the new variations are substantially faster than any previous string matching algorithm on x86 processors for English and DNA data.
Introduction
Searching for occurrences of a string pattern in a text is a common task. It is utilized not only in text processing but also in other fields of science where patterns need to be found (e.g. DNA processing, musicology, computer vision). Although the task of exact string matching has been extensively studied since seventies, new algorithms or modifications of the previous ones still appear that slightly improve time needed for searching.
The Boyer-Moore algorithm [2] with its many variations is a widely known solution for exact string matching. Horspool's algorithm (BMH) [10] and Sunday's QS algorithm [20] have been considered examples of efficient variations of the Boyer-Moore algorithm. But because modern processors give favor to straight-forward and bit-parallel algorithms, the advantage of BMH and QS is not any more clear.
An elegant way of reaching the asymptotic optimum average time complexity is the Backward DAWG Matching algorithm (BDM) [3] . However, the algorithm is complicated to implement and it is not fast for many typical text searching tasks. Its asymptotic optimality is exposed only when searching for very long patterns.
More suitable is BNDM (Backward Nondeterministic DAWG Matching) by Navarro and Raffinot [17] . BNDM is a kind of cross of the BDM and Shift-Or [1, 4] algorithms. The idea is similar as in BDM, while instead remarks in Section 8.
BNDM
Let us start with BNDM. Its pseudocode [17] is shown as Alg. 2.1. The precomputed table B associates each character a with a bit mask expressing its locations in the pattern. At each alignment of the pattern, the algorithm reads the text from right to left until the whole pattern is recognized or the processed text string is not any substring of the pattern. Between alignments, the algorithm shifts the pattern forward to the start position of the longest found prefix of the pattern (assigned to last), or if no prefix is found, over the current alignment (last = m). With the bitparallel shift-and technique the algorithm maintains a state vector D, which has one in each position where a substring of the pattern starts such that the substring is a suffix of the processed text string. The basic version of BNDM works for patterns which are not longer than w.
We develop BNDM further. We present a version called BNDMq which at each alignment first reads a q-gram, i.e., q characters, before testing the state vector D. Another difference is a more simple instruction flow when the q-gram is not present in the pattern. This loop has been made as short as possible in order to quickly advance m − q + 1 positions in such a case. The pseudocode of BNDMq is shown as Alg. 3.1, where F (i, q) is a shorthand notation for instructions
Note that BNDMq does not have the last variable storing the found prefix, but the variable i, which points to the counter position of p m−q+1 , is updated directly.
At the implementation level, the test starting the outer while loop can be removed by placing a copy of the pattern as a stopper in the end of the text [11] . Then the end of the text is tested every time an occurrence of the pattern is encountered.
SBNDMq
The inner while loop of BNDM checks one alignment of the pattern in the right-to-left order. In the same time the loop recognizes prefixes of the pattern. The leftmost one of the found prefixes determines the next alignment of the algorithm. Peltola and Tarhio [19] presented SBNDM, a simplified version of BNDM. SBNDM does not care of prefixes, but shifts the pattern simply past a mismatch. SBNDM is slightly faster than BNDM especially for short patterns. Independently, Navarro [16] has utilized a similar approach already earlier in the code of his NR-grep.
Next we present SBNDMq, which is a revised version of SBNDM applying q-grams. The pseudocode, which has been developed from BNDMq, is shown as Alg. 4.1.
The inner loops of BNDM and BNDMq contain two tests per a text character. The inner loop of SBNDMq has only one test. This feature was also present in the code of Navarro's NR-grep [16] . When removing the test of j (see Alg. 3.1) the loop runs in the case of a In the case of a match, the shift is s 0 , which corresponds to the distance to the leftmost prefix of the pattern in itself. For example, s 0 is three for P = abcab. If the proportional number of matches is not high, the algorithm runs equally fast with the conservative value s 0 = 1. The computation of s 0 is shown as Alg. 4.2.
Algorithm 4.2 (Computing s
As an example we give a compact C implementation of the main loop of BNDM2 in Algorithm 4.3. Because of clearness and compactness, this code differs slightly from Alg. 4.1. The initial value of i is m. It is assumed that t n+1 ...t n+m is a stopper, i.e. a copy of the pattern. Here s 0 = 1 is applied. The code computes the number of matches (nmatches).
Algorithm 4.3 (BNDM2.c)
while (1) { while (!(D = (B[t[i]]<<1)&B[t[i-1]])) i += m-1; j = i; while (D = (D<<1)&B[t[i-2]]) i--; i += m-1; if (i == j) { if (i > n) return (nmatches); nmatches++; i++; } }
UFNDMq
Algorithms of BNDM and SBNDM type apply backward matching. The TNDM algorithm [19] (a BNDM variant) uses backward and forward scanning. It makes slightly less accesses to the text than BNDM, but it is slower than BNDM. Here we present a new variation called FNDM (Forward Nondeterministic DAWG Matching) as Alg. 5.1. A preliminary version of FNDM was introduced by Holub andĎurian [9] . The idea is to read every m:th character x of the text while x does not occur in the pattern. If x is present in the pattern, the corresponding alignments are checked by the naive algorithm. BNDM and its descendants apply the shift-and approach while FNDM uses shift-or.
Next we extend FNDM to handle q-grams. Let 
G(i, q) be a shorthand notation for instructions
Scan through unset (=0) upper bits in F and check candidates starting at corresponding positions if end position > n then Return endif endif
Checking is done if any of the highest bits in D is not set. Those bits correspond to candidate positions.
Let us study an example. Let abcdefgh be the pattern, and let q be 4. Let us assume that the marked 4-grams have been read.
Then the rightmost bits of D are computed as shown in Fig. 1 . So the candidate abcdefgh should be checked.
Let us consider another example. Let q be 2. When bc of an occurrence of the same pattern has been read, i is advanced by 2 until the end of the pattern is recognized.
Notice that unlike the other q-gram algorithms UFNDMq works reasonably also on "undersized" patterns i.e. when q > m. Then it must be allowed to 
Reading 2-grams
Some CPU architectures, notably the x86, allow unaligned memory reads of several bytes. This inspired us to try reading several bytes in one instruction, instead of separate character reads. One may argue that it is not fair to apply such multiple reading, because all CPU architectures do not support it. But because of the dominance of the x86 architecture it is reasonable to tune algorithms for that.
Fredriksson [5] was probably the first one who applied reading several bytes simultaneously to string matching. We adopted a similar approach by Kalsi et al. [12] 2) where x 1 and x 2 are the halfwords and g is the same table used in the 2-gram version. In BNDM6b/SBNDM6b the value of 6-gram is computed as g[
4). From SBNDM4b we made a modified version SBNDM2+2b, where a 4-gram is tested in two parts. If the first 2-gram do not exits in the pattern, we can shift m − 1 positions instead of m − 3 with 4-gram.
Reading more than two bytes simultaneously does not seem to give extra advantage. Based on the tests by Kalsi et al. [12] , unaligned memory reads on x86 processors incur a speed penalty of up to 70% when compared with aligned reads. This unfortunately reduces the speed of reading four bytes, because then 75% of the reads are unaligned on average.
Reading 2-grams works readily on some other CPU architectures besides x86. During preprocessing we take care of endianess (the order All the algorithms were tested in a testing framework of Hume and Sunday [11] . All programs were written in C and compiled with the gcc compiler 4.1.2 producing x86 64 "32-bit" and "64-bit" code and using the optimization level -O3.
The change of the process from one processor core to another empties cache memories with various degree. This would slow down reads from memory and induce annoying variation to the timing of test runs. To avoid it we have used Linux function sched setaffinity to bind the process to only one processor or core.
We used three texts of 1 MB in our tests: English, DNA, and binary. The English text is the beginning of the KJV bible. The DNA text is from Hume and Sunday [11] . The binary text was generated randomly. For each text there were pattern sets of lengths 5, 10, 20, 30, and 50. For DNA and binary, each set contained 200 patterns taken from the same data source as the corresponding text. So every pattern do not necessary occur in the text. For English, each set contained 300 patterns drawn from non-overlapping positions of the text.
The set of tested algorithms include several classical algorithms. Besides Shift-Or [1, 4] we have two versions of BNDM: the original one and the NR-grep variation BNDMnr [16] . BM is the implementation fast.rev.d12 of Boyer-Moore algorithm by Hume and Sunday [11] which follows original suggestions of Boyer and Moore [2] about maximal efficiency. QS is their implementation uf.rev.sd1 of Sunday's QS algorithm [20] . KS by Kim and Shawe-Taylor [13] uses a trie of reversed q-grams of the pattern. In the tested implementation q is five. KS was designed only for DNA, and therefore it does not find all English patterns (inaccurate times are marked with a star).
We also tested some new algorithms. Lec is the 'New' algorithm of Lecroq [15] , which uses q-grams and hashing. We used 256 as the size of the hash table of Lec. WW-LBNDM is an algorithm developed by He et al. [8] for large alphabets. It examines the text in regions of 2m − 1 characters, i.e. wide windows (WW). The bit-parallel version was called LBNDM [7] . It is interesting that upper limit for characters examinations is 2n. BLIM is Külekci's bit-parallel algorithm designed for long patterns. The tested implementation uses 32-bit vectors.
Because a preliminary version of SBNDM2 was already present in Lecroq's tests [15] , we show also its run times. It is called SBNDM2x.
Results of test runs are shown in Tables Behavior with the 64-bit code. The speed of BNDMq is very close to that of SBNDMq for q = 3, ..., 6. The same is true for English and DNA in the case q = 2, but BNDM1 is clearly slower than SBNDM1. It is remarkable that the maximal shift of SBNDM4 is two for patterns of 5 characters (except when s 0 is applied), but the search speed is still reasonably good.
Lecq was not competitive in our tests, e.g. SB-NDM4 seems to be faster than Lec3 on other cases than binary patterns of 10 characters. On DNA and English the speed of Lecq slows down, when q increases. Thus Lec3 is the fastest of Lecq versions on those data sets. This behavior differs slightly from the results reported at [15] . On the other hand Lecq works well on binary data.
SBNDM2+2b is the fastest tested algorithm for short English patterns. Its search time is less than half of that of QS. For long English patterns SBNDM4b is the fastest. Versions of Lecq are slower for English patterns than SBNDMq with an equal value of q.
On DNA sequences SBNDM4b is the best for m ≤ 20, and SBNDM6b is the best for m > 20. Observe the good performance of KS on long DNA patterns.
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For binary data, the optimal value of q is higher than for other tested data sets. Lec6 is the fastest for m = 30. For short patterns, SBNDM4b is best, and SBNDM6b is the fastest when m is around 10-20. On small alphabets the length of expected shift increases only a little for algorithms using mere the occurrence shift (e.g. QS) when patterns get longer.
The algorithms WW-LBNDM and BLIM were not competitive in our tests. The obvious reason is that they have been designed for problem settings of another kind.
Behavior with the 32-bit code. We ran the same tests using the 32-bit code in our test machine. Interestingly most algorithms (e.g. UFNDM8) were faster in the 64-bit mode while others (e.g. SBNDM2+2b) were faster in the 32-bit mode. Some of the differences are significant. A possible reason is that in 64-bit mode, there are more addressable registers.
SBNDM versions with q > 3 became clearly slower for m = 5. The noteworthy exceptions were also SBNDM2b, SBNDM2+2b, SBNDM4b, and SBNDM6b, which were generally faster than with the 64-bit code; especially the fastest times for English and DNA data became better. We repeated this test also with a 1.0 GHz AMD Athlon 64 X2 dual core 5000+ processor, 2 GB of memory, 64 kB L1 cache and 512 kB L2 cache. The relative performance of algorithms remained mostly the same. Moreover, we tested the algorithms in four other computers having a x86 processor (Pentium III or newer). The results were similar. The 32-bit code of UFNDMq was dramatically slower than the 64-bit code. We tried a newer gcc 4.3.0 compiler, but results were similar. On the other hand the 32-bit code compiled with earlier gcc version 4.1.2 ran about 30% faster. We suspect that the reason for the problem is a compiler bug in optimization. In another computer, the 32-bit codes of UFNDMq compiled with Dev-C++ 4.9.9.2 run relatively faster.
We did also some preliminary testing with the 32-bit version of the FAOSO algorithm [6] . It was slower than the fastest one of our algorithms for all the pattern sets tested. The relatively best result of FAOSO was 571 milliseconds for binaries of five characters, but this did not beat 64-bit UFNDM5. Although FAOSO is fast for short patterns, it is rather unpractical. Namely it has two constant parameters and it is a tedious process to find out the best combination of them for each type of input.
Examined characters. The relative numbers of examined text characters are shown in Table 3 . The value 200 means that every character is examined twice on average. The values for BNDMqb and SBNDMqb are not shown, because they are naturally the same as for the basic versions. On the given value of q the number of examined characters is correlated with the search time. When q increases, it is obvious that more characters are read from the text. Table 3 clearly shows how fuzzy the connection between the search time and the number of examined text characters is. For example, SBNDM4 is clearly faster than SBNDM1 on binary patterns of five characters, though it examines substantially more characters. Behavior on a different processor. Although the current market share of x86 processors is over 99%, it is also necessary to try other processors. So we tested the algorithms on Sparc. The results were mixed. The new algorithms BNDMq and SBNDMq did not get similar gain as on x86 processors. However, the best version, SBNDM3 was faster on binary and DNA than old versions of BNDM. We tested also such version of SBNDM2b that never reads 2-grams that cross the word border, which is not allowed in Sparc. However, there was not significant difference between the speed of SBNDM2b and SBNDM2.
Memory

Concluding remarks
We have presented new variations of the BNDM and Shift-Or algorithms. Our experiments show that several variations are clearly faster than the corresponding original algorithms on x86 processors. Moreover, our algorithms seem to be faster than any previous exact string matching algorithm for English and DNA data on those processors. Therefore our algorithms will be most useful for practitioners 1 . Our algorithms work well also with short patterns which is not typical for algorithms of Boyer-Moore type.
Our algorithms can also be applied to multiple matching and approximate matching. See the book [18] for the basic techniques. Here we described algorithms only for patterns of at most w characters. Next we will work on bit-parallel algoritms for longer patterns in order to compete with BLIM [14] . The LBNDM algorithm [19] is a good starting point.
