The paper presents novel developments in the DNS-based, turbulence modeling strategy of Lakehal et al. developed 
Introduction
Enhancing the thermal performance of gas turbines by an increase of their inlet temperature may cause irreparable damage to the blades. Despite the noticeable progress made in blade metallurgy, a reasonable lifetime of turbine blades can be ensured only by an efficient surface cooling mechanism such as film cooling. This technique indeed offers an excellent compromise between the protection of endwalls and aerodynamic efficiency, since in contrast to convective blade cooling, it minimizes the thermal loads on other components of the turbine. This technique may, however, constitute a source of overall power output loss since the cooling air has to be extracted from the compressors. Thus, optimum film cooling utilizing a minimum amount of cooling air is a major economical requirement.
Film cooling at the leading edge gives rise to very complex flow and heat transfer processes. Its efficiency can be influenced by the following parameters: the blade and discharge geometry ͑blade curvature, the shape of the injection hole, etc.͒, the injection angle ͑perpendicular, streamwise inclined, spanwise inclined͒, the blowing rate M, also known as the mass-flux ratio, the density and temperature ratio, the freestream turbulence, and the compressibility effects. The flow in the vicinity of the discharge holes is particularly complex due to the interaction of the coolant jet with the flow around the blade. The individual jets are bent over by the mainstream, leading to the formation of longitudinal vortices and a reverse-flow region below the jet. The flow becomes even more complicated when the injection is lateral, which is often the case in practice, since then the cooling film better covers the area to be cooled. The formation and location of the longitudinal vortices depend strongly on inclination and blowing rate. More precisely, the strength and elevation of these vortices depend on the penetration of the injected coolant into the cross flow. In the case of streamwise injection two counter-rotating vortices form, while in the lateral injection configuration there is only one large-scale vortex. The vortices entrain ambient hot gas and move it to the vicinity of the wall and hence influence adversely the cooling effectiveness. This phenomenon is more pronounced at higher blowing rates for which the jets penetrate more deeply into the oncoming flow and the vortices are lifted further from the surface. The foregoing description is in fact an idealization of the flow as if it were perfectly stable and steady, and that is exactly what turbulence models of all types are supposed to predict. The reality of jets in cross flow is more complex than that ͓1,2͔: the flow features a broad band of vortical, large-scale structures, dominated by the well-known kidney vortex, but also includes other unsteady structures such as the horse-shoe vortex, the wake vortices, and the shear layer vortices; these can in fact be reproduced only by means of nontime-averaged-based concepts such as direct and large eddy simulation ͓1͔, ͑DNS͒ and ͑LES͒.
The mass-flux ratio can strongly influence the penetration of the jet momentum into the crossflow around the blade's leading edge. An extended penetration of the jet into the mainstream occurs at high mass-flux ratios only ͑say for M Ͼ0.5͒; it deflects towards the blade surface otherwise. Increasing the mass-flux ratio, the deflection of the injected jet by the oncoming flow becomes more pronounced, and the reverse flow region extends further downstream of the hole. Furthermore, the jet penetrates further into the mainstream resulting in a degradation of the cooling in the region near the hole ͓3͔. The way the penetration of the jet into the cross flow occurs was also found to depend on s/D, the jet spacing-todiameter ratio ͓4͔: jet penetration increases with increasing s/D. The experimental studies of Haven and Kurosaka ͓2͔ brought in valuable information about the structure of jets in cross flow in general, and about the effects of injection hole geometry ͑round holes versus square or rectangular holes͒ on the cooling efficiency in particular. Mehendale and Han ͓5͔ studied the influence of high mainstream turbulence on leading edge film effectiveness and heat transfer coefficient with a blunt body having a semicylindrical leading edge. Their results indicate that film-cooling effectiveness decreases with increasing blowing ratio. They have also shown that high mainstream turbulence ͑T u Ͼ9.5%͒ affects the leading edge film-cooling effectiveness for low blowing ratios only (M ϭ0.4) . Detailed information on the behavior of flow and temperature fields around inclined jets for real turbine blades were made available only recently ͓3,6͔. Beeck ͓7͔ studied the aerodynamic effect of slot injection near the leading edge of a high pressure turbine blade, the so-called AGTB cascade model. Beeck's work revealed that significant pressure losses may be introduced by the injection system. Expanding on earlier investigations of Beeck ͓7͔, Ardey ͓6͔ conducted experiments on the three-dimensional variant of the AGTB cascade and provided a detailed data base of velocity and turbulence quantities. This data base has revealed, in particular, the significant anisotropy of turbulence near the wall caused by the strong interaction between the jet and the cross flow; a phenomenon that has recently been confirmed by Findlay et al. ͓8͔ for jet injection over a flat plate. Unfortunately, very little information is given on the rate of turbulence anisotropy very near the wall that could be further exploited in developing prediction models.
Review of Some Previous Numerical Investigations
Three-dimensional calculations of film cooling of real turbine blade models are less abundant than calculations of jets in crossflow over flat plates, e.g., ͓9-12͔. There exists even fewer calculations of surface heat transfer of fully film-cooled rotating turbine blades ͓13͔. Various other investigations exploring the effect of several parameters on the flow and temperature fields over different blade prototypes revealed the importance of extending the calculations into the cooling channel, at least for low blowing rates. Turbulence models that have so far been employed in film cooling calculations do not go beyond the two-equation type. An exception is the work of Ferguson et al. ͓14͔ , who compared the predictive performance of various two-equation turbulence models to the sophisticated Reynolds stress model ͑RSM͒. Surprisingly, their RSM calculations were not better than those with eddy viscosity models. Garg and Ameri ͓15͔ reported on calculations for the C3X vane and the VKI rotor where they used the BaldwinLomax model and various two-equation turbulence models. No clear picture emerged from the calculations indicating which of the employed models is superior. The same Baldwin-Lomax model was also employed by Bohn et al. ͓16͔ in their computations of the film cooling of the two-dimensional AGTB cascade ͓8͔. For this particular configuration, which has been widely adopted as a benchmark for code validation, Irmisch ͓17͔ and Theodoridis and Rodi ͓18͔ used the standard kϪ model with wall functions while Vogel ͓19͔ adopted a low-Reynolds variant. In reference ͓20͔, the authors report on the simulation of the flow around the three-dimensional version of the AGTB test-case ͓6͔.
Owing to the difficulties in calculating these flows using a full three-dimensional RSM under low-Re conditions, Lakehal et al. ͓11͔, Theodoridis et al. ͓20͔, and Lakehal et al. ͓21͔ opted for another strategy. This consists in retaining the basic architecture of the kϪ model, while an anisotropic eddy-viscosity/diffusivity correction for secondary stresses is introduced. The extension of the model to low-Re number conditions was in all cases achieved via a dynamic, zonal, two-layer approach ͓22͔. This practice was first applied to jet injection over a flat plate in ͓11͔, then to real blade models in ͓20͔ and ͓21͔. It was recently compared by Azzi and Lakehal ͓12͔ to algebraic stress models employed in connection with a DNS-based two-layer model resolving the viscous sublayer and was found to perform better for the case of streamwise injection over a flat plate, at least for medium blowing rates M ϭ0.5 and 1.0.
Scope of the Paper
The flow in turbine-blade passages is highly three-dimensional and is characterized by a multitude of complex phenomena. In addition, these flows are turbulent to an appreciable extent with a significant inhomogeneity in length and time scales. Coolant jetting increases further the complexity of the flow field, in particular the rate of turbulence anisotropy around the injection location grows appreciably ͓23,6͔. Previous calculations have shown that isotropic turbulence models are not adequate for this class of flow since the lateral spreading of the heat flux is systematically underpredicted. This led many authors to resort to the Bergeles et al. ͓24͔ model promoting the turbulent cross fluxes, and their results indeed met with some success. Theodoridis et al. ͓20͔, who analyzed the flow in the vicinity of the leading edge of the AGTB turbine blade, concluded that promoting the turbulent fluxes is particularly necessary over the pressure side of the blade, where there is evidence from measurements ͓6͔ that the rate of anisotropy is appreciable. Lakehal et al. ͓21͔ have then tried to infer information from Ardey's ͓6͔ experimental data in view of generalizing Bergeles' correction, but they have faced the same difficulties as Kaszeta and Simon ͓23͔ did, in that the turbulent transport has been found too complex than any statistical approach would predict. However, it appeared necessary to further extend the existing model ͓24͔ for application very near the wall, and this has been successfully accomplished by use of channel-flow DNS data ͓21,12͔, i.e. the so-called TLVA model.
The present contribution introduces a novel development in the modeling practice briefly evoked in the foregoing. The new development in question is in fact an attempt to stimulate the debate on the relationship between eddy diffusivities of momentum and heat across the sublayer. It is proposed to complement the TLVA approach by an additional model in which the variation of the turbulent Prandtl number across the viscosity-affected layer is approximated by a DNS-based empirical relation. This particular attempt constitutes more of an appeal to stimulate reflection on this issue rather than a proposal for a universal model to be applied to all sorts of applications. Further investigations in this direction are obviously needed. It is understandable that these and previous DNS-based models calibrated for attached flows are not systematically valid for separated flows, but in the absence of direct simulation data of jets in crossflow-and before being capable of exploiting them in the statistical sense-the idea remains for the present time the sole reliable alternative. The first test case studied here represents film cooling of a flat plate by a row of streamwise injected jets studied experimentally by Sinha et al. ͓25͔ . The test case has widely been adopted as a benchmark for code validation ͓9,10,12͔. The main case study investigated in this paper represents film cooling of a three-dimensional symmetrical blade studied experimentally by Haslinger and Hennecke ͓3͔. The difference between this and the former case is that the plenum was not considered.
Governing Equations and Turbulence Modeling
The conservative form of the averaged transport equations governing steady-state, three-dimensional, incompressible turbulent flows featuring heat convection can be written as
where represents the density, the molecular viscosity, p the pressure, u j ϭ(ū ,v ,w ) the velocity vector, T the temperature, Pr the molecular Prandtl number, u i Јu j Ј the Reynolds-stress tensor, and u j Ј the turbulent heat flux. Note also that in order to account for weak compressibility effects, the fluid density can be computed as a function of both the system pressure and absolute temperature with the aid of the equation of state.
The next subsections will briefly introduce the channel flow DNS-based isotropic TLV model, its anisotropic version, under the TLVA variant ͓12͔, then the novel modification relating the near-wall eddy diffusivities of momentum and heat.
The Two-Layer kÀ Turbulence Model "TLV…. The twolayer approach employed here represents an intermediate modeling strategy between the wall-function and the low-Re model approaches. The method consists in resolving the viscosity-affected regions close to walls with a one-equation model, while the outer core flow is resolved with the standard kϪ model. Such models require considerably fewer grid points in the viscous sublayer than any pure low-Re scheme ͑about 10-15 rather than 25-30͒, and hence are more suitable for complex situations involving more than one wall. Also, because of the fixed length-scale distribution near the wall, these models have been found to give better predictions for adverse pressure gradient boundary layers than pure k Ϫ models. In the one-equation model, the eddy viscosity is made proportional to a velocity scale and a length scale ᐉ . The distribution of ᐉ is prescribed algebraically, while the velocity scale is determined by solving the k-equation. The dissipation rate appearing as the sink term in the k-equation is related to k and a dissipation length scale ᐉ , which is also prescribed algebraically. The two-layer versions available in the literature differ in the way ᐉ and ᐉ are prescribed. In terms of implementation, the twolayer approach can easily be used in general-purpose CFD codes and does not necessarily require special considerations such as freezing grid portions. As in other low-Re number models, it requires a versatile algorithm for the determination of local distance to the wall.
In the outercore flow, the usual eddy-viscosity hypothesis is applied employing a linear relation of the Reynolds-stress tensor and the corresponding heat flux to the velocity and temperature gradients
where ␦ i j is the Kronecker delta and S i j the rate of strain tensor.
The distribution of the transport coefficient ⌫ j is made isotropic using the conventional relationship, i.e., ⌫ j ϵ t ϭC k 2 /. The distributions of k and are determined from the conventional model transport equations, and standard values are assigned to the constants, namely C ϭ0.09; C 1 ϭ1.44; C 2 ϭ1.92; k ϭ1.0 and ϭ1.3. It is customary in this type of flow to set the turbulent Prandtl number Pr t to the value 0.9.
In previous two-layer models the near-wall one-equation models always employed k 1/2 as a velocity scale 2 rather than the friction velocity u . The so-called (vЈ 2 ) 1/2 velocity-scale-based model ͑TLV͒ was proposed by Rodi et al. ͓28͔ , motivated by the fact that the normal fluctuations are a more relevant velocity scale for the turbulent momentum transfer near the wall than k 1/2 , i.e., ⌫ j ϵ t ϵ(vЈ 2 ) 1/2 ᐉ and ϵ(vЈ 2 ) 1/2 k/ᐉ . Prior to further applications, the model was employed for calculating the fully turbulent channel flow at the shear-based Reynolds number Re (ϭu y n /) equal to 211. The computational method is outlined in the corresponding section. The DNS database of this flow was provided by Gilbert and Kleiser ͓29͔. Figure 1 compares the normalized ͑by u and ͒ profiles of shear stress uЈvЈ ϩ , turbulent kinetic energy k ϩ , and dissipation rate ϩ with the DNS data. The figure shows that up to y ϩ ϭ200 the shear stress predictions with both the TLK and the present one ͑also referred to as TLV͒ are almost identical and agree fairly well with the DNS data. However, as can be seen from Fig. 1͑b͒ , the profile of k ϩ predicted by the TLV model compares very well with the data, while the TLK calculations underpredict the peak level. This is a consequence of an overpredicted value of ϩ in the region where k ϩ reaches its peak value ͑c.f. Fig. 1͑c͒͒ . The most evident deviations between the TLK and TLV predictions are displayed in Fig. 1͑c͒ . It seems that the TLK model totally fails in predicting the maximum of ϩ , as has been the experience with most other low-Re schemes. This is the direct consequence of ᐉ dns being smaller than ᐉ nr ͑due to Norris and Reynolds ͓27͔͒ as the wall is approached.
The DNS-Based Anisotropic Extension "TLVA…. As alluded to previously, with simple eddy viscosity models the turbulent transport in the cross direction is not accounted for sufficiently, whereas in reality it should be larger than that normal to the wall, as has been supported by various measurements, e.g. ͓30,6,23͔. To account for the anisotropy of the turbulent exchange processes in these flows, Bergeles et al. ͓24͔ proposed multiplying the eddy viscosity appearing in the cross Reynolds stresses and heat fluxes by a factor varying linearly from f ϭ4.5 at the log layer to 1.0 at the outer edge of the boundary layer. The near-wall value of f ϭ4.5 was inferred from the experimental pipe-flow data of Quarmby and Quirk ͓30͔. More recently, Lakehal et al. ͓21͔ have shown that this correction has to be extended to the viscous sublayer, since the normal fluctuations vЈ 2 approach zero near the wall much faster than the lateral ones wЈ 2 . By investigating various sets of boundary layer and channel flow DNS data, they concluded that the ratio f ϭwЈ 2 /vЈ 2 reaches much larger values in the viscous sublayer than the value of 4.5 adopted in the original model. This idea was first incorporated within the TLK model in ͓21͔ then within the TLV variant in ͓12͔ where is was referred to as TLVA. Briefly, in the TLVA the transport coefficient ⌫ j appearing in Eqs. ͑4͒ is rewritten under the following form:
where the variations of the length scale ᐉ (ϭ0.33y n ) and the velocity scales v i Ј 2 across the viscous region are based on boundary layer and channel-flow DNS data of Kim ͓31͔
, 4.25 ͬ
being the turbulence anisotropy factor. The model is valid in the near-wall region where 1.5Ͻy ϩ Ͻ50 only. However, beyond the location where y ϩ Ϸ50 ͑or R y ϭ80͒-where the two layers are matched dynamically without fixing grids-and up to the edge of the boundary layer, the anisotropy factor f takes the average value of 4.25, instead of the original distribution by Bergles et al. ͓24͔ .
The details of the model are provided in ͓21͔ and ͓12͔. However, the expression for the rate of dissipation was kept isotropic, as in the original TLV model, by re-incorporating k 1/2 as a velocity scale rather the normal fluctuating velocities, 3 i.e., ϭk 3/2 /ᐉ DNS . The dissipation length scale ᐉ DNS was also calibrated with the same DNS data ͓12͔. To complete the model an additional transport equation for k needs to be solved; it takes the commonly used form
but with the transport coefficient ⌫ j k ϭ⌫ j / k and the production term PϭϪu i Јu j Јū i, j having the effect of f included, too. To summarize, the one-equation TLVA model consists of the following steps: ͑i͒ the flow and temperature field is solved with the turbulent fluxes being determined from Eq. ͑4͒; ͑ii͒ the transport equation for k, Eq. ͑9͒, is solved in parallel; ͑iii͒ the transport coefficients ⌫ j are determined by use of Eq. ͑5͒; ͑iv͒ the rate of dissipation in Eq. ͑9͒ is determined by the DNS-based prescription ͓21,12͔.
The DNS-Based Model for the Turbulent Prandtl Number. The turbulent Prandtl number Pr t is defined as the ratio of eddy diffusivity of momentum to eddy diffusivity of heat. Considering the two-dimensional boundary layer over a flat plate with constant properties, negligible body force and negligible viscous dissipation, the definition of the turbulent Prandtl number is
The Reynolds analogy which implies that Pr t converges to a constant value, e.g. Pr t ϳ0.7-0.9 for Prϭ0.73, has been widely adopted as a consensual solution for turbulent heat convection problems. However, a multitude of experimental investigations dealing with the dependence and behavior of Pr t have confirmed that a perfect analogy between eddy diffusivities of momentum and heat exists only within the log-layer ͑say for 30Ͻy ϩ Ͻ300͒. Within the viscosity-affected layer, however, most of these studies have revealed that Pr t shows a marked increase to values well above unity. Guided by these indications, Kays and Crawford ͓32͔ and many others have developed analytical relationships for Pr t with various degrees of sophistication. But serious doubts have been prevailing about the way in which this parameter varies across the viscous sublayer, i.e., the turbulent eddies while moving in a direction transverse to the mainstream might lose heat and momentum at different rates.
Recent DNS data for similar wall-air-flows, with slight or moderate wall heating, have recently provided new insight into this issue. They indicate that for air flows Pr t varies somewhat differently in the viscosity-affected layer than has been assumed hitherto. In particular, some of these studies reveal that Pr t can be smaller than unity within the viscosity-affected layer, being about 0.2 very near the wall, whereas it stabilizes in the outer range where y ϩ Ͻ100. Among these numerical experiments the one due to Lu and Hetsroni ͓33͔ simulated an open channel flow at Re ϱ ϭ3000 with passive heat transfer, while that of Madavan and Rai ͓34͔ simulated transition and turbulence in a spatially evolving boundary layer on a heated plate for 200,000ϽRe x Ͻ725,000. Lu and Hetsroni's data are shown in Fig. 2 ; they clearly indicate that Pr t increases from 0.2 very near the wall and reaches unity only at the edge of the viscous sublayer. A very similar behavior is perceptible from Madavan and Rai's data, which also show values of Pr t decreasing sharply as the wall is approached. 4 Yet their data reveal that Pr t does not follow a monotonous trend in the range 0.2Ͻy/␦Ͻ1.0. It is clear that although a lack of universality 5 is noticeable in the DNS data shown in Fig. 2 , there is a common trend to the effect that as the wall is approached the eddy diffusivity of heat increases more rapidly than that of momentum, implying a high eddy conductivity ͓32͔. It appears to be important that this behavior be accounted for in a model resolving the viscous sublayer. Furthermore, this is particularly true for filmcooling calculations, since the spreading of the hot film on the blade wall is synonymous to a heated surface, causing a strong temperature gradient in the direction transverse to the mean flow. The following empirical relation for the near-wall behavior of Pr t was therefore derived in this study from the channel flow DNS data of Lu and Hetsroni in particular:
where the coefficients A's are given in Table 1 . Proper usage of Eq. ͑11͒ consists in alleviating its dependence on the dimension- 3 Azzi and Lakehal ͓12͔ re-formulated the TLV model by re-incorporating k 1/2 in both the transport coefficient ⌫ j and the dissipation rate . They could have in fact called it a variant of the TLK model ͑as suggested by one of the reviewers͒. 4 These data were originally scaled with y/␦; they have been re-scaled here with y/y ϩ on the basis of the information available in the original paper. 5 This has already been observed in other situations, e.g., the DNS-based near-wall damping of t or of vЈ 2 /k depends somewhat on the Reynolds number.
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Transactions of the ASME less wall distance y ϩ , which can be replaced by the near-wall Reynolds number R y . An approximate relation between y ϩ and R y based on the data of Kim has already been derived ͓12͔
Making Eq. ͑11͒ dependent on the local Reynolds number R y rather on y ϩ avoids having to deal with singularities in separated flow regions, where y ϩ can go to zero. Note, too, that at the matching location, where y ϩ ϭ11.6, the turbulent Prandtl number reaches the value of 0.99. Also, relation ͑11͒ is valid up to y ϩ ϭ94 only, a location where Pr t ϭ0.76; this latter value is then used everywhere in the outercore flow. Note also that since the sharp drop in Pr t cannot be expected in separated flows, the foregoing empirical relationship may occasionally produce countereffects. When employed in connection with the isotropic TLV model, the foregoing approach using Eq. ͑11͒ will be referred to as TLV-Pr, whereas its combination with the the anisotropic variant TLVA will be called TLVA-Pr.
The Computational Method
The governing equations are solved using a three-dimensional finite-volume method for arbitrary nonorthogonal grids, employing a cell-centered grid arrangement. A description of the basic method and its recent developments are reported in ͓11͔. The momentum-interpolation technique is used to prevent pressurefield oscillations tending to appear in the cell-centered grid arrangement. The pressure-velocity coupling is achieved by using the well-known SIMPLEC algorithm. The present computations were performed employing the QUICK scheme for all variables applied in a scalar form by means of a deferred-correction procedure and bounded by the Van-Leer Harmonic function as limiter. The diffusive fluxes are approximated using second-order central differences. The resulting system of difference equations was solved using the strongly implicit procedure ͑SIP͒ algorithm. Convergence was in all cases determined based on a drop in normalized mass and momentum residuals by four orders of magnitude at least. A global mass and energy balance algorithm was employed after each iteration, consisting of a systematic readjustment of the mass fluxes at the outflow.
Grids and Boundary Conditions
The Flat Plate. This test case was experimentally investigated by Sinha et al. ͓25͔. The jets were inclined at an angle of 35 deg with a lateral spacing of 3D. The injection hole diameter was 12.7 mm and the discharge pipe length-to-diameter ratio was 1.75. The domain extends 19D upstream of the leading edge and 30D downstream of the injection location. The topology of the grid is shown in Fig. 3͑a͒ . The approaching boundary layer was fully turbulent. The simulations performed in the experiment dealt with two density ratios h / ϱ ͑ϭ1.2 and 2.0͒ and various mass-flux ratios ranging from M ϭ0.25 to 1.0. In the present work calculations were carried out for h / ϱ ϭ2 and M ϭ0.5 only. Results of the simulation with the higher mass-flux ratio can be found in a companion paper by Azzi and Lakehal ͓12͔. In the streamwise direction the calculation domain extends from the inflow plane located at x/DϭϪ8 to x/Dϭ25 and from the channel bottom to y/Dϭ6 in the vertical direction. The downstream exit of the hole is located at xϭ0. In the spanwise direction the domain extends from a plane through the middle of the holes (zϭ0) to a plane at z/Dϭ1.5 in the middle between two injection holes, and symmetry conditions are imposed on these planes. A multiblock grid is used to cover the three blocks. The grid adopted for calculations was obtained after a series of tests; it consists of 180ϫ76ϫ24 points in the x, y, and z directions, respectively. The jet and the plenum are meshed with grids composed of 16ϫ40ϫ9 and 53 ϫ75ϫ23 nodes, respectively. The wall neighboring-cells were located so as to always maintain the values of y ϩ smaller than 2.0. The number of grid points placed in the viscous sublayer and the buffer layer was typically 15 to 20, but less within the discharge pipe.
The no-slip boundary conditions and kϭ0 were used on the plate surface, and on the plenum internal walls since there the flow has a very low momentum ͑and thereby very small y ϩ at the wall͒, which invalidates the use of wall functions. Because the upper surface of the domain was set relatively far from the flat plate, symmetry conditions were employed there. In accord with the experiment, a 1/7th power-law turbulent boundary layer velocity profile was imposed at x/DϭϪ8 in order to match the boundary layer thickness of 0.7D at the injection location. The mainstream velocity was set to U ϱ ϭ20 m/s, conforming to the experiment, and uniform distributions were specified for k and corresponding to a free-stream turbulence intensity of T u ϭ0.5 percent, and a dimensionless eddy viscosity of t /ϭ50. Since the experiment does not provide exact information on the flow at the inlet of the discharge pipe, uniform distributions of k and were specified, based on a turbulence intensity of T u ϭ2 percent and t /ϭ30. Adiabatic wall conditions were employed when solving the enthalpy equation and zero gradient conditions were used at the outflow boundary. The exact inlet profiles of the temperature and corresponding densities were employed, i.e., T ϱ ϭ302 K, T h ϭT pln ϭ153 K.
The AGTB Symmetrical Blade. This AGTB blade prototype as known in the literature was studied experimentally by Haslinger and Hennecke ͓3͔. The blade model is symmetrical with a length of 515 mm and a maximum width of 72 mm. The leading edge of the model contains on each side one row of holes (D ϭ4 mm) with a lateral spacing of 5D. Two configurations with different inclinations of the injection channels were investigated in the experiment: one with a streamwise inclination ͑␥ϭ0 deg͒ and one with a lateral inclination of ␥ϭ45 deg between the axis of the pipe and the symmetry axis of the blade, when projected over the horizontal plane x-z, as shown in Fig. 3͑b͒ . The projection over the vertical plane x-y shows the pipe and the symmetry axis to form an angle of 22 deg. The approach-flow velocities were in the range U ϱ ϭ15-30 m/s so that the flow can be considered incompressible. The free-stream turbulence level was below 0.5%, which is understandably much lower than in the practice. Seven mass-flux ratios (M ϭ0.3-1.5) were investigated in the experiment. In the present work, calculations were carried out for the case of lateral inclination ͑␥ϭ45 deg͒, an approach velocity of 30 m/s and various mass-flux ratios, i.e., M ϭ0.3-0.9. Details on the employed grid as shown in Fig. 3͑c͒ , including the sensitivity tests for this case can be found in ͓26͔ and ͓21͔. It is perhaps useful to note though that the grid stretching ratio was limited to 1.1, and the size of the grid was fixed so as to conform to y ϩ ranging in the interval 0.3-3.
On the blade surface and the pipe and plenum internal walls, the employed boundary conditions were the no-slip conditions and kϭ0. On the lower wind-tunnel wall, the viscous-sublayer was bridged and wall functions were used. A uniform streamwise velocity profile was applied (U ϱ ϭ30 m/s) at the inflow boundary; the Reynolds number based on D and U ϱ was Reϭ7950. Uniform distributions were also specified for k and corresponding to T u ϭ0.5 percent and t /ϭ30 corresponding to a length scale of about 0.5D. Note that as in many other experiments, no information about the inlet length scales are available in this one either. Sensitivity tests have shown little effect of varying the oncoming length scale, at least in the interval 20Ͻ t /Ͻ50. Similarly, a uniform velocity profile was set at the inlet of the discharge pipe. Here also, uniform distributions of k and were specified, based on a turbulence intensity of T u ϭ3% and a length scale of k 3/2 / ϭ0.3D. It is important to note that the pipe was long enough (6D) for the flow to fully develop. In both case studies adiabatic wall conditions were employed when solving the enthalpy equation; zero gradient conditions were used at the outflow boundary, and T ϱ was specified to a small value whereas the normalized value of T h was set equal to 0.01.
Results and Discussion
Streamwise Injection over the Flat Plate. For this test case, calculations were carried out only for h / ϱ ϭ2 and M ϭ0.5. Weak compressibility effects were accounted for through use of the equation of state. Contours of film-cooling effectiveness on the plate surface predicted with the TLV model are compared in Fig. 4 with the results obtained with the anisotropic variant TLVA ͑upper panel͒, and the near-wall model for turbulent Prandtl number TLVA-Pr ͑lower panel͒, respectively. Calculations with the TLVA model seem to considerably enhance the lateral spreading of the scalar field, albeit smaller values of are obtained in the centerline of the plate. This indicates that compared to the other models TLVA shortens the reverse-flow region, as will be demonstrated later. The combination TLVA-Pr affects the overall predictions, in that the lateral spreading is further increased and the values of in the centerline of the plate are now higher. The other model combination TLV-Pr has led to minor improvements only; the results ͑not shown here͒ were virtually comparable to those obtained from TLV calculations displayed in Fig. 4 . From this analysis it clearly appears that allowing the eddy diffusivity of heat to evolve faster than that of momentum as the wall is approached may have a considerable impact on the results when employed in connection with a model accounting for near-wall turbulence anisotropy.
Contours of local film-cooling effectiveness L predicted with the standard two-layer model TLV and the anisotropic version TLVA in the midplane of the hole are displayed in Fig. 5 . They suggest that the jet is bent over strongly right after injection, and only a small zone with low or reverse-flow velocities is formed due to the weak acceleration of the fluid. This reverse-flow region has an extent of about one hole diameter or a little more downstream of the injection hole, depending on the model employed. Calculations with the TLVA model suggest indeed that this zone is shorter than with the TLV model, confirming the previous observation in connection with Fig. 4 , but more importantly, the decay of the peak temperature becomes somewhat too fast in the downstream region. This result is a consequence of enhancing the turbulent stresses in the lateral direction, as was noticed in ͓11͔ and ͓20͔. This behavior can be further explained in the context of The system of a pair of counter-rotating longitudinal vortices ͑kidney vortices͒, typical for jets in crossflow, can be seen to establish itself in all calculations. The two vortices cause the typical, symmetrical kidney shape of the temperature contours. Near the wall the velocity is directed towards the middle of the jet (zϭ0). Note, too, that near the wall, immediately after injection (x/Dϭ3), the velocity gradients dw /dy ͑i.e., the vorticity͒ are very strong, and the outer flow is directed away from the blade surface. Far downstream of the hole, however, the velocity gradients loose in strength and the outer flow is now directed towards the plate, reflecting the decay of the longitudinal vortex flow. In Fig. 6͑a͒ where the TLVA correction is applied, the strength of the longitudinal vortex is reduced due to the enhanced stresses in the lateral direction, and so is the local film-cooling effectiveness L . This trend becomes more pronounced in the far downstream region ͑see Further, the TLVA variant seems to considerably enhance the nearwall lateral spreading of the jet, but it also leads to a reduction of the strength of the secondary vortices as compared to the prediction of the TLV model alone; the secondary vortex now tends to flatten further against the surface. In similar circumstances, Theodoridis et al. ͓20͔ found that the enhanced stresses in the lateral direction return results that compare reasonably well with the data. Switching on the TLVA-Pr model combining Eq. ͑11͒ together with the anisotropic correction TLVA reveals a pronounced spanwise spreading of the jet as the wall is approached ͑Fig. 6͑c͒͒.
Judging from contours of L it seems that the thermal field in the outer flow region is also affected by introducing the correction for turbulent Prandtl number since there Pr t is smaller than the usual value of 0.9, according to Eq. ͑11͒. It is perhaps important to note Using the standard TLV model without correction, c in the centerline is predicted too high. However, close to the injection the agreement is much better, which in itself is a major improvement as compared to previous calculations with wall functions reported by Leylek and Zerkle ͓9͔ and many others. In fact, in all other Transactions of the ASME calculations of this test case, including the aforementioned ones, the flow separation accompanying the injection was not reproduced because the viscous sublayer was not resolved. When the anisotropic correction TLVA is employed, the c -level moves closer to measurements near injection and further downstream of the hole. This is in line with the surface contours of plotted in Fig. 4 , where the TLVA model has led the peak temperature to evolve somewhat faster. As was to be expected, the best agreement with measurements is achieved via the combination TLVAPr. Looking now at the neighboring figure confirms the earlier result: the laterally averaged film-cooling effectiveness ͗͘ is best predicted by a combination of the anisotropy correction for t with the model for Pr t . Another major performance of this model combination is the correct prediction of the peak temperature ͑ei-ther via c or ͗͒͘ right after the discharge hole; this clearly indicates that the prediction of the reverse-flow region heavily relies on the way the turbulent Prandtl number varies across the sublayer. This is somewhat intriguing, since the DNS-based relation ͑Eq. ͑11͒͒ was developed for attached flows only. The grossly overpredicted c -level on the axis by the TLV model, together with the underpredicted ͗͘ field clearly indicates that the model fails to predict the spreading in the lateral direction. This leads to the following remark: frequently, when studying this class of flow comparison with experiment is restricted to the distribution of the laterally averaged cooling effectiveness ͗͘; the results may then be misleading and must therefore be seen as the consequence of a compensation effect of being predicted too high near the axis, but not spreading sufficiently in the lateral direction.
The spanwise distributions of on the blade surface are plotted in Fig. 8 at x/Dϭ1, 3, 6, and 10. TLV calculations show significant deviations from the measurements already in the range z/D ϭ0.5-0.7. Close to the discharge hole (z/Dϭ0), the peak temperature is also severely overpredicted, except at the first plane x/Dϭ1. The correction applied to the turbulent cross heat-flux tends to considerably increase the lateral spreading of the scalar field, bringing it closer to the data. But once again the combination TLVA-Pr results in the best prediction for L , both near the axis and towards the outer plane z/Dϭ1.5. Note that for this blowing rate and for higher ones, calculations with wall functions have already shown significant deviations from the measurements ͓9͔. As was to be expected, applying Eq. ͑11͒ together with the isotropic TLV model resulted only in minor changes in the heat transport as compared to the significant improvements obtained by use of TLVA-Pr. The explanation derives from promoting ͑twice͒ the lateral heat flux via the thermal diffusivity coefficient ⌫ 3 by the conjugate effects of the anisotropy factor ␥ and Eq. ͑11͒.
Lateral Injection Over the Turbine Blade Model. Lateral injection takes place at an angle of ␥ϭ45 deg to the x-axis. Figure  9 displays the velocity vectors in the midplane through the hole for the blowing rates M ϭ0.5 and 0.9 as calculated with the twolayer model with extended anisotropic modification TLVA. At the medium blowing rate of M ϭ0.5, the jet bends over quickly and there is only a small reverse-flow region adjacent to the wall extending to about 0.7D downstream of the injection hole. At the higher blowing rate of M ϭ0.9 the picture is quite different and also differs from the flow established in the streamwise injection case reported in ͓21͔. Now the reverse flow underneath the bentover jet develops further away from the wall; reverse flow near the wall occurs only down to about 0.2D from the trailing edge of the hole. Beyond this point the near-wall flow has wall-jet behavior ͑comprised of mainstream gas͒, which then develops into a boundary layer further downstream. For both blowing rates, the high near-wall resolution leads to the development of a local recirculation region inside the discharge channel near the leading edge of the injection hole. In reality, the flow inside the discharge pipe is subjected to a turning effect starting from the plenum, which is known to cause the jetting effect at the delivery; the flow separation following the injection is, however, not systematically induced by the this turning effect. In the present study the plenum was not included ͑Haslinger and Hennecke did not provide any information on the flow in the discharge pipe nor a detailed description of the geometry of the plenum-pipe injection system͒, and this may have led to a misrepresentation of the exact jetting conditions. But since the pipe was long enough, the flow could have recovered the developed flow conditions before ejection. For blowing rates M ϭ0.5 and 0.7, Fig. 10 compares contours of the adiabatic film-cooling effectiveness calculated with the standard TLV model, its anisotropic version TLVA, and the combinations TLV-Pr and TLVA-Pr to the measurements. This comparison is aimed at separating the effect introduced by the anisotropic correction ͑via ␥͒ from that induced by Eq. ͑11͒. In this and the following figures on film-cooling effectiveness, the curvilinear abscissa s is the length measured along the blade surface from the stagnation point. In this case of lateral injection, the contours are no longer symmetrical with respect to the zϭ0-axis, but are shifted in the direction of injection. The trajectory of the jet, running along the peaks of each contour, is first inclined with respect to the zϭ0 axis, but further downstream it runs approximately parallel to this axis. This behavior is in general well reproduced by the calculations. Lakehal et al. ͓21͔ report that when employing the k-⑀ model with wall functions for this configuration and for the one with streamwise injection, the spreading of the temperature and the decay of the effectiveness in the core region were predicted significantly too small. They have also shown that using the two-layer model variant of Rodi ͓22͔ leads systematically to some improvement vis-à-vis the results obtained with wall functions, but not sufficiently to match the data. For the lowest blowing rate of M ϭ0.3 the TLV model ͑results not included here͒ was found to fail to capture the lateral extension of the scalar and to overpredict the peak values along the jet axis. With the extended anisotropic correction TLVA the calculation yielded realistic lateral spreading, but a somewhat too rapid decay of so that ͗͘ was again a little low, as can be seen from Fig. 11 . This confirms possible misleading conclusions for ͗͘ as remarked previously: the fast decay of in the jet axis can be compensated by the enhanced lateral spreading. Results for medium blowing rate M ϭ0.5 displayed in Fig. 10͑a͒ show the TLV calculations to severely underpredict the spreading in the spanwise direction and to overpredict the peak values along the jet axis, worse than for blowing rate of M ϭ0.3. Calculations with the TLVA model not only remedy the lack of spanwise spreading, but also predict reasonably well the decay of far downstream of the injection location (sϾ60 mm). However, the decay of heat transfer is still somewhat overpredicted in the centerline between the hole and location sϭ60 mm. The rate of lateral spreading is only slightly affected by use of the TLV-Pr model, which also misrepresents the decay of heat in the centerline as was the case with the standard TLV variant. Combining now the TLVA approach with Eq. ͑11͒ ͑TLVA-Pr͒ yields the best agreement with the data, including the peak levels along the jet axis. The case with the higher blowing rate of M ϭ0.7 is displayed in the neighboring panel. Both the lateral spreading of the temperature field and the decay of in the core region are much better predicted with TLVA than with TLV shown on the upper panel. TLV-Pr performance is again similar to TLV, but for this blowing rate a slight improvement in the spreading can be perceptible at the lateral boundary. In fact, the implications of Eq. ͑11͒ on the results become more evident with increasing blowing rate, be it employed within the isotropic or the anisotropic eddy-viscosity model. The reason for this is that with increasing mass-flow rate the jet penetrates deeper into the core flow, in which case hot streams are pumped towards the wall enhancing near-wall temperature gradients. In this circumstance the transport of heat by turbulent motion further enhances in the Transactions of the ASME crossflow direction via the flux wЈϭϪ⌫ 3 ‫ץ‬T/‫ץ‬z. Calculations with TLVA-Pr yield significant spreading ͑judging in particular from -contours around the lateral boundaries͒ in the cross direction at the expense of a shorter heat decay along the jet axis. This can be interpreted as a compensation effect between the streamwise and lateral turbulent heat transport.
Finally, Fig. 11 compares predicted distributions of the laterally averaged film-cooling effectiveness ͗͘ to the measurements for blowing rates of M ϭ0.3, 0.5, 0.7 and 0.9. Results of TLV-Pr combination are not included for comparison. In Fig. 11͑a͒ results obtained for the lowest blowing rate of M ϭ0.3 are compared against experiments. Calculations with both the TLV model alone and its anisotropic variant TLVA deliver virtually the same results, except in the region behind the injection where the anisotropic correction seems to play a countereffect. In all cases ͗͘ is predicted too low, especially in the intermediate region where s/D Ͻ35. A semblance of agreement between calculations and measurements starts to emerge only at that location and above. The performance of the TLVA model for this low blowing rate is now confirmed: the enhanced lateral spreading is hidden by the fact decays prematurely near the axis. Introducing now the near-wall model for Pr t together with TLVA leads to only a slight improvement in the downstream region, but near the discharge hole the performance of the model is rather excellent, judging from the peak temperature which is correctly predicted. For the blowing rate of M ϭ0.5, Fig. 11͑b͒ shows that when resorting to TLVA, ͗͘ is calculated much too small near the discharge hole as compared to the standard model, but the tendency is inverted in the intermediate and downstream regions where the level of ͗͘ is now approaching the measured one. With the combination TLVA-Pr the correct shape of the distribution is predicted and altogether the results are the most realistic ones, except that the level is still underpredicted. Note, again, that the model predicts the correct peak temperature right behind the injection which has so far been out of reach of other sophisticated turbulence models. The third and fourth panels 11͑c͒ and ͑d͒ show predictions for higher blowing rates M ϭ0.7, 0.9. It can be seen that with the standard TLV model, the agreement with the measurements improves with decreasing M: ͗͘ is significantly underpredicted in the intermediate region behind the injection hole, but reaches levels close to the measurements further downstream, as was explained above in connection with the contours. Using the TLVA variant leads to significant improvements in the intermediate region, but there the level remains somewhat underpredicted as compared to the data. Calculations with the TLVA-Pr model yield fairly good accord with the measurements over the whole range, including the peak level of ͗͘ in the reverse-flow region.
The final conclusion to be drawn from the foregoing discussion is that in the isotropic two-layer model, agreement with measurements deteriorates with increasing M; with the anisotropic version the predictions are better for the higher blowing rates (M Ͼ0.5), and the same is true of the combination TLVA-Pr. Indeed, judging from the secondary velocities shown in Fig. 6 ͑for the first test case͒, the jet-induced secondary vortices lift off the blade surface further with increasing M, pushing the ambient gas underneath them, which in turn deteriorates the film-cooling effectiveness. Applying the anisotropic eddy-viscosity model tends to reduce the strength of these symmetrical vortices by flattening them towards the surface which improves the prediction of ͗͘; but the utility of this measure is positive only in the attached-flow regions. An objective conclusion regarding the performance of the DNS-based model for the turbulent Prandtl number is that either the heat diffusivity is really faster than that of momentum as the wall is approached, in which case the obtained results are justifiable, or the measure is heuristic and constitutes nothing but a compensation effect. Judging from the results obtained for the flat plate in particular, the author believes that there is a bit of truth in Eq. ͑11͒, but there is an obvious need to clarify this issue. Further DNS data need to be provided.
Conclusions
The aim of the work presented in this paper is to contribute to the development of a robust and accurate predictive strategy for calculating the flow and heat transfer in film-cooling situations on turbine blades. Emphasis was primarily placed on the development of a physical model capable of dealing with the strong anisotropy of turbulence across the boundary layer. Furthermore, owing to prevailing doubts about the way the eddy diffusivities of heat and momentum evolve within the sublayer, use was made of DNS data in order to derive information for the development of a model for the turbulent Prandtl number. In summary, the models used to simulate the turbulent momentum and heat exchange processes included a two-layer version resolving the viscous sublayer with a DNS-based one-equation model known as TLV, a second model variant accounting for the anisotropy of turbulent exchange, also based on the same DNS data, referred to as TLVA, and a final model inferring the near-wall evolution of the turbulent Prandtl number from other DNS data. This latter approach was employed together with TLV and TLVA. The incorporation of the model into a general-purpose CFD code is possible but would require some efforts. For instance, in some commercial packages such as CFX-Tascflow, the two-layer approach ͑e.g., the TLK variant of Rodi͒ is now offered as an alternative modeling route to pure low-Re number models.
Film cooling was calculated for a flat plate with streamwise cooling-air injection and a symmetrical turbine blade with lateral injection; in the latter configuration, coolant air was injected from one row of holes placed on each side of the leading edge. For injection over the flat plate, calculations were extended to the injection pipe and the plenum. For the blade prototype, the flow and temperature fields were simulated around the blade and inside the injection channels. A flexible three-dimensional finite-volume method on multiblock curvilinear grids was employed, and highorder discretization schemes were used to reduce numerical errors. This class of flow is quite complex, and accurate predictions of the flow and heat transfer are difficult to achieve, particularly in the near field of the injected jet, i.e., the growth and separation of the boundary layer developing on the surface and the jet-induced vortices. An extremely high level of accuracy is thereby required, otherwise models of higher complexity may be of little advantage, as was recently revealed by Azzi and Lakehal ͓12͔, who tested various explicit algebraic stress models.
The flow field and its dependence on the blowing rate and injection angle were overall reasonably well predicted; finer details were already well resolved by the isotropic two-layer model. With this model, most of the pertinent physical mechanisms associated with jets in crossflow were also well predicted, including the Transactions of the ASME injection-induced secondary-flow vortices. A quantitative validation of the flow structure was not possible due to the absence of measurements. However, for other situations like film cooling of a similar nonsymmetrical blade ͓20͔ and of a flat plate ͓11͔ reasonable agreement with measurements was obtained for the flow field. Calculations of film cooling of the symmetrical blade show that the thermal field is more difficult to predict. The basic evolution is, however, simulated correctly and so is the influence of the blowing rate. The two-layer k-model was found to severely underpredict the lateral spreading of the temperature field, together with an exaggerated size of the kidney vortices. As a consequence, the laterally averaged film-cooling effectiveness is generally too low. The discrepancies with the measurements on the blade surface become more evident with increasing blowing rate. The DNS-based anisotropy model promoting the turbulent cross stresses brings overall significant improvements, but the best results are obtained when this approach is employed in connection with the DNS-based near-wall model for turbulent Prandtl number. Since both of the empirical relations for momentum/heat transport and turbulent Prandtl number depend on the wall distance, the near-wall grid clustering has to be appreciably refined so as to capture scales up to y ϩ Ϸ1.5. This is the reason why results of film cooling of the flat plate appear to be generally better than those of the real turbine blade.
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