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Introduction générale
En 1917, dans un article intitulé "Zum quantensatz von Sommerfeld und Epstein" [1],
A. Einstein relève l’impossibilité d’appliquer le principe de correspondance lorsque la
dynamique classique du système ne possède pas une régularité suﬃsante. Invoquant H.
Poincaré, il précise que l’absence de régularité est malheureusement générique dans les
systèmes dynamiques. A. Einstein n’évoque pas le chaos – pas plus, d’ailleurs, que H.
Poincaré – et, moins encore, le chaos quantique, mais c’est pourtant bien de cela qu’il
s’agit. Il faudra cependant attendre plus de 50 ans pour que naisse une communauté de
physiciens et mathématiciens s’eﬀorçant de répondre à la question : comment se comporte
un système quantique dont la limite classique exhibe une dynamique chaotique ? La nature
chaotique sous-jacente de ces systèmes quantiques chaotiques rend impossible la résolution
analytique de l’équation de Schrödinger, il est alors apparu nécessaire de les décrire par
d’autres méthodes. De ces considérations, deux théories complémentaires ont émergé : la
Théorie des Orbites Périodiques [2] et la Théorie des Matrices Aléatoires [3,4]. Alors que
la première caractérise le système, dans la limite semi-classique ~ → 0, en termes de ses
orbites périodiques, c’est-à-dire de ses caractéristiques propres, la seconde s’intéresse aux
propriétés statistiques universelles de ces systèmes en fonction de leurs symétries globales.
En s’appuyant sur l’analogie formelle entre l’équation de Schrödinger stationnaire et
l’équation d’Helmholtz, omniprésente en Physique des Ondes, le domaine du Chaos Quan-
tique s’est étendu au Chaos Ondulatoire, qui regroupe l’ensemble des systèmes dont la
limite géométrique est chaotique. Cette extension aux ondes classiques a permis l’émer-
gence, dans les années 90, de nombreuses expériences : en Acoustique [5], en Electroma-
gnétisme [6], puis dans les autres domaines de la Physique des Ondes [7]. Le but de ces
premières expériences étaient alors d’inﬁrmer ou de conﬁrmer la Théorie des Matrices
Aléatoires et la Théorie des Orbites Périodiques. Ces théories ne s’appliquant qu’aux sys-
tèmes isolés, les expériences devaient présenter un couplage avec l’extérieur le plus faible
possible. D’énormes eﬀorts expérimentaux ont ainsi été fournis pour assurer cette condi-
tion : des cavités électromagnétiques plongées dans un cryostat à très basse température
pour rendre négligeable les pertes ohmiques, des blocs d’aluminium à fort facteur de qua-
lité etc. Les nombreuses expériences réalisées n’ont pu mettre en défaut les prédictions
théoriques et, à l’heure actuelle, il est certain que la Théorie des Matrices Aléatoires et la
Théorie des Orbites Périodiques décrivent très bien les systèmes ondulatoires chaotiques
très faiblement couplés à l’extérieur. Néanmoins, un système ondulatoire n’est, en pra-
tique, jamais fermé, celui-ci est toujours couplé à son environnement. Outre le processus
de mesure, il existe diﬀérents mécanismes de couplage, telles les pertes par absorption, les
fuites par rayonnement, la dissipation etc. Ces diﬀérents types de couplage provoquent
de grandes modiﬁcations sur les propriétés des systèmes ondulatoires par rapport au cas
fermé. Ainsi, depuis les années 2000, la communauté se concentre sur la description des
systèmes ondulatoires chaotiques couplés à l’extérieur. Indépendamment d’un intérêt pu-
rement fondamental, ces études rentrent pleinement dans le cadre des nouvelles avancées
technologiques, tels les points quantiques [8] ou les cavités microlasers [9] qui nécessitent
d’être traités comme des systèmes ouverts.
C’est dans cette démarche que s’inscrit mon travail de thèse : la description des pro-
priétés statistiques spectrales et spatiales de systèmes ondulatoires chaotiques ouverts.
Alors que les eﬀets du couplage sur les propriétés spectrales ont déjà été beaucoup ana-
lysés, les statistiques du champ associées aux résonances ont fait l’objet de peu d’études,
ce travail prétend donc, en partie, combler ce vide.
Contenu du manuscrit
I - Description d’un système ondulatoire chaotique ouvert
Ce chapitre présente tout d’abord la Théorie des Matrices Aléatoires à la Wigner qui
caractérise les propriétés statistiques de systèmes ondulatoires chaotiques fermés. Ensuite,
nous verrons que les systèmes ouverts peuvent toujours être vus comme donnant lieu à
des processus de diﬀusion, et pourront donc être décrits par la Théorie de la Diﬀusion.
Je montrerai alors que les propriétés statistiques des énergies propres, des largeurs, et du
champ associé aux résonances sont reliées aux valeurs propres et aux fonctions propres
d’un opérateur non-hermitien : l’hamiltonien effectif. Enﬁn, ce chapitre se termine par
une présentation succincte de quelques résultats théoriques et expérimentaux marquants
sur les propriétés statistiques de systèmes chaotiques ouverts.
II - Statistiques des écarts entre niveaux et des croisements évités
Le deuxième chapitre utilise un modèle à 2 niveaux, introduit par D. Savin, O. Legrand
et F. Mortessagne [10], pour obtenir les distributions de probabilité de écarts entre niveaux
et des croisements évités d’un système chaotique ouvert couplé à l’environnement par un
grand nombre de canaux de couplage. Dans le cas des croisements évités, les prédictions
théoriques permettront d’interpréter les résultats expérimentaux récemment obtenus par
B. Dietz et al. [11].
III - Statistiques des fonctions propres dans le régime perturbatif
Le troisième chapitre s’intéresse aux propriétés statistiques des fonctions propres de
l’hamiltonien effectif. En se limitant au régime de faible recouvrement modal, les distri-
butions de probabilité d’un paramètre, mesurant la non-orthogonalité, seront calculées
pour des systèmes chaotiques dont la limite fermée est invariante par renversement du
sens du temps, et lorsque celle-ci est brisée. De plus, la valeur moyenne de ce paramètre
de non-orthogonalité sera reliée aux ﬂuctuations des largeurs des résonances, et fournira
une interprétation claire de la notion abstraite de non-orthogonalité.
IV - Mesures du paramètre de non-orthogonalité : Simulations numériques et
expérience
Ce dernier chapitre présente des résultats numériques et expérimentaux réalisés sur
des systèmes physiques chaotiques ouverts. Tout d’abord, via la méthode numérique des
éléments ﬁnis, nous calculerons le champ des résonances d’une cavité électromagnétique
2D ouverte, et ce dans une large gamme en fréquence. En introduisant un mélangeur
dans la cavité, nous pourrons acquérir un nombre suﬃsant de données pour comparer les
statistiques du paramètre de non-orthogonalité aux prédictions théoriques du chapitre III.
Ensuite, nous révélerons la proportionnalité entre le paramètre de non-orthogonalité et
la largeur spectrale inhomogène dans une expérience acoustique. Plus précisément, nous
analyserons les ondes acoustiques à la surface d’une plaque de silicium dont le taux de
pertes inhomogènes est contrôlé.

Chapitre 1
Description d’un système ondulatoire
chaotique ouvert
La Théorie des Matrices Aléatoires, introduite par E. Wigner dans les années 50 pour
décrire les propriétés statistiques des spectres de noyaux lourds [12], s’est révélée être
un puissant outil pour caractériser les statistiques des systèmes ondulatoires chaotiques
fermés [13]. Cependant, lorsque l’on prend en compte le couplage avec l’extérieur, omni-
présent dans les systèmes physiques, la Théorie des Matrices Aléatoires à la Wigner n’est,
en général, plus applicable. Il apparaît alors nécessaire de traiter ces systèmes comme des
systèmes ouverts et d’employer la Théorie de la Diﬀusion (au sens de Scattering), dont
l’élément fondamental est la matrice de diﬀusion S.
Même si plusieurs approches, toutes articulées autour de la matrice S, ont été déve-
loppées [14], je décrirai plus particulièrement le formalisme de l’hamiltonien effectif, qui
sera intensivement utilisé dans la suite de ce manuscrit. Le principal intérêt de ce forma-
lisme, apparu en Physique Nucléaire dans les années 70 [15], est qu’il permet d’incorporer
directement les idées de la Théorie des Matrices Aléatoires à la Wigner [16] et de décrire
les propriétés statistiques des énergies propres, des largeurs des résonances et des fonc-
tions d’ondes propres1 de systèmes chaotiques ouverts. Depuis le milieux des années 1980,
l’approche de l’hamiltonien effectif a été appliquée avec un grand succès à de nombreux
systèmes ondulatoires chaotiques tels que les noyaux lourds [17], les billards électroma-
gnétiques [18], les systèmes acoustiques [19] et les points quantiques [8]. Par conséquent,
ce formalisme s’est imposé comme l’outil par excellence pour comprendre et analyser les
1Nous verrons au chapitre III le sens précis que prend la notion de fonction d’onde propre d’un système
ouvert.
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propriétés statistiques des systèmes chaotiques ouverts.
Comme le formalisme de l’hamiltonien effectif nécessite la connaissance des propriétés
statistiques du système fermé, je présenterai tout d’abord la Théorie des Matrices Aléa-
toires à la Wigner (§1.1). Je montrerai ensuite que le couplage avec l’extérieur peut être
modélisé d’une manière uniﬁée, indépendamment des phénomènes physiques responsables
de l’ouverture du système. Puis, en écrivant la matrice S en fonction de l’hamiltonien ef-
fectif, nous verrons que les propriétés statistiques des systèmes chaotiques ouverts peuvent
être décrites en y incorporant la Théorie des Matrices Aléatoires à la Wigner (§1.2). Pour
ﬁnir, j’eﬀectuerai un tour d’horizon des résultats théoriques obtenus par la communauté,
en m’eﬀorçant de me concentrer sur ceux qui ont été vériﬁés expérimentalement (§1.3).
1.1 Théorie des Matrices Aléatoires à la Wigner
Cette première section présente succinctement la Théorie de Matrices Aléatoires Gaus-
siennes. Initialement introduite en Physique Nucléaire pour décrire les propriétés statis-
tiques de spectres de noyaux lourds à haute énergie, son domaine d’application s’est par
la suite étendu à l’ensemble des systèmes ondulatoires chaotiques i.e. dont la limite géo-
métrique est chaotique (au sens du Chaos Hamiltonien).
1.1.1 Description des spectres de noyaux lourds
Au début des années 30, les physiciens ont commencé à explorer le noyau atomique,
dont la structure restait largement incomprise. Pour sonder la structure des noyaux, la
seule méthode expérimentale possible consiste à les bombarder de particules. En étudiant
comment les particules incidentes sont diﬀusées, on extrait de nombreuses informations
sur le noyau cible, et notamment son spectre. Selon le type de particules envoyées et leur
énergie, un état lié de grande durée de vie peut être créé. Au bout d’un certain temps,
cet état lié se désintègre en dégageant de l’énergie sous forme de particules : c’est le
phénomène de radioactivité artiﬁcielle.
La radioactivité artiﬁcielle a été découverte par F. Joliot et I. Curie en bombardant
des noyaux légers de particules α2. Dans le cas de noyaux lourds, la forte barrière cou-
lombienne, créée par le grand nombre de protons du noyau, est trop élevée pour que la
particule α pénètre dans le noyau. Pour contourner ce problème, les expériences de dif-
fusion de neutrons, initiées par le groupe de E. Fermi, se sont rapidement imposées pour
sonder la structure des noyaux lourds. Comme le montre la Fig 1.1, les spectres révèlent la
2Les particules α sont des noyaux d’Hélium constitués de 2 protons et de 2 neutrons.
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présence de ﬁnes résonances, associées à la formation d’états liés de longue durée de vie.
Ces résonances ont été interprétées en 1936 par N. Bohr [20] en introduisant le concept de
composé nucléaire. Lors de la création d’un composé nucléaire, un neutron incident entre
en collision avec le noyau et distribue son énergie à l’ensemble des nucléons, créant ainsi
un composé dont les constituants interagissent fortement entre eux. L’énergie se distribue
alors à l’ensemble des nucléons et ne permet plus à l’un d’eux de sortir du composé : un
état lié est créé. Seule une redistribution particulière de l’énergie, où la plupart de l’éner-
gie est concentrée dans un neutron, permettra à celui-ci de sortir du composé nucléaire.
Ce cas étant extrêmement rare, les composés nucléaires se désintègrent généralement par
d’autres mécanismes, tels que la radioactivité α3 ou la ﬁssion4.
Fig. 1.1 – Le spectre du Thorium 232Th en fonction de l’énergie cinétique du neutron
incident. Les pics indiquent la présence d’états liés de longue durée de vie. Les ﬁgures
sont extraites de la référence [21].
La Fig 1.2 illustre une vision purement classique d’un composé nucléaire due à N.
Bohr, où l’interaction entre nucléons est vue comme des collisions de boules de billards
i.e. de sphères dures. Bien que cette image du phénomène représentant les interactions
fortes entre nucléons comme des chocs entre boules de billard soit réductrice, elle nous
fait deviner le caractère complexe d’un composé nucléaire lourd.
Bien que les premiers états excités du noyau lourd puissent être décrits individuel-
lement par des modèles standards de Physique Nucléaire, tel le modèle en couches, une
description individuelle de tous les états excités n’est pas réalisable. En eﬀet, la densité
moyenne des résonances croît, à haute énergie, exponentiellement : 〈ρ(E)〉 ∝ ea
√
E, où
a est une constante positive dépendant du noyau considéré. Une description individuelle
de chaque résonance d’un spectre en comptant des milliers, n’est donc pas, en pratique,
envisageable. Une approche statistique paraît bien plus pertinente ( [13] pages 108-111).
3Emission d’un noyau d’Hélium.
4Le noyau lourd est cassé en deux noyaux plus légers
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Fig. 1.2 – Représentation classique de la diﬀusion de neutron sur un noyau lourd. Le
noyau est représenté par des boules de billard piégées dans un renfoncement, le neutron
incident arrive avec une certaine énergie cinétique fournie par une queue de billard.
En introduisant la Théorie des Matrices Aléatoires, E. Wigner a posé les bases d’un
formalisme qui s’avérera extrêmement fructueux pour décrire les statistiques spectrales
des noyaux lourds à haute énergie. Cette théorie repose sur le postulat que les propriétés
statistiques de ces noyaux correspondent aux statistiques d’ensembles de matrices aléa-
toires i.e. de matrices dont les éléments sont des variables aléatoires. Le principe revient
donc à remplacer l’hamiltonien du système physique contenant un grand nombre de ni-
veaux N → ∞, par une matrice aléatoire hermitienne H, de taille N × N , déﬁnie par
une distribution de probabilité P (H). La connaissance du P (H) permettra d’aborder les
statistiques spectrales.
Fort de la vision classique de N. Bohr représentant la capture de neutron d’un noyau
lourd par un système désordonné contenant un grand nombre de degrés de liberté en in-
teraction (Fig. 1.2), on peut intuitivement considérer que le système quantique conserve
la propriété de désordre maximum. Plus précisément, en construisant un ensemble de
matrices aléatoires hermitiennes présentant une entropie maximale, on aboutit à des en-
sembles de matrices hermitiennes dont les éléments de matrices sont des variables aléa-
toires gaussiennes [22]. En imposant de plus, que ces ensembles soient invariants par
rapport aux transformations associées aux symétries globales du système considéré, trois
ensembles gaussiens, appelés les ensembles de Wigner, peuvent être déduits ( [7] pages
76-77).
L’ensemble gaussien orthogonal GOE, constitué de matrices réelles symétriques et
diagonalisables par une transformation orthogonale, décrit les systèmes invariants par
renversement du sens du temps.
L’ensemble gaussien unitaire GUE, constitué de matrices complexes hermitiennes et
diagonalisables par une transformation unitaire, décrit les systèmes dont l’invariance par
renversement du sens du temps est brisée.
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L’ensemble gaussien symplectique GSE, constitué de matrices réelles quaternions ( [7]
pages 70-73) et diagonalisables par une transformation symplectique, décrit les systèmes
invariants par renversement du sens du temps avec interactions de spins 1/2.
La distribution des éléments de matrices de ces ensembles se met sous la forme géné-
rale :
Pβ(H) ∝ exp
[
−Nβ TrH2
]
, (1.1)
où N comptabilise le nombre de niveaux et l’indice de Wigner β caractérise l’ensemble
gaussien : β = 1 pour GOE, β = 2 pour GUE et β = 4 pour GSE. Alors que les éléments de
matrices sont, par construction, indépendants, les spectres associés sont corrélés, comme
le montre clairement la distribution des énergies propres associée à la distribution (1.1) :
Pβ({En}) ∝
N∏
n>m
|Em − En|β exp
(
−Nβ
∑
n
E2n
)
, (1.2)
Pendant de nombreuses d’années, la communauté s’est principalement intéressée à décrire
les propriétés statistiques associées aux ensembles de Wigner. Plusieurs grandeurs statis-
tiques ont ainsi été introduites, caractérisant aussi bien les propriétés locales du spectre,
telle la distribution des écarts entre plus proches niveaux, que les propriétés non-locales
du spectre, telles les fonctions de corrélation à n points, la rigidité du spectre, etc. Pour
illustrer l’applicabilité de la Théorie des Matrices aux statistiques des noyaux lourds, je
m’intéresserai uniquement à deux quantités : la distribution des écarts et la rigidité spec-
trale. Le lecteur intéressé pourra consulter les références [21, 23] pour une présentation
générale de la Théorie des Matrices Aléatoires en Physique Nucléaire.
La statistique des écarts. L’écart entre deux niveaux consécutifs sn = En+1 − En,
après s’être aﬀranchi de la densité d’état variable ( [24] pages 58-60), apparaît comme
la quantité la plus simple et la plus naturelle pour mesurer les ﬂuctuations locales du
spectre. La distribution des écarts pour les ensembles gaussiens (1.1) a tout d’abord été
obtenue analytiquement par E. Wigner en 1957 dans un modèle à 2 niveaux, justiﬁé par
le caractère local de cette quantité. L’expression du P (s) dans le cas exact, correspondant
à N →∞, a ensuite été résolu en 1961 par M. Gaudin [25]. Comme les deux distributions
sont très proches l’une de l’autre ( [24] page 55), je me limiterai aux distributions de
Wigner :
PWβ (s) = aβs
βe−bβs
2
(1.3)
où les constantes aβ et bβ sont liées à la normalisation de la distribution et de l’écart moyen.
Une répulsion aux petits écarts de la forme sβ, fortement dépendante de l’ensemble,
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interdit la dégénérescence de niveaux. Cette propriété de répulsion aux petits écarts, déjà
contenue dans la distribution des énergies propres (1.2), diﬀère grandement de celle du
P (s) d’un spectre décorrélé. Dans ce cas, la distribution suit la loi de Poisson : P P (s) =
e−s, pour laquelle la densité des petits écarts est maximale pour s → 0. La Fig. 1.3
montre que la distribution des écarts construite à partir de spectres expérimentaux de
noyaux lourds, possédant l’invariance par renversement du temps, est bien représentée
par la distribution de Wigner correspondant à GOE.
Fig. 1.3 – Les statistiques de spectres de noyaux lourds sont comparées aux prédictions de
la Théorie des Matrices Aléatoires. A gauche, la distribution des écarts entre plus proches
niveaux P (s) [26]. A droite, la rigidité spectrale ∆3(L) [27].
La statistique de la rigidité spectrale. Cette grandeur statistique, noté ∆3, a été
introduite par F. Dyson pour caractériser les corrélations à longue distance dans le spectre.
Le ∆3 mesure la déviation du nombre cumulé de mode N(E) par rapport à une fonction
linéaire de E, dans un intervalle du spectre où la valeur moyenne de l’écart entre niveaux
est supposée constante :
∆3(L) =
〈
mina,b
∫ E+L
E
dE (N(E)− bE − a)2
〉
, (1.4)
Si les énergies propres sont des variables indépendantes, c’est-à-dire un spectre de type
Poisson, le ∆3 est une fonction linéaire en L :
∆P3 (L) =
L
15
. (1.5)
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Pour les ensembles gaussiens, une répulsion à grande distance induit un comportement
logarithmique :
∆W3,β(L) =
1
βπ2
log(L) + cβ +O(1/L) , (1.6)
où la constante cβ dépend de l’ensemble considéré. La Fig. 1.3 démontre, là encore, que la
Théorie des Matrices Aléatoires à la Wigner décrit correctement les statistiques spectrales
de noyaux lourds.
1.1.2 De la Physique Nucléaire au Chaos Ondulatoire
Nous verrons que la Théorie des Matrices Aléatoires à la Wigner ne décrit pas seule-
ment les statistiques spectrales de noyaux lourds, mais s’étend aussi aux systèmes ondu-
latoires dont la limite, classique pour les systèmes quantiques, ou géométrique pour les
systèmes ondulatoires, est chaotique.
Le Chaos Quantique
Comme nous venons de le voir, les propriétés statistiques des noyaux lourds peuvent
être décrites par la Théorie des Matrices Aléatoires. La caractéristique principale de ces
systèmes est qu’ils sont complexes, dans le sens où ils possèdent un grand nombre de
degrés de liberté en interaction, comme le suggère l’image due N. Bohr représenté en Fig.
1.2. Cependant, nous allons nous rendre compte que l’approche introduite par E. Wigner
est aussi pertinente pour caractériser les propriétés statistiques de systèmes quantiques
contenant peu de degrés de liberté et dont la complexité est introduite par la géométrie
du système.
Les billards en mécanique classique. Pour les systèmes conservatifs, le plus simple
système pouvant exhiber un comportement chaotique est un système à deux degrés de
liberté dont seule l’énergie est conservée. Parmi l’ensemble des systèmes chaotiques bi-
dimensionnels, une particule évoluant librement dans un domaine fermé, en d’autre termes
un billard sans trou, est de loin la situation la plus analysée. Plus précisément, un billard
est un système dans lequel une particule ponctuelle se meut librement et se réﬂéchit sur
les parois selon la loi de Snell-Descartes.
La distinction entre un comportement intégrable ou chaotique peut être simplement
prédite en comparant le nombre de degrés de liberté au nombre de constantes du mouve-
ment. Si le nombre de degré de liberté est égal au nombre de constantes du mouvement,
le billard est intégrable et la trajectoire d’une particule est régulière (Fig. 1.4). Lorsque le
nombre de constantes du mouvement devient inférieur au nombre de degrés de liberté, le
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Fig. 1.4 – A gauche, trajectoire d’une particule ponctuelle dans un billard intégrable
de forme circulaire, où les deux constantes du mouvements sont l’énergie et l’angle de
réﬂexion sur les parois. A droite, trajectoire d’une particule ponctuelle dans un billard
chaotique en forme de cercle tronqué, la trajectoire irrégulière de la particule est due à la
troncature, qui brise la conservation de l’angle de réﬂexion.
système est chaotique (Fig. 1.4), et sa dynamique exhibe la fameuse propriété d’extrême
sensibilité aux conditions initiales.
A partir des années 70, les billards sont rapidement devenus des systèmes modèles pour
l’étude des systèmes dynamiques chaotiques. Les nombreux travaux, notamment réalisés
par Y. Sinaï et L. Bunimovich, ont certainement fourni une motivation supplémentaire à
la communauté pour visiter l’aspect quantique de ces systèmes.
Les billards en Chaos Quantique. L’analogue quantique du billard est un système
bi-dimensionnel fermé dans lequel une particule quantique, de masse m, est piégée par un
puits de potentiel inﬁni. En régime stationnaire, la particule est décrite par l’équation de
Schrödinger : [
~
2
2m
(
∂2x + ∂
2
y
)
+ E
]
Ψ(x, y) = 0 , Ψ(x, y)|∂D = 0 (1.7)
où E est l’énergie de la particule et la condition Ψ(x, y)|∂D = 0 impose l’annulation de
la fonction d’onde sur les bords du puits i.e. correspond aux conditions aux limites de
Dirichlet. La résolution de l’équation (1.7) conduit à déﬁnir un ensemble discret d’énergies
propres5 {En} auxquelles sont associées les fonctions d’onde propres6 {Ψn} de la particule
quantique. Alors que l’équation d’onde (1.7) se résout analytiquement pour les systèmes
5Les énergies accessibles de la particule.
6|Ψn(x, y)|2 est la densité de probabilité de la particule quantique associées à l’énergie propre n.
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dont la limite classique est intégrable, une géométrie chaotique entraîne l’absence de solu-
tion analytique. Seules des études numérique ou expérimentale permettent donc d’accéder
au spectre et aux fonctions propres du système quantique considéré.
Propriétés statistiques des système chaotiques quantiques : la conjecture Bohigas-
Giannoni-Schmit
Le lien entre les systèmes quantiques dont la limite classique est chaotique et la Théorie
des Matrices Aléatoires à la Wigner est apparue autour des années 80, suite à des travaux
numériques s’intéressant aux statistiques spectrales de billards quantiques chaotiques.
En 1977, M. Berry et M. Tabor [28] démontrent que la distribution des écarts de
systèmes quantiques intégrables satisfait la loi de Poisson. L ’oscillateur harmonique, dont
les énergies propres sont équidistantes, étant l’unique exception à cette règle. Sans préciser
la distribution des écarts pour les systèmes chaotiques, M. Berry et M. Tabor indiquent
qu’elle diﬀère de la distribution de Poisson. Toujours en utilisant la notion de billard
quantique, S. MacDonald et A. Kaufman [29], M. Berry [30] et G. Casati et al. [31, 32]
montrent, par des études numériques permettant d’obtenir le spectre du billard, que la
distribution des écarts de billards quantiques chaotiques et invariants par renversement
du sens du temps, obéit à la loi de Poisson lorsque la limite classique est intégrable, et
suit la loi de Wigner (1.3) avec β = 1, lorsque la limite classique est chaotique.
Une avancée majeure est accomplie en 1984 par O. Bohigas, M.-J. Giannoni et C.
Schmit [3], qui, en réalisant des simulations numériques d’un billard chaotique, prouvent
que les statistiques réalisées sur la distribution des écarts et sur la rigidité spectrale suivent
parfaitement les prédictions des Matrices Aléatoires Gaussiennes (Fig. 1.5). Forts de ces
résultats et des précédents travaux, ils conjecturent que les ﬂuctuations spectrales de
systèmes quantiques dont la limite classique est chaotique suivent aussi les prédictions
théoriques des Matrices Aléatoires à la Wigner. Bien que cette conjecture ne concerne, à
l’origine, que les systèmes chaotiques invariants par renversement du sens du temps, il est
néanmoins admis par la communauté qu’elle s’applique aux trois ensembles de Wigner.
Vers une preuve de la conjecture BGS
Depuis l’énoncé de cette conjecture, la communauté s’est eﬀorcée de la prouver. La dé-
marche adoptée consiste à démontrer que les résultats obtenus par la Théorie des Matrices
Aléatoires sont retrouvés en utilisant d’autres approches.
A cette ﬁn, plusieurs études, basées sur la Théorie des Orbites Périodiques [33, 34],
la Théorie des Champs [35, 36], et la Théorie des Groupes [37], ont été réalisées. Je me
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Fig. 1.5 – Propriétés statistiques d’un spectre d’un billard quantique chaotique dont la
forme est donnée en insert. A gauche la distribution des écarts entre plus proches niveaux
P (s). A droite la rigidité spectrale ∆3, montrant les corrélations à longue distance dans
le spectre. Les ﬁgures sont extraites de la référence [3].
concentrerai cependant sur les résultats obtenus par M. Berry [33], au travers de la Théorie
des Orbites Périodiques. Cette théorie, introduite principalement par M. Gutzwiller [2],
R. Balian et C. Bloch [38], est construite sur la formulation en intégrales de chemins de
la Mécanique Quantique. En considérant la limite semiclassique i.e. ~→ 0, les quantités
du système peuvent être exprimées en terme de sommes sur les orbites périodiques du
système. Comme les orbites périodiques sont caractéristiques du système considéré, la
Théorie des Orbites Périodiques permet donc d’obtenir des informations propres au sys-
tème. En un sens, cette approche est complémentaire de la Théorie des Matrices Aléatoires
qui, elle, ne décrit le système qu’en fonction de ses symétries globales.
En employant la Théorie des Orbites Périodiques, M. Berry [33] obtient l’expression du
∆3 correspondant à un spectre décorrélé (1.5), ainsi que le comportement logarithmique
du ∆3 de la Théorie des Matrices Aléatoires (1.6). De plus, M. Berry retrouve le coeﬃcient
c2 pour GUE, mais, les approximations réalisées pour dériver l’expression du ∆3 ne lui
permettent pas d’obtenir le bon coeﬃcient c1 pour GOE.
Malgré les nombreuses évidences justiﬁant l’applicabilité de la Théorie des Matrices
Aléatoires à la Wigner aux systèmes chaotiques ( [39] pages 314-320), une preuve complète
est toujours recherchée.
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L’explosion des expériences analogues
Bien que les billards quantiques aient été intensivement utilisés lors des travaux numé-
riques et théoriques tout au long des années 80, aucune expérience n’est apparue sur ces
systèmes pendant cette période. Les seules expériences dans le domaine provenaient de
la Physique Nucléaire [40], nécessitant une lourde instrumentation. Par la suite, guidées
par des études théoriques et numériques sur l’atome d’hydrogène en champ électrique
ou magnétique intense [41,42], des expériences en Physique Atomique ont commencé à se
développer [43]. C’est seulement à la ﬁn des années 80 que de nombreuses expériences mo-
délisant des billards quantiques ont commencé à émerger. En utilisant l’analogie formelle
entre l’équation de Schrödinger stationnaire (1.7) et l’équation d’Helmholtz, omniprésente
en Physique Ondulatoire, le domaine du Chaos Quantique a pu s’étendre au Chaos Ondu-
latoire7. Les prédictions théoriques sur les statistiques spectrales et les fonctions propres
ont alors pu être testées à partir de systèmes acoustiques [5], électromagnétiques [6], dans
des ﬂuides [44] et en optique guidée [45]. Mais, pour confronter les prédictions théoriques
des systèmes ondulatoires à la Théorie des Matrices Aléatoires, il est nécessaire que le
système expérimental étudié soit très faiblement couplé à l’extérieur, pour être considéré
comme fermé. Les nombreux résultats expérimentaux, obtenus dans le régime de couplage
faible, ont tous contribué à prouver que la Théorie des Matrices Aléatoires à la Wigner
décrit très bien les propriétés statistiques des systèmes ondulatoires chaotiques fermés.
Il est tout à fait remarquable de constater que les Matrices Aléatoires, qui ont beau-
coup apporté au domaine du Chaos Ondulatoire, sont des objets mathématiques qui
apparaissent aussi dans d’autres domaines de la Physique Théorique, tels que la Chro-
modynamique Quantique, la Gravité Quantique bi-dimensionnelle, la Théorie des Cordes,
etc. (voir [46] et références incluses). Ces quelques exemples illustrent le fait que les Ma-
trices Aléatoires se sont rapidement développées depuis leur apparition et sont maintenant
devenues un objet mathématique quasiment incontournable en Physique.
1.2 La matrice S
Comme nous l’avons déjà laissé entendre, le couplage avec l’extérieur, omniprésent
dans les systèmes physiques, doit être pris en compte pour décrire précisément un système
ondulatoire. En eﬀet, que ce soit dans le domaine spectral ou dans le domaine spatial,
le couplage va induire de profondes modiﬁcations par rapport au cas idéal d’un système
fermé. Comme la Théorie des Matrices Aléatoires à la Wigner est construite en considérant
7Le lecteur intéressé par une présentation détaillée du Chaos Ondulatoire pourra, par exemple, consulté
l’ouvrage de H.-J. Stöckmann [7].
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le système comme isolé, celle n’est donc plus adaptée pour caractériser les statistiques de
systèmes chaotiques ouverts : une nouvelle approche est nécessaire. La communauté s’est
alors eﬀorcée de développer un formalisme théorique décrivant les systèmes ouverts et
permettant l’étude de leurs propriétés statistiques. D’un point de vue expérimental, la
manière de sonder la structure interne du système est générique : on envoie des ondes
dans le système, elles interagissent avec le milieu et excitent des états liés, puis, au bout
d’un certain temps, les ondes sortent du système et sont alors analysées : c’est un simple
processus de diﬀusion (Fig. 1.6). Il paraît donc naturel de décrire les système ouverts par
la Théorie de la Diﬀusion ( [47] pages 893-949), dont un élément clef est la matrice de
diﬀusion S.
Fig. 1.6 – Schéma d’un processus de diﬀusion.
A partir de quelques exemples, nous verrons tout d’abord que les systèmes ouverts
peuvent toujours être vus comme donnant lieu à des processus de diﬀusion et que les
diﬀérents mécanismes de couplage avec l’environnement peuvent être modélisés de manière
uniﬁée, par l’intermédiaire de canaux fictifs. Puis, nous montrerons que la matrice S
donne accès aux énergies propres, aux largeurs et aux champs associés aux résonances des
systèmes ondulatoires ouverts. Enﬁn, ce formalisme permettra de décrire les propriétés
statistiques des systèmes ondulatoires chaotiques en y incorporant les concepts de la
Théorie des Matrices Aléatoires.
1.2.1 Modélisation du processus de diffusion
Dans le formalisme de la matrice S, le couplage du système avec l’extérieur est mo-
délisé sous la forme de canaux ﬁctifs, par lesquels les ondes rentrent et sortent de la zone
d’interaction. Hors de cette zone, les ondes se propagent librement et sont donc unique-
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ment caractérisées par leur énergie8, et leur état interne9 telle que leur polarisation, leur
moment angulaire, leur spin etc. Dans ce formalisme, à chaque structure interne possible
correspond un canal ﬁctif, ils forment donc une base sur laquelle peuvent se décomposer
les ondes entrantes et sortantes. Pour illustrer les notions de canaux et de zone d’interac-
tion, nous allons considérer quelques exemples de systèmes physiques ouverts appartenant
au domaine du Chaos Ondulatoire.
Les cavités électromagnétiques. Ces cavités constituent des systèmes expérimentaux
modèles pour l’étude du Chaos Ondulatoire [7]. Dans ces expériences, le processus de
mesure est réalisé en connectant la cavité à un analyseur de réseaux par l’intermédiaire
d’antennes coaxiales quasi ponctuelles. L’ensemble de ce dispositif permet, d’une part,
d’envoyer un champ électromagnétique dans la cavité à l’aide d’une antenne émettrice,
et, d’autre part, de mesurer le champ sortant de la cavité par l’intermédiaire d’antennes
réceptrices. Quand les ondes rentrent dans la cavité, elles peuvent, selon leur fréquence,
interagir fortement avec le milieu et exciter des résonances : c’est la zone d’interaction. De
la même manière que les ondes rentrent dans le système par l’antenne émettrice, elles en
sortent par les antennes reliées à la cavité. Cependant, les antennes ne sont pas les seules
responsables du couplage avec l’environnement. En eﬀet, même si le matériau constituant
les parois de la cavité est généralement un bon conducteur, la conductivité du matériau
reste ﬁnie et l’énergie électromagnétique emmagasinée dans la cavité est dissipée par les
pertes ohmiques. Ainsi, la cavité est couplée à l’extérieur par le processus de mesure et
par l’absorption (Fig. 1.7). Comme les antennes sont quasi ponctuelles i.e. monomodes,
les ondes s’y propageant ne possèdent pas de structure interne et sont uniquement déﬁnies
par leur fréquence, à chaque antenne correspond donc un canal, qui peut s’identiﬁer à un
canal physique. L’absorption est, quant à elle, modélisée par des canaux ﬁctifs, dont le
nombre sera explicité un peu plus loin.
Les points quantiques. Dans ces systèmes, des électrons sont conﬁnés dans une petite
région de l’espace, de l’ordre du micromètre (Fig. 1.8). Le point quantique, qui s’assimile
à la zone d’interaction, est couplé à des réservoirs à électrons par des points de contacts.
En appliquant une diﬀérence de potentiel aux réservoirs, un électron est injecté dans
le système par l’intermédiaire d’un point de contact, puis, après un certain temps, en
sort. Les points de contact peuvent être vus comme des guides d’ondes de largeur ﬁnie
possédant un certain nombre de modes transverses, caractérisés par un nombre quantique.
8Par leur fréquence, pour les ondes classiques.
9En Mécanique Quantique, l’état interne est caractérisé par un jeu de nombres quantiques.
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Fig. 1.7 – A gauche, une cavité électromagnétique connectée à deux antennes (une antenne
émettrice et deux réceptrices) par lesquelles les ondes entrent et sortent de la la cavité. A
droite, la représentation d’une cavité électromagnétique dans le formalisme de la matrice
S : la cavité s’assimile à la zone d’interaction, les antennes et les pertes par absorption
sont modélisées sous forme de canaux. A chaque antenne quasi ponctuelle est associée
un canal de couplage, les pertes par absorptions sont, elles, représentées par des canaux
ﬁctifs.
A chaque mode transverse sera associé un canal ﬁctif.
Fig. 1.8 – A gauche, un point quantique bi-dimensionnel de forme chaotique connecté à
deux points de contact [48], les points de contact sont vus comme des guides d’ondes dans
lesquels plusieurs modes transverses apparaissent. A droite, le champ associé à une réso-
nance d’une cavité microlaser de forme chaotique, le rayonnement fortement anisotrope
est caractéristique du comportement chaotique.
Les cavités microlasers. Ce type de laser exploite la réﬂexion totale interne de sorte
que les ondes arrivant aux frontières intérieures de la cavité avec un grand angle de
réﬂexion sont complètement réﬂéchies et restent donc conﬁnées dans la cavité. La forme
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du champ subsistant a ainsi une forme particulière : l’intensité est concentrée sur les bords
de la cavité, on parle alors de modes de galeries (Fig. 1.8). Depuis une dizaine d’années, ces
systèmes sont étudiés par la communauté du Chaos Ondulatoire aussi bien d’un point de
vue fondamental que du point de vue des applications [49,50] : la forme du champ induit
une direction d’émission fortement anisotrope, comme le montre la Fig. 1.8. Les cavités
microlasers sont couplées à l’environnement par la pompe, assimilée à un unique canal
de couplage dans le cas d’un faisceau quasi ponctuel, et les pertes liées aux conditions
radiatives sur les bords sont modélisées par des canaux ﬁctifs.
Résumé. Comme nous l’avons vu à partir de quelques exemples, un système n’est, en
toute rigueur, jamais fermé. Que ce soit par le processus d’injection des ondes dans le
système, par le processus de mesure, où encore par l’absorption inhérente au milieu, le
système est inévitablement couplé à l’extérieur et ce couplage doit être pris en compte
pour décrire ﬁnement un système ondulatoire conﬁnant. De plus, nous avons illustré le
fait que les systèmes ouverts peuvent toujours être abordés via un problème de diﬀusion.
1.2.2 Le formalisme de la matrice S
La représentation du couplage avec l’extérieur en termes de canaux ﬁctifs va permettre
d’obtenir une expression de la matrice S dont les pôles donneront accès aux énergies
propres, aux largeurs et aux champs des résonances.
Définition de la matrice S
De manière générale, il est clair que les états liés du système, excités par une onde
entrante, vont fortement dépendre de l’énergie et de l’état interne de celle-ci. De même,
l’énergie et l’état interne de l’onde sortante dépendent évidemment des états liés qui se
sont désexcités. En analysant les caractéristiques des ondes entrantes et sortantes, on ob-
tient donc des informations sur le système sondé. C’est dans cet esprit qu’a été introduite
la matrice S, qui relie linéairement les amplitudes des ondes entrantes et sortantes. Ainsi,
pour un système connecté à M canaux de couplage, on déﬁnit les vecteurs de dimen-
sion M : A(E) et B(E), contenant respectivement les amplitudes des ondes entrantes et
sortantes à une énergie E, décomposées dans la base des canaux :
A(E) = (Ac=1(E), . . . , Ac=M(E))
T , B(E) = (Bc=1(E), . . . , Bc=M(E))
T , (1.8)
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La matrice de diﬀusion S(E), de taille M ×M , se déﬁnit alors comme :
B(E) = S(E)A(E) . (1.9)
Nous allons maintenant obtenir l’expression de la matrice S associée à un système ondu-
latoire ouvert. Partons d’un système fermé possédant N niveaux et décrit par un hamil-
tonien10 H. En ouvrant le système par l’intermédiaire de M canaux de couplage, l’hamil-
tonien H du système ouvert complet, c’est-à-dire l’hamiltonien décrivant le système et le
couplage avec l’extérieur, s’écrit :
H =
N∑
n,p=1
|n〉Hnp〈p|+
M∑
c=1
∫
dE|ωc(E)〉E〈ωc(E)|
+
M∑
c=1
N∑
n=1
∫
dE
[
|n〉V cn 〈ωc(E)|+ |ωc(E)〉(V cn )∗〈n|
]
(1.10)
Le premier terme représente l’hamiltonien du système fermé, dont les valeurs sont quan-
tiﬁées et les vecteurs propres {|n〉} sont normalisés par la condition : 〈n|p〉 = δnp. Le
deuxième terme représente l’hamiltonien des canaux dans lesquels les ondes entrante et
sortante se décomposent sur les vecteurs {|ωc(E)〉} avec c = 1, . . . ,M et normalisés par
la condition : 〈ωc(E)|ωc′(E ′)〉 = δcc′δ(E − E ′). Le dernier terme représente le couplage
entre la zone d’interaction et les canaux, qui autorise les états liés à se désexciter dans les
canaux de couplage et inversement, aux états libres à former des états liés. Ce couplage
entre les états liés et les canaux est quantiﬁé par la matrice de couplage V ≡ {V cn}, où
l’amplitude de couplage V cn relie l’état n au canal c. La valeur des amplitudes de couplage
dépend évidemment du système et de la nature du couplage. Il est important de noter
que l’hamiltonien du système complet (1.10) est déﬁni en eﬀectuant deux approximations.
D’une part, les éléments de couplage sont considérés comme indépendants de l’énergie [16].
D’autre part, les couplages directs entre les canaux ne sont pas pris en compte.
L’hamiltonien effectif
Nous allons maintenant introduire l’expression de la matrice S(E) obtenue à partir
de l’hamiltonien du système complet (1.10). La dérivation étant un peu longue, elle n’est
pas présentée ici, le lecteur intéressé par les détails pourra, par exemple, consulter la
10Nous adoptons par commodité un langage de Mécanique Quantique.
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référence [18] aux pages 226-230. La matrice S(E) se met sous la forme :
S(E) = 1− iV † 1
E −H + iV V †/2V . (1.11)
La matrice de diﬀusion s’exprime donc en fonction de l’hamiltonien du système fermé
H et de la matrice de couplage V . En étendant le domaine de déﬁnition de l’énergie au
plan complexe, la nième résonance est caractérisée par l’énergie En = En − iΓn/2, où En
et Γn sont respectivement l’énergie propre et la largeur spectrale. Ces résonances sont,
par déﬁnition, données par les pôles de la matrice de diﬀusion : S(En) → ∞. A partir
de l’expression (1.11), on voit qu’ils correspondent aux valeurs propres d’un opérateur
non-hermitien, appelé hamiltonien eﬀectif :
Heff = H − iV V †/2 . (1.12)
Cette opérateur est diagonalisable par deux bases distinctes11, notées {〈Ln|} et {|Rn〉} :
〈Ln|Heff = En〈Ln| , Heff |Rn〉 = En|Rn〉 . (1.13)
L’hamiltonien eﬀectif se met donc sous la forme :Heff = ΩREΩ˜L avec E = diag(E1, . . . , EN),
ΩR = (|R1〉, . . . , |RN〉) et Ω˜L = (〈L1|, . . . , 〈LN |). En injectant la relation de fermeture∑
n |Rn〉〈Ln| = I dans l’expression (1.11), les éléments de la matrice S, données par
Sba(E) = 〈ωb|S(E)|ωa〉, s’écrivent ( [51] pages 884-886) :
Sba(E) = δba − i
N∑
n=1
ϕbnφ
a
n
E − En , (1.14)
avec
φan = 〈Ln|V |ωa〉 et ϕbn = 〈ωb|V †|Rn〉 , (1.15)
où φan et ϕ
b
n représentent les amplitudes du champ de la nième résonance entrante par le
canal a et sortante par le canal b respectivement.
Ainsi, les énergies propres, les largeurs spectrales et le champ associé aux résonances
sont décrites par l’opérateur non-hermitien Heff . Comme nous le verrons par la suite,
cette propriété de non-hermiticité introduira d’importants changements par rapport au
cas fermé aussi bien dans le domaine spectral que dans le domaine spatial.
11La non-hermiticité de l’opérateur Heff introduit des relations différentes entre les vecteurs propres et
les valeurs propres par rapport à la situation bien connu des opérateurs hermitiens, ce point sera détaillé
au chapitre III.
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Pertes homogènes et inhomogènes
Comme l’ont montré J. Barthélémy, O. Legrand et F. Mortessagne [52] dans le cas
particulier d’une cavité électromagnétique bi-dimensionnelle, mais généralement appli-
cable à l’ensemble des systèmes ouverts, les diﬀérents types de couplage peuvent être
séparés en deux catégories, selon leur impact sur les largeurs. Alors que les pertes lo-
calisées spatialement, dites inhomogènes, induisent des contributions ﬂuctuantes sur les
largeurs selon la résonance considérée, les pertes uniformément réparties sur l’ensemble du
système donnent, à haute fréquence et dans une grande gamme de fréquence, une contri-
bution unique aux largeurs des résonances. Ainsi, la largeur totale associée à la nième
résonance s’écrit Γn = Γ
hom + Γinhn , où Γ
hom et Γinhn sont respectivement associées aux
pertes homogènes et inhomogènes. Dans la suite de ce chapitre et dans le chapitre III,
nous verrons que les deux catégories de pertes aﬀectent les propriétés spatiales du champ
de manière complètement diﬀérente.
Les pertes homogènes sont déﬁnies par nombre de canaux de couplage tendant vers
l’inﬁni :Mhom →∞ [10]. Dans le cas des pertes inhomogènes, le nombre de canaux associé
dépend fortement du mécanisme de perte. Le tableau suivant donne le nombre de canaux
associé à diﬀérents types de pertes inhomogènes.
Type de couplage Nombre de canaux associé Type de canal
Antenne ponctuelle Ma = 1 canal physique
guide d’onde de largeur ﬁnie L Mg = L/(λ/2) canaux ﬁctifs
guide d’onde de section ﬁnie S Mg = S/(λ/2)
2 canaux ﬁctifs
absorption ponctuelle Mp = 1 canal physique
absorption linéique de longueur L Ml ∝ L/(λ/2) canaux ﬁctifs
absorption surfacique de surface S Ms ∝ S/(λ/2)2 canaux ﬁctifs
absorption volumique de volume V Mv ∝ V/(λ/2)3 canaux ﬁctifs
où λ est la longueur d’onde associée au champ présent dans la zone d’interaction. Notons
que dans le cas d’absorption linéique, surfacique, ou volumique, seul l’ordre de grandeur
du nombre de canaux est connu [10].
1.2.3 Approche statistique
Comme nous venons de le voir, les résonances du système sont décrites par les valeurs
propres et les fonctions propres de l’hamiltonien eﬀectif (1.12). En appliquant les idées
de E. Wigner, les propriétés statistiques des résonances sont obtenues en considérant Heff
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comme une matrice aléatoire non-hermitienne. Comme les statistiques du système fermé
sont décrites par la Théorie des Matrices Aléatoires à la Wigner, les propriétés statis-
tiques des résonances peuvent être abordées en remplaçant H par une matrice aléatoire
gaussienne appartenant à l’ensemble désiré.
Les éléments de couplage V cn peuvent être considérés comme des variables ﬁxes [16]
ou comme des variables aléatoires gaussiennes centrées [53]. Il a été montré que lorsque
M ≪ N , ce qui est généralement le cas dans les situations physiques évoquées plus haut,
ces deux approches sont équivalentes [54].
Dans la suite de ce manuscrit les éléments de couplage seront choisis, par commodité,
comme des variables aléatoires gaussiennes. Ils sont donc uniquement déﬁnis par leur
covariance : 〈
V an V
b
m
〉
= 2κ
∆
π
δnmδ
ab , (1.16)
où∆ est l’écart moyen entre niveaux, les indices n etm correspondent aux résonances et les
indices a et b aux canaux. La constante de couplage κ détermine le facteur de transmission
moyen T = 4κ/(1+κ)2 des canaux ( [55] pages 1933-1934). T ≪ 1 correspond à couplage
faible et T = 1 à un couplage parfait. A chaque type de couplage sera donc associé un
nombre de canaux de perte ainsi qu’un facteur de transmission moyen.
Lorsque les amplitudes de couplage sont des variables aléatoires gaussiennes, la partie
non-hermitienne de Heff appartient aux ensembles de Wishart. Ces ensembles ont été in-
troduits en 1928 [56], soit bien avant les ensembles de Wigner. Ils sont initialement apparus
dans le domaine de l’analyse statistique multivariable. En eﬀet, en considérant N échan-
tillons constitués chacun de M variables aléatoires scalaires, l’ensemble de ces données
peut être regroupé dans une matrice rectangulaire, noté V , de taille N ×M . La matrice
de covariance se déﬁnit alors par W = V V † ; elle correspond à la partie anti-hermitienne
de Heff . Non seulement les ensembles de Wishart continuent d’être étudiés d’un point de
vue fondamental [57], mais ils apparaissent aussi dans de nombreux domaines, comme la
Finance [58], la Matière Condensée [59] et la Chromodynamique Quantique [60–62].
1.3 Etat de l’art des propriétés statistiques des sys-
tèmes chaotiques ouverts
Le but de cette section est de présenter brièvement les résultats les plus marquants
concernant l’hamiltonien eﬀectif et la matrice S. Comme la bibliographie associée est im-
posante, j’ai préféré me concentrer sur des résultats ayant été vériﬁés expérimentalement.
Tout d’abord je considérerai les propriétés statistiques des largeurs des résonances. Puis,
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je présenterai brièvement les résultats obtenus sur la matrice S. Enﬁn, je m’intéresserai
aux propriétés du champ dans la zone d’interaction.
1.3.1 Propriétés statistiques des largeurs des résonances
Selon la force du couplage avec l’extérieur, on peut distinguer deux régimes distincts,
possédant chacun des caractéristiques propres. Ces régimes s’identiﬁent simplement en
comparant la largeur moyenne 〈Γ〉 avec l’écart moyen entre niveaux ∆.
Le régime de faible recouvrement modal : 〈Γ〉 ≪ ∆
Dans ce régime, les modiﬁcations engendrées par le couplage sur le spectre sont si
faibles (nulles au premier ordre) que considérer le système comme fermé constitue une
bonne approximation : les résonances peuvent, ainsi, être considérées comme isolées. Ce
régime a donc souvent été recherché pour vériﬁer les prédictions théoriques des matrices
aléatoires à la Wigner [63, 64] (voir Fig. 1.9). En appliquant la théorie des perturbations
au premier ordre à l’hamiltonien eﬀectif, on trouve que les largeurs sont distribuées selon
la loi de χ2. Cette prédiction théorique a été vériﬁée expérimentalement par H. Alt et
al. sur une cavité électromagnétique supraconductrice [64]. Dans ce type de cavité, les
pertes ohmiques sont complètement négligeables, de sorte que les pertes sont uniquement
induites par les antennes (voir Fig. 1.9).
Le régime de fort recouvrement modal : 〈Γ〉 ∼ ∆ et 〈Γ〉 ≫ ∆
Statistique des largeurs spectrales. Lorsque la valeur moyenne du couplage devient
comparable à l’écart moyen, les résonances commencent à se recouvrir. D’un point de vue
un peu plus technique, la théorie des perturbations ne s’applique plus, la diagonalisation
de l’hamiltonien eﬀectif devient alors extrêmement compliquée, du fait, qu’en général,
H et iV V †/2 ne commutent pas. L’obtention de la distribution des largeurs, dérivée en
utilisant la Super-symétrie, introduite par K. Efetov [65], s’est révélée être un véritable
tour de force mathématique.
La distribution des largeurs a tout d’abord été obtenue théoriquement en 1997 dans
le cas de systèmes dont la limite fermée est décrite par GUE par Y. Fyodorov et H.-
J. Sommers [55]. Puis, en 1999, H.-J. Sommers, Y. Fyodorov et M. Titov aboutissent
à la distribution des largeurs pour GOE [66] . Cette dernière prédiction a été vériﬁée
récemment dans une cavité électromagnétique à température ambiante par U. Kuhl et
al. [67], Fig. 1.10. Comme la largeur Γ associée aux pertes ohmiques augmente comme la
racine carrée de la fréquence, l’exploration du régime haute fréquence permet d’explorer
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Fig. 1.9 – La première ﬁgure montre le spectre de la cavité électromagnétique en forme de
quart de stade (voir insert), en haut à température ambiante en bas à T = 2.17K [63]. La
seconde ﬁgure montre la distribution des largeurs z normalisées 〈z〉 = 1 dans le cas d’un
seul canal de couplage [64]. En histogramme, les résultats expérimentaux obtenues avec
une cavité électromagnétique supraconductrice, en trait plein la prédiction théorique.
celui du fort recouvrement modal. Il est important de noter que ce travail expérimental,
qui conﬁrme pleinement les prédictions théoriques de H.-J. Sommers et al., a été le premier
à explorer les statistiques associées aux pôles de la matrice S dans le régime de couplage
fort.
38 Chapitre 1. Description d’un système ondulatoire chaotique ouvert
Fig. 1.10 – Distributions des largeurs normalisées par l’écart moyen, en noir les résultats
expérimentaux, en rouge les prédictions théoriques. Les distributions ont été obtenues
dans deux gammes de fréquence diﬀérentes. A gauche pour une gamme de fréquence de 4
à 5 GHz, à droite pour une gamme de fréquence de 14.7 à 15.7 GHz.
Le phénomène de piégeage des résonances. Dans le régime de couplage fort, un
changement radical se produit : les résonances se séparent en deux groupes dans le plan
complexe (Fig. 1.11). Cette séparation peut se comprendre aisément à partir de l’hamil-
tonien eﬀectif (1.12) : en couplage fort, c’est l’hamiltonien du système fermé qui peut
être vu comme de la partie anti-hermitienne. Comme la partie anti-hermitienne est un
opérateur de rang égal à M , seules M largeurs auront une valeur non nulle. Ainsi, M
résonances vont devenir instables i.e. acquérir de grandes largeurs et N −M résonances
vont voir leur largeur fortement diminuer, allant jusqu’à tendre vers 0. Ce phénomène,
connu sous le nom de piégeage des résonances, a été abondamment étudié [53,54,68–73].
Un cas particulier, que je ne ferai que mentionner, mais qui a été étudié intensive-
ment expérimentalement correspond aux résonances de Fano, pour lesquelles seules deux
résonances interagissent fortement. Initialement introduit en Physique Nucléaire [74], les
résonances de Fano sont apparues en Physique Mésoscopique [75, 76], en Physique Ato-
mique [77], et en Electromagnétisme [78].
Résumé. L’inﬂuence du couplage avec l’extérieur sur les largeurs spectrales et les pro-
priétés statistiques de celles-ci sont parfaitement décrits du régime de couplage faible au
régime de couplage fort.
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Fig. 1.11 – Répartition des valeurs propres de l’hamiltonien eﬀectif Heff = H − iγV V †
pour trois diﬀérentes forces de couplage γ avec m = M/N = 0.25 ﬁxé. La séparation des
résonances en deux échelles de temps caractéristiques est visible pour γ = 5.
1.3.2 Propriétés statistiques de la matrice S
La matrice S peut aussi être considérée comme un objet à part entière et la commu-
nauté s’est, notamment, fortement intéressée à décrire ses propriétés statistiques. Comme
les résultats expérimentaux sont restreints au cas de systèmes dont la limite fermée est
invariante par renversement du sens du temps (β = 1) et à un seul canal de perte, nous
présenterons uniquement les résultats théoriques associés à ces situations. Rappelons que
pour un unique canal la matrice S se réduit à un scalaire, simpliﬁant grandement son
étude.
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Statistique de la matrice S de systèmes chaotiques ouverts sans absorption
Lorsqu’il n’y pas d’absorption, l’énergie est conservée, les courants entrant et sortant
dans la zone d’interaction sont égaux. La matrice S est alors unitaire SS† = I ( [7]
page 213), et ses valeurs propres, notées eiθ, sont réparties dans le plan complexe sur un
cercle de rayon unité. Deux cas diﬀérents doivent être distingués, selon la valeur de la
transmission T du canal (1.12).
Fig. 1.12 – A gauche, une cavité attachée à un canal idéal (T = 1). A droite, une cavité
attachée à un canal non idéal ( T < 1), l’onde à une probabilité 1− T d’être directement
réﬂéchie sans pénétrer dans la cavité.
Couplage idéal : T = 1. En appliquant les mêmes méthodes que pour la construction
des ensembles gaussiens, F. Dyson a introduit les ensembles circulaires décrivant les pro-
priétés statistiques de la matrice S dans le cas de systèmes chaotiques couplés à l’extérieur
par des canaux parfaits ( [7] pages 139-144). Dans le cas d’un canal de perte, les valeurs
propres de S sont uniformément réparties sur le cercle de rayon unité : P (θ) = 1/(2π) et
la moyenne d’ensemble de S est nulle : 〈S〉 = 0.
Couplage non idéal : T < 1. Dans ce cas, la valeur moyenne de S, qui est directement
reliée à la transmission du canal T = 1−| 〈S〉 |2, est non nulle [79]. Ainsi, l’onde provenant
du canal a une probabilité | 〈S〉 |2 d’être directement réﬂéchie sans rentrer dans la cavité.
La distribution de l’angle θ est connue pour être décrite par le Poisson kernel qui, pour
M = 1 [80], s’écrit :
P (θ) =
1
2π
1− | 〈S〉 |2
|S − 〈S〉 |2 , S = e
iθ . (1.17)
Cette expression montre que la distribution de l’angle est uniquement caractérisée par la
moyenne d’ensemble de S.
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Statistique de la matrice S de systèmes chaotiques ouverts avec absorption
En présence d’absorption γ, une partie de l’énergie est irrémédiablement perdue dans
les canaux ﬁctifs (Fig. 1.13). La non conservation de l’énergie rend la matrice S sous
unitaire : les valeurs propres de S se mettent donc sous la forme Rne
iθn où les coeﬃcients
de réﬂexion Rn sont compris entre 0 et 1. Ces coeﬃcients sont reliés à la probabilité de
non retour du champ dans le canal τn = 1−R2n , donnant la probabilité que le champ fuie
dans les canaux ﬁctifs [81] (Fig. 1.13).
Fig. 1.13 – Cavité contenant une absorption uniforme γ et attachée à un canal. A gauche,
pour un canal idéal (T = 1), à droite pour un canal non idéal ( T < 1).
La distribution des Rn, dans le cas d’un canal unique, a d’abord été obtenue dans le
régime de couplage fort par E. Kogan et al., en utilisant un modèle basé sur l’entropie
extrémale [82]. Puis, C. Beenakker et P. Brouwer ainsi que D. Savin et H.-J. Sommers se
sont intéressés à la distribution des Rn pour une faible absorption [83,84].
Les prédictions analytiques ont ensuite été vériﬁées dans le cas d’une forte absorption,
en 2003, par R. Méndez-Sanchez et al. dans une cavité électromagnétique [85]. Puis,
en 2005, toujours dans le cas particulier d’un seul canal de perte, U. Kuhl et al. [86]
obtiennent la distribution de probabilité de la matrice S et des angles dans tous les
régimes de couplage :
P (θ) ∝ e
−α/(1−|S|2)
(1− |S|2)5/2
( 1− 〈S〉2
|1− S 〈S〉 |2
)2[
Aα−1/2 +B(1− |S|2)1/2
]
, S =
√
Reiθ . (1.18)
avec α = γ/2, A = α(eα − 1) et B = (1/α − eα). La prédiction théorique (1.18) est
confrontée, à des simulations numériques de matrices aléatoires non-hermitiennes, ainsi
qu’à des résultats expérimentaux obtenus avec une cavité électromagnétique connectée à
une antenne (Fig. 1.14).
Les résultats numériques et expérimentaux sont en parfait accord avec les prédictions
théoriques, sauf dans le cas d’un couplage quasi parfait. Cette déviation est expliquée par
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Fig. 1.14 – Distribution de l’angle P (θ) pour quatre diﬀérents régimes de couplage et
d’absorption à R ﬁxé. (a) γ = 0.56, T = 0.116 (faible absorption, faible couplage), (b)
γ = 2.42, T = 0.754, (c) γ = 8.4, T = 0.989 et (d) γ = 0.48, T = 0.998 (forte absorption,
couplage quasi parfait). En trait plein la forme théorique prenant en compte l’absorption
(1.18), en pointillé la distribution associée au Poisson kernel (1.17), en croix les simula-
tions numériques et en histogramme les résultats expérimentaux. La ﬁgure est extraite de
la référence [86].
l’extrême sensibilité de la distribution P (θ) pour de très faibles modiﬁcations du facteur
de transmission quand celui-ci est quasiment égal à un 1.
Résumé. Ces résultats montrent que les propriétés statistiques de systèmes chaotiques
peuvent être considérées directement à partir de la matrice S. Cependant, bien que le cas
à un canal de perte est, à l’heure actuelle, parfaitement compris, l’extension du Poisson
kernel au cas avec absorption et pour un nombre de canaux quelconque reste un problème
non résolu [87].
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1.3.3 Propriétés statistiques du champ dans la zone d’interaction
Dans la suite, je détaillerai les principaux résultats obtenus par la communauté sur les
systèmes ondulatoires chaotiques ouverts dont la limite fermée est invariante par renverse-
ment du sens du temps. Je montrerai tout d’abord que les pertes inhomogènes induisent
des courants et transforment le champ réel d’un système fermé en une grandeur com-
plexe. Puis, les propriétés statistiques du champ complexe seront abordées en adoptant
une approche semi-classique.
Effets des pertes homogènes et inhomogènes sur le champ
Nous avons déjà distingué ces deux catégories de pertes en soulignant qu’elles af-
fectent les largeurs des résonances de manières diﬀérentes. Nous allons maintenant, à
partir d’exemples extrêmement simples, nous intéresser à leurs eﬀets respectifs sur le
champ.
Rappel sur la représentation complexe. En physique ondulatoire, qu’il s’agisse d’un
champ décrivant les vibrations d’une membrane, les déplacements d’un ﬂuide, ou encore
les composantes des champs électrique et magnétique, les grandeurs physiques sont réelles
et sont caractérisées par un champ scalaire, noté Ψ(~r, t). Cependant, il est souvent utile
de passer en représentation complexe, le champ se mettant alors sous la forme :
Ψ(r, t) = Re
[
φ(r)e−iωt
]
, (1.19)
où la composante spatiale du champ φ(r) est, en général, complexe. Outre un intérêt
purement technique, cette représentation permet de séparer les composantes spatiale et
temporelle du champ.
Vibration d’une corde fixée à ses deux extrémités. Il est bien connu que les
fonctions propres de ce système sont solutions de l’équation d’Helmholtz et s’écrivent
Ψn(x, t) = sin(knx) cos(ωnt + ϕ) où kn est le nombre d’onde, ωn est la pulsation et ϕ est
une phase liée au choix de l’origine des temps. En passant en représentation complexe
(1.19), les fonctions propres se mettent sous la forme :
Ψn(x, t) = Re
[
sin(knx)e
−iϕe−iωnt
]
, avec φ(x) = sin(knx)e
−iϕ . (1.20)
Bien que φ(x) soit complexe, une rotation de phase globale appropriée : φ(x)→ φ(x)eiϕ,
rend la composante spatiale du champ réelle. Physiquement, cette rotation de phase cor-
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respond simplement à un changement de l’origine des temps.
La vibration d’une corde amortie. Considérons maintenant les vibrations d’une
corde ﬁxée à ses deux extrémités et soumise à une force de frottement ﬂuide i.e. possé-
dant uniquement des pertes homogènes. En résolvant l’équation d’onde du système, les
fonctions propres, après la rotation de phase appropriée, se mettent sous la forme :
Ψn(x, t) = sin(knx) e
−Γt/2Re
[
e−iωnt
]
, avec φ(x) = sin(knx) . (1.21)
où Γ est la largeur liée aux pertes homogènes. La composante spatiale associée aux ré-
sonances est donc identique à celui du système fermé (1.20) : les pertes homogènes ne
modiﬁent pas la composante spatiale du champ.
La vibration d’une corde semi-infinie. Pour voir l’eﬀet des pertes inhomogènes
sur le champ, nous allons prendre l’exemple d’une corde semi-inﬁnie où un dispositif
mécanique, placé au bout de la corde, absorbe une partie de son énergie. Ainsi, une onde
incidente progressive de la forme cos(ωt − kx) qui rencontre le bout de la corde ne sera
que partiellement réﬂéchie. Le champ, composé de l’onde incidente et de l’onde réﬂéchie,
s’écrit alors : Ψ(x, t) = cos(ωt−kx)+r cos(ωt+kx), où r ≤ 1 est le coeﬃcient de réﬂexion.
En écrivant le champ en notation complexe on trouve :
Ψ(x, t) = Re
[(
(1− r)eikx + 2r cos(kx)
)
e−iωt
]
, φ(x) = (1−r)eikx+2r cos(kx) . (1.22)
Lorsque l’onde est entièrement réﬂéchie à l’interface (r = 1), il n’y pas de pertes inhomo-
gènes et le champ est réel. Par contre, dès que le coeﬃcient de réﬂexion est plus petit que
1, la composante spatiale φ(x) se décompose en une partie stationnaire réelle : 2r cos(kx)
et une partie progressive complexe : (1− r)eikx. Il en ressort que l’introduction de pertes
inhomogènes transforme la partie spatiale du champ, initialement réelle pour r = 1, en
une grandeur complexe du fait de la présence de la partie progressive i.e. de courants.
De l’hypothèse de Berry à l’approche de Pnini et Shapiro
Nous allons maintenant nous intéresser à l’eﬀet de pertes inhomogènes sur des systèmes
ondulatoires chaotiques. Je décrirai tout d’abord les propriétés statistiques du champ d’un
système chaotique fermé, puis, d’un système ouvert contenant des courants de pertes.
L’hypothèse de Berry. Les propriétés statistiques du champ pour un système fermé
invariant par renversement du sens du temps ont été obtenus par M. Berry, en 1977, à
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partir d’arguments géométriques [88]. Les multiples réﬂexions des rayons sur les parois
d’un système chaotique donnent l’intuition que le champ en un point peut se concevoir
comme la superposition d’un grand nombre N d’ondes stationnaires dont les directions
sont aléatoires. Le composante spatiale du champ excité à la fréquence ω s’écrit alors :
φBerry(r) =
1√
N
N→∞∑
n=1
cos(kn.r+ θn) . (1.23)
où kn et θn sont des variables aléatoires, les nombres d’onde satisfaisant à la contrainte
|kn| = ω/c. En appliquant le théorème de la limite centrale à l’expression (1.23), Berry
a montré que le champ d’un système fermé satisfait une statistique de type speckle, le
champ peut donc être vu comme une variable aléatoire gaussienne centrée (voir [7] pages
230-233). Le comportement gaussien du champ a été vériﬁé tout d’abord numériquement
par S. MacDonald et A. Kaufman [89] (Fig. 1.15) puis expérimentalement, sur des ondes
de surface par R. Blümel et al. [90], sur des ondes sonores par P. Chinnery et al. [44], et
en optique guidée par V. Doya et al. [45]. Il est important de noter que pour un système
dont les pertes sont uniquement homogènes, la composante spatiale du champ correspond
à celle du système fermé, celle-ci est donc toujours décrite par l’hypothèse de Berry.
Fig. 1.15 – A gauche lignes nodales du champ d’une cavité chaotique fermée, un compor-
tement de type speckle est clairement visible. A droite, la distribution de la partie spatiale
associée, noté Ψ. Les ﬁgures sont extraites de la référence [89].
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L’approche de Pnini et Shapiro. Dans le cas d’un système ouvert contenant des
pertes inhomogènes, R. Pnini et B. Shapiro ont généralisé l’hypothèse de Berry en ajou-
tant à la partie stationnaire une composante progressive [91]. De manière à prendre en
compte le caractère ergodique du système, la composante progressive est déﬁnie comme
une superposition d’un grand nombre d’ondes planes de directions aléatoires et de nombres
d’onde |kn| identiques, ainsi :
φPS(r) =
1√
N(1 + ǫ2)
N∑
n=1
(
cos(kn.r+ θn) + ǫ e
ikn.r+iθ′n
)
, (1.24)
où θn et θ
′
n sont des angles uniformément distribués entre 0 et 2π et ǫ paramétrise la
composante progressive du champ. Un champ purement stationnaire correspond donc à
ǫ = 0 et un champ purement progressif à ǫ→∞.
Comme le champ est complexe : φPS(r) = φR(r) + iφI(r), il paraît utile de séparer les
partie réelle et imaginaire du champ (1.24), on obtient alors directement :
φR(r) =
1√
N(1 + ǫ2)
N∑
n=1
(
cos(kn.r+ θn) + ǫ cos(kn.r+ θ
′
n)
)
(1.25)
φI(r) =
ǫ√
N(1 + ǫ2)
N∑
n=1
sin(kn.r+ θ
′
n) (1.26)
En appliquant le théorème de la limite centrale aux expressions (1.25) et (1.26), R. Pnini
et B. Shapiro ont montré que les composantes réelle et imaginaire du champ peuvent être
vues comme des variables aléatoires gaussiennes de moyenne nulle.
Il est important de noter que, numériquement ou expérimentalement, le champ mesuré,
noté φ′ = u + iv, contient une phase globale arbitraire. Pour s’assurer que la parte ima-
ginaire du champ est uniquement due à la partie progressive, il est nécessaire d’appliquer
une rotation de phase globale :
φ = eiα(u+ iv) = φR + iφI (1.27)
où la phase α est déﬁnie en rendant les parties réelle et imaginaire du champ indépendantes
(〈φRφI〉 = 0), i.e. orthogonales [93]. En prenant la moyenne spatiale, notée 〈. . .〉, du carré
de l’expression (1.27), et en identiﬁant les parties réelle et imaginaire, la phase s’exprime
en fonction de 〈u2〉, 〈v2〉 et 〈uv〉 :
tan 2α = − 2 〈uv〉〈u2〉 − 〈v2〉 (1.28)
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Fig. 1.16 – La répartition dans le plan complexe de la composante spatiale du champ
électrique, noté Ψ, mesuré dans une cavité électromagnétique chaotique [92]. A gauche
avant la rotation de phase qui rend les parties réelle et imaginaire indépendantes. A droite,
après la rotation de phase.
Comme cette transformation est essentielle nous considérerons dans la suite qu’elle est
systématiquement réalisée (voir Fig. 1.16).
Mesure de la complexité du champ
Comme les pertes inhomogènes rendent le champ complexe, cette complexité permet
donc de caractériser l’eﬀet de ces pertes dans le domaine spatial. Pour mesurer la com-
plexité du champ, deux grandeurs scalaires ont été introduites.
Le paramètre de complexité q2. Cette grandeur a été introduite par O. Lobkis et
R. Weaver, en 2000, pour mesurer la complexité du champ associée aux résonances d’un
bloc d’aluminium de forme chaotique [94] :
q2 =
〈φ2I〉
〈φ2R〉
, (1.29)
où 〈. . .〉 est une moyenne d’ensemble. Le paramètre q2 varie de 0 pour un champ réel
(〈φ2I〉 = 0) à 1 pour un champ purement progressif (〈ψ2I 〉 = 〈ψ2R〉).
O. Lobkis et R. Weaver ont extrait expérimentalement le paramètre de complexité à
partir de la distribution de la phase ϕ de la composante spatiale du champ : φ = |φ|eiϕ.
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En partant de la déﬁnition :
P (ϕ) =
〈
δ
[
ϕ− arctan
( φI
φR
)]〉
, (1.30)
et en appliquant le fait que les partie réelle et imaginaire du champ sont des variables
aléatoires gaussiennes indépendantes, ils ont abouti à l’expression :
P (ϕ) =
q
2π
1
q2 cos2 ϕ+ sin2 ϕ
. (1.31)
Cette distribution est piquée sur 0, π et 2π pour le champ purement stationnaire d’un
système fermé. Lorsque le système s’ouvre, la distribution de la phase s’élargit, jusqu’à
devenir uniforme pour un champ purement progressif.
Fig. 1.17 – Distribution de la phase associée aux résonances dans une large gamme en
fréquence. La distribution expérimentale est représentée sous forme d’histogramme. La
distribution théorique (1.30) est représenté pour trois valeurs de paramètre de complexité.
La ﬁgure est extraite de la référence [94].
La distribution de la phase, obtenue expérimentalement en réalisant des moyennes
en fréquence, qui, en vertu de l’hypothèse ergodique, valable pour les systèmes ondula-
toire chaotiques, équivaut à une moyenne d’ensemble. pour quatre positions diﬀérentes
du couple émetteur-recepteur du signal sonore, a permis à O. Lobkis et R. Weaver d’ex-
traire le paramètre de complexité associé aux champs des résonances (voir Fig. 1.17).
Une distribution dérivée de (1.31) a ensuite été obtenue dans une expérience de cavité
électromagnétique par J. Barthélémy et al. [95].
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La rigidité de phase |ρ|2. Cette quantité a tout d’abord été utilisée pour décrire la
complexité des vecteurs propres lors de transitions entre ensembles tels que GOE-GUE
et GSE-GUE [96, 97]. Lors de la transition GOE-GUE, c’est-à-dire pour des systèmes
dont l’invariance par renversement du temps est partiellement brisée, l’hamiltonien peut
se mettre sous la forme :
H = S − i α√
2N
A (1.32)
où S et A sont deux matrices aléatoires réelles de taille N × N , respectivement symé-
trique et antisymétrique, dont les éléments sont distribués selon une loi gaussienne. Le
paramètre réel α caractérise la brisure de symétrie, α = 0 correspond à l’ensemble GOE
et α =
√
2N correspond à l’ensemble GUE. Pour les valeurs de α non nulles, les vecteurs
propres deviennent complexes, et a été étudiée en introduisant la rigidité de phase |ρ|, qui
s’exprime aussi en fonction du paramètre de complexité (1.29) :
|ρ| = 〈ψ
2
R〉 − 〈ψ2I 〉
〈ψ2R〉+ 〈ψ2I 〉
=
1− q2
1 + q2
. (1.33)
La rigidité de phase vaut 1 pour un système fermé et tend vers 0 pour un système complè-
tement ouvert. Lors de la transition entre ensembles, de fortes ﬂuctuations de la rigidité
de phase des fonctions propres, et donc de la complexité, sont observées.
En considérant la rigidité de phase comme une fonction continue de la fréquence, P.
Brouwer a, par la suite, étudié l’eﬀet des pertes sur des systèmes chaotiques dont la limite
fermée est décrite par GOE [98]. La distribution de ρ dérivée par P. Brouwer a ensuite été
validée expérimentalement par Y.-H. Kim et al. [99] dans une cavité électromagnétique
ouverte (Fig. 1.18).
Intensité du champ, courants et vorticité
La présence de pertes inhomogènes va engendrer des changements radicaux sur les
propriétés du champ par rapport au cas fermé. Ainsi, des courants et des vortex vont
apparaître, les lignes nodales correspondant aux zéros du champ (Fig. 1.15) vont se trans-
former en points nodaux, pour lesquelles la partie réelle et imaginaire du champ s’an-
nulent [100–102]. En utilisant l’hypothèse de Pnini et Shapiro, les propriétés statistiques
de diverses quantités ont pu être dérivées analytiquement et vériﬁées, numériquement ou
expérimentalement, le plus souvent dans des cavités électromagnétiques.
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Fig. 1.18 – A gauche, l’intensité du champ électrique de la cavité ouverte par deux guides
d’ondes pour une fréquence d’exitation. A droite, la distribution de la rigidité de phase
pour N =2, 4 et 6 canaux ﬁctifs (rappelons que le nombre de canaux correspond ici au
nombre de modes transverses dans les guides et dépend donc de la fréquence d’excitation).
Les ﬁgures sont extraites de la référence [99].
Distribution de l’intensité du champ. La distribution de l’intensité I = |φ|2, à une
fréquence d’excitation donnée et normalisée selon 〈I〉 = 1, s’écrit [91] :
P (I) =
1√
1− |ρ|2 exp
[
− I
1− |ρ|2
]
I0
[ |ρ|I
1− |ρ|2
]
(1.34)
où I0 est la fonction de Bessel modiﬁée de première espèce et |ρ|2 est la rigidité de phase
(1.33) caractérisant l’ouverture du système. Pour le cas fermé : |ρ|2 = 1, on retrouve la
loi de Porter-Thomas, correspondant au fait que le champ réel est distribué selon une loi
gaussienne. Pour le cas complètement ouvert : |ρ|2 = 0, on obtient la loi de Rayleigh, qui
correspond au cas où les parties réelle et imaginaire ont des poids identiques. L’expression
(1.34) a aussi été vériﬁée expérimentalement sur des cavités électromagnétiques ouvertes
[92] (Fig. 1.19).
Distribution des courants et de la vorticité. Les propriétés statistiques du cou-
rant [103–105] et de la vorticité [106, 107], à une fréquence donnée, ont aussi intéressé la
communauté. Par analogie avec la Mécanique Quantique, ont été déﬁnies la densité de
courant j(r) et la vorticité w :
j(r) = Im [φ∗(r)∇φ(r)] , w = [∇xφR(r)][∇yφI(r)]− [∇xφI(r)][∇yφR(r)] (1.35)
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Fig. 1.19 – Distributions de l’intensité du champ électrique dans une cavité électroma-
gnétique ouverte par deux guides d’ondes, pour quatre fréquences d’excitation diﬀérentes.
En histogramme les résultats expérimentaux, en trait plein la prédiction théorique (1.34).
Le couplage avec l’extérieur est ici caractérisé par la rigidité de phase. Le champ associé
à la distribution est représenté en insert. Les ﬁgues sont extraites de la référence [92].
Les distributions de ces grandeurs s’obtiennent directement :
P (|j|) = 4j〈|j|2〉K0
[
− 2|j|√〈|j|2〉
]
, P (w) =
1√
2 〈w2〉 exp
[
−
√
2
〈w2〉|w|
]
(1.36)
où K0 est la fonction de Bessel modiﬁée de deuxième espèce et, 〈|j|2〉 = k2 〈φ2R〉 〈φ2I〉 et
2 〈w2〉 = k4 〈φ2R〉 〈φ2I〉 où k est le nombre d’onde. Ces prédictions théoriques ont été aussi
été vériﬁé expérimentalement, toujours dans une cavité électromagnétique ouverte [92]
(voir Fig. 1.20).
Relation entre la complexité du champ et les largeurs des résonances. Comme
le paramètre de complexité q2 mesure l’impact des pertes inhomogènes Γinh dans le do-
maine spatial, on peut supposer que ces deux quantités sont corrélées. En 2005, J. Bar-
thélémy O. Legrand et F. Mortessagne sont les premiers à étudier le lien entre ces deux
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Fig. 1.20 – A gauche, distribution du module de la densité de probabilité du courant j.
A droite la distribution de la vorticité. En traits pleins, les prédictions théoriques (1.36).
En histogrammes, les résultats expérimentaux obtenus sur une cavité électromagnétique
ouverte. Les ﬁgures sont extraites de la référence [92].
quantités [95]. En exploitant des données expérimentales obtenues à partir d’une cavité
électromagnétique chaotique à température ambiante12, ils montrent, qu’en réalisant une
moyenne d’ensemble, le paramètre de complexité moyen est proportionnel à la largeur
spectrale inhomogène moyenne. A partir d’arguments géométriques, ils prouvent, qu’à
haute fréquence, le coeﬃcient de proportionnalité dépend uniquement des propriétés géo-
métriques de la cavité :
〈q〉 = 2π
2S
cP
〈Γinh〉 (1.37)
où c est la vitesse de propagation de la lumière, P et S étant respectivement le périmètre et
la surface de la cavité. Cette relation a été vériﬁée en réalisant des moyennes en fréquence
sur 30 résonances adjacentes (Fig. 1.21).
Résumé. En utilisant l’approche de Pnini et Shapiro, où les composantes réelle et ima-
ginaire du champ peuvent être vues comme des variables aléatoires gaussiennes indépen-
dantes, les nombreuses modiﬁcations du champ produites par les pertes inhomogènes ont
pu être caractérisées. Cependant, il est important de noter que les propriétés statistiques
du champ ont majoritairement été considérées à une fréquence donnée, ou comme un pa-
ramétre continu de la fréquence, seules de rares études se sont intéréssées aux propriétés
statistiques du champ associées aux résonances. Ce point sera abordé en détail dans le
12Les pertes inhomogènes sont essentiellement introduites par l’absorption ohmique produite par les
bords de la cavité, celles produite par les plaques étant des pertes homogènes.
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Fig. 1.21 – 〈Γinh〉 en fonction de la fréquence. En trait plein, 〈Γinh〉 obtenue à partir des
données expérimentales. En pointillés, 〈Γinh〉 obtenues à partir de l’expression 1.37, 〈q〉
étant extrait par un ajustement de la distribution de la phase. Les ﬁgures sont extraites
de la référence [95].
chapitre III.
1.4 Conclusion
Initialement introduit en Physique Nucléaire pour décrire les statistiques spectrales des
noyaux lourds, la Théorie des Matrices Aléatoires s’est révélée être applicable aux systèmes
ondulatoires chaotiques très faiblement couplés à l’extérieur. Cependant, dès lors que le
couplage avec l’extérieur n’est plus négligeable, cette théorie n’est plus applicable. Pour
caractériser les systèmes ondulatoires ouverts, la Théorie de la Diﬀusion, dont l’élément
fondamental est la matrice S, s’est révélée être extrêmement puissante. L’un des intérêts
de ce formalisme est qu’il permet de traiter le couplage avec l’extérieur de manière uniﬁée
et donc de décrire l’ensemble des systèmes ouverts par une même approche. De plus, en
appliquant les concepts de la Théorie des Matrices Aléatoires, les systèmes chaotiques
ouverts peuvent être caractérisés à partir d’une approche statistique. Le formalisme de
la matrice S a donc permis d’étendre la Théorie des Matrices Aléatoires à la Wigner
aux systèmes chaotiques ouverts. Deux principales manières d’aborder le problème ont
été présentées, l’une en considérant directement la matrice S comme un objet statistique,
l’autre décrivant les statistiques des énergies propres, des largeurs et du champ associé
aux résonances par l’intermédiaire d’un opérateur non-hermitien : l’hamiltonien eﬀectif.
C’est cette dernière approche qui sera exclusivement utilisée dans les chapitres II, III et
IV de ce manuscrit.
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Chapitre 2
Statistiques des écarts et des
croisements évités
Parmi les nombreuses grandeurs introduites pour caractériser les propriétés spectrales
des systèmes chaotiques, la distribution des écarts entre plus proches niveaux est de loin
la plus réputée. En eﬀet, la distribution des écarts permet, d’une part, de caractériser
le comportement intégrable ou chaotique des systèmes ondulatoires, et, d’autre part, de
classer les systèmes chaotiques suivant leurs invariances globales. Cependant, bien que
les systèmes ouverts soient un domaine de recherche actif, les modiﬁcations engendrées
par le couplage avec l’extérieur sur les écarts ont été peu étudiées [108–110]. Seuls H.-J.
Stockmann et P. S˜eba se sont intéressés aux statistiques des écarts sur des matrices de
type hamiltonien eﬀectif, et ce, dans le cas particulier d’un seul canal de perte [111].
Une autre grandeur statistique reliée aux écarts est la distribution des croisements
évités, qui décrit l’évolution des niveaux lorsqu’un paramètre du système varie. Alors que
les statistiques des croisements évités sont bien connus pour un système chaotique fermé
[112, 113], aucun travail théorique n’a été réalisé pour les systèmes ouverts. Récemment,
B. Dietz et al. [11] ont montré expérimentalement que la distribution des croisements
évités d’un système peu couplé avec son environnement s’écarte signiﬁcativement de la
prédiction théorique du cas fermé. Ce ﬂagrant désaccord entre la théorie et l’expérience
prouve que le couplage avec l’extérieur doit être pris compte pour décrire complètement
la statistique des croisements évités.
Dans ce chapitre, je m’intéresserai donc à l’eﬀet du couplage avec l’extérieur sur les
écarts et les croisements évités. Le caractère local de ces quantités permettra de se limiter
à un simple modèle à 2 niveaux qui donne d’excellentes approximations du modèle exact
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à N niveaux avec N →∞. Les distributions de probabilité des écarts et des croisements
évités seront obtenues dans le régime de couplage faible et d’un grand nombre de canaux
de pertes. Alors que la première condition assure la validité de l’approximation du modèle
à 2 niveaux, la dernière condition permet d’appliquer le théorème de la limite centrale et
simpliﬁe grandement les calculs analytiques.
Je commencerai par rappeler de manière succincte les distributions de probabilité des
écarts et des croisements évités pour un système chaotique fermé (§2.1). Ce paragraphe
me permettra de comparer directement les modiﬁcations engendrées par le couplage avec
l’extérieur sur ces quantités. Je poursuivrai par la description du mécanisme d’attraction
des niveaux le long de l’axe réel, responsable des modiﬁcations par rapport au cas fermé
(§2.2). Ensuite, j’introduirai le modèle à 2 niveaux utilisé pour obtenir les expressions
analytiques des distributions des écarts (§2.3) et des croisements évités (§2.4) dans le cas
ouvert. Les résultats théoriques obtenus seront à chaque fois confrontés à des simulations
numériques de type matrices aléatoires. Dans le cas des croisements évités, une comparai-
son directe avec les résultats expérimentaux de B. Dietz et al., obtenues dans une cavité
électromagnétique supraconductrice, sera faite.
2.1 Ecarts et croisements évités dans un système fermé
Cette première section rappelle les résultats importants obtenus sur les distributions
des écarts et des croisements évités pour un système chaotique fermé. Bien qu’il existe trois
ensembles de matrices aléatoires gaussiennes, nous nous intéresserons uniquement à GOE
et GUE. L’ensemble symplectique étant laissé de côté du fait de l’absence d’expériences
se rapportant à cet ensemble.
2.1.1 La distribution des écarts
La distribution des écarts entre plus proches niveaux, le P (s), a été intensivement
utilisée dans de nombreux domaines de la Physique Ondulatoire pour caractériser l’aspect
intégrable ou chaotique des systèmes étudiés. Pour la plupart des systèmes intégrables,
les niveaux sont complètement décorrélés, il en résulte que la distribution des écarts suit
la loi de Poisson : P P (s) = e−s (voir [7] page 66). Il est important de noter que cette
loi n’est pas universelle pour les système intégrables, l’oscillateur harmonique est un bon
contre-exemple : les niveaux sont équidistants et la distribution se réduit à une distribution
Delta.
Dans le cas de systèmes chaotiques, le P (s) suit une loi universelle extrêmement bien
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approchée par les distributions de Wigner. Ce dernier a dérivé les distributions des écarts
pour les trois ensembles gaussiens en se limitant à un modèle à 2 niveaux [12]. L’idée de
E. Wigner consiste à se restreindre au sous-espace constitué de deux niveaux plus proches
voisins, l’hamitonien se réduit donc à une matrice hermitienne de taille 2× 2 :
H =
(
H11 H12
H21 H22
)
. (2.1)
Les éléments non diagonaux étant reliés par la propriété d’hermiticité de l’hamiltonien :
H12 = H
∗
21, rappelons que pour GOE l’hamiltonien est réel et la relation se réduit à
H12 = H21. A partir de l’expression générale de la distribution de probabilité des éléments
de matrices d’une matrice aléatoire gaussienne : P (H) ∝ exp(−a TrH2), où la constante a
est reliée à la variance des éléments de matrices, on parvient à la distribution des éléments
de (2.1), pour GOE :
PGOE(H) ∝ exp
(
− a(H211 +H222 + 2H212)
)
, (2.2)
et pour GUE :
PGUE(H) ∝ exp
(
− a(H211 +H222 + 2|H12|2)
)
. (2.3)
Connaissant le P (H), la distribution de probabilité jointe des énergies propres s’obtient en
eﬀectuant un changement de base qui diagonalise l’hamiltonien :H = U(θ)diag(E1, E2)U
−1(θ)
où θ est l’angle de rotation de la transformation. Comme la distribution de probabilité est
invariante par changement de base, P (E1, E2, θ) s’exprime en fonction de la distribution
des éléments de matrices de H et du Jacobien J de la transformation (H)→ (E1, E2, θ) :
P (E1, E2, θ) = P (H)|J | . (2.4)
Un calcul rapide montre que la distribution jointe des énergies propres est indépendante
de l’angle de rotation et s’écrit :
Pβ(E1, E2) ∝ |E2 − E1|βe−a(E21+E22) , (2.5)
où l’indice de Wigner β caractérise l’ensemble gaussien de la matrice : β = 1 et β = 2
pour GOE et GUE respectivement. Il est important de voir que le terme |E2 − E1|β,
qui provient du Jacobien, introduit des corrélations entre énergies propres alors que, par
déﬁnition, les éléments de matrices de H sont indépendants. Ces corrélations vont se faire
ressentir sur les propriétés statistiques du spectre, et notamment sur la distribution des
écarts, qui, comme nous allons le voir, est très diﬀérente de la distribution de Poisson. La
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distribution des écarts du modèle à 2 niveaux (2.1) est déﬁnie par :
P (s) = 〈δ(s− |E2 − E1|)〉 =
∫
dE1dE2δ(s− |E2 − E1|)P (E1, E2) . (2.6)
En utilisant (2.5) et après intégration sur E1 et E2, on obtient les distributions de Wigner :
PW
GOE
(s) =
πs
2
e−πs
2/4 et PW
GUE
(s) =
32s2
π2
e−4s
2/π , (2.7)
où l’écart moyen est normalisé à l’unité 〈s〉 = 1. Une répulsion de niveaux apparaît pour
les petits écarts : c’est une caractéristique des systèmes chaotiques. Cette répulsion est
linéaire pour GOE et quadratique pour GUE. La Fig. 2.1 représente la comparaison entre
la distribution des écarts du modèle à 2 niveaux (2.7) et la distribution des écarts obte-
nue numériquement par diagonalisation de matrices de grande taille. L’excellent accord
conﬁrme le caractère local des écarts.
 0
 0.2
 0.4
 0.6
 0.8
 0  0.5  1  1.5  2  2.5  3
P
G
O
E
(s
)
s
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.5  1  1.5  2  2.5  3
P
G
U
E
(s
)
s
Fig. 2.1 – Distributions des écarts pour GOE à gauche et GUE à droite. En bleu, les
histogrammes numériques obtenus par diagonalisation de matrices aléatoires de taille
1000 × 1000. En rouge, les expressions théoriques du modèle à 2 niveaux de E. Wigner
(2.7).
La distribution des écarts a été vériﬁée dans de nombreux domaines de la Physique
Ondulatoire tant numériquement qu’expérimentalement. La ﬁgure 2.2 montre le P (s)
obtenu pour diﬀérents systèmes chaotiques invariant par renversement du sens du temps.
Ces résultats tendent à prouver que les statistiques spectrales de systèmes chaotiques sont
parfaitement décrites par la Théorie des Matrices Aléatoires.
Il est important de noter que les distributions de Wigner ont été dérivées en considérant
le système comme fermé. Ainsi, pour vériﬁer les prédictions analytiques, les simulations
numériques modélisent généralement des systèmes physiques fermés (puit de potentiel
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Fig. 2.2 – La distribution des écarts entre plus proches voisins. En haut à gauche, pour
une particule quantique dans un billard chaotique [3]. En haut à droite, pour l’atome
d’hydrogène soumis à un fort champ magnétique [114]. En bas à gauche, pour un bloc
d’aluminium de forme chaotique [5]. En bas à droite, pour une cavité micro-ondes de
forme chaotique (en insert pour une forme intégrable) [6].
inﬁni [3], états stationnaires de l’atome d’hydrogène [114], etc.) et les expériences sont
construites de manière à considérer les pertes comme négligeables (cavité électromagné-
tique plongée dans un cryostat à très basse température [63], système acoustique avec un
grand facteur de qualité [5] etc.). Mais, dans la plupart des expériences, le couplage avec
l’extérieur reste présent et doit être pris en compte dans l’analyse des résultats.
2.1.2 La distribution des croisements évités
Il est souvent intéressant d’étudier la dynamique des niveaux lorsqu’un paramètre du
système varie. Là encore, une diﬀérence apparaît entre système intégrable et système chao-
tique. Comme nous l’avons vu, les niveaux d’un système intégrable sont complètement
décorrélés. Ainsi, lors de la variation d’un paramètre du système, les niveaux évoluent
sans ressentir la présence des autres ; il en résulte que pour certaines valeurs du para-
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mètre les niveaux peuvent devenir dégénérés. Par contre, pour un système chaotique, le
P (s) indique que les niveaux se repoussent, interdisant toute dégénérescence. Cette ré-
pulsion à courte distance implique le non croisement des niveaux. Ce phénomène a été
étudié sur de nombreux systèmes physiques tels que des atomes de Rydberg soumis à
un champ électrique variable [115], l’atome d’hydrogène soumis à un champ magnétique
variable [116], le pendule forcé quantique où la force de couplage varie [117] et les cavités
électromagnétiques où la géométrie du système est modiﬁée [11].
Pour caractériser l’évolution des niveaux par rapport au paramètre, on va s’intéresser
aux statistiques des minimums locaux, encore appelés croisements évités, c’est-à-dire les
plus courtes distances entre deux niveaux adjacents (Fig. 2.3).
Fig. 2.3 – Quasi-énergies θ d’un rotateur pulsé chaotique en fonction du paramètre λ.
Les minimum locaux des écarts sont clairement identiﬁables. La ﬁgure est extraite de la
référence [112].
La distribution des croisements évités a été dérivée analytiquement par J. Zakrzewski
et M. Kuś [112] à partir d’un modèle à 2 niveaux. En considérant que l’hamiltonien du
système H(µ) dépend linéairement du paramètre, l’hamiltonien peut se mettre sous la
forme
H(µ) = H1 + µH2 , (2.8)
où µH2 représente évidemment la partie dépendant du paramètre. En écrivant H(µ) sous
forme matricielle dans la base diagonalisant H2 :
H(µ) =
(
a e
e∗ b
)
+ µ
(
c1 0
0 c2
)
, (2.9)
où a, b, c1 et c2 sont des nombre réels et e est un nombre réel pour GOE, complexe pour
GUE. Par diagonalisation de (2.9) on trouve que l’écart s’écrit s =
√
(a− b+ µ(c1 − c2))2 + 4|e|2.
A partir de cette l’expression, on voit que les minimums locaux sont attendus pour
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a− b+ µ(c1 − c2) = 0, l’expression des croisements évités c est donc donnée par c = 2|e|.
La distribution de probabilité de c s’obtient alors directement pour GOE et GUE :
PGOE(c) =
2
π
e−c
2/π et PGUE(c) =
πc
2
e−πc
2/4 . (2.10)
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Fig. 2.4 – Distributions des croisements évités pour GOE à gauche et GUE à droite. En
bleu, les histogrammes numériques obtenus par diagonalisation de matrices aléatoires de
taille 1000× 1000 de la forme (2.11). En rouge, les expressions théoriques du modèle à 2
niveaux (2.10).
Ces distributions des croisements évités ont été obtenues dans le cas d’une dépendance
linéaire du paramètre (2.8). La distribution des écarts a ensuite été analysée en détails par
J. Zakrzewski, D. Delande et M. Kuś [113]. Toujours dans l’approximation d’un modèle
à 2 niveaux, la distribution des écarts a été dérivée pour l’hamiltonien paramétrique :
H(µ) = H1 cosµ+H2 sinµ . (2.11)
Cette forme particulière assure que l’écart moyen entre niveaux est indépendant de µ,
et sera la seule forme considérée dans les simulations numériques. Comme les distributions
des écarts obtenues pour ce modèle sont très proches de (2.10), nous n’utiliserons que ces
dernières dans la suite. La validation du modèle à 2 niveaux est illustrée sur la Fig. 2.4.
Les résultats analytiques, basés sur les modèles à 2 niveaux (2.8) et (2.11), ont par
la suite été validés par des simulations numériques de plusieurs systèmes chaotiques tels
que le rotateur pulsé, l’atome d’hydrogène sous champ magnétique et un billard de forme
chaotique (voir Fig. 2.5). Ces résultats numériques ont contribué à prouver l’universalité
des propriétés statistiques des systèmes chaotiques soumis à la variation d’un paramètre.
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Fig. 2.5 – La distribution des croisements évités. A gauche pour l’atome d’hydrogène sous
fort champ magnétique. A droite, pour un billard de forme chaotique. Les ﬁgures sont
extraites de [113].
2.1.3 Expérience avec une cavité micro-onde paramétrique
La distribution des croisements évités a été étudiée expérimentalement par B. Dietz et
al. [11] en utilisant une cavité électromagnétique bi-dimensionnelle. Pour rendre les pertes
ohmiques complètement négligeables de manière à considérer le système comme fermé
avec une très bonne approximation, la cavité, constituée d’un diélectrique, est plongée
dans un cryostat à une température de 4.2K. Le champ électrique est injecté dans la
cavité par une antenne émettrice et les mesures sont réalisées en transmission par deux
antennes réceptrices. La géométrie de la cavité est modiﬁée en introduisant un rotateur
mobile autour d’un axe ﬁxe, qui constitue le paramètre variable du système (voir Fig. 2.6
à gauche). L’évolution des niveaux a été suivie pour 37 positions diﬀérentes du rotateur,
avec un pas en angle de 2.5 degrés (voir Fig. 2.6 à droite).
Parmi toutes les grandeurs statistiques obtenues expérimentalement, notamment la
distribution des écarts, seule la distribution des croisements évités est en désaccord avec
les prédictions théoriques des matrices aléatoires. Comme souligné dans l’article [11], la
distribution expérimentale des croisements évités est retrouvée à partir de simulations
numériques de type matrices aléatoires, en prenant explicitement en compte le couplage
avec l’extérieur, essentiellement introduit par les trois antennes. Nous tâcherons donc de
répondre aux questions suivantes : Quels mécanismes physiques sont responsables de ce
désaccord ? Est-il possible de construire un modèle analytique simple prenant en compte
le couplage avec l’extérieur ? Et, pourquoi la distribution des croisements évités s’est-elle
révélée être une grandeur extrêmement sensible aux pertes ? Les réponses à ces questions
seront successivement fournit dans les prochaines sections de ce chapitre.
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Fig. 2.6 – A gauche, la cavité électromagnétique chaotique contenant un rotateur pouvant
tourner autour de son axe ﬁxe. A droite l’évolution de 50 niveaux en fonction de l’angle
du rotateur.
2.2 Hamiltonien effectif et modèles à 2 niveaux
Comme nous l’avons vu au chapitre I, un système ouvert est décrit par l’hamiltonien
eﬀectif, qui est un opérateur non-hermitien. Alors que sa composante hermitienne cor-
respond à l’hamiltonien du système fermé, sa composante anti-hermitienne caractérise le
couplage avec l’extérieur. Le caractère non-hermitien de Heff va introduire d’importantes
modiﬁcations sur les énergies propres du système par un mécanisme qui, dans le régime
de couplage fort, aboutit au phénomène de piégeage des résonances. Ce phénomène a
été étudié par M. Müller et al. en introduisant un modèle à 2 niveaux avec un canal de
perte [70]. Ce modèle permettra d’illustrer le mécanisme d’attraction des niveaux le long
de l’axe réel, responsable des modiﬁcations des distributions des écarts et des croisements
évités par rapport au cas fermé. En reprenant le modèle introduit par D. Savin, O. Le-
grand et F. Mortessagne [10], les distributions des écarts et des croisements évités seront
obtenues dans la limite d’un grand nombre de canaux.
2.2.1 Phénomène d’attraction des résonances
Dans le modèle à la Müller [70], deux niveaux sont couplés à l’extérieur par un canal
de perte. La matrice de couplage V se réduit alors à un vecteur de taille 2 × 1 qui peut
se mettre sous la forme :
V =
√
2α
(
cosϕ
sinϕ
)
, (2.12)
64 Chapitre 2. Statistiques des écarts et des croisements évités
où α caractérise la force du couplage et ϕ ∈ [0 : π/4] mesure le degré de symétrie
des amplitudes de couplage. Dans la base propre de H, l’hamiltonien eﬀectif Heff =
H − iV V †/2 s’écrit :
Heff =
(
E1 0
0 E2
)
− iα
(
cos2 ϕ cosϕ sinϕ
cosϕ sinϕ sin2 ϕ
)
, (2.13)
avec E2 > E1. Par diagonalisation, on obtient les valeurs propres de l’hamiltonien eﬀectif :
ǫ± =
E1 + E2 − iα±
√
D
2
, (2.14)
avec
D = (s− iα cos 2ϕ)2 − α2 sin2 2ϕ2 , (2.15)
où s = E2 − E1 est l’écart entre niveaux du système fermé. Pour analyser l’eﬀet du
couplage, nous allons nous intéresser à l’évolution des énergies propres E± = Re [ǫ±] et
des largeurs Γ± = −2Im [ǫ±] en fonction de la force de couplage α.
Evolution des résonances en fonction du couplage : le cas symétrique ϕ = π/4.
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Fig. 2.7 – Evolution des énergies propres à gauche et des largeurs à droite en fonction du
couplage α. En rouge pour E2 = −E1 = 0.5, en vert pour E2 = −E1 =1, en bleu pour
E2 = −E1 = 1.5.
Comme l’illustre la Fig. 2.7, l’augmentation du couplage va conduire à une diminution
de l’écart entre les deux énergies propres, et ce, jusqu’à la dégénérescence, qui se produit
pour α ≥ s. Ce phénomène d’attraction introduit donc un changement de comportement
radical par rapport au cas fermé, où la répulsion de niveaux interdit la dégénérescence
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des niveaux. Ainsi, en présence de couplage, une certaine population de niveaux, pour
lesquels s < α, devient dégénérée.
Analysons maintenant l’eﬀet du couplage sur les largeurs. A partir de la Fig. 2.7, on
voit que, pour un couplage faible α < s, les largeurs augmentent de manière symétrique
puis, pour α ≥ s, une largeur va croître alors que l’autre va diminuer. C’est le phénomène
de piégeage des résonances. Cette appellation peut se comprendre en regardant l’évolution
des résonances dans le plan complexe (E,Γ) représenté sur la Fig. 2.8. Lorsque le couplage
augmente, la largeur d’une résonance va tendre vers 0, celle-ci va donc s’écraser sur l’axe
réel. De manière imagée, la résonance est piégée par l’axe réel.
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Fig. 2.8 – Evolution des résonances dans le plan complexe en fonction du couplage α
pour ϕ = π/4 et E2 = −E1 = 1.
Evolution des résonances en fonction du couplage : le cas asymétrique ϕ 6= π/4
Pour un couplage asymétrique l’attraction des énergies propres ne se fait plus jusqu’à
la dégénérescence, un écart non nul est toujours présent, indépendamment de la valeur
du couplage (Fig. 2.9). Notons que cet écart est d’autant plus grand que l’asymétrie est
grande. Par contre, le phénomène de piégeage est, lui, toujours présent.
Ainsi, le couplage avec l’extérieur va modiﬁer de manière non triviale les niveaux par
rapport au cas fermé. Le modèle à la Müller nous a permis de comprendre qualitativement
les modiﬁcations introduites par le potentiel imaginaire sur le spectre : attraction des
énergies propres, et, dans le cas d’un couplage symétrique, création d’une population de
niveaux dégénérés.
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Fig. 2.9 – Evolution des énergies propres à gauche et des largeurs des résonances à droite
en fonction du couplage α pour E2 = −E1 = 1. En rouge pour ϕ = π/5, en vert pour
ϕ = π/6, en bleu pour ϕ = π/8.
2.2.2 Modèle à 2 niveaux à la Savin : cas d’un grand nombre de
canaux
Le modèle à 2 niveaux avec couplage gaussien, qui sera utilisé pour obtenir les dis-
tribution de probabilité des écarts et des croisements évités, est ici présenté en détail.
Rappelons que la validité de ce modèle s’appuie sur le caractère local des écarts et des
croisements évités et reste pertinent avant la séparation des largeurs spectrales en deux
groupes [54, 69], c’est-à-dire en dehors du couplage fort. Dans ce modèle, les éléments
de couplage V cn sont des variables aléatoires gaussiennes de valeur moyenne nulle et de
covariance : 〈
V cnV
c′
n′
〉
= 2κ
∆
π
δnn′δ
cc′ ≡ σ2δnn′δcc′ , (2.16)
où κ est la constante de couplage,∆ l’écart moyen entre niveaux. En écrivant l’hamiltonien
eﬀectif dans la base où la partie hermitienne est diagonale :
Heff =
(
E1 0
0 E2
)
− i
2
(
Γ11 Γ12
Γ21 Γ22
)
, (2.17)
où E2 > E1 et les éléments de matrice du potentiel imaginaire sont reliés aux éléments de
couplage par Γnp =
∑M
j=1 V
j
nV
j
p . Les valeurs propres de Heff sont données par
ǫ± =
E1 + E2 − i2(Γ11 + Γ22)±
√
D
2
, (2.18)
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avec
D =
(
(E1 − E2)2 − i
2
(Γ22 − Γ11)
)2
− Γ12Γ21 . (2.19)
Déﬁnissons maintenant l’écart entre les deux énergies propres u˜ = Re [ǫ+ − ǫ−] qui s’écrit :
u˜ = Re
[√
D
]
. (2.20)
L’écart u˜ dépend de manière non triviale des éléments de couplage et de l’écart entre
niveaux du système fermé. De manière à simpliﬁer le modèle, on se place dans la limite
d’un grand nombre de canaux, on peut alors appliquer le théorème de la limite centrale
et remplacer les quantités par leurs valeurs moyennes :
Γ11 = 〈Γ11〉 = Mσ2 Γ22 = 〈Γ22〉 = Mσ2 Γ12Γ21 = 〈Γ12Γ21〉 = Mσ4 . (2.21)
On obtient alors l’expression de l’écart entre les deux énergies propres dans la limite
M ≫ 1, noté u :
u =
{√
s2 −Mσ4 si s> √Mσ2
0 sinon
, (2.22)
où s est l’écart entre niveaux du système fermé. L’écart entre niveaux du système ouvert
dépend de la variance de la largeur spectrale var(Γ) = Mσ4, ce qui implique que les
modiﬁcations introduites par le couplage avec l’extérieur sont reliées aux ﬂuctuations
des largeurs. En eﬀet, dans la limite des pertes homogènes (voir chapitre I), déﬁnies par
M → ∞, σ2 → 0 avec Mσ2 = 〈Γ〉 ﬁxé, on montre que var(Γ) → 0. Donc, l’écart u entre
niveaux tend vers l’écart entre niveaux du système fermé u → s malgré la présence du
couplage.
De plus, on peut montrer que l’expression (2.22), obtenue dans la limite M ≫ 1 du
modèle à la Savin, correspond à l’expression de l’écart du modèle à la Müller pour un
couplage symétrique. Cette remarque renforce le fait que pour s ≤ √Mσ2, l’écart du
système ouvert devient nul.
2.3 Distribution des écarts pour un système ouvert
2.3.1 Expressions analytiques
A partir de l’expression de l’écart entre 2 niveaux du modèle à la Savin dans la limite
d’un grand nombre de canaux (2.22), on déﬁnit la distribution des écarts P (u) du système
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ouvert par :
P (u) =
〈
δ(u)θ(
√
Mσ2 − s)
〉
+
〈
δ
(
u−
√
s2 −Mσ4
)
θ(s−
√
Mσ2)
〉
, (2.23)
où la moyenne s’eﬀectue sur l’écart s du système fermé :
P (u) =
∫ √Mσ2
0
ds P (s)δ(u) +
∫ ∞
√
Mσ2
ds P (s)δ
(
u−
√
s2 −Mσ4
)
, (2.24)
le P (s) étant donné par la loi de Wigner (2.7). Après intégration, on trouve que la distri-
butions des écarts s’écrit, pour GOE :
PGOE(u) = (1− e−Mσ4/(4α2))δ(u) + 1
2α2
ue−(u
2+Mσ4)/(4α2) , (2.25)
et pour GUE :
PGUE(u) =
[
erf
(√Mσ2
2α
)
−
√
Mσ2
α
√
π
e−Mσ
4/(4α2)
]
δ(u)
+
1
2
√
πα3
u
√
u2 +Mσ4e−(u
2+Mσ4)/(4α2) , (2.26)
où α ﬁxe la valeur moyenne de l’écart u. Il apparaît une faible densité d’écarts nuls corres-
pondant à une population de niveaux dégénérés introduite par l’attraction des résonances
le long de l’axe réel. Il est important de noter que la population d’écarts nuls est di-
rectement reliée à la densité des petits écarts qui est plus faible pour GUE (répulsion
quadratique aux petits écarts) que pour GOE (répulsion linéaire aux petits écarts). En
regardant le comportement des distributions aux petits écarts, on voit que la distribution
des écarts pour GOE conserve une répulsion linéaire alors que pour GUE la répulsion
quadratique s’est transformée en une répulsion linéaire dans la limite u≪ √Mσ2.
Expérimentalement, il est extrêmement diﬃcile d’avoir accès aux très faibles écarts
et aux écarts nuls. Ainsi, pour comparer avec des résultats expérimentaux, il est plus
intéressant de considérer la distribution des écarts u′ non nuls. On trouve, après avoir
ramener l’écart moyen à l’unité, que :
PGOE(u
′) =
1
2α2
u′e−u
′2/(4α2) , (2.27)
qui correspond à la distribution des écarts du système fermé (2.7) en posant α2 = 1/π.
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Et, pour GUE :
PGUE(u
′) =
u′
√
u′2 +Mσ4e−(u
′2+Mσ4)/(4α2)
2
√
πα3
[
erfc
(√
Mσ2
2α
)
+
√
Mσ2
α
√
π
e−Mσ4/(4α2)
] . (2.28)
La ﬁgure Fig. 2.10 montre l’évolution de cette distribution lorsque la variance de la largeur
spectrale augmente.
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Fig. 2.10 – Expressions analytiques des distributions des écarts non nuls u′ dont la partie
hermitienne appartient à GUE (2.28). En rouge
√
Mσ2=0.1, en bleu
√
Mσ2 = 0.5, en
noir
√
Mσ2 = 1. Le comportement à l’origine passe d’une dépendance quadratique à une
dépendance linéaire lorsque var(Γ) augmente.
2.3.2 Etude numérique
Le modèle
Les simulations numériques sont réalisées pour tester les prédictions analytiques précé-
demment obtenues (2.27) et (2.28), ainsi que pour étudier les distributions dans le cas d’un
nombre réduit de canaux de pertes. Les simulations numériques consistent à diagonaliser
des matrices aléatoires non-hermitiennes de la forme :
Heff = H − i
2
V V T , (2.29)
où H est une matrice aléatoire appartenant à GOE ou GUE, et V V T est une matrice réelle
appartenant à l’ensemble de Wishart [56]. Il est important de noter que les distributions
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analytiques sont déﬁnies pour un écart moyen ﬁxé, il est donc nécessaire de se placer dans
les mêmes conditions pour les simulations numériques. Il est bien connu que la densité
d’état moyenne des énergies propres 〈ρ(E)〉 de matrices aléatoires gaussiennes de grande
taille n’est pas constante et suit la loi semi-circulaire de Wigner ( [7], page 79) :
〈ρ(E)〉 =
√
1− π2E2/4 . (2.30)
Cette expression, indépendante de l’ensemble considéré, s’obtient en déﬁnissant les va-
riances des éléments de matrices de H de sorte que l’écart moyen entre niveaux au centre
de la loi semi-circulaire soit égal à ∆ = 1/N :
〈
H2ij
〉
GOE
=
{
4/(π2N) si i = j
2/(π2N) sinon
〈
H2ij
〉
GUE
=
{
2/(π2N) si i = j
1/(π2N) sinon
. (2.31)
Comme les amplitudes de couplage (2.16) sont déﬁnis à partir d’un écart moyen ﬁxe, seuls
400 niveaux situés au centre de la distribution, où la densité d’état varie très faiblement
(Fig. 2.11), sont conservés. Cette procédure assure une variation maximale de l’écart
moyen de 5%.
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Fig. 2.11 – Densité d’états pour GOE à gauche et GUE à droite. En rouge la loi de
Wigner (2.30) et en bleu l’histogramme numérique numérique obtenu par diagonalisation
de 10 matrices de taille 1000 × 1000. Les niveaux gardés pour les statistiques sont entre
les deux ﬂèches noirs.
Pour la partie non-hermitienne de Heff , la variance σ
2 des amplitudes de couplage
(2.16) est choisie telle que la valeur moyenne de la largeur spectrale soit ﬁxée à 〈Γ〉 = 0.5∆.
Cette contrainte permet de rester loin du couplage fort, où les prédictions analytiques
précédemment obtenues ne sont plus valables. La condition 〈Γ〉 = 0.5∆ ﬁxe directement
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la constante de couplage κ = π/4M et le paramètre
√
Mσ2 = π/(4
√
M).
Les résultats numériques
Les histogrammes des distributions des écarts sont réalisés en diagonalisant 100 ma-
trices de taille 1000×1000. Pour s’intéresser aux écarts non nuls, un paramètre de coupure
u0 = 0.05∆ est introduit, seuls les écarts u > u0 sont conservés pour construire les his-
togrammes. Les résultats numériques et analytiques sont confrontés sur la Fig. 2.12. Un
excellent accord est trouvé pour un nombre de canaux M ≥ 10. Pour un plus petit
nombre de canaux, l’hypothèse M ≫ 1 n’est plus valide et les ﬂuctuations statistiques
des éléments de couplage sont telles que le théorème de la limite centrale ne s’applique
plus.
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Fig. 2.12 – Distributions de probabilité des écarts non nuls u′ pour GOE à gauche et pour
GUE à droite, pour un nombre de canaux de pertes de M = 1, 5, 10 et 20 de haut en bas.
En bleu, les histogrammes issus des simulations numériques. En rouge sont représentées
les expressions analytiques (2.27) et (2.28).
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2.4 Distribution des croisements évités pour un sys-
tème ouvert
L’expression de l’écart du système ouvert (2.22) indique que les valeurs du paramètre
variable µ pour lesquels on a un minimum local de u correspondent à celles pour lesquelles
on a un minimum local du système fermé (Fig. 2.13). La distribution des croisements évités
d s’obtient donc en utilisant la distribution des croisements évités du système fermé (2.10).
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Fig. 2.13 – Evolution des écarts en fonction du paramètre µ (en degré) dans un modèle à
2 niveaux où la partie hermitienne est de la forme (2.11). En rouge pour le système fermé,
en bleu pour le système ouvert. A gauche pour un minimum local de u non nul, à droite
pour un minimum local de u nul.
2.4.1 Expressions analytiques
La distribution des croisements évités P (d) se déﬁnit de la même manière que la
distribution des écarts (2.23) :
P (d) =
〈
δ(d)θ(
√
Mσ2 − c)
〉
+
〈
δ
(
d−
√
c2 −Mσ4
)
θ(c−
√
Mσ2)
〉
, (2.32)
où la moyenne s’eﬀectue sur l’écart évité du système fermé c qui est donné par la loi de
J. Zakrzewski et M. Kuś (2.10) :
P (d) =
∫ √Mσ2
0
dc P (c)δ(d) +
∫ ∞
√
Mσ2
dc P (c)δ
(
d−
√
c2 −Mσ4
)
. (2.33)
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Après intégration, la distribution des croisements évités s’écrit, pour GOE :
PGOE(d) = erf
(√Mσ2√
2α
)
δ(d) +
√
2
πα2
d√
d2 +Mσ4
e−(d
2+Mσ4)/(2α2) . (2.34)
et pour GUE :
PGUE(d) = (1− e−Mσ4/(4α2))δ(d) + 1
2α2
ce−(c
2+Mσ4)/(4α2) . (2.35)
Un creux aux petits écarts, dû au comportement linéaire de la distribution dans cette
zone (2.34), apparaît pour GOE. La distribution diﬀère donc fortement par rapport au
cas fermé pour lequel la densité de probabilité est maximale (2.10).
Là encore, il est utile de se concentrer sur les croisements évités non nuls d′ ; les distribu-
tions obtenues permettront une comparaison directe avec les résultats expérimentaux [11].
Pour GOE :
PGOE(d
′) =
√
2
πα2
d′ e−(d
′2+Mσ4)/(2α2)
erfc
(√
Mσ2√
πα
)√
d′2 +Mσ4
, (2.36)
tandis que pour GUE :
P (d) =
1
2α2
de−d
2/(4α2) , (2.37)
l’expression s’identiﬁe à celle obtenue dans le cas fermé. La ﬁgure Fig. 2.14 montre l’évo-
lution de la distribution lorsque la variance de la largeur spectrale augmente, le creux à
l’origine est d’autant plus important que la variance est grande.
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Fig. 2.14 – Expressions analytiques des distributions des croisements évités non nuls d′
d’un système ouvert dont la partie hermitienne appartient à GOE à droite. En rouge√
Mσ2=0.1, en bleu
√
Mσ2 = 0.5, en noir
√
Mσ2 = 1.
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2.4.2 Simulations numériques de matrices aléatoires
Le modèle
Dans le cas des croisements évités, l’hamiltonien eﬀectif paramétrique s’écrit :
Heff (µ) = H1 cosµ+H2 sinµ− i
2
V V T . (2.38)
La partie hermitienne adopte cette forme aﬁn d’assurer l’indépendance de l’écart moyen
par rapport à µ [113]. Le paramètre µ ∈ [0, π[ est discrétisé avec un pas de δµ = π/1300.
La discrétisation du paramètre est choisie suﬃsamment ﬁne pour qu’une interpolation
hyperbolique, du type de celle présentée dans [113], ne soit pas nécessaire. Les éléments de
matrices de H1 et de H2 ainsi que les éléments de couplage sont déﬁnis de la même manière
que pour les simulations numériques des écarts. Il en va de même pour les variances des
éléments de matrices de H1 et de H2 ainsi que les variances des éléments de couplage.
Les résultats numériques
Pour obtenir la distribution des croisements évités non nuls, un paramètre de coupure
d0 est introduit d0 = 0.1∆ tel que les écarts d
′ < d0 ne soient pas pris en compte.
Les résultats sont représentés sur la Fig. 2.15. Un bon accord entre la théorie et les
simulations numériques est obtenu pour M ≥ 5 dans le cas de GOE et M ≥ 3 dans
le cas de GUE. Pour les plus petits M un désaccord notable, dû aux ﬂuctuations des
amplitudes de couplages, apparaît. Cependant, pour GOE, un meilleur accord entre les
histogrammes et les distributions théoriques pour les petites valeurs deM peut être obtenu
en considérant la constante de couplage κ (2.16) comme un paramètre d’ajustement, noté
κaju, modélisant un couplage eﬀectif. En eﬀet, en réalisant une procédure d’ajustement,
basée sur la méthode des moindres carrés, les histogrammes numériques peuvent être
extrêmement bien approchés par l’expression analytique (2.36) valable pour M ≫ 1. Les
contantes de couplage κaju sont données dans le tableau ci-joint :
M κ κaju
1 0.7854 0.0628
3 0.2618 0.0113
5 0.1571 0.1131
10 0.0785 0.0879
La diminution de la constante de couplage κaju aux petits M peut se comprendre
qualitativement. Dans le cas M ≫ 1, tous les croisements évités pour lesquels s < √Mσ2,
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deviennent dégénérés. Par contre, quand M diminue, des ﬂuctuations des termes conte-
nant les amplitudes de couplage apparaissent, et induisent, dans la région [0;
√
Mσ2], une
population de croisements évités non dégénérés. Comme ces ﬂuctuations sont d’autant
plus importantes que le nombre de canaux est petit, la densité aux faibles croisements
évités va donc augmenter quand M diminue, et faire tendre la distribution vers celle du
système fermé.
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Fig. 2.15 – Distributions de probabilité des croisements évités non nuls d′ pour GOE (à
gauche) et pour GUE (à droite) pour un nombre de canaux de perte M=1, 3, 5 et 10
de bas en haut. En bleu, les histogrammes issus des simulations numériques. En traits
pleins, les résultats analytiques (2.36) et (2.37) (en rouge pour les valeurs de la constante
de couplage κ = π/4M , en noir pour les constantes de couplages κaju obtenues par la
méthode des moindres carrés.
78 Chapitre 2. Statistiques des écarts et des croisements évités
2.4.3 Retour à la cavité micro-onde paramétrique
Finalement, nous pouvons comparer l’expression analytique de la distribution des croi-
sements évités (2.36) à celle obtenue expérimentalement avec une cavité électromagnétique
reliée à trois antennes, c’est-à-dire M = 3. Bien que l’on sorte du domaine de validité de
l’approche théorique (M ≫ 1), les simulations numériques ont montré que les résultats
analytiques peuvent être étendus pour un faible nombre de canaux en introduisant un
couplage eﬀectif. Comme le montre la Fig 2.16, le résultat du modèle à deux niveaux s’ac-
corde parfaitement à l’histogramme expérimental et conﬁrme que le désaccord entre les
résultats expérimentaux et la prédiction théorique du système fermé est dû au couplage
avec l’extérieur. Ainsi, en utilisant un simple modèle à 2 niveaux, nous avons obtenu les
distributions des écarts évités qui ont permis d’expliquer les résultats expérimentaux de
B. Dietz et al., restés jusque là pas totalement interprétés [118].
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Fig. 2.16 – Distributions de probabilité des croisements évités non nuls. En bleu, l’his-
togramme expérimental [11]. En rouge, la distribution analytique pour un constante de
couplage eﬀective κaju = 0.182, obtenue par une procédure d’ajustement.
2.5 Conclusion
Dans ce chapitre, je me suis intéressé aux propriétés statistiques des écarts et des
croisement évités pour des systèmes ondulatoires chaotiques ouverts, dont le couplage
avec l’extérieur est modélisé par un grand nombre de canaux de pertes. Le caractère
local de ces quantités a rendu légitime l’utilisation d’un modèle à 2 niveaux, permettant
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d’obtenir aisément les expressions analytiques des distributions. Les modiﬁcations des
distributions par rapport au cas fermé ont été expliquées par le phénomène de piégeage
des résonances, qui modiﬁe la population des faibles écarts entre niveaux, allant jusqu’à
entraîner une population de niveaux dégénérés. Les prédictions théoriques du modèle à 2
niveaux ont ensuite été vériﬁées par des simulations numériques de matrices aléatoires de
grandes tailles.
Alors que les distributions des écarts pour GOE et GUE, et des croisements évités pour
GUE, sont très peu modiﬁées par rapport au cas fermé, la distribution des croisements
évités pour GOE subit une profonde transformation par rapport au cas fermé : un creux
aux petits écarts apparaît. La forme particulière de l’expression de croisements évités
pour GOE a permis de considérer le régime d’un faible nombre de canaux en introduisant
un couplage eﬀectif. L’extension du domaine de validité de la distribution aux faibles
valeurs de M a permis de décrire des résultats expérimentaux obtenus avec une cavité
électromagnétique supraconductrice paramétrique possédant M = 3 canaux. Cependant,
une description statistique des écarts et des croisements évités à nombre quelconque de
canaux restent un problème non résolu.
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Chapitre 3
Statistiques des fonctions propres
Pour les systèmes ondulatoires chaotiques fermés, les propriétés statistiques des fonc-
tions propres sont très bien connues [24] mais demeurent d’un intérêt limité. En eﬀet, le
caractère hermitien de l’hamiltonien entraîne, d’une part, que les vecteurs propres sont
indépendants les uns des autres, i.e. orthogonaux, et, d’autre part, que la distribution
des vecteurs propres est uniquement déterminée par la mesure de Haar du groupe laissant
l’ensemble invariant. Ainsi, la distribution du module carré du champ obéit à la loi de
Porter-Thomas pour GOE et à la loi de Poisson pour GUE [119]. Seuls les scars, c’est-à-
dire les modes possédant une surintensité le long d’orbites périodiques instables [2,120] ont
attiré l’attention de la communauté, et continuent d’être étudiés théoriquement [121–123].
Ces modes scars, dont l’étude ne relève pas de la Théorie des Matrices Aléatoires, sont, à
haute énergie, des événements rares et ne seront pas considérés dans la suite.
La situation se révèle plus complexe pour les fonctions propres de systèmes chaotiques
ouverts. La diﬀérence fondamentale provient du fait que les systèmes ouverts sont dé-
crits par un opérateur non-hermitien : l’hamiltonien eﬀectif. La non-hermiticité de cet
opérateur va rendre les fonctions propres non-orthogonales et introduire de fortes corré-
lations entre celles-ci, leur étude devenant alors bien plus riche et intéressante. En eﬀet,
la non hermiticité est introduite par un potentiel imaginaire modélisant le couplage avec
l’extérieur, et mesurer la non-orthogonalité revient donc à quantiﬁer l’eﬀet du couplage
sur les fonctions propres i.e. dans le domaine spatial. Mais, bien que les statistiques des
fonctions propres intéressent la communauté depuis une bonne dizaine d’années, celles-ci
restent très peu comprises dans le cas de systèmes chaotiques ouverts. Seuls quelques cas
particuliers ont été considérés, généralement pour des systèmes dont la limite fermée est
décrite par GUE [124].
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Les premières études sur les corrélations des fonctions propres d’opérateur de type ha-
miltonien eﬀectif datent du début des années 2000 [125,126]. Ces travaux se sont limités au
couplage fort [54,69], pour lequel il est possible d’appliquer une méthode d’approximation
basée sur des méthodes diagrammatiques [127]. Puis, en 2002, Y. Fyodorov et B. Mehlig
se sont intéressés au couplage intermédiaire, pour lequel les méthodes diagrammatiques
ne sont plus possibles, dans le cas particulier d’un unique canal de perte [128]. Le seul
travail sur des systèmes dont la limite fermée est décrite par GOE est dû à H. Schomerus
et al. [129], sur la non-orthogonalité de mode laser d’une cavité chaotique où seuls les cas
à un et deux canaux de pertes ont été explicitement traités. Etendre la connaissance des
statistiques des fonctions propres à un nombre de canaux de pertes quelconque et aux
systèmes dont la limite fermée est décrite par GOE reste donc un problème ouvert.
Ce chapitre présente des résultats contribuant à combler ce vide. Je m’intéresserai ainsi
aux propriétés statistiques des fonctions propres de l’hamiltonien eﬀectif dans le régime où
les pertes inhomogènes, c’est-à-dire les pertes contribuant à la non-orthogonalité [10,95],
sont faibles. Ce régime sera étudié pour des systèmes dont la limite fermée est décrite
par GOE ou GUE et pour un nombre de canaux de pertes quelconque. Tout d’abord, je
décrirai la notion fondamentale de non-orthogonalité des matrices non-hermitiennes. Je
montrerai ensuite que la non-orthogonalité peut être décrite en termes de grandeurs sca-
laires et je détaillerai les résultats précédemment obtenus par la communauté sur diﬀérents
ensembles de matrices non-hermitiennes (§3.1). Dans le régime où les pertes inhomogènes
sont faibles, je montrerai que la non-orthogonalité peut être caractérisée par un paramètre
unique, que je déﬁnirai comme le paramètre de non-orthogonalité (§3.2). Les statistiques
des fonctions propres seront alors étudiées via ce paramètre (§3.3). Pour comprendre l’ef-
fet des ﬂuctuations spectrales de GOE et de GUE sur la non-orthogonalité, un spectre
complètement rigide de type oscillateur harmonique quantique, appelé picket-fence, sera
aussi considéré. L’étude de ces trois ensembles permettra d’obtenir une expression générale
reliant le paramètre de non-orthogonalité aux ﬂuctuations des largeurs spectrales. Enﬁn,
j’établirai analytiquement les distributions du paramètre de non-orthogonalité pour les
diﬀérents ensembles considérés.
3.1 Non-orthogonalité des fonctions propres
Cette première section se veut très générale. Tout d’abord, la notion de non-orthogonalité
pour un opérateur non-hermitien sera présentée, puis nous verrons que cette non-orthogonalité
peut être mesurée à l’aide d’une matrice de recouvrement. Enﬁn, les principaux résultats
théoriques obtenus sur diﬀérents ensembles de matrices non hermitiennes, tels que les
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ensembles de Ginibre, les ensembles de Girko et les ensembles type hamiltonien eﬀectif,
seront résumés.
3.1.1 Vecteurs propres à gauche et vecteurs propres à droite
Dans le cas d’un opérateur hermitien H, il est bien connu que les vecteurs propres
à droite {|n〉} (les kets) et les vecteurs propres à gauche {〈n|} (les bras) sont associés
à un même ensemble de valeurs propres réelles {an}, et sont obtenus par l’opération de
transposition complexe 〈n| = |n〉†. La diagonalisation d’un opérateur hermitien s’écrit
donc :
H|n〉 = an|n〉 et 〈n|H = 〈n|an . (3.1)
La condition d’hermiticité entraîne l’orthogonalité des vecteurs propres ( [47] pages 136-
137), que l’on prendra de norme unité : 〈k|n〉 = δkn.
Dans le cas d’un opérateur non-hermitien J , il est nécessaire d’introduire deux bases
({〈Ln|}, {|Rn〉}) constituées des vecteurs propres à gauche {〈Ln|} et à droite {|Rn〉} as-
sociés à un même ensemble de valeurs propres complexes {λn} ( [51] pages 884-885). La
diagonalisation de J peut donc se mettre sous quatre formes diﬀérentes :
J |Rn〉=λn|Rn〉 , 〈Ln|J = 〈Ln|λn ,
J†|Ln〉=λ∗n|Ln〉 , 〈Rn|J† = 〈Rn|λ∗n . (3.2)
Les vecteurs propres à gauche et à droite ne s’obtiennent alors plus par l’opération de
transposition complexe : 〈Ln| 6= |Rn〉†. A partir des relations (3.2), il est facile de montrer
que les vecteurs propres à gauche et à droite ne sont pas orthogonaux. Ainsi, les produits
scalaires 〈Lk|Ln〉 et 〈Rk|Rn〉 ne sont pas ﬁxés mais ﬂuctuent selon k et n et les vecteurs
propres des deux bases sont orthogonaux i.e. bi-orthogonaux :
〈Lk|Rn〉 = δkn . (3.3)
Par la suite, nous verrons que la non-orthogonalité des vecteurs de base {〈Ln|} et {|Rn〉})
va induire de fortes corrélations entre les vecteurs propres associés à une même base.
3.1.2 Mesures de la non-orthogonalité
Cette section introduit les diﬀérentes quantités utilisées pour caractériser la non-
orthogonalité et présente brièvement les résultats obtenus sur diﬀérents ensembles de
matrices non-hermitiennes, notamment les ensembles de Ginibre et de Girko.
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Les ensembles de Ginibre et de Girko
Les ensembles de Ginibre [130] et de Girko [131], introduits respectivement en 1965
et en 1985, peuvent se voir comme une extension des ensembles de Wigner [4]. Pour les
ensembles de Ginibre, les éléments de matrice sont des variables gaussiennes complète-
ment indépendantes, la contrainte d’hermiticité est donc supprimée : 〈JklJ∗lk〉 = 0. La
distribution des éléments de matrices est alors donnée par :
PGin(J) ∝ exp
(
−NTrJJ†
)
(3.4)
de sorte que 〈Jkl〉 = 0 et 〈|Jkl|2〉 = 1/N , N étant la dimension de la matrice. Bien qu’in-
troduit de manière purement formelle, les ensembles de Ginibre restent considérablement
étudiés par la communauté, aussi bien du point de vue fondamental [132–134] que du point
de vue des applications. Evoquons, à titre d’exemples, les réseaux de neurones [135], le
chaos quantique directionnel [65], et la théorie du calcul quantique [136].
L’ensemble de Girko est lui une généralisation de l’ensemble de Ginibre, où les éléments
de matrices ne sont plus indépendants mais corrélés : 〈Jkl〉 = 0, 〈|Jkl|2〉 = 1/N mais
〈JklJ∗lk〉 = τ/N , le paramètre réel τ ∈ [−1 : 1] mesurant le degré de corrélation. Ce
paramètre permet de passer continûment de l’ensemble de Wigner, pour lequel τ = 1, à
l’ensemble des matrices anti-hermitiennes, pour lequel τ = −1, τ = 0 correspondant à
l’ensemble de Ginibre. La distribution des éléments se met alors sous la forme :
PGir(J) ∝ exp
(
− N
1 + τ 2
Tr(JJ† − τRe [JJ ])
)
(3.5)
Intéressons-nous maintenant à la répartition dans le plan complexe des valeurs propres
de ces ensembles. La densité des valeurs propres ρ(x + iy) a été obtenue, dans la limite
N →∞, par H.-J.Sommers et al. [137] :
ρ(x+ iy) =
{
1
π(1−τ2) si
x2
(1+τ)2
+ y
2
(1−τ)2 ≤ 1
0 sinon
(3.6)
La densité des valeurs propres est donc répartie uniformément dans une ellipse, le petit
et le grand axe dépendant du paramètre d’asymétrie τ (Fig 3.1).
La matrice de recouvrement O
J. Chalker et B. Mehlig sont les premiers, en 1998, à s’intéresser aux statistiques des
vecteurs propres de matrices non hermitiennes [138], et ce, pour l’ensemble de Ginibre
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Fig. 3.1 – Densité des valeurs propres (3.6). a) pour τ = −3/5 b) pour τ = 0 correspon-
dant à l’ensemble de Ginibre et c) pour τ = 3/5. La ﬁgure est extraite de la référence [137].
complexe (3.4). Les corrélations entre vecteurs propres sont caractérisées à partir d’une
matrice de recouvrement O déﬁnie par les produits scalaires de vecteurs propres à gauche
et à droite :
Oαβ = 〈Lα|Lβ〉 〈Rβ|Rα〉 (3.7)
Notons que pour un opérateur hermitien, les éléments de matrice de O se réduisent à
Oαβ = δαβ. La forme de ce corrélateur est choisie pour être invariante par la transformation
laissant les expressions (3.2) et (3.3) invariantes :
|Rn〉 → cn|Rn〉 et 〈Ln| → 〈Ln|c−1n (3.8)
où cn est un nombre complexe.
A partir de la matrice de recouvrement (3.7), J. Chalker et B. Mehlig déﬁnissent les
valeurs moyennes locales, c’est-à-dire en faisant intervenir la densité des valeurs propres,
des éléments diagonaux et non diagonaux de la matrice de recouvrement :
O(z) =
〈
1
N
∑
α
Oααδ(z − λα)
〉
O(z1, z2) =
〈
1
N
∑
α 6=β
Oαβδ(z1 − λα)δ(z2 − λβ)
〉
(3.9)
En 1999, R. Janik et al. [125] reprennent la déﬁnition du corrélateur diagonal et
obtiennent analytiquement son expression pour diﬀérents ensembles de matrices, dont
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l’ensemble de Girko (3.5) :
OGir(z) =
N
π
1
(1− τ 2)2
[
(1− τ 2)2 − (1− τ 2)2|z|2 + 2τRe [z2] ] (3.10)
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Fig. 3.2 – Le corrélateur diagonal de l’ensemble de Girko (3.10). A gauche pour τ = −3/5,
au milieu pour τ = 0 correspondant à l’ensemble de Gininbre et à droite pour τ = 3/5.
Comme le montre l’expression (3.10) et la Fig. 3.2 le corrélateur n’est pas constant
mais dépend fortement de z, alors que la densité d’état est constante (Fig. 3.1). Ce premier
résultat nous laisse deviner le caractère fortement non-local de la non-orthogonalité.
Fig. 3.3 – En haut, densité des valeurs propres pour m = 0.25 et pour diﬀérentes valeurs
de g. En bas, le corrélateur diagonal pour les mêmes valeurs de m et de g. Les ﬁgures sont
extraites des références [139] et [125].
R. Janik et al. [125] ont aussi considéré des matrices non-hermitiennes de type hamil-
tonien eﬀectif Heff = H − igV V †, où H appartient à GUE, les éléments de matrices de V
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sont des variables aléatoires gaussiennes complexes et g caractérise la force de couplage.
Cet ensemble est étudié dans la limite du couplage fort (g ≫ 1), c’est-à-dire dans la
limite d’un grand nombre de canaux de pertes fortement couplés : N → ∞ et M → ∞
avec m = N/M ﬁxé. D’un point de vue technique, cette limite permet d’appliquer une
méthode d’approximation auto-cohérente basée sur des méthodes diagrammatiques [127].
L’expression du corrélateur diagonal dans le régime de couplage fort s’écrit :
OHeff (z) =
N
π
[ 1
1− gy −
x2
4
− 1
4
( g
1− gy +
m
y
+
1
g
)]
(3.11)
Ce corrélateur est représenté pour diﬀérentes valeur de la force de couplage en Fig. 3.3.
Y. Fyodorov et B. Mehlig [128] sont les premiers à s’intéresser au couplage intermé-
diaire, pour lequel les méthodes d’approximations ne sont plus applicables. Ils obtiennent,
pour un système dont la limite fermée est décrite par GUE, et dans le cas particulier d’un
unique canal de pertes, l’expression analytique du corrélateur diagonal et non-diagonal.
Un parallèle est fait entre le corrélateur diagonal et la densité (voir Fig 3.4).
Fig. 3.4 – Corrélateur diagonal et densité des valeurs propres pour M = 1 en fonction de
E = 0− iY . La ﬁgure est extraite de la référence [128].
On peut noter que la décroissance de O(E) est bien plus lente que celle de la den-
sité d(E). Ce résultat conﬁrme que le corrélateur est une quantité fortement non-locale
indépendamment du régime de couplage. Nous verrons d’ailleurs que cette non-localité
apparaît aussi en couplage faible.
Le facteur de Petermann K
Cette quantité est apparue en Physique des lasers dans les années 80 [140]. Il est bien
connu qu’un laser monomode près du seuil sélectionne et excite un mode par un mécanisme
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Fig. 3.5 – Valeur moyenne du facteur de Petermann en fonction de la largeur renormalisée.
A gauche pour un système dont la limite fermée est décrite par GUE, le nombre de canaux
est ici noté N . A droite pour un système dont la limite fermée est décrite par GOE, où
seuls les cas à un et deux canaux ont été considérés. Les ﬁgures sont extraites de la
référence [129].
d’ampliﬁcation non-linéaire. Dans ce processus, les ﬂuctuations du vide induisent une
limite fondamentale dans le spectre d’émission. Cette largeur fondamentale δω, obtenue
tout d’abord par A. Schawlow et C. Townes [141] s’écrit : δωST = Γ
2/(2I) où Γ est la
largeur du mode passif et I la puissance de sortie exprimée en nombre de photons par
unité de temps. En tenant compte de la non-orthogonalité des états de résonance [140],
la largeur fondamentale se met sous la forme δω ∝ KδωST . Celle-ci est donc augmentée
d’un facteur K, appelé le facteur de Petermann, qui s’identiﬁe aux éléments diagonaux
de la matrice de recouvrement (3.7) :
Kn = Onn = 〈Ln|Ln〉 〈Rn|Rn〉 (3.12)
Le seuil laser s’en trouve grandement modiﬁé par rapport à la prédiction théorique initiale
(on pourra consulter [142,143] pour plus de détails). Par la suite, le facteur de Petermann
a été intensivement étudié d’un point de vue statistique, notamment pour des cavités
lasers de forme chaotique par H. Schomerus et al. [129, 144, 145]. Ces études ont prouvé,
qu’en moyenne, l’augmentation due au facteur de Petermann est de l’ordre de
√
M , où
M est le nombre de canaux de pertes. Il est important de noter que ces études sont les
premières à avoir produit des expressions analytiques exactes dans le régime de couplage
intermédiaire et pour un nombre de canaux quelconque (Fig. 3.5).
Comme les propriétés statistiques des fonctions propres sont toutes décrites par des
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grandeurs reliées aux éléments de la matrice de recouvrement, nous nous intéresserons
uniquement à celle-ci dans la suite.
Résumé. La dernière phrase de l’article de Y. Fyodorov et B. Mehlig [128], résume
parfaitement l’état d’avancement des travaux sur les statistiques des fonctions propres :
Among challenging problems deserving future research we would like to mention extending
our results to the case of more than one channel and to time-reversal invariant system, as
well as the problem of understanding fluctuations of the nonorthogonality overlap matrix
Oαβ. Cette phrase met en relief deux problèmes toujours non résolus. D’une part les
statistiques des fonctions propres, dans le cas général, restent un problème de Physique
Théorique non résolu. D’autre part, une interprétation physique claire des ﬂuctuations
des éléments de la matrice de recouvrement (3.7) est toujours manquante.
3.2 Le régime perturbatif
Comme nous l’avons vu au chapitre I, les pertes peuvent être séparées en deux types :
les pertes homogènes et les pertes inhomogènes. Alors que les pertes homogènes donnent
un même contribution aux largeurs, les pertes inhomogènes donnent des contributions
ﬂuctuantes. De plus, nous avons constaté que dans le cas de systèmes ondulatoires dont
la limite fermée est invariante par renversement du sens du temps, seules les pertes inho-
mogènes modiﬁent la composante spatiale du champ en la transformant en une grandeur
complexe. Nous allons maintenant généraliser ces résultats en montrant que seules les
pertes inhomogènes contribuent à la non-orthogonalité. En nous plaçant dans le régime
où les pertes inhomogènes sont faibles, nous montrerons que la non-orthogonalité des fonc-
tions propres de l’hamiltonien eﬀectif peut être caractérisée par un unique paramètre. Les
propriétés statistiques des fonctions propres de l’hamiltonien eﬀectif seront ainsi abordées
via un paramètre de non-orthogonalité1, pour des systèmes dont la limite fermée est dé-
crite par GOE et GUE. De plus, pour comprendre l’eﬀet des ﬂuctuations spectrales de
ces ensembles sur la non-orthogonalité, nous considérerons aussi l’ensemble picket-fence,
pour lequel le spectre est complètement rigide.
3.2.1 Expression du paramètre de non-orthogonalité q2
En séparant les contributions homogène et inhomogène des pertes [10], l’hamiltonien
eﬀectif s’écrit Heff = H − iRR†/2 − iV V †/2, où les matrices R de taille Mr × N et V
1Pour les systèmes dont la limite fermée est invariante par renversement du sens du temps, ce paramètre
s’identifiera au paramètre de complexité (voir Chapitre I).
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de taille Mv × N contiennent les amplitudes de couplages associées respectivement aux
pertes homogènes et inhomogènes et Mr et Mv correspondent aux nombres de canaux des
pertes homogènes et inhomogènes. Il apparaît utile d’écrire Heff dans la base des états
propres de l’hamiltonien du système fermé {|n〉}, dont les vecteurs propres sont soumis à
la normalisation 〈k|n〉 = δkn :
(Heff)np = Enδnp − i/2
Mr∑
j=1
Rjn(R
j
p)
∗ − i/2
Mv∑
j=1
V jn (V
j
p )
∗ , (3.13)
où les {En} sont les énergies propres du système fermé dont les propriétés statistiques
seront explicitées par la suite.
Propriétés statistiques des amplitudes de couplage Pour les systèmes ondula-
toires chaotiques, il paraît naturel de choisir les amplitudes de couplage comme étant des
variables aléatoires gaussiennes ( [7] pages 233-237), de moyenne nulle et de covariance :
〈
Rjn(R
j′
n′)
∗
〉
= 2κr
∆
π
δjj
′
δnn′
〈
V jn (V
j′
n′ )
∗
〉
= 2κv
∆
π
δjj
′
δnn′ . (3.14)
où ∆ est l’écart moyen entre niveaux et les constantes de couplage κ déterminent le
facteur de transmission moyen T = 4κ
(1+κ)2
des canaux, T = 1 correspondant à un couplage
parfait et T ≪ 1 à un couplage faible. Notons que les amplitudes de couplage des pertes
homogènes et inhomogènes sont considérées indépendantes.
Les pertes homogènes sont déﬁnies par Mr → ∞ et Tr → 0 avec MrTr ≡ 2πΓhom/∆
ﬁxé [10]. En eﬀet, comme le nombre de canaux associé aux pertes homogènes tend vers
l’inﬁni, on peut appliquer le théorème de la limite centrale à la composante homogène :
Mr→∞∑
j=1
Rjn(R
j
p)
∗ =
Mr→∞∑
j=1
〈
Rjn(R
j
p)
∗〉 ≡ Γhomδnp . (3.15)
En injectant cette nouvelle expression dans Heff , on aboutit à :
(Heff)np = (En − i
2
Γhom)δnp − i/2
Mv∑
j=1
V jn (V
j
p )
∗ . (3.16)
Ce résultat important montre explicitement que les pertes homogènes ne contribuent pas à
la non-orthogonalité des fonctions propres. En eﬀet, dans le cas où les pertes inhomogènes
sont nulles, il est clair que les vecteurs propres de Heff correspondent aux vecteurs propres
de H. Les vecteurs propres de Heff sont donc orthogonaux dans ce cas particulier.
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Nous allons maintenant restreindre notre étude au régime des faibles pertes inhomo-
gènes (Tv ≪ 1). L’opérateur −iV V †/2 peut alors être vu comme une perturbation de
l’opérateur diagonal (En − i2Γhom)δnp. Comme nous nous consacrerons uniquement à des
spectres non dégénérés, la théorie des perturbations des niveaux non dégénérées au pre-
mier ordre s’applique. Les valeurs propres de (3.13) sont ainsi immédiatement obtenues :
En = En − i
2
(Γhom + Γn) avec Γn =
M∑
j=1
|V jn |2 (3.17)
où les {En} correspondent aux valeurs propres du système fermé, Γhom est la largeur
des résonances associée à la partie homogène des pertes et les {Γn} sont liées aux pertes
inhomogènes.
En appliquant toujours la théorie des perturbations, les vecteurs propres à gauche et à
droite de Heff , normalisés par 〈Lk|Rn〉 = δkn, sont donnés dans la base {|n〉} des vecteurs
propres de H :
|Rn〉 =
|n〉 − i∑p6=n αpn|p〉√
1−∑p6=n |αpn|2 , |Ln〉 =
|n〉+ i∑p6=n αpn|p〉√
1−∑p6=n |αpn|2 , (3.18)
où
αpn =
〈p|V V †|n〉
2(En − Ep) . (3.19)
A partir des expressions des vecteurs propres (3.18), on obtient directement l’expression
des éléments diagonaux Onn de la matrice de recouvrement (3.7). Au premier ordre en
|αpn|2 :
Onn =
(1 +
∑
p6=n |αpn|2)2
(1−∑p6=n |αpn|2)2 = 1 + 4
∑
p6=n
|αpn|2 . (3.20)
Ainsi, les éléments diagonaux de O sont strictement supérieur à l’unité et dépendent
uniquement du paramètre
∑
p6=n |αpn|2 qui sera appelé par la suite le paramètre de non-
orthogonalité. Ce paramètre, noté q2n pour les systèmes dont la limite fermée est invariante
par renversement du sens du temps, i.e. pour des amplitudes de couplage réelles, s’écrit :
q2n =
∑
p6=n
Γ2np
4(En − Ep)2 avec Γnp =
M∑
j=1
V jnV
j
p . (3.21)
Dans ce cas, le paramètre mesure aussi la complexité des fonctions propres [10,94,95,146,
147]. En eﬀet, en déﬁnissant le paramètre de non-orthogonalité en terme du rapport des
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variances des parties réelle et imaginaire des vecteurs propres (3.18) :
q2n =
∑
i(Im [R
i
n])
2∑
i(Re [R
i
n])
2
=
∑
i(Im [L
i
n])
2∑
i(Re [L
i
n])
2
, (3.22)
où Rin et L
i
n correspondent à la ième composante de |Rn〉 et |Ln〉, on retrouve l’expression
du paramètre de non-orthogonalité (3.21).
Dans le cas de systèmes dont l’invariance par renversement du sens du temps est brisée,
le paramètre de non-orthogonalité, noté r2n, est donné par :
r2n =
∑
p6=n
|Γnp|2
4(En − Ep)2 avec Γnp =
M∑
j=1
V jn (V
j
p )
∗ . (3.23)
Domaine de validité de l’approche perturbative. Comme nous venons de le voir,
la non-orthogonalité est uniquement introduite par les ﬂuctuations des largeurs, naturel-
lement quantiﬁées par la variance : var(Γ) = 〈Γ2〉 − 〈Γ〉2. La théorie des perturbations
présentée ici est donc pertinente tant que ces ﬂuctuations restent faibles en comparaison
de l’écart moyen entre niveaux, soit :
√|var(Γ)| ≪ ∆.
3.2.2 Echelle naturelle des paramètres
Les paramètres de non-orthogonalité q2n et r
2
n contiennent deux types de contributions
de diﬀérentes natures. Une contribution provient du spectre du système fermé, et l’autre
provient des éléments de matrices non diagonaux de V V †/2. D’un point de vue statistique,
il est clair que ces deux contributions sont indépendantes. Cependant, pour GOE et GUE,
les énergies propres sont corrélées ( [7] pages 86-118). De plus, les Γnp sont elles aussi
corrélées, même si les amplitudes de couplages sont indépendantes. Bien que la distribution
de probabilité jointe puisse être trouvée [148], l’expression analytique n’est pas facilement
exploitable, et n’est pas, dans notre cas, d’un grand intérêt pratique.
Pour surmonter la diﬃculté d’eﬀectuer des moyennes sur les éléments de couplage, nous
allons appliquer une approche proposée par V. Sokolov et V. Zelevinsky [53]. Ceux-ci ont
considéré la grandeur Γnp comme le produit scalaire de vecteurs contenant les amplitudes
de couplage.
Expression du paramètre de non-orthogonalité pour des systèmes dont la li-
mite fermée est invariante par renversement du sens du temps. L’expression
Γnp (3.21) peut être vue comme un produit scalaire de deux vecteurs de dimension M
contenant les amplitudes de couplage associées aux résonances n et p : Vn = (V
1
n , . . . , V
M
n )
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et Vp = (V
1
p , . . . , V
M
p ). Ceci suggère d’écrire Γnp en termes de la norme des vecteurs Vn
et Vp ainsi que de l’angle θnp entre ces deux vecteurs :
Γnp =
M∑
j=1
VnjVpj = (Vn ·Vp) =
√
|Vn||Vp| cos θnp =
√
ΓnΓp cos θnp , (3.24)
La dernière relation a été obtenue en remarquant que la norme au carré du vecteur Vn :
|Vn|2 =
∑M
j=1(V
j
n )
2, s’identiﬁe à la largeur spectrale Γn (3.17). Notons que dans le cas d’un
seul canal de perte le produit scalaire se réduit à Γnp =
√
ΓnΓp. A partir de l’expression
(3.24), le paramètre de non-orthogonalité (3.21) peut se mettre sous la forme :
q2n = Γn
∑
p6=n
Γp cos
2 θnp
4(En − Ep)2 . (3.25)
Expression du paramètre de non-orthogonalité pour des systèmes dont la sy-
métrie par renversement du sens du temps est brisée dans la limite fermée.
Dans ce cas, les amplitudes de couplages sont complexes V jn = Re [V
j
n ] + iIm [V
j
n ], Γnp est
donc un nombre complexe qui s’écrit :
Γnp =
M∑
j=1
[(
Re
[
V jn
]
Re
[
V jp
]
+Im
[
V jn
]
Im
[
V jp
] )
+i
(
Im
[
V jn
]
Re
[
V jp
]−Re [V jn ] Im [V jp ] )] .
(3.26)
On voit que Γnp peut, ici, se mettre sous la forme de produits scalaires de vecteurs de
dimensions 2M :
Γnp = (Wn ·Wp) + i(Wn · W˜p) =
√
ΓnΓp cos θnp + i
√
ΓnΓp cos θ˜np , (3.27)
où Wp = (Re [Vp] , Im [Vp]) et W˜p = (Im [Vp] ,−Re [Vp]). L’expression du paramètre de
non-orthogonalité r2n (3.23) est alors donnée par :
r2n = Γn
∑
p6=n
Γp cos
2 θnp + Γp cos
2 θ˜np
4(En − Ep)2 . (3.28)
Réduction des largeurs et paramètres de non-orthogonalité réduits. Pour s’in-
téresser aux propriétés statistiques du paramètre de non-orthogonalité, il est naturel de
travailler avec des quantités indépendantes du couplage et de l’écart moyen entre niveaux.
Les largeurs (3.17) et les paramètres de non-orthogonalité (3.21) et (3.23) sont maintenant
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déﬁnis par :
γn ≡ Γn
σ2
, Xn ≡ ∆
2
σ4
q2n et Yn ≡
∆2
σ4
r2n . (3.29)
Alors que q2n ∈ [0, 1[ et r2n ∈ [0, 1[, les normalisations (3.29) changent les domaines de
déﬁnition des paramètres de non-orthogonalité : Xn ∈ [0 : π2/(4κ2)] et Yn ∈ [0 : π2/(4κ2)].
Notons que dans le régime de couplage faible κ → 0 d’où Xn ∈ [0,∞[ et Yn ∈ [0,∞[.
En utilisant ces nouvelles quantités, les expressions du paramètre de non-orthogonalité
s’écrivent :
Xn = γn
∑
p6=n
∆2Anp
4(En − Ep)2 , Yn = γn
∑
p6=n
∆2Bnp
4(En − Ep)2 . (3.30)
où ont été introduites les grandeurs :
Anp = γp cos
2 θnp , Bnp = γp cos
2 θnp + γp cos
2 θ˜np . (3.31)
Ces quantités ont une interprétation géométrique simple. Anp peut être vu comme le carré
de la projection du vecteur σ−1Vp sur la direction Vn (Fig. 3.6). Bnp peut, lui, être vu
comme la somme des carrés des projections des vecteurs σ−1Wp et σ−1W˜p sur la direction
Wn (Fig. 3.6).
Fig. 3.6 – Représentation géométrique de Anp à gauche (3.31), des deux termes γp cos2 θnp
et γp cos
2 θ˜np associés à Bnp à droite.
Distribution des largeurs γ. Dans le régime de couplage faible, les largeurs sont bien
connues pour être indépendantes et distribuées selon la loi du χ2 ( [7] pages 233-236) :
P βM(γ) =
1
(2/β)M/2Γ(βM/2)
γβM/2−1e−βγ/2 . (3.32)
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où l’indice de Wigner β vaut 1 pour GOE et 2 pour GUE. A partir de l’expression de
la distribution de probabilité (3.32), on montre facilement que largeurs ont pour valeur
moyenne et pour variance :
〈γ〉 = M , var(γ) = 2M = 2
M
〈γ〉2 . (3.33)
Ces expressions indiquent clairement que les largeurs cessent de ﬂuctuer quand le nombre
de canaux de pertes augmente, la largeur moyenne 〈Γ〉 étant ﬁxée. Ce résultat peut aussi
être vue à partir de la distribution des largeurs (3.32), qui tend vers la distribution de
Dirac dans la limite d’un grand nombre de canaux : P βM(γ) = δ(γ −M) pour M ≫ 1.
Distribution des angles θ. Le principal avantage de la représentation en termes des
angles θnp est qu’ils sont, d’une part, mutuellement indépendants, et, d’autre part, indé-
pendants des largeurs. La distribution de probabilité des angles, déﬁnie pour M > 1 peut
être facilement trouvée et, est donnée par l’expression de l’angle solide d’un espace à M
dimensions [53] :
PM(θ) =
Γ(M/2)√
πΓ((M − 1)/2) sin
M−2 θ . (3.34)
Distribution des projecteurs Anp et Bnp. La distribution des largeurs (3.32) et des
angles (3.34) permet d’obtenir la distribution des projections (3.31). La distribution de
Anp est obtenue à partir de sa déﬁnition P (A) = 〈δ(A− γ cos2(θ))〉. En explicitant les
moyennes, la distribution de A s’écrit :
PM(A) =
∫ π
0
dθ PM(θ)
∫ ∞
0
dγ PM(γ) δ(A− γ cos2(θ)) . (3.35)
En intégrant sur les largeurs puis sur les angles, on aboutit à l’expression :
P (A) =
1√
2πA
e−A/2 . (3.36)
Il est important de voir que la distribution de A suit la loi de Porter-Thomas, et est
indépendante de M .
En appliquant la même méthode, on trouve que P (B) suit la loi de Poisson :
P (B) = e−B . (3.37)
qui est, là encore, indépendante de M . La seule grandeur portant une dépendance en M
dans les expressions du paramètre de non-orthogonalité (3.30) est donc la largeur γn.
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Propriétés statistiques des énergies propres Pour les systèmes chaotiques fermés,
les distributions des énergies propres sont données par ( [7] pages 77-79) :
Pβ({En}) ∝
N∏
n>m
|Em − En|β exp
(
−Nβπ
2
8
∑
n
E2n
)
, (3.38)
où β est l’indice de Wigner et l’écart moyen entre niveaux est ﬁxé à l’unité : ∆ = 1. Il
est bien connu que la répulsion de niveaux aux petits écarts réduit les ﬂuctuations des
énergies autour de l’écart moyen. Cette caractéristique est clairement visible à partir de
la distribution P (s) des écarts entre plus proches voisins (voir le chapitre II), représentée
en Fig. 3.7. Comme le laisse deviner l’expression du paramètre de non-orthogonalité, ses
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Fig. 3.7 – Distribution des écarts pour GOE en rouge et pour GUE en bleu.
propriétés statistiques sont sensibles aux ﬂuctuations spectrales. Pour comprendre l’eﬀet
des ﬂuctuations, nous allons aussi considérer un spectre dont les énergies propres dont
équidistantes : le modèle picket-fence [149]. L’étude de cet ensemble permettra d’identiﬁer
clairement l’eﬀet des ﬂuctuations sur la non-orthogonalité. Pour picket-fence, la distribu-
tion des énergies est simplement donnée par :
PPF ({En}) ∝
∏
n
δ(En − n∆) , (3.39)
et le P (s) correspondant se réduit à un pic de Dirac. L’intérêt de ce modèle réside dans sa
simplicité, qui permet de traiter de nombreux phénomènes analytiquement [72, 150, 151].
Dans notre contexte, ce modèle permettra d’identiﬁer la contribution du paramètre de
non-orthogonalité due aux ﬂuctuations, en comparant les résultats de GOE et GUE à
picket-fence.
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Résumé. A partir de l’expression du paramètre de non-orthogonalité, obtenue en appli-
quant la théorie des perturbations au premier ordre, nous avons récrit celle-ci de manière à
la mettre sous une forme plus à même de décrire ses propriétés statistiques. De plus, nous
avons explicité les distributions de probabilité des grandeurs physiques contenues dans le
paramètre de non-orthogonalité. Ainsi, les largeurs des résonances sont distribuées selon
la loi du χ2, les {Anp} sont distribués selon la loi de Porter-Thomas, les {Bnp} selon la
loi de Poisson, et les énergies propres sont distribuées selon l’ensemble du système fermé
considéré ((3.38), (3.39)).
3.2.3 Relation entre le paramètre de non-orthogonalité et les fluc-
tuations des largeurs
Une expression générale de la valeur moyenne du paramètre de non-orthogonalité
(3.30) peut être obtenue directement à partir de sa déﬁnition, en utilisant l’indépendance
mutuelle des largeurs {γn}, des projections ({Anp}, {Bnp}) et des énergies propres {En}.
Comme 〈γ〉 = M et, selon (3.31), 〈A〉 = 1 = 〈γ〉 〈cos2 θ〉 et 〈B〉 = 1 = 〈γ〉 〈cos2 θ〉, on
aboutit aux valeurs moyennes suivantes :
〈X〉 = Mf , 〈Y 〉 = Mf , (3.40)
où le facteur f dépend uniquement des propriétés statistiques des énergies du système
fermé :
f =
〈∑
p6=n
∆2
4(En − Ep)2
〉
{En}
. (3.41)
Comme le montrent les expressions (3.40), on a une équivalence formelle entre la valeur
moyenne de X et celle de Y ; à nombre de canaux ﬁxé, les valeurs moyennes dépendent
uniquement du spectre du système considéré, par l’intermédiaire de f . Il est important
de voir que les valeurs non nulles du paramètre de non-orthogonalité sont uniquement
dues aux ﬂuctuations des largeurs. En eﬀet, dans le cas limite où toutes les largeurs
sont égales, i.e. les pertes inhomogènes sont nulles, la partie anti-hermitienne de Heff est
proportionnelle à la matrice identité et les vecteurs propres deviennent orthogonaux [10].
Il paraît donc intéressant de prendre en compte cette propriété explicitement. A partir des
expressions (3.33), l’expression de la valeur moyenne du paramètre de non-orthogonalité
se met alors sous la forme :
〈X〉 = f
2
var(γ) , 〈Y 〉 = f
2
var(γ) . (3.42)
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Cette expression, qui dépend de l’ensemble considéré par la constante f (3.41), relie la
valeur moyenne du paramètre de non-orthogonalité à la variance des largeurs, i.e. aux
ﬂuctuations des largeurs. Rappelons que les liens entre le paramètre de non-orthogonalité
et les largeurs spectrales sont déjà connus. La proportionnalité entre
√〈X〉 et la valeur
moyenne des largeurs inhomogènes a été trouvée expérimentalement par J. Barthélémy
et al. [95] dans une cavité électromagnétique chaotique à température ambiante, cette
proportionnalité avait alors été expliquée heuristiquement par une approche en terme de
rayons et basée sur le caractère ergodique du système ondulatoire. Ensuite, cette propor-
tionnalité a été établie par D. Savin et al. en appliquant le formalisme de l’hamiltonien
eﬀectif dans un modèle à 2 niveaux en considérant la limite M ≫ 1, correspondant au cas
expérimental [95]. Cette proportionnalité est reformulée dans les expressions (3.42), qui
montrent clairement le rôle des ﬂuctuations des largeurs, entraînant 〈X〉 → 0 et 〈Y 〉 → 0
dans la limite d’un grand nombre de canaux faiblement couplés.
Etudions maintenant le coeﬃcient de proportionnalité f (3.41) pour picket-fence, GOE
et GUE. Dans le cas de picket-fence, la relation entre énergies propres |En ±En+k| = k∆
permet d’identiﬁer f à la fonction ζ de Riemann :
fPF =
∑
k 6=0
1
4k2
=
ζ(2)
2
=
π2
12
. (3.43)
Pour GOE et GUE, l’expression de f peut être obtenue en passant à la limite continue,
qui correspond à N →∞ :
f =
∫ ∞
0
R2(x)
2x2
. (3.44)
où R2(x) est la fonction de corrélation à 2 points, donnant la probabilité de trouver une
énergie distante de x (∆ étant ﬁxé à l’unité) alors que la première est positionnée en 0.
Les fonctions de corrélation pour GOE et GUE (voir [4] pour une discussion détaillée),
s’écrivent :
RGOE2 (x) = 1−
(sin(πx)
πx
)2
−
[π
2
sgn(x)− Si(πx)
][cos(πx)
πx
− sin(πx)
(πx)2
]
(3.45)
RGUE2 (x) = 1−
(sin(πx)
πx
)2
(3.46)
où sgn est la fonction signe et Si est la fonction sinus intégrale. Les fonctions de corrélation
sont représentées en Fig. 3.8. Notons qu’on retrouve, aux petites distances, la répulsion
de niveaux linéaire pour GOE et quadratique pour GUE, présente dans la distribution
des écarts (Fig. 2.1).
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Fig. 3.8 – Fonction de corrélation à 2 points pour GOE en rouge et pour GUE en bleu.
Alors que fGUE est bien déﬁnie compte tenu du comportement quadratique de RGUE2
(3.46), le comportement linéaire de RGOE2 aux petites distances (3.45) introduit une di-
vergence logarithmique infrarouge pour fGOE [10]. Cette divergence peut être régularisée
en introduisant une coupure, notée ǫ, aux petits x :
fGOEǫ =
1
2
∫ ∞
ǫ
dx
RGOE2 (x)
x2
. (3.47)
Sans cette coupure, l’expression du paramètre de non-orthogonalité obtenue à partir de
la théorie des perturbations au premier ordre ne donne pas de moments ﬁnis.
La ﬁgure 3.9 conﬁrme les résultats analytiques par des simulations numériques de type
matrices aléatoires, où l’expression reliant la variance des largeurs à la valeur moyenne
du paramètre de non-orthogonalité est testée sur les modèles picket-fence et GOE. Les
simulations numériques pour GOE ont déjà été décrites dans le chapitre II, les détails
pour les simulations numériques de picket-fence seront donnés dans la suite du chapitre.
3.3 Distribution du paramètre de non-orthogonalité
Dans cette section, la distribution de probabilité du paramètre de non-orthogonalité
est dérivée dans un modèle à N niveaux avec N → ∞, pour les trois ensembles considé-
rés : picket-fence, GOE et GUE. Les distributions sont obtenues à partir de la déﬁnition
générale de la distribution de probabilité :
PM(X) = 〈δ(X −Xn)〉 , PM(Y ) = 〈δ(Y − Yn)〉 (3.48)
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Fig. 3.9 – La valeur moyenne du paramètre de non-orthogonalité en fonction de la va-
riance des largeurs, pour GOE à gauche et picket-fence à droite. Les carrés représentent
les résultats des simulations numériques réalisées pour M=1, 2, 3, 5 et 10. Dans le cas de
GOE, trois paramètres de coupure diﬀérents on été considérés : ǫ=0.1, 0.2 et 0.3, corres-
pondant aux couleurs rouge, magenta et noir respectivement. La relation linéaire prédite
par l’équation (3.42), est représentée en trait plein. Les valeurs de fGOEǫ sont obtenues par
une résolution numérique de l’intégrale (3.47). Dans le cas de picket-fence fPF = π2/12
(3.43).
PM(X) et PM(Y ) correspondant respectivement aux distributions du paramètre de non-
orthogonalité pour des systèmes dont la limite fermée est invariante par renversement du
sens du temps et pour des systèmes où cette invariance est brisée. De plus, les prédictions
théoriques de GOE et de picket-fence seront confrontées à des simulations de matrices
aléatoires non-hermitiennes. Enﬁn, pour clairement voir les eﬀets des ﬂuctuations spec-
trales sur le paramètre de non-orthogonalité, le cas d’un grand nombre de canaux de
couplage sera par la suite abordé pour ces trois ensembles.
3.3.1 Distribution de X pour GOE
La distribution du paramètre de non-orthogonalité pour GOE est dérivée en appliquant
la méthode introduite par Y. Fyodorov et H.-J. Sommers [152] et détaillée dans [129].
L’idée principale consiste, comme nous le verrons plus précisément dans la suite, à écrire la
distribution en faisant intervenir l’auto-corrélateur de GOE. Pour simpliﬁer l’expression de
la distribution de probabilité, il apparaît utile de poser En = 0, qui correspond simplement
à un changement de l’origine des énergies, et de ﬁxer l’écart moyen entre niveaux égal à
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un (∆ = 1). Ainsi, la distribution du paramètre de non-orthogonalité s’écrit :
PGOEM (X) =
〈
δ
(
X − γ
∑
p6=n
Ap
4E2p
)〉
, (3.49)
où la moyenne porte sur la largeur γ, les projections {Ap} et les énergies propres {Ep}
respectivement distribuées selon (3.32), (3.36) et (3.38).
Représentation de PGOEM (X) en termes de déterminants. En utilisant la repré-
sentation de Fourier de la fonction Delta, la distribution (3.49) se met sous la forme :
PGOEM (X) =
∫ ∞
−∞
dω
2π
eiωX
〈
exp
(
− iωγ
∑
p6=n
Ap
4E2p
)〉
. (3.50)
L’intégration sur les {Ap}, distribués selon la loi de Porter-Thomas (3.36), est immédiate
et fournit :
PGOEM (X) =
∫ ∞
−∞
dω
2π
eiωX
∫ ∞
0
dγPM(γ)
〈∏
p6=n
1√
1 + i ωγ
2E2p
〉
. (3.51)
En posant, de plus, En = EN , la distribution des énergies propres (3.38) se met sous la
forme :
PGOE(E1, . . . , EN = 0) ∝ |det(H ′)|PGOE(E1, . . . , EN−1) (3.52)
où H ′ est une matrice de taille (N − 1)× (N − 1) dont les valeurs propres correspondent
à E1, . . . , EN−1. La distribution de X est alors donnée par :
PGOEM (X) =
∫ ∞
−∞
dω
2π
eiωX
∫ ∞
0
dγ PM(γ)
〈 det(H ′2)√
det(H ′2 + iωγ
2
)
〉
H′
, (3.53)
où la moyenne d’ensemble est réalisée sur l’ensemble gaussien des matrices H ′ : P (H ′) ∝
e−π
2/4N TrH′ 2 . L’intérêt de ce changement de variables est de remplacer la moyenne sur
les énergies propres, qui sont des variables fortement corrélées (3.38), par une moyenne
sur les éléments de matrice de H ′, qui sont des variables indépendantes. Néanmoins, la
moyenne d’ensemble sur H ′ n’est pas réalisable à partir de cette dernière expression, il
est donc nécessaire de réaliser quelques transformations.
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Représentation de PGOEM (X) en termes d’intégrales gaussiennes. A partir de la
déﬁnition de l’intégrale gaussienne, le dénominateur de (3.53) s’écrit :
1√
det(H ′2 + iωγ/2)
∝
∫
dz exp
[
− zT
(
H ′2 + iωγ/2
)
z
]
, (3.54)
où z est un vecteur réel de dimension N − 1. La distribution se met alors sous la forme :
PGOEM (X) ∝
∫ ∞
−∞
dω
∫ ∞
0
dγ PM(γ)
∫
dz
〈
det(H ′2)e−z
TH′2z
〉
H′
eiωγ|z|
2/2+iωX . (3.55)
Pour alléger les expressions, le coeﬃcient de proportionnalité est mis de côté. Il sera
retrouvé à partir du résultat ﬁnal par la condition de normalisation de la distribution.
A partir de l’expression (3.55), on voit que l’intégration sur ω donne une distribution de
Dirac :
PGOEM (X) ∝
∫ ∞
0
dγ PM(γ)
∫
dz
〈
det(H ′2)e−z
TH′2z
〉
H′
δ(X − γ|z|2/2) , (3.56)
Bien que de forme compacte, la moyenne d’ensemble sur H ′ n’est toujours pas aisée à
calculer. Cependant, nous allons voir qu’en intégrant tout d’abord sur z, la moyenne
d’ensemble pourra être réalisée à partir de l’expression de l’auto-corrélateur.
Intégration sur z. Comme ce vecteur, qui provient de la représentation intégrale (3.54),
est arbitraire, on peut choisir qu’il soit orienté vers le dernier vecteur de base de H ′. En
écrivant H ′ sous la forme :
H ′ =
(
V h
h
T g
)
, (3.57)
où V est une matrice de taille (N − 2)× (N − 2), h est un vecteur de dimension (N − 2)
et g est un scalaire, on trouve que :
TrH ′2 = TrV 2 + 2|h|2 + g2, zT (H ′)2z = |z|2(|h|2 + g2) , (3.58)
detH ′ = det(V g − hTh), detH ′2 = det(V 2)(g − hTV −1h)2 . (3.59)
En injectant les précédentes relations dans l’expression (3.56), la distribution s’écrit :
PGOEM (X) ∝
∫ ∞
−∞
dg
∫
dV
∫
dh
∫
dz
∫ ∞
0
dγ PM(γ)det(V
2)(g − hTV −1h)2
× exp
[
− π
2
4N
(Tr(V 2) + 2|h|2 + g2)
]
exp
[
− |z|2(|h|2 + g2)
]
δ(X − γ|z|2/2) . (3.60)
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L’intégration sur z peut directement être eﬀectuée en utilisant les coordonnées angulaires
et radiale :
PGOEM (X) ∝
∫ ∞
−∞
dg
∫
dV
∫
dh
∫ ∞
0
dγ PM(γ)det(V
2)(g − hTV −1h)2 1√
γX
(X
γ
)N/2−1
× exp
[
− π
2
4N
(Tr(V 2) + 2|h|2 + g2)
]
exp
[
− 2X
γ
(|h|2 + g2)
]
. (3.61)
Dans la suite nous allons nous concentrer sur les intégrations sur h et sur V , les intégrations
restantes, sur g et γ, seront eﬀectuées en dernier. En remarquant que l’intégrale sur h a
un poids gaussien, on peut appliquer le Théorème de Wick pour la résoudre.
Intégration sur h. L’intégrale sur h peu être vue comme N − 2 intégrations d’une
variable gaussienne de variance :
σ2h =
1
(π2/N + 4X/γ)
−−−→
N→∞
γ
4X
e−γπ
2/(4NX) . (3.62)
Ainsi :∫
dh(g − hTV −1h)2e−|h|2/(2σh) ∝ σ(N−2)h
〈(
g2 − 2hTV −1h + (zTV −1h)2
)〉
. (3.63)
où la moyenne gaussienne sur h est réalisée en appliquant le théorème de Wick :
〈
2hTV −1h
〉
= 2
∑
i,j
〈
hi(V
−1)ijhj
〉
= 2σ2hTr(V
−1) , (3.64)
〈
(hTV −1h)2
〉
=
∑
i,j,n,m
〈
hi(V
−1)ijhj hn(V −1)nmhm
〉
= σ4h
[
Tr(V −1)
]2
+ 2σ4hTr(V
−2) .
En réunissant les résultats précédemment obtenus, l’intégrale sur h est donnée par :∫
dh(g − hTV −1h)2e−|h|2/(2σh) ∝ σ(N−2)h
(
g2 + σ4hTr(V
−1)2 + 2σ4hTr(V
−2)
)
, (3.65)
de sorte que l’expression de la distribution s’écrit :
PGOEM (X) ∝
∫ ∞
−∞
dg
∫ ∞
0
dγ PM(γ)
1√
γX
exp
[
− γπ
2
8X
− 2X
γ
g2
]
×
∫
dV det(V 2)
(
g2 + σ4hTr(V
−1)2 + 2σ4hTr(V
−2)
)
exp
[
− π
2
4N
TrV 2
]
. (3.66)
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Intégration sur V . La forme particulière de l’intégrant permet, enﬁn, d’eﬀectuer la
moyenne d’ensemble sur V . Intéressons nous maintenant à l’intégrale sur V :
IV (g, σ
4
h) =
〈
det(V 2)
(
g2 + σ4hTr(V
−1)2 + 2σ4hTr(V
−2)
)〉
V
(3.67)
où la moyenne est réalisée avec la mesure e−π
2TrV 2/(4N)dV . En introduisant la constante
1/ 〈det(V 2)〉 dans l’intégrale, celle-ci se récrit :
IV (g, σ
4
h)
〈det(V 2)〉 ∝ g
2 + σ4h
〈det(V 2)Tr(V −1)2〉
〈det(V 2)〉 + 2σ
4
h
〈det(V 2)Tr(V −2)〉
〈det(V 2)〉 . (3.68)
Les deux derniers termes peuvent être obtenus à partir de l’auto-corrélateur de GOE
[153,154] :
G(ω, ω′) =
〈Det(V + ω)(V + ω′)〉
〈det(V 2)〉 = −
3
π2x
d
dx
sin(πx)
πx
∣∣∣
x=ω−ω′
. (3.69)
En eﬀet, les termes dans (3.68) peuvent être déﬁnis à partir des dérivées de l’auto-
corrélateur :
〈det(V 2)Tr(V −1)2〉
〈det(V 2)〉 =
∂2
∂ω2
G(ω, 0)|ω=0 = π
2
5
, (3.70)
2 〈det(V 2)Tr(V −2)〉
〈det(V 2)〉 = − 4
∂2
∂ω2
G(ω, 0)|ω=0 = 4π
2
5
. (3.71)
Soit :
IV (g, σ
4
h)
〈det(V 2)〉 ∝ (g
2 + π2σ4h) . (3.72)
Compte tenu de (3.72) et en prenant la limite N → ∞ pour la variance σ2h, l’expression
de la distribution de probabilité (3.66) s’écrit :
PGOEM (X) ∝
∫ ∞
−∞
dg
∫ ∞
0
dγ
γM/2−1e−γ/2√
γX
(
g2 +
π2γ2
16X2
)
e−γπ
2/(8X)e−2Xg
2/γ . (3.73)
Les deux dernières intégrations se font directement, on aboutit ainsi à l’expression ﬁnale :
PGOEM (X) =
Mπ2
24X2
1 + π
2(3+M)
4X(
1 + π
2
4X
)M/2+2 (3.74)
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où le coeﬃcient de proportionnalité est obtenu à partir de la normalisation
∫ PGOEM (X)dX =
1. La distribution est représentée pour plusieurs valeurs de M sur la Fig. 3.10.
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Fig. 3.10 – Distributions de probabilité du paramètre de non-orthogonalité X pour GOE
(3.74). A gauche pour M = 1, 2 et 3. A droite pour M = 6, 7, 8, 9 et 10.
On peut noter que la divergence logarithmique de la valeur moyenne de X pour GOE
est retrouvée dans le comportement en loi de puissance PGOEM (X) ∼ 1/X2 pour X ≫ 1.
Comme nous l’avons déjà évoqué dans la section précédente, cette divergence logarith-
mique est due à la répulsion de niveaux linéaire aux faibles écarts.
Simulations numériques de matrices aléatoires pour GOE
Les simulations numériques sont basées sur la diagonalisation d’hamiltoniens eﬀectifs
de grandes tailles (voir chapitre II), où le rapport entre la valeur moyenne des largeurs et
l’écart moyen entre niveaux est ﬁxé à 〈Γ〉 /∆ = 10−2, de manière à rester dans le régime des
faibles pertes inhomogènes. Comme nous l’avons souligné, pour les systèmes invariants par
renversement du sens du temps, le paramètre de non-orthogonalité s’identiﬁe au paramètre
de complexité [94]. Cette propriété permet de réaliser les statistiques en ne considérant
que les vecteurs propres à droite (3.22). Les résultats numériques, en complet accord avec
les prédictions théoriques, prouvent que la théorie des perturbations au premier ordre
permet de décrire les statistique des vecteurs de l’hamiltonien eﬀectif dans le régime de
faible recouvrement modal.
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Fig. 3.11 – Distributions de probabilité du paramètre de non-orthogonalité X pour GOE
pour M=1, 5 et 10. Les histogrammes numériques en rouge, les expressions analytiques
(3.74) en bleu, en insert est représente la queue de la distribution en échelle log-log.
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3.3.2 Distribution de X pour picket-fence
Pour étudier précisément l’inﬂuence des ﬂuctuations spectrales sur le paramètre de
non-orthogonalité, nous allons dériver la distribution de probabilité de X pour un spectre
dont les ﬂuctuations sont nulles (3.39), décrit par picket-fence. En utilisant la relation
entre énergies propres d’un spectre complètement rigide : |En±En+k| = k∆, le paramètre
de non-orthogonalité (3.30) s’écrit :
XPFn = γn
∑
k 6=0
Ank
4k2
. (3.75)
En remplaçant dans la déﬁnition de la distribution de X (3.48) l’expression de Xn par
(3.75), et en écrivant la distribution de Dirac sous sa représentation intégrale, on obtient :
PPFM (X) =
∫ ∞
−∞
dω
2π
eiωX
〈
exp
[
− iωγ
∑
k 6=0
Ak
4k2
]〉
, (3.76)
où la moyenne porte sur γ, distribuée selon (3.32), et les {Ak} distribués selon la loi de
Porter-Thomas. L’intégration sur ces derniers est immédiate et donne :
PPFM (X) =
∫ ∞
−∞
dω
2π
eiωX
∫ ∞
0
dγ PM(γ)
∞∏
k=1
1
1 + i ωγ
2k2
. (3.77)
En évaluant le produit inﬁni ( [155] page 45), et en eﬀectuant le changement de variable
γ = 2|z|2, l’intégrant s’écrit :
PPFM (X) =
1
Γ(M/2)
∫ +∞
−∞
dω
2π
∫ +∞
−∞
dz |z|M−1 eiωX−z2
√
iωzπ
sinh(
√
iωzπ)
. (3.78)
Tout d’abord, on peut noter que l’intégrant de (3.78) est une fonction symétrique en z, ce
qui permet de restreindre l’intégration de z sur [0 :∞[. Pour résoudre cette intégrale, on
déforme le contour d’intégration sur ω en le faisant passer de l’axe réel à l’axe imaginaire
en posant Ω = iω. En eﬀectuant la série de transformations : z → z/√Ω puis Ω→ Ω/X
et en changeant l’ordre d’intégration sur z et Ω, l’équation (3.78) devient :
PPFM (X) =
2πXM/2−1
Γ(M/2)
∫ ∞
0
dz
zM
sinh(zπ)
∫ +i∞
−i∞
dΩ
2πi
Ω−M/2eΩ−Xz
2/Ω . (3.79)
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Pour calculer la l’intégrale sur Ω, on développe e−Xz
2/Ω en série et on évalue les expressions
terme à terme :
∞∑
k=0
(−Xz2)k
k!
∫ +i∞
−i∞
dΩ
2πi
Ω−(M/2+k)eΩ =
∞∑
k=0
[−(√Xz)2]k
k!Γ(M
2
+ k)
, (3.80)
où nous avons utilisé
∫ +i∞
−i∞
dΩ
2πi
Ω−νeΩ = 1/Γ(ν). En considérant la représentation en série
de la fonction de Bessel [156], on peut immédiatement reconnaître que le terme de droite
de (3.80) est égal à (
√
Xz)1−M/2JM/2−1(2
√
Xz). En regroupant tous les résultats, on arrive
ﬁnalement à l’expression :
PPFM (X) =
2π(
√
X)M/2−1
Γ(M/2)
∫ ∞
0
dz
zM/2+1
sinh(zπ)
JM/2−1(2
√
Xz) (3.81)
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Fig. 3.12 – Distributions de probabilité du paramètre de non-orthogonalitéX pour picket-
fence (3.81) en rouge et pour GOE en bleu (3.74) pour M = 1, 3, 5 et 10. En insert, les
queues des distributions en échelle log-log.
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La Fig. 3.12 représente les distributions de probabilité du paramètre de non-orthogonalité
de picket-fence et de GOE pour quelques valeurs de M . Une simple comparaison visuelle
entre les distributions montre que la décroissance est bien plus lente dans le cas du spectre
GOE, contenant des ﬂuctuations spectrales. Ce résultat qualitatif sera développé par la
suite en comparant les distributions des paramètre de non-orthogonalité dans la limite
M ≫ 1.
Dan le cas d’un nombre impair de canaux, l’expression (3.81) peut encore être simpli-
ﬁée. Pour cela, il est instructif de partir du cas M = 1 qui jouera un rôle central dans la
suite des calculs. En utilisant (3.81) et la relation J−1/2(z) =
√
2z
π
cos(z)
z
, l’équation (3.79)
se réduit à :
∞∫
0
dz
z
sinh(zπ)
+i∞∫
−i∞
dΩ
2πi
Ω−1/2eΩ−Xz
2/Ω =
∞∫
0
dz
z cos(2
√
Xz)
sinh(zπ)
√
π
=
1
4
√
π
1
cosh2(
√
X)
. (3.82)
En incorporant le facteur 2
√
π/X (qui a été mis de côté), on obtient la distribution de
X pour un canal :
PPF1 (X) =
1
2
√
X
1
cosh2(
√
X)
. (3.83)
Le cas d’un nombre impair de canaux M = 2n+ 1 se déduit du cas M = 1 si on note
que le terme zM/ΩM/2e−Xz
2/Ωdans l’intégrant (3.79) peut être généré par diﬀérentiation
par rapport à X :
(
z2
Ω
)n
z
Ω1/2
e−Xz
2/Ω =
(
− ∂
∂X
)n
z
Ω1/2
e−Xz
2/Ω . (3.84)
En remplacant dans (3.79) le membre de gauche de (3.84) par le membre de droite et en
changeant l’ordre d’intégration et de diﬀérentiation, on voit que l’intégrale résultante est
déjà donnée par (3.82), fournissant l’expression de la distribution de X dans le cas d’un
nombre impair de canaux :
PPF2n+1(X) =
√
πXn−1/2
2Γ(n+ 1/2)
(
− ∂
∂X
)n
1
cosh2(
√
X)
. (3.85)
Simulations numériques de matrices aléatoires de picket-fence
Les simulations numériques sont basées sur la diagonalisation de matrices aléatoires
non hermitiennes de la formeHeff = H−iV V T/2. La partie hermitiene est construite pour
que les énergies propres soient équidistantes et les éléments des vecteurs propres sont des
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variables aléatoires gaussiennes. L’ensemble picket-fenceest donc construit en appliquant
la procédure suivie par Gorin et al. pour générer l’ensemble POE [157], pour lequel les
énergies propres sont distribuées selon la loi de Poisson et les vecteurs propres suivent
une loi gaussienne. L’hamiltonien H de picket-fence est écrit dans une base arbitraire
en appliquant à l’hamiltonien diagonal diag(E1, . . . , EN) une transformation orthogonale
gaussienne :
H = Odiag{En}OT (3.86)
où En = n/N avec n = −N/2,−N/2 − 1, . . . , N/2, assurant ∆ = 1/N et O est une
transformation orthogonale dont les éléments sont des variables aléatoires gaussiennes :
〈Oij〉 = 0,
〈
O2ij
〉
= 1/N (3.87)
Les statistiques sont réalisées par diagonalisation de 100 matrices de taille 1000×1000.
Pour rendre la distribution insensible aux bords du spectre, 100 résonances à chaque
bord sont éliminées des statistiques. Dans toutes les simulations, la valeur moyenne des
largeurs est ﬁxée pour être indépendante du nombre de canaux : 〈Γ〉 /∆ = 10−2. Les
résultats numériques, en parfait accord avec les prédictions théoriques, sont présentés en
Fig. 3.13.
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Fig. 3.13 – Distributions de probabilité du paramètre de non-orthogonalitéX pour picket-
fence pour M=1, 5 et 10. Les histogrammes numériques en rouge, les expressions ana-
lytiques (3.81) en bleu, en insert est représente la queue de la distribution en échelle
semi-log.
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3.3.3 Distribution de Y pour GUE
La distribution du paramètre de non-orthogonalité pour GUE est dérivée en utilisant
la méthode déjà employée pour GOE. Les principales étapes de calculs sont donc rappelées
mais ne sont pas détaillées. On peut néanmoins noter que l’expression de Y diﬀère de celle
X non seulement du point de vue des statistiques des énergies propres mais, aussi, dans
la nature des projections.
En posant En = EN = 0 et ∆ = 1 ; la distribution pour GUE s’écrit :
PGUEM (Y ) =
〈
δ
(
Y − γ
∑
p6=n
Bp
4E2p
)〉
. (3.88)
En utilisant la représentation de Fourier de la fonction delta et en intégrant sur les {Bp},
distribués selon la loi de Poisson (3.37), on obtient :
PGUEM (Y ) =
∫ ∞
−∞
dω
2π
eiωY
∫ ∞
0
dγPM(γ)
〈∏
p6=n
1
1 + i ωγ
4E2p
〉
. (3.89)
En introduisant la matrice H ′ (3.57) dont les éléments sont maintenant complexes, la
distribution s’écrit :
PGUEM (Y ) =
∫ ∞
−∞
dω
2π
eiωY
∫ ∞
0
dγ PM(γ)
〈 det(H ′4)
det(H ′2 + iωγ
4
)
〉
. (3.90)
A partir de l’expression de l’intégrale gausienne d’une matrice dont les éléments sont des
variables complexes :
1
det(H ′2 + iωγ/4)
∝
∫
dz exp
[
− z†
(
H ′2 + iωγ/4
)
z
]
, (3.91)
où z est ici un vecteur complexe, de dimension N − 1 et orienté suivant le dernier vecteur
de base de H ′. La distribution est donnée par :
PGUEM (Y ) ∝
∫ ∞
−∞
dg
∫
dV
∫
dh
∫
dz
∫ ∞
−∞
dω
2π
eiωY
∫ ∞
0
dγ PM(γ)det(V
4)(g − h†V −1h)4
× exp
[
− π
2
2N
(Tr(V 2) + 2|h|2 + g2)
]
exp
[
− |z|2(|h|2 + g2 + iωγ/4)
]
. (3.92)
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En intégrant d’une part sur ω et d’autre part sur z, on obtient :
PGUEM (X) ∝
∫ ∞
−∞
dg
∫
dV
∫
dh
∫ ∞
0
dγ PM(γ)det(V
4)(g − h†V −1h)4 1√
γX
(X
γ
)N−2
× exp
[
− π
2
2N
(Tr(V 2) + 2|h|2 + g2)
]
exp
[
− 4X
γ
(|h|2 + g2)
]
. (3.93)
Les intégrations sur h et V sont eﬀectuées en appliquant la même méthode que pour
GOE. L’expression de la distribution de probabilité, qui en résulte, s’écrit :
PGUEM (X) ∝
∫ ∞
−∞
dg
∫ ∞
0
dγ γM−2e−γ
(
g2 +
( πγ
4X
)2)2
e−γπ
2/(4X)e−4Xg
2/γ . (3.94)
En eﬀectuant les deux dernières intégrations sur g et γ, et en normalisant l’expression
selon
∫ PGUEM (Y )dY = 1, on aboutit à :
PGUEM (Y ) =
Γ(M + 3/2)
Γ(M)
( π
4Y
)5/2 1 + (3+M)π2
3Y
+ (2+M)(3+M)π
4
12Y 2(
1 + π
2
4Y
)M+7/2 . (3.95)
Les distributions du paramètre de non-orthogonalité pour GUE sont représentées en Fig.
3.14 pour des valeurs de M petites. En étudiant l’expression (3.95) pour Y ≫ 1, on
trouve une décroissance de la distribution en loi de puissance : PGUEM (Y ) ∼ 1/Y 5/2. Bien
que cette décroissance de la distribution soit lente, la valeur moyenne du paramètre de
non-orthogonalité est ﬁnie. Ce comportement, radicalement diﬀérent du cas de GOE pour
lequel PGOEM (X) ∼ 1/X2, peut simplement être expliqué en notant que les ﬂuctuations
spectrales associées à un spectre GOE sont plus fortes que pour GUE.
3.3.4 Distribution de Y pour picket-fence
Pour étudier les eﬀets des ﬂuctuations spectrales sur la distribution du paramètre de
non-orthogonalité, nous allons encore une fois considérer un spectre complètement rigide,
dont les projections sont distribuées selon la loi de Poisson. Dans les grandes lignes,
les calculs sont les mêmes que pour la distribution de X pour picket-fence. Seules les
principales étapes menant à la dérivation du résultat ﬁnal sont donc présentées.
Le paramètre de non-orthogonalité (3.30) pour picket-fence s’écrit :
Y PFn = γn
∑
k 6=0
Bnk
4k2
. (3.96)
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Fig. 3.14 – Distributions de probabilité du paramètre de non-orthogonalité Y pour GUE
(3.95). A gauche pour M = 1, 2 et 3. A droite pour M = 6, 7, 8, 9 et 10.
En remplaçant dans (3.48) l’expression de Yn par (3.96) et en écrivant la distribution de
Dirac sous sa représentation intégrale, on obtient :
PPFM (Y ) =
∫
dω
2π
eiωY
〈
exp
[
− iωγ
∑
k 6=0
Bk
4k2
]〉
, (3.97)
où la moyenne porte sur γ et les {Bk}. L’intégration sur ces derniers est immédiate compte
tenu de (3.37) :
PPFM (Y ) =
∫ ∞
−∞
dω
2π
eiωY
∫ ∞
0
dγ PM(γ)
∞∏
k=1
( 1
1 + i ωγ
4k2
)2
. (3.98)
En eﬀectuant le changement de variable γ = |z|2, et en procédant de la même manière
que pour PPFM (X), on obtient l’expression :
PPFM (Y ) =
π2
√
Y
M−1
2Γ(M)
∫ ∞
0
dz
zM+2
sinh2(zπ/2)
JM−1(2
√
Y z) . (3.99)
La Fig. 3.15 représente les distributions de probabilité du paramètre de non-orthogonalité
de picket-fence et de GUE pour quelques valeurs de M . Là encore, la décroissance est
bien plus lente dans le cas du spectre contenant des ﬂuctuations spectrales.
3.3 Distribution du paramètre de non-orthogonalité 115
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 1.4
 1.6
 0  0.5  1  1.5  2  2.5  3  3.5  4
P
1
(Y
)
Y
 0.001
 0.01
 0.1
 1
 1  2  4  8
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
 0.35
 0  2  4  6  8  10
P
3
(Y
)
Y
 0.001
 0.01
 0.1
 1  2  4  8  16
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0  5  10  15  20
P
5
()
)
)
 1e!05
 0.0001
 0.001
 0.01
 0.1
 4  8  16  32
 0
 0.02
 0.04
 0.06
 0.08
 0.1
 0.12
 0  5  10  15  20  25
P
1
0
(Y
)
Y
Fig. 3.15 – Distributions de probabilité du paramètre de non-orthogonalité Y pour picket-
fence (3.99) en rouge et pour GUE en bleu (3.74) pour M = 1, 3, 5 et 10. En insert, les
queues des distributions en échelle log-log. Les méthodes numériques employées pour
résoudre l’intégrale (3.99) ne permettent pas d’explorer les grands valeurs de Y lorsque
M devient grand.
3.3.5 Distributions de X et Y dans la limite M ≫ 1
Pour analyser de manière plus précise l’eﬀet des ﬂuctuations, nous allons considérer
maintenant le cas d’un nombre grand mais ﬁni de canaux faiblement couplés2, corres-
pondant au cas d’une absorption quasi-homogène [95]. Dans la limite M ≫ 1, il est plus
intéressant de travailler avec un paramètre de non-orthogonalité indépendant de M :
x = X/M , y = Y/M (3.100)
2Rappelons que pour les pertes homogènes, définies par M → ∞, les éléments non diagonaux de
la partie anti-hermitienne de Heff sont nuls, entraînant un paramètre de non-orthogonalité nul dont la
distribution est simplement donnée par : P (X) = δ(X) et P (Y ) = δ(Y ) indépendamment du spectre
considéré.
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Distribution de x et y pour picket-fence
Les expressions (3.81) et (3.99) ne permettent pas de passer simplement à la limite
M ≫ 1. Pour obtenir une expression analytique il paraît nécessaire de partir de l’ex-
pression (3.77) en remplaçant la distribution du χ2 par sa forme asymptotique dans la
limite M ≫ 1 : la distribution de Dirac, PM(γ) = δ(γ −M). L’intégration sur γ est alors
immédiate et la distribution de probabilité de x s’écrit :
PPF(x) =
∫ ∞
−∞
dω
2π
eiωx
N→∞∏
k=1
1
1 + iω
2k2
(3.101)
L’intégrant est une fonction composée de N pôles simples localisés sur l’axe imaginaire
supérieur ωk = 2ik
2 avec k = 1, . . . , N . L’intégrale peut être calculée en utilisant le
théorème des résidus, ce qui donne :
PPF(x) = 4
∞∑
k=1
(−1)k+1k2e−2k2x , (3.102)
et ﬁnalement
PPF(x) = −2e−2x d
dx
ϑ4(0, e
−2x) , (3.103)
où ϑ4 est la fonction theta de Jacobi [156]. Ce résultat, montre que PPF(x) décroît expo-
nentiellement. En appliquant la même méthode, on trouve que PPF(y) est donnée par :
PPF(y) =
∫ ∞
−∞
dω
2π
eiωy
N→∞∏
k=1
1
(1 + iω
2k2
)2
. (3.104)
Dans le cas où l’invariance par renversement du sens du temps est brisée, l’intégrant de la
distribution de y est composé de N pôles doubles localisés sur l’axe imaginaire supérieur
ωk = 2ik
2 avec k = 1, . . . , N . En utilisant le théorème des résidus, on montre que la
distribution PPF(y) s’idendiﬁe à PPF(x). Ainsi, dans la limite M ≫ 1, le comportement
des distributions du paramètre de non-orthogonalité est essentiellement dicté par le spectre
du système fermé. Ce résultat peut se comprendre en notant que les expressions de x et
de y mettent en jeu une somme d’un grand nombre de termes indépendants, lié au fait
que γ = M , suggérant l’applicabilité du théorème de la limite centrale [158].
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Distribution de x et y pour GOE et GUE
La limite M ≫ 1 peut ici être prise directement à partir des expressions ﬁnales (3.74)
et (3.95). On obtient alors, pour GOE :
PGOE(x) = π
2
24x2
(
1 +
π2
4x
)
exp
(
− π
2
8x
)
, (3.105)
et pour GUE :
PGUE(y) = π
5/2
32y5/2
(
1 +
π2
3y
+
π4
12y2
)
exp
(
− π
2
4y
)
. (3.106)
La comparaison des distributions du paramètre de non-orthogonalité dans la limite
M ≫ 1 illustre clairement les eﬀets des ﬂuctuations du spectre (Fig 3.16).
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Fig. 3.16 – Distributions de probabilité du paramètre de non-orthogonalité normalisé x
et y. A gauche pour picket-fence (3.103) en rouge et pour GOE (3.105). A droite pour
picket-fence (3.103) en rouge, pour GUE (3.106) en bleu et pour GOE (3.106) en noir. En
insert, les queues des distributions en échelle log-log.
Alors que les maximums des distributions sont proches les uns des autres pour toutes
les distributions, la population des grandes valeurs du paramètre est d’autant plus impor-
tante que les ﬂuctuations spectrales sont grandes. Ce comportement peut être simplement
expliqué en remarquent que les écarts entre niveaux apparaissent au dénominateur de l’ex-
pression du paramètre de non-orthogonalité (3.30). Ainsi, de faibles écarts entraînent des
grandes valeurs du paramètre. Pour un spectre dont les énergies sont équidistantes i.e.
sans ﬂuctuations, les queues des distributions décroissent exponentiellement :
PPF(x) −−→
x≫1
e−2x , PPF(y) −−→
y≫1
e−2y . (3.107)
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Par contre, les ﬂuctuations spectrales pour GOE (3.45) et GUE (3.46) peuvent induire de
très faibles écarts, et augmentent donc la population des grandes valeurs du paramètre
par rapport au cas de picket-fence. Ces ﬂuctuations sont clairement visibles sur les queues
des distributions de GOE et GUE, dont les décroissances sont en loi de puissance :
PGOE(x) −−→
x≫1
1/x2 , PGUE(y) −−→
y≫1
1/x5/2 . (3.108)
La diﬀérence de l’exposant s’explique en notant que la densité des faibles écarts est plus
grande pour GOE (répulsion linéaire) que pour GUE (répulsion quadratique). La popu-
lation des grandes valeurs de x est donc plus importante que celle des grands y ; ainsi, la
décroissance est plus lente pour GOE que pour GUE. Cette étude révèle donc la grande
sensibilité de la non-orthogonalité du champ par rapport au spectre du système fermé.
3.4 Conclusion
Dans ce chapitre, les statistiques des fonctions propres de l’hamiltonien eﬀectif de sys-
tèmes chaotiques dont la limite fermée est décrite par GOE ou GUE ont été analysées dans
le régime des faibles pertes inhomogènes, indépendamment de la contribution homogène
aux largeurs. La non-orthogonalité des fonctions propres a été étudiée en dérivant les dis-
tributions de probabilité d’une quantité directement reliée aux éléments diagonaux de la
matrice de recouvrement et au facteur de Petermann : le paramètre de non-orthogonalité.
Ce travail est, à ma connaissance, le premier permettant de décrire les statistiques de
la non-orthogonalité des fonctions propres associées à GOE pour un nombre de canaux
quelconque [146].
L’eﬀet des ﬂuctuations spectrales de GOE et GUE sur la non-orthogonalité a été
considéré en comparant les distributions de probabilité à celles d’un spectre complètement
rigide. En étudiant le comportement des distributions dans la limite d’un grand nombre
de canaux, j’ai montré que la distribution du paramètre de non-orthogonalité décroît
exponentiellement pour picket-fence et à un comportement en loi de puissance pour GOE
et GUE, indiquant que les ﬂuctuations spectrales modiﬁent grandement le comportement
asymptotique des distributions. De plus, en reliant la valeur moyenne du paramètre de
non-orthogonalité à la variance des largeurs des résonances, l’eﬀet du couplage dans le
domaine spatial a pu être décrit à partir du domaine spectral. Cet important résultat,
valable pour les systèmes faiblement couplés, et dont le spectre est non-dégénéré, fournit
une interprétation physique simple des éléments diagonaux de la matrice de recouvrement
et répond en partie à la question posée dans l’article de Y. Fyodorov et B. Mehlig [128].
3.4 Conclusion 119
L’étude des éléments non-diagonaux de la matrice de recouvrement, qui décrit les
corrélations entre diﬀérentes fonctions propres [128], reste un problème intéressant à ex-
plorer. Concernant les éléments diagonaux de la matrice de recouvrement, l’étude de la
non-orthogonalité de systèmes dont la symétrie par renversement du sens du temps est
partiellement brisée i.e. transition GOE-GUE, demeure totalement inexplorée.
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Chapitre 4
Mesures du paramètre de
non-orthogonalité : Simulations
numériques et expérience
Ce chapitre présente des résultats numériques et expérimentaux obtenus sur les pro-
priétés du paramètre de non-orthogonalité. Tout d’abord, la distribution du paramètre
de non-orthogonalité pour GOE (dérivée analytiquement au chapitre III, Eq.(3.74)), sera
comparée à des simulations numériques réalisées dans une cavité électromagnétique bi-
dimensionnelle dont le couplage avec l’extérieur est introduit par des pertes ohmiques sur
les bords (§4.1). Ensuite, à partir d’une expérience d’acoustique permettant de mesurer les
vibrations normales d’une plaque de silicium de forme chaotique, nous nous intéresserons,
pour une résonance donnée, à l’évolution du paramètre de non-orthogonalité en fonction
des pertes inhomogènes (§4.2). Plus précisément, nous montrerons que la racine carrée
du paramètre de non-orthogonalité est proportionnelle à la largeur inhomogène, lorsque
celle-ci varie de manière uniforme. Ce résultats expérimentaux seront interprétés à l’aide
d’un simple modèle à 2 niveaux.
L’ensemble de ces travaux ont été réalisés en collaboration étroite avec diﬀérents
membres du LPMC qui ont apporté leurs savoir-faire numérique ou expérimental.
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4.1 Les simulations numériques
En utilisant la méthode des éléments ﬁnis1, nous avons calculé les fréquences, les lar-
geurs et les champs associées aux 800 premières résonances d’une cavité électromagnétique
chaotique bi-dimensionnelle, dont le couplage avec l’extérieur est introduit par des pertes
ohmiques localisées sur une partie du contour de la cavité. L’analyse des résultats nu-
mériques permet de construire les distributions du paramètre de non-orthogonalité de la
cavité pour diﬀérents contours absorbants et plusieurs gammes de fréquence. Ces distribu-
tions sont ensuite confrontées aux prédictions théoriques du chapitre III. Les simulations
numériques ont été réalisées par L. Labonté, spécialiste des milieux électromagnétiques
structurés et du logiciel d’analyse par éléments ﬁnis ComSol.
4.1.1 La cavité électromagnétique ouverte
Dans une cavité électromagnétique bi-dimensionnelle2, il existe deux polarisations TE
(Transverse Electrique) et TM (Transverse magnétique) que l’orientation de l’antenne ex-
citatrice permet facilement de contrôler. Pour les modes TM, les seuls modes susceptibles
d’être excités sont les modes d’ordre 0. Si le plan (x, y) désigne le plan de la cavité, les com-
posantes spatiales des champs électrique et magnétique de ce mode, notés respectivement
E(r) et B(r) se mettent sous la forme :
E(r) =


0
0
Ez(x, y)
, B(r) =


Bx(x, y)
By(x, y)
0
. (4.1)
Ainsi, seule la composante suivant z du champ électrique est non nulle et sera assimilée
à un champ scalaire, noté Ψ(x, y). A l’intérieur de la cavité, constitué de vide, le champ
scalaire vériﬁe l’équation d’Helmholtz :
( ∂2
∂x2
+
∂2
∂y2
+
ω2
c2
)
Ψ(x, y) = 0 , (4.2)
où ω est la fréquence et c est la vitesse de la lumière dans le vide. Dans le cas d’une cavité
fermée, c’est-à-dire pour des bords de conductivité inﬁnie, le champ vériﬁe les conditions
aux limites de Dirichlet i.e. s’annule sur le contour C de la cavité : ψ(x, y)|C = 0. Dans
10n pourra consulter [159] pour une présentation détaillée de cette méthode ou [160] pages 83-88 pour
une description succincte.
2On obtient une cavité bi-dimentionnelle en limitant la plus petite longueur d’onde du champ injecté
à deux fois la hauteur de la cavité.
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notre étude, les pertes inhomogènes sont introduites en incorporant une conductivité ﬁ-
nie sur une partie du contour, le reste du contour satisfaisant les conditions aux bords
de Dirichlet. La conductivité du contour σc étant choisie pour rester dans le régime de
couplage faible : 〈Γ〉 /∆ < 10−2. Il est important de noter que les distributions théoriques
du paramètre de non-orthogonalité, ont été obtenues en considérant que les largeurs des
résonances ﬂuctuent autour d’une valeur moyenne ﬁxe. Cependant, les largeurs des réso-
nances induites par des pertes ohmiques varient en fonction de la fréquence en Γ ∼ √ω
(voir par exemple [52]). Pour s’aﬀranchir de cette variation globale, seules les résonances
à suﬃsamment haute fréquence sont considérées, en pratique à partir de la 300ième. De
plus, les distributions sont construites dans des gammes en fréquence restreintes à 100
résonances. Ces restrictions assurent une variation de la largeur des résonances inférieure
à 8% au sein de chaque échantillon.
Fig. 4.1 – Schéma de la cavité électromagnétique en forme de quart de stade. Le mélangeur
en forme de demi-disque est déplacé horizontalement vers la droite pour trois positions
initiales diﬀérentes. Les conditions aux limites absorbantes, déﬁnies par l’angle αabs, sont
réparties sur l’arc de cercle supérieur de la cavité. Un tronçon oblique a été rajouté de
manière à diminuer la population des scars.
Pour obtenir un échantillonnage suﬃsant, des moyennes d’ensemble sont eﬀectuées en
incorporant dans la cavité chaotique en forme de quart de stade de 2m de longueur et
de 1m de largeur un mélangeur constitué d’une demi-disque ou d’un disque de 15cm de
rayon. Pour trois positions de ce mélangeur suivant l’axe y, celui-ci est déplacé suivant x
avec un pas de 10cm en sept endroits diﬀérents dans la partie rectangulaire de la cavité
(Fig. 4.1), notons qu’à la plus basse résonance considérée correspond une longueur d’onde
de 2 cm, le pas choisi assure donc bien l’indépendance statistique des échantillons. On
obtient au total 21 positions diﬀérentes, soit 2100 événements pour chaque gamme de 100
résonances. La Fig. 4.2 montre le champ associé à la 500ième résonance pour une position
du mélangeur.
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Fig. 4.2 – Champ complexe associé à la 500ième résonance pour une position du mélan-
geur et pour l’angle αabs = π/2. A droite la partie réelle et à gauche la partie imaginaire.
4.1.2 Les distributions des largeurs et des paramètres de non-
orthogonalité
Les distributions des largeurs et des paramètres de non-orthogonalité ont ainsi été
obtenues pour deux gammes de fréquences, la première allant de la 300ième à la 400ième
résonance, la seconde allant de la 700ième à la 800ième résonance et pour les trois péri-
mètres absorbants diﬀérents déﬁnis par les angles : αabs = π/18, π/6 et π/2 (Fig. 4.1).
Détermination des canaux fictifs
Le nombre de canaux ﬁctifs associé aux pertes ohmiques peut être obtenu à partir des
deux premiers moments de la loi du χ2, donnés par 〈Γ〉 = Mσ2 et 〈Γ2〉 = (M2 + 2M)σ4.
En combinant ces deux expressions on aboutit à l’expression :
M = E
[
2
〈Γ2〉 / 〈Γ〉2 − 1
]
, (4.3)
où la fonction partie entière E[. . . ] est rajoutée pour obtenir un nombre de canaux entier.
Le nombre de canaux peut aussi être obtenu par la loi de Sabine [10], qui relie directement
le nombre de canaux au périmètre absorbant Pabs, ainsi :
M = E[Pabs/(〈λ〉 /2)] , (4.4)
où 〈λ〉 est la longueur d’onde moyenne associée à la gamme de fréquence considérée.
La Fig. 4.3 représente les distributions des largeurs de la cavité électromagnétique ainsi
que les distributions du χ2 pour un nombre de canaux obtenus par les deux méthodes.
L’excellent accord entre l’histogramme numérique et les lois du χ2 conﬁrme la validité de
l’approche perturbative, illustre l’applicabilité de la loi de Sabine pour décrire le couplage
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ohmique et montre que ce couplage peut être caractérisé par des canaux indépendants.
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Fig. 4.3 – Distributions des largeurs γ normalisée par 〈γ〉 = 1 pour les deux gammes
en fréquence et les trois diﬀérents périmètres absorbants considérés. En histogramme les
distributions numériques, en trait plein la distribution du χ2 où M est obtenu via (4.3)
en rouge et (4.4) en noir.
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Distribution du paramètre de non-orthogonalité
Pour les systèmes dont la limite fermée est invariante par reversement du sens du
temps, le paramètre de non-orthogonalité est donné par (voir chapitre III, Eq. (3.22)) :
q2n =
∑
i(Im [Ψ
i
n])
2∑
i(Re [Ψ
i
n])
2
. (4.5)
On le calcule ici en réalisant des moyennes spatiales à partir des cartes du champ complexe
calculés numériquement. La Fig. 4.4 compare les distributions du paramètre de non-
orthogonalité obtenue numériquement à la prédiction théorique dérivée au chapitre III.
On pourra noter que la distribution numérique suit aussi la prédiction théorique dans
la queue de la distribution. Ce résultat prouve la validité de l’approche pertubative au
premier ordre qui permet de décrire les statistiques du champ associé aux résonances pour
des systèmes physiques pour lesquels les pertes inhomogènes sont faibles.
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Fig. 4.4 – Distributions du paramètre de non-orthogonalité pour les deux gammes en
fréquence et les trois diﬀérents périmètres absorbants considérés. En histogramme la dis-
tribution numérique, en trait plein la distribution analytique correspondant à nu nombre
de canaux obtenus par (4.3).
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4.2 L’expérience acoustique
Nous allons maintenant étudier, dans le régime de faible recouvrement modal et pour
une résonance donnée, comment évolue le paramètre de non-orthogonalité en fonction de
la composante inhomogène de la largeur. Pour ce faire, nous allons utiliser une expérience
où le taux de pertes est contrôlé. Les résultats obtenus mettrons en évidence proportion-
nalité entre la racine carré du paramètre de non-orthogonalité q2n varie et la composante
inhomogène Γinhn lorsque celle-ci varie uniformément [147]. Cette proportionnalité est re-
trouvée analytiquement en considérant un simple modèle à 2 niveaux qui est présenté,
par souci de clarté, avant les résultats expérimentaux.
4.2.1 Modèle analytique
Alors qu’un modèle à N niveaux avec N → ∞ est nécessaire pour décrire les statis-
tiques du paramètre de non-orthogonalité, un modèle à 2 niveaux (déjà présenté en détails
dans le chapitre II) est ici suﬃsant pour illustrer la proportionnalité entre qn et Γ
inh
n . En
écrivant l’hamiltonien eﬀectif Heff = H− iV V †/2 dans la base diagonalisant l’hamiltonien
du système fermé :
Heff =
(
E1 0
0 E2
)
− i
2
(
Γ11 Γ12
Γ21 Γ22
)
, (4.6)
où E1 et E2 sont les énergies propres du système fermé (avec E2 > E1) et les élé-
ments de matrice du potentiel imaginaire sont reliés aux éléments de couplage par Γnp =∑M
j=1 V
c
nV
c
p . Notons que dans ce modèle, les éléments non diagonaux du potentiel ima-
ginaire sont égaux : Γ12 = Γ21 =
∑M
j=1 V
c
1 V
c
2 . Comme nous nous intéressons au régime
de faible recouvrement modal, nous pouvons appliquer la théorie des perturbations au
premier ordre pour obtenir les valeurs propres et les vecteurs propres de (4.6). Les valeurs
propres de Heff sont alors données par :
E1,2 = E1,2 − i
2
Γ1,2 , avec Γ1,2 =
M∑
c=1
(V c1,2)
2 , (4.7)
où Γ1 et Γ2 sont les largeurs associées aux pertes inhomogènes. Dans la base (|1〉, |2〉) des
vecteurs propres de H, les vecteurs propres non normalisés de Heff , s’écrivent :
|Ψ1〉 =
(
1
−if
)
, |Ψ2〉 =
(
if
1
)
, (4.8)
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avec
f =
Γ21
2(E2 − E1) =
Γ12
2(E2 − E1) . (4.9)
En utilisant (4.5), on trouve que le paramètre de non-orthogonalité du modèle à 2 niveaux
est identique pour les deux résonances, du fait que Γ12 = Γ21, et s’écrit :
q21,2 =
Γ221
4(E2 − E1)2 . (4.10)
Une augmentation uniforme des pertes inhomogènes modiﬁe, par déﬁnition, chaque élé-
ment de couplage de la même manière : V ci →
√
vV ci , où le scalaire v caractérise l’aug-
mentation des pertes. D’après leurs expressions respectives (4.7) et (4.10), les largeurs et
le paramètre de non-orthogonalité sont modiﬁés comme Γ→ vΓ et q2 → v2q2, impliquant
une relation de proportionnalité entre Γ et q pour une résonance donnée :
qn =
√
(
∑
c V
c
1 V
c
2 )
2∑
c(V
c
n )
2
Γn
2(E2 − E1) . (4.11)
Cette relation peut se mettre sous la forme générale :
qn = βnΓ
inh
n , (4.12)
où le coeﬃcient de proportionnalité βn, propre à chaque résonance, dépend des amplitudes
de couplage et du spectre du système fermé.
4.2.2 L’expérience acoustique
Cette expérience, réalisée par O. Xeridat et P. Sebbah, mesure le champ associé aux
vibrations normales d’une plaque mince de silicium dans laquelle des ondes acoustiques
sont excitées par eﬀet thermoélastique. La technique expérimentale employée donne accès
au spectre des résonances de la plaque ainsi qu’à une cartographie du champ en fonction
de la fréquence. En contrôlant le taux de pertes inhomogènes par des bandes absorbantes
positionnées sur un bord de la plaque, la prédiction théorique (4.12) obtenue précédem-
ment sera vériﬁé.
La plaque de silicium
La plaque d’épaisseur h = 380µm et de forme circulaire de rayon R = 25, 41mm
est coupée à R/2 pour obtenir un cercle tronqué, assurant une trajectoire chaotique des
rayons dans la limite géométrique [161]. Un autre tronçon à
√
3R/2, perpendiculaire au
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premier, est réalisé pour briser la symétrie spatiale restante (Fig. 4.5). Dans ce type de
plaques minces3 les ondes élastiques peuvent se propager sous deux modes : les ondes
polarisées horizontalement (SH) et les ondes de Lamb qui se décomposent elles-mêmes en
modes symétrique et antisymétrique [162].
Fig. 4.5 – Forme de la plaque de silicium, les parties grisées représentent les parties
enlevées. La zone où une bande absorbante est positionnée pour augmenter les pertes
inhomogènes est aussi indiquée.
Le processus d’excitation et la technique de mesure
La plaque de silicium est posée librement sur trois pointes, dont le couplage avec
les ondes acoustiques est négligeable. Les ondes acoustiques sont excitées par un laser
impulsionnel de période τ = 7ns et de longueur d’onde 532 nm. Les impulsions lasers
frappent la plaque sur une zone inférieure à 200µm de diamètre et créent des ondes
acoustiques par eﬀet thermoélastique. Une sonde optique interférométrique mesure, en un
point de l’échantillon et de manière non-invasive, la réponse temporelle proportionnelle
au déplacement normale de la plaque. Ce déplacement correspond essentiellement aux
modes antisymétriques A0 du champ acoustique
4. La réponse temporelle sur l’ensemble
3Les plaques minces sont définies par h < λ/2, où λ est la longueur d’onde de l’onde acoustique. Dans
l’expérience, λ ∼cm.
4Dans l’expérience, les seuls modes guidés, aux fréquences considérées, sont les modes (SH) et les
modes symétriques et antisymétriques d’ordre 0, respectivement notés S0 et A0, mais seul ce dernier à
un fort déplacement normal
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de l’échantillon est obtenue en déplaçant la plaque selon x et y avec un pas de 500µm
via des platines de translations, de sorte que le point de mesure parcourt l’ensemble de
la plaque, la zone d’excitation restant ﬁxe. En eﬀectuant une transformée de Fourier des
réponses temporelles, le spectre et le champ associé au mode A0 est obtenu sur toute la
plaque.
L’augmentation des pertes inhomogènes
Pour faire varier de manière uniforme les pertes inhomogènes, des bandes d’élastomère
de diﬀérentes épaisseurs sont placées sur le bord le plus long de la plaque (Fig. 4.5). Les
mesures ont été eﬀectuées pour cinq absorptions diﬀérentes : tout d’abord sans absorption
puis en positionnant quatre bandes de dimension de plus en plus grande. Alors que le
spectre représenté au bas de la Fig. 4.8 montre l’élargissement des largeurs pour une
résonance isolée, en fonction de la bande absorbante, la Fig. 4.7 illustre l’augmentation du
poids de la composante imaginaire du champ, provenant de l’augmentation des courants
de pertes. L’augmentation de l’absorption est donc clairement visible aussi bien dans le
domaine spectral (augmentation de la largeur) que dans le domaine spatial (augmentation
du poids de la partie imaginaire). L’ensemble de ces données expérimentales permettront
de vériﬁer d’une part, l’hypothèse de Pnini et Shapiro et d’autre part, la proportionnalité
entre qn et Γ
inh
n (4.12).
Validation de l’hypothèse de Pnini et Shapiro
A partir des cartes du champ, la distribution de probabilité de la phase du champ (voir
chapitre I) peut être construite. Les distributions de la phase de la résonance considérée
(Fig. 4.8) correspondent, avec une grande précision, à la prédiction théorique, validant
ainsi le fait que les parties réelle et imaginaire peuvent être vues comme des variables
aléatoires gaussiennes.
Proportionnalité entre q et Γ
Les largeurs des résonances sont obtenues en ajustant le spectre avec une fonction
lorentzienne complexe L(ω) = C/(/ω − ω0 + iΓ), où ω0 est la fréquence centrale, Γ est la
largeur totale, et C est un paramètre. La Fig. 4.6 illustre la relation de proportionnalité
entre q et Γ, la déviation par rapport à un ajustement linéaire q = 5.54 10−4 Γ− 3.91 10−2
est inférieur à 3 %. Notons que la valeur non nulle de largeur pour q = 0 correspond à la
contribution constante des pertes homogènes dues au couplage de la plaque avec l’air.
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Fig. 4.6 – Racine carrée du paramètre de non-orthogonalité en fonction de la largeur
totale de la résonance pour les cinq conﬁgurations représentées en Fig. 4.7, un ﬁt linéaire
est représenté en trait plein.
Nous nous sommes ici concentrés sur une seule résonance mais, à chaque résonance
correspond un coeﬃcient de proportionnalité diﬀérent dû aux ﬂuctuations des éléments
de couplage et du spectre. Une étude statistique des coeﬃcients de proportionnalité, qui
rentre dans le cadre des statistiques du paramètre de non-orthogonalité pourrait constituer
une prochaine étape de ce travail.
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Fig. 4.7 – Cartes du champ complexe représenté pour 5 absorptions diﬀérentes. A gauche
la partie réelle, à droite la partie imaginaire du champ obtenu à la fréquence centrale de
la résonance.
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Fig. 4.8 – Distributions de probabilité de la phase P (φ) pour les cinq conﬁgurations
décrites précédemment, en haut à gauche sans absorption, en bas pour la plus grande
absorption. En histogramme les résultats expérimentaux, en trait plein la distribution
analytique (refPPhase). En bas à droite est représenté les spectres correspondant aux
diﬀérentes absorptions pour la résonance considérée.
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4.3 Conclusion
L’étude numérique d’une cavité électromagnétique ouverte illustre que ce type de
systèmes est adapté pour vériﬁer expérimentalement les prédictions théoriques du chapitre
III.
Pour les systèmes dont la limite fermée est décrite par GOE, les résultats analytiques
pourraient être vériﬁées à l’aide d’une cavité électromagnétique supraconductrice, comme
celle du groupe de A. Richter à Darmstadt [63]. Dans cette expérience, les pertes ohmiques
sont complètement négligeables en comparaison du couplage introduit par les antennes, de
sorte que le nombre d’antennes ﬁxe directement le nombre de canaux de couplage associé
aux pertes inhomogènes.
Les expériences du groupe de H.-J. Stöckmann à Marburg, basées sur des cavités élec-
tromagnétiques à température ambiante et dont les montages expérimentaux permettent
d’obtenir la cartographie complète du champ à l’intérieur de la cavité [92], sont aussi
de bons candidats. Dans ces expériences, la contribution dominante des pertes provient,
comme dans les simulations numériques présentées dans ce chapitre, de la conductivité
ﬁnie des parois. Comme nous l’avons vu, le nombre de canaux associé aux pertes inhomo-
gènes i.e. les pertes produites par le contour de la cavité, est extrêmement bien approché
par le rapport E[P/(λ/2)] où P est le périmètre de la cavité et peut donc être facilement
déterminé. Pour obtenir le nombre de canaux associé aux pertes inhomogènes à partir des
largeurs des résonances il faut, comme l’ont montré J. Barthélémy et al. [52,95], retrancher
la composante homogène introduite par l’absorption des plaques. Enﬁn, il est important
de noter que les résultats analytiques ont été obtenus dans le régime des faibles pertes
inhomogènes, indépendamment du poids de la composante homogène, le régime de fort
recouvrement modal peut donc aussi être exploré tant que la composante inhomogène des
pertes reste faible.
Des expériences dans d’autres domaines sont aussi possibles, notamment en élasto-
dynamique, comme nous l’avons vu dans ce chapitre. En eﬀet, dans le cas particulier
des plaques vibrantes, la connaissance du champ peut être obtenue par des méthodes
de mesure non-invasives. Cette technique expérimentale nous a permis de révéler la pro-
portionnalité entre le paramètre de non-orthogonalité et la largeur inhomogène lorsque
celle-ci varie [147].
Les distributions du paramètre de non-orthogonalité pour GUE pourraient aussi être
vériﬁées. Dans le cas des cavités électromagnétiques, l’invariance par renversement du
sens du temps peut être brisée en introduisant de la ferrite à l’intérieur de la cavité [163],
comme cela a été réalisé par le groupe de S. Anlage.

Conclusion générale
Au cours de ce travail de thèse, je me suis attaché à décrire les propriétés statistiques de
systèmes ondulatoires chaotiques en milieux ouverts. Fort du formalisme de l’hamiltonien
eﬀectif, présenté au chapitre I, diverses grandeurs caractérisant aussi bien le domaine
spectral que le domaine spatial ont pu être décrites en termes de leurs distributions de
probabilité.
Dans le chapitre II, je me suis intéressé aux distributions des écarts et des croisements
évités pour un système chaotique ouvert, dont la limite fermée est décrite par GOE ou
GUE. Les modiﬁcations des distributions par rapport au cas fermé ont été tout d’abord
expliquées qualitativement, par le phénomène de piégeage des résonances, qui modiﬁe la
population des faibles écarts entre niveaux, allant jusqu’à entraîner une population de
niveaux dégénérés. Ensuite, en utilisant un simple modèle à 2 niveaux, j’ai dérivé les
distributions de probabilité des écarts et des croisements évités dans le cas d’un grand
nombre de canaux de pertes faiblement couplés au système. Bien que pour la plupart des
distributions, les variations par rapport aux prédictions du cas fermé soient peu impor-
tantes, la distribution des croisement évités correspondant à l’ensemble GOE subit, elle,
de profondes modiﬁcations : un creux aux petits écarts apparaît. Cette prédiction théo-
rique a permis d’expliquer les résultats expérimentaux obtenus expérimentalement par B.
Dietz et al. [11].
Tout au long du chapitre III, je me suis concentré sur les propriétés statistiques du
champ associé aux résonances. En distinguant deux types de pertes : les pertes homo-
gènes, qui apportent une même contribution aux largeurs des résonances, et les pertes
inhomogènes, associées à la partie ﬂuctuante des largeurs. Seules les pertes inhomogènes
contribuent à la non-orthogonalité des fonctions propres de l’hamiltonien eﬀectif. En me
limitant au régime des faibles pertes inhomogènes, les distributions de probabilité du pa-
ramètre de non-orthogonalité ont été obtenues pour les systèmes chaotiques dont la limite
fermée est décrite par GOE ou GUE. Les travaux menés dans l’ensemble GOE sont, à ma
connaissance, les premiers à avoir abouti aux distributions de probabilité d’une grandeur
caractérisant la non-orthogonalité, pour un nombre de canaux quelconque. Ensuite, l’eﬀet
des ﬂuctuations spectrales a été analysé en comparant les distributions de probabilité à
celle d’un spectre complètement rigide, déﬁni par le modèle picket-fence. J’ai ainsi pu
montrer que les ﬂuctuations spectrales de GOE et de GUE entraînent une décroissance
en loi de puissance de la queue de la distribution du paramètre de non-orthogonalité,
en comparaison d’une décroissance exponentielle pour la distribution du modèle picket-
fence. De plus, les résultats de D. Savin et al. [10] sur le lien entre les largeurs spectrales
et le paramètre de non-orthogonalité ont été étendus en montrant que les ﬂuctuations des
largeurs sont reliées à la non-orthogonalité des fonctions d’onde propres de l’hamiltonien
eﬀectif, fournissant ainsi une interprétation physique de la non-orthogonalité des fonctions
propres de l’hamiltonien eﬀectif. Du point de vue des perspectives, l’étude du paramètre
de non-orthogonalité lors de la transition GOE-GUE me paraît une étude intéressante à
entreprendre. De plus, la description statistique de la non-orthogonalité au-delà du régime
de faible recouvrement modal reste, toujours, un problème de Physique Théorique non
résolu.
Au cours du dernier chapitre de cette thèse, j’ai présenté des résultats numériques
vériﬁant la distribution du paramètre de non-orthognalité pour GOE. Puis, une expérience
en acoustique a permis de révéler la proportionnalité, pour une résonance donnée, entre la
racine carrée du paramètre de non-orthogonalité et les pertes inhomogènes, lorsque celles-
ci varient uniformément. L’ensemble de ces résultats me permet d’espérer qu’il sera à court
terme possible de vériﬁer les prédictions analytiques associées aux propriétés statistiques
de la non-orthogonalité du champ associé aux résonances.
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Résumé
Dans le domaine du Chaos Ondulatoire, les statistiques des systèmes fermés sont à l’heure ac-
tuelle bien comprises. Cependant, il en est tout autrement pour les systèmes ouverts, c’est-à-dire
pour des systèmes dont le couplage avec l’environnement ne peut plus être négligé. En appli-
quant la Théorie des Matrices Aléatoires au formalisme de l’hamiltonien effectif, les statistiques
spectrales et spatiales de systèmes chaotiques ouverts sont étudiées analytiquement. De plus, les
prédictions théoriques sont systématiquement vérifiées par des simulations numériques de type
matrices aléatoires. Dans le domaine spectral, les modifications engendrées par le couplage sur
les écarts et les croisements évités sont illustrées par le phénomène de piégeage des résonances.
Les distributions bien connues des écarts et des croisements évités sont généralisées aux systèmes
chaotiques ouverts, permettant d’expliquer des résultats expérimentaux obtenus avec une cavité
électromagnétique. Dans le domaine spatial, les statistiques du paramètre de non-orthogonalité,
qui mesure l’effet du couplage sur les fonctions d’onde propres de l’hamiltonien effectif, sont
dérivées analytiquement et sont vérifiées par des simulations numériques modélisant des cavités
électromagnétiques chaotiques. Pour des systèmes dont le couplage varie, une relation entre la
largeur spectrale et le paramètre de non-orthogonalité associés à une même résonance est aussi
obtenue. Cette prédiction est confirmée par des expériences en élastodynamique.
Mots clefs : Chaos Ondulatoire. Diffusion Chaotique, Théorie des Matrices Aléatoires.
Abstract
In the field of Wave Chaos, statistics of ideal closed systems are nowadays well understood.
However, much less is known for open systems, namely for systems those coupling to environ-
ment cannot be neglected anymore. Applying the Random Matrix Theory to the formalism of
the effective Hamiltonian, spectral and spatial statistics of open chaotic systems are investigated
analytically. Furthermore, theoretical predictions are checked systematically through numerical
simulations of random matrices. In the spectral domain, the modifications induced by the open-
ness on the spacings and the avoided crossings are illustrated using the resonance trapping effect.
The well-known distributions of spacings and avoided crossings are generalized to open chaotic
systems that allow to explain results based on microwave experiments. In the spatial domain,
statistics of the non-orthogonal parameter, which measures the impact of the openness on the
eigenfunctions of the effective Hamiltonian, are derived analytically and verified by numerical
simulations modeling chaotic electromagnetic cavities. Fo systems those coupling varies, a rela-
tionship between the spectral width and the complexness parameter for a given resonance is also
obtained. This finding is confirmed through elastodynamics experiments.
Key words : Wave Chaos, Chaotic Scattering, Random Matrix Theory.
