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Abstract—Network coding is known to be a promising tech-
nology to increase the bandwidth capacity in wireless networks.
To our best knowledge, there is limited work on studying the
available bandwidth for a given path with network coding. This
paper presents a new method to estimate the available bandwidth
of a path that considers network coding and wireless interference
simultaneously. We show that our estimated path bandwidth
can be easily achieved using a simple scheduling scheme. We
also show that path bandwidth estimation is more accurate than
other existing method through theoretical analysis and simulation
experiments.
I. INTRODUCTION
Recently, network coding has received lots of attention since
it is considered as a promising technique to improve the
throughput performance for both wired and wireless networks.
Initially, network coding was proposed for improving the
throughput of multicast communication in wired networks [1].
Currently, extensive studies on applying network coding in
multicast or multi-path communications in wireless networks
can be found [2]. [3] was the first work proposing a link-
layer network coding (LNC) on two unicast flows between
two nodes with opposite directions. Afterwards, [4] develops
the first practical network coding architecture, called COPE,
for multi-hop wireless networks so that the packets belonging
to different flows can be mixed, which is also called inter-
session coding [2].
Our work focuses on the problem of computing the available
bandwidth for a given path with network coding. The available
path bandwidth is defined as the maximum additional rate of
a flow can push before saturating its path [5]. The problem of
calculating the available bandwidth of a path is fundamental
for supporting QoS in wireless networks. Only if the new flow
on a path has a data rate less than the available bandwidth of
the path, the acceptance of the new flow will not violate the
bandwidth resources guaranteed for the existing flows.
Fig. 1 shows how network coding works for two flows going
in opposite directions. In this example, assume link capacity
is 1Mbps and there is an existing flow from Alice to Bob with
the data rate of 13 Mbps. Thus, the residual bandwidth on each
link is 13 Mbps. The bandwidth resources allocated for the new
flow should not exceed the residual bandwidth on each link in
order not to violate the bandwidth guaranteed for the existing
flow. In traditional transmission, the maximum data rate of
the new flow is 16 Mbps. On the other hand, when network
coding is applied, the maximum data rate of the new flow can
be 13 Mbps. We can see that network coding can significantly
improve the throughput.
Lots of works study how to identify the available band-
width of a given path in the traditional wireless transmission.
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Fig. 1. Illustration for network coding.
Many researchers develop the theoretical upper bound of the
available path bandwidth based on the clique-based method
without considering the concept of network coding [6]–[10].
Many works study how to improve the whole network through-
put performance by applying network coding [11]–[13]. The
routing metric proposed by [14] uses the buffer length to reflect
how busy the node is so as to choose a path with light traffic
load. Coding opportunities are considered by the metric as
well. The coding-aware routing metrics proposed by [15] and
[16] are both based on ETX [17], which reflects the number
of transmissions for successfully deliver a packet over a link.
The link ETX actually reflects the number of transmissions
for successfully deliver a packet over a link. The coding-aware
ETX metric of a link is decreased according to the amount of
the packets on the link which can be transmitted being coded
with the existing flow. However, these metrics can not directly
show the available path bandwidth. Our work focuses on
estimating the available path bandwidth with network coding,
which is fundamental for supporting QoS in wireless networks.
A very related work, C2AR, [18] gives a formula to calcu-
late the path bandwidth when network coding is considered.
However, we will show later that C2AR [18] underestimates
the bandwidth available. We first present the bandwidth analy-
sis without coding in Section II. In Section III, we discuss how
to estimate path bandwidth with coding. We then evaluate the
performance of our method in Section IV. Section V concludes
this paper.
II. PRELIMINARY
In the traditional wireless communication (without applying
network coding), many existing works give the formula to
estimate the available bandwidth of a path based on the
estimate of the available bandwidth of each link on the path.
[19] describes how to estimate the bandwidth available on a
link. In this section, we briefly describe how to compute the
path bandwidth.
Given a path p = <v1, v2, . . . , vh>, based on the current
flows on each link in the network, we can determine the
residual bandwidth of each link e, denoted by B(e). B(e)
means that if all the interference links of e do not transmit
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any new flow, link e can possess the channel B(e)C time for
each second to transmit the new flow, where C is the channel
capacity. In this work, we assume that each link applies
the same channel with the same channel capacity. Lots of
works study the bandwidth estimation [19], [20], and so we
assume that B(e) for each link e is known. Note that the
bit error rate of a link is considered in the link estimator,
and thus the available bandwidth of each link becomes the
expected available link bandwidth [21]. Denote Qp as the set
of interference link sets. Each q ∈ Qp contains the set of
links on p which interfere with each other. Whether two links
interfere with each other would depend on the MAC protocol
and the interference range. For each qi ∈ Qp, we cannot find
qj ∈ Qp such that qi ⊂ qj , where j = i. Generally speaking,
if two links on a path interfere with each other, all the links
between them along the path conflict with each other [21].
This implies that it is easy to find Qp for path p. The available
bandwidth of path p, B(p), is estimated as [5], [19], [20]:
B(p) = min
q∈Qp
Cq; Cq =
1∑
l∈q
1
B(l)
(1)
The rationale behind the formula is: transmissions on the
links in an interference link set cannot be concurrent but occur
in a serial manner. Thus, the time it takes for 1 Mbit data to
traverse all the links in the interference link set q is
∑
l∈q
1
B(l) .
Cq is thus the bandwidth available over q. The available
bandwidth of the path is the bandwidth of the bottleneck
interference link set. We refer readers to the references for
further explanation.
Example 1: Given a path p =<1, 2, 3, 4, 5>, let B(1, 2),
B(2, 3), B(3, 4), and B(4, 5) be 50, 100, 25, and 20 units,
respectively, as in the example provided in [5]. Each link on p
interferes with each other, and so there is only one interference
link set in Qp which is {(1, 2), (2, 3), (3, 4), (4, 5)}. B(p) is
thus ( 150 +
1
100 +
1
25 +
1
20 )
−1
=
25
3 .
The authors in [20] develop a formula for estimating the
bandwidth available of a path p, assuming 802.11 is used
as the MAC protocol and each interference link set contains
four consecutive links on p. Let p = <v1, v2, ..., vh−1, vh>.
There are h − 4 interference link sets q1,q2, ...,qh−4 where
qk = {(vk, vk+1), (vk+1, vk+2), (vk+2, vk+3), (vk+3, vk+4)}.
Denote ek = (vk, vk+1), and then we use the following
equation to estimate the path bandwidth.
B(p) = min1≤k≤h−4 Cqk
Cqi = (
1
B(ei)
+ 1B(ei+1) +
1
B(ei+2)
+ 1B(ei+3) )
−1 (2)
For clarity, we follow the same assumption as [20], that
each interference link set contains four consecutive links on
path p. Denote qi as the interference link set containing four
links {ei, ei+1, ei+2, ei+3} on p, where ei = (vi, vi+1). Our
method can be extended for the general interference model.
III. PATH BANDWIDTH CALCULATION WITH CODING
In this section, we discuss how to calculate the path band-
width with network coding. For simplicity, our discussion is
based on the 802.11 interference model. That is, links (i, j)
and (k, l) interferes with each other if either k or l is in the
interference range of either i or j.
A coding node is the node that performs coding. Node R
in Fig. 1(b) is a coding node. Refer to the example in Fig. 2
where there is an existing flow on <3, 2, 1>, Node 2 will be
the coding node for the new flow on <1, 2, 3, 4, 5>. Node
2 encodes the packets on (2, 1) and (2, 3) together. In other
words, the new flow packets on (2, 3) can ride on the existing
flow packets sent on (2, 1). This packet is called a coded
packet.
A. General Principle
Before presenting our method to compute path bandwidth,
we would like to present the method in [18]. [18] mentions
that the available bandwidth of path p, B(p), should satisfy
the following requirements.
B(p)− λ(ei) +
∑
ej∈I(ei)
(B(p)− λ(ej)) ≤ B(ei). (3)
I(ei) denotes the set of links on p which interfere with link ei.
λ(ei) denotes the data rate that the new flow can be transmitted
on link e in a coded manner. For instance, in Fig. 2, the data
rate of the existing flow is 15Mbps, node 2 can code
1
5 Mbit
new flow in a second, and so we have λ(2, 3) = 15Mbps. λ(ei)
is also called the coding rate of link ei, and [18] discusses how
to estimate the coding rate on each link. We now consider
using (3) to compute the bandwidth of p in Example 1. Since
there is no coding, the coding rate of each link on p is zero.
We have 4×B(p) = min{B(1, 2), B(2, 3), B(3, 4), B(4, 5)},
which means B(p) = 5. (3) makes an under-estimation
for path bandwidth, and is more conservative than (1) for
estimating path bandwidth without network coding.
In this work, our formula to calculate path bandwidth is
extended from (2). In other words, if no coding exists, our
formula is reduced to (2). (2) shows that if we calculate
the bandwidth on each interference link set of p, the path
bandwidth is the minimum of the bandwidths on all interfer-
ence link sets of p =<v1, v2, . . . , vh>. With network coding,
calculating the bandwidth on each interference link set is
different from the traditional method, and we thus focus on
how to calculate Cqi , where qi = {ei, ei+1, ei+2, ei+3} when
applying network coding.
The subpath composed by the links in qi is
<vi, vi+1, vi+2, vi+3, vi+4>. When vi+1 is the coding
node, the packets on (vi+1, vi+2) can be coded with those
on (vi+1, vi). Since (vi+1, vi) interferes with all the links
in qi, the available bandwidth estimated on each link in qi
must not include the bandwidth consumed for transmitting
the packets on (vi+1, vi). In other words, the transmission of
the coded packets on ei+1 = (vi+1, vi+2) does not consume
the residual bandwidth resources on each link in qi. For the
same reason, the transmission of coded packets on ei+2 and
ei+3 will not consume the residual bandwidth resources on
each link in qi.
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On the other hand, if vi is coding node, the packets
on (vi, vi+1) are coded with those on link (vi, vi−1). Link
(vi, vi−1) interferes with links (vi, vi+1), (vi+1, vi+2), and
(vi+2, vi+3), but does not interfere with (vi+3, vi+4) if the
802.11 interference model is used. (Note that if the protocol
interference model [6] is used, (vi, vi−1) does not interfere
with (vi+2, vi+3).) Our method can be easily extended to
handle other models as well. Since (vi, vi−1) does not interfere
with ei+3 = (vi+3, vi+4), it is possible that both links are
active (transmitting packets) at the same time. Nevertheless,
ei+3 conflicts with ei = (vi, vi+1). Thus, when ei+3 and
(vi, vi−1) are both active, node vi cannot code the packets on
(vi, vi−1) and ei. It is true that we might be able to reschedule
the packet transmission on the links so that coding can be
performed. However, this requires a lot of overhead, and so we
consider that the transmission of coded packets on ei interfere
with the transmission of non-coded packets on ei+3, but does
not interfere with those on ei+1 and ei+2. This may cause the
path bandwidth being under-estimated. Nevertheless, we can
be sure the estimated bandwidth is guaranteed based on the
current schedule. In other words, our method does not require
specific scheduling information.
Let ti be the time for all links in qi to transmit 1 Mbit data.
In the period of ti, each link can transmit some coded packets
and non-coded packets, and the total amount of the packets
should equal to 1 Mbit. Besides, the total time for all links to
transmit the non-coded packets should not exceed ti.
Since the transmission of coded packets on ej , where j =
i + 1, i + 2, i + 3, does not consume the residual bandwidth
resources on all links in qi, link ej can transmit λ(ej)ti coded
data for the new flow in the period of ti. In other words, ej
needs to transmit 1−λ(ej)ti non-coded data for the new flow
during the period of ti. We mentioned that the transmission of
coded packets on ei interferes with the transmission of non-
coded packets on ei+3, and so link ei cannot transmit the non-
coded packets in the whole period of ti. The time for link ei+3
to transmit non-coded packets is 1−λ(ei+3)tiB(ei+3) , and thus link ei
can transmit coded-packet in the period of ti − 1−λ(ei+3)tiB(ei+3) .
Now, we calculate the total time for all links ei, ei+1, ei+2,
and ei+3 transmitting the non-coded packet, which should not
exceed ti.
ti ≥
1−λ(ei)(ti− 1−λ(ei+3)tiB(ei+3) )
B(ei)
+ 1−λ(ei+1)tiB(ei+1)
+ 1−λ(ei+2)tiB(ei+2) +
1−λ(ei+3)ti
B(ei+3)
.
(4)
The above inequality implies that the bandwidth on qi
should not exceed 1ti , and we have Cqi =
1
ti
. Without network
coding, λ(ej) = 0 for all j = 1, 2, 3, 4. (4) is reduced to (2).
The scheduling scheme to achieve the bandwidth estimated by
(4) is very easy. (4) only requires each coding node to encode
the existing flow and the new flow as much as possible, and
the nodes who interfere with each other to transmit the original
packets for the new flow one by one. This also implies that
(4) identifies a guaranteed path bandwidth.
Example 2: In Fig. 2, there is an existing flow with
the data rate 15 Mbps on <3, 2, 1>, and we consider path
1 2 3 4 5 6
1/5
1/5
Fig. 2. A linear network.
p =<1, . . . , 6>. The transmission rate of each link is 1 Mbps.
Since link (3, 2) interferes all links on p and (2, 1) interferes
all links on p except (5, 6). The available bandwidth of each
link on p except (5, 6) is 35 , while B(5, 6) =
4
5 . There are two
cliques related with p: q1 = {(1, 2), (2, 3), (3, 4), (4, 5)} and
q2 = {(2, 3), (3, 4), (4, 5), (5, 6)}. Considering q1, we have
λ(1, 2) = λ(3, 4) = λ(4, 5) = 0 and λ(2, 3) = 15 , and thus we
calculate t1 = 5 by using (4). We can also calculate t2 = 5
by using (4). Therefore, the available bandwidth of path p is
1
5 . Interested readers can easily verify that the maximum data
rate of the new flow on p in this example is really 15 Mbps.
Fig. 2 gives a scheduling scheme such that both the existing
flow and the new flow have the data rate of 15 Mbps. However,
if we use the method in [18] to calculate the bandwidth of p,
we have B(p) = 425 by using (3).
B. Special Cases
(4) works only when B(ei), B(ei+1), B(ei+2), and B(ei+3)
are positive. Nevertheless, it is possible that one or more of
these values is zero, meaning the link cannot transmit non-
coded packet. Since the transmission of the coded packets on
ej , j = i + 1, i + 2, i + 3, does not consume the residual
bandwidth resources on all links in qi, ej can transmit λ(ej)
new flow in a second if B(ej) = 0. Although the transmission
of coded packet on ei interferes the transmission of non-coded
packet on ei+3, if B(ei+3) = 0, link ei+3 will not transmit
non-coded packet, and so link ei can transmit λ(ei) new flow
in a second. For instance, assume link (vi, vi−1) transmits a
packet of the existing flow at time t. Although ei+3 does not
interfere with (vi, vi−1), it is possible that ei+3 is not active at
t in order to avoid the transmission on other links. Therefore,
it is possible that B(ei+3) = 0 while link ei can transmit some
coded packet for the new flow. If the available bandwidth of
a link in qi is zero, the idea to estimate Cqi is similar as
the above discuss, but the formula is different. Due to space
limitation, we only present a few presentative cases but refer
interested readers to [22] for details.
Case I: All links have no residual bandwidth resources, and
so all packets of the new flow have to be coded. It is obvious
that Cqi should be the minimum of λ(ej) for all j = i, i +
1, i + 2, i + 3. We calculate Cqi in the same way when only
one link has the residual bandwidth resources.
Case II: B(ei+3) = 0. As we mentioned that link e3 can
at most transmit λ(e3) new flow in a second. Let ti be the
time for all the other links to transmit 1 Mbit data for the new
flow in a second, link ej can transmit λ(ej)ti coded packets
for the new flow in the period of ti. For instance, assume all
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B(ei), B(ei+1), and B(ei+2) are positive, we can calculate ti
as
∑2
j=0
1−λ(ei+j)ti
B(ei+j)
. The method can be easily extended for
considering all the other cases that B(ei+3) = 0.
Case III: B(ei) > 0 and B(ei+3) > 0. When all links
have the residual available bandwidths, and we can use (4)
to calculate Cqi . If B(ei+1) = 0, the total time for the
links transmitting non-coded packets will not include ei+1,
and we calculate ti according to (4) but putting the term
having B(ei+1) as the denumerator as zero. With the same
argument, we can calculate Cqi when B(ei+2) = 0 or when
both B(ei+1) = 0 and B(ei+2) = 0.
Case IV: B(ei) = 0 and B(ei+3) > 0. If B(ei) = 0,
new flow packets must be transmitted in a coded manner on
ei. Let ti be the total time for each link to transmit 1 Mbit
data. During the period of ti, ei has to transmit 1 Mbit coded
packets. On the other hand, ei cannot transmit the coded packet
during the whole period of 1−λ(ei+3)tiB(ei+3) , since it should not
transmit when ei+3 transmits non-coded data. In other words,
it holds that 1 ≤ λ(ei)(ti − 1−λ(ei+3)tiB(ei+3) ). We thus have:
ti ≥ B(ei+3)+λ(ei)λ(ei)(B(ei+3)+λ(ei+3)) = t1u (5)
Since ei does not transmit non-coded data for the new
flow, we first calculate ti for all links ei+1, ei+2, and ei+3
to transmit 1Mbit data by using the similar method in (4), and
then C(qi) should equal to min{ 1ti , 1t1u }.
Example 3: In Fig. 2, assume the existing flow on <3, 2, 1>
has the data rate of 14 Mbps, and we calculate the bandwidth
of path p =<1, 2, . . . , 6>. For the same reason, the available
bandwidth on each link except (5, 6) is 12 , while B(5, 6) =
3
4 .
We have λ(2, 3) = 14 . By using (4), we first calculate t1 = 163 .
Since 1 − 14 · 163 is larger than 1, this implies that link (2, 3)
actually does not have to transmit non-coded packet for the
new flow. Therefore, we should not include link (2, 3) when
calculating the total time for all links in q1 transmitting non-
coded packets. We thus have t1 =
1−λ(1,2)(t1− 1−λ(4,5)t1B(4,5) )
B(1,2) +
1−λ(3,4)t1
B(3,4) +
1−λ(4,5)t1
B(4,5) . In this example, λ(1, 2) = λ(3, 4) =
λ(4, 5) = 0, and we obtain the refined t1 = 6. We can see that
the refined t1 is larger than the original one. Fig. 3 gives a
scheduling scheme such that the network supports the existing
flow with the data rate of 14 Mbps and the new flow with the
data rate of 16 Mbps, where each link can transmit
1
12 Mbit
data in each time slot.
IV. SIMULATION EXPERIMENTS
In order to compare our method and the existing method in
[18], we conducted simulation experiments to show the differ-
ence of the path bandwidth calculated by the two approaches.
In our simulation experiments, we use TDMA protocol to
remove the effect of the MAC protocol overhead on the
network throughput performance. Note that our method is
suitable for any MAC protocol, such as 802.11. Following the
work in [18], we consider the 7 × 7 grid network topology.
We randomly deploy 7 two-hop flows with the same data
rate in the network, and then randomly select several source-
destination pairs. For each source-destination pair, we use the
1 2 3 4 5 6
1/6
1/4
Fig. 3. Illustration for scheduling scheme.
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Fig. 4. 10-time slots data rate for the existing flows.
k-shortest algorithm to find k paths with hop count as a metric.
We then calculate the available bandwidth of each path from
the source to the destination by using our method and the
existing method.
In our simulations, one second is divided into 100 time
slots. If the transmission rate of each link is 1Mbps, 1 time slot
denotes 10kbps. We use the number of time slots to denote the
bandwidth or data rate of a flow in the network. If our method
calculates the bandwidth of a path is m time slots, we try to
allocate m available time slots on each link of the path. Our
simulation experiments show the time slot allocation process
is successful for any path, which implies that our mechanism
gives an under-estimation for path bandwidth, which accords
with our theoretical analysis.
We first set the data rate of the existing flow to be 10
time slots, and Fig. 4 shows the simulation results. Fig. 4(a)
shows the maximum available bandwidth of each individual
source-destination pair calculated by our method and the
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Fig. 5. 15-time slots data rate for the existing flows.
existing method, and the node pairs are sorted according to
the bandwidth calculated by our method. We observe that for
some node pairs, the bandwidth calculated by our method is
much larger than that of the existing method. We define the
distance of node pair as the minimum hop count of the paths
between them. Fig. 4(b) shows the average bandwidth for each
distance calculated by our method and the existing method. We
can observe that the improvement ratio of our method over the
existing method is larger when the distance of node pair is
larger. Given a link e, I(e) denotes the set of the links which
interfere with e, and C2AR assumes that all the links in I(e)
cannot transmit concurrently, but it is possible that two links
in I(e) do not interfere with each other. As the distance of
node pair is larger, |I(e)| may be larger, and so the bandwidth
estimated by the existing method is more conservative.
We then set the data rate of the existing flow to be 15 time
slots, and Fig. 5 shows the simulation results. The average
bandwidth for each distance of node pair is smaller than that
when the data rate of the existing flow is 10 time slots. We
observe that our method works better than the existing method
in this scenario. Due to the page limit, we did not show the
simulation results in other network topologies. On the other
hand, the bandwidth of a path mainly depends on the residual
channel resources on each link of the path and the existing
flows on the path. As we have tested many different paths,
we believe that our method can work better than the existing
method in most of the general network topologies.
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