Abstract Repetitive processes propagate information in two independent directions where the duration of one of these is infinite.
forcing function on, and hence contributes to, the dynamics of the next pass profile. This, in turn, leads to the unique control problem in that the output sequence of pass profiles can contain oscillations whose amplitude in the pass-to-pass direction.
To introduce a formal definition, let the integer a\ þ 1 denote the number of samples resulting from sampling the assumed constant pass length at a constant rate. Then in a repetitive process the pass profile y k ðpÞ; 0 p a À 1; generated on pass k acts as a forcing function on, and hence contributes to, the dynamics of the next pass profile y kþ1 ðpÞ; 0 p a À 1; k ! 0:
Physical examples of these processes include long-wall coal cutting and metal rolling operations [17] . Also in recent years applications have arisen where adopting a repetitive process setting for analysis has distinct advantages over alternatives. An example of these algorithmic applications is iterative algorithms for solving nonlinear dynamic optimal stabilization problems based on the maximum principle [16] where use of the repetitive process setting provides the basis for the development of highly reliable and efficient iterative solution algorithms. A second example is iterative learning control schemes which form one approach to controlling systems operating in a repetitive (or pass-to-pass) mode with the requirement that a reference trajectory rðpÞ defined over a finite interval 0 p a À 1 is followed to a high precision-see, for example, [11] . In this case a repetitive process setting for analysis provides a stability theory which, unlike many alternatives, allows for design to meet pass-to-pass error convergence and control of the along the pass dynamics. Also iterative learning control laws designed in this setting have been experimentally verified [10] on a gantry robot with very good correlation between simulation and actually measured performance.
Attempts to analyze repetitive processes using standard (or 1D) systems theory/ algorithms fail (except in a few very restrictive special cases) precisely because such an approach ignores their inherent 2D systems structure, i.e. information propagation occurs from pass-to-pass and along a given pass. Also the initial conditions are reset before the start of each new pass and the structure of these can be somewhat complex. For example, if the pass state initial vector is an explicit function of the pass profile vector at points along the previous pass then this alone can destroy the most basic performance specification of stability. In seeking a rigorous foundation on which to develop a control/estimation/filtering theory for these processes, it is natural to attempt to exploit structural links which exist with other classes of 2D linear systems.
The case of 2D discrete linear systems recursive in the positive quadrant ði; jÞ : i ! 0; j ! 0 (where i and j denote the directions of information propagation) has been the subject of much research effort over the years using, in the main, the well known Roesser and Fornasini Marchesini state-space models (for details on these see, for example, the references given in [17] ). More recently, productive research has been reported on H 1 and H 2 approaches to filtering and control law designsee, for example, [3, 19] . (Filtering of this general form is, of course, well established in 1D linear systems theory, see, for example, [8, 13, 18] ).
As noted above, the structure of the boundary conditions for linear repetitive processes can cause problems which have no Roesser or Fornasini Marchesini state-space model counterparts. Moreover, there are key systems theoretic properties for repetitive processes that have no interpretation in terms of these (and other) 2D systems models. An example here is pass profile controllability [17] that is the physically motivated requirement that there exists a control input sequence which will force the process to produce a pre-specified pass profile on a given pass. This means that the systems theory for other classes of 2D discrete linear systems is very often not applicable to repetitive processes.
As noted above, material, or metal, rolling is one of a number of physically based problems which can be modeled as a linear repetitive process [17] . In this paper, we use a material rolling process as a basis to illustrate the solution we develop to a currently open robust stability and stabilization problem for discrete linear repetitive processes. The design itself can be completed using Linear Matrix Inequalities (LMIs) [4, 12] .
In physical application terms, the system or process parameters are most often not known exactly and only some nominal values or admissible intervals are available. Hence, although the nominal process is most often time invariant, the uncertain process can be time-varying. This will be the case here and to solve the problem we generalize previously reported LMI based design algorithms for uncertain discrete linear repetitive processes [5] and other classes of systems [2, 9, 15] with polytopic uncertainty. These results are based on sufficient, but not necessary, stability conditions. The use of sufficient but not necessary stability conditions obviously creates a potentially serious problem since the results obtained can be very conservative in the sense that the range over which the admissible parameters can vary is very small. Here we develop substantial new results on how this problem can be overcome. The essential mechanism used is to allow a control law where the entries in the defining matrices explicitly depend on the pass number k; and the along the pass variable p; k ! 0 and 0 p a À 1: This is a form of adaptation which allows the control law to follow or track the evolution of any uncertainty present in the model used for control law design and evaluation. In addition to reducing the conservativeness of the design, this will also allow the admissible uncertainty set over which a satisfactory solution exists to be enlarged.
Throughout this chapter, the null matrix and the identity matrix with appropriate dimensions are denoted by 0 and I; respectively. Moreover, a real symmetric positive definite matrix, say N; is denoted by N 1 0: Next we describe the modeling of the material rolling process used in this paper.
Material Rolling as a Linear Repetitive Process
Material rolling is an extremely common industrial process where, in essence, deformation of the workpiece takes place between two rolls with parallel axes revolving in opposite directions. Consider also the following differential equation model of the metal rolling process shown schematically in Fig. 9 .1 whose derivation is explained fully in [1] (see also [7] for other repetitive process based analysis of this model)
where
and u k ðtÞ ¼ F M;k ðtÞ: Here y kþ1 ðtÞ and y k ðtÞ denote the thickness of the material on two successive passes, M is the lumped mass of the roll-gap adjusting mechanism, k 1 is the stiffness of the adjustment mechanism springs and k 2 is the hardness of the material strip, and F M;k ðtÞ is the force developed by the motor.
Applying the backward Euler discretization method with sampling period T to (9.1) leads to the following state-space model which is a special case of that for discrete linear repetitive processes where 
!
In the general case on pass k; x kþ1 ðpÞ is the n Â 1 current pass state vector y k ðpÞ is the m Â 1 pass profile vector and u k ðpÞ is the l Â 1 current pass input vector.
To complete the process description it is necessary to specify the initial, or boundary, conditions, that is, the pass state initial vector sequence and the initial pass profile. Here these are taken to be of the form
where d kþ1 is an n Â 1 vector with constant entries and f ðpÞ is an m Â 1 vector whose entries are known functions of p.
Stability and Stabilization of Discrete Linear Repetitive Processes
The stability theory [17] for linear repetitive processes is based on an abstract model in a Banach space setting that includes a wide range of such processes as special cases, including those described by (9.2) and (9.3). In terms of their dynamics it is the pass-to-pass coupling (noting again their unique feature) which is critical. This is of the form y kþ1 ¼ L a y k ; where y k 2 E a (E a a Banach space with norm jj Á jj) and L a is a bounded linear operator mapping E a into itself. (In the case of processes described by (9.2) and (9.3), L a is a discrete linear systems convolution operator.) Asymptotic stability, i.e. bounded-input bounded-output (BIBO) stability over the fixed finite pass length a [ 0; requires the existence of finite real scalars M a [ 0 and k a 2 ð0; 1Þ such that jjL
where jj Á jj also denotes the induced operator norm. For the processes described by (9.2) and (9.3) it has been shown elsewhere (see, for example, Chap. 3 of Rogers et al. [17] ) that this property holds if, and only if, all eigenvalues of the matrix D 0 have modulus strictly less than unity-written here as rðD 0 Þ\1 where rðÁÞ denotes the spectral radius of its matrix argument.
Suppose that rðD 0 Þ\1 and the input sequence applied fu kþ1 g k converges strongly as k ! 1 (i.e. in the sense of the norm on the underlying function space) to u 1 . Then the strong limit y 1 :¼ lim k!1 y k is termed the limit profile corresponding to this input sequence and its dynamics are described by
ð9:4Þ where (again a strong limit)
In physical terms, this result states that under asymptotic stability the repetitive dynamics can, after a ''sufficiently large'' number of passes have elapsed, be replaced by those of a 1D discrete linear system. In particular, this property demands that the amplifying properties of the coupling between successive pass profiles are completely damped out after a sufficiently large number of passes have elapsed. This fact has clear implications in terms of the control of these processes-see [17] for a detailed treatment of this point.
The finite pass length means that the limit profile can have unacceptable along the pass dynamics and, in particular, be unstable in the 1D linear systems sense. A simple example here is the case when A ¼ À0:
Hence if jbj ! 1 the limit profile is unstable.
If we wish to avoid cases such as this example from arising, one route is to demand the BIBO stability property for any possible value of the pass length (mathematically this can be analyzed by letting a ! 1). This is the stability along the pass property which requires the existence of finite real scalars M 1 [ 0 and k 1 2 ð0; 1Þ that are independent of a and are such that jjL
Numerous sets of necessary and sufficient conditions for stability along the pass of (9.2) and (9.3) are known but here it is the following result which is the starting point. Theorem 1.1 [6] . A discrete linear repetitive process described by (9.2) and (9.3) is stable along the pass if there exist matrices W 1 1 0 and W 2 1 0 such that
where W ¼ diagfW 1 ; W 2 g 1 0; and
Even though this condition is sufficient but not necessary it forms a basis of control law design via a Lyapunov function interpretation. In particular, follow [14] is equivalent to (9.5 ). An extensively analyzed control law for processes described by (9.2) and (9.3) (see, for example, [14] ) has the following form over 0 p a À 1; k ! 0
where K 1 and K 2 are appropriately dimensioned matrices to be designed. In effect, this control law is composed of a weighted sum of current pass state feedback and feedforward of the previous pass profile. The LMI of (9.5) extends in a natural manner to the design of (9.10) for stability along the pass but here we will use the approach based on [2, 9, 15] and first adopted for repetitive processes in [6] . This will prove to be of particular use in the analysis of the case when there is uncertainty associated with the process state-space model. Theorem 1.2 Suppose that a control law of the form (9.10) is applied to a discrete linear repetitive process described by (9.2) and (9.3). Then the resulting process is stable along the pass if there exist matrices W ¼ diagfW 1 ; W 2 g; W 1 1 0; W 2 1 0; G; and
If this condition holds, stabilizing K 1 and K 2 in the control law (9.10) are given by
where matrices K and b B are given by
In implementation terms, this control law requires that all elements of the current pass state vector are available for measurement. If this is not true then an observer will required.
Remark 1
The LMIs here are very similar to those known from the literature (see, for example, [2, 9, 15] ) for 1D linear systems. This does not, of course, mean that repetitive processes can be analyzed by direct application of existing 1D linear systems theory, merely that in some cases recourse can be made to tools from this latter area. Even then, there are two major differences. The first of these is that the decision matrices must be block-diagonal where the diagonal entries are of dimensions n Â n and m Â m respectively (the first corresponds to the current pass state vector and the second the previous pass profile-see the form of the Lyapunov function). Secondly, even with no uncertainty, the Lyapunov based stability analysis for linear repetitive processes only gives a sufficient condition and hence there is always some conservativeness present.
Robust Stability and Stabilization of Discrete Linear
Repetitive Processes
In addition to Theorem 1.2 of the previous section, the design of control laws for discrete linear repetitive processes has been the subject of much research effortsee, for example, [5, 6, 7, 14] . Here, we continue the development of this general area by establishing new results related to the practical case where there is possibly large uncertainty associated with the process (state-space model) description. In particular, we consider the case when the model matrices b A and b B defined by (9.6) and (9.14) respectively are not precisely known, but belong to a convex bounded (polytope type) uncertain domain denoted here by D: This, in turn, means that any uncertain matrix can be written as a convex combination of the vertices of D as follows
where v denotes the number of vertices. Note also that the uncertainty here is variable in both independent directions of information propagation, i.e. along the pass (p direction) and pass-to-pass (k direction 
f i ðk; pÞdiagfW i1 ; W i2 g with P v i¼1 f i ðk; pÞ ¼ 1; f i ðk; pÞ ! 0; k ! 0; 0 p a À 1: We also require that n i ðk; p þ 1Þ ¼ n i ðk þ 1; pÞ ¼ f i ðk; pÞ and the matrix b A of (9.6) in this case becomes The following result (drawing on the work in [2] ) aims to minimize the conservativeness present from the use of a sufficient, but not necessary, stability condition. Theorem 1.4 A discrete linear repetitive process described by (9.2) and (9.3) with uncertainty defined by (9.15) is poly-quadratically stable if there exists blockdiagonal matrices S i 1 0; i ¼ 1; . . .; v; i:e: S i ¼ diagfS i1 ; S i2 g; and a matrix G such that
for all i; j ¼ 1; . . .; v:
Proof Assume that (9.23) is feasible for all i; j ¼ 1; . . .; v: Then
and, since G is full rank and S i 1 0;
or, equivalently,
Hence if (9.23) holds
or equivalently,
for all i; j ¼ 1; . . .; v: Further, for each i, multiply the corresponding inequalities for j ¼ 1; . . .; v by f j ðk; pÞ and sum over j to obtain which is equivalent to (9.21) and the proof is complete. h
Remark 3
Recall that the diagonal structure of S i in this last result arises directly from the stability theory for discrete linear repetitive processes. As noted previously, this leads to only sufficient conditions and hence some conservativeness can be present which is, however, lower than if the matrices G i were also taken as block-diagonal (these matrices only relate to the corresponding LMI construction).
With the control law (9.10) applied, (9.23) becomes
where K is defined in (9.14), and the following result now gives a sufficient condition for the existence of a poly-quadratically stabilizing control law of the form (9.10).
Theorem 1.5
Suppose that a control law of the form (9.10) is applied to a discrete linear repetitive process described by (9.2) and (9.3) with uncertainty defined by (9.15) . Then the resulting process is poly-quadratically stabilizable if there exist matrices S i 1 0; i ¼ 1; . . .; v; i:e: S i ¼ diagfS i1 ; S i2 g; G; and N (defined by (9.11)) such that where K was defined in (9.14).
Proof This result follows immediately from (9.26), on setting KG ¼ N. h
In the next section we consider parameter variable control laws in an attempt to reduce the level of conservativeness associated with the results so far.
A Parameter Variable Control Law
To enlarge the admissible uncertainty range for which stabilization is still possible (and hence reduce conservativeness), this section considers a parameter variable control law of the form over 0 p a À 1; k ! 0 where the designed matrix Kðnðk; pÞÞ contains uncertainty as defined in (9.15). In effect, this control law is composed of the weighted sum of current pass state feedback and feedforward of the previous pass profile and we have the following result (which can be interpreted as the generalization to the repetitive process case of a well known result [2] ). Theorem 1.6 A discrete linear repetitive process described by (9.2) and (9.3) with uncertainty structure of the form (9.15) is poly-quadratically stable, if there exist matrices S i 1 0; i:e: S i ¼ diagfS i1 ; S i2 g 1 0; and G i ; i ¼ 1; . . .v; such that
Proof Assume that (9.30) is feasible for all i; j ¼ 1; . . .; v: Then
and, since G i is full rank and S i 1 0
Hence if (9.30) holds
for all i; j ¼ 1; . . .; v: Further, for each i; multiply the corresponding inequalities for j ¼ 1; . . .; v by f j ðk; pÞ and sum over j to obtain
and multiplying the resulting inequalities by n i ðk; pÞ for i ¼ 1; . . .; v; and summing over i gives which is equivalent to (9.21) and the proof is complete. h
Applying the control law (9.29) to (9.30) gives
where the matrix K i ; i ¼ 1; . . .; v; is given by
The following result now gives a condition sufficient for the existence of a polyquadratically stabilizing control law of the form (9.29) together with a design algorithm. Theorem 1.7 Suppose that a control law of the form (9.29) is applied to a discrete linear repetitive process described by (9.2) with uncertainty of the form (9.15). Then the resulting process is poly-quadratically stable if there exist block-diagonal matrices S i 1 0; i:e: S i ¼ diagfS i1 ; S i2 g 1 0; G i ; and
for all i; j ¼ 1; . . .; v: If these conditions hold, the vertex matrices K i1 and K i2 in the stabilizing control law of (9.29) are given by
where K i is defined in (9.34).
Proof This follows immediately from (9.33) on setting K i G i ¼ N i . h Theorem 1.7 and (9.29) provides the setting for the construction of the control law considered to stabilize the process with much wider uncertainty, or variability domains, than alternatives. However, the final control law is still not available at this stage as only the vertex values of the required matrices are known. To complete the task, we need to know the exact parameters n i ðk; pÞ; k ! 0; 0 p a À 1, and i ¼ 1; . . .; v; which can be recovered from the process dynamics by using the Matlab function ''fmincon'' (or any equivalent algorithm) to solve the following problem:
Determine n i ðk; pÞ 2 R þ ; i ¼ 1; . . .; v such that where V i denotes the convex domain vertices and Pðk; pÞ the process state-space model matrix which is assumed to lie in the polytope constructed from them. (This construction will be explained in detail for the material rolling example considered in the next section). Given n i ðk; pÞ; k ! 0; 0 p a À 1; i ¼ 1; . . .; v; and the vertex matrices of the control law (9.29) from (9.37), we can complete the design using The parameters k 1 ; k 2 vary with k and p and, since they are different on each pass, we denote them by k 1 ðk; pÞ and k 2 ðk; pÞ; respectively. Also they are assumed to lie in the fixed intervals given by (9.41) as shown in Fig. 9.2 . Theorem 1.7 in this case can provide a variety of possible control laws but it is very difficult to select the one which will also satisfy the performance specifications. To overcome this problem, we use the following corollary of Theorem 1.7. Corollary 1.8 Suppose that a control law of the form (9.29) is applied to a discrete linear repetitive process described by (9.2) and (9.3) with uncertainty of the form (9.15). Then the resulting process is poly-quadratically stable if there exist block-diagonal matrices S i ; i:e: S i ¼ diagfS i1 ; S i2 g 1 0; and matrices G i and N i ; i ¼ 1; . . .; v; (where N i is defined in (9.35)), such that the following convex optimization problem has a solution Now we are in a position to develop the procedure by which the variable control law matrices for a given k and point p are derived. Consider the matrix of (9.39) for given T; M; k 1 ðk; pÞ and k 2 ðk; pÞ; where Aðk; pÞ; . . .; D 0 ðk; pÞ denote the system matrices A; . . .; D 0 computed for T ¼ t; M ¼ m, and variable parameters k 1 ¼ k 1 ðk; pÞ and k 2 ¼ k 2 ðk; pÞ from (9.1)-(9.2) at given k; p. Having obtained Pðk; pÞ for k; p we can now recover from (9.38) (by using an algorithm based on the Matlab function ''fmincon'') the underling parameters n i ðk; pÞ; k ! 0; 0 p a À 1; and i ¼ 1; . . .; v: Then, since the matrix vertices at ðk; pÞ are known, it is a simple task to calculate the variable control law matrices at ðk; pÞ using (9.40). Next, we go to p þ 1 if p\a À 1 with k unchanged or if p ¼ a À 1 we go to k þ 1 and set p ¼ 0; and so on.
Without control action, the process here is unstable along the pass. Suppose also that the task is to reduce the thickness of the workpiece by one unit in the case when a ¼ 25: Then, since the process dynamics are assumed to be linear, we can take the boundary conditions to be x kþ1 ðpÞ ¼ 0; k ! 0; and y 0 ðpÞ ¼ 1; 0 p 24. Hence as k increases the sequence of pass profiles should approach zero. This is confirmed by the plot of Fig. 9 .3a and there are two other major issues which need to be considered. These are the transient behavior in both p and k and the magnitude of the control input signal respectively. If the transient performance is not acceptable, the only option is to return and attempt to tune the design. For the second, Fig. 9 .3b shows the control input sequence required to apply the control law in this case. If this is unacceptable, then further development is required and again this is left as a subject for further work-the result here shows that the control action is bounded and hence baseline acceptable. Finally, note that the control action energy required (maximum absolute value of the control signal) is much lower than that arising when Corollary 1.8 is not applied. Now, however, more passes must be completed before the control objectives are met.
Conclusions
This chapter has focused on the control of discrete linear repetitive processes in the presence of uncertainty in the state-space model used for control law design. A review of previous results in this area leads to the conclusion that the design of practically relevant control laws is possible, but the uncertainty model which has been used to obtain such results may be restrictive in the sense that there is little margin for tuning the control law matrices to obtain stability plus desired performance. The main objective in the work reported in this chapter is to develop control laws which vary in both the pass number and along the pass variables. This has been achieved by allowing the control law matrices to vary with both the pass number and the along the pass variable. The result is an algorithm for basic selection of the control law matrices without destroying the static nature of the control law.
(a) (b) Fig. 9 .3 a The process pass profile sequence for the controlled process; b the control input sequence
