ABSTRACT Millimeter wave (mmWave) multiple-input-multiple-output (MIMO) systems will almost certainly use hybrid precoding to realize beamforming with few numbers of RF chains to reduce energy consumption, but require low complexity technique to improve spectral efficiency. While energy-efficient hybrid analog/digital precoders and combiners designs can subdue the high pathloss inherent in mmWave channels, they assume the use of infinite-(or high-) resolution phase shifters to realize the analog precoder and combiner pair which results in high hardware cost and power consumption. One promising solution is to employ the use of low-resolution phase shifters. In this paper, we first diverse the exploration of multiple candidates of array response vectors, to propose low-complexity hybrid precoder and combiner (LcHPC) design via stage-determined matching pursuit (SdMP) namely, LcHPC-SdMP for pursuing better achievable rate for mmWave MIMO systems. We initially decouple the joint optimization over hybrid precoders and combiners into two separate sparse recovery problems. Specifically, LcHPC-SdMP algorithm revises the identification step of orthogonal matching pursuit (OMP) to the selection of multiple ''correct'' column indices of the matrix of array response vectors, per iteration. Then adds a pruning step −after satisfying a sparsity level condition, to iteratively refine the sparse solution which aids in further accelerating the algorithm, by requiring fewer iterations. We then propose an algorithm which iteratively designs low-resolution (two-bit) hybrid analog-digital precoder and combiner (LrHPC), for pursuing efficiency while maximizing spectral efficiency. Simulation results demonstrate that the proposed LcHPC-SdMP algorithm performs very close to its full-digital precoding and achieves better spectral efficiency over state-of-the-art algorithms with a substantially reduced number of iteration than the recently proposed schemes. In addition, simulation results also reveal that the achievable rate of the proposed LrHPC algorithm is higher than those of the existing algorithms under consideration.
I. INTRODUCTION
Communications over millimeter wave (mmWave) bands (30 − 300 GHz) has been considered a promising technology
The associate editor coordinating the review of this manuscript and approving it for publication was Min Li. for fifth-generation (5G) wireless communication systems [1] - [4] , due to its abundant frequency spectrum resource. However, mmWave frequencies suffer from higher path-loss and sparse multipath scattering compared to traditional sub-6 GHz frequencies [1] , [5] - [9] . Therefore, the use VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ of large antenna arrays for mmWave multiple-input-multipleoutput (MIMO) systems are usually employed to provide the beamforming gain required to overcome the severe pathloss [10] , [11] . Moreover, leveraging large-scale antennas transceivers, which can be pack in small-form-factor may enable precoding multiple data streams [2] , [5] , [6] , [12] . When used appropriately, precoding can substantially improve the spectrum efficiency further and allow mmWave MIMO systems to approach capacity [5] , [6] , [13] . Despite the possibility of MIMO in the traditional cellular frequency band (i.e., 2 − 3 GHz) −which fully realizes precoding in the digital domain for interference cancelation between multiple data streams [5] , [6] , they require a dedicated power-hungry radio frequency (RF) chain (approximately 250 mW for each RF chain [14] ) per antenna [5] , [6] , [10] , [15] , [16] .
As the RF chains 1 are known to be hardware expensive and power-hungry [5] , [8] , [9] , [17] , full digital domain implementation of MIMO systems may not be viable for practical mmWave systems. To overcome this drawback, hybrid precoding architectures, which uses a few numbers of RF chains to connect a high-dimensional analog RF precoder and a low-dimensional digital baseband precoder has attracted considerable attention in the literature [2] , [18] - [22] . While the analog precoder is often realized using phase shifters 2 in the RF domain [5] , [17] , [23] , which can only adjust the signal phase, they impose constant modulus constraints on the elements of the analog precoder. Therefore, the resolutions of phase-shifter based analog precoder in the RF domain is critical for the design of efficient mmWave MIMO systems. Besides, owing to the large-scale antenna array deployed in mmWave MIMO systems, hybrid precoding may require large matrix operations which still constitutes a research challenge for low-complexity design.
A. BACKGROUND AND PRIOR WORK
Based on different signal mapping approaches from RF chains to antennas [2] , [6] , [10] , [17] , [22] , hybrid precoding transceiver architectures for mmWave MIMO systems can be grouped into fully-connected and partially-connected structures. However, the partially-connected structure is limited by reduced beamforming gain owing to antenna array segmentation [6] , [10] , [22] , and system drawback of the fully-connected hybrid precoding structure is the highly complex and power-hungry RF signal distribution network [22] , [24] . In [25] , the notion of hybrid precoding has been introduced initially as soft antenna selection for general MIMO systems. In [5] , the notion is re-established for mmWave 1 An RF chain includes analog-to-digital converters (ADCs), digital-toanalog converters (DACs), mixers, a local oscillator (LO), filter, low noise amplifier (LNA), intermediate frequency amplifier (IFA), as well as baseband processing, etc. 2 The conventional variable voltage amplifier is a power-hungry device and hence, impractical to use to realize the high dimensional analog precoder−in the RF domain. Instead, low-cost phase shifters are used for the realization−though at the cost of sacrificing the ability to adjust the magnitude of the RF signals.
MIMO systems. Specifically, the hybrid analog/digital precoding problem for mmWave MIMO systems was reformulated in [5] as a sparse reconstruction problem and solved via an orthogonal matching pursuit (OMP) algorithm. The main limitation of OMP is that it suffers a slow convergence rate as the algorithm selects one column index of array response vectors per iteration. For a K -sparse hybrid precoding matrix reconstruction (if it has at most K non-zero row entries in a proper basis), OMP always needs K iterations (without pruning the residue estimation) to reconstruct the hybrid analog/digital precoders and combiners. Thus, attention has shifted to reduce the computational complexity of OMP based analog/digital hybrid precoders and combiners designs. In [16] , a parallel-index-selection matrix inversion-bypass simultaneous OMP (PIS-MIB-SOMP) algorithm, is proposed for mmWave MIMO systems. In [20] , a generalized OMP (gOMP) based order-recursive least squares (ORLS) (i.e., gOMP-ORLS) is proposed to balance between both computational complexity and spectral efficiency. While the PIS-MIB-SOMP and gOMP-ORLS algorithms focus on the modification of the identification step of OMP to the selection of multiple correlated indices of the matrix of array response vectors, they both do not have a backtracking mechanism to refine the hybrid precoding/combining approximation recursively. Hence, this leads to the increased probability of estimating incorrect support indices and thus results in spectral efficiency performance degradation in the mmWave MIMO system. The works of [6] , [26] - [28] devise hybrid precoding algorithm using manifold optimization with matrix decomposition and alternative minimization, respectively, to optimize the achievable rate of the mmWave MIMO system. Moreover, the works of [5] , [6] , [26] - [28] searches for the analog RF and digital baseband precoding matrices that is sufficiently close to the right singular matrix, obtained after singular value decomposition (SVD) of the channel matrix using the fully-connected structure.
More recently, attention has shifted to provide energyefficient hybrid precoders and combiners for fully-connected and partially-connected structures in mmWave MIMO systems [6] , [10] , [29] . In [6] and [29] , manifold optimization based energy-efficient hybrid precoding algorithms equipped with fully-connected and partially-connected structures connecting phase-shifting network, are proposed for mmWave systems and compared in terms of their spectraland energy-efficiency gains. In [4] , a hybridly connected structure for hybrid analog/digital precoding is propose for mmWave MIMO systems to pursue energy efficiency compared to existing fully-connected and partially-connected structures. While those comparison results demonstrate that the partially-connected structure results in energy-efficient design compared to the fully-connected structure under certain RF chain conditions, they underperform in terms of spectral efficiency.
However, the existing aforementioned works propose hybrid precoding solutions while assuming the use of infinite-(or high-) resolution phase shifters to realize analog precoders and combiners [12] . It is well known that the power consumption and hardware cost of infinite-(or high-) resolution phase shifters exponentially increase with the number of quantization bits [9] , [12] , [30] - [33] . Thus, infinite-(or high-) resolution phase shifters will result in high power consumption and hardware cost in practical MIMO systems, which makes low-resolution phase shifters more attractive −while tolerating a reduced performance loss [12] , [34] , [35] . For instance, a 30 − 300 GHz 4-bit, 22.5 • phase resolution phase shifter requires 45−106 mW, while a 30−300 GHz 3-bit, 45 • phase resolution phase shifter requires 15 mW. Hence, substituting the infinite-(or high-) resolution (7 − 8 bits) phase shifters with low-resolution (1 − 2 bits) phase shifters (where one switch requires 5 mW at mmWave frequencies), have been recently proposed to reduce hardware cost and minimize power consumption [12] , [30] , [31] .
Recent works have focused on the use of mixed-ADC architecture for massive MIMO systems [8] , [32] , [35] , [36] , where some antennas connect to low-resolution ADC/DAC and the rest of the antennas connect to high-resolution ADC/DAC, as a technique to achieve better energy-rate trade-off compared to the ideal infinite (or high-) resolution and low-resolution ADC architecture. Hence, aiming at increasing the achievable rate of the ideal low-resolution ADC architecture. In particular, the mutual information of mixed-ADC system has been introduced in [8] , [32] , [35] and [36] which reveals that the mixed-ADC architecture can approach the unquantized system. While the achievable rate of the mixed-ADC/DAC architecture can approach the ideal high-resolution (unquantized) ADC/DAC architecture by only 2 − 3 bits of ADC/DAC resolutions [32] , the method still leads to an increased probability of hardware cost and power consumption 3 by the use of some high-resolution ADCs/DACs in the mixed-ADC architecture compared to the ideal low-resolution ADC/DAC. To significantly reduce the hardware cost and power consumption of RF circuits, hybrid analog/digital precoders and combiners realized using the ideal low-resolution phase-shifter network have been proposed for single-user large-scale mmWave MIMO systems [10] , [34] and uplink multiuser massive MIMO systems [9] . However, the use of the ideal low-resolution phase shifters to realize the analog precoder and combiner do not allow mmWave systems to approach their unconstrained performance limits and thus, poses a significant practical challenge. Moreover, the investigation of the consequence of more than one-bit resolution (e.g., 2-3 bits) phase shifters on mmWave MIMO systems is still limited [9] . In [34] , a low-resolution hybrid analog/digital precoding design via OMP is proposed for mmWave MIMO systems with large antenna arrays. Hence, [34] requires K iterations of OMP, which makes the complexity (average reconstruction time) a function of the precoding matrix sparsity level, K . On the premise of these observations, potential hybrid analog/digital precoders and combiners designs that can effectively minimize the performance gap to the optimal (fully digital) unconstrained precoder −owing to low-resolution phase shifters using more than one bit, remains an active area of research, especially for the mmWave channel [35] .
B. CONTRIBUTIONS
This paper aims to propose low-complexity hybrid precoding and combining, and hybrid precoder and combiner design with low-resolution phase shifters for mmWave MIMO systems. The major contributions of this paper can be summarized as follows.
• We revisit the OMP [38] algorithm as a special case of stage-determined matching pursuit (SdMP) [39] algorithm, to propose low-complexity hybrid precoding and combining (LcHPC) design based on SdMP (i.e., LcHPC-SdMP) for pursuing better achievable rate with low computational complexity for mmWave MIMO systems. This paper takes a different approach to reduce the hardware complexity of OMP, predominantly on the identification step in the fact that multiple ''correct'' column indices of the matrix of array response vectors are selected per iteration to pursue reduced complexity hybrid precoding and combining design. The algorithm then incorporate a backtracking mechanism, called punning at a later iteration, which iteratively refines the sparse solution and aids in further accelerating the algorithm, by requiring fewer iterations. Simulation results firmly establish the effectiveness of our proposed method for mmWave MIMO systems, which can significantly reduce hybrid precoding and combining complexity by requiring fewer iterations and can enable mmWave MIMO systems to approach their unconstrained performance limits.
• To address the challenging problem encountered with power-hungry infinite-(or high-) resolution phase shifters usually assumed for analog precoders and combiners designs for mmWave MIMO systems, we present an efficient low resolution (two-bit) hybrid analog/digital precoder and combiner design, that can improve the achievable rate for the considered system. Simulation results show our low-resolution hybrid precoding and combining algorithm can significantly improve the achievable rate of mmWave MIMO systems compared to existing low-resolution hybrid precoding and combining designs.
C. OUTLINE
The remainder of this paper is organised as follows. Section II first introduces the compressed sensing fundamentals and then describes the system model considered in this work and then presents the problem formulation. Signal and channel models for a single-user mmWave MIMO system are therein, introduced. Section III specifies the proposed low-complexity SdMP-based hybrid precoding and combining algorithm for pursuing better achievable rate for mmWave MIMO systems.
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We present a low-resolution (two-bit) optimal hybrid precoding and combining algorithm in Section IV. Simulation results are given in Section IV. Finally, conclusions are drawn in Section V.
D. NOTATIONS
Throughout this paper, boldface lower and boldface upper case letters denote vectors and matrices, respectively. We use boldface lowercase (x) and uppercase (X) letters to denote vectors and matrices, respectively. For a given matrix X, X −1 , X † , X T and X H represent its inverse, pseudo inverse, transpose and Hermitian transpose, respectively. x 0 , x 1 and x 2 denote the l 0 -norm, l 1 -norm and l 2 -norm of x, respectively. Moreover, the notation tr(·), log 2 (·) and E[·] represent the trace, binary logarithm, and expectation operations, respectively. · F denotes Frobenius norm of a matrix and det(·) is the determinant. The N × N identity and diagonal matrices are denoted, respectively, by I N and diag(·). 
II. COMPRESSED SENSING FUNDAMENTALS, SYSTEM MODEL AND PROBLEM FORMULATION
In this section, we first briefly review compressed sensing (CS) fundamentals and then introduce the signal and channel models of the considered mmWave MIMO system. Finally, we formulate the hybrid precoding problem. For further details on CS, readers are referred to reference [38] - [45] .
A. CS FUNDAMENTALS
Generally, CS has two key advantages, it minimizes mean square error (MSE) and enables the reconstruction of sparse or compressible signals with far fewer samples than those required by Nyquist theorem [38] , [39] , [45] . The essential ingredients of CS to be linked together are: (1) the signal to be reconstructed needs to have a sparse representation, and (2) the reconstruction process. For completeness, we consider a classic greedy algorithm referred to as OMP.
1) SPARSITY
Consider a noisy measurement vector of length M acquired through
where x ∈ R N denotes the unknown signal which is sparse or compressible in an orthogonal basis ∈ R N ×N = (ψ 1 , ψ 2 , . . . , ψ N ), with ψ n ∈ R N [39] , ∈ C M ×N denotes the sensing matrix, and v ∈ R M denotes the noise term. From (1), we have assumed that we can expand the vector signal x in an orthonormal basis as
where α ∈ R N has only K non-zero coefficients with
We have written supp(α) to denote the set of indices of the non-zero coefficients of vector α = (α 1 , . . . , α N ) T . We define A ∈ C M ×N = , the measurement matrix. Combining (1) and (2), one obtains y = α + v = Aα + v, resulting in an ill-posed, underdetermined problem, since M < N [38] , [45] . The l 0 -norm measure only calculates the K non-zero coefficients in α i.e., α 0 = #{α n = 0, n = 1, 2, . . . , N } [43] . Thus,
Basically, CS asserts that x can be reconstructed with high probability from y = Aα + v by solving the above-mentioned under-determined linear problem. As is generally known, the restricted isometry property (RIP) is sufficient to imply recovery of the K -sparse signal x, but not necessary [45] , [49] , [50] . Alternatively, we can compute the mutual coherence of matrix A to verify RIP. However, to find the sparsest (or l 0 -norm) solution of under-determined systems is in general NP-hard [38] , [50] , [51] . Replacing the l 0 with an l 1 -norm give rise to the Basis Pursuit Denoising algorithm [45] , but has disadvantages in computational cost. Alternatively, we can solve the l 0 -norm minimization problem by repeatedly finding local minima in terms of the l 2 -norm, to arrive at a global minimum. One such algorithm is the OMP. The interested reader is referred to [38] - [45] and references therein for more details on CS.
2) OMP ALGORITHM FOR SIGNAL RECOVERY
The OMP algorithm introduced in [38] , remains one of the most intriguing greedy pursuits algorithms, wherein at each iteration, only one index of the matrix A which is maximally correlated with the current residual is selected (see line 3). Algorithm 1 gives the pseudocode of the OMP [38] algorithm. In line 4, it adds the selected index to the list of support columns. Then OMP uses pseudoinverse, with the help of the appended support set to solve the least squares (LS) problem in line 5. Finally, the algorithm updates the signal residual in line 6. Notice that the algorithm does not contain a pruning step to refine the initially chosen estimate for the subspace. That is, if an incorrect index is appended to the support set in a particular iteration, it remains in all subsequent iterations, probably deteriorating the performance of OMP. Moreover, given a K -sparse signal, OMP requires exactly K iterations to reconstruct the signal. There have been few studies on the modification of the OMP [39] , [45] , [50] , [51] , particularly on the identification stage, to improve the computational efficiency (i.e., by reducing the number of iterations) and recovery performance.
B. SIGNAL MODEL
We consider the single-user mmWave MIMO system shown in Fig 1, where N 
e jϑ i,j , where (·) l,l denotes the lth diagonal element of a matrix and (·) i,j denotes elements at the ith row jth column of a matrix. Here, the phase
where B is the number of bits of resolution of phase shifters (i.e., used in controlling the phase), and = 2π 2 B denotes the quantization step size for a uniform quantizer due to the implementation-related constraints of variable phase shifters. While the analog RF precoder F RF is implemented using phase shifters, it is only possible to adjust the phases of the signals. Consequently, the nonzero entries in F RF should satisfy the so-called unit-modulus constraints, that is |(F RF ) i,j | = 1, ∀(F RF ) i,j = 0, where (F RF ) i,j is the elements at the mth row -nth column of matrix F RF and | · | is the modulus of a complex number. We denote the feasible set of the analog RF precoder −the steering vector feasible set as:
Notably, more bits B in the phased array results in finer phase shifter resolution (i.e., a higher analog RF precoding/combining resolution), but at the cost of increased power consumption and complexity. Furthermore, to meet the total transmit power constraint, we further normalized the digital baseband precoder F BB , to satisfy F RF F BB J k = arg max(|g k |){identify largest magnitude element} 4 :
, and ρ is the average received signal power. 5 Subsequently, the analog and digital combiners W BB W RF is applied to the received signal at the receiver. That is, the receiver first applies the analog RF combiner W RF ∈ C N r ×N RF r implemented by phase shifters and then down-converts the received signals to the baseband domain via N RF r RF chains. Then uses the digital baseband combiner W BB ∈ C N RF r ×N s to process the received signal. While the analog RF combiner W RF is implemented using phase shifters, it is also only possible to adjust only the phases of the signals. Hence, the nonzero entries in W RF should satisfy the so-called unit-modulus constraints, that is
is the elements at the mth row -nth column of matrix W RF . Consequently, the received signal at the mmWave MIMO receiver after decoding processing is expressed as
Similarly, we denote the feasible set of the analog RF combiner −the steering vector feasible set as: (W RF ) i,j ∈ W =:
In this paper, we assume perfect instantaneous knowledge of the channel state information (CSI), H for the mmWave MIMO system at both transmitter and receiver. In practice, efficient and highly accurate CSI can be obtained at the receiver by channel estimation (CE) using training sequences [39] - [45] and subsequently shared with the transmitter with effective feedback methods [5] , [6] . We first consider low complexity overall hybrid precoding and combining method for mmWave MIMO systems. Subsequently, motivated by the works of [32] , [35] , [36] which considered low-resolution analog-to-digital converters (ADCs) and digital-to-analog converters (DACs) for multipair massive MIMO relaying systems to realize low cost and power consumption hardware, we turn to the application of low-resolution phase shifters for hybrid analog/digital precoding and combining designs for mmWave MIMO systems. Subsequently, motivated by the works of [32] , [35] , [36] which considered low-resolution analog-to-digital converters (ADCs) and digital-to-analog converters (DACs) to realize low cost and power consumption hardware for multipair massive MIMO relaying systems, we turn to the application of low-resolution phase shifters for hybrid analog/digital precoding and combining designs for mmWave MIMO systems.
The achievable spectral efficiency, R of the mmWave MIMO channel when the transmit symbols follow a Gaussian distribution can be formulated 6 as
where
Fundamentally, the approach to jointly optimize the hybrid analog RF and digital baseband precoders (F RF , F BB ) and the hybrid analog RF and digital baseband combiners (W RF , W BB ) design is by directly maximizing (4). Here, F RF and W RF are the low-resolution analog precoder and combiner, respectively, to be designed. In practical mmWave MIMO systems, decoding processing the non-convex constraints on F RF and W RF is intractable. On this ground, we revisit the problem of hybrid transceiver design for mmWave MIMO systems in Section II-E. Fig. 1(b) illustrate the fully-connected and partially-connected hybrid precoding structures in mmWave MIMO systems, respectively. The signal mapping strategies from RF chains to antennas determines the required number of phase shifters used. In both cases, the receiver has N r antennas but only uses N s ≤ N RF r ≤ N r RF chains to synthesize parallel multi-stream processing.
C. FULLY-CONNECTED AND PARTIALLY-CONNECTED HYBRID PRECODING STRUCTURES IN mmWave MIMO SYSTEMS

Fig. 1(a) and
1) FULLY-CONNECTED HYBRID PRECODING STRUCTURE
This structure experiences full beamforming gain per transceiver as it exploits all the degrees of freedom to realize the mapping (i.e., it maps every RF chain to all available antennas) via a network of phase shifters as depicted in Fig. 1(a) . For this reason, the implementation of a fully connected structure for mmWave MIMO systems requires analog processing networks of N t N RF t and N r N RF r phase shifters at the transmitter and the receiver, respectively. 6 Note that (
2) PARTIALLY-CONNECTED HYBRID PRECODING STRUCTURE
Different from the fully-connected structure, the partiallyconnected structure connects each RF chain only to one sub-array with N t /N RF t and N r /N RF r antennas at the transmitter and the receiver, respectively, as depicted in Fig. 1(b) . We have written · for the integer ceiling function. Owing to this type of structure, the analog RF precoder F RF ∈ C N t ×N RF t in this configuration has a block-diagonal structure comprising of N RF t analog weighting vectors
of the form
t is a vector of unit modulus elements. Similarly, the analog RF combiner W RF , takes a similar block-diagonal structure, such that
r is a vector of unit modulus elements. Therefore, the partially connected only require N t and N r numbers of phase shifters at the transmitter and receiver analog RF processing networks, respectively and hence works as an energy efficient solution for hybrid precoding.
D. CHANNEL MODEL
We adopt the narrowband clustered channel model based on the extended Saleh-Valenzuela model for accurately characterizing the mathematical structure present in mmWave propagation channels. This model describes the mmWave channel as
Here, the propagation through the channel, H becomes the contributions of N cl scattering clusters, each of which includes N ray rays/propagation paths. In (6), β = N t N r /N cl N ray denotes the normalization factor which ensures that the standard channel power normalization 7 in MIMO system models hold, φ r il (θ r il ) and φ t il (θ t il ) denote the azimuth (elevation) angles of arrival and departure (AoAs/AoDs), respectively. The parameter α il denotes the complex gain associated with the l-th propagation path in the i-th scattering cluster. We assume that α il ∼ CN (0, σ 2 α,i ) for i ∈ [1, N cl ] and l ∈ [1, N ray ] are independent and identically distributed (i.i.d.) random variables following the complex Gaussian distribution, and that 
where λ denotes the signal wavelength and d denotes the distance between antenna elements. Moreover, if an N element uniform planner array (UPA) in the xy-plane is assumed with Q 1 and Q 2 elements on the x and y axes, respectively, and satisfies N = Q 1 Q 2 , the array response vector can be formulated as
where 0 ≤ x ≤ (Q 1 − 1) and 0 ≤ y ≤ (Q 2 − 1).
E. PROBLEM FORMULATION
The aim of jointly designing the hybrid precoders and combiners matrices (F RF , F BB , W RF , W BB ) is to maximize the spectral efficiency. Thus, this gives rise to the following joint optimization problem:
where F t and W r are the feasible set of analog precoder at the transmitter and combiner at the receiver, respectively, influenced by unit modulus constraints. [5] , [6] , [10] , [18] , [20] , [46] . Recent literature on the design of hybrid processing schemes [5] , [6] , [10] , [18] , [20] , [46] reveals that separated hybrid precoders F RF F BB and hybrid combiners W RF W BB designs for (9) leads to satisfactory results without requiring prohibitively large numbers of iterative processes. In this paper, we initially decouple the joint optimization over hybrid precoders (F RF F BB ) and combiners (W RF W BB ) in (9) into two separate optimization problems i.e., the hybrid precoding and combining problems to maximize the mutual information delivered with Gaussian signaling over the mmWave channel. By exploiting the sparse nature of mmWave channels, we derive low-complexity hybrid analog/digital precoding and combining solution in Section III. Subsequently, to address the challenging problem encountered with power-hungry infinite-(or high-) resolution phase shifters, we turn to design low-resolution hybrid analog/digital precoders and combiners with binary ''two-bit'' resolution phase shifters in Section IV.
We now formulate the hybrid precoding and combining optimization problem that maximizes the mutual information of (F RF F BB ) and (W RF W BB ) in the following.
1) TRANSMITTER DESIGN
The corresponding hybrid precoding optimization problem in (9) , aims at maximizing spectral efficiency at the transmitter is summarized as
in which
Notice that in (10), we have used the mutual information to characterize the achievable spectral efficiency of F RF F BB . Alternatively, instead of maximizing I(F RF , F BB ) in (10), we move forward to minimize F opt − F RF F BB F , since the optimal hybrid precoders, (F opt RF , F opt BB ) is typically the squared chordal (projection F-norm) distance between F opt and F RF F BB on the Grassmann manifold arising from a Euclidean embedding. This consequently leads to the following hybrid analog/digital precoding optimization problem:
Here, minimizing (11) generally results in maximizing the spectral efficiency for mmWave MIMO systems. Moreover, in (11), the optimal (fully-digital) unconstrained precoder 10 F opt is constructed with the first N s columns of V ∈ C N t ×rank(H) and U ∈ C N r ×rank(H) , respectively, which are unitary matrices obtained by computing the (ordered) singular value decomposition (SVD) of the channel matrix H i.e., H = U V H . Here, ∈ C rank(H)×rank(H) is a diagonal matrix of singular values arranged in descending order of magnitude. It is worth noting that, the optimal unconstrained precoder is of the form F opt = (v 1 , . . . , v N s ) . Furthermore, in (11), if F t =F t for the fully connected structure and F t = F * t for the partially connected one, then the set of matrices F RF with unit modulus entries (F RF ) i,j is defined as
We can easily check that the feasible set F t in (11a) has a nonconvex nature. Therefore, directly optimizing (11) is very non-trivial owing to the usual difficulties with local solutions resulting from the constant amplitude constraint on
In what follows, we will reformulate (11) by further restricting the domain of F t to the set of array response vectors a t (φ t il , θ t il ), ∀ i, l and solving
We notice that (12) 10 It is worth noting that the channel optimal unconstrained precoder F opt , cannot be realized in practical mmWave MIMO systems. In this case, F opt , cannot, therefore, be expressed as F RF F BB with F RF ∈ F t . In order words, the optimal (F RF , F BB ) denoted as (F opt RF , F opt BB ), which is considered ''close'' to F opt needs to be determined by an algorithm. On this ground, we revisit the problem of designing hybrid analog/digital precoder and combiner for practical mmWave MIMO systems in Section III 
having that ) is an N r × N cl N ray matrix of array response vectors. Similarly, we have used A r andẂ BB as auxiliary variables to obtain W RF and W BB , respectively. In the following section, we focus on developing hybrid precoding and combining algorithms to maximize the spectral efficiency of mmWave MIMO systems with low complexity and resolution, by solving problems (13) and (17) . In Section V, the hybrid analog/digital precoding and combining design for the fully-connected and partially-connected structure is investigated. Moreover, motivated by [25] under the metric of Frobenius norm in mmWave MIMO systems for the fully-connected structure, the hybrid analog/digital precoder and combiner designs can be model exactly as zero as demonstrated in [47] if the condition
On that account, we will focus on N s ≤ N RF < 2N s RF chain regime and provide numerical results for the fully connected structure and a case for the partially-connected structure used as a benchmark.
III. PROPOSED LOW COMPLEXITY HYBRID PRECODER AND COMBINER DESIGN
One approach to solving optimization problems like (13) and (17) is to adapt standard compressed sensing (CS) [39] - [44] , [48] - [51] . In this section, we revisit the OMP algorithm for the specific case of stage-determined matching pursuit (SdMP) [39] algorithm, to propose low-complexity SdMP-based hybrid precoding and combining solution for pursuing better achievable rate for mmWave MIMO systems. The evaluation of computational complexity is further presented to illustrate the advantage of the proposed method over current solutions.
A. LOW-COMPLEXITY SDMP-BASED OPTIMAL HYBRID PRECODING ALGORITHM
The pseudocode for the low-complexity hybrid precoding and combining (LcHPC) based Stage-determined Matching Pursuit (LcHPC-SdMP) algorithm, is shown as Algorithm 2. The input to the algorithm consists of the optimal unconstrained precoder F opt , the matrix of array response vectors A t = a t (φ t 1,1 ), . . . , a t (φ t N cl N ray ,N cl N ray ) ∈ C N t ×N cl N ray and the spar-
(which states that F BB has at most N RF t non-zero rows). The proposed algorithm applies the following two stages iteratively until convergence: (i) first stage non-pruning, and (ii) second stage pruning, to manage a N RF t element support sets for the remainder of the iteration. The two stages can briefly be described as follows.
1) FIRST STAGE NON-PRUNING TO EXPAND THE ESTIMATED SUPPORT SET
Specifically, towards speeding up the execution time and reducing the complexity of the algorithm, we first form a proxy of the residual from the current samples = A H t F res . 
F opt {baseband precoding approximation by LS } 10: 
F opt {baseband precoding approximation by LS} 14 :
F opt {baseband precoding approximation by LS using k support set} 16: F RF {use k to find the N RF t best corresponding analog precoder F RF } 17: 
In (18), (a) follows from
and (c) follows from P ⊥ k = 1 − P k . As an important step in the algorithm, a criterion for stage switching is examined in every k-th iteration after appending the identified indices to the list of support set. Specifically, in every k-th iteration of the algorithm, after appending the identified column indices of a t (φ t il , θ t il ) ∀ i, l to the list of the support set i.e., k = k−1 ∪ s k , a criterion for stage switching is examined. It is worth noting that, if | k | ≤ N RF t holds false, the algorithm continues as a non-pruning algorithm. Then solves the problem of LS, i.e., F BB k = F † RF k F opt and then updates the residual 
where (a) follows from
and (c) follows from P ⊥ k = 1−P k . This operations are performed until the l 2 -norm of the residual falls below a pre-specified threshold i.e., r k 2 ≤ .
Notice that the residual, F k res of the proposed LcHPC-SdMP algorithm is orthogonal to the columns of F RF k , since
where (a) follows from the symmetry of P ⊥ k i.e., P ⊥ k = (P ⊥ k ) H ) and (b) is as a result of
We remark that in the k-th iteration, the column indices of the matrix of array response vectors, a t (φ t il , θ t il ) ∀ i, l in k cannot be re-selected in the succeeding iterations and the support set cardinality of k becomes N RF t + S. This is due to stage pruning as it keeps the best N RF t selected column indices of the matrix of array response vectors of the previous iteration and adds S new columns in the current iteration. Hence, given the matrix of array response vectors
. . , N cl N ray } be the column indices of matrix A t and let T = {i | i ∈ , F BB i = 0} be the true support set of F BB . Hence, when the LcHPC-SdMP algorithm terminates, the final support set s may possibly contain indices of column vectors a t (φ t il , θ t il ) ∀ i, l, for i ∈ [1, N cl ] and l ∈ [1, N ray ] not in T . It is noteworthy that, even in this case, the baseband precoder is still accurately recovered aŝ
where (a) follows from the fact that F BB s −T = 0.
B. DISCUSSIONS ON COMPUTATIONAL COMPLEXITY
In this section, we evaluate the complexity of our proposed LcHPC-SdMP algorithm. In the matrix of array response vec- 
However, since the algorithm selects S best indices per iteration, then k and k−1 are extensively overlapped. We can further reduce the cost by recycling and updating the QR factorization of k−1 in conjunction with the modified Gram-Schmidt scheme to arrive at 4S 2 kN t +N t (−2S 2 (4S 2 kN t ) , where k < S < N t . 3) Pruning: The pruning is similar to the identification step in terms of complexity. The estimated coefficients are revised in decreasing order of magnitude and the algorithm selects the first N RF t at a cost of O(N RF t log N RF t ). 4) Residual update: The multiplication of F RF k with the N RF t -sparse vector F BB k dominates the complexity of this step, with a complexity with matrix multiplication of 2Sk − 1 i.e., O(2Sk). To sum up, the total complexity of the proposed algorithm is O(N cl N ray N t N s + 4S 2 kN t + N RF t log N RF t + 2Sk), where k < S < N t . Since there are in total k many iterations, VOLUME 7, 2019 we can discursively deduce the superiority of our proposed algorithm as one that requires fewer iterations than OMP and thus a better total computational complexity. Besides, since the hybrid analog/digital combiner has a comparable design approach to the precoders, they possess similar complexity. Hence, compared with the hybrid precoding algorithm via orthogonal matching pursuit in [5] which has a computational complexity higher than O(N 2 t ) −due to the searching process of orthogonal basis, our hybrid precoding algorithm can significantly reduce the computational complexity. Therefore, the overall complexity of our proposed algorithm can show advantages in complexity for mmWave MIMO systems.
IV. PROPOSED LOW RESOLUTION HYBRID PRECODER AND COMBINER DESIGN
In the previous section, we proposed a new LcHPC-SdMP algorithm for maximizing the achievable spectral efficiency of mmWave MIMO systems, using any B-bit resolution phase shifters to implement high-resolution analog precoder and combiner pair. In this section, to achieve significant hardware efficiency, we focus on hybrid analog/digital precoder and combiner design with low-resolution (two-bit) phase shifter for mmWave MIMO systems, to reduce power consumption and simplify hardware complexity. The computational complexity of the proposed algorithm is also evaluated.
A. LOW-RESOLUTION (TWO-BIT) OPTIMAL HYBRID PRECODING ALGORITHM
For the existing hybrid precoding design in mmWave MIMO systems, as shown in Fig. 2 , all the nonzero elements of the analog precoder F RF is implemented with phase shifters. Fig. 2(a) depicts the high-resolution phase shifters (i.e., 7-8 bits), usually employed to improve the achievablerate performance of mmWave MIMO systems. Fig. 2(b) depicts the low-resolution phase shifters (i.e., 1-2 bits), which can be implemented with switches to reduce the energy consumption of mmWave MIMO systems.
To design hybrid precoding and combiners for mmWave MIMO systems, we first formulate the low-resolution (twobit) hybrid analog/digital precoding and combining optimization sub-problems as
and 
where, F opt = V(:, 1 : N s ) and W opt = U(:, 1 : N s ) in (23) and (24), respectively are the optimum unconstrained precoder and combiner derived from the SVD of the channel matrix H i.e., H = U V H . Due to the use of low-resolution phase shifters, results in limited selections for the entries of analog precoder and combiner in the RF domain, i.e., where
. . , ω n PS−1 }. Here, ω = exp(j2π/n PS ) and n PS = 2 b = 4 denotes the number of realizable phase shifters with values {±1, ±j} for a two-bits (i.e. b = 2, where b is the number of bits of resolution of analog RF phase shifters) resolution analog phase shifter. To realize low cost and power consumption hardware for mmWave MIMO systems, we develop low-resolution hybrid analog/digital precoders F Specifically, we propose an iterative sequential algorithm that designs the low-resolution (two-bits) hybrid analog/digital precoder and combiner (LrHPC) pair for mmWave MIMO systems, for pursuing efficiency while maximizing spectral efficiency. The pseudocode for the low-resolution (two-bit) hybrid analog/digital precoding and combining algorithm is presented as Algorithm 3. In the following, we describe the hybrid precoding algorithm that designs the hybrid analog/digital precoders F RF F BB according to (23) as an instance, while the hybrid analog/digital combiners W RF W BB according to (24) follows similar method. Let F res = F opt (W res = W opt for the combiner) be the residual at the start of this iteration. The algorithm takes as input the optimal unconstrained precoder F opt (or combiner W opt ) and then initializes the residual matrix F res by F opt . Recall that F opt (W opt ) is formed via the first N s right (left) singular vectors of the mmWave MIMO channel matrix, H. In each iteration of LrHPC, column index corresponding to the maximal norm of F res is chosen as a new element s at Step 2. We define a new function (·) :
Step (4),f res (i) = exp(j f res (i) ) is obtained, which maps each complex element of f res (i) to the closest exp(jψ i ) value, where ψ i ∈ {− π 2 , 0, π 2 , π} denotes the phase of f res (i). Here, the operator (·) extract the angles from the argument's complex elements. Subsequently, at Step 5, the extended analog precoder F RF at the l-th iteration becomes F RF = [f res ,f res ]. Since the quality of an approximation is better the closer the residual is to zero then we shall approximate F res (:, s) by f res − η (f res ) ≈ 0, where s denotes the identified array response vector column index. That is, we want to approximately realize the residual F res (: , s) = f res − η exp(j f res ) ≈ 0 by constantly looking for a suitable η value of some dominant vector signal which lives on the still unfound column s along which the ''residual precoding matrix'' F res has the maximal norm. It is worth noting that in Step 9, approximating the optimal unconstrained precoders is equivalent to obtaining for the set of mapped signal pointsf res (q)/ M f res (q) (with modulus |f res (l)|, distributed over a 90 • sector angle, i.e., (0 • , 90 • )), a proper center, . After choosing all dominant array response vectors at Step 21, the LS solution toF BB = F † RF F opt is calculated at Step 25. Finally, to satisfy the power constraint in (23d), we normalize the baseband precoderF BB by a factor of
Step 27. Similarly, the baseband combiner,Ŵ BB after being determined is also normalized by a factor of 1 Ŵ RF F BB (:,b) F as illustrated at Step 32. Notice that at Step 32, the hybrid digital combiner has no total power constraint enforced similar to (23d). Finally, after N RF t iterations, the optimal hybrid analog/digital precoders and combiners matrices F 
T = find |f res | ≥ λ ,f res = f res (T ), M f res = exp(j f res )(T ), 8: for q = 1 ≤ length(f res ) do 9: sum = sum +f res (q)/ M f res (q) 10: end for
11:
= sum/length(P) F res (:, s) = f res − η exp(j f res ){update the residual} 18: for z ≤ Z do 19 
V. NUMERICAL RESULTS AND DISCUSSION
In this section, we present results of numerical experiments performed to evaluate and compare the spectral efficiency and convergence performance of our proposed algorithms over existing algorithms. The entire experiments were performed using MATLAB v9.6 (Release 2019a) on a PC Workstation equipped with Intel Core i5 − 4460 CPU at 3.20GHz with 4GB installed memory (RAM).
A. SIMULATION SET-UP
The performance of our proposed hybrid analog/digital precoding and combining algorithms examine through numerical simulation with the following parameters. We model the narrowband clustered channel (6) as a N cl = 8 cluster environment with N ray = 10 rays per cluster assuming that all clusters are of equal transmit power satisfying the normal-
For spatial multiplexing, independent data streams are sent from N t antenna elements at the transmitter and received from N r antenna elements at the receiver. Here, both transmit and receiver antennas are equipped with square planar array elements separated by a half wavelength distance. The mean AoA and AoD azimuth angles (φ i ) and elevation angles (θ i ) of each cluster follow the Laplacian distribution with uniformly distributed mean angles over [0, 2π ) and angular spread of 7.5 • . For the sake of fairness, we enforce the same total power constraint on all algorithms under comparisons with the signal-to-noise ratio (SNR) defined as SNR = ρσ −2 v and all simulation results averaged over 6500 independent channel realizations. Table 1 11 compares the required numbers of RF chains, phase shifters, power amplifiers (PAs) and the number of sub-arrays for the fully and partially connected structures in the consid- 11 In this comparison, we have taken N RF t = N RF r = N RF and assumed fixed values for both N s and N t . ered mmWave MIMO system. In the following, we evaluate the performance of our two proposed schemes.
B. SPECTRAL EFFICIENCY EVALUATION
This section evaluates spectral efficiency performance achieved by our proposed designs over existing methods for the mmWave MIMO for different system settings. We present three numerical experiments that compare and demonstrate the effectiveness of our proposed hybrid analog/digital precoders and combiners designs. In the first experiment, let us start by studying in Fig. 3 , hybrid analog/digital precoding and combining in a mmWave MIMO system for the fully-connected and partially connected structures of the critical case when N RF t = N RF r = N s . That is, when the number of RF chains available at both the transmitter and the receiver, and the multiple independent data streams N s to be multiplexed, are all equal. Specifically, Fig. 3 plots the spectral efficiency versus SNR achieved by different hybrid analog/digital precoding and combining algorithms in a N t × N r = 256 × 64 mmWave MIMO system, where N RF t = N RF r = N s = 3. In this experiment, we evaluate the spectral efficiency of the low-complexity hybrid precoding and combining (LcHPC) algorithm based on stage-determined matching pursuit (SdMP) (i.e., LcHPCSdMP) proposed in Section III 12 for the case of both the 12 While the proposed algorithm in Section III assumes the infinite resolution phase shifters (it can also handle any B-bit resolution phase shifters). Notably, hybrid analog/digital precoding and combining with infinite-resolution phase shifters can improve the achievable rate of mmWave MIMO systems but with increased hardware cost and power consumption making the low-resolution phase shifters preferable.
infinite resolution (i.e., B = ∞) and two-bit (i.e., B = 2) resolution phase shifters. Moreover, the spectral efficiency of the low-resolution (two-bit) hybrid analog/digital precoding and combining (LrHPC) algorithm (B = 2) proposed in Section IV, is also evaluated in the same simulation environment. For comparison purposes of fully-connected structure, we also plot the spectral efficiency of two high resolution (B = ∞) and two low-resolution (B = 2) stateof-the-art hybrid analog/digital precoding and combining designs:
The sparse precoding and combining algorithm in [5] with infinite resolution phase shifters (B = ∞), the low-complexity phase extraction alternating minimization (PE-AltMin) algorithm in [6] with infinite resolution phase shifters (B = ∞), the low-resolution iterative phase matching algorithm in [12] defined here as LrIPM with (B = 2) resolution phase shifters, and the quantized hybrid precoding design via OMP (QHP-OMP) proposed in [34] with (B = 2) resolution phase shifters. For benchmarking purposes, we plot the optimal (fully-digital) unconstrained precoding and combining and the analog beam steering for the fully-connected structure; and the hybrid beamforming (hybrid BF) algorithm [22] (B = ∞) for the partially-connected structure. From Fig. 3 , for the fully connected structure, we can observe that the proposed LcHPC-SdMP algorithm with high-resolution (i.e., B = ∞) phase shifters outperform the existing algorithms and the traditional analog beam steering in the low-and high-SNR regime. For example, at SNR = 0dB for the fully-connected structure, the PE-AltMin [6] algorithm (B = ∞), the sparse precoding and combining algorithm [5] (B = ∞) and the proposed LcHPC-SdMP algorithm (B = ∞) can realize approximately (28.25bits/s/Hz)/(29.53bits/s/Hz) × 100 = 95.67%, (27.41bits/s/Hz)/(29.53bits/s/Hz) × 100 = 92.82% and (28.75bits/s/Hz)/(29.53bits/s/Hz) × 100 = 97.36%, respectively, of the spectral efficiency achieved by the optimal unconstrained (fully-digital) precoder and combiner. As for performance reference, we have also used the hybrid BF algorithm [22] , with B = ∞ for the partially-connected structure and it is observed to outperform the traditional analog beam steering. However, since the partially-connected structure does not exploit all the degrees of freedom to perform the mapping (i.e., each RF chain connects only to a subset of antennas), the hybrid BF [22] algorithm with partially-connected structure performs worse than the other algorithms with fully-connected structures.
Meanwhile, Fig. 3 also verifies the near-optimal performance of our proposed low-resolution (two-bit) hybrid analog/digital precoding and combining (LrHPC) algorithm (i.e., B = 2), as it can realize approximately (20.11bits/s/Hz)/(29.53bits/s/Hz)×100 = 68.1% (at SNR = 0dB) of the spectral efficiency achieved by the optimal unconstrained (fully-digital) precoder and combiner for the fully connected structure. Moreover, the proposed LcHPC-SdMP (B = 2) algorithm, the LrIPM (B = 2) [12] algorithm and the QHP-OMP (B = 2) [34] algorithm can only realize approximately (19.81bits/s/Hz)/(29.53bits/s/Hz) × 100 = 67.1%, (17.5bits/s/Hz)/(29.53bits/s/Hz) × 100 = 59.26% and (18.9bits/s/Hz)/(29.53bits/s/Hz) × 100 = 64% respectively, of the spectral efficiency achieved by the optimal unconstrained (fully-digital) precoder and combiner for the fully connected structure.
In the second experiment, we examine the influence of the number of RF chains with
We show in Fig. 4 and Fig. 5 the spectral efficiency versus N RF achieved by different methods for fully-connected structure in a N t × N r = 256 × 64 mmWave MIMO system assuming N s = 3 and N s = 2 data stream are transmitted, respectively. Here, we set SNR = 0 dB. N s = 3 the sparse precoding and combining algorithm [5] (B = ∞) and the proposed LcHPC-SdMP algorithm (B = ∞) can notably realize the optimal spectral efficiency delivered by the optimal unconstrained (fully-digital) precoder and combiner which, nonetheless, cannot be achieved by the analog beam steering and the PE-AltMin [6] algorithm (B = ∞). However, the achievable rate of the proposed LcHPC-SdMP algorithm (B = ∞) is better than that of the sparse precoding and combining algorithm [5] (B = ∞). This is because unlike the sparse precoding and combining algorithm [5] which preserves an incorrect support index added in a certain iteration−in all subsequent iterations, the proposed LcHPC-SdMP algorithm can utilize a pruning step, among several other properties to eliminate one or more of the indices having the least energy from the identified support set. We notice that the achievable rate achieved by all algorithms while assuming a transmission data stream of N s = 3 as depicted in Fig. 4 , are superior than their counterpart in Fig. 5 under N s = 2. Thus, an increased number of data streams generally improves the achievable rate for mmWave MIMO systems, due to multiplexing gain. In Fig. 4 and Fig. 5 , we observe that our proposed LcHPC-SdMP and LrHPC algorithms outperform other state-of-the-art approaches and can achieve near-optimal performance in comparison to the optimal unconstrained (fully-digital) precoder. Contrarily, the PE-AltMin [6] algorithm (B = ∞) works poorly when N RF = 2N s . In the third experiment, we show in Fig. 6 , the spectral efficiency versus N s achieved by different methods in a N t × N r = 256 × 64 mmWave MIMO system, where N RF t = N RF r = N RF = 7 and SNR = 0dB. As can be observed from the comparison in Fig. 6 , the achievable spectral efficiency of all algorithms significantly improves with an increasing number of data streams, due to the multiplexing gain. Meanwhile, Fig. 6 demonstrates that the proposed LcHPC-SdMP algorithm (B = ∞) can achieve near-optimal performance in comparison to the optimal unconstrained (fully-digital) hybrid precoders and combiners than the existing algorithms which utilize high-resolution phase shifters. We see from As expected, the hybrid analog/digital precoding algorithms with low-resolution (two-bit) phase shifters gained the lowest achievable rate. This is mainly due to the impact of phase quantization error induced by the low-resolution analog precoder and combiner pair. Moreover, the two of our proposed algorithms namely, the LrHPC with two-bit resolution phase shifters and LcHPC-SdMP with two-bit resolution phase shifters, can achieve superior performance than LrIPM [12] (B = 2) and QHP-OMP [34] (B = 2) algorithms.
C. CONVERGENCE EVALUATION
In this paper, we have discussed the complexity of the two proposed algorithms namely, LcHPC-SdMP and LrHPC in Section III-B and Section IV-B, respectively, based on the number of multiplications of several matrix operations. Subsequently, in order to analyze the complexity of the proposed algorithms, we study the convergence of the algorithms.
To illustrate the convergence of our proposed algorithms, we show the spectral efficiency versus number of iterations in Fig. 7 achieved by different approaches in a N t × N r = 256 × 64 mmWave MIMO system, where N RF t = N RF r = N s = 3 and SNR = 0dB. We observe that our proposed LcHPC-SdMP algorithm with B ∈ [∞, 2] resolution phase shifters can achieve satisfactory spectral efficiency performance even with only one iteration and achieves rapid convergence within two iterations than the other design approaches, which is a highly favorable property. This is mainly due to the fact that the LcHPC-SdMP algorithm exploits the array geometry in a way that permits us to reduce the search complexity by 1) selecting multiple ''correct'' column indices of array response vectors per iteration; and 2) the inclusion of a pruning step in a later iteration stage that eliminates incorrectly selected indices of array response vectors, which also keeps the size of the support set as N RF . Hence, this improves the performance and convergence of the algorithm needing fewer iterations and thus, low complexity as discussed in Section III-B. However, the proposed LrHPC algorithm requires a fair number of iterations somewhat similar to that of the sparse precoding and combining algorithm [5] (B = 2) and QHP-OMP [34] (B = 2) algorithm but with better achievable rate.
VI. CONCLUSION
In this paper, we considered the problem of hybrid analog/digital precoder and combiner design for mmWave MIMO systems. First, we address the hybrid analog/digital precoding and combining problem as a sparse reconstruction problem by exploiting the sparse scattering nature of mmWave channels. We then diverse the exploration of multiple candidates of array response vectors, to propose low-complexity hybrid precoding and combining (LcHPC) algorithm based on stage-determined matching pursuit (SdMP) (i.e., LcHPC-SdMP) for pursuing better achievable rate for mmWave MIMO systems. Contrarily to OMP based algorithm which permanently added to the index set, the LcHPC-SdMP algorithm (besides the selection of multiple columns) handles this problem by stage pruning, which eliminates one or more indices possessing the least energy from the identified support set. We show through performance analysis that the proposed LcHPC-SdMP algorithm can significantly improve the achievable rate without incurring significant complexity compared to state-of-the-art algorithms, for existing fully and partially connected structures. To ensure satisfactory energy-efficiency, we have further considered the problem of low-resolution hybrid analog/digital precoder and combiner design for mmWave MIMO systems. We then proposed a low-resolution (two-bit) hybrid analog/digital precoding and combining (LrHPC) algorithm, for pursuing efficiency in maximizing the achievable rate with low power consumption for mmWave MIMO systems. Numerical simulations show that, compared with state-ofthe-art algorithms, for existing fully and partially connected structures, the achievable rate of the proposed LrHPC algorithm is remarkably improved, particularly for the two-bit resolution phase shifters settings.
