Abstract. In a previous paper we argued that the damping of obliquely propagating kinetic Alfv en waves, chie y by resonant mechanisms, was a likely explanation for the formation of the dissipation range for interplanetary magnetic eld uctuations. This suggestion was based largely on observations of the dissipation range at 1 AU as recorded by the Wind spacecraft. We pursue this suggestion here with both a general examination of the damping of obliquely propagating kinetic Alfv en waves and an additional examination of the observations. We explore the damping rates of kinetic Alfv en waves under a wide range of interplanetary conditions using numerical solutions of the linearized Maxwell-Vlasov equations and demonstrate that these waves display the nearly isotropic dissipation properties inferred from the previous paper. Using these solutions, we present a simple model to predict the onset of the dissipation range and compare these predictions to the observations. In the process we demonstrate that electron Landau damping plays a signi cant role in the damping of interplanetary magnetic eld uctuations which leads to signi cant heating of the thermal electrons.
INTRODUCTION
While it is now widely accepted that the interplanetary medium behaves to some degree as a turbulent magneto uid Coleman, 1968] , little has been learned about the ultimate fate of the turbulent energy. Whether or not signi cant spectral transfer of the magnetic and velocity uctuation energy is present Matthaeus et al., 1998 ] and regardless of how much of the uctuation energy is produced in situ within the interplanetary medium Zank et al., 1996] , there is now ample evidence that kinetic processes are dissipating the energy at the smallest uid scales Behannon, 1975; Denskat et al., 1983; Smith et al., 1990; Goldstein et al., 1994] . Leamon et al. 1998a ] (hereafter Paper 1) recently examined an ensemble of 33 quasi-stationary, 1-hour samples of high-resolution Wind observations from 1 AU and attempted to characterize the dissipation range spectra contained within the intervals. We found that dissipation range onset is consistently associated with spacecraft-frame frequencies comparable to, but greater than, the proton cyclotron frequency. Dissipation range spectral indices varied from ?2:34 to ?4:23 and averaged ?3:01.
Helios Denskat et al., 1983] and Mariner observations Smith et al., 1990 ] inside 1 AU suggest that the dissipation range may fall more steeply in this region while Voyager observations Smith et al., 1990 ] from beyond 1 AU suggest the dissipation range may be a more shallow function of frequency beyond the Earth's orbit. However, these are only preliminary results and many more data intervals must be examined before this can be said conclusively. In all cases reported so far, it appears that the association of the dissipation range with frequencies comparable to the cyclotron frequency holds.
An additional conclusion of Paper 1 was that the onset of the dissipation range could not be predicted using simple resonant theories for parallelpropagating Alfv en waves. Schwartz et al. 1981 ] also concluded that the dissipation of solar-generated (i.e., parallel-propagating), noninteracting Alfv en waves is insu cient to overcome adiabatic cooling of the (perpendicular component) of the solar wind. Both papers strongly suggest that wave vectors at oblique angles to the mean eld play an important role in the formation of the dissipation range, although in the case of Schwartz et al., these waves are induced by ion beam driven instabilities.
The object of this paper is to test if the existence and subsequent damping of kinetic Alfv en waves can match the required properties of these inferred oblique waves. In section 2 we describe our data set used and present an example power spectrum of interplanetary magnetic eld (IMF) uctuations at 1 AU. A graph showing the relationship between the Larmor radius and the wavenumber at which dissipation sets in seems to suggest that a more isotropic dissipation mechanism is needed in addition to cyclotron resonant damping. In section 3 we investigate numerically the dispersion, dissipation and polarization properties of kinetic Alfv en waves, the e ects of cyclotron-resonant and Landau damping, and how the e ects of the two damping mechanisms change with changing ambient plasma parameters. Section 4 tests how well the observed IMF power spectra can be explained by damping of kinetic Alfv en waves. We construct a three-dimensional (3-D) spectrum E(k) that is consistent with the observations, although not unique. From this 3-D spectrum we also calculate the heating rate due to damping of kinetic Alfv en waves, and compare it to the additional required heating due to the nonadiabatic temperature pro le of the solar wind. We also compare the dissipation heating rate to the observed inertial-range turbulent cascade rate. Finally, in section 5 we compare the observed spectral break frequency to a prediction based on the damping of kinetic Alfv en waves for the Wind data intervals previously studied by us, and in section 6 we summarize our ndings and the limitations of the underlying assumptions.
OBSERVATIONS
In this paper we will again make use of the database of dissipation range spectra developed and analyzed in Paper 1. The 1-hour intervals of highresolution magnetic eld data from the Wind Magnetic Field Investigation (MFI) instrument Lepping et al., 1995] used in that study were chosen to be quasi-stationary and possessing well-de ned power law energy spectra. A rst-order di erence lter was employed to remove linear trends from the data and a postdarkening lter corrected the resulting spectrum Chen, 1989 ]. The previous analysis showed that the dissipation range is characterized by highly transverse magnetic uctuations with transverse or oblique wavevectors that form a large fraction of the total energy. Attempts to predict dissipation range onset using simple, parallel-propagating wave theory failed. Obliquely propagating kinetic Alfv en waves were discussed as one possible explanation for the observations. Figure 1 is an example of the power spectrum of IMF uctuations at 1 AU discussed in Paper 1. At 0.24 Hz, the spectrum \breaks" from a ?1:67 power law inertial range to a ?2:91 dissipation range. We call this frequency the spectral break frequency bf . We contend that the steepened spectrum marks the onset of dissipation. The spacecraft spintone can be seen at 0.33 Hz along with at least six harmonics. The attening of the spectrum at the highest frequencies is due to an undetermined noise source on the spacecraft. (See Paper 1 for a more detailed discussion of this problem.)
We use 83 such 1-hour intervals of Wind data in this paper; the 33 intervals of quiet solar wind data used in Paper 1, and 50 hours from January 9{11, 1997, containing a large coronal mass ejection (CME) and imbedded magnetic cloud Leamon et al., 1998b] . These 83 events cover a wide range in all solar wind parameters (B, p , V SW , BV ) and bf . Observations in the quiet solar wind dataset used by Paper 1 are shown as triangles, and those from the January 1997 CME (see Leamon et al. 1998b ] for more details) are represented by circles. ure 1 is fairly typical of 1 AU observations and the ambient plasma parameters of the period are also typical for 1 AU. Figure 2 shows two representations of the relationship between the Larmor radius for thermal protons R L and the dissipation wavenumber k diss 2 bf =V SW . Dissipation sets in when k ?1 scales are of the order of the proton Larmor radius, without regard for BV . A slab geometry would introduce an extra factor of cos BV into the dependence of k diss on R L , which is manifestly absent in Figure 2 . The fact that the particular choice of a slab geometry fails to organize the observations was previously demonstrated by Leamon et al. 1998a, Figure 7] . Figure 2 seems to suggest that there is always a uctuation that projects onto V SW as R L to mark the onset of dissipation: the uctuations are more than just an ensemble of parallel-propagating (\slab") Alfv en waves. What is needed, according to Figure 2 , is a more nearly isotropic dissipation mechanism that is associated, at least in part, with cyclotron resonance.
For low-frequency magnetic eld uctuations, cyclotron-resonant dissipation is most e ective when the wave vector forms a small angle with the mean magnetic eld. Landau damping, either by ions or electrons, favors oblique wave vectors and in the remainder of this paper we will demonstrate that it provides the necessary damping of waves at large propagation angles. In the process we will argue that a signi cant fraction of the dissipated magnetic energy (about half) is used to heat the ambient thermal electrons; the remainder heats the ions. This paper is concerned only with the dissipation mechanisms; the rate at which energy is transferred through the inertial range and supplied to the heating mechanisms and the geometry of the spectrum are both beyond the scope of this e ort, except in so far as a couple of simple comparisons that can be made at the end of the paper. So as not to bias this analysis we will assume an isotropic spectrum of known energy level and allow future e orts to re ne this assumption when considering speci c models for the spectrum and spectral transfer of energy.
KINETIC ALFV EN WAVES
The kinetic Alfv en wave (KAW) can be viewed as a coupling of the ion-acoustic mode and the Alfv en wave see, e.g., Hasegawa, 1976; Lysak and Lotko, 1995; Hollweg, 1999] . It was introduced by Hasegawa by including nite Larmor radius e ects in the MHD equations. It also undergoes both electron and ion Landau damping through its coupling to the electrostatic mode Hasegawa and Uberoi, 1982] . It produces compressive (parallel) magnetic eld uctuations and has a parallel electric eld component. Unlike the magnetosonic mode considered by Barnes 1966] , the kinetic Alfv en wave experiences Landau damping only at scales comparable to the ion Larmor radius.
Kinetic Alfv en waves have been implicated in a wide variety of geophysical processes from the ionosphere to the solar corona for an exhaustive list, see Hollweg, 1999] . There are a number of reasons why kinetic Alfv en waves provide an interesting model for our problem of solar wind IMF uctuations: for instance at low wavenumbers, they are mostly trans- As discussed in section 5 of Paper 1, of the three low-frequency, obliquely propagating wave modes, both the fast magnetosonic wave and the slow-mode wave are heavily damped in a high-plasma, regardless of wavelength. Observations of the presence of a spectral break, therefore, makes it highly unlikely that these two wave modes can provide an adequate explanation of the observed data. It is a critical assumption that we make in the rest of this paper that all magnetic uctuation energy is contained in KAWs.
Throughout this paper we will be using KAW 
Equations (1) Figure 3 shows the dispersion relations we compute for waves propagating at various angles to the mean magnetic eld and for the speci c value of = 0:5. From the wave frequency (top) panel, we can see that dispersion is fairly independent of propagation direction until kB > 60 , due to the cos kB dependence of kinetic Alfv en waves. The parallelpropagating wave has the greatest decay rate (bottom). However, the decay rate for oblique propagation is of comparable magnitude until large oblique angles ( kB > 60 ). This \quasi-isotropic" dissipation is in agreement with the implications of Figure 2 .
Our codes calculate the dispersion relation via the contributions of electrons and protons to the dispersion tensor D. We calculate the ratios of the uctuating electric eld components E of the wave via the relation D(k; !) E(k; !) = 0 e.g., Gary, 1993] , and then B, via Maxwell's equations. Figure 4 shows the ratio of these uctuating B components, along with the dispersion relation.
We terminate each calculation in Figure 4 when =! = ?0:5; at this point the wave is critically damped, and beyond this, the wave can no longer be viewed as propagating.
From r B = 0 we have B x = B z = ? cot (we assume that the wave propagates in the x{z plane), which is a constant for a given propagation direction.
At low values of k, j B y = B z j is large, demonstrating the transverse nature of the KAW; as k increases, the KAW becomes more compressive, and this ratio decreases towards unity. Rather than showing ratios of the components of E, we show in Figure 4 the quantity jk Ej=jk Ej, which may be viewed as a proxy to the ratio of Landau to cyclotron damping.
We see that jk Ej=jk Ej increases for increasingly o -axis propagation directions. The n = 0 contribution can be either resonant or nonresonant in nature, depending upon the underlying particle and eld parameters.
Landau damping and transit-time damping are two distinct physical processes; Landau damping is due to the interaction of the particles with the wave electric elds, and is mainly electrostatic, whereas tranist-time damping is due to the interaction of the particles with the parallel magnetic eld B z (the compressible perturbation) and is electromagnetic in nature. In general, it is extremely difcult to separate the contributions from various damping processes (since both the n = 0 and 1 terms contribute signi cantly to the dispersive properties of the KAW). However, Figure 4 does indicate that B z B y for all angles at low-to-moderate wavenumber, which suggests that transit-time magnetic damping might not be as important as other damping processes in this parameter regime. (The magnetosonic wave is, by its more compressive nature, therefore, much more susceptible to transittime damping than the KAW; however, as mentioned at the start of section 3, the magnetosonic wave damps too quickly to be capable of an adequate explanation of the observed data.) We can isolate the electron and ion contributions to Landau damping by lowering e to very small values; whatever damping is left is due to the protons. We cannot, however, separate and quantify the two contributions of the two ion damping mechanisms. Using solutions such as those shown in Figure 3 , we can compute contours of constant = p for a range of . Figure 5 shows the changes in the contour = p = ?3 10 ?3 with changing e . For negligible e (solid trace), as we move further o -axis we need to go to higher k to nd the the same damping rate, as we would expect for cyclotron damping. FIGURE 5. Contours of constant = P as a function of increasing e. All three contours have p = 0:5, the solid curve is e = 10 ?6 (so as to virtually remove electron effects from the contour), the dot-dashed curve is e = 0:5, and the long-dashed curve is e = 2:5. Electron e ects have very little e ect when e = 0:01; such a contour is indistinguishable from the solid curve.
The minimum value of k actually occurs at 15 , where the two damping mechanisms combine; we can infer from the very shallow nature of the minimum that the cyclotron contribution is greater than that of Landau damping but that some Landau damping occurs. A 4-order of magnitude increase of e from 10 ?6 to 10 ?2 produces no clear change in , so we conclude that the Landau damping observed in these cases are due to ion Landau damping. As e increases further, electron Landau damping increases. Damping is strongest at 15 {30 , where ion cyclotron damping also contributes, but continues to large angles.
The other feature to note in Figure 5 is that as show that ion-cyclotron resonance dominates dissipation for small angles, but electron-Landau damping dominates above the cusp. We can attempt to attribute the origins of the various features of All three contours have p = 0:5; from the outside in, the values of e for the three contours are 10 ?6 , 0.5, and 2.5.
The \spikes" seen in the innermost contour at intermediate angles are real; we attribute them to cyclotron e ects (n = 2, 3, 4), and the rest of the contour is dominated by electron-Landau damping.
rst order, as increases, so does jk Ej=jk Ej;
Landau damping becomes more important. This suggests that the cusp in Figures 5 and 6 is due to the combined e ects of cyclotron and Landau resonance that are both e cient when kB 15 .
Note also, in Figure 7 , that for small values of k in the range kB = 15 {30 there is a local increase in jk Ej=jk Ej that persists for all values of e .
We might infer from this a localized enhancement of ion Landau damping, but we cannot verify this, for reasons explained in the following paragraph.
Notice that for almost all points in k space, jk Ej=jk Ej decreases with increasing e . This is somewhat counterintuitive, as we would expect the electron damping strength (all due to Landau resonance) to increase with increasing e . This e ect is especially pronounced in the two \wells" at 75 in Figure 7c ( e = 2:5). We may be able to explain this behavior as follows: as e increases (relative to xed p ) the enhanced damping a ects the dispersion relation !(k), as suggested by (2) Considering To conclude this section we show in Figure 8 contours of = p for a range of , and in Figure 9 contours of =!. that is convected at varying values of kB , the variability of the lower contours will lead to changes in the dissipation range onset frequency in what may be a fairly complex manner. Prediction of that onset in the measured reduced spectrum is therefore sensitive on both and kB . We shall show in the section 5 that the onset prediction also depends on BV . Note that in both Figures 8 and 9 , the contours at low kB change very little with increasing . The contours of higher =! are noticeably more independent of kB over the whole range of in Figure 9, i.e., more isotropic than the contours of = p . At the same time, a much higher degree of variability is seen in the lower contours. We argue in the next section that the onset of the dissipation range is determined by these lower, highly variable contours for surprisingly small values of =!.
SYNTHESIZED 3-D SPECTRUM
The purpose of the present section is to test how well the observed properties of IMF uctuation power spectra can be explained by the damping of kinetic Alfv en waves. We have, as a result of the previous two sections, (i) a collection of observed reduced power spectra F(f) exempli ed by Figure 1; and (ii) linear solutions of the KAW stability. On the basis of these solutions, we shall construct a sample to F(f). In this way we obtain a 3-D spectrum that is consistent with the observations, but not unique.
Assumptions
We aim to reproduce the spectrum shown in Fig The values of k (90 ) and k (89:5 ) are set equal to k (89 ). Our codes cannot determine a dispersion relation for = 90 (indeed, a propagating wave per se does not exist). We can see from the at nature of the contours at large angles in Figure 9 that this is a reasonable approximation to make. Since waves cannot propagate at = 90 , our model cannot address rigorously 2-D uctuations, but may be able to damp nearly, but not perfectly, perpendicular to hBi. We do obtain propagating solutions for as high as 89 .
We acknowledge the ad hoc nature of the assumption that k ( ) is de ned by the contour =! = constant. To the extent that hydrodynamic turbulence theory predicts the onset of a dissipation range spectrum when dissipation becomes competitive with the cascade of energy from larger spatial scales Batchelor, 1953] , we are ignoring half of the problem by predetermining the onset of the dissipation range spectrum according to dissipation dynamics alone.
There are several reasons that partially justify our assumption: First, the linear decay rates, , computed in the previous section increase more rapidly after the initial onset of dissipation than the k 2 form of hydrodynamics. In hydrodynamics, dissipation responds to increases in the energy cascade rate by moving the onset of the dissipation range spectrum to larger k until the balance between energy cascade and dissipation is reestablished. Such a response in this system is unlikely to result in a signi cant shift in k diss due to the rapidly increasing functional form of .
Second, Kraichnan 1965] postulates that the timescale governing the cascade of energy in the MHD inertial range is 1=kV A = 1=!. If we balance dissipation timescales against cascade timescales, =! = becomes a natural measure for the increased importance of dissipation. It is not the only measure, but it is one. Admittedly, most of the inertial range spectra in our set of observations are more nearly comparable to the k ?5=3 prediction of Kolmogoro 1941 ] than the k ?3=2 prediction of Kraichnan. Even so, we feel this lends some support to our assumption to scale the dissipation rate at the onset of dissipation with Kraichnan's prediction for the timescale governing spectral transfer, especially as the cascade in the Kolmogoro picture depends on energy at low k, that are poorly determined, if at all, by our 1-hour samples of the solar wind.
Last, we note that the comparisons of the latter half of this paper are intended only to illustrate the likely role of kinetic Alfv en waves in the evolution of the dissipation spectrum. We acknowledge the extreme complexity of building a turbulence model that accounts for anisotropic spectral transfer, the dissipation of 2-D uctuations and the dependence of both upon ambient plasma parameters. We o er this simple analysis as a reasonable beginning.
Reduction to Frequency Spectrum
Having constructed our synthetic 3-D spectrum E(k), we now reduce it to a Doppler-shifted frequency spectrum according to 
Heating
Having successfully tested our synthetic 3-D spectrum's ability to reproduce the break in the reduced frequency spectrum, we can now calculate the rate at which damping of kinetic Alfv en waves with this spectral form heats the background plasma.
The heating rate (in SI units) is given by (6) where (k) is the imaginary part of the wave fre- By including a Dirac delta function similar to that in (5), we can see how this heating is distributed in frequency. This is shown in the second trace and right-hand scale of Figure 10 . There is some heating in the inertial range of the spectrum, but the bulk of the heating is at dissipation range frequencies, peaking at ' 1 Hz.
Given our earlier discussion on how electrons and protons a ect the contours of constant =!, it is of interest to see how much of the energy dissipated goes to heating electrons and how much goes to heat protons. To do so, we take our solutions of (k) for e = 10 ?6 , thereby e ectively removing all electronresonant damping. Using the same E(k), we recompute the heating rate of protons only, which is 3:66 10 ?17 J s ?1 m ?3 or 57.5% of the total. The electron contribution is never determined by itself; it is taken to be the di erence of total and proton heating. The two heating distributions as functions of frequency are also shown in Figure 10 . The proton contribution is broader, peaks at a higher frequency, and it is the electrons alone that contribute to inertial range heating.
Di ering electron and proton temperatures
As a demonstration of electron e ects, we have also investigated increasing e and with it the damping rates for oblique propagation. Again, keeping p = 0:5, we increased e to 2:5. A new E(k) was determined using the newly computed KAW dispersion solutions, but keeping the same critical value of =! for the spectral break contour; i.e., using the innermost contour of Figure 6 . Figure 11 shows the frequency spectrum F(f) and heating rate _ Q based on this elevated e .
The break in the new F(f) is now at about 0.09 Hz, despite the fact that the proton-dominated parallel lobe of Figure 6 is virtually unchanged with increased e . We might reasonably expect therefore that the parallel lobe plays little role in determining the location of the spectral break in this example, which is controlled mostly by: (i) electron, rather than proton e ects; and (ii) dissipation at moderate to large angles of propagation. This goes against the commonly held (and indeed used in Paper 1) intuition that proton cyclotron resonant e ects alone determine the location of the spectral break. 
where n is the local solar wind number density and k B the Boltzmann constant. When no in situ heating occurs, _ Q = 0, and an adiabatic temperature pro le results. We can compare our KAW-calculated ion heating rate (57.5% of _ Q), to the value required to balance the two sides of (7).
If we take the observed data to fall as T p R ?a , then the excess heating (left-hand side of (7)) at 1 AU is One might argue that those measurements further from the sun have more weight in determining the power law indices for the Voyager radial temperature pro le, and as such, the observed T p = T 0 R ?1=2 pro le is less applicable at 1 AU. Freeman 1988] uses Helios data from 0.3 to 1 AU and nds good power-law temperature dependence inside 1 AU. Freeman separates his data according to solar wind speed and nds that the power law index decreases with increasing solar wind speed, while the temperature at 1 AU increases. At very low wind speeds, V SW < 300 km s ?1 , there is almost no implied heating excess. For solar wind speeds in the range 500 < V SW < 600 km s ?1 , such as is the case in our exemplary period, Freeman ts a T p = 1:3 10 5 R ?0:826 K power law, which implies that the calculated KAW heating is 1.7 times greater than is required to match Freeman's power law.
We believe that these results within a factor of 3 represent acceptable agreement, given the simple nature of our theory and the inherent variability of the solar wind. Indeed, the assumption, as made by Richardson et al. 1995] , of a single power law temperature pro le for all heliocentric distances is by no means certain. A power law is scale invariant, and as such will not be an applicable approximation if new physics becomes important at a speci c scale, as is the case for pickup ions beyond about 10 AU. At large heliocentric distances, pickup ions are believed to contribute, if not dominate, the heating through the cascade of ion-excited wave energy Williams et al., 1995; Zank et al., 1996; Matthaeus et al., 1999], which causes the radial temperature pro le to be atter than it otherwise would. At the inner extremes of Helios' orbit the temperature pro le would deviate from adiabatic for another reason, namely the (fast) damping of initial-condition waves Tu, 1988; Marsch, 1991] and the slow spectral transfer of energy due to high cross helicity e.g., Dobrowolny et al., 1980; Grappin et al., 1982 Grappin et al., , 1983 Roberts et al., 1987b ].
Turbulent cascade rate
The one nal test we can do with our calculated dissipation rate is to compare it to the turbulent cascade rate " inferred from the observed inertial range power spectrum (Figure 1) . We would expect approximate equality between the two; in the turbulence picture of uctuations, the rate at which energy enters the dissipation range is balanced by the rate at which it is dissipated and heats the background plasma. For the sake of ease of comparison with previous works in this eld, where " is expresses in cgs units (ergs g ?1 s ?1 ), we will scale our calculated dissipation rate to these units. Taking the total heating rate (both proton and electron contributions from our synthetic KAW spectrum), we nd _ Q = 8:38 10 7 ergs g ?1 s ?1 .
In inferring " from the observed power spectrum we will follow the approach of Coleman 1968 ], although we shall correct the slight and subtle error that he introduced. Coleman used the magnetohydrodynamic formulation of Kraichnan 1965 ] to calculate ": the omnidirectional inertial-range spectrum of turbulent kinetic energy (per unit mass) is
where V A is the Alfv en velocity and A is a numerical constant. We shall also consider the hydrodynamic formulation of Kolmogoro 1941 ]:
The two numerical constants A and C can be linked by the relation A = C 3=4 Matthaeus and Zhou, 1989 ]. Taking C = 1: 6 Batchelor, 1953] gives A = 1:42. The E(k) term in (8) and (9) is an omnidirectional spectrum, whereas what we observe in Figure 1 is a reduced spectrum. From Batchelor's equation (3.4.17) and after a few lines of algebra, the two can be related by
For a power law form E(k) k ? , we have E r (k) = ?1 E(k). The frequency spectrum in Figure 1 , denoted as F(f), must contain the same spectral power in range df as E r (k) contains in range dk. Therefore fF(f) = kE r (k). We can also substitute k = 2 f=V SW , leading us to our nal expression for ":
Remembering that F(f) must be scaled to velocity (Alfv en) units, and taking the geometric mean over the 370 spectral estimates in the range 0.003{0. which is only 1.75 times larger than the KAW dissipation rate. Given that the observed spectral slope of the interval in Figure 1 is ?1:67, we feel that the Kolmogoro -derived result has greater validity than the Kraichnan result. For completeness, we could also try to compare our dissipation rate with the simple hydrodynamic expression " = u 3 =` Batchelor, 1953] , where u is the rms uctuation speed and`is the correlation scale. However, the correlation scale at 1 AU is typically longer than can accurately be determined from 1 hour of data, so we cannot put signi cant trust in the resulting value of ".
PREDICTION OF SPECTRAL BREAK FREQUENCY
We can see from Figure 10 how well our model of a 3-D spectrum of kinetic Alfv en waves does at predicting the spectral break frequency, given a judicious choice of =!. What remains to be seen is how well the model works for all the intervals we have studied. The method used to produce Figure 10 that consists of rst calculating a k{ contour for each interval (with the observed ) and each value of =!, and constructing a fully 3-D E(k) to be reduced to a frequency spectrum is rather labor-intensive. Instead, we take an array of values of k lying on contours of constant =! indexed by and and interpolate between them for the precise value of for the interval in question. For the purposes of demonstration, we assume that e = p and compare the observed break frequency with the prediction derived from the observed p .
We adopt a simpli ed method of performing the frequency reduction shown in Figures 10 and 11 . For each of the intervals in our data set, we determine the wavevector lying on the spectral break contour of constant =! for which k V SW is maximum and Doppler shift the frequency corresponding to this k (read o the appropriate dispersion relation) into the spacecraft frame to be the KAW-predicted break frequency marking the onset of dissipation. The justi cation for this \maximum projection" argument We choose a single value of =! to de ne the spectral break contour for all intervals in our data set.
The value chosen to de ne the =! contours is varied by trial-and-error until the best-t straight line through the data has unit slope. The left-hand panel of Figure 12 shows the observed break frequency versus the predicted value using the best-t value =! = ?0:01. Each point is calculated from the observed p for the corresponding interval in the data set.
Although the best-t straight line, y = (?0:043 0:079)+(1:025 0:108)x, is plotted, we do not believe that this line truly represents the data. The January 1997 magnetic cloud data (open circles) clearly form a separate population from the undisturbed solar wind data, and these points a ect the slope and intercept of the best-t straight line. The best-t line through all the data is clearly not the best t to the solar wind data points.
According to Leamon et al. 1998b ], the geometry of magnetic uctuations is much more twodimensional in a magnetic cloud, so we must question the validity of our model of obliquely propagating kinetic Alfv en waves on the grounds that a highly collapsed 2-D geometry may exhibit behaviour that lies beyond the linear KAW dispersion relations. We reject the validity of Figure 12a for a second reason: the angle between the mean eld and the wave vector k for which k V SW is maximum is consistently in the range 60 {80 . (There are only four events which are best modelled by \slab" waves determined by ion cyclotron damping, i.e., kB < 10 .) As we have shown in section 3, at these angles electron Landau damping and thus e dominates the shape of the contour. It would make sense then if we use e rather than p to predict the onset of the dissipation range. This is precisely what is done to produce the right-hand panel of Figure 12 : the procedure described above is repeated, but the observed e is used instead of p in interpolating between the di erent contours of =! derived from the numerical solutions of the dispersion relation. There is far less scatter of the points around the best-t straight line of y = (0:099 0:047) + (1:041 0:104)x, which also corresponds to the contour =! = ?0:01. Again, the angle kB for which k V SW is maximum is consistently in the range 60 {80 . We acknowledge that the data violate the assumption that e = p = 1, which was used in producing both panels of Figure 12 and we admit the inherent implication that nonunit e = p a ects the damping rate. However, we have shown in section 3.2 ( Figure 6 ) that e -dependent resonances control the shape of the =! contour at angles above 30 , and proton e ects dominate at less oblique angles. Given, therefore, the further observation that the last wave vectors to damp are in the electron-dominated region, we can ignore proton e ects and nonunit e = p in calculating the spectral break frequency. For the record, we note in the regular solar wind intervals used to generate Figure 12 Thus the conclusion of this section is that it appears that e and electron Landau damping control the onset of the IMF dissipation range at spatial scales comparable to the ion gyroradius. At the same time, the waves become more compressive and have greater uctuations in jBj, as is seen in the observations see Leamon et al., 1998a , Figures 3 and 4] . These characteristics are consistent with the onset of electron Landau damping and the compressible nature of the KAW at the scale of the ion gyroradius. There are fewer data points on this panel because electron plasma data are not available for all the the intervals studied.
Also, paradoxically, e in uences the heating rate of protons, as shown in section 4.3.1.
SUMMARY AND DISCUSSION
The object of this paper has been to examine the damping properties of kinetic Alfv en waves, and to test if an ensemble of such waves can account for the observed features of the power spectrum of IMF uctuations at 1 AU. For values of typically found in the solar wind at 1 AU, contours of constant =! on a k k {k ? plot have a two-lobed form. The parallel lobe, for angles < 15 , is dominated by proton cyclotron resonance; and the second lobe > 30 is controlled by electron Landau resonance. We constructed candidate spectra to represent the unmeasurable 3-D spectrum E(k) that were consistent with the observed reduced spectra F(f). E(k)
was de ned with a spectral break along a contour of constant =!. For the appropriate contour, =! = ?3 10 ?3 , the reduced frequency spectrum F(f) has a spectral break at the same frequency as in the observed power spectrum. This is a surprisingly small value. For the dispersion relation of = 0:5, =! = ?3 10 ?3 occurs at kV A = p = 0:2 when != p = 0:14. The dispersion relation here is still close to that of the MHD counterpart, yet we observe dissipation due to the compressive nature of the kinetic Alfv en wave.
Using the same E(k) we nd that the dissipation rate _ Q, as de ned by equation (6) , is comparable (to within a factor of 2) to: (i) the observed inertial range turbulent cascade rate; and (ii) the necessary in situ heating required for the slower-than-adiabatic radial temperature pro le of the solar wind protons at 1 AU. We also nd that about half the energy dissipated goes to heating electrons. We should be a little careful of such close agreement between our results and observations, given the limitations of the assumptions that have been made in producing E(k):
1. The ansatz in using contours of constant =! might at rst glance appear to be a leap of faith that leads to fortuitously good comparison with observation. We can view =! as a damping strength, whereby the amplitude of the wave will decrease by a factor e in (2 j =!j) ?1 cycles Barnes, 1966 ]. Thus we justify our ansatz by claiming that waves that damp slower than this can easily be replenished by a spectral cascade, whereas those waves that damp faster than they can be resupplied cannot remain in the inertial range. We note in passing that putting j =!j = 3 10 ?3 and != p = 0:14 into the above expression yields an e-folding time of a little over 1 hour. 2. The assumption of an isotropic distribution of power in the synthetic spectrum (A 0 not a function of ) is almost certainly incorrect, although we cannot say to what extent. Observations Bieber et al., 1996; Paper 1] suggest that 80{90% of the inertial range energy is contained in uctuations with 2-D or quasi-2-D symmetry. Admittedly, the method used in Bieber et al. and Paper 1 assumed a twocomponent model, and did not allow for energy carried by obliquely propagating uctuations. Even so, we nd in section 5 that the wave vectors that have the most e ect in determining the spectral break frequency are at highly oblique (60 {80 ) angles.
3. We also do not consider the related possibilities of anisotropic spectral cascade; i.e., " is a function of and transfer of energy in the perpendicular direction of k space but not in the parallel direction Shebalin et al., 1983] , or wave refraction away from parallel propagation by interaction with pressure-balanced structures of velocity shears Ghosh et al., 1998 ]. We do this to avoid biasing our results with detailed assumptions of the spectral anisotropy that may not be consistently supported by all events. Some degree of anisotropy seems unavoidable, but more observational work is needed for it to be more thoroughly characterized. A higher degree of spectral anisotropy may not signi cantly alter the computed heating rates given here as the total energy of any candidate E(k) must be the same.
We acknowledge that at rst glance, kinetic Alfv en waves would seem to be an inappropriate means of dissipating waves with kB ' 90 . Our assumption, which we have attempted to justify, that dissipation is controlled by =! provides a fortuitous patch to this di culty. The class of observations that seems most poorly described by this theory are the magnetic cloud events which as we have demonstrated Leamon et al., 1998b ] are low-and highly two-dimensional; therefore they are the most poorly addressed by this mechanism.
