Abstract -The aim of this study is to explore whether the number of intervals for each attribute influences the classification result and whether a larger number of intervals provide better classification accuracy using the Fuzzy PRISM algorithm. The feature selection has been carried out using Fast correlation-based filter solution, and then the decreased data sets have been applied in experiments with preferences used in the previous experiment series. The article also provides conclusions about the obtained classification results and analyzes criteria of certain experiments and their impact on the final result. Also a series of experiments was carried out to assess how and whether the classification result is influenced by categorization of continuous data, which is one of the membership function construction steps; Fuzzy unordered rule induction algorithm was used. The experiments have been carried out using four real data sets -Golub leukemia, Singh prostate, as well as Gastric cancer and leukemia donor data sets of the Latvian Biomedical Research and Study Center.
I. INTRODUCTION
Membership function construction methods are widely used in fuzzy logic despite the fact that there are no measures available to evaluate method correctness [1] . There are lots of approaches to generate them; in this paper the simple triangle membership function generation algorithm is used. Though it does not provide the most successful results, it is easy to use and develop without a particular classification algorithm. That is important because there are multiple if-then fuzzy rule classification algorithms, and it is possible to work with membership functions separate from the specific classification algorithm.
The aim of this study is to carry out a comparative experimental analysis to determine whether and how classification results are affected by the number of intervals used to divide an attribute when constructing membership functions. The research described in this paper complements the previously conducted experiments comparing different methods of membership function construction [2] ; that is why the classification algorithm Fuzzy PRISM has been chosen for the study.
Since all experiments use bioinformatics data sets that have the specific character holding a large number of attributes and comparatively small number of records, feature selection is proposed to improve computation time. Feature selection algorithms are split into two large groups: the filter model and the wrapper model. The filter model uses general characteristics of the training data to select features without involving any learning mechanism. The wrapper model uses one predetermined learning algorithm in feature selection to evaluate which features are selected [3] .
This study uses a method proposed by Yu and Liu in 2003 -Fast Correlation-Based Filter (FCBF) solution [3] . This solution is suitable for multidimensional data used in bioinformatics. The authors have implemented their proposed solution in the Weka software [4] in order to perform the practical experiments.
To discover the influence of transformation of continuous data into categorical data on the classification result, another series of experiments was carried out changing the number of intervals.
The second section of the paper provides theoretical description and working principles of the used methods and approaches -Fuzzy PRISM and FURIA algorithms, FCBF solution, and the membership function construction method used in this study. The third section describes the experiments conducted and the acquired classification results. The fourth section draws conclusions.
II. USED METHODS
This section of the paper describes the used methodsmembership construction method, Fuzzy PRISM, Fuzzy unordered rule induction algorithm (FURIA), Fast correlation-based filter solution feature selection technique, their main principles of work, and the data sets used in the experiments -Golub leukemia, Singh prostate, Gastric cancer, healthy donor and leukemia data sets of Latvian Biomedical Research and Study Center.
A. Membership Function Construction
To accomplish a comparative analysis of the influence of the number of intervals used in membership function construction, a simple algorithm for triangular membership function construction with different numbers of intervals was used. A step-by-step description of the algorithm is provided in Fig.3 [5] . This algorithm uses triangular membership functions (see Fig.1 ). Fig.2 ). The initial membership functions are calculated as follows: 
B. Feature Selection
A fast correlation-based filter (FCBF) [3] was used as a feature selector in this research. It is an algorithm created in 2003, available in the Weka library and intended for highdimensional data.
It is based on predominant correlation and relies on characteristics of the training data to select features without involving any learning algorithm. That is why it does not involve a huge amount of computations and is efficient for large data sets.
Fast Correlation Based Filter algorithm consists of two parts. In the first part it calculates the symmetrical uncertainty value for each feature, selects relevant features into subset of relevant features based on the predefined threshold, and orders them in descending order according to their symmetrical uncertainty values.
In the second part, it processes the ordered subset of relevant features further to remove redundant features and only keeps predominant ones among all the selected relevant features [3] .
C. Fuzzy PRISM
To verify the results of various membership function construction methods, it was decided to use classification algorithm Fuzzy PRISM [6] .
It has no separately defined mechanism of membership function construction, which makes it easy to use for classification of data created by different construction functions. Schematic description of the algorithm rule acquisition process is shown in Fig.4 .
As Fig.4 demonstrates, this algorithm works by iterative searching for rules for each class from a training set, obtaining the best relevance whose probability is higher than the predefined level. In this research the following particular algorithm parameters were used:
D. FURIA
This algorithm was proposed by Hühn and Hüllermeier in 2009 [7] . It is an improvement of the RIPPER algorithm that uses a modified RIPPER algorithm as a basis. A simplified scheme is shown in Fig.5 . Fuzzy Unordered Rule Induction Algorithm (FURIA) learns fuzzy rules and an unordered rule set. The algorithm induces rules for each class separately using the "one class -other classes" dividing strategy.
When the classifier is trained using one class, other classes are not considered. This helps to achieve a state when there is not one main rule, and the sequence of classes in the training process is irrelevant. However, this approach has also its shortcomings -if a record is equally covered by rules of two classes, certainty the factor has to be calculated. The main improvements of the RIPPER algorithm affect pruning modifications (see Fig.5 , building phase). However, the main strength of this algorithm is the rule stretching method that solves the pressing problem of classifying previously unknown records that could be outside the space covered by the previously induced rules. The representation of fuzzy rules is also advanced, essentially, a fuzzy rule is obtained through replacing intervals by fuzzy intervals, namely fuzzy sets with Trapezoidal membership function [7] .
E. Used Data Sets
The practical experiments were carried out using popular and often used bioinformatics data sets -Golub leukemia [8] ,Singh prostate [9] , another leukemia data set [10] , and another unique data set provided by Latvian scientists (Gastric cancer and healthy donor). This article uses data sets that have been used in experiments previously to compare the results. A description of the used data sets is given in Table 1 .
The table shows that the attribute and record numbers of the data sets differ a lot. All data sets hold records of two classes but none of the used algorithms has the restriction that they work with only two classes. 
III. PRACTICAL EXPERIMENTS
This section of the article presents the experimental results, a comparative analysis and detailed discussion.
The plan of experiments is as follows:
• to construct membership functions with different numbers of intervals and to compare the results; • to perform feature selection to assess how it changes the result comparing to the previous experiments with different numbers of intervals; • to carry out experiments comparing the original data set experiments and the experiments with the normalized data sets; to determine if the transformation from continuous attributes to categorical (division into particular intervals) changes the result.
A. Discretization Using Different Intervals
Although discretization is one of the techniques that is used in data preprocessing, it was decided to perform comparative experiments to determine how discretization of continuous values affects classification results.
The experiments were carried out using three data sets, using the original data sets, the normalized data sets and the division into 4, 5, 10 and 15 intervals. Each attribute of a data set was divided into the corresponding number of intervals, transforming continuous data into categorical. This transformation was implemented using PHP script. The data sets holding categorical data were loaded in the Weka software where the experiments were performed by means of FURIA algorithm and 10-fold cross-validation.
The results (see Table II) show that every data set responds individually depending on the number of obtained rules when different numbers of intervals are used -decreasing it proportionally, not changing or sharply increasing at 10 and 15 intervals. Two out of three data sets do not show any significant change in computation time; however, there is an evident trend that the initial data sets take longer to process because of their complex structure.
The best classification result for two data sets was achieved using the original or the normalized original data set instead of a discretized data set. The first competitive classification result was observed starting from 10 or 15 intervals (5 intervals in Golub leukemia data). 
B. Experiments with Different Intervals
Twenty-seven experiments with four different data sets were performed. Each data set contains a large number of attributes. Each data set was first divided into a training set (70% of all records) and a test set (30% of all records), using the random number generator. For the first 12 experiments the training set was divided into 3, 4 and 5 intervals; then the method for creating membership functions was used as mentioned above. Later the Fuzzy Prism algorithm [6] was used to create rules from membership functions (α=0,5 β=0,7). Afterwards rules were used to classify the test data set.
For the rest of the experiments attribute selection was used first.
As can be seen from Table III , Fuzzy Prism (unless it is modified accordingly) is not a good algorithm for a very large number of attributes. The accuracy of the experiments is low. An interesting feature of the Fuzzy Prism algorithm, while working with a large number of features, is that records are either classified correctly or are not classified at all. The results of the experiments show that in rare cases records are classified incorrectly. This can be explained by the certainty of the rules generated by Fuzzy Prism; it can be considered that rule "stretching" would provide better classification results in many experiments.
If the number of rules for each data set is inspected closely, it can be seen that when the number of intervals increases the number of the obtained rules decreases in all data sets for all intervals used in the experiments. And the highest classification accuracy is for data sets with three intervals followed by data sets with five intervals.
C. Experiments with Intervals and Feature Selection
As the results show, the use of FCBF indeed provides better results for these data sets (accuracy rises up to 30%). For Leukemia data set the additional experiments were made using 10-fold cross-validation first for the training set. As can be seen from the results, cross-validation helps to generate better rules, e.g. dividing the set into three intervals and using cross-validation. It gives records which are classified more correctly than in case when feature selection is carried out using the same data without cross-validation.
If the number of rules is compared, it shows that the number of rules is higher in case of three and five intervals and smaller in case of four intervals. The comparison of classification accuracy shows that the classification accuracy for Golub leukemia and Singh prostate data sets rises with the increase of intervals. Gastric cancer and Leukemia data show good results at three and four intervals and significantly worse results at five intervals. Leukemia data set results show improvement proportional to the increase in interval numbers when 10-fold cross-validation is used.
IV. CONCLUSIONS
This article considers the following issues: whether the number of intervals of an attribute affects the classification result; and whether the use of more intervals provides a better classification result applying the FuzzyPRISM algorithm. Twelve experiments did not have feature selection, twelve experiments included feature selection using Fast Correlation Based Filter solution and then the experiments were run with the preferences of the previous series. Three experiments had feature selection using Fast Correlation Based Filter and 10-fold cross-validation. Another series of experiments was carried out to assess whether and how the transformation of continuous attributes into discrete attributes affects the classification result which is one of the membership function construction steps used in the Fuzzy Unordered Rule Induction Algorithm. The experiments were performed using four real data sets -Golub leukemia, Singh prostate, Leukemia II and Gastric cancer and healthy donor data sets of the Latvian Biomedical Research and Study Center.
• Data without feature selection: o Number of rules -when the number of intervals increases, the number of induced rules decreases in all data sets for all intervals used in the experiments;
o Classification accuracy is the highest in data sets with three intervals, followed by five interval data set.
• Data with feature selection:
o The number of rules is higher in case of three and five intervals, smaller with four intervals.
• Classification accuracy:
o For Golub leukemia and Singh prostate data the accuracy level increases proportionally to the increase of interval numbers. o In Gastric cancer and Leukemia data sets the results for three and four interval data are good but significantly worse for five intervals. o The results for Leukemia data sets improve proportionally to the increase of interval numbers when 10-fold cross-validation is used. It can be concluded that more rules have been acquired in the experiments with feature selection implemented than in similar experiments without the implementation of this technique.
The highest rule accuracy was in experiments using feature selection -for Golub leukemia, Singh prostate, Leukemia 10-fold cross-validation data, but in Gastric cancer and Leukemia data sets the best results were obtained without the use of feature selection.
After carrying out experiments with transformation of continuous data into categorical it may be concluded that computation time decreases when continuous data are replaced with categorical data. The comparison of classification results has showed that the best result is achieved using the original continuous data sets, but the classification results acquired starting from 10 intervals are close to those acquired with the full data set.
Therefore when deciding on the number of intervals to divide a data set into there should be clear priorityclassification accuracy (giving preference to more intervals), interpretability (the small number of rules corresponds to a small number of intervals) or computation time (a small number of intervals).
