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SUMMARY
As technology advances, we are constantly being pushed to search new frontiers. One
of the most fundamental changes occurring today is the continued push for unmanned and
autonomous systems. These systems are becoming more prevalent in everyday life. Both
the military and civil worlds are being transformed by the development and deployment of
unmanned systems to a wider range of scenarios. From the battlefield to the manufacturing
line, the slow march of progress is obvious. Even in more subtle ways, like the pricing of
goods and identification of strategic information, systems without a human as the primary
drive of decision making are advancing.
As this field has grown and matured, it has continuously advanced towards increasing
levels of autonomy. That is, systems that once could execute only rigid routines are able
to handle more and more abstract tasks. As an example, the cars of today have gone from
maintain this speed to drive on this highway. As this push towards greater and greater lev-
els of autonomy continues, new methods for developing policies of control are required. As
goals become more abstract, the number of edge cases that must be considered explodes.
Classically derived and rule based policies quickly become too complex for practical im-
plementations.
Recent breakthroughs in reinforcement learning hope to address this problem. The
primary advantage of reinforcement learning based systems is their focus on goal driven
behavior. That is, first the behavior of a system is defined in a goal oriented framework.
Positive outcomes, such as winning a game, delivering a package, or identifying a target,
are rewarded. Negative outcomes, such as crashing a car, missing a target, or failing to
complete a task are penalized. Policies can then be discovered and refined that accumulate
positive experiences and avoid negative experiences through exploration.
In developing reinforcement learning based policies, modeling and simulation has been
an indispensable tool. Systems can be subjected to scenarios that would be too costly,
xiii
dangerous, or simply impossible to recreate and their behavior rigorously evaluated. This
allows for the exploration necessary to identify and improve policies that will work in a
given environment. However, modeling a system necessarily introduces epistemic uncer-
tainties in the predictions produced due to simplifications made in the modeling process.
These uncertainties can produce complex effects resulting in behaviors that aren’t seen in
the real system or the suppression of subtle behaviors that expand to become more sig-
nificant. This mismatch between simulated and real experience is often attributed to the
so-called reality gap.
An entire sub-field of autonomous systems research, called sim-to-real, has attempted
to address this gap. Common approaches to producing policies that transfer from the sim-
ulated environment to the target environment include use of high-fidelity simulation and
techniques from transfer learning. While some of these results have been promising, there
remain gaps in our understanding of the role of modeling choices on transference between
environments. Namely, the current literature does not directly address the issue of selecting
phenomena to represent in the simplified model of a system.
To address this, a method for comparing the relative importance of phenomena to be
considered for a model of a system is developed. By representing systems as a collection
of phenomena, the possible simplification space can be represented as a discrete set of
models to consider. A sampling based approach is implemented to explore this space. This
is used to sample a representative portion of the possible simplifications that can be made
in representing a system. Experiments show that a relatively small sampling of the space
allows for phenomena to be ordered in a way such that significantly simplified versions of
a full referent model maintain similar transference properties.
By evaluating individual sampled simplifications, the importance of the distinct phe-
nomena can be quantified. This is done by grouping simplifications into non-exclusive
sets. These sets are characterized by individual phenomena, and allow for an aggregated
measure of the sets’ performance to represent the importance of each characteristic phe-
xiv
nomena. It is shown that using this measure of importance leads to the development of
an ordered set of simplified models with increasing fidelity. When compared to alternative
methods of generating similar sets of models, the set identified through this method shows
improved transference at lower fidelity levels.
Additional experiments show that this method is applicable in cases where perfect
knowledge of the referent system doesn’t exist. In such a way, this shows that it can be
applicable to realistic systems where evaluations of transference to the true system are im-
possible. Choices in sampling strategy and metrics for evaluation of individual phenomena
are also evaluated. A final experiment showing applications to a common reinforcement
learning benchmark, the Acrobot system, show that the method is largely successful, cor-
rectly identifying one phenomena that qualitatively changes the required control for success
as the most important. Similarly, it identifies a distracting phenomena that has negligible
affect on system behavior under the trained policy as the least important. Even more en-
couragingly, some of the simplified models identified through the proposed method actually




Unmanned systems have become more prevalent throughout everyday life. Both the mili-
tary and civil worlds have shown increasing interest in developing and deploying unmanned
systems to a wider range of scenarios. These systems have matured to the point of poten-
tially replacing manned systems in the foreseeable future in some fields. From manufac-
turing to warfighting, the increase in unmanned systems has fundamentally changed how
many things are done.
As the field of unmanned systems has grown and matured, it has continuously advanced
towards increasing levels of autonomy. [24] Autonomous cars have entered the mainstream
public knowledge, and are now often seen as an inevitable next step towards the future of
transportation. Advances are allowing manufacturing to not only use automatic routines
with robots, but more complex scenarios such as part picking in cluttered environments. Al-
gorithms decide the prices of goods purchased throughout many marketplaces. Unmanned
vehicles have allowed the military to remove people from dirty and dangerous situations,
with autonomous systems beginning to fill the gap of dull missions as well. [13, 24, 50, 72]
While unmanned systems in general have seen expanded use, the next frontier for these
systems will be the development of greater autonomous capabilities. The US Department
of Defense has called autonomous technologies one of the necessary enablers for future
systems. [24] Car manufacturers are in a race to develop autonomous capabilities for the
next generation of transportation infrastructure. Warehouses and manufacturing plants are
also looking into increasing the autonomous capabilities of robotic equipment. This thesis
will explore the challenges of developing behavioral policies for these autonomous systems
to employ. Namely, a common challenge of developing these behavioral policies is trans-
ferring them from simulated environments to the real world. This thesis will develop an
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approach to identifying critical components of these simulations for this transference.
1.1 Modern Autonomous Systems
While the promises of unmanned and autonomous systems are quite attractive, there are
dangers as well. Their core strength, reducing the need for human intervention, can also
be a major weakness. While often taken for granted, basic levels of common sense allow
for humans to avoid possibly disastrous results even in areas where they have less than
expert level experiences. Consider driving. Even relatively new drivers will quickly apply
the brakes if an obstacle appears unexpectedly or take preventative measures if they are
presented with a situation they have never encountered before. This is because a human
operator can pull from experiences that are not directly relevant to the current task, and
generalize their actions. Currently available autonomous systems have shown little ability
for this generalizable behavior.
Various definitions of autonomy have been proposed to frame these desired generaliz-
able behavior. One of the most popular is the current SAE standard for autonomous vehi-
cles. [116] This proposes a taxonomy based on 6 levels of autonomy, ranging from Level
0, fully manual, to Level 5, fully autonomous. The main differentiating feature in this case
is the level of abstraction in describing the goals and capabilities of the system. Control
of low-level functionality, such as maintaining a speed, etc., would be considered at a low
level of autonomy, often called an “automatic” system. As a system progresses through
the levels, it can handle more abstract goals, such as go to this destination or pick up this
person. These levels of autonomy are a useful basis for a wide range of systems. Many
current systems would be classified as “automatic,” meaning they have predefined routines
that can be executed with little leeway for variance in their environments. The most ad-
vanced of these systems may be able to detect when an unexpected event or scenario is
encountered and shutdown. An example of this would be many driving assist modes that
return control to the human operator when an issue is detected. These systems can have
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catastrophic consequences though, especially when the human operator is unclear on the
limits of autonomy. [50]
Other groups are also considering the difficulty in developing autonomous systems.
ASTM International has produced work specifically to address issues that arise form the
application of autonomy for aerospace systems. [18] As was noted, there are additional
challenges that must be faced by autonomous aircraft, as the common “stop and reset”
strategy is no longer viable. As such, possible hierarchical architectures for control that
allow for alternative safety measures have been suggested. [109] This standard allows for
complex functions, such as modern neural network architectures, to be used in the decision
making process by wrapping them in a safety manager that can switch to a rigorously
derived controller to avoid and recover from unsafe scenarios.
While this and other high level architectures are necessary for developing safe systems,
they assume the existence of a complex control function to be wrapped in the first place.
The process of developing these complex control functions is still an emerging field and
will be the primary focus of this work. Some modern approaches are beginning to show
progress, with current techniques often applicable to multiple problems. [71, 78] However,
these techniques often must be implemented multiple times to develop distinct behaviors
for each potential scenario. There remains significant work left in developing behaviors
that are themselves generalizable.
One promising field for generating generalizable behavior is reinforcement learning.
Reinforcement learning is a flexible approach to problem definition, where agents learn
by exploring their environments and receiving rewards or punishments depending on their
actions. [112] This framework is loosely inspired by biological systems, and allows for
very general problem statements. Many recent examples in the reinforcement learning
community have shown ground breaking results, from superhuman performance at arcade
games [78] to beating humans at complex board games often thought impossible for a
computer to solve, like Go [107]. These breakthroughs have shown reinforcement learning
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to be an attractive area for further research. As such, this thesis will focus on reinforcement
learning for its ability to train behavioral policies.
1.2 Reinforcement Learning in the Real World
Reinforcement learning has led to many recent breakthroughs. Policies for playing arcade
games at superhuman levels have been developed [78], board games once thought impos-
sible for a computer to solve have been conquered [107], even collaborative games such as
capture the flag have seen the successful application of reinforcement learning [52]. How-
ever, a common thread of many of these breakthroughs is application in a virtual domain.
Video and board games can both perfectly be represented in a virtual environment.
While virtual environments can present difficult challenges, systems that must operate
in the real world present unique difficulties. [64] This is because one of the main require-
ments for finding a reasonable policy through reinforcement learning is having sufficient
exploration of the state and action spaces the system can operate in. [119] The basic theory
behind this approach is to increase the scenarios the autonomous agent has been exposed
to, thereby increasing the likelihood that even rare scenarios have been considered during
training. Similar techniques for gathering large datasets have seen extended use in other
areas of machine learning problems, such as image classification, with great success. [26,
38]
For embodied systems interacting with the real world, this presents a very real dan-
ger. The rare scenarios that must be considered may pose a threat to the platform or to
bystanders. As a concrete example, consider training an autonomous agent for car driving.
To develop a relatively robust controller, the car would have to be put into dangerous sit-
uations, such as operating near the limits of physical control, if it is to be able to recover
from them. This represents an unacceptable risk, as any training would now become pro-
hibitively expense and dangerous. Similarly, even having access to these rare and impactful
events may be difficult to guarantee. They are by definition rare, after all.
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While this situation sounds quite dire, many reinforcement learning based policies have
been used on systems in the real world today. [15, 88, 120] How is this possible? Most
training of autonomous agents today leverage two approaches. First and simplest is through
human examples. [35] Human operators control the targeted systems under normal operat-
ing conditions, generating significant data for an autonomous agent to consider. While this
approach can provide a significant source of data, it does not address the above issues where
rare and dangerous situations need to be reconstructed. The second approach addresses this
through the use of modeling and simulation. At this point, nearly any agent will first be
trained in a simulated environment. While these may be computationally expensive to run,
they are significantly cheaper and infinitely safer than allowing a naive agent to interact
with the real world.
While the use of simulation to provide data for rare or dangerous situations is almost
necessary, it presents its own downsides. Simulated environments must necessarily make
simplifications that alter the behavior of both the agent being trained, and the environ-
ment’s responses to that agent’s actions. [96] Inaccuracies in both the environment and
agent models compound, leading to what is often called the reality gap. This gap presents
many problems leading to policies failing to transfer from the simulated environment to the
real world. Some approaches to this problem have been suggested in the literature, but it
remains one of the most difficult problems when it comes to developing behavioral policies
through reinforcement learning. [15, 50, 64, 120]
1.3 Research Objective
While reinforcement learning represents an attractive approach to developing the next stage
of behavior for autonomous systems, it is still an emerging field of research. There are
significant open gaps that must be addressed. Particularly, most frameworks for conduct-
ing reinforcement learning require significant exploration of their possible state and action
spaces. This is fine for many of the virtual domains that reinforcement learning has been
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applied to successfully, but will certainly cause issues for systems that operate in the real
world. Training an autonomous car from scratch in the real world would be prohibitively
expensive, not to mention dangerous.
As such, a significant amount of work has gone into developing reinforcement learning
behaviors for real systems in simulations. This allows for many benefits, including en-
hanced safety, ease of recreation of failure cases, and possibly increasing speed of training
through parallelization. However, systems trained in simulated environments often fail to
transfer to the real world. There are varied reasons for this that will be explored throughout
this dissertation, but this provides the main motivation for this thesis. As such, the main
motivating objective for this work can be stated as:
Motivating Objective: Identify possible methods for the improvement of models used in
simulation-based training of reinforcement learning derived policies.
1.4 Document Structure
This dissertation is organized into 6 chapters. This chapter briefly discussed autonomy as
a major developing technology for a wide range of industries. Reinforcement learning was
identified as a emerging field of study that has seen significant breakthroughs in the recent
literature. Reinforcement learning has been proposed as a general purpose framework for
developing policies for autonomous behaviors. This chapter also discussed general trends
in developing these policies, including simulation based training. This was used to frame
the motivating objective for this work, identifying possible methods for the improvement
of models used in simulation-based training of reinforcement learning derived policies.
Chapter 2 will discuss relevant background information to further develop this objec-
tive. Literature on modern reinforcement learning frameworks will be discussed to identify
important trends and limitations. Work from the sim-to-real field will also be discussed
to evaluate current methods for producing autonomous policies that can transfer from the
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simulated world to the real world. Literature from the broader modeling and simulation
community will also be reviewed. This review of the relevant literature will be used to
identify gaps in the current state of the art and frame the development of a method to iden-
tify the relative importance of phenomena within simulation models.
Chapter 3 will further develop this method. The goal of the method is to identify a use-
ful measure of importance, called phenomena criticality, that can be used to identify sim-
plified models of a system to be used in simulations for developing transferable policies.
Research questions and associated experiments will be proposed to evaluate the method.
Chapter 4 will then develop a simple model development strategy employing these phe-
nomena criticality measures. As before, the goal will be to construct models of a system
for use in simulations to develop reinforcement learning based policies that are transfer-
able to the truth system. Additional research questions and experiments will be proposed
to evaluate the practical considerations of this method.
As the work presented in Chapter 3 and Chapter 4 will be tightly integrated, the results
of their proposed experiments will be collected and presented in Chapter 5. This will
cover how the method for measuring phenomena criticality and the resulting simplified
models compare with baseline methods, possible alterations to the method, and impacts of
imperfect information during evaluation.
Finally, Chapter 6 will collect the major points of each of the proceeding chapters. The
overall research framework, methodology, and results will be summarized. Concluding
thoughts including identification of specific contributions, limitations, and possible future
research directions will be provided.
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CHAPTER 2
BACKGROUND AND RELATED WORK
When looking at developing modern autonomous systems in the previous chapter, on of the
most promising frontiers for research is in reinforcement learning. Unlike many previous
paradigms for developing behavioral controls for autonomous systems, like analytically de-
rived controllers or rule based systems, reinforcement learning based behaviors tend to be
more flexible and their simple problem formulation allows them to be applied to many sys-
tems. [64] This flexibility comes both in their implementation and in the actual behaviors
they result in, finding novel solutions that may not have been obvious before their use.
While promising, reinforcement learning based approaches still face significant chal-
lenges. As discussed briefly in the previous chapter, one of the greatest of these challenges
is in training these policies. They require significant exploration of the possible state and
action spaces for their target systems. As such, training directly on the desired system may
be impossible, unsafe, or prohibitively expensive. To account for this, simulation tech-
niques are often used in place of training on the true system. [64] While useful, these
policies trained in simulation often fail to then transfer to the real world. [53, 64, 120] This
led to the development of the motivating objective behind this thesis:
Motivating Objective: Identify possible methods for the improvement of models used in
simulation-based training of reinforcement learning derived policies.
This chapter will review the relevant background work and identify gaps with respect
to this objective in the current literature. This will focus on modern reinforcement learning
methods, sim-to-real approaches, and modeling methods from other fields.
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2.1 Modern Reinforcement Learning
While autonomous systems have seen significant development over the past decades, rein-
forcement learning specifically has started taking root as as a promising general purpose
method for policy development. [64] This section will discuss a selection of recent contri-
butions to the field of reinforcement learning for policy synthesis. While many of the mod-
ern frameworks for modern reinforcement learning have shown incredible results, they are
often faced with a tradeoff between exploration of the state action space with exploitation
of the already explored space. As such, this tradeoff and common approaches to addressing
it will be discussed as well. Finally, this section will discuss some observations on com-
mon issues in reinforcement learning and specifically discuss the need for simulation based
training for many systems.
2.1.1 Reinforcement Learning Frameworks
One of the major contribution of reinforcement learning is the flexible problem definition
that allows for goals to be stated more naturally and with fewer assumptions. [112] The
simplest way to imagine this problem is to consider the interaction between some agent and
its environment. The agent takes various actions, which alter its state in the environment.
The environment then responds to these actions and altering states by providing a reward
signal to the agent. The goal of a reinforcement learning algorithm is to identify a policy to
determine actions to take based off of the state of the agent that maximizes some running
sum of the reward signal received.
As an example, consider training an agent to play the game of chess. On each turn, the
agent’s policy decides on a move. In this case, the policy would take in the current game
state, the positions of all pieces on the board, and return the piece and target location of
the move. The environment in this case is the game state. Once the agent’s move has been
played, the opponent responds with a move of their own, and the environment is updated to
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the new game state. This new state is passed to the policy, and it continues to iterate from
there.
In this example, their are many choices for possible reward signals. This choice in
reward signal can have a significant impact on the resulting policies that are found. [81]
One option is to provide a reward only at the end of the game. This reward would be either
positive if the agent wins the game, or negative if the agent loses the game. This would be
an example of a sparse reward signal, which are often harder to train on but may lead to
more general solutions. [64] Other options, such as providing a reward based on capturing
pieces, etc. would also be reasonable choices.
To formalize this, nearly all modern reinforcement learning problems are posed as a
Markov Decision Process, or MDP. In this, we consider some environment, E . E is defined
by four major components: the possible state space, S; the possible action space, A; the
state transition function, ζ : S × A → S; and the reward signal, r. The state and action
spaces can either be discrete or continuous spaces, and the action space may be limited
depending on the current state. In general, the state transition function may be considered
stochastic. As discussed above, the reward signal is an arbitrary function that maps from
the state-action space to a scalar real number, r : S × A × S → R. That is, the reward is
dependent on the current state of the agent, the action taken by the agent, and the resulting
next state of the agent.
In general, these decision processes are considered as discrete in time. That is, we
can say the state, action, and resulting reward at timestep i are defined as si ∈ S, ai ∈
A, ri ∈ R, respectively. Given this, we can define a trajectory of states and actions through
the environment, τ . We can also define a return function, R, that acts to consider the




where γ ∈ [0, 1] is called the discount factor. This common form attempts to solve what
is called the temporal credit assignment problem. [112] That is, for environments with
relatively sparse reward signals, it can be difficult to determine which actions actually led
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to the positive result as no single action is fully responsible. The action just before the
reward was only possible due to the series of actions that led the agent to that state. By
distributing this reward backwards in time, the actions that led to the eventual payoff can
also be rewarded. The discount factor then becomes a parameter that can be tuned to favor
either short-term or long-term rewards.
Given this, we can define a policy, π that maps from the current state to a possible
action, or π : S → A. This policy may be stochastic, such that the return value is actually
a distribution of actions to be taken, and is often a parameterized function. If we denote the
parameter vector as θ, we can denote a specific implementation of that policy as πθ.
We can now define the goal of a reinforcement learning problem. Considering the
general case where the environment has a stochastic transition, we can define the expected
return of a policy as:
J (θ) = Er,s∼E,a∼πθ [R] (2.1)
That is, the value of a parameterization is equal to the expected return in the environ-
ment, E , while acting under the policy πθ The goal of a reinforcement learning problem




While simple and compact in form, this is a very powerful expression. Behaviors as
diverse as driving an autonomous vehicle, such as in [20], to playing classic arcade games,
such as in [78], can be encapsulated by this.
While clearly powerful in representation, the definition of this is only a portion of find-
ing a useful policy. There are many different frameworks for solving this optimization prob-
lem. One of the most common modern frameworks is Q-learning. [40, 78, 131] The basic
premise behind Q-learning is training an approximator of the the so called quality-function,
11
hence the name. This quality function takes the formQ : S×A → R. While similar in form
to the reward signal, this is meant to approximate the expected total return the agent will
receive for selecting an action at a given state. This is often done in a process called value
iteration. This takes advantage of the form shown above for the return,R, and the Bellman
principle. The Bellman principle notes the iterative form of the return function, where if we
consider the return following timestep i asRi, then we can stateRi = ri +γRi+1. Replac-
ing R with our estimator, Q (s, a), we have Q (si, ai) = ri + γQ (si+1, πθ (si+1)). In most
cases, the policy then simply becomes πθ (s) = arg maxaQ (s, a|θ), with the parameter
vector used to parameterize the Q-estimator.
Early works in this area often focused on providing mathematical proofs of conver-
gence for policies and estimators under this framework. [131] As such, their results were
largely limited to toy problems. This was due to the limited representations of the parame-
terized functions they were using at the time. Given the recent development of techniques
for using artificial neural networks, such as breakthroughs with in computer vision prob-
lems like Convolutional Neural Networks [67], there was a desire to use these as function
approximators instead.
Mnih et al showed that deep neural networks can be used as these function approxi-
mators, given a few tricks. [78] First, instead of using the normal on-policy training that
was often used for reinforcement learning, they used an off-policy method through what
they called a replay buffer. That is, instead of training the network at each time step as
actions were selected, they stored the trajectory of states, chosen actions, rewards, and next
states provided by the agent and environment in a buffer. By sampling experiences from
this buffer, they could essentially replay past experiences to ensure old positive behaviors
weren’t forgotten. This also allowed them to use the experiences and the Bellman equa-
tion formulation of the expected return to train their approximator network in a supervised
fashion, a more mature area of machine learning research. Other tricks, such as the use of
a target network, were largely implement to stabilize the training of the network.
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While this approach represented a huge step forward in terms of capabilities for rein-
forcement learning based policies, it had significant shortcomings. First, it is largely limited
to discrete action spaces, such as those seen in the arcade games used in [78]. This is be-
cause the policy implementation, an arg max problem, becomes intractable for continuous
action spaces. While it’s possible to discretize continuous action spaces to match this form,
this will always have inherent limitations in representation. Additionaly, this may not solve
the intractability problem for high dimensional action spaces. As such, Q-Learning based
methods are often limited to virtual problems, or highly simplified problems.
One approach to handle continuous action spaces are policy gradient methods. Pol-
icy gradient methods attempt to directly update the policy parameters for a given prob-
lem. [132] Much of the initial work into policy gradient methods was focused on utilizing
stochastic policies. This focus had two main sources. First, RL methods are reliant on ad-
equately exploring the possible state-action space of the environment. Stochastic methods
allow for greater exploration of this space even for deterministic environments, and may
then lead to better solutions. Second, most early policy gradient methods were applied
in an on-policy manner. That is, the learning occurred due to iteration while the policy
was implemented. Without significant variance in the trajectories produced, little learning
would occur. Introducing stochasticity at the policy level allowed for this exploration to
happen naturally.
For much of the early work, it was commonly thought that the core foundation of policy
gradient methods, the policy gradient theorem, may only be easily applicable to stochas-
tic methods. This is due to the common form used, shown below, leading to vanishing
gradients for deterministic policies. [132] This form was derived by looking at the log
likelihood of executing arbitrary trajectories, τ , through the space while acting on a policy
parameterized by θ.
∇θJ (θ) = E [∇θ log p (τ |θ)R (θ)] (2.3)
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It can be shown that expanding the internal gradient in this case allows for a policy
gradient without reference to the transition function:
∇θJ (θ) = E
[∑
k∈τ
∇θ log πθ (ak|sk)R (θ)
]
(2.4)
Clearly, a deterministic policy in this case would lead to a null gradient. This could
be overcome by carrying a system model throughout the process, but this would defeat
much of the benefit of using policy gradients in the first place. This led to a fear of using
deterministic policies for these methods.
This fear was unfounded, as Silver et al showed that an analogous policy gradient can
be calculated for deterministic methods. [106] This paper laid out the Deterministic Policy
Gradient Theorem, shown in Equation (2.5), opening the door for deterministic policies to
be implemented. The major trick used was to instead of using the return function directly,
to the value function. In this way, gradient information could be incorporated into the re-
turns directly, avoiding the vanishing gradient problem from the standard derivation. These
included both simplistic on-policy and off-policy learning schemes. [106] also included
some basic implementations which used this new gradient theorem. While a great step
forward, these methods were susceptible to significant instability and required significant
hyperparameter tuning to yield decent results. Many recent works have sought to improve
these methods further.
∇θJ (θ) = E
[
∇θ log πθ∇aQ (s, a) |a=πθ(s)
]
(2.5)
One direct attempt to improve these methods was Deep Deterministic Policy Gradients,
or DDPG. [71] This method borrowed from the previously discussed Deep-Q-Learning
approach, [78], to formulate an actor critic method to iteratively improve estimates of the
policy gradient. Other key introductions included the use of a replay buffer to store and
reuse past experiences, increasing the independence of samples used to train and update the
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policy network, and the use of target networks, slowing the updates for the networks used
to evaluate the quality of the policy and therefore stabilize the policy gradients calculated.
These improvements increase the stability and usefulness of deterministic policy gradients,
but also introduced a possible source of instability if the critic and actor policies began to
diverge. This method was also very data intensive, requiring roughly a million experiences
to be stored in the replay buffer and on the order of a million training episodes (each with
potentially thousands of training steps...) for generalizable results.
Many other attempts fall under this same actor-critic idea. The general flows from the
deterministic policy gradient theorem. [66, 37, 86] These methods explicitly separate the
two terms within Equation (2.5). That is, the actor represents the policy, and the critic
represents the value function. By iteratively improving the critic, better estimates for the
eventual return of the current policy can be found. Using experience replay as was dis-
cussed in [71] and [78], these critics can actually be trained in a supervised manner. The
actor can then be updated by following the policy gradient for each sampled experience.
While this can lead to impressive results, and has been shown to be a fairly general ap-
proach to solving many continuous control problems [71], it is often an unstable process
that requires significant hand tuning of parameters.
Another attempt to improve these methods was Asynchronous Advantage Actor Critic,
or A3C. [76] As its name implies, A3C is an actor-critic method whose main contribution
was the use of parallel agents contributing asynchronous updates to a shared policy. Each
agent acts upon an independent environment such that, in theory, it will explore different
subspaces of the state-action space than the other agents. As it explores its environment,
it accumulates gradient information on how its current policy could be improved. The
gradient information it has accumulated is applied to a shared model, for both the actor
and critic networks, once the an individual agent’s training episode is completed. The
parameters of these shared networks are then synced back to the individual agent, and
a new training episode is begun. In this way, individual agents communicate indirectly
15
through the shared networks, with the asynchronous updates ensuring each agent maintains
a relatively independent parameterization.
A3C increased data efficiency over many actor critic algorithms. While the base algo-
rithm used simplistic methods for training of the individual updates, other improvements,
such as the inclusion of individual replay buffers and target networks, could be combined
within this framework to further improve data efficiency. However, the parallelism that is
the foundation of this method limits its applicability to real world problems. To illustrate
this, consider the training of a robot arm. If this training were to be completed in the real
world, a bank of robot arms would be required. Without this bank of arms, the method
simply collapses to that of other actor-critic frameworks with target networks.
All of the algorithms considered above are considered model free approaches. That is,
they do not explicitly attempt to identify the transition function of the environment they
act in. Another class of policies that can be trained through reinforcement learning are
model-based approaches. As the name would suggest, these do build an explicit model of
this transition, and then attempt to optimize a policy based on this model.
Model-based approaches to reinforcement learning draw on a long line of model-based-
control. This allows for some guarantees on performance and safety that are desirable
for many systems. [6] Similarly, model-based approaches have shown to be more sam-
ple efficient than model-free methods [4] and have seen significant improvements in their
performance recently. [91] However, they still have a significant source of uncertainty:
the model. This requires very detailed analysis of the system to be considered, and can
take significant effort and time. Janner et al discuss methods for bounding the modeling
error based on a trust region approach. [55] While this method shows promise, it relies
on a relatively restrictive formulation of the machine learning problem to formulate these
guarantees. Polydoros et al describe an approach to learn a model online, allowing for
adaptation from model errors. [90]
While model-based methods are certainly attractive approaches, this work will focus
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on model-free approaches. Model-based approaches are currently sensitive to accuracy of
their internal model, and therefore struggle with generalization. [55, 91] Similarly, model-
free methods are often used as a part of model-based methods, so results for model-free
methods will likely also hold for model-based methods as well. [112]
Throughout all of these modern approaches, one constant has been maintained. In
order for a reasonable policy to be found the learning agent must explore the environment
adequately. The next section will look at this more to understand how this can be done, and
why it is necessary.
2.1.2 Exploration for Reinforcement Learning
The previous section outlined many recent developments in reinforcement learning. It
identified model-free methods as a significant contributor to many of these breakthroughs.
[71, 78, 76] It is expected that this will continue to be the case, but it is important to
understand how these algorithms learn.
In his exploration of reinforcement learning, Sutton continuously comes back to the
importance of exploration of the possible state action space. [112] the goal of exploration
in a reinforcement learning framework is to identify new experiences that alter an agent’s
understanding of its environment. By finding scenarios that elicit this change in under-
standing, policies can be improved and new edge cases can be handled.
Exploration of the possible state action space has been an issue that has attracted in-
terest for significant time in the reinforcement learning community. Early work by Thrun
discussed what is meant by efficient exploration. [119] This included many ideas for possi-
ble exploration, including undirected and directed exploration. The key distinction between
these two types of exploration is the application of randomness. Undirected exploration oc-
curs through some random process, while directed exploration is more of a learned behavior
that specifically seeks out new experiences.
These useful distinctions continue today, though many techniques are now a blend of
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the two. That is, stochastic processes are used in target ways. Many modern reinforcement
learning techniques explicitly follow some type of exploration. Two of the most popular
classifications for exploration are action space exploration and parameter space exploration.
[129]
Action space exploration is the most straightforward to explain. In short, some stochas-
tic process is used to alter the output action from the policy, and this altered action is
taken to generate the next experience. [112] This straightforward method allows additional
stochasticity to be imparted on the system. The goal is this additional stochasticity will
force the learning agent into new areas of the state space that wouldn’t be seen under the
current policy. This has been used widely in many of the recent frameworks for reinforce-
ment learning. [71, 78, 76]
There are two major choices to be made when implementing an action space explo-
ration policy. First, the random process that will be used. A common choice is simple
uncorrelated white noise applied to the output action of the policy. Small alterations, such
as different noise distributions are also fairly common. While useful, these policies don’t
necessarily lead to efficient uses of exploration. [119]
Other attempts at action space noise often use a stochastic process, such that the applied
variance is correlated in time. One of the most popular is the Ornstein-Uhlenbeck process,
characterized by the equation below:
dx = −θxdt+ σdw (2.6)
Where x is the state of the process, w defines a standard Wiener process, and θ and
σ are tuning parameters to determine the speed and allowable spread of the process. This
produces a mean reverting process that, if x is applied to the actions taken by the policy
directly, is centered around the policy output. This has been used extensively for continuous
control problems, most notably in the original DDPG paper. [71]
A second choice in applying action space noise is whether this noise is applied adap-
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tively through the learning process. This confronts one of the major tradeoffs when con-
sidering exploration of the state-action space: exploration vs. exploitation. One common
approach is the ε-greedy approach. This approach simply uses a greedy action, that de-
fined by the current policy, with probability 1 − ε. In cases where the greedy action isn’t
taken, the randomized action is taken. This has been applied to discrete spaces in many
major frameworks, such as Deep-Q networks in [77] and [78]. This can also be applied in
continuous environments, such as in [71]. Other options include slowly reducing the noise
parameters such that the policy being trained on continuously approaches the policy being
trained.
Parameter space exploration takes a different tactic. [89] As the name suggests, this
adds noisy exploration to the parameters of a policy instead of the action output. This has
been compared to zeroth-order optimization methods, such as evolutionary training. [28,
104] The idea is that this will more efficiently search actions in a nearby space, allowing for
the policy gradient to be more accurately estimated. Recent works have shown this to have
positive results for many of the modern model-free approaches to reinforcement learning.
[71]
In all of these approaches though, primary goal is to push the learning agent away from
the state space that is elicited under the current policy. This allows for local minima to be
avoided, and high quality behaviors to be identified from scratch. This represents a major
issue though, as one of the goals of reinforcement learning has been to identify safe poli-
cies when previous examples don’t exist. The necessity for exploration to find these runs
counter to this goal. This is part of why so many reinforcement learning breakthroughs have
been made in virtual domains. [64] However, modern modeling and simulation technology
has led to more and more realistic environments to be developed for training of systems
that will be employed in the real world. [88] These attempts at training in simulated en-
vironments have their own issues though, as transferring policies from one environment to
another is still a significant challenge for reinforcement learning based systems. [64] The
19
next section, Section 2.2 will discuss this issue and current approaches in more detail.
2.1.3 Summary
This section discussed some of the breakthroughs for autonomous systems that have come
as a result of modern reinforcement learning frameworks. These include superhuman levels
of performance in many games, and the control of mobile robots. [20, 64, 71, 78, 61] A
common theme across these approaches is the need for exploration of the state/action space.
The groundbreaking Go playing system, AlphaGo Zero, used over 4.9 million games during
it’s training process. [107] Without adequate exploration, the resulting policies run the risk
of overfitting to a small, non-representative subspace that can cause significant issues if the
system is ever forced out of this known space.
For embodied systems, such as robotics or autonomous vehicles, that don’t have exact
virtual representations this causes a major problem. Gathering real data for a more full
picture of the state-action space is expensive and would result in possibly unsafe conditions.
To combat this, it is common to turn to simulation, generating additional training data in
a virtual environment. This is a key point, as nearly every reinforcement learning trained
policy will require some initial simulation based training.
While this sounds like a panacea for the problem, training in simulation brings about
its own issues. Kober discussed some of these as so-called undermodeling, and noted that
they often cause issues with respect to transferring policies from a simulation based training
environment to the true system. [64] While this undermodeling is one of the reasons why it
is difficult to transfer policies from simulation to the real world, it is certainly not the only
reason. This issue, the difficulty of transferring policies from the simulated world to the
real world, has spawned a whole field of study in the Sim-to-Real area of robotics research.
The next section will discuss current literature from this area and identify gaps that remain.
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2.2 Sim-to-real Approaches
The previous section discussed some of the recent breakthroughs with regards to modern
reinforcement learning frameworks for development of control of autonomous systems.
While these techniques have certainly produced impressive results, they are often limited
to solving problems in the virtual domain. There are multiple reasons for this, but one
of the major reasons is the need for wide ranging exploration during policy development
to be successful. This is much easier to accomplish for a virtual system. This is because
exploration in the real world may take a prohibitively long time in the real world, where all
interactions must happen in real time. Similarly, this exploration may push a real system
into dangerous areas of the state action space.
As an example of this, consider an autonomous car. It would be a disaster to attempt to
learn any driving behaviors from scratch in this sort of environment. First, the car would
likely have to go through many crashes before learning proper application of breaks and
steering. Additionally, even if bounds on the behavior could be applied that could guarantee
safe outcomes, learning would occur very slowly. Every new situation would need to be
encountered to ensure the autonomous agent had the experience necessary to overcome
possible perturbations such as changing road conditions, the local nature of driving laws,
and the average dose of road rage encountered from other drivers.
To address this need for exploration, early phases of autonomous policy development
utilize simulation environments. These methods attempt to model the most salient features
of the real world so a learning agent can get a reasonable approximation of a good behavior
before being used in the real world. While promising, this has faced many issues of its own.
Mainly, the policies trained in the simulated environment fail to work appropriately once
transferred to the real world. This is often attributed to the so-called reality gap, the inherent
differences between simplified simulation models and the real world. This has spawned
an entire field of research called Sim-to-Real. This section will cover some of the major
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approaches for sim-to-real from the literature. This will be broken into two major sections:
simulation development and transfer learning. These can be seen as two dimensions of the
sim-to-real problem. That is, one factor is minimizing the reality gap between the simulator
and the real world through intelligent design of models, while another factor is developing
algorithms that can be more robust to this changes in the environment.
2.2.1 Simulation Development
One of the oldest and most commonly used approaches to the sim-to-real problem is to use
ever high fidelity simulations. The idea behind these approaches is relatively simple: if the
reality gap is the main source of lack of transference, minimizing this gap will lead to better
transference of policies. This has led to the development of numerous simulation environ-
ments, ranging from general purpose physics simulations to highly specific simulations of
a single system. [2, 65, 101, 103, 121] Clearly it would be nearly impossible to discuss
all such efforts and simulators individually. However, some major recent contributions and
general trends from the literature will be discussed here.
Zhang et al describe an early attempt at developing a simulation for training a robotic
arm pointing task in simulation. [139] In this work, a custom simulation environment
for a 2D grasping task was developed. A 3-DOF robotic arm was modeled, with simple
visual outputs for an end-to-end policy for reaching a goal point with the end effector. The
behavior was trained with a Deep Q-Network. [78] The simulation used multiple scenarios
to train the behavior policy, including randomizing the location of the root of the robot, the
link lengths of the robotic arm, and adding noise to the output image. This can be seen
as a type of domain randomization, [120] which will be discussed in more detail in the
next section. While the policy performed reasonably well in the simulation environment, it
failed to transfer to the true environment under any conditions.
James and Johns describe another approach to developing Deep Q-Learning based poli-
cies for a 7-DOF robot arm grasping problem. [53] In this work, they develop a custom
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high fidelity simulator to perform a grasping task. They discuss an iterative approach to
simulation development, where first a rudimentary simulation was developed for a proof
of concept. This allowed for successful training in simulation, but the policy again failed
to transfer to the real world. Further effort went into increasing the fidelity of the simula-
tion, including a more accurate contouring of the robotic arm and additional surface texture
modeling. This led to a semi-successful transfer to the real world. That is, the learned be-
havior would be considered at the pointing task, where it consistently made contact with
the object, but failed to grasp the object.
Given these two examples, there is clearly some level of fidelity required for policies
to be transferred successfully. While both of these cases used pure 2D cameras for devel-
opment of visual input to the system, it is possible to gain additional data from the system
by using depth sensors in tandem with a visual camera. Planche et al took this approach,
using a 2.5D visual representation to solve the problem. [88] In doing so, they developed a
high fidelity model of the scenario in CAD to allow for a realistic return of the 2.5D sensor.
This included a detailed analysis of the noisy returns from the real sensor to calculate a
realistic texturing profile for the returned images from the simulation environment. They
showed that object detectors and pose estimators trained solely on these synthetic images
outperformed similar detectors trained on a smaller set of low quality images from the real
world.
This presents a strong case that simulation based training can yield significant returns
for autonomous systems. While this wasn’t a reinforcement learning trained system, it
is likely to have faced many of the same challenges. However, this was a very intensive
process requiring many hand tuned noise features for the depth images. Additionally, no
evaluation of which additional modeled phenomena, such as background blurring, stereo-
matching, or pattern matching, was most significant in allowing for this transference. As
such, it’s possible that a simpler process may have led to similar transferred performance.
While not directly applicable, other recent breakthroughs may allow for even further
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increases in simulation fidelity. Generative Adversarial Networks, or GANs, have seen
increased use in a wide range of fields. [30] This technique uses two networks, a so-called
generator and a discriminator, to train against each other in an adversarial manner. That is,
the generator network produces some state vector, often an image, from a target domain.
The discriminator then attempts to identify whether any given state vector is from the true
target domain or was produced by the generator. By iteratively training these networks
against each other, it is possible to develop a generator network that is good enough to fool
even human observers. [58]
While GANs are most often thought of for producing one-off images or videos, they
are also beginning to see use in other areas. Work has been done to use a GAN to represent
behavior in autonomous vehicle simulations. [68] Similar ideas have been proposed to
augment data generated by either real data for transitioning between different task domains.
[124] It has also been shown that applying GANs can be integrated with simulated data to
produce highly realistic synthetic data. [8] This led to an impressive reduction in necessary
real world data required to train the policy.
However, the key weakness in all of these approaches using GANs is the significant
amount of data required before to train the generator in the first place. Each of the above
applications used a static platform, such that collection of training data for the training
of the GAN was straightforward. For mobile platforms there may be important couplings
between data policy implementation and data acquisition. Consider a policy that leads to
jerky behavior, leading to lower quality sensor data. If this data isn’t captured during the
training of the GAN, it is unlikely to be accounted for and may lead to a lack of transference.
Clearly, the use of simulations for training autonomous systems have begun to be suc-
cessful. However, this is still further work in identifying why one simulation seems to
work, while another fails. The next section will look at a slightly different approach to the
sim-to-real problem. Instead of building better simulators, it may be possible to build better
algorithms or better training procedures. One way to approach this is transfer learning, and
24
will be discussed next.
2.2.2 Transfer Learning
While high fidelity simulations have played an important role in addressing the reality gap,
another area of research in the reinforcement learning community, as well as the broader
machine learning community, is transfer learning. The broad goal of this research area is to
develop techniques that allow for algorithms that were trained in one scenario to be applied
to another scenario. This can include transferring from one environment to another, but
also includes things such as transferring knowledge learned on one task to another. [117]
There are many approaches to this, including learning hierarchical approaches to a given
problem such that different components can be combined in a modular fashion to solve
new problems. Clearly, there is a broad range of techniques in this area, so this section
will focus on those that have two salient features. First, they will be focused on embodied
tasks, where the transfer goal is to move from a simulated environment to a real system.
Second, this will focus on works whose primary goal is the development of autonomous
agents trained through reinforcement learning.
Taylor provides a useful survey of many of the possible methods for transfer learning
and the different cases it can be applied. [117] This includes adjusting the state space of the
learning agent, adjusting the action space of the learning agent, or adjusting the environ-
ments transition or reward functions. It also describes what knowledge is being transferred
to improve the final agent. For the sim-to-real problem, we are considering a case where the
state action space is consistent between source and target environments, but that the tran-
sition function, the system being modeled, is allowed to change. Similarly, the transition
is accomplished by bringing the policy from the source environment to the target environ-
ment. Depending on the behavioral algorithm used, the value function approximation may
also be transferred between the environments.
One approach to actually accomplish transfer learning is to use many environments for
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training. Cutler et al describe just such an approach that combines transfer learning with
progressively higher simulation environments, such as those discussed in the previous sec-
tion, called MFRL. [21] This builds on much earlier work in transfer learning that showed
learning on progressively more difficult tasks can lead to more efficient learning. [102]
This is accomplished using multi-fidelity simulations to train reinforcement learning algo-
rithms that can be applied to the real world. This work draws on recent work in the area of
multifidelity optimization to attempt to not only train in different simulation environments,
but to select which environment to train on at any given timestep. This is done by training
separate agents on each simulated environment.
The agent for the lowest fidelity environment is trained until it is confident in its abil-
ities. Knowledge from this agent is then transferred to the next agent, used to learn in the
next progressively higher fidelity environment. If an agent ever becomes confused or begins
performing poorly at its current fidelity level, it can provide its newly learned parameters to
a lower fidelity agent for training on a lower fidelity level simulator. This passing back and
forth of parameters allows information gained at different fidelity levels to be used by each
agent. This follows the concepts of transfer learning to iteratively improve policy perfor-
mance by training on increasingly complex versions of a problem. This method also uses
periodic real world sampling to correct inconsistencies learned through simulation based
training.
While the results of this method are certainly impressive, there are a few shortcomings.
First, it assumes a strict ordering of fidelity between the models used during training. That
is, it assumes the ordering of these models is known a priori, specifically by enforcing an
assumption that the parameters of a higher fidelity model are a superset of the parameters
of each of its associated lower fidelity models. If there isn’t this strict superset relationship,
or the relative fidelity of the models is not known a prior, it is likely the policy parameter
transfer between agents may fail. Similarly, while it uses a multifidelity approach, it does
not comment on how these models should be constructed. It merely assumes that the high-
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est fidelity model has sufficient fidelity to produce transferable policies on its own. Finally,
while efficient in its use of real world training samples, this necessary interaction with the
real system limits this approach to problems where use of the real system during training is
feasible.
Another form of transfer learning uses what is called domain adaptation. [130] In this
form of learning, the goal is not so much to learn a policy that is transferable between a
source and target environment, but to learn a mapping between the two environments. In
this way, data from the source environment can be transformed such that it mimics data
from the target environment. In this way, policies can be trained on the adapted data and
then applied directly to data after transfer. This has seen significant use in areas such as
computer vision and classification, but has not seen significant use in control systems or
for reinforcement learning specifically. [9, 130] Zhang et al discuss a similar approach for
an embodied grasping task that uses an adversarial approach to domain adaptation. [138]
Another recently developed approach for handling the sim-to-real transference problem
is called domain randomization. [120] The general idea behind domain randomization
runs counter to that in the previous section, where the goal of simulation is to reduce the
reality gap as much as possible. Instead, domain randomization poses to randomize certain
parameters in the simulated environment, forcing the learning algorithm to produce a policy
that is robust to perturbations from the expected environment. This has shown impressive
results, leading to efficient uses of real-world experiences and even some successful zero-
shot transferences where no real world data was used. [15, 82, 74, 120]
What can be randomized is generally left open to the designer of the system. For vision
based systems, randomizing colors, textures, and lighting conditions has been shown to
achieve positive results. [120, 82] For control of physical systems, changing the dynamics
parameters of the system, such as the strength and orientation of gravity, friction, and other
miscellaneous phenomena has shown good results. [15, 82, 74]
These impressive results are an exciting new area of research, and can be combined with
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previous methods of incremental transfer to produce striking results. [82] However, the
implementation of what should be randomized within these methods is an open question.
If the randomization bounds are left too loose, the task may become too difficult to learn and
no policy is adequately found. The alternative may also happen, where without sufficient
randomization the policy fails to be robust to the changes when transferring between the
simulated and real worlds.
While it has been proposed that these randomization parameters can be learned, it may
be more useful to evaluate the models themselves to identify which phenomena have the
greatest impacts on behavior. This is still a notable gap, where the features to randomize
are largely identified in an ad-hoc manner. It may be useful to instead identify the relative
importance of different phenomena directly prior to applying domain randomization.
James et al propose a technique that combines some of the possibilities of domain adap-
tation and domain randomization. [54] This technique defines a mapping from randomized
simulations to a canonical simulation. In this way, the behavior can be trained directly
on the canonical simulation while the mapping can be made robust through advances in
domain randomization. This was shown to have better results that pure domain randomiza-
tion, but still was susceptible to artifacts from the mapping process.
A common need for all of these approaches is a reasonable starting simulation. While
in theory, these techniques can be applied to “low-fidelity” simulations, the examples given
are used on fairly intense simulation environments that take significant effort to develop
for a new system. Additionally, many of the most promising works coming from domain
randomization require the identification of critical phenomena to alter to find these robust
policies. While techniques such as those proposed in [74] and [82] and others show this
may be possible to incorporate directly in the learning process, this may be discarding
valuable information away that can be taken from the modeling environments themselves.
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2.2.3 Summary
The need for exploration in the development of reinforcement learning based policy devel-
opment has led to the use of simulation based training. While this addresses many of the
issues related with policy exploration in the real world, transferring policies form simula-
tions presents its own problems. [53]
Of these, undermodeling of a system is a likely culprit in many of these situations. [64]
This is supported by the ability of high fidelity simulations to produce reasonable transfer-
ence results. [8, 88, 124] However, the use of high fidelity simulation doesn’t always lead
directly to transferable policies, and is largely conducted as an ad-hoc approach. One pos-
sible reason for this is the common end-to-end approach to learning. This hides important
features in the simulation model that may have an outsize impact on successful training.
This leaves a gap in our understanding of the impacts of modeling choices on transfer of
learned behaviors.
Other approaches to the sim-to-real problem often follow from transfer learning. The
goal is to setup both the learning algorithm and the environment to find solutions that are
robust to changes in the environment. [120] This allows for an indirect solution to the
undermodeling problem. While this has worked in some cases, it is also a largely ad-hoc
approach. There is little understanding of how to identify which phenomena in the sim-
ulation should be randomized, and which are most important to develop robustness when
transferring policies. More worryingly, this approach often creates additional difficulties
in training the original policy. [74] This can create scenarios where overly conservative
policies are found, or the problem becomes too difficult to solve at all. This difficulty in
identifying which phenomena a policy should be robust to mirrors the gap from fidelity
based approaches, where there is a lack of understanding with respect to what portions of
a system are necessary to capture in the simulation.
To try to get a better understanding of this, the next section will discuss results from
the broader modeling and simulation community. The hope is that this search will identify
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methods to intelligently find the portions of a simulation that are most import for transfer-
ence.
2.3 Modeling and Simulation
The previous section described approaches to simulation design specifically for training
autonomous systems taken from the Sim-to-Real research area. One of the major philoso-
phies that has come from this research is the attempt at designing models of sufficient fi-
delity for transference to occur. It was shown that for sufficiently high-fidelity simulations,
reasonable levels of transference could occur. [88] However, no matter how complex, how
detailed, or how calibrated to real data, a model will remain a simplification of the real
world and so this reality gap will remain. [96]
In the modeling community, there is a common saying that “All models are wrong, but
some are useful.” This colloquialism gets at a deep understanding of the use of models
in many fields: they are inherently simplifications of the real world meant to evaluate the
effects of some idea. This implies that the data produced by a model will always have
some error when compared with data from the real world. However, depending on the
nature of that error, the data may still be used to identify trends, predict behaviors, or
evaluate options in a useful way. Part of the goals of modeling as a practice is to reduce
this error to increase the range of useful data that can be produced. This is especially
relevant to reinforcement learning, but lessons can be taken from the modeling approaches
of other disciplines. This section will now consider approaches to modeling and simulation
from other research areas. First, it will look at some of the theoretical background between
what the goals of modeling and simulation are and how they can be accomplished. Next,
techniques for model development in general will be discussed from a range of disciplines.
Observations from these areas will be combined with those from the two previous sections
to formulate the specific gaps to be addressed by this work.
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2.3.1 Modeling and Simulation Theory
Throughout time, models have been used by people to better understand the world. Inher-
ently, a model is a simplification of the real world.
Before fully discussing the ways a model for a simulation of a system should be de-
veloped, there needs to be some discussion of what a model actually is. No matter how
complex, how detailed, or how calibrated to real data, a model will remain a simplification
of the real world. [96] This generalized view of a model is found throughout the literature
on modeling and simulation. [69, 87, 100, 137] The purpose of this simplification may be
varied, and the forms a model can take mirror this. From simple algebraic equations, in-
teracting agents following fuzzy sets of rules, to physical representations like wind tunnel
models, models can show significant variety and in both form and use. During early phases
of the design process modern engineering practices heavily rely on the ability of executable
models for analysis and prediction of system behavior.
George Box got at a similar idea with his famous quote: “All models are wrong, but
some are useful.” [10] This colloquialism gets at a deep understanding of the use of models
in many fields: they are inherently simplifications of the real world meant to evaluate the
effects of some idea. This implies that the data produced by a model will always have some
error when compared with data from the real world. However, depending on the nature of
that error, the data may still be used to identify trends, predict behaviors, or evaluate options
in a useful way. Part of the goals of modeling as a practice is to reduce this error to increase
the range of useful data that can be produced. A common way to discuss this is through the
lens of fidelity.
While fidelity has a common intuitive meaning, it is hard to pin down a precise defini-
tion that is useful for its analysis. When discussing a model, high fidelity is good and low
fidelity is bad, witch caveats for if computational expense is taken into account. As defined
in the Oxford English Dictionary, fidelity refers to: ”the quality of being faithful; strict
conformity to truth or fact.” [25] This definitions is useful in understanding what is gener-
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ally meant, but also vague and difficult to apply to the context of modeling and simulation.
What does it mean for a model to be faithful? Is a model that produces quantitatively closer
results but qualitatively worse behavior more or less faithful than a model that produces the
reverse? Would a model with that has more details of lower quality be consider higher
fidelity than a model with fewer details that are more accurate?
Many have tried to get a better definition in the context of modeling. This can be seen
in the countless efforts to define and understand fidelity throughout time. [60, 33, 42]
This continued to such a point that the Simulation Interoperability Standards Organization
(SISO) created a working group to study fidelity within the context of simulation known as
the Fidelity Definition and Metrics Implementation Study Group (ISG-FDM). This group
produced a final report on its findings, outlining the current state of art in defining fidelity
and how it can be used to improve simulation interoperability. [34] The main findings from
this report included the definition of related concepts of fidelity in a glossary of terms, an
initial definition meant to be used in practical modeling and simulation settings, metrics to
quantify and understand fidelity, and suggestions for future research in the area.
The reactions to this report were mixed. While the concepts identified within the report
were positively received, the metrics identified were lacking. [83, 99, 100] A second ISG
commissioned by SISO, the Fidelity Experimentation Group (ISG-FEX) was tasked with
implementing and experimenting with the fidelity framework outlined. Again, this group
produced a report on using the standards set out in the ISG-FDM report. [99] The main
conclusions drawn from this report were the limitations of the framework in actually imple-
menting a fidelity standard that could be useful in the modeling and simulation community.
Recommendations from the report include the importance of defining and identifying rele-
vant information about the portion of reality that will be simulated, known as the referent,
and a distinction between model fidelity and simulation fidelity. The difference is due to
the definitions of modeling and simulation in the ISG-FDM report. That is, modeling is
“a physical, mathematical, or otherwise logical abstract representation of a system, entity,
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phenomenon, or process with its own assumptions, limitations, and approximations” while
a simulation is “a method, software framework or system for implementing one or more
models in the proper order to determine how key properties of the original may change over
time.” [34] Additionally, a link was drawn between fidelity and the validation of simula-
tions, though a distinction between the two concepts was drawn.
Among the members of the initial ISG working groups on fidelity, Roza attempts to lay
out a more rigorous definition of fidelity as well as methods to measure it. [100] Through
this work, a few main concepts for fidelity were identified. Namely, accuracy of behavior
and phenomena representation are considered. These are useful to understand, as this is a
common approach taken when attempting to increase the usefulness of a simulation model.
As previously discussed, a model is an inherent abstraction from the real world. [137]
The level of abstraction can be understood through the concept of fidelity. Fidelity can be
seen at many levels in a simulation, ranging from fidelity of the simulation as a whole to the
fidelity of the component models that make up the simulation. Clearly, the fidelity of low-
level component models will impact the fidelity of the total simulation, but this relationship
is just beginning to be understood.
Many of the methods for discussing fidelity in the literature rely on qualitative com-
parisons, such as those discussed in the use of functional fidelity above. [45, 49, 126]
In general, these attempts to define and compare fidelity look at the abstraction choices
made in models directly. While this approach is useful in many fields, it is likely to be-
come prohibitive when many component models are interacting. This also creates inherent
subjectivity in the evaluation of fidelity, as it is reliant on expert opinions to identify the
abstractions made in the first place. The flight simulator field has produced many measures
of fidelity that attempt to move past these qualitative descriptions though, and a selection
of these descriptors is discussed below.
The FAA takes a multi-criteria based approach to fidelity classification of airplane flight
simulators. [1] These criteria span multiple categories, from visual and auditory cues to
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predictive modeling of the aircraft, such as aerodynamics and avionics models. Depend-
ing on various thresholds of acceptance for these many evaluation criteria, a categorical
fidelity designation is assigned that signifies the simulators acceptable use for certification
and training of pilots. While this provides a possible framing for evaluating simulation
models for the design of autonomous systems of systems, it is only applicable to the en-
tire macro-level simulation and attempts to decide the acceptability of the simulation in a
near binary fashion. Individual criteria could be used to identify modeling weaknesses, but
the complexity of the evaluation may hinder the ability to rapidly evaluate and improve
simulations.
Burnett proposed a simplified version of these measures to evaluate fidelity of flight
simulation trainers. [12] This scale assigns a 0 to 10 grade depending on the level of
abstraction a model implements with respect to the real aircraft. A rating of 0 is the actual
system being simulated, with greater levels implying greater abstraction. A level 10 model
is considered a static pictorial representation of the system. While the simplification of
evaluation is useful, this may result in incomparable results. Additionally, the collapse of
fidelity into a single categorical value is likely to miss the influence of specific details of a
model. this simplicity is attractive though.
For this work, fidelity of a model will be considered simply as comparison between
the number of phenomena represented in some referent for a system and those captured
in the model itself. While this won’t allow for direct comparisons, it gets at many of the
ideas expressed above. That is, as fidelity increases, the distance between the truth and the
model should decrease. Similarly, it allows for simple comparisons that should follow the
intuitive relation between fidelity and transference.
Given a reasonable idea of what fidelity is for a model, we can now talk about their use.
The practice of building models and executing them in a given environment is called simu-
lation. [137] Simulation tools allow for virtual experimentation to augment the information
that is available regarding a system’s behavior during the design process. This allows for
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imaginary systems that are still being conceptualized to be probed, design alterations to be
considered and contrasted, and experiments that may be too dangerous or cost prohibitive
to be conducted.
Systems theory provides much of the theoretical foundations when discussing model-
ing and simulation. Systems theory has a long history and attempts to describe general
principles about systems that go beyond disciplinary analysis. [75] Systems theory con-
siders two main aspects of the system under consideration: its behavior and structure. The
behavior of a system is defined as the relation between time histories of input and output
variables. The structure of a system can be taken as the internal behavior of a system: the
internal states and their transition functions that lead to the external facing input output
relationships. One of the greatest powers of systems theory is its property of closure under
composition, also known as closure under coupling. [75] In short, a portion of systems
theory is the decomposition of macro-level systems into their micro-level components. A
counter to decomposition is composition, or the combination of systems to produce a new
system. This hierarchical compositional process has been shown to remain consistent with
the base of systems theory, so objects built through the coupling of independent systems
can also be described and analyzed using the original systems theory foundations. Zeigler
et al discuss various methods of formalizing systems theory for modeling and simulation.
[137] The three major formalisms considered are differential equation system specification
(DESS), discrete time system specification (DTSS), and discrete event system specification
(DEVS).
DESS descriptions use interacting differential equations of system properties to de-
scribe their structure and behavior in a continuous time base. They are some of the most
fundamental descriptions of systems, and are often the first systems considered when dis-
cussing systems theory. They are often used in scientific studies, and are the foundation for
much of our understanding of the physical world. One of the greatest advantages of these
specifications is for special cases of these specifications, analytical solutions to system be-
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havior can be found. However, these cases are relatively rare and often do not represent
systems found in the real world. For solutions that cannot be reached analytically, numer-
ical integration methods are required, and can be costly. Finally, many phenomena do not
have known differntial equation based forms. [137] DTSS descriptions utilize a similar
structure while relying on a discrete time base for the description of system behavior. They
may be either fixed or variable time interval descriptions. [137]
DEVS descriptions take a much different approach, treating time as a dependent vari-
able and instead attempting to define events in the system that trigger a change in the de-
scription of either a systems structure or behavior. Attractive properties of DEVS include
a compatibility with closure under coupling, and provable universality of descriptive capa-
bility. [137] In short, DEVS based descriptions can simulate any other system description
to an arbitrary closeness. DEVS has seen success in many realms, and has even been used
as a basis for initial work in formalizing and verifying emergent behaviors, as shown by
Kiriakidis. [63] However, in this case the control of the micro-systems was done in a su-
pervisory and centralized manner. Many emergent systems are due to the decentralization
of control where this formalization would not be applicable.
While powerful in their theoretical capabilities, DEVS based systems have somewhat
fallen out of favor for analyzing complex systems with agent-based modeling strategies of-
ten replacing them. [105] Agent-based models (ABM) are a common approach to model-
ing complex systems of interacting components, and have found success modeling systems
from disciplines as diverse as ecology, sociology, economics, and air traffic management.
[7, 32, 41, 73] They are well known to be useful in studying and analyzing systems that
may display emergence. [14, 47] While ABM has attractive properties and is a natural
approach to modeling emergent systems, it lacks much of the formalism of other modeling
frameworks. [22, 79, 133]
Much of this theory and these frameworks are useful in evaluating high-level choices in
simulation design.However, they don’t seriously touch on the development of the models
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used within them. To start along this goal of looking at lower level modeling decisions it
is important to return to that original point: models are a simplification of the real world
that can be represented as a collection of phenomena. Understanding this, model develop-
ment and improvement can be seen as a selection problem, identifying the most important
phenomena to capture within the model. The next section will now take a more practi-
cal approach to this problem, looking at methods for model development from a range of
disciplines.
2.3.2 Simulation Model Development
The previous section discussed some of the theoretical background on what modeling and
simulation attempts to accomplish. Understanding that a model is really a collection of
phenomena that represents a simplification of the true system of interest is key in under-
standing why some models work well and others fail. This section will now discuss some of
the relevant literature that use this framing to then select or develop models appropriately.
One common area in the literature for model development focuses on modeling com-
position. [27] While promising, even recent techniques from this area are largely focused
on attempting to build a model from existing components. [29, 39] That is, they com-
pose a modular model of a system from many individual component models by checking
input/output interfaces with little regard to validity of the final model. This doesn’t neces-
sarily allow for the comparison of different models for each component, and does little to
verify the accuracy of the full model. These techniques often are used as a starting point to
further refine a model, as they may lead to undesirable emergent behaviors not necessarily
seen in the true system. [128]
Understanding the effects and sources of emergent behavior may be a useful analog
to understanding modeling effects on reinforcement learning, as learned behavior is often
considered an emergent property. [46]. The existence of effects due to modeling choices is
supported by much of the existing literature on emergence, but further research is required
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to develop more than simple qualitative descriptions of these effects. Varas briefly dis-
cusses the effects of modeling choices, such as homogeneous agents compared with noisy
agents in the emergence of traffic patterns in city blocks. [128] However, this effect isn’t
probed further, with other potential simplifications not considered. Tolk has also discussed
the possible limitations on evaluating and understanding autonomous behaviors through
simulation due to epistemological constraints. [122] However, these results have not yet
led to obvious methods for determining allowable simplifications in modeling choices or
the identifications of simplifications that significantly impact the macro level behavior of
autonomous systems.
Szabo and Teo have attempted to address the problem of emergence with linguistic and
grammar based approaches to the verification of emergence in complex systems. [113, 118]
These approaches are promising, and are useful in determining the root causes and quan-
tifying the level of emergence that is seen in macro-level behavior. [113, 115] However,
by accounting for the complexity of system of systems behavior, they have fallen back to
intractable levels of work for verification for large systems. [114] They are also limited
to verification of whether a property or behavior, once identified, is actually emergent or
can be reduced to explanations stemming from micro-level behavior. While important, this
does not verify the accuracy of the behavior representation itself and has limited use with
regards to reinforcement learning based behaviors. These works with emergence do show
that understanding of complex behavior through modeling and simulation is a useful tool,
though.
Some tangential work by Hunter et al was discussed previously, where the authors
investigated so called “functional fidelity” of a model. [49] While this work was focused
on functional models of a system, some of the conclusions may be applicable to executable
models used in reinforcement learning training as well, with a bit of rework. Namely, the
possible functionality space within a functional model can be considered an analogue of the
possible behavioral space of a simulation model. This suggests that it would be possible to
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compare models based on the behaviors that are presented during simulation.
Other work in verification and validation of complex system behavior has either fol-
lowed an ad-hoc approach or been limited in its applicability due to the combinatorial
explosion of the state space as more agents are added to these complex systems. [79] A
promising approach to verification of complex systems is compositional verification. This
method is a general framework for the verification of complex software systems that fo-
cuses on bottom up verification of components as they are built into an application. While
promising, current methods used in compositional verification are often based on either
formal proofs of correctness that are limited in their general applicability and scalability, or
on model-checking through testing and debugging, which may allow for complex behavior
to emerge through edge cases that have not been considered. [79, 94] This limits the abil-
ity of current methods in their applicability to verification for modern behavior algorithms
that are based on black box neural networks. However, they do identify the importance of
looking at different levels of the model, considering the importance of different component
models. This can be seen as similar to the idea of identifying the importance of different
phenomena within a more holistic model.
In looking at model selection for engineering design, Radhakrishnan and McAdams
describe a method for based on utility theory. [93] This is formed by evaluating the utility
of a set of proposed models for a given problem. This utility is based on evaluating the
truthfulness of each model. In essence, this is evaluating the relative validity of each model.
In this case, the “most truthful” model must be known a prior so each other model may be
judged in a relative sense. Clearly this may not be possible in all cases, especially in
the world of autonomous systems, where small inconsistencies in otherwise high fidelity
models can be exploited erroneously. However, this method does illustrate the need to
use a relative comparison between many models to identify strengths and weaknesses in
different models. It also points out the need to consider high level goals for the problem at
hand when evaluating the utility of each of the possible models.
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Panchal et al describe a value of information based approach to model refinement in
[84]. In this context, value of information refers to a quantitative measure of the possible
potential improvements that can be gained from further tuning of a model. In this case,
it can be measured as the improvement of a design decision based on the additional in-
formation gained by further refinement. To estimate this potential, this requires having
accurate bounds on the potential performance metrics as predicted by the simulation. For
autonomous systems, these bounds are nearly impossible to predict in a non-trivial way.
That is part of the reason why transferring behaviors from simulation to the real world is so
difficult in the first place. However, this work spoke to an important point when evaluating
simulation models. That is, a model should be evaluated in the context of the decisions it
produces.
Some of the original analogies for understand machine learning broadly and reinforce-
ment learning specifically are the training processes used for human learning. While these
analogies are certainly not perfect, they can shed some light on possible approaches for au-
tonomous systems. One of the areas with the greatest success for simulation based training
is pilot training. Flight simulation is a critical component of the training and certification
process for many commercial pilots. [3, 1] High fidelity simulators are a critical component
in much of this and have been studied extensively in the context of human factors.
An important result from the human factors field shows that fidelity of a simulator does
not perfectly correlate with learning transfer and may even cause worse performance when
compared with lower fidelity simulation. [42, 43, 60, 69] This leads to an understanding of
fidelity as a complex relation. This could stem from poorly defined measures of fidelity, or a
lack of identification of the most relevant portions of fidelity to be considered. For example,
fidelity is often treated as a one dimensional quantity in the literature , but this is likely to
miss or confound multiple important concepts that impact the ability of a model to properly
represent varying scenarios. [34] This leads to the possibility of a scalar metrics reporting
high fidelity overall when the dimension of fidelity with greatest importance would rate as
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low fidelity.
A specific example of this can be seen in the work of Winter, Dodou, and Mulder. [134].
In this, the authors performed a meta-analysis looking at the effects of including motion
cueing in the simulation environment during training on the transference of lessons learned
in training to actual flight. The results were interesting, showing that the increased fidelity
was most useful for novice trainees, but actually led to a decrease in transference for expert
trainees. This may be because expert trainees were able to detect subtle changes in the
behavior of the motion system that were distracting. Hays and Singer noted similar issues
in earlier work, noting that special consideration should be given to specific phenomena as
they will have an outsize impact on actual transference of training. [43]
Yip studied the impacts of model fidelity on the results of a optimal control design for
an industrial boiler. [135] In this study, two control architectures were considered: model
free and model predictive control. In general, the study found model predictive control to
be yield better boiler control strategies with respect to energy used and ability to track a
target temperature. However, low fidelity models used could produce worse results than a
model free approach, leading to the suggestion that higher fidelity models be used when
possible. This analysis did not take the development effort necessary to produce these
higher fidelity models into account though, and again used a fairly simplistic definition for
fidelity.
The difficulties in defining fidelity rigorously were previously detailed in Section 2.3.1.
To avoid some of this complication, this work will use fidelity similar in idea to that de-
fined in [100], where it considers the phenomena used to develop a model. While this is
somewhat simplistic, and therefore cannot be used alone for direct comparisons of models,
it does follow from the intuitive meaning.
Turner and Mavris have developed a framework for iterative development and valida-
tion of conceptual mission models used in agent based modeling using weighted decom-
position. [123] The method can be briefly described as follows. First the mission objective
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is defined and decomposed in a hierarchical fashion. This results in the identification of
a hierarchy of impact variables (IVs) that contribute to the overall mission, and the rela-
tionships between these variables (IVRs). These IVRs can be viewed as transfer functions,
similar to those seen in Holland’s description of constrained generating procedures in his
description of modeling emergence. [46] The IVRs are then used as indices in a matrix,
called the Subjective Impact Matrix (SIM) which can be used to assign weights to these
relations to provide an initial estimate of their impacts on mission performance. Using the
weights assigned in the SIM, the fidelity of various models that impact these relations in
simulation can be defined with the help of a morphological matrix. Based on the fidelity
requirements identified, the models are developed and imiplemented in a simulation envi-
ronment. A sensitivity analysis of the parameters of these models can then be conducted
to yield an Objective Impact Matrix (OIM). Comparing the resulting OIM with the initial
SIM can then yield evidence supporting either the validity of the simulation environment
if they agree, or the need for further refinement of the micro-level models. This refinement
can be done iteratively by replacing the original SIM with the newly defined OIM.
While this framework is promising in its capabilities, it lacks in certain areas. First, this
framework may be highly sensitive to initial weights assigned in the original SIM. Low
initial weighting will yield low fidelity modeling of these relations, which may miss their
impacts on system behavior. The authors note this, as the vehicles simulated showed good
agreement when aggregate metrics were used, but showed significant variance in agent
level behavior with discrete behavioral tendencies. [123] Additionally, this framework uses
a simplistic view of fidelity. Models are assigned to one of three fidelity categories: Low,
Medium, or High. This simplification to a single lumped qualifier may miss the varied
impacts phenomena choices made while constructing individual models. More rigorous
investigations of these impacts may be useful in further refining models.
Other fields also have useful techniques for model selection in developing simulations.
Matchmaking technologies in web services attempt to find appropriate services given a set
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of requirements defined by a request and mirror the attempt to find appropriate simula-
tion models. Common approaches to this are input-output matching, which has seen some
use in automated simulation design under model-based systems engineering. [23, 136]
While useful in limiting the models to be considered, these methods do not consider inter-
nal behavior of the service, or model, and yield relatively coarse results. Semantic based
matching methods may yield better results, but would need to be extended for their use in
simulation model selection. [36]
Many other disciplines have also looked at the issue of model selection. These tech-
niques are sometimes called model discrimination and often have significant theoretical
backing. [5, 44, 48, 80] For example, political studies proposes many methods for dis-
criminating between behavioral description models. [16, 17] While these techniques are
certainly powerful, they are often tied to simple analytical models. These models have
negligible evaluation costs that allow for extensive experimentation to determine areas of
similarity and dissimilarity. While this can also be the case when looking at low-level be-
haviors of autonomous systems, this is certainly not the case when considering high-level
results, such as successful training. Because of this, many of these techniques are infeasible
for this problem. However, they do point to a possible use for statistical testing methods as
applied to phenomena selection for simulations of autonomous systems for training.
2.3.3 Summary
This section discussed the area of modeling and simulation in a broader context. First, the-
oretical considerations from the broader area of modeling and simulation were discussed
in Section 2.3.1. The main observations were that simulation models are first and foremost
a collection of phenomena meant to represent a simplification of the real world. When
selecting a model, we must consider which phenomena are likely to have the greatest im-
pact on a system’s behavior. This can be difficult to predict for complex systems, such
as when training reinforcement learning based behaviors. As such it would be desirable
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to have a method to determine the importance of individual phenomena to be modeled.
However, there are no generally applicable methods from the broader area of modeling and
simulation to address this.
In looking at modeling development for autonomous systems in Section 2.2, there is a
broad trend towards ever increasing levels of fidelity. While in theory, increasing the fidelity
of the model will always close the reality gap between simulation and the real world bit by
bit, this doesn’t always hold in practice. No matter how high of fidelity models are used
there still seems to be a lack of transference in some sense. Section 2.3.2 looked at this
from a broader modeling context and described cases where intelligent simplifications led
to better results. Part of this can be understood by realizing that to get to a higher fidelity
model, this generally means a greater parameterization of the model. This means more
data from the real system is required to properly calibrate the behavior of the simulation.
The use of default parameters or inclusion of additional assumptions to account for this
missing data may actually move the model in the opposite direction, as false assumptions
and misused defaults introduce new errors into the model.
As noted by Box, the goal should often be to identify the simplest model possible to
achieve the current task. [10] As such, it is important to focus not only on creating a high
fidelity model of the system, but to carefully select the phenomena to be considered such
that the simplest model possible can be used. This is especially relevant for machine learn-
ing and reinforcement learning based systems that can be susceptible to so called “Clever
Hans” behavior, where unrelated information is used as a proxy to solve the problem in a
non-generalizable way. [70]
Similar observations were seen in many fields, including a close analogue to reinforce-
ment learning: simulations for human training. In this field, it was noted that increasing
fidelity could paradoxically lead to lower transference of training. In most of these cases,
it was identified that the phenomena that were focused on for increasing the fidelity were
not the most relevant for the task at hand. This further illustrates the point that care should
44
be taken to identify which phenomena are most relevant for a given goal. This is the major
gap that the work described in this dissertation will attempt to address. Inspiration will be
drawn from statistical model discrimination as seen in other fields.
2.4 Summary
The previous chapter discussed the rising use of autonomous systems throughout society.
Much of the next generation of autonomous systems will rely on reinforcement learning
for further improvements in their capabilities. This chapter was aimed at evaluating the
current state of the art in this area to understand where further research is needed. First,
modern approaches to reinforcement learning based policy development were outlined in
Section 2.1. Major recent contributions included the application of deep neural networks to
estimation of value functions for a given problem. Deep neural networks have also found
applications as policy representations, allowing for powerful nonlinear policies to be found
for novel systems. While difficulties remain, somewhat reliable methods for training these
policies have been developed.
While attractive, these methods for reinforcement learning still largely rely on a sig-
nificant exploration of the system’s state-action space in order to obtain reasonable results.
This exploration may lead to undesirable results, such as entering into unsafe regions of this
space. This may also be prohibitively expensive as good coverage of the expected space is
often required for robust solutions. To combat this, simulation-based training is often used.
Approaches to this were discussed in Section 2.2. By learning in a virtual environment,
the exploration can be done safely and can be completed in faster than real time. However,
simulation-based training is not a panacea and brings about its own issues. These issues
can largely be attributed to the reality gap between the simulated system and real system.
The power of many of the modern reinforcement learning approaches becomes an issue, as
policies become overfit to the simulated environments, and fail to account for changes as
they move to the real world.
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While some approaches have been developed to address this, there remains a large gap
in the literature to be researched further. Namely, little work has gone into understanding
exactly which parts of a simulation environment do allow for transference of learning, and
how they can be leveraged for greatest effect. Other perspectives on modeling and sim-
ulation techniques were investigated in Section 2.3 in an attempt to fill in this gap. This
resulted in two key observations. First, all models of a system are inherently simplifica-
tions. The art of modeling largely consists of defining the appropriate simplifications to
make such that a model is valid for the context given while being feasible to investigate
at the depth required. While methods for defining these simplifications have been devel-
oped for many system classes, this philosophical approach does not appear to have been
taken for training autonomous systems. This leaves a major gap in the understanding of the
relationship between modeling simplifications and the transference of learned policies for
autonomous systems.
The second major observation from the broader modeling and simulation literature is
that the modeling choices largely come down to phenomena representation. That is, defin-
ing phenomena as a relationship between states of an environment and the dynamic be-
havior of a system, the model selection problem is really a phenomena selection problem.
The goal of modeling design is to determine the phenomena that most affect the resulting
behavior for inclusion and omit those phenomena that have a negligible effect or present a
distraction from the main goal.
All of this combined leads to a refinement of the major motivating objective behind this
work identified in the previous chapter. That is, a major gap in our current understanding
of modeling and simulation for autonomous systems. is the lack of a consistent method
for determining the relative importance of phenomena within a given model. This leads to
inefficient model development, where phenomena are continuously added to a simulation
until transference can be achieved. The work discussed in this dissertation will attempt to
develop a method to address the gap of measuring the importance of different phenomena
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that have been proposed for a model of an autonomous system. The goal is to develop these
measures in such a way that they can be used to identify possible simplified models of a
system for training of autonomous behaviors. These simplified models will be evaluated
based on their ability to produce transferable policies. Chapter 3 of this dissertation will
discuss the first portion of this objective, measuring the relative importance of the different
phenomena that can be captured by a proposed model. Chapter 4 will discuss the second
half of this objective, using these measures to define simplifications for developing trans-





This work has largely been inspired by the ever increasing capabilities of autonomous sys-
tems. This has allowed for unmanned vehicles to take on greater importance for both
military and civilian purposes. However, classically implemented rule-based methods of
designing and developing these systems may be hitting practical limits that fall short of the
possible uses for autonomous systems. To overcome this hurdle, reinforcement learning al-
gorithms have been implemented to adapt to more complex and demanding domains. The
promise of these algorithms is their generality, as they can be formulated to match with
nearly any problem. [57, 71, 76, 78]
While this generality is attractive, it does come with downsides. As was discussed in
the previous chapter, reinforcement learning algorithms can only learn if they adequately
explore their state/action spaces. [59, 89, 111] This can lead to dangerous scenarios that are
not feasible to allow in the real world. Because of this, much of the initial stages of training
a reinforcement learning algorithm are conducted in a virtually simulated environment.
Virtual environments help to avoid the dangerous and potentially costly need for ex-
ploring the state/action space with a physical system, but simulation adds its own challenge
of transferring learned behaviors to the real world. As many practicing roboticists are in-
timately aware, what works in simulation often does not work in the real world. This was
true for classically developed rule-based systems and seems to be even more true for mod-
ern neural network based policies. A review of the current state of the art for transferring
policies learned in simulation and the broader modeling and simulation community identi-
fied the role of modeled phenomena selection for this problem. This led to the motivating
objective for the work discussed in this dissertation: to develop a method for measuring the
importance of different phenomena that have been proposed for a model of an autonomous
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system. The goal is to develop these measures in such a way that they can be used to
identify possible simplified models of a system for training of autonomous behaviors.
This chapter will develop a research framework to help address the first half of this
object: measuring the relative importance of different phenomena that could be captured by
a model. First, gaps in the literature identified in the previous chapter will be matched with
explicit research questions and associated hypotheses in Section 3.1. Then, an overview of
the main method to assess phenomena criticality and its applications to developing simpler
models will be discussed in Section 3.2. Finally, experiments to evaluate the proposed
method in the defined research framework will be discussed in Section 3.3. The second
half of this objective, using these measures to develop simplified models of a system, will
be discussed in the next chapter and provide additional context for these measurements.
3.1 Research Framing
Chapter 1 developed the motivation behind the increasing use of autonomous systems in
general, and the increasing use of reinforcement learning as a means of developing policies
for these systems. The need for simulation environments was identified, and some common
issues were discussed. This motivated the search for methods to improve simulation models
for training reinforcement learning based policies. Chapter 2 reviewed literature relevant
to reinforcement learning, sim-to-real training, and modeling and simulation in a broader
sense to begin gathering further insights into these challenges.
In reviewing the relevant literature, modern reinforcement learning methods were dis-
cussed to understand how policy optimization is thought to occur. In many of these modern
algorithms, exploration of the state space is paramount for finding useful policies. While
previous works have shown impressive results for virtual domains, this need for exploration
has ensured that a broad gap in the reinforcement learning literature with respect to systems
that act in the real world remains. For these systems, the required exploration drives a need
for simulation-based training for initial policy development, as broad exploration may lead
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to unnecessarily risky areas of the state space if implemented on the target system. Ad-
ditionally, this exploration is very data intensive, and may be prohibitively expensive to
obtain in the real world. Use of virtual training models helps to alleviate these two issues.
However, this exploration is also likely to push policy evaluations towards areas of the
state space where a simulation model is not accurate. The literature discussed in Section 2.2
discussed many cases where simulation based training failed to transfer to the real world.
This holds true even for highly accurate models, as reinforcement learning may tend to-
wards policies that exploit beneficial inaccuracies. Because of this, we must further our
understanding of the modeling process and its affects on simulation-based training.
Literature on model development stressed the limitations of models, such that it is com-
monly acknowledged that “all models are wrong.” One common outlook from the broader
modeling community is that a model is a collection of phenomena that are thought to be
critical to the input/output relation of a system. [100, 137] The larger the number of these
phenomena that are captured within a model, the broader its representative space and the
more accurate it can be within this space. However, our ability to represent and execute
models is finite so the goal of modeling becomes identifying a limited set of phenomena
that are critical to this input/output relation such that a model can be developed and exe-
cuted in a reasonable amount of time. [97, 98]
As discussed in Chapter 2, much of the literature has identified the importance of phe-
nomena representation in determining the fidelity of a model. [97, 100, 110] Similarly,
there has been some work on ad-hoc approaches to rough guidelines of phenomena to cap-
ture for specific disciplinary fields. [17, 95] However, these result in limited understand-
ings of phenomena importance, and there has been little work in the robotics community
on identifying which phenomena are important to capture for transference to occur. For the
remainder of this work, this importance will be defined as phenomena criticality. This gap
leads to the following primary research question:
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Research Question 1: How can the criticality of potential phenomena to be included in a
simulation model be compared such that simpler models can produce transferable policies?
In thinking on this question, it is important to keep the broader context of a simulation
model in mind. That is, the goal of a modeling an autonomous system in this case is to
provide a simplified model that is faster and cheaper to evaluate than testing on the real
system. Therefore, the competing objectives of simplification and fidelity must be properly
balanced. By providing a useful comparator between alternative phenomena for inclusion
in the model, more intelligent decisions can be made. This would allow for the development
of simpler models that can still yield similar levels of transference when compared to more
complex models.
In many other fields where a similar tradeoff is present, sampling based methods are
used. This is true for surrogate model development and even within many RL algorithms.
Consider policy gradient methods, like [106] and [71]. The true gradient is an expectation
over the entire state space, with no known method to analytically derive this for complex
policies. However, both works show that relatively small samples of this space can produce
useful estimates of the gradient. Similarly, some multifidelity optimization techniques often
employ a sampling based approach to blend results when multiple models can represent
a single system interaction. [19, 85] Considering these applications to a tangential area
of modeling use and within reinforcement learning itself, it is likely a sampling based
approach will be adequate here as well. This leads to the following hypothesis, which will
be further refined with follow on research questions throughout this chapter:
Hypothesis 1: If a sampling-based approach is implemented to evaluate the possible sim-
plification space, then reasonable simplified models that balance complexity with transfer-
ence to the true system can be identified.
With this hypothesis in mind, two sub-questions become immediately apparent. First,
how should these samples from the simplification space be defined? The choice of sam-
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pling strategy will likely have a big impact on the resulting measures of importance. This
question will be discussed below in Section 3.1.1. Second, how should the simplifications
that are sampled actually be evaluated? This choice includes the metrics to consider when
conducting evaluations, as well as defining the actual scenarios to be simulated for a given
training operation. This question will be discussed below in Section 3.1.2. Further details
on the implementation and practical considerations for this method will be developed in
Section 3.2.
3.1.1 Simplification Sampling
The above section provided an overview of some of the difficulties faced when trying to
develop simulation models for training reinforcement learning based policies. Among the
first hurdles to be addressed is identifying which phenomena to include in a given model.
To do this, we first need to understand how each phenomena impacts transference, as their
influence is not uniformly distributed. Due to a lack of consistent methods for this eval-
uation in the literature, this led to Research Question 1.0 above: how should phenomena
criticality be measured? To answer this question, Hypothesis 1.0 proposed a sampling
based approach.
While this is a reasonable proposal, and draws on the use of sampling based methods
in many different fields, this is a bit open ended. Specifically, how should these possible
simplifications be sampled? This leads to the following sub research question:
Research Question 1.1: How should the possible simplifications of a given referent model
be sampled for evaluation of phenomena criticality?
In answering this question, it is important to consider the set of possible simplified
models. This set can be represented by a multidimensional discrete space. That is, each
phenomena within the referent model can be considered a dimension of the so-called sim-
plification space. There are then two discrete locations that any simplification can take in a
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given dimension: either 0, omitting the phenomena; or 1, including the phenomena. So, the
null model is at the origin of the space, and the full referent model is at location [1, ..., 1].
All other simplified models lie somewhere between these two points in the simplification
space.
To understand possible methods and the qualities that should be considered when sam-
pling this space, we can look at what has been used in similar avenues of research. Namely,
there is an abundance of literature on designing experiments for many types of systems.
There is an important distinction that may cause issue here though: this is a somewhat
meta-analysis. That is, we are not trying to evaluate what policies yield good results. In-
stead, we are trying to identify the models that can be used in this evaluation.
Given this slight caveat, a common approach to designing experiments for compu-
tational models is a space filling design. There are many iterations of these designs,
from sphere packing to Latin-Hypercube designs. Pronzanto and Müller provide a useful
overview of these designs. [92] At first blush, these are attractive methods: they attempt to
uniformly sample a given space to ensure there is adequate coverage wherever the eventual
optimal design appears. However, there are two primary issues.
First, these methods are largely meant to be applied to continuous spaces for parame-
ters of a model. While this isn’t an egregious limitation, it is inconvenient. Many of the
space metrics commonly used would lose meaning if directly applied to the discrete space
considered for simplified models. Other distance metrics that are more suited to discrete
spaces, such as the Manhattan distance, could be used instead. However, even using a rea-
sonable distance metric may miss the point: these inherently assume each dimension has
an equal scale. This is another way of saying each phenomena has equal importance with
respect to the fidelity of the model, which is counter to the point of this work and practical
experience.
The second issue is more practical. Space filling methods tend to scale poorly with
dimensions. So, for complex referent systems with many phenomena, space filling meth-
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ods will find either poor solutions or become intractable. So, not only are these methods
questionably applicable to this space, they may be difficult to apply in practice. Simpler
methods of experimental design, such as orthogonal arrays may be an attractive alterna-
tive, but face similar issues when considering scaling and may be inapplicable due to the
coupled nature of modeled phenomena.
While not directly applicable, the attractive features of past experimental designs are
still relevant to this problem. As has been pointed out in much of the research on designing
experiments, having a distribution of samples that roughly matches the distribution of the
possible space can yield positive results. [51, 92] Similarly, dependency effects should
be maintained if known and possible. [51] Taking these two features into account the
following hypothesis is proposed in answer to Research Question 1.1:
Hypothesis 1.1: If the simplified systems are sampled according to a distribution matching
that of the possible simplification space, the resulting phenomena criticality measures can
be used to develop lower complexity models with similar levels of transference.
Specifics on how this sampling will be accomplished will be given below, in Section 3.2.
This will be given in the broader context of a methodology for determining phenomena
criticality.
3.1.2 Simplification Evaluation
As was discussed above, this work seeks to improve the development of simulation models
for training behavioral algorithms for autonomous systems with reinforcement learning.
One way it tries to address this problem is by asking how phenomena criticality should
be measured, and a sampling based approach was proposed for this measurement. In Sec-
tion 3.1.1 above, the problem of sampling the space of possible simplifications was dis-
cussed. However, there lacks a consistent method of evaluating transference throughout
the sim-to-real literature. As such, there is still the open question of how each of these
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sampled simplifications should be evaluated. This is captured in the following research
question:
Research Question 1.2: Given a referent and associated simplified model of a system, how
should its ability to produce transferable policies be evaluated?
Some work that is tangential to this question done by Hunter et al was discussed in
Section 2.3, where the authors investigated so called “functional fidelity” of a model. [49]
While this work was focused on functional models of a system, some of the conclusions
may be applicable to executable models used in reinforcement learning training as well,
with a bit of rework. Namely, the possible functionality space within a functional model
can be considered an analogue of the possible behavioral space of a simulation model.
This suggests that it would be possible to compare a model based on the behaviors that are
presented during simulation with those that would be present during real implementation
of the policy.
There is an important distinction to make here, though. That is, while Hunter et al were
trying to build a full view of the functional spaces for comparison, only those behaviors that
are likely to be seen during training are relevant for the comparison required in this work.
Even simpler, direct comparison of all behaviors seen during training may be overkill or
infeasible, as this is part of the motivation for using virtual environments for training in
the first place. Because of this, comparisons of only the final behaviors present under the
trained policy are relevant. This agrees with much of the sim-to-real literature on how only
the final trained policy is evaluated for transference from simulation to the real world.
While this answers which behaviors should be used in this evaluation, there is still the
question of what metrics to use in measuring this transference. To answer this question,
there first needs to be a workable definition of transference with respect to policies. From
the literature, there are two major metrics that are commonly used. The first will be called
Binary Transference, and the second will be called Performance Transference. These two
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metrics were taken from much of the literature discussed in Section 2.2 and are discussed
individually below.
Binary Transference considers a qualitative evaluation of the policy once transferred to
the true system. As its name implies, this is often done in the context of a success or a
failure, leading to a binary evaluation. While this is useful for single attempts of transfer-
ence of a one-off policy, it’s less useful for evaluating a given simplification model. This
is because the development and training of a policy is a random process. The exploration
noise required to consistently produce reasonable policies makes the parameterization of a
specific policy that results from a training scenario less reliable.
As such, it is more meaningful to consider the probability of Binary Transference oc-
curring given a policy was trained on a specific model. With this in mind, the first metric
of interest can be defined as the proportion of policies that transfer from a given simplified
model to the referent system. That is, for a repeated number of training cases run on the





While simple, this gives a powerful measure of the quality of a given model. For cases
where there is no known policy and the goal of a simulation study is to simply find a
feasible policy, this is a sufficient metric. The goal would simply be to maximize the
evaluated binary transference of the model. However, if the simulation study is meant to
provide some sense of optimality, this metric is insufficient. That is, it does not consider
the quality of a policy beyond a binary success. So, much of the sim-to-real literature uses
a second metric, which will be called Performance Transference here.
Performance Transference is a supplemental metric once binary transference has been
confirmed. This metric is simply the percentage difference between the expected value of
some performance metric of the policy when implemented on both the simplified model and
referent systems. For most commonly used systems, this performance metric is a function
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of the trajectories generated in the given environment by that policy. That is:
TPerformance =
|Eτ∼ζR,πS [f (τ)]− Eτ∼ζS ,πS [f (τ)]|
|Eτ∼ζR,πS [f (τ)]|
(3.2)
For Equation (3.2), f(.) is some performance measure over a trajectory, τ , through the
state/action space of the environment, ζ , caused by following a policy, π. The subscripts
of both ζ and π represent the system they refer to, either S for the simplified model of
the system or R for the referent system. That is, ζR refers to the referent environment and
πS refers to a policy trained in the simulated environment. For practical purposes, these
expectations are evaluated by rolling out trajectories from a sampling of initial states taken
from an appropriate distribution. This metric gives a reasonable evaluation of a model’s
predictive abilities. That is, a model that has a lower performance transference will be
better at predicting the eventual performance of a policy when it is applied to the real
system.
While both of these metrics are important in evaluating the success of a given trans-
ference attempt, it is expected that Binary Transference will yield more meaningful results
when attempting to simplify a referent model. First, Binary Transference is more broadly
applicable. That is, most measurements of Performance Transference assume a some level
of successful transference as a starting point. For example, consider the transfer of a con-
troller for some dynamical system. In this case, stability could be considered the success
criteria, while energy use is a performance metric. The performance of the controller is
irrelevant if the controller is not stabilizing in the first place. As such, Performance Trans-
ference will can only be evaluated for systems where Binary Transference has already
occurred.
Second, for many cases of model development, the initial selection of phenomena to
include occurs at a relatively early stage in the development process. [96] So, it is likely
that calibration can be conducted later to improve the predictive accuracy of the model,
and therefore improve Performance Transference at the same time. Because of this, it
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is expected that the use of Binary Transference as an evaluation metric will yield better
decisions on which phenomena to include. This gives the following hypothesis with respect
to Research Question 1.2, restated below for convenience:
Research Question 1.2: Given a referent and associated simplified model of a system, how
should its ability to produce transferable policies be evaluated?
Hypothesis 1.2: If the simplified models are evaluated with respect to their Binary Trans-
ference rates, then the resulting comparisons of phenomena criticality will allow for phe-
nomena to be rank ordered in a way that allows simpler models to produce greater levels
of transference.
The specifics of actually implementing and evaluating these metrics are given below in
Section 3.2. This is given in the context of a broader methodology to evaluate the impor-
tance of each individual phenomena.
3.2 Phenomena Criticality Evaluation Methodology
As was discussed in the previous section, one of the major gaps that exists in the literature
is a lack of methods for comparing the relative importance of different phenomena that can
be included in a simulation model. This gap exists both in the robotics focused sim-to-
real literature and in the broader modeling literature. In order to address this gap, it has
been proposed that a sampling-based approach could be used to extract the importance of
individual phenomena from the sampled models.
There are two major assumptions that must be considered as a starting point before
detailing this sampling-based method further. First, it assumes that an existing list of po-
tential phenomena has been produced based on some referent model of the system. While
the production of this list is a critical step in the modeling process, it is considered out of
scope for this work. Current best practices in the context of the target system should be
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followed when this list is developed.
The second critical assumption is the modularity of the modeling and simulation envi-
ronment used for this study. Simply put, this method requires significant experimentation
that directly alters the model of the system used in policy synthesis. If the models within
the simulation are not implemented in a modular fashion, this becomes a very expensive
step. The costs in developing individual simplified models from scratch may outweigh any
of the benefits that could be gained from following the rest of this method.
With these two assumptions in mind, the starting point for this method can be defined.
First, a target system and an associated referent model have been defined. This includes
lists of phenomena that are expected to affect policy performance. Second, a modular im-
plementation of this referent model must be developed and implemented in an appropriate
simulation environment. This implementation must be developed such that the different
phenomena included can be omitted as required. This also implies the ability to access and
test synthesized policies on the referent model. Finally, a reinforcement learning frame-
work needs to have been implemented such that a reasonable policy for a given model
can be synthesized within the simulation. Similar to the modeling capabilities, the greater
modularity within this reinforcement learning framework the better, as it will be applied to
many different subsequent models.
Given this starting point, the sampling-based method developed for this thesis follows
a four step process outlined in Figure 3.1. To help in understanding this method we can
consider an abstract system that has four possible phenomena of interest that can be cap-
tured in a model independently. This example is intentionally designed to be abstract, as
this method was designed to be applicable to a broad range of systems. These phenomena
are meant to represent independent influences on the system’s behavior, such as gravity,
drag, etc. A system with four independent phenomena has sixteen possible modeling rep-
resentations, as each can be included or omitted irrespective of the others. For this and
other similar systems we can represent each of these models as a binary string such that
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each character in the string represents either the inclusion or omission of a phenomena. So,
the string ‘1010’ would represent a model that includes the first phenomena and the third
phenomena, with the second and fourth phenomena omitted. For further clarity, the string
‘1111’ would represent the full referent while the string ‘0000’ would represent the null
model. At this stage, the ordering of the phenomena is entirely arbitrary and should have
no effect on the eventual outcome of this analysis.
Given these representations of simplifications, the models can be sampled from the
possible simplified model space according to a given distribution. Continuing the example
of a system with four candidate phenomena, this would entail selecting a number of the
16 different possible combinations to evaluate. Say we take 4 models in our sample, de-
fined as the models represented by the strings 0101, 0011, 0110, and 1001. At this point,
each sampled model can be implemented, used in training a policy, and the transference of
these policies can be evaluated. This training can be done in whatever reinforcement learn-
ing framework is appropriate for the system considered. As this work is most concerned
with continuous state and action spaces, the DDPG framework will be used. [71] For fur-
ther details on this framework and adjustments made for asynchronous training, please see
Chapter C.
To extract the influence of individual phenomena, the next step is to classify these
models into non-exclusive sets defined by the inclusion of a set’s characteristic phenomena.
This is defined below:
µi = {m ∈M : pi ∈ m} (3.3)
That is, each set, µi is defined as the collection of models, m, within the set of all
sampled models, M , that contains the ith phenomena, pi. Continuing the example above,
the first set of models, µ1, would only contain the fourth model, 1001. The second set, µ2,
would contain the models 0101 and 0110. The third set would contain the models 0011
and 0110. The fourth set would contain the models 0101 and 1001.
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With trained policies and predictions of performance of these policies for each indi-
vidual simplification, we can then test transference to the referent system. As defined in
Section 3.1.2, both Binary Transference and Performance Transference will be measured.
The average transference to the referent within a group, controlled for fidelity levels of the
individual models, will be used to define the criticality of the characteristic phenomena.
The phenomena can then be ranked according to this criticality measure.
In order to test Hypothesis 1, then, we must use these measures of criticality to define
a series of models of increasing complexity. This can be done by simply including the
phenomena in decreasing order of criticality. That is, first build a model that includes the
most critical phenomena. Then, build a second model that includes the two most critical
phenomena, and so on. The models constructed in such a way should show greater trans-
ference with fewer phenomena included. Further details of questions and hypotheses with
regards to this model construction can be found in the next chapter, Developing Simpler
Models.
Given this overview of the four step method, the remainder of this section will detail the
individual steps of the proposed method. This will include discussion of decisions within
each step, and their expected impacts on the overall results.
3.2.1 Sample Simplified Models From Referent
The first step is the philosophically simplest step: sample possible simplifications of a
referent model. Given the list of phenomena to investigate for the referent system, we
can define a simplification space. Each phenomena within the referent model can be seen
as a dimension. A simplified model of the referent can then be defined by setting each
dimension to either 0, where the phenomena is omitted, or 1, where the phenomena is
included. This space forms a discrete set that contains all possible simplified models that
can be constructed from the individual phenomena within the referent list. The goal is then
to find a model within this set which balances model simplicity and transference to the true
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Figure 3.1: An overview of the developed method. First, the simplification space of for
the identified phenomena is sampled to define a design of experiments. The simplified
models associated with this design are implemented, and a policy is synthesized for and
evaluated for each. These policies are then transferred to a referent model (which can be
the truth system) and evaluated. The resulting data is categorized into nonexclusive sets
for each phenomena. If a simplified model included a phenomenon, its data is included in




This set scales exponentially with the number of phenomena considered. For relatively
simple referents, this is a small set and it may be feasible to search the space in a full
factorial method to find a suitable model. However, this set can quickly grow such that it
would be impossible to consider all possible models. Consider a model with 32 phenomena
of interest. This set would contain over 4 billion possible simplifications, much too great
for a full factorial search to be completed in a reasonable amount of time. As such, a
method for sampling this modeling space is required. This led to Research Question 1.1,
which asks how these samples should be taken.
When considering different approaches to answering this question, there are a few im-
portant things to keep in mind. First, any sampling strategy must be feasible to implement
given restricted computational resources. It must also be done in a way to maximize infor-
mation gained about the importance of the individual phenomena to be considered. These
two goals are in opposition: constrained resources pushes towards fewer samples to be
taken while information gain pushes towards a full factorial search. The sampling method
chosen must balance these two concerns appropriately.
As mentioned above, much of the design of experiments literature has discussed the
importance of using samples that are representative of the space. This representative sam-
pling should allow for a comparatively sparse sample to provide sufficient information to
differentiate between the relative importance of the different phenomena the model may
contain. This was the foundation for Hypothesis 1.1.
Taking the view of the simplification space as outlined above, it is clear that any rep-
resentative sampling of this space should include each individual phenomena with a prob-
ability of 50%. To see this, consider a full-factorial search of the space. Each phenomena
can be considered independently from all others. So, the number of simplifications that
include a phenomenon will equal the number of simplifications that omit it. When taking a
simplistic view of fidelity as the number of phenomena included, this yields a distribution
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of model fidelity similar to the expected distribution of a number of Bernoulli trials with
p = 0.5 and the number of trials equal to the number of phenomena considered. That is,
there will be a peak with roughly half the phenomena considered and a relative lack of
models sampled at extremely high or low fidelity.
By sampling at greatest density in the moderate fidelity range, a second possible benefit
is likely to be achieved. Low fidelity models are likely to transfer at very low rates, mak-
ing it difficult to distinguish between the effects of phenomena. That is, the total fidelity
of the model will dominate the transference rates, limiting the effects of the inclusion of
individual phenomena. Conversely, it is reasonable to expect that high fidelity models will
lead to high transference rates. Again, this may be driven more by the total fidelity of the
models, not the individual phenomena included leading to less distinguishing information
available. Moderate fidelity models will likely lead to moderate transference rates. This
means that there will likely be greater variance in the transference rates if the phenom-
ena contribute disproportionately to transference. So, fewer samples are expected to yield
greater information on the importance of the individual phenomena.
We can achieve this representative sampling using a fairly simple computational strat-
egy. If we uniformly sample the integers from the set
(
0, 2N − 1
)
, where N is the number
of phenomena making up the referent, and take their binary representations, we achieve
this distribution.To see this, consider the most significant digit of the binary representation.
It will be 1 if the sampled integer is greater than 2N−1. It will be 0 if the sampled integer
is less than or equal to 2N−1. On the interval
(
0, 2N − 1
)
, each of these classes has exactly
2N−1 − 1 members, and so has probability of occurring of 50%. Looking at the second
most significant digit, we now look at the sampled integer modulo 2N−1. Similar to before,
if this is greater than 2N−2, this digit will be 1. If it is less than or equal, it will be 0. Again,
each of these sets is half of the possible space, and so yields a 50% probability of the sec-
ond phenomena being selected in a model. This can be repeated until it is shown that all
individual phenomena have a 50% chance of being selected.
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In this way, we can now sample simplifications from the full simplification space while
maintaining a representative distribution. Continuing the example of a system with four
phenomena from above, we take a sample of 4 possible simplifications, represented by
the strings 0101, 0011, 0110, and 1001. For each model, a policy can be trained and
transference evaluated. If we aggregate the results of the policies trained on each of these
models, we might expect something such as that seen in Figure 3.2, showing notional
results for a model with four possible phenomena. While useful, this aggregate curve
cannot be used to evaluate individual phenomena. The next section will discuss how these
models will be classified in order to evaluate the effects of individual phenomena.


















Figure 3.2: A notional transference curve for models sampled from a referent system with
four possible phenomena to be represented.
3.2.2 Classify Simplifications by Characteristic Phenomena
The previous section discussed a method for sampling these strings in a representative
manner such that each each individual phenomenon is included at a uniform rate, and the
fidelity of the sampled models is weighted towards moderate fidelity levels. Following
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from the inspiration from ANOVA based methods, the sampled models will be classified
into sets based on the phenomena they use. These sets will be characterized by a single
phenomena, and all contained models will include this phenomena in conjunction with
others. This will allow for the effects of a given phenomena to be evaluated by looking at
the mean performance of the models within the set. These sets are defined according to:
µi = {m ∈M : pi ∈ m} (3.4)
That is, each set, µi is defined as the collection of models, m, within the set of all
sampled models, M , that contains the ith phenomena, pi.
We can make this more explicit by continuing the example above with four possible
phenomena. This gives sixteen possible simplifications (including the null and full refer-
ent models) that can each be represented by a binary string of length four. Each character
in the characteristic string representing a model signifies whether that phenomena is in-
cluded in the model or not. As before, we consider a sample of four of these models,
represented by the strings 0101, 0011, 0110, and 1001. The set of models representing the
first phenomenon would only contain the model defined by the string 1001, as this is the
only sampled simplification that includes the first phenomenon. The set of models repre-
senting the second phenomenon would have the models defined by 0101 and 0110. The
set of models representing the third phenomenon would have the models defined by 0011
and 0110. The set of models representing the fourth and final phenomenon would have the
models defined by 0101 and 1001.
Similar to before, we can then look at the aggregate transference for each of these sets.
A notional example of this is seen in Figure 3.3 for a model with four possible phenom-
ena. Now, we can see a distinction between the phenomena that contribute significantly to
transference and those that do not.
The overarching assumption behind classifying models this way, that the impacts of an
individual phenomena can be assessed by comparing aggregate evaluations of a character-
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Aggregate Transference by Phenomena
Figure 3.3: Notional transference curves for models sampled from a referent system with
four possible phenomena to be represented. Each curve represents a set of models charac-
terized by a different phenomenon.
istic set, is common in many methods of experimental analysis. The most direct inspiration
for this would be ANOVA tests, and the similar Kruskal-Wallis test for non-parametric
models, as applied to effect analysis for experiments involving applications of different
treatments.
While it would be tempting to simply apply these tests, ANOVA and other similar
statistical tests cannot be applied directly in this case, as each of the main assumptions
leading to these analyses are violated. The largest violation is in the construction of the
sets themselves. For ANOVA and similar tests, they require the different classifications
to remain independent. That is, the sets should be mutually exclusive. As shown in the
example above, that is not the case here.
While it would be possible to construct a set of rules to assign the models such that
each set is mutually exclusive, it is expected that this would have two significantly negative
effects. First, this would greatly increase the sampling density required to have similar
classification sizes. This is because the degree of overlap is significant as nearly all models
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will belong to at least two classifications. The second effect would be a weakening of the
test, as it would introduce significant confounding variables. It would be possible to control
for the remaining phenomena used in a model, but this would yield poorer results at greater
cost than simply constructing the classifications in the proposed non-exclusive manner.
The other assumptions that have been violated for these tests are:
• Lack of significant outliers: It is reasonable to expect some combinations of phe-
nomena to to yield significantly better or worse predictions of system behavior than
others. These outliers will have an outsize effect on the resulting variances leading
to less discriminating power.
• Normality: In cases of non-additive phenomena, there is no reasonable expectation
for normality in the distribution of transference. The possible coupling between phe-
nomena is likely to lead to noticeable groupings of models.
• Homogeneity of variances: Assuming a non-uniform distribution of importance among
the phenomena of interest, the variances should be directly correlated with impor-
tance. To see this, consider the group that is characterized by the least important
phenomena. The most important phenomena will be included in roughly half of
these models and omitted from the other half. This leads to higher variance than the
group characterized by the most important phenomena.
However, even given these limitations, this general framework should still give useful
information. The spirit of the means discrimination tests remains intact. Given the high
confidence in the underlying assumption that different phenomena contribute to transfer-
ence in a non-uniform fashion, the direct comparison of the non-exclusive set means should
be sufficient for discrimination. The next section will now discuss how each of these mod-
els will be evaluated such that these classifications can be evaluated on the aggregate.
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3.2.3 Score Transference Metrics For Simplifications
The previous section discussed the classification of models sampled according to a repre-
sentative distribution defined earlier. These non-exclusive classifications are characterized
by the inclusion of a characteristic phenomenon. This section will discuss the evaluation
used for each sampled model such that the aggregate performance of a classification can be
used as a measure of the criticality of its characteristic phenomenon.
As previously discussed, there are two primary metrics used in the literature when dis-
cussing transference. The first was Binary Transference, defined in Equation (3.1). This
is an estimate of the probability that a policy trained on a simplified model of a system
will successfully transfer to the referent model of the system. The second primary measure
from the literature was Performance Transference, defined in Equation (3.2). This can be
seen as a measure of the simulation model’s ability to predict the behavior of a policy once
it has been applied to the real system.
Each of these measures has varied benefits and detriments. Performance Transference
provides a higher resolution quantification of the performance of a simulation, and is more
similar to the common approaches of verification and validation common through much
of the modeling and simulation literature. However, it is less broadly applicable, as its
measure assumes an inherent level of successful transference in the first place.
In contrast, Binary Transference is more broadly applicable as it can be applied to
any policy without arbitrarily assigning values to unsuccessful attempts for transference.
Similarly, its qualitative nature is more in line with the early stage of model development
where decisions of phenomena inclusion and omission are most relevant. That is, it is
reasonable to expect Performance Transference can be increased by later calibration to
truth data, while this will be more difficult with Binary Transference. As such, Binary
Transference is hypothesized to yield better results within the above methodology. Given
this hypothesis, each sampled model will be evaluated by first training a policy through
simulation of the simplified model until it is considered successful. This policy will then
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be implemented on the referent model and tested for success. As stated above, this will
yield a binary measure for each individual model.
In order to get a probability of transference then, each model of the same fidelity level
(taken to mean the total number of phenomena included in the simplified model relative to
the total number of phenomena listed for the referent) can be compared. This will give an
estimate of the probability of transference for that fidelity level. The individual models will
then be judged relative to this probability of transference. This is shown in Figure 3.3.
However, we cannot simply compare these results directly, as it’s possible that some
phenomena will be over-represented in high-fidelity models and some phenomena will be
over-represented in low fidelity models. Similarly, while Figure 3.3 shows a notional ex-
ample of the expected results, it is like the separation between phenomena classifications
won’t be as clear cut. To account for this, we must normalize these transference measures
by fidelity level. Various methods exist for this, but we will use the Standard Scaling, or
Z-score method. This will transform the distribution of models at each fidelity level such
that it will have zero mean and a standard deviation of one. This can be seen applied to
notional transference curves for the ten phenomena system in Figure 3.4.
Continuing the example above of a system with four phenomena, with the four of six-
teen sampled models defined by the strings 0101, 0011, 0110, and 1001. Say the first and
third models, those defined by the strings 0101 and 0110, both successfully transfer while
the other two do not. Since each sampled model contains two phenomena, the estimated
probability of transference for two-phenomena models is 0.5, with a standard deviation of
0.5. So, the first and third models will receive a normalized score of +1, while the second
and fourth models will receive a normalized score of -1. This straightforward analysis is
expected to give the information necessary to now evaluate the classifications as a whole,
as discussed in the next section.
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Figure 3.4: Notional transference curves that have been normalized by fidelity level for
models sampled from a referent system with four possible phenomena to be represented.
Each curve represents a set of models characterized by a different phenomenon.
3.2.4 Rank Phenomena By Simplification Scores
The previous section discussed the evaluation of single models that were sampled according
to the representative distribution discussed in Section 3.2.1. This resulted in a z-score
for each individual model such that it was normalized by comparisons to models with
similar fidelity levels. This section will now discuss a straightforward aggregation of these
normalized scores for each classification as discussed in Section 3.2.2.
While many aggregation techniques could be used, a simple mean comparison is ex-
pected to be sufficient here. More complex techniques are often helpful when it is unsure
if the characterizing features of a classification actually lead to varying distributions for
measures of performance. However, as was laid out above and in the previous chapter, it
is already well accepted that different phenomena contribute different amounts to the rep-
resentation of behavior for a given system. So, each classification will be scored simply
by taking the mean z-score of each of the models contained within it. These classification
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scores are then attached to the associated characteristic phenomenon as the final measure
of criticality.
For clarity, we can finish the example that has been carried through the previous sec-
tions. The first phenomena was used to characterize the set containing only the fourth
sampled model. This model received a normalized score of -1, so the first phenomena is
given a measure of criticality of -1. The second phenomena characterized a set containing
the second and third sampled models, each receiving scores of +1, yielding a criticality of
+1. Both the third and fourth sets yielded mixed scores, so both the third and fourth phe-
nomena are scored with a criticality of 0. So, the second phenomena was the most critical
to capture, the third and fourth phenomena were equally important, and the first phenomena
was the least important to capture.
It is expected that this method will generalize well to many different classes of systems.
The following section will now discuss the design of a series of experiments to evaluate this
method in the context of the research questions and hypotheses that have been proposed
above.
3.2.5 Summary
This section laid out the proposed methodology for measuring phenomena criticality. This
method follows a four step process, shown in Figure 3.1. To begin, this method requires a
list of possible phenomena to define a referent model of the system, a modular simulation
environment, and a reinforcement learning framework for policy synthesis.
Given this starting point, the first step of the method is to sample simplified versions
of the referent system, detailed in Section 3.2.1. This is done by sampling integers from
the open interval (0, 2n) according to some distribution. The binary representation of these
integers then define a set of simplified models to implement and train policies on. Each of
these sampled models can be implemented and policies synthesized.
The next step of this method is to classify these simplifications into sets that represent
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the influence of individual phenomena, detailed in Section 3.2.2. This is done by creating
non-exclusive sets characterized by the inclusion of each phenomena individually. This
will produce a set of all the sampled models that include the first phenomena, a set of all
the sampled models that include the second phenomena, and so on. Clearly, there will be
overlap between these sets, as the majority of the sampled models will contain multiple
phenomena. However, it is expected that aggregating results according to these sets will
still allow for the influence of the individual phenomena to be extracted.
Following this classification into characteristic sets, we can then evaluate policies pro-
duced by each of the sampled models for transference to the referent system, detailed in
Section 3.2.3. This will yield a set of transference curves, one for each phenomena, similar
to the notional example shown in Figure 3.3. However, to get an accurate measure of crit-
icality for each phenomena, we must normalize these transference scores by fidelity level.
This is done using z-scores as a standard scaling approach, shown for the notional example
in Figure 3.4
At this point we have transference scores for each sampled model, all normalized by
fidelity of the model. The final step in measuring criticality, detailed in Section 3.2.4 is to
aggregate these scores according to the classifications defined in the second step. This can
be done by simply taking the mean normalized transference score across each set. These
aggregated scores for then can be used as the criticality measure for the phenomenon that
characterizes the set. The phenomena can then be ranked according to criticality and used
in developing simplified models of the referent.
3.3 Experimental Definition
This chapter has focused on developing a methodology around measuring the importance of
different phenomena that can be used to develop a simplified model of a referent system for
training reinforcement learning based policies in simulation. First, a general framework for
researching this problem was developed in Research Framing. Then, the methodology for
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measuring these importance levels, here called phenomena criticality, was further detailed
in Phenomena Criticality Evaluation Methodology. This section will now discuss exper-
iments that will be used in evaluation of this research framework. First, a general proof
of concept will be described to begin evaluating Hypothesis 1.0 in response to Research
Question 1.0. This will combine the proposed framework with a simple model develop-
ment strategy and compare the resulting curves for transference at different fidelity levels
with those of comparative baselines.
Assuming a successful proof of concept through this experimentation, two follow on
experiments will be conducted. First, the effects of different sampling strategies and the
density of samples taken. This will be focused on evaluating Hypothesis 1.1 in response to
Research Question 1.1. The second of these experiments will evaluate the effects of using
different low level metrics when evaluating the criticality of a model’s phenomena. This
will be focused on evaluating Hypothesis 1.2 in response to Research Question 1.2.
The following sections will describe these experiments in further detail.
3.3.1 Experiment 1: General Proof of Concept
This chapter has focused on developing a methodology around measuring the importance
of different phenomena that can be used to develop a simplified model of a referent sys-
tem for training reinforcement learning based policies in simulation. This was framed in
response to the question How can the criticality of potential phenomena to be included in
a simulation model be evaluated such that simpler models can produce transferable poli-
cies? It was hypothesized that a sampling based method as laid out in Section 3.2 would
yield an evaluation of phenomena criticality that can be used to improve the transference
of simplified models of a referent.
In evaluating this question, the second half of this research question deserves special
attention. That is, the context suggested by “such that simpler models can produce trans-
ferable policies” implies this method cannot be evaluated in a vacuum. The eventual output
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criticalities from this method must be used to develop simulation models of increasing com-
plexity, and the transference from these models should show improved transference relative
to models of similar complexity whose phenomena were chosen through alternative meth-
ods.
That is, there is no truth data that can be used to determine whether the produced phe-
nomena criticality measures are accurate. We can only evaluate their usefulness in the
context of deciding which phenomena to include in simplified models. So, this evaluation
method must be paired with a model development strategy in order to be evaluated. This
strategy will be further developed in the next chapter, as well as additional baseline strate-
gies to compare against, but suffice it to say that a simple method should work well if the
criticality measures are accurate.
In this case, the simplest strategy possible would be to simply develop models of in-
creasing complexity by including the next most critical phenomena. This can be illustrated
by continuing the example from the previous section with a system with four phenomena
to consider. As a refresher, the second phenomena was found to be the most critical, the
fourth phenomena was found to be the second most critical, the third phenomena was found
to be the third most critical, and the first phenomena was found to be the least critical. This
would mean our models of increasing complexity would be defined by the strings 0100,
0101, and 0111. The full referent could also be included if desired to give one model for
each possible fidelity.
Each of these models would be evaluated for transference of policies to the referent
system. This will result in a curve of the transference metrics against fidelity1 of the sim-
plified models. These models will be evaluated for both Binary Transference, defined in
Equation (3.1), and Performance Transference, defined in Equation (3.2).
Both of these metrics give reasonable measures of a simplified models ability to pro-
duce transferable policies. However, they largely measure the accuracy of predictions of
1Again, fidelity refers simply to the number of phenomena included in the simplified model here.
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performance. These predictions do not necessarily define the capability of a given model
to actually train the policy. To address this, a third metric, called Potential Transference is
proposed. This takes the form:
TPotential =
Eτ∼ζR,πR [f (τ)]− Eτ∼ζR,πS [f (τ)]
|Eτ∼ζR,πR [f (τ)]|
(3.5)
The difference between Equation (3.5) and Performance Transference, Equation (3.2),
is subtle and may not be noticed at first glance. While the form is the same, the evaluation
of the expectation for the referent environment is now conditioned on a policy that has also
been trained on this referent environment. That is, the performance of the algorithm trained
in simulation is evaluated after being transferred to the true system. Instead of comparing
this with the predicted performance, it is compared with the actual optimal performance
that could be achieved through training on the referent system.
In most cases, given sufficient training time, an algorithm trained directly on the referent
system will perform better than a policy that was trained on a simplified system. This is
due to two major factors. First, advantageous phenomena that were simplified out of the
model can be leveraged. Second, disadvantageous phenomena that were ignored in the
simplified model can be properly accounted for. These two factors can lead to greater
performance. As such, this metric provides an added dimension to give a fuller picture of
the quality of a simplified model. While a useful metric, this can only be evaluated for
simple referent systems. As such, this experiment, and the following experiments meant
to evaluate different decisions to be made when implementing this methodology will be
conducted on a fairly simple system.
To simplify comparisons between alternatives further, the area under these three fidelity-
transference curves will be used as the final comparison metric. This avoids qualitative
comparisons of curves, and can properly balance the desires to produce early transference
with quality of the transferred policies at higher fidelities. For binary transference, the
ideal measure for this metric would be 1.0. This would imply that the models produced
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by the simplification development methodology produces models that transfer to the ref-
erent as soon as the most important phenomena is included. Clearly, this metric is system
dependent, as some systems will likely present a greater challenge to transference than oth-
ers. Even in this case, comparison between methods using this metric is meaningful as the
greater this measure, the greater the transference achieved at lower complexity levels.
This measure is also useful in evaluating performance and potential transference. How-
ever, as these two measures are related to the difference between the simulated policy and
policies evaluated or trained in the real world, the goal is to now minimize them. That is,
the ideal simulation model would achieve both perfect prediction and full training with the
fewest phenomena accounted for. This would yield an area under the curves of 0. This ideal
case is unlikely to happen in the real world though, so comparisons of different methods
will largely come down to which yielded a lower value.
So, to evaluate the usefulness of the phenomena criticality method, it must be imple-
mented on a referent system. This will result in a ranking of the different phenomena
captured within the referent. These rankings can then be used to develop increasingly
complex simplified models. Evaluating the transference of these models will provide a
fidelity-transference curve for the three major metrics identified. By taking the area under
these curves, different methods for evaluating phenomena criticality and selection meth-
ods can be compared directly. Increasing the area under the binary transference curve and
decreasing the areas under the performance and potential transference curves determines
an improvement. If the basic model development strategy discussed in the next chap-
ter produces favorable results compared to alternatives, Hypothesis 1.0 will be considered
supported.
3.3.2 Experiment 2: Effect of Sampling Strategy
The previous section developed a proof of concept experiment to evaluate the potential
usefulness of this method. One of the most important points noted in developing this ex-
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periment was a recognition that these experiments must be evaluated in the full context of
developing models and attempting transference of policies from these simplified models to
the referent system. This point is also important to consider in evaluation of sub portions
of the methodology. That is, any changes to sub portions of the methodology must also be
evaluated in the full context of developing a set of increasingly complex simplified models.
The first of these sub portions to be evaluated will be the sampling strategy use in
selecting simplifications to evaluate. This was stated in Research Question 1.1, and it was
hypothesized that a representative sampling distribution of simplified models would be
most useful within this methodology. The representative sampling strategy was described
in Section 3.2.1. In essence, this sampling strategy was defined to to include each individual
phenomenon with uniform probability. While this is simple and supported by some of the
literature, it is not the only possible strategy.
As was noted previously, this representative strategy mimics the distribution of the full
simplification space. This leads to a heavy weighting towards moderate fidelity levels. As
such, the alternatives will largely be focused on generating alternative distributions in the
fidelity space. The first alternative sampling strategy will enforce a uniform distribution
over the fidelity of the sampled models.2 This will be accomplished by using a hierarchical
sampling strategy. First, the fidelity of the sampled model will be drawn from a uniform
distribution. Then, the a sample containing an equivalent number of phenomena from the
full list of phenomena in the referent will be drawn. This idea behind this method is that
there is valuable information at both the extremely low and extremely high fidelity ends of
the simplification space. If this is true, this method should outperform the representative
sampling strategy originally hypothesized.
The second alternative method will follow a similar idea. This time, however, the idea
is that the most information is concentrated only in the high fidelity end of the simplifica-
2There is an important distinction to note here. For some models and numbers of samples, it may be
impossible to make a truly uniform sampling of the fidelity space. This is because the extreme ends of the
fidelity space severely limit the absolute number of simplifications that exist. So, while it will be referred to
as a uniform distribution for simplicity, it is in actuality a quasi-uniform distribution.
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tion space. As such, a triangular distribution over the fidelity of the simplified models will
be used, with the extreme end representing the referent system.3 This will also be accom-
plished using a hierarchical sampling strategy. First, the fidelity of the simplification will
be sampled from the triangular distribution. Then, the equivalent number of phenomena
will be sampled from the full referent list of phenomena.
With these alternative sampling strategies defined, the evaluation will proceed largely
the same as the proof of concept experimentation. Each sampling strategy will be imple-
mented within the methodology to determine the rankings of possible phenomena. These
rankings will be used to develop a series of increasingly higher fidelity simplifications.
These simplifications will be used to train policies that will be evaluated on the referent
system, producing a fidelity-transference curve for the binary, performance, and potential
transference metrics defined above. The areas under these curves will be compared to de-
termine which strategy is superior.
One additional piece of information will be used in this evaluation to provide additional
information: the number of samples used by each strategy where the criticality measures
begin to converge to their final evaluation scores. This is an important piece of infor-
mation for comparison, as each strategy should converge to the same criticality rankings
given enough samples. To see this, we return to the example system with four phenomena
that was previously discussed. This system has 16 possible simplifications. If we take 16
non-repeating samples from the simplification space, we will always receive the same de-
scription of the full space regardless of the sampling distribution used. As such, we don’t
care only about which sampling strategy yields the best eventual ranking, we also care
about how quickly it reaches this ranking.
3Similar to the previous note on the uniform distribution over fidelity of the models, this is more accurately
stated as a quasi-triangular distribution.
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3.3.3 Experiment 3: Effect of Evaluation Metrics
The previous section described an experiment to evaluate the sampling strategy used in
selecting simplifications to evaluate. This section will now look at how the low level met-
rics used in evaluating transference from specific simplified models to the referent model
effect the eventual measures of phenomena criticality. This is meant to test Hypothesis
1.2 in response to Research Question 1.2. That is, it was hypothesized that using Binary
Transference as the low level metric would produce measures of criticality that lead to
improved transference for the developed simplifications when compared with using Perfor-
mance transference as the low level metric.
In developing a proof of concept experiment to evaluate the potential usefulness of
this method in Experiment 1: General Proof of Concept, one of the most important points
noted was a recognition that this method must be evaluated in the full context of developing
models and attempting transference of policies from these simplified models to the referent
system. This point is also important to consider in evaluation these low level metrics.
This holistic evaluation will follow essentially the same format as experiment described
in the previous section for evaluating the effects of different sampling strategies. That is, the
nominal phenomena criticality evaluation method described in Section 3.2 will be imple-
mented. This will actually be two implementations, once with Binary Transference as the
scoring metric used when evaluating individual simplified models that have been sampled,
and once with Performance Transference as the scoring metric. Each of these implementa-
tions will be used to determine the ranking of the phenomena for a referent model. These
rankings will be used to develop a series of increasingly complex simplifications. These
simplifications will be used to train policies that will be evaluated on the referent system,
producing a fidelity-transference curve for the binary, performance, and potential transfer-
ence metrics defined above. The areas under these curves will be compared to determine
which low-level scoring metric is superior. Specifically, if one metric fully dominates the
other it will be considered strictly superior. However, if there is a case of non-dominance
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between the two metrics, the results of of Binary Transference will take precedence. This
follows from the same logic as defined in Section 3.2.4 when it was hypothesized that
Binary Transference would be a more useful metric.
One thing to note in this is that Potential Transference, defined in Equation (3.5), will
not be considered as the scoring metric. This is due to the difficulty in evaluating Potential
Transference on realistic systems. As such, it would be difficult to recommend its use when
the main motivating goal was the inaccessibility of the true system.
3.4 Summary
When discussing the simulation based training literature in the previous chapter, one major
theme was recognized. When it came to developing simulation models, a “more is better”
approach was often taken. That is, simulation models are often developed by including
as many phenomena representations that may affect system behavior as feasible with little
effort spent understanding which phenomena are most important to capture. Ad-hoc ap-
proaches to model development like this have struggled to produce simulation models that
consistently train reinforcement learning based policies that then transfer to the real world.
This gap in the literature with respect to evaluating the importance of various phenom-
ena to be captured in a simulation model motivated the development of Research Question
1. In response, it was hypothesized that a sampling-based approach for evaluating potential
simplifications could be used to extract the criticality of individual phenomena. This was
formalized in Hypothesis 1.0.
In laying out the sampling-based methodology for Hypothesis 1.0, two major decisions
were discussed. The first was in reference to the distribution from which to sample the
possible simplifications. This distribution could take many forms, and parameterized in
many ways. This led to the Research Question 1.1, asking which distribution would be
most useful for the method. Here, Hypothesis 1.1 proposed a simple approach to sampling
the simplification space that results in a distribution of similar form as the space itself was
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proposed.
With a proposed distribution for simplifications to be sampled from, the second ma-
jor decision to be made is how the sampled simplifications should be evaluated. While
potentially expensive, direct evaluation of trained policies was expected to be most useful
based on the relevant literature. At the low level, it was hypothesized that looking at Binary
Transference as defined in Equation (3.1) was likely to yield the most valuable information
due to its broad applicability. This was in contrast to Performance Transference, defined
in Equation (3.2), which was more narrowly applicable but would yield greater per-model
information.
With this framing, 3 experiments were discussed. The first was a simple proof of con-
cept to demonstrate the methodology and evaluate the feasibility of Hypothesis 1.0. In
this, the methodology for phenomena criticality detailed in Section 3.2 will be paired with
a basic model development strategy to see if models developed through this method will
lead to less complex models that allow transferable policies to be trained. This model de-
velopment strategy and other practical implications will be discussed further in the next
chapter, Developing Simpler Models. A second experiment evaluating Hypothesis 1.1 was
also discussed. This will largely look at the impact of different sampling distributions and
the density of samples taken. Finally, a third experiment evaluating Hypothesis 1.2 was dis-
cussed. This will investigate the effects of using different low level metrics for evaluating
the sampled models.
An important point was made when discussing these experiments. That is, the method
for measuring phenomena criticality cannot be evaluated in a vacuum. It must be evalu-
ated in the context of model development. Otherwise, there is no sensible way to evaluate
whether the criticality measures will actually lead to simpler models, or alternatively if
models of similar complexity developed through this method will lead to greater transfer-
ence. To address this further, the next chapter will discuss a basic approach to simplified
model development and some practical aspects that must be dealt with. This will then build
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upon these developments to extend the experiments described in Section 3.3 to solidify




The previous chapter, Evaluating Phenomena Criticality, discussed the proposed method
for measuring phenomena criticality within the context of a simplified model of an au-
tonomous system used for training reinforcement learning based policies. That is, the goal
of the method discussed in the previous chapter was to provide a measure of the relative
importance of each phenomena that could be included within the simplified model. While
having the ability to make these measurements is crucial, it is only half of the problem.
The other half is actually using this metric to develop and use the simplified models to train
autonomous policies. This includes defining how the simulation models should be defined
and dealing with practical considerations that will be seen in realistic systems. This chapter
will develop the research framework around this half of the problem.
In approaching this, it is useful to see the questions raised here as adding necessary
context to the evaluation of phenomena criticality. It would be nonsense to test a phenom-
ena criticality evaluation method in a vacuum, as there is no way of validating the resulting
measures directly. The goal of producing simplified models will be discussed by returning
to the motivation for simplifying models. This and the effects of using possibly incomplete
information when developing the referent model will be framed in Section 4.1. Experi-
ments meant to evaluate the choices made in generating simplified models will be laid out
in Section 4.2. This framing and the associated experiments will be brought together with
those of the previous chapter in Section 4.3 to provide a full picture of the work.
4.1 Research Framing
The previous chapter laid out the methodology for evaluating phenomena criticality for
simplified models of a system in the context of transference of reinforcement learning poli-
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cies from these simplified models to a referent system. This was meant to address limi-
tations from previous methods found in the literature that do not evaluate the impacts of
individual phenomena on the transference of policies learned in simulation. However, it did
not explicitly give rise to how this information should be leveraged in actually developing
these simplified models. This mirrors the gap in existing research discussed in Chapter 2
around general model development. Methods that exist in the literature are often ad-hoc
and are targeted at specific systems. However, they have largely not found applications
in developing models for training autonomous systems. It is expected that the phenom-
ena criticality measures as defined in the previous chapter will be useful for this, but there
still needs to be a directed strategy for developing these system models. This leads to the
following research question:
Research Question 2.0: Given appropriate measures of phenomena criticalities for a refer-
ent model, how should simplified models be constructed to achieve the greatest transference
with the lowest complexity?
This is a natural extension of the method defined in the previous chapter. That is, the
effectiveness of any criticality measure can only be evaluated in the context of actually
producing simplified models. However, this effectiveness is dependent on the eventual
method implemented for using this information. This tight coupling makes it difficult to
disentangle the effects of the metric itself from the development method. As such, it is
important to consider the combination of the two as a whole.
While this is a critical question that has been raised throughout the modeling and simu-
lation literature, there still remain few satisfying answers. As was discussed in Section 2.3,
many existing methods are primarily focused on post-hoc verification and validation of an
existing model with little work providing insight into how the models can be improved. In
cases where there are better defined methods for evaluating and comparing models, such as
in semi-conductor manufacturing, the methods are often highly specific or ad-hoc in nature.
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When investigating the literature in Section 2.3, it was hypothesized that much of this
ad-hoc nature of model development is due to a lack of understanding of how lower-level
modeling decisions affect high-level transference results. With the criticality measure de-
fined in the previous chapter filling this role, it is reasonable to expect that simple develop-
ment strategies can be used to leverage this new information and show improvement over
more naive approaches that lack information on the relative importance of different phe-
nomena. One of the simplest approaches possible would be to simply develop the models
by including phenomena in decreasing order of criticality until a sufficient level of transfer-
ence is achieved. This was employed in the example used throughout the previous chapter,
and leads to the following hypothesis in answer of Research Question 2.0:
Hypothesis 2.0: If phenomena criticality is measured as proposed and models are devel-
oped by including the phenomena in descending order of criticality, then the produced
simplified models will show similar or greater levels of transference with fewer phenemena
represented.
To be more explicit, when a new model for a system is desired, the first step is to
evaluate the criticality of each potential phenomena that has been identified. This will yield
a ranking of each phenomenon from most critical to least critical. Given this ranking, we
can now develop a series of increasingly complex models. First, we will include only the
most critical phenomenon of interest. That is, given a base model of a system, such as
a simple kinematic model with no dynamics considered, we add the effects of the most
critical phenomena. We can then evaluate this model (if it was not included in the initial
sample of models) and verify whether it is sufficient for our needs. If it is not sufficient,
we can now add the second most critical phenomena, again evaluating this new model and
verifying its sufficiency. This process is repeated until a sufficient model is identified.
This method of model development is proposed as a way to limit the need for addi-
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tional exploration and optimization of phenomena once the criticality metrics have been
measured. While simple, this is likely to work well as much of the information that would
be gained through further optimization at this stage should be incorporated into the crit-
icality measure itself. That is, because the criticality measure proposed in the previous
chapter was evaluated by sampling models that included many combinations of additional
phenomena, these coupling effects should at least be partially embedded in the evaluation
for a given phenomenon.
This method also follows much of the main spirit of continuous iteration seen in the
ad-hoc methods proposed in the modeling and simulation literature. The major improve-
ment comes from using the defined metric to more intelligently develop each succeeding
model. This is not to say that methods for verification and validation will no longer be
necessary, but it is expected that models produced through this method will achieve consis-
tent transference, and so be validated, earlier than those developed through a less informed
approach.
Given the criticality measure developed in the previous chapter and the simple model
development methodology above, a reasonable path forward for developing simplifications
of a referent model has been laid out. However, there is still a major hurdle when it comes
to applying this to a realistic system. To this point, it has been implicitly assumed that the
referent system and the true system are one and the same. That is, by evaluating transfer-
ence from the simplified models to the referent system we gain the same information as if
we were transferring policies directly to the truth system. However, much of the motiva-
tion for developing simplified simulations comes from difficulties in obtaining data from
a real system, suggesting this referent system will need to be a model of the true system
of interest. That, and the fact that much of the sim-to-real literature discussed difficulties
of transference when even relatively high fidelity simulations were used suggests that even
these criticality measures may diverge if the referent model is not sufficient. This leads to
the final research question to be addressed by this work:
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Research Question 2.1: How sensitive are these phenomena criticality measures and the
resulting model development strategy to the fidelity of the referent model?
This is a critical question to answer for this work to be useful in anything more than a
theoretical sense. That is, if this methodology is so sensitive to the fidelity of the referent
model that any small deviation results in invalid comparisons between phenomena, the
value of the work becomes more limited.
To illustrate this point a bit more obviously, consider three systems that are considered
under this method: the targeted truth system, the referent system model used to evaluate
criticality, and the simplified models constructed through this methodology. Simplifying
the notion of fidelity to a single scalar quality, we can consider the truth system at perfect
fidelity, as it is the system we are trying to represent. Any behavior it exhibits should be
considered truth.1 At some lower level along this fidelity spectrum we find the simplified
models developed through this methodology. Somewhere between these two points lies the
referent system. This can be seen in visually in Figure 4.1.
This question is then asking how close to the truth system along this line of fidelity does
the referent system need to be for evaluations of phenomena criticality between the simpli-
fied models and the referent system to still yield useful information on the true criticality
measures of the same phenomena for transferring policies from the simplified models di-
rectly to the truth system. That is, how does the correlation between phenomena criticality
measures evaluated with respect to transference to the referent system and measures eval-
uated with respect to transference to the true system change as the fidelity of the referent
is changed? This is a difficult question to answer, and is part of why modeling and simu-
lation remains as much art as science. Transference can be seen as an emergent property,
relying on the interactions of many phenomena that have either been modeled or omitted.
1It should be noted here that even if there is data that has been collected from the true system, it is
reasonable to continue to view this as only a model of the true data. This has been the argument of some in the
modeling and simulation community, such as in [100], as the data is subject to the fidelity of any measuring
devices, and can only be used to represent a necessarily finite portion of the true system’s behavioral space.
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Figure 4.1: A notional representation of a practical implementation of this method. The
truth model represents the actual system the policy is being trained to be used on. The
referent system acts as the basis for the evaluation of phenomena criticality. The simplified
systems are those models developed through this methodology. An underlying assumption
of this method is that phenomena criticality measured by transferring from the simplified
models to the referent model maintains similarity to the theoretical measures from the sim-
plified models to the truth system.
Emergent properties such of this exhibit complex relations that can be hard to predict and
evaluate consistently.
This complexity makes constructing general statements on fidelity requirements for
referent models a fool’s errand with our current tools. The ever-present hazard of unknown
phenomena that affect the transference of policies between systems makes even statements
on specific system classes difficult. However, if we take a slightly different view and a
slight logical leap, we can at least recognize where this reliance on a referent can get us
into trouble.
Referring back to Figure 4.1, we can take the final transference, from the simplified
models to the truth system, as a nested transference. That is, the policy is first transferred
from the simplified model to the referent model. Then this policy is again transferred from
the referent model to the truth system. While this additional step isn’t necessary in practice
and is largely philosophical, it is a useful framing to consider when transference to the
referent will no longer provide useful information. If the two part chain is broken, why
would we expect the single step chain to be successful? This insight leads to the following
hypothesis regarding Research Question 2.1:
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Hypothesis 2.1: If the referent model itself does not show reasonable transference to the
true system, then the relative criticality measures evaluated with respect to it will not hold
when evaluated on the true system.
One thing to note of this hypothesis is that it is meant in general. The lack of trans-
ference between a referent and the true system may not preclude transference between a
further simplified model and the true system. For a simple case of this, consider a referent
that includes a so-called distracting phenomenon. That is, it includes a phenomena that is
expected, but not present in the true system. Depending on the strength of this distraction,
it may result in a lack of transference. A simplified model that omits this distracting phe-
nomenon may then show transference. A similar possibility would be a truth system where
two phenomena are tightly coupled in a balancing manner, but only one of these is consid-
ered in developing the referent. The lack of the second balancing phenomena may make
the transference worse than if neither phenomena were included.2 While either of these
cases would likely signal a weakness in development of the referent, where the solution to
this problem is considered out of scope for this work, it illustrates some of the weakness
in this hypothesis. Even with this, this hypothesis provides a useful rule to signal danger
when attempting to further simplify a referent system.
4.2 Experimental Definition
The previous chapter discussed the development of a methodology for the measurement of
the importance of distinct phenomena to be used in simplified models of a referent. This
importance is with respect to the transference of a reinforcement learning based policy from
these simplified models to the referent system. This chapter has now laid out how these
measures can be used in developing simpler models, and discussed some of the practical
2For a simple, though somewhat ridiculous example, consider a boat. The buoyancy of the water and
gravity are coupled, balancing phenomena. If only one were included in the referent, the results would be
disastrous, but omitting both phenomena and assuming the boat is held constant in this dimension could
produce meaningful results.
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implications to be considered when implementing this method. The previous section laid
out the primary research questions and hypotheses that were formulated with respect to this
method. The current section will now develop experiments to evaluate these hypotheses.
As was noted in Section 3.3, in reference to evaluating the phenomena criticality method,
this method cannot be evaluated in a vacuum. The eventual output criticalities from the
measurement method must be used in conjunction with the development strategy laid out
above to develop simulation models of increasing complexity. The transference from these
models can then be evaluated and should show improved transference relative to models
of similar complexity whose phenomena were chosen through alternative methods. This is
the basic procedure underlying each of the following experiments.
4.2.1 Experiment 1 Revisited: General Proof of Concept
The goal of this experiment is to provide an initial evaluation of the usefulness of the
proposed criticality method in the context of developing simplified models of a referent
system. This evaluation is in response to the two primary questions and hypotheses of
this thesis. Those were How can the criticality of potential phenomena for a simulation
model be measured? and How should these phenomena criticality measures be leveraged
in developing simplified system models? The previous chapter discussed a sampling-based
methodology for developing these criticality measures. The previous sections of the current
chapter laid out how these measures should be leveraged.
As was discussed in Section 3.3.1, this first experiment will take the form of evaluating
control of dynamical systems. The policy to be trained will be the controller, the measure
of success for binary transference will be stability of the trained controller, and the perfor-
mance of the policy will be measured as a linear quadratic cost of the states and control
inputs enforced by the controller.
Given the model development strategy defined in Section 4.1 above, we can now get
more specific on how this will be evaluated. First, the phenomena criticality measurement
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method will be applied to a given referent system. This will result in the output of a set
of criticality measures, one for each phenomena. Then, following the strategy for model
development outlined above, we can define a set of simplified models of increasing com-
plexity.
To illustrate this, we can continue the example used previously, where we were con-
sidering a system with four distinct phenomena. At the conclusion of the phenomena
criticality measurements, we found the second phenomenon to be the most critical, the
fourth phenomenon to be second most critical, the third phenomenon to be the third most
critical, and the first phenomenon to be the least critical. Now, according the the model
development strategy, we can define a set of simplified models of increasing complexity by
including phenomena in order of decreasing criticality. Ignoring the null model with none
of the phenomena included, these are defined by the strings 0100, 0101, 0111, and 1111.
The inclusion of the final “simplified” model is included only for clarity, as this represents
the full referent and is therefore unnecessary.
For this experiment, we will implement each of these models and evaluate the binary,
performance, and potential transference metrics, defined in Equation (3.1), Equation (3.2),
and Equation (3.5), respectively, for each model. We can then plot these measures relative
to the fidelity3 of the associated models. So, continuing the example, say model 0100 does
not transfer successfully, so neither performance or potential transference have a meaning-
ful interpretation. Continuing to the next model, we already have that model 0101 will
transfer successfully, but now we have that it achieves a performance transference of 0.5
and a potential transference of 0.75. Model 0111 is then tested, it transfers successfully,
and has a performance transference of 0.25, and a potential transference of 0.2. The refer-
ent model obviously transfers, and has performance and potential transference metrics of
0.0. This produces the following transference-fidelity curves:
To simplify this evaluation, these curves can be converted into a single metric by cal-
3Again, taken here to simply mean the proportion of phenomena from the referent system included.
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Figure 4.2: Notional representations of the transference vs fidelity graphs used to tests the
phenomena criticality evaluation method.
culating the areas under these curves. For binary transference, the ideal measure for this
metric would be 1.0. This would imply that the models produced by the simplification de-
velopment methodology produces models that transfer to the referent as soon as the most
important phenomena is included. Clearly, this metric is system dependent, as some sys-
tems will likely present a greater challenge to transference than others. Even in this case,
comparison between methods using this metric is meaningful as the greater this measure,
the greater the transference achieved at lower complexity levels.
This measure is also useful in evaluating performance and potential transference. How-
ever, as these two measures are related to the difference between the simulated policy and
policies evaluated or trained in the real world, the goal is to now minimize them. That is,
the ideal simulation model would achieve both perfect prediction and full training with the
fewest phenomena accounted for. This would yield an area under the curves of 0. This ideal
case is unlikely to happen in the real world though, so comparisons of different methods
will largely come down to which yielded a lower value.
The above defined how a given set of phenomena criticality measures can be leveraged
by using them to develop a set of models of increasing complexity. While the proposed
method for identifying critical phenomena is likely to show positive results, it must be
evaluated in context. That is, simply finding a useful ordering of criticality is not sufficient.
It must find a better ordering of phenomena than a naive method while also being more
efficient than a brute force method. Similarly, it should compare positively in this tradeoff
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against other simple heuristics that can provide a proxy for ad-hoc methods. As such, this
section will establish three distinct baselines for comparison.
Naive Baseline
The first baseline is the simplest, a fully naive approach. For this baseline, phenomena to
be included at a given model fidelity level will be randomly selected according to a uniform
distribution. This mimics the case where nothing about the interactions within the system
is known. As such, it can be considered the null hypothesis for this experiment, where
no useful information exists to extract. While this is a useful baseline to compare against,
ensuring that valuable information is actually identified, it is not necessarily indicative of
current best practices.
Heuristic Baseline
The second baseline to compare to will be a simple heuristic baseline. Some simple heuris-
tic on the phenomena will be used to determine the expected importance of each phenom-
ena prior to any experimentation. This heuristic will be dependent on the actual system
being considered, but can be thought of as a proxy for evaluation by a subject matter expert.
This method requires no experimentation, and may produce useful results if a reasonable
heuristic can be found. However, it should be noted that the accuracy of these sorts of
heuristics will likely be inversely correlated with system complexity, and so becomes less
useful for more realistic systems.
Greedy Baseline
The third, and final, baseline to be compared to will be a greedy search method. This will
use a full factorial search of the simplification space to find the simplest model that achieves
binary transference. From this point on, model complexity will be added one phenomenon
at a time. To do this, each remaining phenomena at a given stage will be added to the model
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individually and evaluated. The phenomena that improves the model the greatest, defined
as maintaining binary transference with ties broken through performance transference, will
be added to the model. This process will then repeat. In this way, this is a quasi-full
factorial method that largely mimics the current practices of the modeling community.
For clarity with regards to the third baseline, consider our four phenomena system from
earlier. The first stage of this baseline will first evaluate every possible single phenomenon
simplified model for transference. That is, 1000, 0100, 0010, and 0001. If none of these
models achieve binary transference, then all two phenomena models will be evaluated. That
is, 1100, 1010, etc. Assuming multiple of these two-phenomena models achieve successful
binary transference, the tie will be broken by performance transference. Say this leads
to the model 0101 being selected. From here, we evaluate all three phenomena models
conditioned on them containing the second and fourth simplifications. That is, we evaluate
models 1101 and 0111. We select whichever shows the best transference as defined above
as the third model in our simplification set.
This is an attractive baseline to compare to as it will by definition find the minimal
set of phenomena that leads to transference, while mimicking the current ad-hoc nature
of modeling that often follows a trial and error process. Similarly, if the first transference
occurs with relatively simple models, this could be a fairly inexpensive method.
While attractive in theory and simple in implementation, this method has significant
flaws. First, there isn’t a clear method for breaking ties. For example, what if no single
phenomena allows for any transference? In this case, two options are immediately appar-
ent. First, the phenomena to carry forward can be selected at random. While simple, this
will almost surely lead to non-optimal simplification selections as the number of consid-
ered phenomena grows.4 The second alternative, which was described above, would be to
4While a formal proof isn’t given here, consider the following sketch. Assuming there is an appropriate
ordering of phenomena, the likelihood of selecting the correct phenomena at any given stage, conditioned on
the previous phenomena being correctly selected, is 1N−n where N represents the total number of phenomena
considered and n representing the number of previously selected phenomena. Therefore the probability of




N−i , which tends
towards 0 as either N or M increases.
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consider all combinations of phenomena for increasing phenomena levels until a set that
produces transference is identified. This is reasonable for small systems, but faces combi-
natrorial growth both in the number of phenomena considered and the initial fidelity level
required to differentiate between simplifications. This growth could quickly offset the gains
in model simplicity.
With the Naive, Heuristic, and Greedy baseline methods defined above, each method
will be implemented on a system to identify a phenomena ranking. This includes the
method proposed in the previous chapter to be used in fulfilling Hypothesis 1.0 and Hy-
pothesis 2.0 above. These rankings will be used to develop a set of simplified models of
increasing complexity according to the ranking. The transference curves will be defined,
and each method will be compared. The method proposed throughout this and the previous
chapter must at a minimum improve upon the naive method to be considered successful.
Similarly, though there may be problems in defining heuristics for more complex systems,
it must improve upon the heuristic method for simple systems for Hypotheses 1.0 and 2.0 to
be considered supported. Finally, it must also approach the results of the Greedy Baseline
at reduced computational cost to show its worth.
4.2.2 Experiment 4: Effect of Referent Fidelity
The previous section laid out a full proof of concept study to show the methodology for
measuring phenomena criticality laid out in the previous chapter, when paired with a sim-
ple model development strategy laid out in the beginning of this chapter has worth. Experi-
ments 2 and 3 discussed in the previous chapter laid out how different pieces of the method
for measuring phenomena criticality will be evaluated. Specifically, those were the strategy
used to sample the simplified models to evaluate for this measure, and the underlying trans-
ference metric to use in the evaluation of the different sampled models. Those experiments
will follow a similar pattern, where they will implement the full methodology and compare
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the effects of these two decisions on the areas under the fidelity-transference curves.
This chapter then looked at some of the practical considerations that must be made
when considering the problem of transference. Namely, access to the true model may be
infeasible or prohibitively expensive. As such, it may be unreasonable to evaluate transfer-
ence directly. Instead, the method must use a referent model that is explicitly a simplified
model of the true system. This led to Research Question 2.1, which asked how sensitive
this whole methodology for model development would be to the fidelity of the referent
model. This led Hypothesis 2.1, which posed that if the referent model cannot produce
transferable policies, it also cannot be used for evaluating phenomena criticality.
In evaluating this question and hypothesis, the first step must necessarily be to create a
distinction between the truth model of the system and the referent model used in evaluating
phenomena criticality. For this, we will look at the case where the referent model is a pure
simplification of the truth model. That is, we will not be considering the case where the
referent includes so called distractor phenomena as was discussed as a possible case in
Section 4.1.
While this reduces some of the generality of the results of this experiment, the difficulty
in defining distractor phenomena that are both significant enough to be noticeable while
creating a sufficiently small change in behavior that training can be completed successfully
is a very difficult problem in its own right. This is similar to a developing field of machine
learning called “adversarial training”, where examples are designed specifically to fool
machine learning trained policies. [31] The difficulty in creating these examples likely
means the intentional creation of distractor phenomena would be too great to be feasible
for this experimentation. Also, even with this restriction, there is still a lot of valuable
information to be gained about this method. Looking purely at simplified models can still
stress the evaluation method, and will likely find its breaking points. That is the goal of
testing this hypothesis.
So, given a referent that is a pure simplification of the truth model, we now can imple-
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ment the method on this simplified referent. This method will produce a set of phenomena
criticality measures. Given that the truth system is simple enough for access, we can then
conduct the same analysis using the actual truth system itself as the referent. This will give
us a second set of phenomena criticality measures. Considering only those phenomena that
were present in both the true system and the simplified referent, we can then evaluate the
correlation between these two. This can be done with either the raw criticality scores or as
a comparison of the rankings.
These correlations will be used to evaluate whether the criticality measures from sim-
plified referent hold with respect to the true system. The goal to test the hypothesis then
will be to identify simplified referents that do not transfer to the true system. If the crit-
icality measure from these referent systems correlate with the true measures significantly
worse than measures derived from referent systems that do transfer to the referent system,
the hypothesis will be supported and the warning will be considered valid.
4.2.3 Experiment 5: Practical Case Study
To this point, 4 separate experiments have been laid out in response to the research frame-
work that has been proposed. These are:
• Experiment 1: Evaluation of the methodology as a proof of concept
• Experiment 2: Evaluation of the effects of sampling distribution
• Experiment 3: Evaluation of the effects of evaluation metrics
• Experiment 4: Evaluation of the effects of referent fidelity
While these experiments are valuable in determining the potential usefulness of this
method for comparing phenomena for developing simplified models of a system, they are
relatively heavy evaluations that will implicitly require a simple system. This is because
more realistic systems would be too expensive to experiment sufficiently for any of these
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questions to be properly evaluated. As such, a final experiment will be needed to evaluate
the full methodology on a realistic system.
This will serve two main purposes. First, it will provide a venue for lessons learned
through Experiments 2, 3 and 4 to be integrated into the methodology. Second, it will
provide evidence that the resulting criticality measures produced by this method are also
meaningful for a more complex system. This experiment will follow the same format as
Experiment 1. That is, a truth system will be defined, with a referent model defined based
on this truth system. The criticality evaluation method as described Evaluating Phenomena
Criticality will be implemented to determine the relative importance of each phenomena in
this referent. These rankings will then be used to develop increasingly complex models of
the true system, and the transference of reinforcement learning policies from these simpli-
fications will be evaluated. If the resulting transference curves are qualitatively similar to
those curves defined during Experiment 1, this will be considered successful and provided
as evidence of the method’s usefulness.
4.3 Summary
The previous chapter, Evaluating Phenomena Criticality, discussed the proposed method
for measuring phenomena criticality within the context of a simplified model of an au-
tonomous system. The current chapter then focused on developing a simple model de-
velopment strategy to leverage these measures to construct simpler models that still show
adequate levels of transference. This was framed according to Research Question 2.0,
which asked how the criticality measures should be leveraged when developing simplified
models of a system for simulation-based training. Section 4.1 developed Hypothesis 2.0 in
response to this question. This posited that if a set of models of increasing complexity were
developed by including phenomena in order of decreasing criticality the simplified models
within that set would show similar or greater levels of transference with fewer phenomena
represented.
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Having this foundation for developing simplified models, some considerations for ap-
plying this to practical autonomous systems were discussed. Chief among these was the
potential disconnect between the true targeted system for policy deployment and the refer-
ent model used in the evaluation of phenomena criticality. This was framed by Research
Question 2.1. Hypothesis 2.1 answered this question by suggesting that if the referent
model used to evaluate phenomena criticality was not capable of training transferable poli-
cies itself, it would also be incapable of measuring phenomena criticality accurately.
Given this framework for investigating leveraging the measured phenomena criticali-
ties, experiments to evaluate these hypotheses were developed. As was noted, these experi-
ments can not be evaluated in a vacuum, and must be incorporated with the experiments laid
out in response to the hypotheses proposed in the previous chapter. In this way, the proof
of concept experiment presented for Hypothesis 1.0 in Chapter 3 was developed further to
add a comparison to representative baseline methods. These baselines were developed to
represent a Naive method, a Heuristic method, and a Greedy method. Comparison to these
methods will allow for an evaluation of Hypothesis 2.0. An additional experiment to evalu-
ate the effects of the fidelity of the referent model was described in response to Hypothesis
2.1. Additionally, a final case study to integrate expected lessons learned from Experiments
1-4 was described to evaluate if this method can be applied to more practical systems. Fur-
ther details on the differences between these two experimental systems, the simple class
used for Experiments 1-4 and the realistic class used for Experiment 5, will be provided in
the next chapter. These experiments and their aims are summarized in Table 4.1.
With a framework for the research now set, the next chapter will discuss the specific
implementation details and results of the experimental framework. This will include dis-
cussing these results in the context of support or refutation of these proposed hypotheses.
Additional discussion on surprising results, possible further interpretations, and follow on
questions will be discussed as relevant.
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Table 4.1: Summary of experiments to evaluate research questions and hypotheses regard-
ing phenomena criticality measurement
Experiment
Number
Experiment Name Data Gathered Hypotheses
Tested




2 Effect of Sampling
Distribution
Comparison of transference curves
for models whose phenomena criti-
cality is derived from the method us-
ing different simplification sampling
strategies
Hypothesis 1.1
3 Effect of Scoring Met-
ric
Comparison of transference curves
for models whose phenomena criti-
cality is derived from the method us-
ing different scoring metrics
Hypothesis 1.2
4 Effect of Referent Fi-
delity
Comparison of phenomena rankings
as the referent model is simplified
Comparison of transference curves
for models whose phenomena criti-
cality is derived from the method ap-
plied to simplified referents
Hypothesis 2.1
5 Practical Case Study Evaluation of transference curves






This work has set out to study the effects of modeling choices on the transference of policies
learned through reinforcement learning in simplified simulations of a system. This has
been framed through measuring the importance of different phenomena to be included in
the simulation model, here called phenomena criticality. Evaluating Phenomena Criticality
laid out how this measurement can be approached, as well as primary research questions
and hypotheses to evaluate this proposed method. Developing Simpler Models then takes
this criticality measurement and pairs it with a simple strategy to develop simplified models
of a system. Again this chapter laid out associated research questions and hypotheses that
were meant to evaluate this pairing.
These chapters also provided high level designs for experiments to evaluate these ques-
tions and hypotheses. This chapter will now focus on the specific implementations for these
experiments as well as the results of these implementations. First, the two main systems
used in these experimental analysis are discussed. Then, the results from each of five major
experiments are discussed in detail. This discussion will primarily focus on the support or
refutation of the hypotheses presented in the previous two chapters, though some broader
discussion will be included as warranted.
5.1 Experimental Systems
Two main classes of systems were considered for these experiments. The first was linear
dynamical systems. This was used for early experimentation due to their simplicity and
ease of simulation. This allowed for the method to be rapidly tested, iterated and improved.
In addition, linearized representations are often used for more complex systems so they
have significant meaning for many control tasks. However, nearly all systems of interest
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for robotics are nonlinear in nature. As such, the second system considered was a simple
nonlinear system, called the Acrobot. [108] This system is defined as a double pendulum
with a motor between the two links for applying control torque. While simple, this system
represents many problems that are common in robotics: nonlinear systems, underactuation,
and chaotic uncontrolled behavior. These two types of systems are discussed in further
detail below.
5.1.1 Linear Systems
Consider a linear system of the form:
ẋ = Ax +Bu (5.1)
Much of classical control literature deals with the development of state feedback con-
trollers for these types of systems, often of the form u = −Kx. It is then common to try to
design an optimal controller that minimizes some cost function for the system. One of the





This cost function has two parts, a state cost that penalizes the system for staying away
from the equilibrium point at the origin, and a cost that penalizes the system as it applies
additional control to bring the system towards the equilibrium point. TheQ andR matrices
are weighting matrices, allowing a designer to give different importance to different states
or controls to reflect the practical considerations for the system. While analytically derived
controllers exist for these systems with this cost function, it is also reasonable to apply re-
inforcement learning frameworks to this problem to further understand how they work. It is
also asserted then that we can learn how different modeling choices affect the transference
of learned policies by investigated linear systems.
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In order to do this, we must understand what constitutes a “phenomenon” for a linear
system. As was discussed in Background and Related Work, the behavior of any given
system is determined by the phenomena that are present within the system itself and their
interaction with the environment. For realistic systems, a simulation designer will need to
decide on which phenomena to include to ensure accuracy and which to exclude due to
computational constraints. If we squint, we can see that each element of the given A and B
matrices in Equation (5.1) can be considered a different phenomenon for the system. That
is, each element describes the impact of one state or control input on a resulting state deriva-
tive for that system, and therefore describes how each state or input affects the behavior of
the system. As such, these can be considered an analogue to more complicated phenomena
for other systems. By setting any given element of the A or B matrix to zero, we have
essentially simplified the model to ignore that phenomena. While this admittedly has little
impact on the computational costs of simulating this system, it is analogous to removing a
potentially expensive to compute phenomena from another system. This simplified model
will be represented by the following system:
ẋ = Âx + B̂u (5.3)
To further illustrate this simplification, we can look at an example system. Say we have








This gives us 8 possible phenomena to included in our model of the system, and 256
possible simplified models. Using the same strategy as used throughout the example given
in Chapter 3 and Chapter 4, we can encode each of these possible simplified models as
an 8 character binary string. The string 11111111 would represent the truth model, while
the string 00000000 would represent the null model. As was mentioned in the previous
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chapters, the ordering of the phenomena at this point is purely arbitrary. To convert from
string indices to element position, we’ll flatten each matrix by concatenating each row
from top to bottom into a single row vector, then concatenate the row vectors representing
the A and B matrices respectively. So, the above system would yield the phenomena list
of (a1,1, a1,2, a2,1, a2,2, b1,1, b1,2, b2,1, b2,2). So, the simplification string 10011110 would








For simplicity, the truth systems represented in Equation (5.1) and Equation (5.4) will
be referred to as M , the simplified model represented in Equation (5.3) and Equation (5.5)
will be referred to as M̂ . The goal of sim-to-real would then be to train a policy, π on the
simplified system, M̂ that is applicable in the true environment, M .
Because the true system is virtual in this case, this transference can be directly mea-
sured. Additionally, the number of phenomena to consider is finite for these linear systems
and a full factorial of the simulation design space can be considered for small systems.
These are both very attractive features for initial experimentation. They also lend well to
more in depth study of the effects of different aspects of the methodology as outlined in
Evaluating Phenomena Criticality and Developing Simpler Models. As such, linear sys-
tems will be used for the initial proof of concept, Experiment 1, as well as Experiments 2-4
that will further probe the limits of this method.
There is an important note to make here though. While the goal of this work is to
investigate the impacts of modeling on reinforcement learning, this is an incredibly time
consuming process. Continuous control problems such as this are still difficult for many
reinforcement learning frameworks, and each system may take many hours to learn a suit-
able controller. For these initial experiments, it is important to remember that reinforcement
learning is above all else a framing for optimization. That is, the goal is to produce some
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sort of optimal controller. As was mentioned above, there are already analytically derived
optimal controllers for these systems under these cost functions, specifically LQR control.
Therefore, it is reasonable to expect that any properly functioning reinforcement learning
framework will closely approximate the behavior produced by these analytically derived
controllers given sufficient training time. So, by evaluating the effects of transferring LQR
derived controllers we should closely approximate the effects of transference on reinforce-
ment learning based policies for this system.
This assertion allows for a significant reduction in evaluation time, and will therefore be
used for Experiments 1-4 to allow for greater numbers of systems to be considered. In order
to ensure these results still hold for policies that are truly trained through reinforcement
learning, Experiment 5 will use fully trained policies in its final evaluation of transference
curves.
5.1.2 Acrobot System
The acrobot system has been described in previous literature as a simple method for un-
derstanding common problems in the control of robotic systems. [108, 112] It has many
attractive features, including nonlinearities, underactuation, and chaotic uncontrolled be-
havior. These features arise form a relatively simple system, shown in Figure 5.1. This is
a simple double pendulum, with a single control torque input at the joint between the two
pendulum links. The goal of this system has been defined in many ways in the literature.
However, for simplicity we will use the case of raising the end point of the second link to
an altitude of at least one link length above to fixed joint.
This system was slightly altered from that used in both [108] and [112] to add ad-
ditional phenomena to be considered. First, rotational springs were added to each joint.
These springs are positioned such that they are relaxed when the two links are pointing
downwards. This has two major effects. First, it adds a linear disturbing force that alters






Figure 5.1: Illustration of the Acrobot system, similar to that described in [112]
stabilizing force for the second link, somewhat simplifying the problem. These can be seen
as a pair of phenomena, one (the spring between the two links) making the problem slightly
easier, and one (the spring attached at the first link) making the problem slightly harder.
A second alteration is the addition of damping torques acting on the joints (not shown
in Figure 5.1). These torques take both a linear and quadratic form with respect to the
angular velocity at the joint.The linear term can be considered a simple representation of
friction at the joint, while the quadratic term can be considered a simple representation of
air resistance.
The final alterations deal with the application of torque from the motor. The system as
described in [112] is limited to three distinct torque settings: -1, 0, and +1. While inter-
esting from a reinforcement learning perspective, and useful for applying the popular Deep
Q-Learning technique from [78], this is limiting. The description from [108] describes a
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continuous and unlimited supply of torque from the motor. While less limiting, this now
becomes unrealistic. So, the system used for this experimentation will consider a contin-
uously controllable torque application with limits. For simplicity, these limits will simply
be be applied as a clipping of the requested torque if they are beyond the capabilities of the
motor. Additionally, the torque will be considered noisy, with bounded white noise applied
to during the application of torque.
Given these alterations, the governing equations for the system are as given below:
d11q̈1 + d12q̈2 + h1 + φ1 = 0 (5.6)








2,c + 2l1l2,c cos q2
)










h1 = c1,1q̇1 + c1,2q̇1 |q̇1| −m2l1l2,c sin q2q̇2 − 2m2l1l2,c sin q2q̇1q̇2
h2 = c2,1q̇2 + c2,2q̇2 |q̇2|+m2l1l2,c sin q2q̇21
φ1 = k1q1 + (m1l1,c +m2l1) g sin(q1) +m2l2,cg sin(q1 + q2)
φ2 = k2q2 +m2l2,cg sin(q1 + q2)
For these equations, ci,j represents the damping coefficient for joint i of the jth order
damping, ki represents the spring constant for the spring located at the ith joint, and li,c
represents the center of mass for the ith link.
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This gives a number of phenomena that can be chosen to be included or omitted from
a simplified model of this system used for training. Separating the damping torques both
by linear vs quadratic damping, as well as joint location, and considering the application
of gravitational forces as a modeling choice, this presents 9 phenomena of interest. These
are:
1. The shoulder spring, omitted by setting k1 = 0
2. The elbow spring, omitted by setting k2 = 0
3. Linear damping at the shoulder joint, omitted by setting c1,1 = 0
4. Quadratic damping at the shoulder joint, omitted by setting c1,2 = 0
5. Linear damping at the elbow joint, omitted by setting c2,1 = 0
6. Quadratic damping at the elbow joint, omitted by setting c2,2 = 0
7. Gravitational forces, omitted by setting g = 0
8. Continuous vs discrete torque applications
9. Limited torque availability
10. Noisy torque application
As was discussed, it then becomes a modeling choice whether to include or omit each
of these phenomena in the training model, yielding 1024 possible simplified models. While
none of these phenomena in and of themselves are complex enough to significantly impact
simulation speed, they are expected to play a similar role as more complex phenomena.
As such, applying the method to identify the simplifications that can be made for this
system will show whether or not it is realistic to expect it to provide meaningful results
on more realistic systems. Additionally, it is clear these phenomena will not have equal
contributions to transference. The omission of gravity will likely yield behaviors that do not
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properly swing up the end on the real system, greatly impacting transference. Other factors,
such as the quadratic damping terms, should have a much smaller effect on transference.
Even though this is a relatively simple system, it is still quite difficult from a reinforce-
ment learning perspective. As such, this system will only be used in Experiment 5 as a
final test to evaluate whether this method is applicable to more realistic systems than just
the linear systems discussed above.
5.2 Experimental Results
The primary motivation behind this work is the difficulty of transferring reinforcement
learning based policies from the simulation environments used to train them to the true
systems in the real world. The two previous chapters laid out the major research framework
when investigating this problem. Mainly, this was framed as a series of research questions
and associated hypotheses, outlining the measurement and subsequent use of the criticality
of distinct phenomena. In discussing these questions and hypotheses, five experiments
were described. These are summarized in Table 5.1. The previous section discussed the
systems to be used in evaluating these experiments. The linear systems will be used for
Experiments 1-4, while the Acrobot system will be used to evaluate experiment 5. Each
individual experiment is discussed in the context of the research framework. Additional
discussion of interesting results will be included as allowed.
5.2.1 Experiment 1: Proof of Concept
The first proposed experiment was a simple proof of concept. It was laid out in detail
in both Section 3.3.1 and Section 4.2.1. The goal of the experiment was to evaluate the
two primary hypotheses driving this thesis. Those were Hypothesis 1.0 and Hypothesis
2.0, that a sampling-based approach to measuring phenomena tied with a simplistic model
development strategy will yield simplified system models that can achieve similar levels of
transference as compared to a referent model.
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Table 5.1: Summary of experiments to evaluate research questions and hypotheses regard-
ing phenomena criticality measurement
Experiment
Number
Experiment Name Data Gathered Hypotheses
Tested




2 Effect of Sampling
Distribution
Comparison of transference curves
for models whose phenomena criti-
cality is derived from the method us-
ing different simplification sampling
strategies
Hypothesis 1.1
3 Effect of Scoring Met-
ric
Comparison of transference curves
for models whose phenomena criti-
cality is derived from the method us-
ing different scoring metrics
Hypothesis 1.2
4 Effect of Referent Fi-
delity
Comparison of phenomena rankings
as the referent model is simplified
Comparison of transference curves
for models whose phenomena criti-
cality is derived from the method ap-
plied to simplified referents
Hypothesis 2.1
5 Practical Case Study Evaluation of transference curves
for a more complex system
Hypothesis 1.0
Hypothesis 2.0
To conduct this evaluation, a nominal implementation of the phenomena criticality mea-
surement method discussed in Hypothesis 1.0 and outlined in Section 3.2 was developed.
Specific details on this implementation can be found in Section B.1. The simple strategy
for model development based on these criticality measures discussed in Hypothesis 2.0 and
outlined in Section 4.1 was also implemented. For this initial experiment, linear systems as
laid out in Section 5.1.1 were used as the truth systems.
The results shown below were produced by considering a set of fifty randomly gener-
ated truth systems. As discussed above, each system was constructed by creating appropri-
ate A and B matrices whose elements were drawn from a uniform distribution over the in-
terval [−1, 1]. These systems will from here on be referred to as the “truth systems”. These
truth systems have two key features: they are almost surely controllable, while also almost
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surely being unstable in the uncontrolled case. So, each system represents a non-trivial
but possible stabilizing controller synthesis problem. The method was then implemented
to measure the criticality of each element of these truth systems. These criticalities would
then be used to define a set of models with increasing fidelity.1 Transference for this set
would then be compared to other sets of models produced by three baseline methods, as
laid out in Section 4.2.1.
As discussed in in Section 3.2, the identification of critical phenomena for these sim-
plified systems follows a four step process. The results for each of these four steps is visu-
alized below in Figure 5.2. First, the simplification space of the truth system is sampled to
produce an adequate number of simplifications to evaluate, as laid out in Section 3.2.1. For
each simplification in this sample, a controller is synthesized, with a linear quadratic cost
acting as a reward. This controller represents the simplified policy, πS . As was laid out in
Section 5.1.1 above, this controller was an analytically derived LQR controller to speed up
the process for initial experimentation, as a well functioning reinforcement learning frame-
work will approximate this controller given sufficient training time. The simplified policy
is then applied to the truth system, and its stability properties tested. If the transferred
controller is stabilizing, the transfer is considered successful.
By analyzing many simplifications at a given fidelity level, a rough estimate of the ex-
pected transference rate for a given fidelity level can be calculated, as shown in Figure 5.2a.
Clearly, these are not promising results for transference overall. Even at relatively high fi-
delity levels, the raw transference rates never rise above one in three. A second thing to
note about Figure 5.2a is the simplification strategy behaves as expected, largely sampling
from moderate fidelity simplifications. No systems that contained below 5 phenomena or
above 29 phenomena were considered. The sampling distributions that were used are can
be seen in additional detail in Section B.2.
The next step of the process classifies each simplification based on the inclusion or
1As before, fidelity from here on will refer simply to the number of phenomena considered in the model.
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(a) Aggregated Raw Transference (b) Raw Transference By Phenomena
(c) Normalized Transference By Phenomena
Figure 5.2: The process of identifying critical phenomena for a model. First, the left figure
shows the aggregate transference rates taken across all models of a given fidelity level.
Then, the middle graph shows these aggregate separated into classes that all contain a
given phenomena. Finally, the right graph shows these normalized for each fidelity level to
identify critical phenomena across the range of sampled fidelities. For the middle and right
graphs, each trace is colored according to the criticality of its characteristic phenomena for
clarity.
omission of an individual phenomenon. As discussed in Section 3.2.2, these sets are defined
according to:
µi = {m ∈M : pi ∈ m} (5.8)
That is, each set, µi, is defined as the collection of models, m, within the set of all
sampled models, M , that contains the ith phenomena, pi. So, set one would contain all
sampled simplifications that contain the first phenomena of the referent model. Set two
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would contain all sampled simplifications that contain the second phenomena of the refer-
ent model, and so on. These classifications are not mutually exclusive, as any model with
multiple phenomena present by definition exists in multiple classifications. However, by
considering and comparing the aggregate affects of these models they do reveal information
about contributions of each individual phenomena. This is similar to other approaches for
identifying critical members, like ANOVA. The aggregate transference rates within a clas-
sification can then be calculated and compared across classifications, shown in Figure 5.2b.
For this graph, each line represents the resulting transference rates for each classification
denoted above. These results clearly show a stratification of transference rates, supporting
the assumption that individual phenomena will account for differing amounts of transfer-
ence ability.
While these results show an obvious stratification, they cannot be used automatically
in quantifying the criticality of each individual phenomenon. This is because the resulting
transfer rates are strongly correlated with fidelity level. If a phenomena was by chance
included in more high fidelity simplifications, it would artificially increase its score. As
such, a final step before ranking the phenomena is to normalize the returns by fidelity
level. This is shown in Figure 5.2c, where the returns are scaled using the Standard Scaling
approach, which calculates the Z-score of a given group, at each fidelity level to return a
distribution over the model classes with zero mean and a standard deviation of one. This
allows for a more representative comparison across a range of fidelities.The final step in the
method is to give a single criticality measure for each phenomena. This is done by simply
taking the mean across all fidelity levels.
There are two important features to note about this normalized figure. First, the sepa-
ration between phenomena is most pronounced at the extremes of the criticality spectrum.
That is, the difference between the most important phenomena is greater than the difference
between moderately important phenomena. This further supports the assumption stated
above, and lends evidence to the hypothesis that simplifications can be designed to achieve
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greater transference even at low fidelity levels.
The second feature to note is the general trend of the spread of criticality. Ignoring
the lowest fidelity simplifications, where there are few sampled simplifications and trans-
ference is rare, the spread in criticality decreases as the fidelity of the simplifications in-
creases. This has a few possible interpretations, but a likely reason would be that it is an
artifact of the inclusivity of the simplification classifications.As the fidelity of the simpli-
fications grow, there becomes a larger overlap between the simplification classifications.
Extracting the influence of a single phenomena becomes more difficult as these overlaps
grow. This supports the choice of uniform sampling across the simplification space, even
though this does not yield a uniform sampling of the fidelity space. This allows for phe-
nomena influences to be more efficiently extracted and reasonable estimates of rankings to
be produced with fewer samples.
While these figures certainly support the idea of the existence and identification of
critical phenomena, they don’t reveal if these identifications are actually useful. To eval-
uate this, simplifications built according to Hypothesis 2.0 were constructed, policies for
these simplifications were synthesized, and the transference of these policies to their truth
systems was tested. The baseline methods for developing increasingly complex models dis-
cussed in Section 4.2.1 were also implemented. For each of these baselines, the same pro-
cess of implementing a simplified model, synthesizing a policy for the model, and then eval-
uating the transference of this policy was followed for each increasingly complex model.
These results are shown in pictorially in Figure 5.3 and summarized in Table 5.2.
Considering Binary Transference first, shown in Figure 5.3a and the second column of
Table 5.2, the proposed method shows very favorable results. The naive method, as ex-
pected, shows poor results.2 The heuristic method, which in this case was implemented
by considering the magnitude of the phenomena/element, showed significantly improved
results over the naive method. Considering the simplicity of this heuristic, these are impres-
2Note, that while the aggregated results across all considered systems did show improved transference
compared to the single system in Figure 5.3a, it still acts as the expected lower-bound on transference.
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Table 5.2: Summary of measures for transference between proposed method and baseline
methods.
Area Under Transference Curve
Method Binary Performance Potential
(Higher is Better) (Lower is Better) (Lower is Better)
Proposed 0.74 0.32 0.64
Naive Selection 0.52 0.53 7.99

















































































Figure 5.3: Transference evaluations for policies synthesized on varying fidelity levels
for models designed in order of identified phenomena criticality. The results for the 50
experimental systems have been aggregated here. The left figure shows binary transference
rates. The middle figure shows mean performance transference for all successful transfers.
The right figure shows mean potential transference for all successful transfers.
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sive results. However, not only does it not achieve the same transference as the proposed
method, it would be difficult to construct such an accurate heuristic for more complex sys-
tems.
Comparing the proposed method to the quasi-full factorial method is a bit more com-
plex. For binary transference, the quasi-full factorial method does outperform the proposed
method. It recognizes simpler models that achieve transference, and achieves near uniform
transference before the proposed method. There are two things holding this method back
though. First, as was brought up in Section 4.2.1 when it was first discussed, it may be
infeasible to implement on practical systems. These systems showed transference rela-
tively early, but this method blows up in terms of simplifications required to evaluate if this
early transference doesn’t happen. Even for these systems that did show early transference,
the method required evaluating an average of more than 30,000 simplification systems to
achieve this curve. This is more than three times the number of systems that were sampled
for the proposed method for a relatively marginal increase in area under the transference
curve, and this is for a favorable system.
The second shortcoming of the quasi-full-factorial method was less expected, but pos-
sibly more egregious. The method shows non-monotonic tendencies with respect to fidelity
and transference. That is, there were cases where adding any additional phenomena to the
model actually reduced transference rates. This is something that was expected for the
naive method, as there may be distracting phenomena or coupled phenomena that must be
added to a model together to get a benefit. It appears that the quasi-full-factorial method as
implemented may lead to paths of model development that lead to single-step dead ends.
Because there are no false phenomena considered here, those that are modeled but are not
actually present in the real system, this is especially surprising. This is another attractive
feature of the proposed method, as it was the only method evaluated that showed fully
monotonic behavior for Binary Transference.
While Binary Transference was the major focus of this work, it is still worth while to
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consider the two quantitative measures of transference. As with Binary Transference, the
naive method showed significantly worse results than all other methods considered and acts
as a minimally necessary condition for any method to be considered successful.
The comparison for quantitative measures of transference is more complex. On aggre-
gate, the proposed method outperforms the heuristic method for both measures of quan-
titative transference and is either competitive with or outperforms the quasi-full-factorial
method, as seen in Table 5.2. However, the best performing method seems to depend on
where in the fidelity space the considered model is, unlike Binary Transference. This is
clearly seen in Figure 5.3. That is, at the lowest levels of fidelity, the quasi-full-factorial
method provides the best quantitative transference. For high levels of fidelity, the simple
heuristic method gave the best quantitative transference. For moderate fidelity levels, the
proposed method was either competitive or alone as the best method.
Looking at these graphs, two things are apparent. First, both the proposed and quasi-
full-factorial methods appear to hit a plateau in the quantitative metrics once they achieve
consistent binary transference. This makes some sense, as binary transference is their main
metric for discrimination between phenomena. Once this is no longer distinct, there is less
information value to extract and which phenomena to include next is less obvious. The
inverse seems to be true for the heuristic method. The magnitude of the phenomena is most
likely to affect quantitative measures, but less likely to affect the qualitative evaluation.
Once consistent transference is achieved, this takes over and allows for further reduction of
the quantitative measures.
While it wasn’t explored in this work, it’s possible this insight could be used to further
augment the proposed method by incorporating quantitative measures of transference in
the evaluation of phenomena criticality. Regardless, these results support both Hypothesis
1.0 and Hypothesis 2.0. That is, the proposed method of phenomena criticality evalua-
tion paired with a basic simplification model development strategy results in significantly
improved transference for simplified models of a referent system when compared with rea-
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sonable baselines and approached the performance of the less feasible quasi-full-factorial
method.
5.2.2 Experiment 2: Effects of Sampling Distribution
The previous section discussed the proof of concept experimentation. In general, this
showed the proposed method for phenomena criticality measurement to have attractive
qualities and that it compared favorably with alternative methods for simplification selec-
tion. This and the following two sections will now discuss experiments that try to evaluate
the effects of different decisions within the proposed measurement framework. This section
is focused on the first of these decisions, the strategy that is used when sampling simplifi-
cations to evaluate. This was laid out in Research Question 1.1. Hypothesis 1.1 posited that
if the simplified systems are sampled according a representative distribution, the resulting
criticality measures will lead to higher levels of transference when compared to criticality
measures derived from samples of other distributions.
When discussing this question and developing this hypothesis in Section 3.1.1, it was
noted that in much of the literature on designing experiments, such as [92], that repre-
sentative samples are often the most productive. However, these are not the only possible
sampling strategies that should be considered. When developing this experiment in Sec-
tion 3.3.2, two alternatives to this representative sampling were discussed that were based
on sampling from a distribution on the fidelity space before sampling from the simplifica-
tion space directly. These were discussed to address the fact that a representative sampling
strategy will largely sample from simplified models of moderate fidelity. So, the two pro-
posed alternatives would instead enforce a uniform or triangular distribution on the fidelity
space.3
To evaluate these alternative sampling strategies, each was implemented in a modular
3As was discussed when these were proposed as alternatives, these aren’t truly uniform or triangular. This
is because the number of simplifications at the extreme ends of the fidelity space are severely limited. So,
true uniformity can’t be achieved without repeating sampled systems. The exact distributions observed can
be seen in Section B.2
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implementation of the proposed phenomena criticality evaluation framework. The same 50
linear systems as used in evaluating Experiment 1 and outlined in Section 5.1.1 were again
used here. Two major considerations were considered in evaluating the differences between
the alternative sampling strategies. First, like the previous experiment and as will be used
throughout the remainder of these experiments, the area under the transference curves that
are achieved when the full method and set of increasingly complex simplified models are
evaluated will be used. Second, the effects of sampling density on these results will be
considered. this is important to consider, as it is expected that sampling density will affect
each of these proposed distributions differently. Also, if two sampling distributions perform
similarly for high sampling densities, but one approaches these results for lower sampling
densities, it can be used as an additional discriminating factor. As such, the resulting areas
under the transference curves are shown across a range of sampling densities in Figure 5.4,
with results for the highest sampling density considered are summarized in Table 5.3.
Table 5.3: Summary of measures for transference between proposed method and alternative
sampling strategies. Numbers given for the highest number of samples, 10,000.
Area Under Transference Curve
Sampling Strategy Binary Performance Potential
(Higher is Better) (Lower is Better) (Lower is Better)







When looking at the summarized results in Table 5.3, it becomes clear that the sam-
pling strategy has a somewhat small but notable effect on the resulting transference curves.
The representative sampling strategy gave either the best, or close to the best, transference
properties for the three metrics considered. However, it does lead to slightly worse Binary
Transference results across the range of sample densities tested when compared with the
Uniform Distribution, as seen in Figure 5.4a.
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Figure 5.4: Area under the 3 main transference metrics considered for the three alternative
sampling strategies for varied sampling densities. The specific curves that lead to these
areas can be found in Section B.2.
When considering quantitative measures of transference, shown in Figure 5.4b and Fig-
ure 5.4c, the picture is less clear. While the proposed representative sampling strategy has
the best transference for both Performance and Potential at the highest sample density con-
sidered, there isn’t a consistent stratification of the different sampling strategies across all
considered densities. However, the representative sampling strategy proposed seems to
converge to consistent values earlier than the other two methods. That is, it seems to con-
verge within a given bound for each faster, implying that the density considered is sufficient.
The other two sampling strategies still show significant variance in Potential Transference,
Figure 5.4c, at the highest sampling densities considered, implying that this may not be
their true values.
121
Another way to see this is to consider the convergence of the actual phenomena rankings
for each system. This is shown in what are called ”Horse Race” plots, shown in Figure 5.5.
Figure 5.5a shows one of these plots for a single system. Each point along the x-axis
represents a different sampling density. The placement along the y-axis represents the
ranking of a phenomena with respect to its criticality, with lower rankings implying higher
criticality.4 There are two things that can be noted from this. First, phenomena at the
extreme ends of criticality are identified fairly quickly using the proposed method. Second,
there is considerable confusion for the rankings for phenomena with moderate criticality
even when a relatively large number of samples were considered. This is partially because
the difference between these criticality values is small, so small changes in value can results
in large changes in ranking.
While Figure 5.5a shows the results for a single system, the remaining plots in Fig-
ure 5.5 show aggregated results for each sampling strategy. That is, it takes the eventual
ranking for a phenomena at the highest sampling density for a system, then tracks where
that phenomena was ranked at different sampling densities and averages this across all of
the considered systems. This gives a smoother representation of the resulting rankings
than would be realistically expected from any single system, but does allow for the gen-
eral performance for each distribution to be compared. Looking at Figure 5.5b, one thing
immediately stands out: these rankings converge much faster than the remaining two distri-
butions. The phenomena at the extreme ranges of criticality have largely converged before
even 2000 samples were taken, well before the uniform and triangular distributions of fi-
delity. Even phenomena with moderate criticalities were mostly sorted out by the time
5000 samples had been taken, again before the two other distributions.
This, combined with the result on the actual transference curves discussed previously,
largely supports Hypothesis 1.1. That is, it is reasonable to use the representative sampling
4While this figure only shows results for a single system, it is representative of common results seen
for many systems and all three sampling strategies. Additional figures for single systems can be found in
Section D.2.2.
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Convergence of Aggregated Phenomena Rankings
(b) Aggregated Representative Sampling
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Convergence of Aggregated Phenomena Rankings
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Convergence of Aggregated Phenomena Rankings
(d) Aggregated Triangular Distribution of Fi-
delity
Figure 5.5: Convergence of phenomena rankings for various sampling strategies. The top
left shows the results for a single system under consideration that are representative of
many of the systems considered. The remaining three plots show these results aggregated
for each sampling strategy under consideration. That is, it takes the eventual ranking for a
phenomena at the highest sampling density for a system, then tracks where that phenomena
was ranked at different sampling densities. So the lowest line represents where the eventual
most important phenomena was ranked on average throughout the sampling density range
for the different sampling distributions.
strategy originally proposed to determine phenomena criticality. This leads to transference
curves as seen in Figure 5.3, and generally outperform the alternative sampling strategies
considered.
While the results generally support Hypothesis 1.1 in reference to Research Question
1.1, some additional discussion is required. The expectation underlying Hypothesis 1.1
is that the moderate fidelity models sampled under the representative strategy will reveal
the greatest information with regards to phenomena importance within a simplified model.
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While that was found to be true for the linear systems considered, this may not be true in
general. Given the similar overall performance, it’s reasonable to expect that the specific
ordering may change for other classes of systems. For example, a system that only exhibits
transference for the highest fidelity models would likely benefit from the triangular distribu-
tion, as no information can be extracted if none of the sampled models transfer. Similarly,
if nearly all models produce transference, information regarding phenomena criticality will
be most dense at the low end of the fidelity spectrum. This would favor the uniform or
even a reverse triangular distribution. While none of this would lead to a total refutation of
Hypothesis 1.1, it does add some necessary nuance to the resulting conclusion.
5.2.3 Experiment 3: Effects of Comparison Metric
Following the proof of concept experimentation discussed in Section 5.2.1, it was shown
that the nominal method for evaluating phenomena criticality had merit. Then, experimen-
tation conducted and described in Section 5.2.2 evaluated the effects of different sampling
strategies within this method. This section will now discuss a second decision to be made
when implementing this phenomena criticality evaluation method. This was laid out in
Research Question 1.2 as which transference measure should be used when evaluating the
sampled simplifications? Hypothesis 1.2 posited that evaluating models by Binary Trans-
ference would lead to better measures of criticality, and therefore better transference curves
on the resulting set of simplified models, than criticality measures derived from Perfor-
mance Transference.
As was discussed in Section 3.1.2, both Binary Transference and Performance Transfer-
ence have different benefits and drawbacks. Binary Transference is a qualitative measure
that assesses the likelihood of a policy trained on the simplified system being successfully
applied to its goal task on the true system. This simplicity is a strength, as well as its broad
applicability. That is, any simplified system can have its Binary Transference evaluated.
In contrast, Performance Transference, a measure of the difference in predicted and ac-
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tual performance when a policy has been transferred, can only be reasonably measured for
systems that show positive Binary Transference. Consider the linear systems as described
in Section 5.1.1. Failure in Binary Transference implies an unstable controller. It would
be meaningless to evaluate the performance of the policy in this case. As such, Binary
Transference can be measured on a wider range of simplifications, possibly giving greater
information on which phenomena are critical to transference.
This simplicity comes at a cost in resolution though. As the name implies, Binary
Transference can only take a value of either 1 or 0 for a given simplification within the
context of evaluation for this method: it either does or does not produce a transferable pol-
icy during evaluation. For more sophisticated implementations, it’s possible the likelihood
of transference could be obtained through repeated evaluation, but this would be a rough
estimation that would be likely to yield little additional information and come at signifi-
cant computational cost. Performance Transference, by contrast, is a continuous variable
by definition. This higher resolution information may allow it to overcome the relatively
narrow set of simplifications it can be applied to. Considering these two primary compar-
isons, on breadth of applicable simplifications and resolution of the metric, it is expected
that breadth of application will be most relevant and therefore Binary Transference will
yield better evaluations of phenomena criticality.
As described in Section 3.3.3, this was evaluated similarly to Experiment 2: Effects of
Sampling Distribution above. That is, the same 50 linear systems were again used to define
the truth systems for control policies to be trained. Then, the phenomena criticality method
was applied twice. First, Binary Transference was used in the third “Evaluate, Normal-
ize, and Score Simplifications” step of the method. The resulting phenomena criticalities
were used to define a set of models of increasing fidelity. These models were used to train
policies for controlling the linear systems, and their transference curves were identified.
Then, the same process was implemented, except Performance Transference was used as
the evaluation metric. In cases where Binary Transference did not occur, the sampled model
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is ignored in the analysis. As previously discussed, this effectively reduces the sample size
of the simplifications considered, but increases the information that is gained from each
individual sample. This produced a second set of transference curves, for Binary, Perfor-
mance, and Potential Transference, respectively. These curves are shown in Figure 5.6.
These curves can be compared qualitatively for trends and quantitatively by comparing the
areas under the curves, summarized in Table 5.4.
Table 5.4: Summary of measures for transference between proposed method and alternative
sampling strategies.
Area Under Transference Curve
Evaluation Metric Binary Performance Potential







Looking across the three graphs, it seems as though Binary Transference does lead to
better evaluations of phenomena criticality. Look at the Binary Transference curve in Fig-
ure 5.6a, using Binary leads to greater transference across all fidelity levels when compared
to using Performance the evaluation metric. Additionally, using binary transference yields
a monotonic increase in transference. This is a desirable property as it implies the identi-
fied order doesn’t lead to counter intuitive situations where adding additional phenomena
to a model actually reduces transference. This is not true of the models built through using
Performance Transference, where this counter intuitive situation does occur. This com-
parison is also confirmed looking at the quantitative measure for area under the curve in
Table 5.4, where the Binary evaluation led to an area of 0.74 compared to an area of 0.69
for Performance.
Looking at the quantitative measures of transference yields similar results. It would
be reasonable to expect using Performance transference as the low-level evaluation would
lead to a better overall Performance Transference rates, but this doesn’t seem to be the case.
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(a) Binary Transference (b) Performance Transference
(c) Potential Transference
Figure 5.6: Comparison of transference curves for the method using different metrics dur-
ing the evaluation of individual sampled simplifications. In general, these curves show
that using Binary Transference as the basis for measuring phenomena criticality leads to
improved results when compared with using Performance Transference.
Looking at Figure 5.6b, The results are largely similar. While the curve produced from the
Performance-based criticality measures is lower overall, with an area of 0.30 vs an area
of 0.32 for the Binary-based measures, the differences are not significant. There are even
small portions of the fidelity space where the two curves trade domination, implying both
were very similar at evaluating criticalities in this respect.
When considering the potential transference curve, shown in Figure 5.6c, Binary Trans-
ference appears to be the better evaluation metric. The overall area under the curve for the
Binary-based models was 0.64, notably lower than the 0.74 for the Performance-based
models. This is also qualitatively true throughout the graph, where the Binary-based curve
is nearly uniformly lower. The only area this doesn’t hold is for very low fidelities, where
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evaluating the data individually revealed a likely outlier, causing the noticeable spike.
Overall, these results all support Hypothesis 1.2, that Binary Transference is a better
metric for low-level evaluations within this phenomena evaluation method. This does come
with the caveat that this may be system dependent. Due to the nature of these two measures,
it’s reasonable to expect that for systems where transference is relatively easily achieved
will favor the higher resolution of Performance Transference will be a better choice. In
general though, it is expected that Binary Transference will be useful for a wide range of
systems and is reasonable for a first implementation.
5.2.4 Experiment 4: Effects of Referent Fidelity
Experiments 1 through 3 above outlined the major questions regarding the method to eval-
uate phenomena criticality. While this looked at important aspects of evaluating the im-
portance of different phenomena to capture within a system model, the results from each
made a critical assumption. That is, the referent model used to evaluate transference for
the sampled simplifications was the truth model. While useful in evaluating the fundamen-
tals of the method, this is not a good assumption to make for more realistic systems. Part
of the motivation for using simulation models is the difficulty or expense associated with
using the true system. As such, it is reasonable to question how these results will gener-
alize when the referent system is itself a model of the true system. This was discussed at
length in Section 4.1, and was captured by Research Questions 2.1. Hypothesis 2.1 posited
that if the referent model used to measure phenomena criticality could not itself be used
in training transferable policies, than the phenomena criticality measures would not hold
when attempting to develop further simplified models of the true system.
In discussing this question in Section 4.1, it was noted that trying to find a robust mea-
sure to positively answer this question may be a fool’s errand. One of the reasons trans-
ference from simulated environments to the real world is so difficult is because there are
countless phenomena that may affect the real system. For complex systems, these phenom-
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ena may interact in unexpected ways that make it near impossible to certify whether the
simulated model will hold in the real application. However, as is identified in Hypothe-
sis 2.1, it is possible to identify where the referent model will get you into trouble. That
is, if the referent model itself can’t produce transferable policies, it would be silly to ex-
pect the rankings of its associated phenomena to hold any truth when looking at further
simplifications.
To evaluate the effects of the fidelity of the referent on these rankings, the same linear
systems as used in the previous experiments were used. This allowed for “truth” rankings
to be considered as the rankings for each system taken from previous experiments. Then,
for each system, a set of referent models was sampled from it’s possible simplifications.
As such, these referents had varied fidelities and transference properties. In this way, the
possible effects of many different referents for many different systems could be considered.
For each referent system, the method was applied to rank the phenomena that made it
up. That is, if a referent only contained phenomena (3, 5, 7, 10), these four phenomena were
ranked relative to each other for their importance with respect to generating policies that
would transfer to the referent. Say this gave the following order: (10, 3, 7, 5). This order
would then be compared to the equivalent truth rankings. So if the full truth order was
something like (..., 10, ..., 5, ..., 7, ..., 3, ...) the compared truth order would be (10, 5, 7, 3).
It was expected that the phenomena rankings based on the method applied to the sim-
plified referents would correlate with the rankings that would be produced evaluating the
method with access to the truth model. That is, if we ranked the phenomena captured by
the referent by using the proposed method, then found the equivalent rankings using the
true system, we would expect these rankings to be at least somewhat correlated. Phenom-
ena that are found to be important to create transference to the referent should also be
important for transference to the true system. In this case, it would be expected that the
correlations for rankings would be significantly higher for referent models that produced
transferable polices when compared to referent models that did not. That is, the relative
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rankings of the phenomena should be more similar if the referent model itself is capable of
producing transferable policies.
This process is visualized in Figure 5.7. First, we can look at Figure 5.7a to see how we
get these correlations. The results shown in this figure are somewhat representative of many
of the results that were seen on a referent by referent basis. In this case, the referent sys-
tem was capable of producing transferable policies. Along the x-axis, the phenomena are
sorted according to their rankings when the truth system is used to measure the phenomena
criticalities. That is, when evaluating sampled simplifications, they are evaluated based on
transference to the true system. Note that this does not consider all possible phenomena for
the linear systems, 32 in this case, but only the phenomena present in the referent model.
Along the y-axis, the points represent the ranking of the criticality of the phenomena when
evaluated with respect to transference to the referent system.
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(b) Correlation Distribution Comparison
Figure 5.7: Comparisons between phenomena rankings based on true referent systems and
simplified referent systems. To the left, an representative example of the comparison show-
ing weak correlation between the two orderings. To the right, the aggregated results of
the orderings separated based on the ability of the referent system to produce transferable
policies.
So, if the phenomena were sorted according to their truth rankings, we would get a
straight line for Figure 5.7a. Clearly, this is not the case here. While there is a clear delin-
eation between a small cluster of the most important phenomena and other phenomena, the
rankings within these groupings seems to be largely uncorrelated. So while for this refer-
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ent there would be some correlation between the simplified rankings and the true rankings,
it would be weak at best. In general, this was true of many of the referents and systems
considered during this experiment.5 As a general observation, many of the referents that
did produce transference had a similar grouping pattern. Phenomena would be grouped
similarly, but largely uncorrelated within the group. Others would show good results for
many of the phenomena considered, but random phenomena would deviate in ordering
significantly. Others were almost entirely uncorrelated.
Figure 5.7b shows these results for each system and associated referents aggregated and
separated based on the ability of the referent models to produce transference properties.
Clearly, there is little distinction between the two distributions. That is, there doesn’t seem
to be any relationship between a referent’s ability to produce transferable policies and the
consistency of it’s phenomena rankings with the true rankings. This certainly does not
support hypothesis 2.1, that there will be a significant difference between the resulting
simplifications based on if the referent model transfers or not.
However, we can look at the results of Experiment 2 for an idea of why these correla-
tions did not hold. That is, if we look at Figure 5.5a, it’s clear that there is not significant
agreement on the specific ordering of phenomena within a model even when looking at
large sample sizes on the same system. While the most important and least important phe-
nomena are sorted relatively consistently, the moderate importance phenomena are largely
a mess. As such, the correlations between the rankings for the greatest sample density and
more moderate sample densities would be weak at best. Even so, by looking at Figure 5.4
that the resulting transference curves are largely similar. That is, while we would expect
there to be some correlation between phenomena orders, that may not be the best evaluation
criteria. Instead, we should look at the resulting transference curves. These can be seen in
Figure 5.8, with summarized area statistics shown in Table 5.5
These figures and the results in the table are much more promising for the method. That
5Additional representative examples can be found in Section D.3.2
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Table 5.5: Summary of measures for transference of policies trained on simplified models
developed through the proposed criticality measures as applied to various referent system
classes.
Area Under Transference Curve
Referent Class Binary Performance Potential
(Higher is Better) (Lower is Better) (Lower is Better)













































































Figure 5.8: Transference curves produced by the proposed method when a simplified ref-
erent is used during evaluation.
is, when looking at Figure 5.8, the transference curves produced by applying the method
to simplified referents that do produce transferable policies and the curves produced by
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applying the method to simplified referents that do not produce transferable policies, there
is a clear distinction. This is most clear in looking at Binary Transference in Figure 5.8a.
The results for referent systems that do produce transferable policies look largely similar to
the results when the referent and truth system were considered one and the same, the results
for referent systems that do not produce transferable policies look significantly worse. This
is confirmed by considering the area under each curve, shown in Table 5.5.
Looking at the values in Table 5.5 again though, another clear distinction jumps out.
That is, the values for transferable referents are similar with respect to binary transfer-
ence, but far off when considering the two quantitative measures of transference. For per-
formance transference, this is largely explained by the few very low fidelity models that
contribute heavily to the area under the performance transference curve. For the potential
transference curve, though, there is significant difference. While the transferable referents
do produce better results than the non-transferable referents, there is still a significant gap
before the potential of the truth systems is matched. This implies that while further simpli-
fication from a referent model may still allow for the development of generally successful
policies and even accurate predictions of their performance, there is still a significant loss
in possible performance when compared with policies trained directly on the truth system.
Taking all of this together, Hypothesis 2.1 is still supported. That is, these results have
shown how important having a reasonable referent system for evaluation is to this method.
If the referent system used does not produce transferable policies itself, any evaluation of
phenomena importance is likely a fool’s errand. However, for the cases where a quality ref-
erent can be developed and is desired to be simplified further, this method shows significant
promise.
5.2.5 Experiment 5: Practical Case Study
The four previous experiments were all meant to evaluate different aspects of the proposed
phenomena criticality evaluation method. First, Experiment 1 showed that the method was
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reasonable, and produced beneficial results when compared with other baseline methods.
Experiment 2 evaluated the effects of sampling strategy on the method, and Experiment 3
evaluated the effects of different evaluation metrics used within the method. Experiment 4
then evaluated how differences between the referent model used for these evaluations and
the true target system would affect the usefulness of the resulting phenomena criticality
measures. Each of these revealed important aspects of the methodology and provided ad-
ditional information with regards to its implementation. However, these experiments were
evaluated using a relatively simple truth system, a class of 4 state, 4 input linear systems,
discussed in Section 5.1.1.
While linear systems continue to see use in much of the literature and practical applica-
tions, they themselves are a simplification of the real world. It has been said that “the clas-
sification of mathematical problems as linear and nonlinear is like classification of things
in the universe as bananas and non-bananas.” That is, nearly all known real world systems
are nonlinear in nature. It’s reasonable then to question whether this method will general-
ize to more realistic nonlinear systems. To address this, a modified form of the Acrobot
system was discussed in Section 5.1.2. This nonlinear system shares many features that
commonly face robotic systems, such as nonlinearity, underactuation, and chaotic uncon-
trolled behavior. So, while still simple in the grand scheme of possible systems to consider,
it is an excellent candidate to evaluate the proposed method for evaluating phenomena crit-
icality and the paired simple model development strategy proposed by Hypothesis 1.0 and
Hypothesis 2.0, respectively.
To evaluate these with respect to the Acrobot system, we consider the 10 phenomena
noted in Section 5.1.2. This gives 1024 possible simplified models that can be used to
train a control policy for the system. 100 of these possible models were sampled according
to the representative simplification distribution. A policy to swing up the second link in
the Acrobot system was trained using an asynchronous version of the DDPG algorithm.
[71] Details on this asynchronous augmentation and training parameters used can be found
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in Chapter C. The policy was formulated such that it had the same form as that used in
[71]. That is, the actor and critic functions were approximated as a neural network with
two hidden layers each. Both networks had 400 neurons in the first hidden layer, with 300
neurons in the second hidden layer. Both networks used the elu nonlinearity for neuron
activation. The final output node of the critic network was a linear activation, while the
final output node of the actor network was a tanh activation.
Each policy was allowed to train for 10 hours under the same computational conditions
to account for limited resources that are often used for training of these systems. This
is in contrast to training for a set number of episodes, which is also commonly done in
many reinforcement learning approaches from the literature. This is because it’s possible
that some of the simplifications would be easier to learn, leading to shorter episodes. This
advantage is one of the major motivations for using simplified systems for training in the
first place, and using constant numbers of episodes may dampen this benefit. As this work
is interested in evaluating the models used for training a policy and not the algorithm itself,
it is important to maintain this benefit.
Each policy was then evaluated for transference to the truth system and the remainder of
the method followed to evaluate the criticality of each phenomena. The resulting criticality
measures are summarized in Table 5.6. These criticalities were used to create a set of
increasingly complex models according to Hypothesis 2.0, whose transference properties
were evaluated. Curves similar to those from Experiments 1-4 were expected as proof of
the method’s applicability to more realistic systems. These resulting curves are shown in
Figure 5.9. In this case, there are no comparisons to alternative methods. However, we can
compare the resulting curves with those for the linear systems from Experiments 1 through
4. While these aren’t perfectly analogous comparisons, similar results will further support
the claim that this method can be generalized.
Looking at the curves, these are largely similar to those seen in previous experiments.
The binary transference curve achieves transference at fairly low fidelity levels, and main-
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Table 5.6: Summary of phenomena criticality scores for the ten phenomena considered for
the acrobot system.
Gravity Elbow Friction Elbow Drag Shoulder Drag Continuous
Torque
0.70 0.10 0.06 -0.03 -0.07
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Figure 5.9: Curves for transference of control policies for the augmented Acrobot sys-
tem. These curves show similar levels of transference as those seen in the linear systems
experiments, supporting the generality of the method.
tains transference throughout the rest of the fidelity space. In terms of the area under this
curve, the Acrobot system had an area of 0.60 below the curve. This is less than that of
the method as applied to the linear systems, but is comparable. The quantitative measures
are less similar, but show similar trends. For Performance Transference, this is a general
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decrease throughout the fidelity space. However, unlike the linear systems case where
Performance Transference reached a plateau, there seems to be a fidelity threshold where
Performance Transference rapidly improves once crossed.
The Potential Transference Curve is also significantly different. The most notable dif-
ference is the negative values for across all fidelities. This is a surprising result given the
form of Potential Transference, shown below:
TPotential =
Eτ∼ζR,πR [f (τ)]− Eτ∼ζR,πS [f (τ)]
|Eτ∼ζR,πR [f (τ)]|
(5.9)
This implies that the policies trained on the simplified versions of the system actually
outperformed the policy trained directly only the true system. This undercuts one of the
key assumptions made when proposing Potential Transference as a metric of interest in
Section 3.3.1. That is, that training on the true system directly would produce the opti-
mal policy with sufficient time. While this may still be true, it illuminates a major issue
in reinforcement learning: sufficient training time is highly system dependent. Some sys-
tems are much more difficult to learn than others. There is even the existence of so-called
wicked systems, where short-term rewards are actually misleading when long-term returns
are considered.
While the acrobot system and reward structure for this problem are unlikely to be truly
wicked, the full problem may be complex enough to slow training significantly. So, the use
of the same training resources may have led to sub-optimal performance. This provides an
excellent example of one of the main motivations for using simplified systems in the first
place: by first solving a simplified version of a problem, you can take advantage of the
simplicity to learn a reasonable approximation of the behavior before attempting the full
problem. By iteratively approaching the true system in the training environment, incremen-
tal steps can be taken to account for and take advantage of phenomena independently. This
may lead to higher quality policies than training directly on the truth system itself, and is
the basis of the field of transfer learning.
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One thing to note on this idea of transfer learning is that it may work for small changes
in the environment, but it cannot account for qualitative changes in the environment. That
can be seen in the lack of transference at the lowest levels of fidelity. Investigating this
a bit closer, we can look at the importance of each phenomena and consider its physical
meaning and impact on the acrobot system. These scores can be seen above in Table 5.6.
First, it is clear that gravity was the most important phenomena to include in any sim-
plified model. This makes perfect sense, as the omission of gravity would qualitatively
change the problem. Any simplified model that does not include gravity will not generate
a behavior that adds the energy required to raise the first link as necessary. It’s important
to note that the spring acting at the first joint could play a similar role if its spring constant
was significant enough. However, due to the parameters chosen for the system, the effects
of this spring force were an order of magnitude below the effects of gravity.
On the opposite end of the importance spectrum was the inclusion of torque limits in
the model. Again, this makes perfect sense and was expected based on the design of the
system and policy network. Because the policy network used a tanh activation function for
its output node, it already places a limit on the possible torque that can be requested. These
limits were intentionally aligned to give this phenomenon minimal impact on the model it
could verify at least a portion of the ordering. As expected, this was found to be the least
important phenomena to consider.
However, this was not a significant difference from other unimportant phenomena. A
possible explanation for this is due to the action space noise applied during training of the
policy. That is, when the policy is used for training, it’s outputs aren’t directly applied to the
system as inputs. Instead, some noise added to the torque requested by the policy. In this
case, this noise follows the Ornstein-Uhlenbeck process [125], a mean reverting alteration
of normal brownian motion. Because of this noisy application, the requested torque may
be outside of the bounded range provided by the policy directly. For models with unlimited
torque, this allows the training process to explore areas just beyond the regular bounds.
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This may have a beneficial effect, allowing the gradient calculation used in DDPG to better
represent actions near the limits of the action space. This then gives a further push towards
saturation that may be beneficial to the policy overall, that wouldn’t be seen in the full
model where torque is limited.
This is an example of how using a simplified or other altered model of a system may
actually be beneficial in training a policy for the truth system. To investigate this further, the
policy from the model that produced the best performance on the true system was allowed
to continue training on the full system. The resulting returns are shown in Figure 5.10.
On the far left of the figure, returns are shown immediately after the policy is transferred
to the true system and learning first begins. It can be seen that not only is this the region
of highest returns, but most robust and consistent returns. Relatively quickly, the bounds
on the evaluated returns shift lower. For a brief section, the policy even begins to fail to
accomplish the task, shown as the spikes towards -1000 in the figure. This is commonly
known as catastrophic forgetting in the reinforcement learning literature.
This look at further training is commonly called transfer learning in the literature, where
a simplified version of a problem is first learned and further tuned on a series of increas-
ingly complex systems. The results from Figure 5.10 and Figure 5.9c point to a possible
secondary benefit from following the proposed phenomena criticality evaluation. The series
of increasingly complex models defined through Hypothesis 2.0 could be used as a series
of increasingly complex training scenarios to accomplish this chain of transfer learning.
Overall, these result support the measure of phenomena criticality outlined in Chapter 3
and embodied in Hypothesis 1.0. Further, they support the use of these resulting phenom-
ena to define a series of models used for training outlined in Chapter 4 and embodied in
Hypothesis 2.0. These models are not only useful for training policies in their own right,
but may be useful for improving the policy through a series of training exercises through
transfer learning.
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Acrobot Return Evaluations During Training
Raw
Sliding Average
Figure 5.10: Periodically evaluated returns for the acrobot system when continuing training
a policy after transference from a simplified system. The sliding average is taken over a
1000-evaluation window centered on the current point.
5.3 Summary
This thesis has set out to study the effects of modeling choices on the transference of poli-
cies learning through reinforcement learning in simplified simulations of a system. This
chapter discussed the results of the experiments that were designed to evaluate the hypoth-
esis proposed in Chapter 3 and Chapter 4 as part of the research framework for this thesis.
The proposed method of measuring phenomena criticality and associated method of
simplified model development were first test against baseline development methods in Ex-
periment 1. As detailed in Section 5.2.1, these results largely supported Hypotheses 1.0 and
2.0. That is, the proposed phenomena criticality measurements lead to simplified models
that had significantly improved transference compared to models derived in naive meth-
ods or by following a simplified heuristic. Similarly, the proposed method approached the
results for the idealized quasi-full-factorial method.
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Experiments 2 and 3 then evaluated two major choices within the method: how should
the simplifications for evaluation be sampled, and how should these sampled simplifications
be evaluated? As discussed in Section 5.2.2, the results largely supported Hypothesis 1.1
that a representative sampling strategy is a reasonable choice. As discussed, it is possible
that alternative sampling strategies may be beneficial depending on the behavior of the
system. For systems that are difficult to produce transference, a triangular distribution
may be more informative. For systems where transference is easier to achieve, a uniform
distribution may be more informative. The representative sampling strategy represents a
reasonable balance between these two approaches.
Similarly, Section 5.2.3 discussed the results of Experiment 3, which showed that using
Binary Transference as the evaluation metric produced better results than using Perfor-
mance Transference. This was largely attributed to the breadth of systems that can be eval-
uated by Binary Transference compared to Performance Transference’s higher resolution
but more narrowly applicable measure.
Experiment 4, discussed in Section 5.2.4, then looked at the affects of using a simplified
referent in the evaluation process. This is important for practical systems, as it is rare that
transference to the true system would be cheap enough to evaluate as many times as is
required by this method. This showed surprising results, in that while the ordering of the
phenomena was notably different from the true ordering based on the truth system, the
resulting transference curves were largely similar. This also supported Hypothesis 2.1, in
showing the importance of having a quality referent for this method to be applicable.
Finally, Section 5.2.5 discussed the results from Experiment 5. This experiment was a
re-evaluation of the high level Hypothesis 1.0 and 2.0, but now looking at a more realistic
system. This used the Acrobot system, detailed in Section 5.1.2. This is a nonlinear, under-
actuated system that displays chaotic uncontrolled behavior. These are common problems
for autonomous systems, and this system represents a reasonably simple system to develop
policies for. These results showed that the method produces similar results on realistic sys-
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tems and that the phenomena criticality measures align with expected physical meanings.
Overall, these experiments largely supported the usefulness of this method. Across both
the simple linear systems evaluated for Experiments 1 through 4, and the more complex





Reinforcement learning represents an attractive approach to developing the next stages
of behavior for autonomous systems. While powerful, this is still an emerging field of
research. There are significant open gaps that must be addressed before reinforcement
learning sees widespread use. Particularly, most frameworks for conducting reinforcement
learning require significant exploration of their possible state and action spaces. This is
fine for many of the virtual domains that reinforcement learning has been applied to suc-
cessfully, but will certainly cause issues for systems that operate in the real world.
As such, a significant amount of work has gone into developing reinforcement learn-
ing behaviors for real systems in simulations. This allows for many benefits, including
enhanced safety, easier recreation of failure cases, and possibly increasing speed of train-
ing through parallelization. However, systems trained in simulated environments often fail
to transfer to the real world. There are varied reasons for this, but this provided the main
motivation for this thesis. As such, the main motivating objective for this work was to iden-
tify possible methods for the improvement of models used in simulation-based training of
reinforcement learning derived policies.
Chapter 2 discussed relevant background information to further develop this objective.
Literature on modern reinforcement learning frameworks was discussed to identify impor-
tant trends and limitations. This mainly focused on model-free approaches that combined
deep learning approaches to policy and value function representations that have seen sig-
nificant use in recent breakthroughs. Work from the sim-to-real field was also discussed
to evaluate current methods for producing autonomous policies that can transfer from the
simulated world to the real world. A few major themes were identified. These included at-
tempts to increase the fidelity of simulation models, and domain randomization techniques
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that randomized phenomena representations in simulation. Literature from the broader
modeling and simulation community was then reviewed to provide addition viewpoints on
how modeling and simulation can be done successfully. It was noted that focus on phe-
nomena representation was likely to be useful. As such, the motivation for this thesis was
refined to an attempt to develop a method for measuring the importance of different phe-
nomena that have been proposed for a model of an autonomous system. The goal was to
develop this measure in such a way that it could be used to identify possible simplified
models of a system for training of autonomous behaviors.
Chapter 3 developed this method using a sampling based approach. The goal of the
method is to define a useful measure of importance, called phenomena criticality, that can
be used to identify simplified models of a system to be used in simulations for develop-
ing transferable policies. Research questions and associated experiments were proposed to
evaluate the method. Chapter 4 then developed a simple model development strategy em-
ploying these phenomena criticality measures. As before, the goal was to construct models
of a system for use in simulations to develop reinforcement learning based policies that
are transferable to the truth system. Additional research questions and experiments were
proposed to evaluate the practical considerations of this method.
The work presented in Chapter 3 and Chapter 4 was tightly integrated. Therefore, the
results of their proposed experiments were collected and presented in Chapter 5. This
covered how the method for measuring phenomena criticality and the resulting simplified
models compared with baseline methods, possible alterations to the method, and impacts of
imperfect information during evaluation. Overall, the method showed significant promise.
When compared with the alternative baselines, the method showed significantly improved
transference while approaching a quasi-full factorial search.
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6.1 Evaluation of Research Framework
Throughout this work, the motivating objective was to develop a methodology to measure
the importance of varied phenomena to be captured in a model for training reinforcement
learning based policies in simulation. A sampling based method for measuring this was
proposed and pair with a simple development strategy. These were developed in Chapter 3
and Chapter 4 and were framed by the following two research questions:
Research Question 1: How can the criticality of potential phenomena to be included in a
simulation model be compared such that simpler models can produce transferable policies?
Research Question 2.0: Given appropriate measures of phenomena criticalities for a refer-
ent model, how should simplified models be constructed to achieve the greatest transference
with the lowest complexity?
While in theory, these questions could be answered separately, they are tightly cou-
pled. Any changes to the phenomena criticality measurement would change the resulting
model development strategy. Similarly, without models to evaluate comparisons of phe-
nomena criticality lose some meaning. As the main goal was phenomena evaluation, it was
proposed that a simple development strategy be implemented. These are captured in the
following two hypotheses:
Hypothesis 1: If a sampling-based approach is implemented to evaluate the possible sim-
plification space, then reasonable simplified models that balance complexity with transfer-
ence to the true system can be identified.
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Hypothesis 2.0: If phenomena criticality is measured as proposed and models are devel-
oped by including the phenomena in descending order of criticality, then the produced
simplified models will show similar or greater levels of transference with fewer phenemena
represented.
These two hypotheses were first tested in Experiment 1: Proof of Concept. This com-
pared the proposed method for phenomena criticality measurement and the simple de-
velopment strategy with alternative baseline methods. These baselines included a naive
method meant to establish a minimum necessary condition for success, a simplified heuris-
tic method that determined phenomena ordering without any evaluation, and an ideal case
where simplifications were evaluated in a quasi-full-factorial manner. The proposed method
favorably compared with both the naive and heuristic-based methods while approaching the
ideal method with significantly few system evaluations.
Given this proof of concept, the method itself was then characterized through a series
of questions and hypotheses. First, the sampling strategy used to pick simplifications for
initial evaluation as part of the measurement were evaluated. It was hypothesized that
a sampling strategy that maintained a similar distribution as the full simplification space
would lead to the best results. This was captured with the following research question and
hypothesis:
Research Question 1.1: How should the possible simplifications of a given referent model
be sampled for evaluation of phenomena criticality?
Hypothesis 1.1: If the simplified systems are sampled according to a distribution matching
that of the possible simplification space, the resulting phenomena criticality measures can
be used to develop lower complexity models with similar levels of transference.
This hypothesis was tested in Experiment 2: Effects of Sampling Distribution. The
results of this experiment led to a nuanced understanding between the difficulty of the
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problem and the choice in sampling strategy. The representative sampling strategy worked
well across many cases, and is a reasonable choice as a starting point. However, it is
possible that alternative sampling strategies may allow for a lower number of samples to
lead to similar results. That is, if a system already shows high likelihood of transference
across many simplifications, sampling more densely in lower fidelity areas of the space
may be most reasonable. Alternatively, if transference is exceedingly rare strategies that
sample from high fidelity portions of the simplification space may be useful. In this way,
an adaptive strategy that adjusts the sampling distribution as individual simplifications are
evaluated may be worthwhile to investigate.
The next portion of the methodology to be considered was the actual evaluation metric
used on each sampled simplification. It was expected that Binary Transference would yield
the most generalizable results, as it was the most broadly applicable metric. This is captured
in the following research question and hypothesis:
Research Question 1.2: Given a referent and associated simplified model of a system, how
should its ability to produce transferable policies be evaluated?
Hypothesis 1.2: If the simplified models are evaluated with respect to their Binary Trans-
ference rates, then the resulting comparisons of phenomena criticality will allow for phe-
nomena to be rank ordered in a way that allows simpler models to produce greater levels
of transference.
This hypothesis was tested in Experiment 3: Effects of Comparison Metric. These
results were more straightforward, Binary Transference was the superior metric in almost
every way. This included both looking at aggregated results and at a system by system
level. Surprisingly, Binary Transference was the better comparison metric even for the
quantitative comparisons.
For these evaluations, it was assumed there was access to the truth system. However,
147
this runs counter to much of the motivation for using simulations and simplified models
in the first place. To employ this method on a practical system, evaluations of sampled
simplifications would have to consider transference to a referent system that is itself a
simplification of the true system. It is reasonable to question whether the results will hold
in this case, and is captured by the following research question and hypothesis:
Research Question 2.1: How sensitive are these phenomena criticality measures and the
resulting model development strategy to the fidelity of the referent model?
Hypothesis 2.1: If the referent model itself does not show reasonable transference to the
true system, then the relative criticality measures evaluated with respect to it will not hold
when evaluated on the true system.
Experiment 4: Effects of Referent Fidelity evaluated this hypothesis. In this case, rea-
sonable transference was defined as achieving Binary Transference to the true system. It
was expected that their would be a clear separation based on referent system transference in
correlation for phenomena rankings when compared to those derived from the true system.
The results of initial experimentation on this, however, did not match these expectations at
all. Even for referent systems that did show transference, there was little correlation in phe-
nomena rankings. However, when these rankings were used to build models the resulting
transference curves showed a clear distinction between referents that did produce trans-
ferable policies and those that did not. In general, these transference curves were notably
worse than those derived with access to the truth system, but still showed that this method
could be applied in practical cases.
Throughout these experiments, the method had been applied to linear truth systems.
While linear systems are useful throughout many fields, the world is nonlinear. So, it was
important to ensure that the method generalized well to a nonlinear system. To do so, it
was applied to a modified version of the Acrobot system [108] in Experiment 5: Practical
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Case Study. The results were largely similar, showing that the method is applicable to a
range of distinct systems. When evaluating the returned phenomena criticality measures,
they matched up well with expectations based on the physical meanings of the phenomena
involved. Gravity, a phenomena that fundamentally changes the required approach to the
problem, was found to be the most important by far. Torque limits on the actuator were
correctly identified as having little effect, largely due to the purposeful design of the policy
structure. Additionally, the simplifications identified through this method actually led to
improved policies when compared to those that were developed directly on the truth system.
This case shows something that has been noted in the broader transfer learning literature,
but was encouraging to find.
6.2 Contributions
When considering the development of models for training reinforcement learning based
policies in simulation, the existing literature gave little thought to what should be rep-
resented. Nearly all systems that even considered the models being used in the training
followed a more is better approach and just added additional phenomena to a model until
transference was achieved. This ad-hoc approach often led to uneven results.
The major contribution of this thesis is a more reasoned approach to model develop-
ment. This approach is centered on a method to evaluate the relative importance of phe-
nomena, here called phenomena criticality, to be represented in a simplified model of a
system. While the work shown here was specifically focused on evaluating the impor-
tance in the context of training reinforcement learning based policies, it is possible that it
can be extended to other contexts. It was shown that these measurements not only iden-
tified obvious orderings, but could handle more subtle comparisons as well. This led to
improved transference for simplifications even when compared with heuristics that require
full knowledge of a system.
When this measure of phenomena criticality evaluation is paired with a simple model
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development strategy, it was shown that simplified models of a system can be produced that
maintain similar transference properties as the full models they were derived from. This
allows for intelligent simplifications to be made to complex systems. As was shown in the
final experiment, discussed in Section 5.2.5, this can actually lead to an improvement in the
training of control policies when compared with the full referent model. This could be due
to many possibilities, but in general these simplified systems represented easier problems
in terms of policy complexity. That is, simpler policies could solve the simplified systems
than were required for the full referent. As such, training algorithms could spend more time
optimizing the found policies. While initially surprising, this lines up with some previous
examples from the broader transfer learning literature. This suggests that simplifications
identified through this method can represent a step forward in terms of training capability.
Given the requirements for the application of this method, there are a few potential
places in the design cycle where this method can be applied. The first, and primary target
considered for this method, is in the development of new behaviors for a preexisting system.
That is, some platform has already been designed and fielded for some given task but is now
being applied to a new scenario. For an example of this, consider an autonomous helicopter
platform similar to the GTMax platform discussed in [56]. This is preexisting platform that
has been used in a variety of autonomous missions. Imagine there is interest in using the
same platform for short-range package delivery. Reinforcement learning has been proposed
as a way to train an end-to-end control algorithm for landing at unprepared sites, including
precision site identification within a predefined landing zone.
The existing simulation environment has seen use in developing controller behavior for
the system. However, training of this end-to-end behavior will require the simulation to be
augmented to account for new sensor modalities, such as vision-based landing site selec-
tion. Phenomena to consider would include camera distortions, possible damage to sensors
in the field, ground effects both aerodynamically and on the environment for visual sens-
ing, and many others. Given a total list of these possible phenomena of interest, the method
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could be applied to ensure the new simulation model is developed to the appropriate com-
plexity that the newly derived landing behavior will have high probability of success when
tested on the actual platform. This would involve developing initial models of these new
phenomena, evaluating them according to the method discussed in Chapter 3, and deter-
mining which are necessary to include such that training can occur. Ideally this process
would identify things such as environmental dynamics as non-critical, as these could very
expensive to model well.
While exploration of new behaviors for preexisting systems is the primary target, the
method is also likely to be useful when applied throughout the design process of a novel
system. Take the above example of the GTMax platform. Say there is interest in developing
a new platform based off of the lessons learned in testing. The goal is to develop a smaller
platform more specifically targeted towards reinforcement learning research. This would
likely lead to a desire for a significantly cheaper platform that can evaluate riskier behav-
iors. The earliest likely application of the proposed method for simulation design of this
new system would be near the transition from conceptual to preliminary design. That is,
the broad architectural decisions have been frozen, and there is now a desire to beginning
finalizing lower level design decisions. At this stage, the configuration has largely been de-
cided upon and previous experience with these configurations can guide the development
of a list of phenomena that may impact system performance. Similarly, initial models of a
system should already be implemented, with the next phase targeting further refinements
of these models. The goal of this method would be to aid in this model refinement such
that overly complex models can be avoided. This is especially important for experimental
platforms that will face many iterations of behavior design. In this way, behavioral studies
can be brought forward in the design cycle such that the system can be optimized in a more
holistic fashion.
Applying the method in such a way may require slight alterations. Of these, the method
will likely need to be applied iteratively. As the behaviors desired from the system change,
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the most relevant phenomena to capture in simulation models are also likely to change.
Simplistic landing behaviors, such as constant thrust descent, may give way to more com-
plex landing behaviors. In that example, the method may identify a need for improved
ground effect modeling during the next design phase.
To further understand this application, consider a spiral development process that is
used in the design of many complex systems. At the completion of each spiral, lessons
that have been learned in designing a simplified version of the system are brought forward
to inform the next, more complete, design iteration. This methodology could be applied
at each transition point between spiral phases to ensure design decisions are being made
using the most relevant model of the system. This would allow for changes in behavioral
requirements to influence the design of new models of the system.
Other contributions of this work include the introduction of a new metric for evaluation
of simulation based training: Potential Transference. This new metric shifted the focus
towards the ability of a simulation to train a useful policy. While it’s application may be
limited when considering complex systems that cannot be trained in the real world, it is a
useful reminder that accuracy in behavior prediction may not be the only relevant measure
to consider when evaluating a simulation environment.
A smaller contribution, though arguably just as important, is bringing a focus onto
considering phenomena representation in models for reinforcement learning. Much of the
literature on developing simulation models for autonomous systems takes a more is better
approach to developing system models which may not be appropriate. This work argues
that it is important to consider which phenomena specifically are contributing to the devel-
opment of useful policies. By evaluating this, with or without the proposed method, other
methods for training behaviors can be made more effective.
Finally, a contribution not significantly discussed in the main body of the thesis, but
detailed in Chapter C, is a novel implementation of the DDPG learning algorithm, [71],
using asynchronous experience evaluation. This was necessary to develop for its speedup
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of the base algorithm, but was also found to have a stabilizing affect on many of the results.
6.3 Future Research Directions
When considering the development of models for training reinforcement learning based
policies in simulation, the modeling process is often thought of as secondary. This thesis
represents a significant step in evaluating the impacts of different phenomena captured
in a simulation model on the transference of reinforcement learning based policies. The
results discussed in Chapter 5 were promising and showed the proposed method can be
used for developing simplified models of a system. However, there are always additional
avenues to explore. First among these research directions are applications to more complex
systems. While the Acrobot system described in this dissertation presents many of the
challenges that current autonomous systems face, it is still a fairly simple system. For more
complex systems, such as an autonomous helicopter, there may be additional challenges to
overcome.
Specifically, this method assumes that a model of the system that does lead to trans-
ference already exists and has been identified. This is especially important for application
to practical systems. This comes from Hypothesis 2.1. While the results of Experiment 4,
discussed in Section 5.2.4, showed this can lead to reasonable assessments of phenomena
criticality, getting this initial referent itself is no simple feat. This has lead to significant
research in the area of sim-to-real, as discussed in Section 2.2. While there are methods for
establishing these referents, this is an important limitation to consider, as the results of Ex-
periment 4 are a double-edged sword. If the model used as a referent for this method does
not itself produce transference, then much of the outputs for this method are meaningless.
As was discussed in Section 2.2, a recent approach to developing transferable behaviors is
using domain randomization during simulation-based training. [120] To address the short-
comings of non-transferable referent systems, it would be interesting to see if wrapping
this method in a domain randomization framework would be helpful. It’s possible that this
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randomization of the referent would allow for similar results in terms of transference of
these criticality measures.
On its own, domain randomization seems to be a powerful tool in producing transfer-
able policies but has significant limitations. Current applications are very intensive, relying
on ad-hoc approaches to determine what to randomize. Some very recent approaches, such
as [15], [74] and [82], have taken an automated approach to developing these randomiza-
tion procedures. However, these often rely on a black box approach that doesn’t incorporate
domain knowledge of a problem, or are limited to defining distributions for a preset list of
parameters. It would be interesting to take the criticality measures defined by this method
as a basis for determining the parameters to perturb within a domain randomization frame-
work. This could be a powerful way to combine improved model development strategies
with training frameworks that produce robust policies. This could be implemented in an
iterative approach that adjusts randomization profiles based on the current policy as well.
Focusing more narrowly on the method itself, further research into adapting these ideas
of phenomena criticality could be applied in a predictive framework could be useful. That
is, instead of using the measures produced by the method simply to compare phenomena
for inclusion in simplified models, the measures could be adapted to signify a prediction
of a simplified model’s transference properties. The first step would be to investigate how
these measures could be transformed to produce a prediction of Binary Transference. Sim-
ple transformations, such as the softmax transformation commonly used in classification
problems for machine learning, could be applied and evaluated. This would represent a
first step, with follow on research to evaluate a similar idea for quantitative measures of
transference.
In a similar manner, the results shown throughout this work used direct knowledge of
the referent system for developing the simplified models. The phenomena representations
were taken directly from the truth model. This may not be possible for practical systems,
and inaccuracies in representation may have a significant impact on the results. It is ex-
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pected that the results will hold for approximated representations of a phenomena based
on system identification, but this has not been evaluated extensively. This is something
to keep in mind when using these evaluations on more complex systems where the true
representation is unknown and deserves further study.
When simplifications were first discussed in Section 2.3, it was noted that their are three
rough classifications of simplifications: omission, aggregation, and substitution. While the
argument was made that all of these simplification classes can be represented by omission
alone, these representations may not be the most natural or meaningful for a problem. For
example, consider parameters that are evaluated on some scale where resolution is a major
consideration, like the timestep used in a simulation. While this can be represented as
omission, with each phenomena now represented by an array of evaluations along time
and different timesteps omitting different instances along these arrays, this is not a natural
representation. Clearly, this approach will lead to dimensional explosion in the evaluation.
As such, it would worthwhile to explore how this method can be applied to other types
of simplifications that are commonly required. Similar applications to systems that do
not have cleanly separable phenomena, such as neural network representations of systems,
could also be fruitful.
Smaller technical details could also be explored to further enhance the method. These
include other normalization schemes during the scoring phase, automated sampling dis-
tribution adjustments, and tighter integration with statistical tests for differentiating phe-
nomena. While it is expected that these will have small impacts on the overall process,
they may be useful in specific cases. Similarly, it may also be fruitful to pursue integrating
this method into model-based reinforcement learning strategies. This work was focused on
model-free learning algorithms, but it may be applicable to model-based strategies as well.
These strategies have many attractive features, such as improved sample efficiency, more
physically intuitive structures, and potential for guarantees on performance. These come at
the expense of developing and integrating a model of system behavior. Many of the issues
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from the broader modeling literature are relevant in developing these internal models, and
so this method may find use here as well.
Finally, while this method primarily focused on developing estimates of phenomena
criticality for modeling systems to be used in training reinforcement learning in particular,
it may have broader use. Current autonomous systems face large open questions in terms of
their certification for safety critical systems. Aerospace systems face particular challenges
in this regard, as common approaches to failure mitigation like “stop and reset” cannot be
applied. [18] As was mentioned in Chapter 1, there is current work developing hierarchical
control structures for unmanned aircraft systems that would allow for a management sys-
tem to switch to specialized controllers to recover from misbehaving autonomous control.
These were considered out of scope in developing the methods proposed in this work, but
may represent a potential use case.
One example of this is the run-time assurance architecture defined in ASTM F3269-17.
[109] In developing this standard, it was recognized that verification of commonly used
autonomous behavioral algorithms are likely to be too complex to verify with classical
means. Examples of these complex algorithms include the deep neural network based poli-
cies developed as part of Experiment 5 for this work. As such, a higher-level architecture is
required that evaluates incoming and internal data streams to ensure the platform remains
in a safe operating envelope for these behaviors.
For this and similar methods to be applicable though, there needs to be a solid under-
standing of the safe operating envelope for these complex behaviors. The only way to do
this with reasonable risk profiles during initial development of the behavior is through sim-
ulation. This is specifically called out, with the possible inclusion of flight test results, in
requirement 5.1.5.2 parts (2) and (3) of the ASTM standard. [109] However, as has been
discussed throughout this work, the transference of behavior from simulation to the real
world for these complex functions is hard to guarantee. So, it stands to reason that the safe
operating envelope derived from simulations of these behaviors would also fail to transfer
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unless a proper simulation is designed.
This is very similar to the framing used in this work for identifying the phenomena to
capture in simulations used to train reinforcement learning behaviors in simulation. For this
use case, instead of using phenomena to be modeled, possible state thresholds on the safe
operating envelope could be used. Similarly, instead of evaluating transference of behaviors
to a referent model, failure cases could be used. In this way, the method outlined in this
work could be used as a starting point to define a sampling-based approach to identifying
safe operating envelopes for the use of complex control algorithms.
6.4 Summary
As autonomous systems continue to grow in capability, the need for policy development
strategies that can handle more abstract goals has become apparent. Reinforcement learn-
ing has shown itself capable in many domains, and is an attractive field to further develop.
This is still a relatively young field, and there are many opportunities to expand. One of
the most critical areas to address for reinforcement learning to be useful for autonomous
systems acting in the real world is simulation-based training. Within this, addressing the
reality gap between simulated and real worlds is critical.
It is clear from the literature that at least a portion of this gap is due to effects of mod-
eling choices when developing simulation environments. This thesis focused on improving
our understanding of these effects. This was accomplished through a novel method for
evaluating the importance of representing different phenomena withing these models. The
developed technique was shown to produce encouraging results with respect to transference
from simplified models to truth systems. It was also shown to identify simplified models
that can be used to train better performing policies than those that were derived directly
on the truth system. This represents an important step on the path towards wider usage of






This section will provide detailed descriptions of the systems considered for possible re-
production. This is in addition to the descriptions provided in Section 5.1. First, additional
details on the linear systems and their simulation are described. Then, additional details on
the Acrobot system will be further detailed.
A.1 Linear Systems Experimentation
Experiments 1 through 4 used linear systems as the truth system. These linear systems
experiments were of the classic form below:
ẋ = Ax +Bu (A.1)










a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34










b11 b12 b13 b14
b21 b22 b23 b24
b31 b32 b33 b34









Each element for the A and B matrices was drawn from independent uniform distribu-
tions over the range [−1, 1]. 50 such systems were generated to produce aggregated results
for each experiment to ensure the conclusions drawn were not one-off coincidences for a
particular systems. Simulation of these systems used a simple forward-Euler time stepping
scheme with a constant ∆t of 0.01 seconds.
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Expanding the linear system in this way, it is clear that if we treat each element as
an individual phenomena there are 32 total phenomena for this system. Following from
the method as described in Chapter 3, we can then describe this and simplifications of
this system using 32 bit strings with each bit representing the inclusion or omission of
an individual phenomena. While the ordering of the phenomena at this stage is arbitrary,
for consistency a simple procedure was implemented. Both the A and B matrices were
reduced to row vectors by concatenating all rows in order. Then, these two row matrices
were concatenated to create a single list of phenomena for the model. The full referent
would be represented by a string of 32 1s. For an example simplification, consider the
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0 0 0 a34
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To evaluate the performance of a controller for these systems, points were randomly
sampled from the appropriate unit-ball and simulated until the system had approximately
converged to the equilibrium point at the origin, or 10,000 time steps had occurred.
In order to get a measure of the performance of a given controller on a given linear
system, a linear quadratic cost function along the trajectory was used. This was formulated
as shown below. Here, Q and R both represent weight matrices of appropriate dimensions.




It is important to note that this cost measure is highly dependent on the initial point
of the trajectory. This dependence stems from both the magnitude of the initial point and
the location of the point with respect to the system matrix eigenvectors. The impact of the
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magnitude was addressed by sampling initial points from a unit ball centered on the origin.
To ensure the dependence on location did not bias the resulting transference metrics, a
number of initial points were randomly sampled from the surface of a unit-ball centered on
the origin and the resulting costs averaged to calculate the quantitative transference metrics.
The number of samples to take was determined by a simple study to evaluate when the when
these metrics converged. The results of this study is shown in Figure A.1.
(a) Performance Transference metric conver-
gence study.
(b) Potential Transference metric conver-
gence study
Figure A.1: Results of a convergence study for the number of sample points used to evaluate
the quantitative transference metrics.
This showed that after sampling 500 initial states from the unit ball, the average mea-
sures of transference had largely converged to within 5% of their values when 5000 initial
states were used. Further sampling showed diminishing returns as this was well past the
knee in the rolling average curve. As such, each transference measure used 500 randomly
sampled initial states in its evaluation for comparisons of quantitative transference.
As only linear policies were considered for the linear systems experiments. These poli-
cies were taken directly from an analytical derivation of the LQR controller with unit iden-
tity cost matrices. As was discussed in Section 5.1.1, this is a shortcut to approximating
reinforcement learning based policies. For well trained reinforcement learning based poli-
cies, they should closely approximate the optimal policy. In the case of linear systems
under linear quadratic cost, this optimum policy can be derived analytically in the form of
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the LQR controller. As such, using the LQR controller in place of training a new policy
from scratch allows for a significant speedup in the evaluation process for the proposed
method with little expected impact on the resulting conclusions. Given the results of Ex-
periment 5 for nonlinear systems and policies trained from scratch using an altered form of
DDPG, this assertion seems reasonable.
A.2 Acrobot System
The Acrobot system was largely detailed in Section 5.1.2. That is, its behavior is governed
by the following system of equations:
d11q̈1 + d12q̈2 + h1 + φ1 = 0 (A.4)








2,c + 2l1l2,c cos q2
)










h1 = c1,1q̇1 + c1,2q̇1 |q̇1| −m2l1l2,c sin q2q̇2 − 2m2l1l2,c sin q2q̇1q̇2
h2 = c2,1q̇2 + c2,2q̇2 |q̇2|+m2l1l2,c sin q2q̇21
φ1 = k1q1 + (m1l1,c +m2l1) g sin(q1) +m2l2,cg sin(q1 + q2)
φ2 = k2q2 +m2l2,cg sin(q1 + q2)
For these equations, ci,j represents the damping coefficient for joint i of the jth order
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damping, ki represents the spring constant for the spring located at the ith joint, and li,c
represents the center of mass for the ith link. The implemented system used the following
values for each parameter:

















As was noted in Section 5.1.2, this system then had 10 phenomena under consideration.
These were torsional springs located at the fixed joint and at the joint between the two
links of the pendulum, linear and quadratic damping terms at the fixed joint, linear and
quadratic damping terms at the joint between the two links of the pendulum, inclusion of
gravitational forces, continuous application of torque as control input, limitations placed on
control torque available, and whether or not the torque is considered directly as requested
or noisy.
The first seven of these have clear links to individual parameters in the governing equa-
tions shown above. The last three however are specific to the application of torque, τ .
To understand their effects, we must discuss the policy implemented for the system. The
policy took a similar structure of that given in the original DDPG paper, [71], as this was
shown to be a reasonable starting point for many systems and produced good results for
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the modified Acrobot. That is, the policy was defined by an Artificial Neural Network with
two hidden layers. The first layer consisted of 400 nodes, with the second hidden layer
consisting of 300 nodes. Each node used the Exponential Linear Unit. This is similar to
the common Rectified Linear Unit used in the original paper and through much of the ma-
chine learning literature, but has a smooth derivative function. This was shown to have a
positive effect on training stability during initial development. The final output node of the
policy used a tanh activation function to bound output between -1 and 1. This matched the
bounds for the system when torque was considered limited. This was chosen to minimize
the effects of this phenomena, allowing for a positive identification of phenomena ordering
and a useful sanity check if the method gave a different least important phenomenon.
Given this, the torque applied to the system can then be represented as:
τ = min (τmax,max (τmin, πθ (s))) + ω (A.6)
ω ∼ N (0, 0.1)
That is, if torque limits are applied to the control input, they are applied before the
noise is applied. And if noise is applied to the system, it is applied in an additive sense and
drawn from a Gaussian distribution with zero mean and variance of 0.1. For simplifications
that instead use a discrete version of torque, the torque is mapped to the nearest available
setting. These settings are defined as 11 equally spaced settings on the interval [-1, 1].
Given all of this, the dynamics are then propagated using a basic implementation of
the 4th order Runge-Kutta integration scheme, as implemented in the base OpenAI gym
implementation of the Acrobot system. [11] Commands to the system are updated at 5 Hz,





Given the primary focus of this research on developing relations between simulation model
fidelity and transference of training for reinforcement learning based policies, a generic
research framework was developed for producing transference data for the control of dy-
namical systems. An overview of this framework is shown in Figure B.1. This consists of
three major components: model creation, controller synthesis, and trajectory generation.
These three components are then implemented on three separate paths: straight through the
referent model, through simplified models, and synthesis on the simplified model before
evaluating on the referent model.
The referent model is somewhat self-explanatory. It contains information about, and
data produced by, the referent system. For most practical sim-to-real problems, this would
be ”the real world.” The details for this model are scenario specific. By synthesizing a
policy and evaluating this on the referent system, a sense of the potential performance can
be evaluated.
The simplified models are then sampled from the possible set of simplifications for
the referent model. Each sampled model will omit various phenomena from the referent
according to the chosen sampling distribution, as detailed in Section 3.1.1 These models
use the same parameter settings as the referent model for simplicity. This is analogous to
tuning individual phenomena separately.
After the different simplifications have been sampled, the next step in the experimental
process is to synthesize controllers for each. For clarity, this step produces a policy syn-
thesized directly on the referent model, and a set of simplified policies, one synthesized
165
Figure B.1: The generic framework used to conduct experiments for this work. In general,
a referent model is created, with controllers synthesized and evaluated on this model. This
provides a measure of potential performance. Then simplified models are sampled from the
possible set of simplifications of the referent model. Similarly, controllers are synthesized
and evaluated for these models. For the simplified models, synthesized controllers are eval-
uated both on the simplified model themselves, to give a sense of predicted performance,
and on the truth model, to give a sense of transferred performance.
for each of the sampled models. The referent policy is meant to act as a baseline when
comparing the achieved potential of training in the different simplified models. This mea-
sure of potential achievement for policies trained in the simulated environment is useful
for evaluating the training effectiveness of the different simplified simulations. The set
of simplified policies are the main focus of this work. These policies are synthesized on
simplified versions of the referent model as an analog to training in simulation.
The final step in data generation is to evaluate the synthesized policies. The referent
policy is evaluated only on the referent model. The simplified policies are evaluated both in
their simplified training environments and the targeted referent environment to get a sense
of their transference. In this way, Binary Transference is measured simply be evaluating
the success of the transferred performance in Figure B.1. Performance Transference is
a straightforward calculation evaluating the relative change in the predicted performance
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and transferred performance in Figure B.1. It is important to note that this change may
not always be negative, as it is possible for a transferred algorithm to surpass its predicted
performance due to beneficial phenomena that were not modeled in the simplified environ-
ment. As such, this comparison will be made on an absolute change basis, as it would be
difficult to predict whether the affects of simplified phenomena will be positive or negative
in a general setting.
The second measure of transference will then compare the transferred performance and
potential performance from Figure B.1. The reason for this comparison is that a controller
trained directly on the referent should achieve true optimal performance for that given pol-
icy architecture. When comparing algorithms, such as during the design process for a new
autonomous system, we may care more about the potential performance of an algorithm
given the ability to continue training and tuning in the real world. As such, we would like
to have a simulator that trains a policy such that it is close to that of the true optimal.
This generic framework is used throughout the experimentation discussed in Chapter 5.
This allowed for rapid iterations and isolation of issues. For an implementation on a realis-
tic system, only the simplified path would be investigated, as described in Chapter 3.
B.2 Model Simplification Generation
This work mainly considers simplifications of a simulation model through omission. While
this may appear limiting, it is argued that the other types of simplification, namely aggre-
gation and substitution, can be viewed as special cases of omission. Additionally, it allows
for some very attractive possibilities for the implementation of generating these models.
These possibilities are discussed below.
To test varying simplifications, a rapid method for generating models with different
inclusion/omission profiles must be developed. For this, a straightforward binary encoding
of a simulations phenomena was implemented. This is similar to approaches commonly
taken for parameter encoding with genetic optimization algorithms. The basic concept is
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to treat each phenomena separately. It’s inclusion or omission from a model can then be
represented by a single bit of a binary string. That is a ’1’ implies inclusion with a ’0’
implying omission. We can then represent any simplified model as a string of these ones
and zeros.
This simple formulation for specifying a simplified model has many benefits. First, it
allows for a rapid iteration through all possible simplifications for a given system. This
can be achieved by simply iterating through all numbers from 0 (the trivial model) to 2n −
1 (with n representing the number of phenomena considered) and identifying the binary
string for each number. For systems with a small number of phenomena, this allows for a
full-factorial design of experiments to evaluate the effects of possible phenomena to include
in a model.
While full factorial designs are attractive to ensure interacting phenomena are consid-
ered appropriately, they quickly become intractable for larger systems. Consider a linear
system of the form ẋ = Ax + Bu. Treating every element of the A and B matrices as
an individual phenomena, the number of phenomena for the entire system scales with the
equation 2n∗(n+m), where n is the number of states for the system and m is the number of
inputs to the system. The number of simplifications for a full factorial design of a linear
systems then scales not only exponentially, but quadratically exponentially with the number
of states of the system.
This quickly becomes intractable or even small systems: a system with 4 states and
4 control inputs, as used for this experimentation and described in Section A.1 produces
over 4 billion simplified systems to simulate.1 Clearly, the number of systems to consider
quickly becomes untenable.
Luckily, using binary strings to represent a given simplified model is the gift that keeps
giving. Randomized sampling of these simplifications can be accomplished simply by uni-
1To really bring this point home, consider the space necessary to store these string representations. As-
suming 32-bit strings, just the string representations of these models would require 17GB of storage for this
“simple” system! Let alone any space needed for the systems themselves or the data they produce.
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formly sampling across the integers from 0 to 2n − 1. This simple approach produces a
sampling strategy that maintains representation of the total simplification set. Each phe-
nomena is included in simplifications with likelihood equal to that in the full factorial sam-
pling. Similarly, the likelihood of the total number phenomena considered for any given
model (ranging from 0 to n) matches with that produced by a full factorial design. These
features can be seen in Figure B.2.


















Comparison of Individual Phenomena Likelihoods
Full Factorial
Representative
(a) Individual Model Inclusion




















Comparison of Fidelity Likelihoods
Full Factorial
Representative
(b) Distribution of Model Fidelity
Figure B.2: A comparison of a full factorial design for modeling simplifications and a
representative sampling design for modeling simplifications. Each design yields similar
distributions at both the individual phenomena inclusion level and the total phenomena
per model level. These proportions are given for a 4 state, 4 input linear system (32 total
phenomena) with 10,000 modeling samples taken for the representative sampling strategy.
As can be noted from Figure B.2, this method maintains a similar representation for
both individual phenomena and fidelity level. While these two characteristics are the major
concerns for a general system, individual system classes may have additional character-
istics of interest. For example, systems that are especially tricky to produce transference
on may benefit from sampling from higher fidelity simplifications more often. This was
discussed in Section 3.1.1 and evaluated in Section 5.2.2. These proposed two alternative
methods of sampling based on first sampling a desired fidelity. First was a distribution that
maintained a uniform fidelity distribution. Second was a distribution that heavily favored
high fidelity models. These alternative distributions are compared with the full factorial
and representative distributions in Figure B.3
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(a) Individual Phenomena Inclusion

























(b) Distribution of Model Fidelity
Figure B.3: A comparison of a full factorial design for modeling simplifications and each
alternative distribution for modeling simplifications. The representative and uniform fi-
delity designs yields similar distributions for the individual phenomena inclusion level,
while the triangular fidelity design includes all phenomena more often at an individual
level. The representative design is similar with respect to the total phenomena include per
model, while the uniform and triangular fidelity designs are as expected. These proportions
are given for a 4 state, 4 input linear system (32 total phenomena) with 10,000 modeling
samples taken for each alternative sampling strategy.
As can be seen in Figure B.3, these are not perfectly uniform or triangular with respect
to sampled model fidelity. That is largely because of a lack of possible simplifications at the
extreme ends of the distribution. That is, all possible models follow a binomial distribution
with respect to fidelity, so the number of simplified models that includes m phenomena for
a referent with n total phenomena is
n
m
. As such, for large numbers of samples, it is




For policy synthesis, this work used an altered version of the DDPG algorithm defined by
Lillicrap et al. [71] The major alteration to this algorithm was the use of asynchronous
agents for rolling out trajectories used for training. This is similar to the A3C algorithm,
however it follows a direct policy gradient update scheme laid out in the original DDPG
paper. That is, there is only a single learning agent in this algorithm, compared with the
distributed learning agents in the A3C algorithm. A sketch of the pseudocode for this
approach is shown below in Algorithm 1.
The main alteration is the use of asynchronous trajectory generation processes. These
processes all begin using the same initial parameters for the policy function. However, they
are updated every time they return a completed trajectory to the main learning process.
As this is a stochastic process, each agent uses a slightly different parameterization of the
actor policy. This results in additional exploration of the space, somewhat akin to parameter
space noise discussed in [89], that would not occur for a sequentially learning agent. This
was found to have a stabilizing effect on training, given an appropriate number of trajectory
processes were used.
When training this algorithm, there are some important hyperparameter relations to
consider. Obviously, network architecture choices will have a significant impact on the per-
formance of the eventual policy. The critic architecture must allow for enough complexity
to properly capture the reward function used by the training environment. Similarly, the
actor architecture must have enough complexity to capture any nonlinearities needed for
solution and modes that may be needed for behavioral switching.
Three hyperparameter choices inherited from the original DDPG formulation have an
important role in this asynchronous implementation that must be considered further. These
171
are the number of experiences to maintain in the replay buffer, the number of experiences
used to constitute a single trajectory (given the system does not return early), and the num-
ber of experiences to sample from the replay buffer at each training step. The interaction
between these three choices impact the success of training significantly, as they determine
the likelihood of any given experience being used during a training step. A reasonable es-
timate of this relation can be given by treating each training step as a Bernoulli trial. That








Where nb is the number of experiences contained in the replay buffer, and ns is the
number of samples used to estimate the policy gradient at each step. So, the total probability







Where N is the number of training steps taken while the experience is in the buffer.
Assuming constant length trajectories are added to the buffer at once, as is the nominal












Where nt is the number of experiences in each trajectory, and ks is a multiplier for the
number of training steps taking before receiving the next trajectory.
The interplay between these three parameters is very important, especially for stochastic
environments. If the positive conditions are rare, it becomes more important that they are
not skipped by chance. If reward functions are less sparse, then these parameters can be
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tuned for performance, as individual experiences becomes less valuable. Increasing the
number of background processes for trajectory production does improve exploration of the
state-action space for the system, but reduces the number of training steps that are taken
before new trajectories are added to the buffer. As such, it is important to consider how
many background processes to use, as this does not have a uniformly positive impact on
training performance. Possible improvements, such as importance based sampling, could
be used to further enhance this method and mitigate downsides of this choice.
For the results shown in Section 5.2.5, both network architectures were taken from [71].
That is, each was a two layer network with 400 nodes in the first hidden layer, 300 nodes
in the second hidden layer. The output node of the actor network was a single node with a
tanh activation, while the output node of the critic network was a single node with a linear
activation. For these results, 6 trajectory generation processes were used. For parameter
optimization, the Adaptive Momentum optimizer, or ADAM [62], was used with a learning
rates of 0.0001 and 0.001 for the actor and critic parameters, respectively. Policy and critic
gradients were estimated using 64 sampled experiences per time step. Each trajectory used
a maximum of 1000 time steps (representing 200 seconds). If the success conditions were
met before reaching 1000 time steps, the trajectory returned early. Both actor and critic
used target network update rates, α of 0.001.
As suggested in the original DDPG paper, [71], exploration was accomplished using an
Ornstein-Uhlenbeck process for additive action space noise. This process was parameter-
ized by θ of 0.2 and σ of 0.15. Similarly, weights connected from the final hidden layer
to the output nodes were initialized to random values sampled from the range [-1e-3, 1e-3]
for both the actor and critic networks to ensure initial actions and expected returns were
near 0.
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Algorithm 1: Asynchronous Deep Deterministic Policy Gradients
Result: π(s|θπ), θπ






Begin trajectory process in background, assign PID
end
while True do
if Received trajectory, τ from background process then
R← τ
Send updated θπ to process
end
Sample minibatch of N experiences, (si, ai, ri, si+1) from R











(yi −Q (si, ai|θQ))2






∇aQ (s, a|θQ) |s=si,a=π(si|θπ)∇θππ(s|θπ)|s=si
Update target network parameters:
θ′π ← αQθQ + (1− αQ)θ′Q
θ′π ← απθπ + (1− απ)θ′π





Algorithm 2: Background Trajectory Generation Process
Result: Trajectory, τ
Initialize θπ from main training process
while True do
Initialize noise process N
Initialize environment with s0
Initialize empty trajectory, τ ← []
for i=1; i ¡ Max Steps; i++ do
ωi ← N
ai ← π(si|θπ) + ωi Update environment with action ai and observe new
state si+1 and reward ri
Append experience (si, ai, rr, si+1) to trajectory τ




Send trajectory, τ , to main learning process





Chapter 5 discussed the key results of this thesis. However, there were additional results for
many of the experiments that were not directly related to the overall thesis or were excessive
for the main body of the work. This appendix will collect some of these additional results.
D.1 Experiment 1: Proof of Concept
D.1.1 Individual Systems
Section 5.2.1 discussed the major results for the proof of concept experimentation. Much
of the conclusions were drawn by looking at aggregated transference graphs to give a better
sense of the results for the class of linear systems. These results are based on the collection
and average of many individual systems. The results for these individual systems follow.
For each individual system, a nominal implementation of the method discussed in Sec-
tion 3.2 was applied to derive criticality values for each element of the dynamical systems
matrices. These were used to build decreasingly sparse representations of the true system
matrices. Binary Transference was evaluated with respect to the stability of the controllers
derived from the simplified systems, leading to truly binary results. Performance and Po-
tential Transference were each evaluated with respect to standard linear quadratic cost with
identity weighting matrices discussed in Section 5.1.1.
Each individual system shows the actual dynamical system considered, and transfer-
ence curves for the three main metrics considered: Binary, Performance, and Potential
Transference. The Binary Transference curves do not show a rate as the policy derived is
either successful or not, leading to truly binary results. Ideally, these would show a sin-
gle transition, and this is the case for the proposed method for the majority of the systems
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investigated. However, there was occasional non-monotonic behavior. This was rare.
In aggregate, the proposed method outperformed both the naive and heuristic based
methods. For rare individual systems though, either the naive or heuristic method may have
been superior. In most cases, the greedy (quasi-full-factorial) method produced the best
transference curves. It was occasionally matched by the proposed method, at significantly
reduced computational costs.
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D.2 Experiment 2: Effects of Sampling Distribution
D.2.1 Transference Curves By Number of Samples
Section 5.2.2 discussed the major results for the sampling distribution experimentation.
These experiments used the same truth systems as defined in Section D.1. In order to
evaluate area under the transference curves, a new curve for each sampling density and
distribution was generated. These are shown below in Figure D.51, Figure D.52, and Fig-
ure D.53, broken up by distribution and transference metric.
The triangular distribution is clearly the worst of the possible distributions for this class
of systems, the criticality measures derived from it yield lower rates of transference across
all but the highest fidelity systems. The difference between the uniform and representative
distribution is smaller, as it is more of a direct tradeoff. The uniform distribution leads
to better models at the very low end of fidelity, but slightly worse models for moderate
fidelity levels. Depending on computational capabilities, either method may be preferable.
However, the representative distribution did lead to better potential transference curves
for this class of systems. As such, it is likely to be a fairly robust choice as a starting





Figure D.51: Comparison of all Binary Transference curves for different sampling distri-
butions and number of samples. Each of these curves was aggregated over the 50 linear
systems discussed in Section D.1. Number of samples ranges from 200 (dark orange) to





Figure D.52: Comparison of all Performance Transference curves for different sampling
distributions and number of samples. Each of these curves was aggregated over the 50
linear systems discussed in Section D.1. Number of samples ranges from 200 (dark orange)





Figure D.53: Comparison of all Potential Transference curves for different sampling dis-
tributions and number of samples. Each of these curves was aggregated over the 50 linear
systems discussed in Section D.1. Number of samples ranges from 200 (dark orange) to
10,000 (dark purple) in increments of 200.
206
D.2.2 Individual System Phenomena Convergence
For this experiment, the convergence of phenomena rankings for each distribution type
was also considered. For each system, one ordered set of 10,000 simplifications was sam-
pled according to each of the three alternative methods. Within a set of simplifications,
the method was applied multiple times, drawing an increasing number of simplifications
from the set. First, 200 simplifications were used with the proposed method to determine
criticality ranks. Then, in steps of 200, the number of samples used was increased and
criticality ranks determined again until all 10,000 samples had been used. The resulting
rankings are shown below for each of the three distributions discussed in Section 5.2.2 for
all 50 individual systems.
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Figure D.55: System 1
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Figure D.56: System 2
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Figure D.57: System 3
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Figure D.58: System 4
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Figure D.59: System 5
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Figure D.60: System 6
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Figure D.61: System 7
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Figure D.62: System 8
0 2000 4000 6000 8000 10000

























Convergence of Phenomena Rankings
(a) Representative
0 2000 4000 6000 8000 10000

























Convergence of Phenomena Rankings
(b) Uniform Fidelity
0 2000 4000 6000 8000 10000

























Convergence of Phenomena Rankings
(c) Triangular Fidelity
209
Figure D.63: System 9
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Figure D.64: System 10
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Figure D.65: System 11
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Figure D.66: System 12
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Figure D.67: System 13
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Figure D.68: System 14
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Figure D.69: System 15
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Figure D.70: System 16
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Figure D.71: System 17
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Figure D.72: System 18
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Figure D.73: System 19
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Figure D.74: System 20
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Figure D.75: System 21
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Figure D.76: System 22
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Figure D.77: System 23
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Figure D.78: System 24
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Figure D.79: System 25
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Figure D.80: System 26
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Figure D.81: System 27
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Figure D.82: System 28
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Figure D.83: System 29
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Figure D.84: System 30
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Figure D.85: System 31
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Figure D.86: System 32
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Figure D.87: System 33
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Figure D.88: System 34
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Figure D.89: System 35
0 2000 4000 6000 8000 10000

























Convergence of Phenomena Rankings
(a) Representative
0 2000 4000 6000 8000 10000

























Convergence of Phenomena Rankings
(b) Uniform Fidelity
0 2000 4000 6000 8000 10000

























Convergence of Phenomena Rankings
(c) Triangular Fidelity
216
Figure D.90: System 36
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Figure D.91: System 37
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Figure D.92: System 38
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Figure D.93: System 39
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Figure D.94: System 40
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Figure D.95: System 41
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Figure D.96: System 42
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Figure D.97: System 43
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Figure D.98: System 44
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Figure D.99: System 45
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Figure D.100: System 46
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Figure D.101: System 47
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Figure D.102: System 48
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Figure D.103: System 49
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D.3 Experiment 4: Effects of Referent Fidelity
D.3.1 Phenomena Ranking Correlation Against Quantitative Measures of Transference
Section 5.2.4 discussed the major results for the imperfect referent experimentation. When
discussing the relation between correlation of the phenomena rankings and transference
of the referent, it mainly looked at Binary Transference. As this is a necessary condition
for quantitative measures of transference, it was expected that there would similarly be
little relation between the quantitative measures of transference, Performance and Potential
Transference. These relations are shown below in Figure D.104 and Figure D.105. For
both of these graphs, there does not seem to be a strong relationship between phenomena
correlation and quantitative measures of transference.
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Ranking Correlation by Referent Performance
















Ranking Correlation by Referent Performance
Figure D.104: Graphs showing the relation of Performance Transference of the simplified
referent system considered and correlation between phenomena rankings derived on the
truth system and rankings derived from the referent system. The right graph is a zoomed
version of the left graph to limit the effects of outliers in Performance Transference. No
consistent trends are notable.

















Ranking Correlation by Referent Potential
















Ranking Correlation by Referent Potential
Figure D.105: Graphs showing the relation of Potential Transference of the simplified ref-
erent system considered and correlation between phenomena rankings derived on the truth
system and rankings derived from the referent system. The right graph is a zoomed version
of the left graph to limit the effects of outliers in Potential Transference. No consistent
trends are notable.
D.3.2 Individual Results
Section 5.2.4 discussed the major results for the imperfect referent experimentation. These,
and the results presented above in Figure D.104 and Figure D.105 looked at correlations
between rankings derived with access to the true system and rankings derived only with
access to a simplified referent. Results for each of these systems are shown in aggregated
form in Figure D.106. When looked at in aggregate, there are no clear distinctions between
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the two types of referents.
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Figure D.106: All ranking comparisons aggregated and separate by if the referent system
was capable of training transferable policies.
These results are separated out for randomly selected individual referents in the follow-
ing two sections, classified by whether the referent in question was capable of producing
transferable policies or not. When looking at the individual systems, common patterns be-
gin to emerge. First, and least useful, are when the two sets of derived rankings are largely
uncorrelated. Second, are systems where the phenomena are separated into clusters of
rankings. These show that groups of phenomena have similar levels of criticality, and may
be misranked within a grouping. Finally, there are systems where there are a large number
of highly correlated phenomena rankings, resulting in a clear line, with the remaining phe-
nomena largely showing no correlation between criticalities derived on the truth system vs.
those derived on the false referent. In general, the first set (no correlation) is most com-
mon among referents that did not transfer, while the second two sets (clusters and partial
correlations) were more common on referent models that did produce transferable policies.
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Sampling of Referents Not Capable of Transference
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