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Introduction
In this paper we study a variant of smoothing splines that we call penalized splines or, following Eilers and Marx (1996) , p-splines. What is new is that we allow the penalty to vary spatially to adapt to possible spatial heterogeneity in the regression function. This spatial adaptivity can result in improved precision and also better confidence bounds on the regression function.
Suppose that we have data (x i , y i ) where x i is univariate,
m is a smooth function equal to the conditional mean of y i given x i , and the i 's are independent, mean zero errors with a constant variance, σ
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. The extension to additive models is straightforward and is mentioned in Section 8. To estimate m we use a regression spline model m(x; β) : When fitting model (2) to noisy data, care is needed to prevent overfitting which causes a rough fit tending interpolate the data. The traditional methods of obtaining a smooth spline estimate are knot selection, e.g., Friedman and Silverman (1989) , Friedman (1991) , and Stone, Hansen, Kooperberg, and Truong (1997) , and smoothing splines (Wahba, 1990; Eubank, 1988) . With the first set of methods, the knots are selected from a set of candidate knots by a technique similar to stepwise regression and then, given the selected knots, the coefficients are estimated by ordinary least squares. Smoothing splines have a knot at each unique value of x and control overfitting by using least-squares estimation with a roughness penalty. The penalty is on the integral of the square of a specified derivative, usually the second. The penalized least-squares estimator has the form of a ridge regression estimate. Luo and Wahba (1997) proposed a hybrid between knot selection and smoothing splines-they follow knot selection by penalized least-squares estimation. Recently, there have appeared Bayesian methods that yield weighted averages of (essentially) least-squares estimates. The averages are over the sets of possible knots, with a set's weight given by the posterior probability that the set is the "true set" (Smith and Kohn, 1996; Denison, Mallick, and Smith, 1998) .
In this paper we use a penalty approach similar to smoothing splines but with less knots.
We allow K in (2) to be large but typically far less than n. Unlike knot-selection techniques, we retain all candidate knots. As with smoothing splines, a roughness penalty is placed on
which is the set of jumps in the pth derivative of m(x; β). We could view this as a penalty on the (p + 1)th derivative of m(x; β) where that derivative is a generalized function. Eilers and Marx (1996) developed this method of "p-splines," though they have traced the original idea to O'Sullivan (1986 O'Sullivan ( , 1988 . Eilers and Marx use equally-spaced knots and they use the B-spline basis, whereas we use sample quantiles of x as knots and the truncated power-function basis. Also, they consider a somewhat more general class of penalties than we need here.
Because smoothness is controlled by a roughness penalty, once a certain minimum number of knots is reached, further increases in the number of knots cause little noticeable change in the fit given by a p-spline. In applications we have seen to actual data, using between 5 and 40 knots works well. In certain difficult problems used in simulation studies, we have seen the need for more than 40 knots; see Section 5. However, in the example of that section, using more than 80 knots does not improve over 80 knots, and 80 knots is still far less than the number of knots used by a smoothing spline which is the sample size of 400. We recommend letting κ k be the k/(K + 1)th sample quantile of the x i 's, which we call "equally-spaced sample quantiles."
We treat the number of knots as a user-specified tuning parameter. Although the choice of the number of knots is often not crucial, it is important that a certain minimum number of knots be used. Therefore, some users may want a completely automatic algorithm, and we propose such a procedure in Section 3.
We define β(α) to be the minimizer of
where α(·) is a penalty function. Eilers and Marx (1996) use a constant α, that is, their α is the same for all knots, though its value will depend on the data. A constant penalty weight is also used in the smoothing spline literature. We will call a spline fit with a constant value of α a global penalty spline. Local penalty splines are those with α varying across the knots.
A single penalty weight is not suitable for functions that rapidly oscillate in some regions and are rather smooth in other regions. The inferiority, in terms of MSE, of splines having a single smoothing parameter is shown in a simulation study by Wand (1997) . In that study, p-splines are not competitive with knot-selection methods for regression spline fitting for regression functions with significant spatial inhomogeneity.
Another problem with having only a single smoothing parameter concerns inference. are not appropriate for spatially heterogeneous m. Consider confidence intervals based on the posterior variance of m(·) as in Wahba (1983) and Nychka (1988) . As Nychka shows, the resulting confidence bands have good average (over x) coverage probabilities but do not have accurate pointwise coverage probabilities in areas of high oscillations of m or other "features."
Our methodology is described in Section 2. A fully automatic estimator with all tuning parameters selected by the data is presented in Section 3. Bayesian inference is discussed in Section 4 and Monte Carlo simulations are in Section 5. Section 6 contains are example using data from an experiment where atmospheric mercury is monitored by LIDAR. In Section 7 we extend our methodology to additive models, and finally Section 8 contains discussion and conclusions.
A Local Penalty Method
Here is a simple approach to spatially varying α. Choose another set of the knots, {κ *
, where M is smaller than K and such that {κ *
The penalty at one of these "subknots" (or "α-knots"), say κ * k , is controlled by a parameter α * k . The penalties at the original knots, {κ k } K k=1 , are determined by linear interpolation, say, of the penalties at the {κ *
. The interpolation is on the log-penalty scale to ensure positivity of the penalties. Thus, we have a penalty α(κ k ) at each κ k but these penalties depend only upon
) is a function of α . This function is not derived explicitly but rather is computed by using a linear interpolation algorithm; we used MATLAB's build-in linear interpolator. One could, of course, we other interpolation methods, e.g., cubic interpolation. If linear interpolation is used, then log(α(·)) is a linear spline with knots at {κ *
and X be the "design matrix" for the regression spline so that the ith row of X is
Let D(α ) be a diagonal matrix whose first (1 + p) diagonal elements are 0 and whose remaining diagonal elements are α(κ 1 ), . . . , α(κ K ), which depend only on α . Then standard calculations show that β(α ) is given by
This is a ridge regression estimator that shrinks the regression spline towards the leastsquares fit to a pth degree polynomial model (Hastie and Tibshirani, 1990, Section 9.3.6 ).
The smoothing parameter α = (α * 1 , . . . , α * M ) can be determined by minimizing
is the degrees of freedom of the smoother which is defined to be the trace of the smoother matrix (Hastie and Tibshirani, 1990 , Section 3.5). The right-hand side of (6) is suitable for computing since it is the trace of a matrix whose dimension is only (1 + p + K) 2 . A search over an M-dimensional grid is not recommended because of computation cost.
Rather, we recommend that one start with α * 1 , . . . , α * M each equal to the best global value of α chosen by minimizing GCV. Then each α * k is varied, with the others fixed, over a one-dimensional grid centered at the current value of α * k . On each such step, α * k is replaced by the α-value minimizing GCV on this grid. This minimimizing of GCV over each α * k is repeated a total of N iter times. Although minimizing GCV over the α * k 's one at a time in this manner does not guarantee finding the global minimum of GCV over α * 1 , . . . , α * M , our simulations show that this procedure is effective in selecting a satisfactory amount of local smoothing. The minimum GCV global α is a reasonably good starting value for the smoothing parameters and each step of our algorithm improves about this start in the sense of lowering GCV. Since each α * k control the penalty only over a small range of x, the optimal value of one α * k should depend only slightly upon the other α * k . We believe this is the reason that our one-at-a-time search strategy works effectively.
A Completely Automatic Algorithm
The local penalty method has three tuning parameters, the number of knots K, the number of subknots M , and the number of iterations N iter . The exact values of the tuning parameters are not crucial provided they are within certain acceptable ranges-the crucial parameter is α which is selected by GCV. However, users may want a completely automatic algorithm which requires no user-specified parameters and attempts to ensure that the tuning parameters are within acceptable ranges. An automatic algorithm would need to balance the need for the tuning parameters to be large enough to obtain a good fit with the need that the tuning parameters not be so large that the computation time is excessive. (Overfitting is not a concern because it is controlled by α .)
In this section, we propose such a procedure based on the following principle: as the complexity of m increases each of K, M , and N iter should increase. The algorithm uses a sequence of values of (K, M, N iter ) where each parameter is non-decreasing in the sequence.
The algorithm stops when there is no appreciable decrease in GCV between two successive values of (K, M, N iter ). Monte Carlo experimentation discussed in Section 5.2 shows that the values of N iter and M have relatively little effect on the fit, at least within the ranges studied. However, it seems reasonable to increase N iter and M slightly with K. On the other hand, for a given K computation time is roughly proportional to M × N iter , so we avoid
Specifically, the sequence of values of (K, M, N iter ) that we use are (10,2,1), (20,3,2), (40,4,2), (80,6,2), (120,6,2). We compare GCV, minimized over α , using (10,2,1) and (20, 3, 2) . If the value of GCV for (20,3,2) is more than a constant C times the GCV value of (10,2,1) then we conclude that further increases in the tuning parameters will not appreciably decrease GCV. In the simulations we used C = .98 and that choice worked well. Therefore, we stop and use (20,3,2) as the final value of the three tuning parameters. Otherwise, we fit using (40,4,2) and compare its GCV value to that of (20, 3, 2) . If the value of GCV for (40,4,2) is more than C times the GCV value of (20.3.2) then we stop and use (40,4,2) as the final value of the three tuning parameters. Otherwise, we continue in this manner, comparing (40,4,2) to (80,6,2), etc. If very complex m were contemplated, then one could, of course, continue using increasing larger values of the tuning parameters.
Note that the final tuning parameter vector is selected from (20,3,2), (40,4,2), (80,6,2), and (120,6,2). The vector (10,2,1) is used only to check if one can stop at (20,3,2).
Bayesian Inference
The p-spline method has an interpretation as a Bayesian estimator in a linear model. See Box and Tiao (1973) and Lindley and Smith (1972) 
The maximum a posteriori (MAP) estimator of β, i.e., the mode of the posterior density, Of course, the α k will not be known in practice. Empirical Bayes methods replace unknown "hyperparameters" in a prior by estimates and then treat these hyperparameters as
are estimated by GCV and then considered fixed, one is using empirical Bayes inference. Standard calculations show that when α and σ 2 are known, then the posterior distribution of β is
Also, the posterior distribution of m :
An approximate Bayes posterior replaces α and σ 2 in (9) and (10) by estimates. Assuming that α has been estimated by GCV, one need only estimate σ
)} where df(α ) is defined by (6). This gives the approximate posterior distribution
The approximate Bayes 100
where m(x i ) = X i β( α) is the ith element of the posterior mean in (11), std{ m(x i )} is the square root of the ith diagonal of the posterior covariance matrix in (11), and Φ is the standard normal CDF.
Hastie and Tibshirani (1990) make an interesting and cogent argument against using confidence bands about the regression line, but instead plotting a sample of curves from the posterior distribution. By following their recommendation, one gets a much better sense of what the true regression curve might look like. Regardless of whether one samples from the posterior or looks at confidence intervals (or does both!), a posterior that reflects any spatial heterogeneity that may exist will give a more accurate picture of the true function. Since they estimate hyperparameters but then pretend that the hyperparameters were known, these approximate Bayesian methods do not account for extra variability in the posterior distribution caused by the estimation of hyperparameters in the prior; for discussion see, for example, Morris (1983) , Laird and Louis (1987) , Kass and Steffey (1989) , or Carlin and Louis (1996) . Everything else held constant, the under-estimation of posterior variance should become worse as M increase, since each α * m will be determined by less data and will therefore be more variable. As Nychka (1988) has shown empirically, this under-estimation does not appear to be a problem for a global penalty which has only one hyperparameter. However, the local penalty has M hyperparameters. We have found for local-penalty splines that the pointwise approximate posterior variance of m is too small in the sense that it noticeably underestimates the frequentist's MSE.
A simple correction to this problem is to multiply the pointwise posterior variances of the local-penalty m from (11) by a constant so that the average pointwise posterior variance of m is the same for the global and local penalty estimators. The reasoning behind this correction is as follows. As stated above, the global penalty approximate posterior variance from (11) is nearly equal to the frequentist's MSE on average. The local penalty estimate has an MSE that varies spatially but should be close, on average, to the MSE of the global penalty estimate and therefore also close, on average, to the estimated posterior variance of the global penalty estimator. We found that this adjustment is effective in guaranteeing coverage probabilities at least as large as nominal, though in extreme cases of spatial heterogeneity the adjustment can be conservative; see Section 5.4. The reason for the later is that in cases of severe spatial heterogeneity, the local penalty MSE will be less, on average, than that of the global penalty estimate. Then, there will be an over-correction and the local penalty MSE will be over-estimated by this adjusted posterior variance. The result is that confidence intervals constructed with this adjustment should be conservative. The empirical evidence in Section 5 supports this conjecture. It that section, we refer to these adjusted intervals as local-penalty, conservative.
Another correction would be to use a fully Bayesian hierarchical model, where the hyperparameters are given a prior. Deely and Lindley (1981) first considered such Bayesian empirical Bayes methods. An exact Bayesian analysis for p-splines would seem to require Gibbs sampling or other computationally intensive techniques. Given the number of parameters involved and the model complexity, an accurate MCMC analysis could takes days or weeks of computer time. In contrast, our algorithm with the adjustment above can be computed in a matter of seconds.
There are intermediate positions between the quick, ad hoc conservative adjustment just proposed and an exact, fully Bayesian analysis. One that we now describe is an approximate fully Bayesian method that uses a small bootstrap experiment and a delta-method correction adopted from Kass and Steffey's (1989) given by (11) does not account for. We estimate var{E(m i |α )} by the following steps and add this estimate to the posterior variance given by (11). The three steps are:
1. Use a parametric bootstrap to estimate var(log( α * )). (Here the log function is applied coordinate-wise to the vector α .) 2. Numerically differentiate X β(α ) with respect to log(α ) at α = α * . We use onesided numerical derivatives with a step-length of 0.1.
3. Put the results from 1. and 2. into the delta-method formula:
When (12) is added to the approximate posterior variance from (11), we call the corresponding confidence intervals "local-penalty, corrected." Since the correction, (12), is a relatively small portion of the corrected posterior variance, it need not be estimated by the bootstrap with as great a precision as when a variance is estimated entirely by a bootstrap.
It our simulations, we used only 25 bootstrap samples in step 1. In the simulations of the next section, the local-penalty, conservative intervals are close to the more computationally intensive local-penalty, corrected intervals. Since the latter have a theoretical justification, this closeness is some justification for the former.
Simulations

Mean squared error comparison
We performed a small Monte Carlo experiment using the "spatial variability" scenario in Wand (1997) so that our results could be compared with his. The x's were equally spaced on [0,1], n was 400, and the i 's were independent N (0, (0.2)
2
). The regression function, whose spatial variability was controlled by a parameter j, was
We used both j = 3 which gave low spatial variability and j = 6 which gives severe spatial variability; see panels (a) and (b) of Figure 1 . We used both 40 and 80 knots. When we used 40 knots, then {κ k(j) : j = 1, 10, 20, 30, 40} were the subknots used for the local penalty.
For 80 knots, {κ k(j) : j = 1, 20, 40, 60, 80} were the subknots. In all cases, N iter was 1 and quadratic splines were used. For each of the four combinations of j and K, we simulated 250 data sets and applied the global and local penalty function estimators to each. Boxplots of log 10 (RMSE) = log 10
are shown in Figure 1 .
From the results in Figure 1 we may draw the following conclusions:
• Locally varying penalties are as effective as a global penalty when there is little spatial
variability. There appears to be little or no cost in statistical efficiency when a local penalty is used but not needed.
• For severe spatial variability, the local penalty approach is far superior to a global penalty.
• There is little difference between using 40 and 80 knots, except for one important situation. If one uses a local penalty and j = 6, then 80 knots is significantly better than 40. The reason is that 80 knots allows the spline to track the rapid oscillations on the left, but only if a local penalty is used.
Also, comparing the results in Figure 1 to the results in Wand (1997) for j = 6, the localpenalty approach is somewhat better than the Bayesian method of Smith and Kohn (1996) and the stepwise selection method of Stone, Hansen, Kooperberg, and Truong (1997) . However, Wand's simulations used code provide by Smith that had 35 knots "hard-wired" into it (Wand, personal communication) . With more knots, the Smith and Kohn method could very well be competitive with the local-penalty method.
We have also looked at moderate spatial variability (j = 4 or 5). There the local-penalty estimator is better than the global-penalty estimator, and again the local-penalty estimator is as good as the Bayesian and stepwise methods studied by Wand.
To compare the local and global-penalty splines with other smoothers besides those in Wand's (1997) study, we used one of the sampling situations, Case 6, in Luo and Wahba (1997) . The regression function there is m(x) = sin{2(4x − 2)} + 2 exp{−16
We used the same values of σ Table 1 Denison, Mallick, and Smith (1998) tested their Bayesian splines on the same example as in Luo and Wahba (1997) We also tried cubic p-splines with both global and local penalties, but we found cubic p-splines somewhat inferior to quadratic p-splines.
Effects of the tuning parameters
We conducted a Monte Carlo experiment to learn further how the tuning parameters affect the accuracy of the local p-spline. The regression function (13) was used with j varying as a factor with levels 3, 4, 5, and 6. The sample size, values of x, and σ were the same as in Section 5.1. There were three other factors: K with levels 20, 40, 80, and 120; M with levels 3, 4, 6, and 8; and N iter with levels 1, 2, and 3. A full factorial design was used with two replications for a total of 384 runs.
The response was log(MSE). First, a quadratic response surface with two-way interactions was fit to all four factors. Then, to look at the data from a slightly different perspective, quadratic response surfaces in the three tuning parameters were fit with j fixed at each of its four levels. This second perspective was more illuminating. We found that for j = 3, 4, or 5, the tuning parameters had no appreciable effects on log(MSE). For j = 6, only the number of knots, K, had an effect on log(MSE). That effect is nonlinear-log(MSE) decreases rapidly as K increase up to about 80 but then log(MSE) levels off.
In summary, for the scenario we simulated, of three tuning parameters only K has a detectable effect on log(MSE). It is important the K be at least a certain minimum value depending on the regression function, but after K is sufficiently large further increases in K do not affect accuracy.
The automatic algorithm
We tested the algorithm in Section 3 that chooses all tuning parameters automatically. As just mentioned, it is important that the number of knots, K, be sufficiently large that all significant features of the regression function can be modeled. Thus, the main function of the automatic algorithm is to ensure that K is sufficiently large. As reported in Section 5.2 the number of subknots and the number of iterations were not noticed to affect accuracy, but in our proposed algorithm we allowed them to increases slightly with K.
For each of j = 3 and 6 we used the algorithm on 250 data sets, with n = 400 and the standard deviation of the 's equal to 0.2 as before. Recall that the algorithm can choose as the final value of (K, M, N iter ) one of the vectors (20,3,2), (40,4,2), (80,6,2), and (120,6,2).
With j = 3, the first vector was chosen 249 times and the second vector once. The tuning parameter vector (20, 3, 2) gives MSE values quite similar to larger tuning parameter values, so stopping at (20,3,2) is clearly appropriate. With j = 6 the fourth tuning parameter vector was chosen 247 times, while the third vector was chosen the remaining 3 times. As we saw in the last section, 80 knots is preferable here to a lesser number of knots. However, using 120 knots offers no improvement over 80 (but is no worse either). Therefore, selection of either of the two largest possible values of the tuning parameters, which happened in all 250 trials, is the appropriate choice in this situation.
We conclude that the automatic algorithm can supply reasonable values of the tuning parameters when the user has little idea how to choose them. The automatic algorithm is, of course, slower than using a fixed, user-specificied tuning parameter vector since the automatic algorithm can require up to five fits. This slowness is not a serious problem when fitting a few data sets, but does slow down Monte Carlo simulations. Therefore, for the remainder of the study we use fixed values of (K, M, N iter ).
Bayesian inference
To compare posterior distribution with and without a local penalty, we used a spatially heterogeneous regression function
The x i were equally spaced on [0, 1], the sample size was n = 300, and the i were normally distributed with σ = .5. We used quadratic splines with K = 40 knots, the number of subknots was M = 4 , and the number of iterations to minimize GCV using the local penalty was N iter = 1. Figure 2 shows a typical data set and the global and local penalty estimates. The global penalty estimate has a small penalty chosen by GCV to accommodate the oscillations on the right, but the unfortunate side effect is undersmoothing on the left. The local penalty removes this problem. Figure 3 shows the pointwise MSE and squared bias of the globalpenalty estimator calculated from 500 Monte Carlo samples. Also shown is the pointwise posterior variance given by (11) averaged over the 500 repetitions. The posterior variance should be estimating the MSE. We see that the posterior variance is constant, except for boundary effects, and cannot detect the spatial heterogeneity in the MSE. Figure 4 is a similar figure for the local-penalty estimator. Two posterior variances are shown, the conservative adjustment and the Kass/Steffey type correction. One can see that the MSE is somewhat different than in Figure 3 since the estimator adopts to spatial heterogeneity. Also, the posterior variance tracks the MSE better than for the global-penalty estimator and the corrected version of the posterior variance tends to be a little closer to the MSE than the adjusted version.
In Figure 5 we present the Monte Carlo estimates of the pointwise coverage probabilities of nominal 95% Bayesian confidence intervals based on the global and local-penalty estimators. These coverage probabilities have been smoothed by p-splines to remove some of the Monte Carlo variability. All three confidence interval procedures achieve pointwise coverage probabilities close to 95%. Because the local penalty methods are somewhat conservative, the global penalty method is, on average, the closest to 95%, but the local penalty methods avoid low coverage probabilities around features in m.
An Example
The LIDAR (LIght Detection And Ranging) uses the reflection of laser-emitted light to detect chemical compounds in the atmosphere; see Sigrist (1994) .
A typical LIDAR data set, shown in Figure 7 , was taken from Holst et. al (1995) . The horizontal variable, range, is the distance traveled before the light is reflect back to its source.
The vertical variable, logratio, is the logarithm of the ratio of received signals at frequencies on and off the resonance frequency of the chemical species of interest, which is mercury in this example.
An interesting feature of this example is that there is scientific interest in the first derivative, m , as well as m itself, because −m (x) is proportional to concentration at range x; see Ruppert et al. (1997) for further discussion. For the estimation of m a global penalty works satisfactorily. Figure 7 shows the global penalty fit. The local penalty fit was not included in that figure, since it would be difficult to distinguish from the global penalty fit.
However, for the estimation of m , a local penalty appears to improve upon a global penalty. Figure 8 shows the derivatives (times −1) of fitted splines and their confidence intervals using global and local penalties. Notice that the confidence intervals using the local penalty are generally narrower than for the global penalty, except at the peak where the extra width should be reflecting real uncertainty. The local penalty estimate has a sharper peak and less noise in the flat areas.
A referee has made the valid point that choosing α to estimate m and then using this α to estimate m is a common, but questionable, practice. It is our intention to investigate methods that choose α to estimate m , but we haven't done this yet. GCV, though it targets m, does seem effective in choosing the right amount of smoothing for estimating m in this example.
7 Additive Models
An algorithm for additive models
Until now, we have confined our attention to univariate splines, but our ideas can be easily extended to additive models. Suppose we have L predictor variables and that
T is the vector of predictor variables for the ith case. The additive model is
Let the lth predictor variable have K l knots, κ 1,l . . . , κ K l ,l . Then the additive spline model is
Let α l (·) be the penalty function for the lth predictor. Then the penalized criterion to minimize is
As discussed in Marx and Eilers (1998) , one need not use backfitting to fit a additive spline model. Rather, all L components can be estimated simultaneously. Consider three levels of complexity of the penalty:
is a linear spline (separate local penalties)
The following algorithm allows one to fit separate local penalties using only one-dimensional grid searches for minimizing GCV. First one minimizes GCV using a common global penalty.
For this penalty to be reasonable, one must standardize the predictors so that they have common standard deviations, say. Then using the common global penalty as a starting value, one minimizes GCV over separate global penalties. The L penalty parameters are varied one-at-a-time during minimization, with the rationale that the optimal value of α l depends only slightly on the α l , l = l. Finally, using separate global penalties as starting values, one minimizes GCV over separate local penalties. The lth local penalty has M l parameters so there are a total of M 1 + · · · + M L penalty parameters. These are varied in succession to minimize GCV.
Simulations of an additive model
To evaluate the practicality of this algorithm we used a variation of the simulation example is The results in this section provide evidence that sequential one-dimensional grid searches to find the smoothing parameter vector are effective. The reason for this is that the optimal value of one tuning parameter depends only weakly upon the other tuning parameters. The result is that searches over a rather large number of tuning parameter (up to 60 when L is 15 and there are four subknots per variable) do appear feasible.
A study of Bayesian inference for additive models is beyond the scope of the present paper.
Summary and Conclusions
Spatial adaptivity is important for improved precision of point estimators and improved accuracy of confidence intervals.
The local-penalty spline is effective in increasing efficiency as measured by MSE when the regression function is spatially heterogeneous in complexity. The local-penalty method of Bayesian inference has good coverage probability throughout the range of the predictor variable, though it is somewhat conservative with coverage probabilities typically a bit higher than nominal. This conservativeness may be due to the ad hoc "adjustment" we make for estimation of multiple smoothing parameters. The adjustment is to multiply the pointwise posterior variance of the local-penalty m by a constant so that its average posterior variance is same as the global-penalty spline. We also considered a more theoretically justified "correction" based on the work of Kass and Steffey (1989) . This correction is slighly less conservative than the ad hoc adjustment and would be recommended over the adjustment except that the correction increases computation cost considerably because one step involves a small bootstrap.
For the test cases we have studied that have a moderate spatial heteregeneity, localpenalty splines with knots at equally-spaced quantiles of x perform as well as, and perhaps a bit better than, estimators using sequential knot selection.
In practice, reasonable values of the tuning parameters (K, M, N iter ) can often be specified by the user. However, an automatic algorithm that selects these tuning parameters by GCV has proved effective.
When a global penalty is appropriate, there seems to be little or no loss of efficiency in using local penalties, at least in the univariate case. For additive models, there can be some loss of efficiency when using a local penalty where a global penalty is appropriate. 
