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LIMIT MULTIPLICITIES FOR SL2(OF ) IN SL2(Rr1 ⊕ Cr2)
JASMIN MATZ
Abstract. We prove that the family of lattices SL2(OF ), F running over number fields
with fixed archimedean signature (r1, r2), in SL2(Rr1 ⊕ Cr2) has the limit multiplicity
property.
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Suppose H is a semisimple Lie group and {Γj}j∈N a family of lattices in H, that is, each
Γj is a discrete subgroup of H and the quotient Γj\H has finite measure. Let Ĥ denote
the unitary dual of H. This is a topological space with respect to the Fell topology, and it
carries a natural measure µPl, the Plancherel measure. H acts on L
2(Γj\H) via the right
regular representation, and we write L2disc(Γj\H) for the maximal subspace of L2(Γj\H)
such that the restriction of the right regular representation to this subspace decomposes
discretely. Each lattice Γj defines a measure µj on Ĥ by setting
µj =
1
vol(Γj\H)
∑
pi∈Ĥ
mΓj(pi)δpi
where mΓj(pi) denotes the multiplicity of pi in L
2
disc(Γj\H), and δpi is the Dirac measure on
Ĥ at pi. If we have vol(Γj\H) j→∞−−−−→∞, a natural question is whether
µj −→ µPl
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as j → ∞. This is the limit multiplicity problem, and if µj −→ µPl holds, we say that
{Γj}j∈N has the limit multiplicity property (see below for a more precise definition).
When the {Γj}j∈N constitute a tower of congruence subgroups, and they are uniform in
H (i.e., co–compact) or of rank 1, the limit multiplicity problem is known to have a positive
solution in many cases, see [dGW78, Del86, Sav89, Wal90, DH99]. More general situations
of uniform lattices have been considered in [ABB+17]. For non–uniform lattices of higher
rank much less is known. Recently, it was shown in [FLM15, FL] that the collection of
congruence subgroups of SLn(OF ) has the limit multiplicity property in SLn(F ⊗R) where
F is a fixed number field with ring of integers OF . A similar statement is true for other
situations arising from classical groups under some natural hypotheses (which are expected
to hold unconditionally) [FLM15, FL]. Note that an important common feature of all these
situations is that the lattices are pairwise commensurable. The first instances of a sequence
of non–commensurable, non–uniform lattices were first studied in [Rai, Fra] under certain
assumptions when H = PSL2(C) or PSL2(R). For further results and a more detailed
history of the topic we refer to [FLM15, §1] and [ABB+17, §1].
In general, one expects that any sequence {Γj}j∈N of congruence subgroups with vol(Γj\H)→
∞ satisfies the limit multiplicity property. If the sequence consists of non–congruence lat-
tices, this does not necessarily need to be the case, see [PS91].
A number of related problems are considered in [ST16, KST16]. For example, instead
of the multiplicities of representations in L2disc(Γj\H) as j → ∞, the limit behavior of
multiplicities of discrete automorphic representations with local constraints is studied when
those local properties vary.
The purpose of this paper is to consider families of non–uniform non–commensurable
lattices in certain Lie groups which arise naturally from number fields. This extends certain
results of [Rai].
Before stating our results we give a precise definition of the limit multiplicity property.
We use the same definition as in [FLM15]. Let Γ = {Γ} be a collection of lattices in H.
Then Γ is said to have the limit multiplicity property if for every ε > 0 the following two
properties hold:
(I) For every bounded set A ⊆ Ĥtemp with µPl(∂A) = 0 we have |µΓ(A)− µPl(A)| < ε
for all but finitely many Γ ∈ Γ. Here Ĥtemp denotes the tempered part of Ĥ.
(II) For every bounded set A ⊆ Ĥ\Ĥtemp we have µΓ(A) < ε for all but finitely many
Γ ∈ Γ.
Here a subset A ⊆ Ĥ is called bounded if the set of infinitesimal characters of the elements
in A is bounded. This is equivalent to A being relatively quasi-compact in Ĥ. Note that
the tempered part Ĥtemp of Ĥ equals the support of the Plancherel measure.
We are going to be concerned mainly with groups H which are essentially direct products
of finitely many copies of SL2(R) and SL2(C). We therefore briefly recall what the unitary
duals look like for SL2(R) and SL2(C). For SL2(C), the unitary dual can be identified with
a disjoint union of intervals in C [Kna86, §II.4] and its topology is the usual one inherited
from C. In the case of SL2(R), the unitary dual has a similar description [Kna86]: After
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removing a finite number of (non–Hausdorff) points from ŜL2(R), it can be identified with
a disjoint union of finitely many intervals and an infinite discrete collection of points in C.
The topology on this part of ŜL2(R) is again the one inherited from C, and around the
removed points a basis of neighborhoods can be described explicitly [Fol95, §7.6].
We now describe the results of this paper. From now on fix d ≥ 2, and an archimedean
signature r = (r1, r2) of number fields of degree d over Q, that is, r1 denotes the number
of real and r2 the number of pairs of complex embeddings so that r1 + 2r2 = d. Let Fr
be the set of all number fields with archimedean signature r. For every F ∈ Fr we fix an
isomorphism
F∞ = F ⊗ R ' Rr1 × Cr2 =: Rr
(as R-algebras), and identify all F∞ with each other via these isomorphisms. This also
fixes embeddings F ↪→ Rr. Let OF ⊆ F be the ring of integers in F Then
ΓF := {±1}\ SL2(OF ) ⊆ H := {±1}\ SL2(Rr)
defines a family of non–commensurable non–cocompact lattices in H with vol(ΓF\H) −→
∞ as F varies over Fr1.
Our first result is the following:
Theorem 1. The family of lattices {ΓF}F∈Fr in H has the limit multiplicity property.
In [Rai] the case of r = (0, 1) is considered and it is shown that the sequence of hy-
perbolic 3–manifolds ΓF\ SL2(C)/ SU(2), F ∈ F(0,1), is Benjamini–Schramm-convergent2
to the universal cover SL2(C)/ SU(2). This implies the limit multiplicity property for
{ΓF}F∈F(0,1) . Similar results for more general sequences of lattices in PSL2(R) or PSL2(C)
were established in [Fra].
To start the proof of Theorem 1 we first use a variant of Sauvageot’s density principle
similarly as in [Sau97, Shi12, FLM15] (see [FLM15, §2] for a precise statement). Let H(H)
denote the algebra of all smooth compactly supported functions on H which are left and
right K′∞-finite, where K
′
∞ = K∞/{±1} ⊆ H is a certain maximal compact subgroup of
H and K∞ is defined in Section 1 below. Then to prove Theorem 1 we need to show that
for every h ∈ H(H) we have
(1) µΓF (hˆ) −→ µPl(hˆ) = h(1)
as F varies over Fr. Here hˆ(pi) = trh(pi) for pi ∈ Ĥ.
In fact, we are going to show the following effective version of (1):
1Here and in the rest of the paper we mean the following when saying that for a function φ : Fr −→ C
and φ∞ ∈ C we have φ(F ) −→ φ∞ as F varies over F ∈ Fr: For any ε > 0 there exists a finite set A ⊆ Fr
such that |φ(F ) − φ∞| < ε whenever F ∈ Fr r A. We also write limF∈Fr φ(F ) = φ∞ for short. This is
equivalent to considering φ : Fr −→ C as a net (with Fr being a directed set via F1 ≤ F2 iff DF1 ≤ DF2
for DFi the absolute discriminant of Fi) and taking the limit of this net.
2Roughly speaking, a sequence of locally Riemannian symmetric spaces Yj = Γj\X (with normalization
vol(Yj) = 1 for any j) is Benjamini–Schramm convergent to X, if for any r > 0, the measure of the set of
all y ∈ Yj having injectivity radius at least r tends to 1 as j → 1. See [ABB+17, §3] for more details.
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Theorem 2. Let ε > 0. For every h ∈ H(H) and F ∈ Fr we have∣∣∣µΓF (ĥ)− µPl(ĥ)∣∣∣d,h,ε vol(ΓF\H)− 13+ε.
Here and in the following the notation a,b,... means that the implied constant depends
on the quantities a, b, . . . but on no other.
Remark 3. A combination of our methods with [FLM15, FL] should also give the limit
multiplicity property for the bigger collection of all discrete subgroups in H which are con-
gruence subgroups of one of the ΓF , F ∈ Fr.
We end the introduction by giving a sketch of the proof of (1) and therefore Theorem 1.
To prove Theorem 2 each step in the proof has to be made effective. This comes out of our
proof quite naturally. We want to use Arthur’s trace formula so that we first translate the
problem into adelic terms: Let AF denote the ring of adeles of F , and AF,f the finite part
of AF . Let G = SL(2) as an algebraic group over F , and let KFf =
∏
v<∞K
F
v ⊆ G(AF,f ) be
the usual maximal compact subgroup, that is, KFv = G(OFv) for OFv the ring of integers
in the local field Fv. Then
ΓF\H ' G(F )\G(AF )/KFf ,
and the measure µΓF on Ĥ becomes
µΓF =
1
νF
∑
pi∈Ĝ(AF )
dim HomG(AF )
(
pi, L2(G(F )\G(AF )/KFf )
)
δpi∞ ,
where
(2) νF = vol(ΓF\H) = vol(G(F )\G(AF )/KFf ) =
vol(G(F )\G(AF ))
vol(KFf )
.
Let L2disc(G(F )\G(AF )) denote the discrete part of L2(G(F )\G(AF )), that is, the maximal
subspace of L2(G(F )\G(AF )) which decomposes discretely under the right regular repre-
sentation R. Equivalently, L2disc(G(F )\G(AF )) equals the direct sum (with appropriate
multiplicities) of those pi with HomG(AF )
(
pi, L2(G(F )\G(AF )/KFf )
) 6= 0.
We define H(G(Rr)) analogously as H(H) as the space of all left and right K∞–finite
functions in C∞c (G(Rr)). Let h ∈ H(G(Rr)) and set
h1(g) = h(g) + h(−g)
so that h1 ∈ H(H). Let 1KFf : G(AF,f ) −→ C denote the characteristic function of KFf , and
let JFdisc(h · 1KFf ) denote the trace of R(h · 1KFf ) restricted to L2disc(G(F )\G(AF )1). Then
(3) µΓF (hˆ1) =
1
vol(G(F )\G(AF ))J
F
disc(h · 1KFf )
and JFdisc(h ·1KFf ) can be viewed as a part of the spectral side JFspec(h ·1KFf ) of Arthur’s trace
formula for SL(2) over F . In fact, we will show that the family of lattices {ΓF}F∈Fr has
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the spectral limit multiplicity property in the sense of Proposition 25, that is, JFdisc(h ·1KFf )
constitutes the main term on the spectral side as F varies over Fr.
We then use the trace formula to equate the spectral side JFspec(h·1KFf ) with the geometric
side JFgeom(h · 1KFf ). On the geometric side, the contribution from the center equals
vol(G(F )\G(AF )) (h(1) + h(−1))
and constitutes the main term as F varies over Fr. Analogous to the spectral side, we are
going to show that the family of lattices has the geometric limit multiplicity property, in
the sense of Proposition 8. Putting all this together, we get that µΓF (ĥ1) tends to
h(1) + h(−1) = h1(1) = µPl(ĥ1)
as desired.
In this adelic formulation we prove the following statement which immediately implies
Theorem 2 and also applies to GL(2):
Proposition 4. Let G = SL(2) or GL(2) and let Z ⊆ G be the center of G. Let G(AF )1
be the set of all g ∈ G(AF ) such that | det g|AF = 1 (see §1 for the definition of | · |AF ) and
let K∞ be the maximal compact subgroup of G(Rr)1 defined in §1. In generalization of (2)
put
νF =
vol(G(F )\G(AF )1)
vol(KFf )
.
Then for every left and right K∞–finite h ∈ C∞c (G(Rr)1) and every ε > 0 we have∣∣∣∣∣∣
∑
pi
trpi∞(h)− νF
∑
z∈Z(F )∩Z(ÔF )
h(z)
∣∣∣∣∣∣h,ε ν1−δG+εF ,
where δSL(2) = 1/3 and δGL(2) = 1/4. The pi run over all irreducible automorphic repre-
sentations occurring in L2disc(G(F )\G(AF )1) which are unramified at all non-archimedean
places.
Remark 5. Theorem 1 can also be viewed in the context of families of automorphic forms
[SST16, ST16]. More precisely, let A ⊂ Ĝ(Rr)1temp be a bounded subset with µPl(∂A) = 0.
We define a family of automorphic forms as follows: For each F ∈ Fr, let
F(A,ΓF ) = {pi ⊆ L2disc(G(F )\G(AF )1) | pi∞ ∈ A}.
Then F(A,ΓF ) is a finite set, and Theorem 1 essentially provides an asymptotic count for
the number of elements in F(A,ΓF ) in the sense that
|F(A,ΓF )|
vol(G(F )\G(AF )1) −→ µPl(A)
as F varies over Fr. Here, as usual, we count the number of elements in F(A,ΓF ) with
their multiplicities.
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In this picture we can incorporate the distribution of the Satake parameters at non-
archimedean places. Namely, suppose that S is a finite set of prime numbers. For each
p ∈ S fix a signature rp of d-dimensional extensions of Qp, and let rS = (rp)p∈S. Let Fr,rS
be the set of all F ∈ Fr such that Fp = F ⊗Qp has signature rp at every p ∈ S. One can
then study the sum ∑
pi
trpi∞∪S(h · fS)
where pi runs over all discrete automorphic representations which are unramified outside
of {v | v|∞ or ∃p ∈ S : v|p}, h ∈ H(G(Rr)1) and fS ∈ C∞c (G(FS)). Further,
pi∞∪S =
⊗
v|∞
piv ⊗
⊗
v|p,p∈S
piv.
By our assumption, the groups G(FS) are isomorphic for all F ∈ Fr,rS so that we can take
the same test function fS for all F . One can then study the above sum as F varies over
Fr,rS .
However, there is a significant difference to the situation studied in [Shi12, ST16, FLM15,
MT, KST16]: Since our family of lattices is not commensurable, we need to study an infinite
sequence of trace formulas instead of using just one. More precisely, for each F ∈ Fr we
need to study the trace formula for G over F and at the end compare these trace formulas
with each other. This difference already becomes apparent in the situation studied in this
paper compared to, e.g., [FLM15].
1. Preliminaries
In this section, G equals SL(n) or GL(n) until further notice. For any number field F
we write AF for the ring of integers of F , and A1F denotes the group of all a ∈ A×F with
|a|AF = 1, where | · |AF denotes the adelic absolute value on A×F . If v is any place of F , we
write | · |v for the norm on Fv, and let | · |∞ =
∏
v|∞ | · |v. We put G(AF )1 = {g ∈ G(AF ) |
| det g|AF = 1} and G(Rr)1 = {g ∈ G(Rr) | | det g|∞ = 1}.
1.1. Maximal compact subgroups. Let F ∈ Fr and v be a place of F . If v is non-
archimedean, let OFv ⊆ Fv denote the ring of integers in Fv. Let
KFv = KFv =

G(OFv) if v is non-archimedean,
O(n) if G = GL(n) and v = R,
U(n) if G = GL(n) and v = C,
SO(n) if G = SL(n) and v = R,
SU(n) if G = SL(n) and v = C
be the usual maximal compact subgroups in G(Fv). We further write K
F
f =
∏
v<∞K
F
v ⊆
G(AF,f ), K∞ = KF∞ =
∏
v|∞K
F
v ⊆ G(Rr), and KF = KF∞ ·KFf . Note that the group K∞
does indeed not depend on F but only on the signature r. We let H(G(Rr)1) denote the
space of all left and right K∞-finite functions in C∞c (G(Rr)).
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1.2. Measures. We need to define measures on G(AF ) and its subgroups in a way that
they are compatible when F varies in Fr. More precisely, using the fixed isomorphisms
G(F∞) ' G(Rr) and KF∞ ' K∞, we get measures on G(F∞)/KF∞ ' G(Rr)/K∞ for every
F ∈ Fr. We therefore obtain canonical measures on every quotient ΓF\G(F∞)1/KF∞ '
ΓF\G(Rr)1/K∞, with ΓF = G(OF ) for F ∈ Fr, where we used the counting measure
on G(OF ), and used the isomorphism G(Rr) ' R>0 × G(Rr)1 to define the measure
on G(Rr)1. Now the choice of measures on G(AF )1 and its subgroups gives a quotient
measure on G(F )\G(AF )1/KF . Since G(F )\G(AF )1/KF equals a finite disjoint union⊔
ΓF\G(F∞)1/KF∞ =
⊔
ΓF\G(Rr)1/K∞, we need to make sure that they are compatible
with the measures on ΓF\G(F∞)1/KF∞ as constructed above.
Let v be an archimedean or non-archimedean place of Q, and let E be a finite extension
of Qv (with Qv := R if v =∞). If E is non-archimedean, let OE denote the ring of integers
in E. In that case we normalize the Haar measures on E and E× such that OE and O×E
both have measure N(∂E)−
1
2 where ∂E ⊆ OE denotes the different of extension E/Qv. If
E is archimedean, we take the usual Lebesgue measure dEx on E, and dEx/|x|E on E×.
Note that |x|C = xx¯ if E = C.
The Haar measure on the maximal compact subgroups KE is normalized such that KE
has measure 1.
Now let F be an arbitrary number field of degree d = [F : Q] and absolute discriminant
DF . We take the product measures dx =
∏
v dxv and d
×x =
∏
v d
×xv on AF and A×F ,
respectively. Using the identification R>0 3 t 7→ (t1/d, . . . , t1/d, 1, . . .) ∈ F×∞ ⊆ A×F , we get
an isomorphism A×F ' R>0 × A1F that also fixes a measure d×b on A1F via d×x = d×bdtt
for d×x the previously defined measure on A×F and dtt = d
×t the usual multiplicative Haar
measure on R>0. With this choice of measures we get
vol(F\AF ) = 1 and vol(F×\A1F ) = res
s=1
ζF (s)
where ζF (s) is the Dedekind zeta function of F (cf. [Lan94, Chapter XIV, §7, Proposition
9]).
Let Z ⊆ G be the center of G and let T0 ⊆ G denote the maximal split torus of diagonal
matrices. Let B ⊆ G be the Borel subgroup of all upper triangular matrices. Write
B = T0U0. The above conventions also determine normalizations of measures on T0(AF ),
T0(AF )1, T0(Fv) (by identifying these groups with appropriate multiplicative groups via
their coordinates), and U0(AF ) and U0(Fv) (by identifying these groups with some affine
space via the coordinates again).
The measure on G(AF ) is then normalized by using Iwasawa decomposition G(AF ) =
U0(AF )T0(AF )KF = T0(AF )U0(AF )KF : For any integrable function f : G(AF ) −→ C we
have ∫
G(AF )
f(g)dg =
∫
KF
∫
T0(AF )
∫
U0(AF )
δ0(m)
−1f(umk)du dmdk
=
∫
KF
∫
T0(AF )
∫
U0(AF )
f(muk)du dmdk
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(similarly for the groups G(Fv) = U0(Fv)T0(Fv)K
F
v over the local fields), where δ0 = δP0
is the modulus function for the adjoint action of T0 on U0. If G = GL(n), we define a
measure on G(AF )1 via the exact sequence
1 −→ G(AF )1 −→ G(AF )
g 7→| det g|AF−−−−−−−−→ R>0 −→ 1.
To normalize measures on the adelic quotient we use the counting measure on the discrete
groups G(F ).
We now specialize to G = SL(2) or GL(2). Then with the above measures we get
(4) vol(G(F )\G(AF )1) =
{
D
1/2
F ζF (2) ress=1 ζF (s) if G = GL(2),
D
1/2
F ζF (2) if G = SL(2).
Lemma 6. We have
vol(KFf ) =
{
D
−3/2
F if G = GL(2),
D−1F if G = SL(2).
where vol(KFf ) denotes the measure of K
F
f as a subset of G(AF,f ) with respect to the measure
on G(AF,f ) defined above.
Proof. Let χ : G(AF,f ) −→ {0, 1} be the characteristic function of KFf . Then
vol(KFf ) =
∫
G(AF,f )
χ(g) dg =
∫
KFf
∫
T0(AF,f )
∫
U0(AF,f )
χ(muk) du dmdk
=
∫
T0(AF,f )
∫
U0(AF,f )
χ(muk) du dm.
Now χ(mu) = 1 if and only if m ∈ T (AF,f ) ∩KFf =
∏
v<∞ T0(OFv) and u ∈ U0(AF,f ) ∩
KFf =
∏
v<∞ U0(OFv). Using the normalization of measures on O×Fv and OFv we obtain the
assertion. 
Setting νF = vol(G(F )\G(AF )1/KFf ) as in the introduction, we then get
(5) νF =
{
D2F ζF (2) ress=1 ζF (s) if G = GL(2),
D
3/2
F ζF (2) if G = SL(2).
1.3. Regulators and the class number formula. We recall some facts about regulators
of number fields and residues of Dedekind ζ-functions. Let F ∈ Fr, and let ζF (s) denote
the Dedekind ζ-function associated with F . Then ζF (s) has a simple pole at s = 1 with
residue
res
s=1
ζF (s) = 2
r1(2pi)r2
hFRF
wFD
1/2
F
where
• hF is the class number of F ,
• RF is the regulator of F , and
• wF is the number of roots of unity contained in F .
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The rest of this section is devoted to stating bounds for the constant νF (defined in (5))
and the class number hF , which we will need later. For that, first note that wF can be
bounded from above by the degree d = [F : Q]. By [Lav70] the residue is bounded from
above by
(6) res
s=1
ζF (s) ≤ (logDF )d−1
for every F with DF ≥ 5.
By [Zim80] there exists an absolute constant R0 > 0 such that for all number fields F
we have
(7) RF ≥ R0.
Combining this with (6) we get an upper bound for the class number: For every F ∈ Fr
we have
(8) hF d D1/2F (logDF )d−1.
Recall the definition of νF from (1.2). Using above estimates, we obtain the following
bounds for νF : If G = GL(2), then
D2F d νF d D2F (logDF )d−1,
and if G = SL(2), then
D
3/2
F d νF d D3/2F .
For later purposes we record the following consequences of above estimates:
Lemma 7. Let G = GL(2) or SL(2) and let T0 ⊆ G be the diagonal torus as before. We
have
vol(T0(F )\T0(AF )1) vol(F\AF )
vol(G(F )\G(AF )1) ≤ ζ(2d)
−dD−1/2F (logDF )
d−1
and
vol(T0(F )\T0(AF )1) vol(F\AF )
vol(G(F )\G(AF )1) ≤ ζ(2d)
−dD−1F (logDF )
d−1
for all F ∈ Fr with DF ≥ 5. Here vol(H(F )\H(AF )) denotes the measure of the quotient
H(F )\H(AF ) with respect to the measures on H(AF ) defined above for any of the groups
H considered above. (The measure on H(F ) is of course the counting measure.)
Proof. For GL(2) as well as SL(2) we have
vol(T0(F )\T0(AF )1 vol(F\AF )
vol(G(F )\G(AF )1) =
ress=1 ζF (s)
D
1/2
F ζF (2)
and
vol(T0(F )\T0(AF )1 vol(ÔF )
vol(G(F )\G(AF )1) =
ress=1 ζF (s)
DF ζF (2)
.
Since ζF (2) ≥ ζ(2d)d and ress=1 ζF (s) ≤ (logDF )d−1 for all F ∈ Fr with DF ≥ 5 the
assertions follow. 
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1.4. Suitably regular truncation parameter. Let a denote the Lie algebra of T0(R)∩
G(R)1 and AG0 = exp (a) ⊆ G(Rr)1. We identify a with the set {(s,−s) | s ∈ R}. This
fixes a Euclidean distance on a ' R via (s,−s) 7→ s. Let α ∈ a∗ = HomR(a,R) '
{(r,−r) | r ∈ R} denote the (unique) positive root of G with respect to (T0, B), and let
$ ∈ a∗ be the corresponding coroot. More explicitly, α = (1,−1) and $ = 1
2
α. We put
a+ = {X ∈ a | α(X) > 0} = {(s,−s) | s > 0}.
In the construction of Arthur’s trace formula, a suitably regular truncation parameter
T ∈ a+ plays a crucial role [Art78]. The property of being “suitably regular” means that T
is sufficiently far away from the walls of a+ in a way that depends on the ground field and
on the support of the test function used in the trace formula. Our test function will be of
the form f = fF = f∞ ·1KFf ∈ C∞c (G(AF )1), where f∞ ∈ C∞c (G(Rr)) is fixed independently
of the field F ∈ Fr and 1KFf ∈ C∞c (G(AF,f )) denotes the characteristic function of KFf .
In this case the regularity condition can be made explicit in F [Mat15, §7]: There exists
ρ > 0 depending only on the support of f∞ and the degree d of F over Q such that T ∈ a+
is suitably regular in Arthur’s sense if
(9) α(T ) ≥ ρmax {1, logDF} .
Since we always assume that the degree d is at least 2, we can replace this inequality by
α(T ) ≥ ρ logDF . (Note that for GL(n) and SL(n), n > 2, a similar assertion holds but
α(T ) on the left hand side of the inequality has to be replaced by the minimum of β(T )
with β running over the positive roots.)
2. Geometric limit multiplicity property
Let F ∈ Fr and let G = SL(2) or GL(2) as an algebraic group over F . We denote by
JFgeom the geometric side of Arthur’s trace formula for G over F as in [Art05]. We first
show the geometric limit property in the following form:
Proposition 8. Let 1KFf ∈ C∞c (G(AF,f )) the characteristic function of KFf . Then for
every f∞ ∈ C∞c (G(Rr)1) we have
lim
F∈Fr
 JFgeom(f∞ · 1KFf )
vol(G(F )\G(AF )1) −
∑
z∈Z(F )
(f∞ · 1KFf )(z)
 = 0,
where Z ⊆ G denotes the center of G.
In fact, we shall prove the following effective estimate:
Proposition 9. For every f∞ ∈ C∞c (G(Rr)1) and every ε > 0 there exists a constant c > 0
such that for all F ∈ Fr we have
(10)
∣∣∣∣∣∣
JFgeom(f∞ · 1KFf )
vol(G(F )\G(AF )1) −
∑
z∈Z(F )
(f∞ · 1KFf )(z)
∣∣∣∣∣∣ ≤ cD− 12+εF .
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The proof of these two propositions will occupy the next few sections.
If f∞ ∈ C∞c (G(Rr)1) we write fF = f∞ · 1KFf . Recall from [Art05] that JFgeom(fF ) is the
value at T = 0 of a polynomial JF,Tgeom(fF ) of degree 1 in T ∈ a. Let JF,TgeomrZ(fF ) denote
JF,Tgeom(fF ) with the central contribution removed, that is,
JF,TgeomrZ(fF ) = J
F,T
geom(fF )−
∑
z∈Z(F )
vol(G(F )\G(AF )1)fF (z).
Let F (·, T ) : G(AF )1 −→ C be the truncation function as defined in [Art78, §6]. More
precisely, in our situation F (·, T ) equals the characteristic function of all g ∈ G(AF )1 with
$(H0(δg)− T ) ≤ 0
for every δ ∈ G(F ). Here H0 : G(AF )1 −→ a is the Iwasawa projection, namely if
g ∈ G(AF )1 with Iwasawa decomposition g = tuk ∈ T0(AF )U0(AF )KF , t = diag(t1, t2),
then H0(g) = (log |t1|AF , log |t2|AF ).
We introduce auxiliary distributions
(11) jF,T (fF ) =
∫
G(F )\G(AF )1
F (x, T )
∑
γ∈G(F )
fF (x
−1γx) dx,
and
(12) jF,TGrZ(fF ) =
∫
G(F )\G(AF )1
F (x, T )
∑
γ∈G(F )rZ(F )
fF (x
−1γx) dx
for T suitably regular. The distribution JF,Tgeom(fF ) (resp. J
F,T
geomrZ(fF )) can be approximated
by jF,T (fF ) (resp. j
F,T
GrZ(fF )) exponentially good in T [Art79, Theorem 2]. We need to
make this approximation explicit with respect to the field F , see Lemma 24 below.
The main step in proving the geometric limit multiplicity is the following:
Lemma 10. Let ρ be as in (9). For every f∞ ∈ C∞c (G(Rr)1) there exists c > 0 such that
for all F ∈ Fr we have
(13)
∣∣∣jF,TGrZ(fF )∣∣∣
vol(G(F )\G(AF )1) ≤ cD
− 1
2
F (logDF )
2d$(T )
for all T ∈ a with α(T ) ≥ ρ logDF .
Proposition 9 will then follow from this lemma by an interpolation argument for poly-
nomials. We shall prove this lemma and the previous two propositions in Section 7. Sec-
tions 1–6 contain auxiliary results for the proof of Lemma 10. The arguments are in general
the same for GL(2) and SL(2) so that we treat both cases at once unless stated otherwise.
Remark 11. For GL(2) a more direct approach via the explicit expansion of the geometric
side of the trace formula could be used (see, e.g., [GJ79]). However, for SL(2) it seems
easier to use the distribution jF,TGrZ(fF ). The latter approach seems also more suitable for
generalizations to higher rank, though this has not been successful so far.
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3. Auxiliary results on contributing elements
In this section we allow G = GL(n) or SL(n) with n ≥ 2 arbitrary until further notice.
3.1. Test functions. We fix f∞ ∈ C∞c (G(Rr)1). For the proof of the geometric limit
multiplicity property we may assume that f∞ ≥ 0 whenever convenient. We further assume
without loss of generality that f∞ is conjugation invariant by every element in K∞. Let
R ≥ 1 be such that the support of f∞ is contained in
BrR = {g = (gij)i,j=1,...,n ∈ Matn×n(Rr) | ∀ i, j ∈ {1, . . . , n} : ‖gij − δij‖r ≤ R},
where δij denotes the Kronecker delta in the ring Rr, i.e., δii = (1, . . . , 1) ∈ Rr1 ⊕ Cr2 and
δij = (0, . . . , 0) for i 6= j. Further, for v = (v1, . . . , vr1 , vr1+1, . . . , vr1+r2) ∈ Rr,
‖v‖r =
(
r1∑
i=1
v2i + 2
r2∑
i=1
vr1+ivr1+i
) 1
2
with vr1+i the complex conjugate of vr1+i.
As before, we set fF = f∞ · 1KFf ∈ C∞c (G(AF )1), F ∈ Fr.
3.2. Geometric equivalence classes. Recall the definition of the geometric equivalence
classes o ⊆ G(F ) from [Art05, §10]: Two elements γ1, γ2 ∈ G(F ) lie in the same class o if
and only if the two semisimple parts γ1,s, γ2,s of γ1 and γ2 in their Jordan decomposition
are conjugate in G(F ).
In our case we can formulate this in terms of characteristic polynomials of semisimple
conjugacy classes: There is a canonical map from the set of equivalence classes OG(F ) in
G(F ) to the set of
• monic polynomials of degree n with coefficients in F and non-zero constant term if
G = GL(n),
• monic polynomials of degree n with coefficients in F and constant term equal to
(−1)n if G = SL(n),
by mapping the semisimple conjugacy class attached to o to its characteristic polynomial
χo.
This map is a bijection if G = GL(n). If G = SL(2), the situation is more complicated.
If the polynomial is split over F , that is, it is of the form (X−ξ)(X−ξ−1) for some ξ ∈ F×,
then there are two (resp. one) corresponding classes o ∈ OSL2(F ) if ξ 6= ±1 (resp. ξ = ±1).
If the polynomial is irreducible over F , there might be more classes but their number can
be bounded, see Lemma 15 below.
Proposition 12. Let f∞ ∈ C∞c (G(Rr)). There exist finitely many polynomials χ1(X), . . . , χs(X) ∈
Q¯[X] (with Q¯ some fixed algebraic closure of Q) such that for all F ∈ Fr we have
(14) jF,TGrZ(fF ) =
∫
G(F )\G(AF )1
F (x, T )
∑
γ∈Σ(F )rZ(F )
fF (x
−1γx) dx
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for all T ∈ a+ with α(T ) ≥ ρ logDF , where
(15) Σ(F ) =
⊔
o∈OG(F ):
χo∈{χ1,...,χs}
o
is the union over all geometric equivalence classes in G(F ) whose characteristic polynomial
equals one of χ1, . . . , χs. The set {χ1, . . . , χs} depends on the support of the function f∞.
Remark 13. By our choice of test function, namely the non-archimedean part 1KFf , only
elements in o ∈ OG(F ) for which the coefficients of χo(X) are algebraic integers can con-
tribute non-trivially to the sum-integral in (14). Hence we are going to assume that every
polynomial χj(X), j = 1, . . . , s, has coefficients which are algebraic integers.
Before we prove Proposition 12 we need the following lemma:
Lemma 14. There exists a constant c > 0 depending only on d such that for every number
field K 6= Q of degree dK ≤ d and every x ∈ OK with K = Q(x) we have
‖x‖rK ≥ c maxQ(E⊆KD
4/d3
E ,
where the maximum is taken over all primitive number fields 6= Q contained in K and rK
denotes the archimedean signature of K. (We recall that a number field is primitive if it
does not contain any non-trivial subfield.)
Proof. Let K be as in the lemma and x ∈ OK an element generating K over Q. Let
E ⊆ K, E 6= Q, be any primitive subfield, and let m = [K : E] = dK/dE. Then K = E(x)
and the characteristic polynomial χ(X) of x over E has degree m. Let x1, . . . , xm ∈ OK¯ be
the roots of χ in some algebraic closure K¯ of K. Since x generates K over Q and E 6= Q,
one of the coefficients of χ has to be an element in OE\Z. Let s denote the elementary
symmetric polynomial in the roots of χ which corresponds to this coefficient so that
s(x1, . . . , xm) ∈ OE\Z.
Let 1 ≤ k ≤ m be the degree of s. Then by an elementary calculation one gets
‖s(x1, . . . , xm)‖2rE ≤ c1‖x‖krK
for c1 > 0 some constant depending only on dK , and also
‖ 1
dE
trE/Q s(x1, . . . , xm)‖2rE ≤ c2‖s(x1, . . . , xm)‖2rE ≤ c1c2‖x‖krK
for c2 > 0 another constant depending only on dK .
Let O0E = {a ∈ OE | trE/Q a = 0}, and let rE be the signature of E. Let QE denote the
quadratic form QE(x) = ‖x − 1dE trE/Q x‖2rE . Then for some c3 > 0 depending only on d
we have
‖x‖2rK ≥ c3QE(s(x1, . . . , xm))4/k
and s(x1, . . . , xm) 6∈ Z.
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By [EV06, Lemma 3.1] there exists c4 > 0 depending only on dE such
QE(a) ≥ c4D2/(dE(dE−1))E ≥ c5D2/d
2
E
E
for every a ∈ O0E r {0}. Now if a ∈ OE r Z is arbitrary, dE(a− 1dE trE/Q a) ∈ O0E\{0} so
that for x as above
‖x‖rK ≥ c−13 QE(s(x1, . . . , xm))2/k = c−13 d−4/kE QE(dEs(x1, . . . , xm))2/k
≥ c6D
4
d2
E
k
E ≥ c6D
4
d3
E
for c6 > 0 some constant depending only on d as asserted. 
Proof of Proposition 12. Let ΞF : G(AF ) −→ AnF be the map associating with γ ∈ G(AF )1,
the tuple (a0, a1, . . . , an−1) of the coefficients of the characteristic polynomialXn+an−1Xn−1+
. . .+ a1X + a0 of γ. The image of ⋃
γ∈G(F )
{g−1γg | g ∈ G(AF )1}
 ∩ supp fF
under ΞF must be contained in(
F ∩BrNRn · ÔF
)n
= (OF ∩BrNRn)n
for some constant N depending on n. We claim that there exists a discrete subset Λ ⊆ Rr
such that for all fields F ∈ Fr we have
(16) (OF ∩BrNRn)n = (Λ ∩BrNRn)n .
To prove this claim define for D0 > 0 (D0 will be determined later) the following objects:
• E0D0 denote the set of all primitive fields occurring as subfields of elements in Fr
with absolute discriminant ≤ D0 (including Q). Here a primitive field is a number
field with no non-trivial subfields.
• ED0 denote the set of all subfields of elements of Fr which are composites of elements
of E0D0 .
E0D0 and ED0 are both finite sets and E0D0 ⊆ ED0 . For every E ∈ ED0 the ring of integersOE is a discrete subset of Rr, and we have an embedding E∞ = E ⊗ R ↪→ Rr. We claim
that we can choose D0 such that (16) holds with
Λ :=
⋃
E∈ED0
OE.
For this we use Lemma 14 and the notation therein: Let x ∈ OF\(Λ ∩ OF ), and let
K = Q(x) ⊆ F be the subfield of F generated by x. Since x 6∈ Λ there exist a primitive
subfield E ⊆ K of absolute discriminant DE > D0. By Lemma 14 there exists c > 0
depending only on d such that
‖x‖rF = [F : K]‖x‖rK ≥ cD4/d
3
E .
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Now suppose that also x ∈ BrNRn . Then
NRn ≥ ‖x‖r ≥ cD4/d
3
E > cD
4/d3
0 .
Choosing any D0 >
(
NRn
c
)d3/4
leads to a contradiction, hence proving our claim that
(OF\(Λ ∩ OF )) ∩BrNRn
is empty for every F ∈ Fr.
Since the set Λn is discrete in (Rr)n, the set
(Λ ∩BrNRn)n
is finite. Writing χ1, . . . , χs for the degree n polynomials corresponding to these points,
the proposition follows. 
Now let G = SL(2) or GL(2). We fix Σ0 := {χ1, . . . , χs} as in Proposition 12 from now
on and let Σ(F ) be defined as in (15). For each F ∈ Fr we define three disjoint subsets of
Σ0, and divide Σ(F ) accordingly:
• Σ0(F )reg.ell. is the set of those elements in Σ0 which have coefficients in F , and
which are irreducible over F
• Σ0(F )reg.split is the set of those elements in Σ0 which have coefficients in F , and
which split over F into two distinct linear factors.
• Σ0(F )unip is the set of those elements in Σ0 which have coefficients in F , and which
are the square of a linear factor.
In each of the three cases, we define Σ(F )∗ ⊆ Σ(F ) to be is the union over all equivalence
classes in OG(F ) whose characteristic polynomial is contained in Σ0(F )∗. In particular, all
central elements of Σ(F ) are contained in Σ(F )unip so that we can write
Σ(F )r Z(F ) = Σ(F )reg.ell. unionsq Σ(F )reg.split unionsq (Σ(F )unip r Z(F )) .
We decompose the sum-integral jF,TGrZ(fF ) in (14) according to this decomposition of Σ(F )r
Z(F ) as
(17) jF,TGrZ(fF ) =: j
F,T
reg.ell.(fF ) + j
F,T
reg.split(fF ) + j
F,T
uniprZ(fF ),
and treat each of the summands separately in the following sections.
Lemma 15. Let G = SL2. There exists a constant c > 0 depending only on the degree d
of r and f∞ such that the following holds: If F ∈ Fr and χ ∈ Σ0(F )reg.ell, then the number
of o ∈ OSL2(F ) which have characteristic polynomial χ is bounded by c.
Proof. Let F ∈ Fr and χ ∈ Σ0(F )reg.ell. Let Ξχ(F ) denote the set of all γ ∈ G(F ) with
characteristic polynomial χ. Since χ is irreducible over F , the equivalence classes o ∈ OG(F )
with characteristic polynomial χ are in fact G(F )-conjugacy classes in Ξχ(F ). Note that
Ξχ(F ) is the stable conjugacy class of any γ ∈ Ξχ(F ). Hence we need to show that the
number of G(F )-conjugacy classes in Ξχ(F ) is finite and bounded independently of F .
Instead of G(F )-conjugacy, we consider G(AF )-conjugacy in Ξχ(F ). This suffices for our
purposes, since by [ST16, Lemma 8.6] the number of G(F )-conjugacy classes mapping to
the same G(AF )-conjugacy class is bounded by an absolute constant (independent of F ).
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Let γ be the companion matrix of χ. Then γ ∈ Ξχ(F ). Let g and gγ denote the Lie
algebras of G and of the centralizer Gγ of γ, respectively. Let
DG(γ) = det (1− Ad(γ))g(F )/gγ(F ) ∈ F×
be the Weyl discriminant of γ, and let S1 denote the set of all non-archimedean places of
F such that |DG(γ)|v 6= 1. Let S2 denote the smallest set of all places of F (including all
archimedean ones) such that for any v 6∈ S2 we have γv ∈ KFv . Let S = S1 ∪ S2. The
set S is finite, and the number of elements in S can be bounded in terms of χ only (i.e.,
independently of F ). What is more, there are is a finite set of prime numbers P depending
only on χ but not on F such that if v ∈ S is a non-archimedean place, then v|p for some
p ∈ P .
To bound the number of G(AF )-conjugacy classes in Ξχ(F ), note first that if v 6∈ S and
δ ∈ Ξχ(F ), then γv and δv are conjugate in G(Fv) by [Kot86, §8].
If v ∈ S, then by the remark at the end of the last paragraph Fv equals R, C, or an
extension of Qp of degree ≤ d for some p ∈ P , that is, Fv is an element in a finite collection
of local fields which depends only on χ. The number of G(Fv)-conjugacy classes in Ξχ(F )
is finite [Kot86]. It follows that there exists c1 > 0 independent of F such that the number
of G(AF )-conjugacy classes in Ξχ(F ) is bounded by c1. Together with the previous remark
on the relation between G(F )- and G(AF )-conjugacy classes, the assertion of the lemma
follows.

4. The regular elliptic contribution
From now on, we restrict to the two groups G = SL(2) and G = GL(2). We start with
bounding the regular elliptic contribution in (17). Without loss of generality we assume
from now on that the test function is non-negative, that is, fF ≥ 0. We have
jF,Treg.ell.(fF ) ≤
∫
G(F )\G(AF )1
∑
γ∈Σ(F )reg.ell.
fF (x
−1γx) dx,
since 0 ≤ F (x, T ) ≤ 1, and the right hand side converges. Hence
jF,Treg.ell.(fF ) ≤
∑
[γ]⊆Σ(F )reg.ell.
vol(Gγ(F )\Gγ(AF )1)
∫
Gγ(AF )\G(AF )
fF (x
−1γx) dx,
where the sum runs over G(F )-conjugacy classes [γ] in Σ(F )reg.ell.. Each of the orbital
integrals can be factorized as∫
Gγ(AF )\G(AF )
fF (x
−1γx) dx
=
∫
Gγ(Rr)\G(Rr)
f∞(x−1γx) dx ·
∏
v<∞
∫
Gγ(Fv)\G(Fv)
1KFv (x
−1γx) dx
with the product running over all non-archimedean places v of F . Note that the archimedean
orbital integral can take values in a fixed finite set which is independent of F ∈ Fr.
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We keep our assumption that the characteristic polynomial of γ has coefficients in OF .
Lemma 16. There is a constant η > 0 independent of F such that for every γ ∈ Σ(F )reg.ell
and every non-archimedean place v of F the following holds: Let Ev/Fv denote the Fv-
algebra Fv × Fv if γ splits over Fv, and let Ev be the quadratic splitting field of γ over Fv
if γ is non-split over Fv. Then:
(i) If G = GL(2): For every non-archimedean place v of F we have∫
Gγ(Fv)\G(Fv)
1Kv(x
−1γx) dx ≤ ∆v(γ)−1
vol(OFv) vol(O×Fv)2
vol(O×Ev)
where
∆v(γ) = |(tr γ)2 − 4 det γ|v
is the v-adic absolute value of the discriminant of γ. In particular,∫
Gγ(AF,f )\G(AF,f )
1KFf (x
−1γx) dxr,f∞ ∆r(γ)
vol(ÔF ) vol(ÔF
×
)2
vol(ÔF (γ)
×
)
for ∆r(γ) = |(tr γ)2 − 4 det γ|r, F (γ) the quadratic splitting field of γ over F .
(ii) If G = SL(2): Let κv = 1 unless Ev/Fv is ramified quadratic field extension in
which case κv = 2. Define a norm N : E×v −→ F×v by x 7→ x1x2 if x = (x1, x2) ∈
Ev ' Fv × Fv, and by x 7→ xx¯ if Ev/Fv is a quadratic field extension and ·¯ :
Ev −→ Ev denotes the non-trivial Fv-linear involution of Ev. Then for every non-
archimedean place v of F we have∫
Gγ(Fv)\G(Fv)
1Kv(x
−1γx) dx ≤ κv∆v(γ)−1
vol(OFv) vol(O×Fv)
vol(O(1)Ev )
,
where O(1)Ev = {x ∈ OEv | N (x) = 1}, and∫
Gγ(AF,f )\G(AF,f )
1KFf (x
−1γx) dxr,f∞ ∆r(γ)
vol(ÔF ) vol(ÔF
×
)
vol(ÔF (γ)
(1)
)
,
where ÔF (γ)
(1)
=
∏
v<∞O(1)Ev .
Proof. We treat the cases G = GL(2) and G = SL(2) simultaneously unless noted other-
wise.
If γ splits over Fv, that is, if γ is G(Fv)-conjugate to a diagonal matrix diag(γ1, γ2),
γ1 6= γ2, then∫
Gγ(Fv)\G(Fv)
1KFv (x
−1γx) dx =
∫
U0(Fv)
1KFv (u
−1γu) du = |γ1 − γ2|−1v vol(OFv).
Note that in the split case O×Ev = O×Fv × O×Fv , and O(1)Ev ' O×Fv . Further, |γ1 − γ2|−1v =
∆v(γ)
−1/2 ≤ ∆v(γ)−1 since the characteristic polynomial of γ can be assumed to have
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integral coefficients (otherwise the integral vanishes as remarked before). This proves the
lemma in the split case for G = GL(2) as well as G = SL(2).
If γ is non-split over Fv, Z(Fv)\Gγ(Fv) is compact, and we can write∫
Gγ(Fv)\G(Fv)
1KFv (x
−1γx) dx = vol(Z(Fv)\Gγ(Fv))−1
∫
Z(Fv)\G(Fv)
1KFv (x
−1γx) dx.
Now Gγ(Fv) can be identified with the quadratic splitting field Ev of γ over Fv so that we
can compute
vol(Z(Fv)\Gγ(Fv))
=

vol(F×v \E×v ) =
{
vol(O×Fv\O×Ev) if Ev/Fv is unramified,
2 vol(O×Fv\O×Ev) if Ev/Fv is ramified,
}
if G = GL(2),
vol({±1}\E(1)v ) = 12 vol(O(1)Ev ) if G = SL(2).
By the computations in [Kot05, §5.9] we have for GL(2) (the quotient of the volume factors
before the integral is necessary to obtain the same normalization as in [Kot05]):
volZ(Fv)(Z(Fv) ∩KFv )
volG(Fv)(K
F
v )
∫
Z(Fv)\G(Fv)
1KFv (x
−1γx) dx
=
 q
dγ+1
v −1
qv−1 +
q
dγ
v −1
qv−1 if Ev/Fvis unramified,
2 q
dγ+1
v −1
qv−1 if Ev/Fvis ramified,
where dγ denotes the Fv-valuation of (tr γ)
2− 4 det γ in the case that Ev/Fv is unramified,
and is determined as in [Kot05], again in terms of γ, if the extension is ramified. Further,
volZ(Fv) (resp. volG(Fv)) indicates that the volume is taken with respect to our measure on
Z(Fv) (resp. G(Fv)). Since
volZ(Fv)(Z(Fv) ∩KFv )
volG(Fv)(K
F
v )
=

vol(O×Fv )
vol(OFv ) vol(O×Fv )2
= 1
vol(OFv ) vol(O×Fv )
if G = GL(2),
2
vol(OFv ) vol(O×Fv )
if G = SL(2),
multiplying by the inverse of the volume of Z(Fv)\Gγ(Fv) this proves the assertion in the
non-split case for G = GL(2).
For G = SL(2) first note that if 1KFf (x
−1γx) = 1GL(OFv )(x
−1γx) for all γ ∈ G(F ) and
x ∈ G(Fv). The integral
volZ(Fv)(Z(Fv) ∩KFv )
volG(Fv)(K
F
v )
∫
Z(Fv)\G(Fv)
1KFv (x
−1γx) dx
can be computed as in [Kot05, §5.9] in the case of GL(2) by counting vertices in the same
Bruhat-Tits building which are fixed by γ. However, for SL(2) not all vertices necessarily
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represent elements in G(Fv)/K
F
v so that the set of fixed points might has less elements
than in the GL(2) case. Hence
volZ(Fv)(Z(Fv) ∩KFv )
volG(Fv)(K
F
v )
∫
Z(Fv)\G(Fv)
1KFv (x
−1γx) dx
≤
 q
dγ+1
v −1
qv−1 +
q
dγ
v −1
qv−1 if Ev/Fvis unramified,
2 q
dγ+1
v −1
qv−1 if Ev/Fvis ramified.
The estimates for the integrals over Gγ(AF,f )\G(AF ) now follows by multiplying all the
local estimates and taking into account that Ev/Fv can be ramified only if the relative
different is divisible by v. But this can only happen if the residue characteristic of v is
even or one of finitely many prime numbers which are determined by γ alone. Moreover,
the residue characteristic of those v for which dγ 6= 0, is also contained in a finite set of
prime numbers depending only on γ but not on F . More precisely, the sets of such prime
numbers only depend on the characteristic polynomial of γ. Since the set of all occurring
characteristic polynomials is finite and independent of F , the assertion follows. 
Corollary 17. There exists a constant c > 0 such that for all F ∈ Fr we have
jF,Treg.ell.(fF ) ≤
{
cD
− 1
2
F (logDF )
2d if G = GL(2),
c(logDF )
2d if G = SL(2),
for all T ∈ a+ with α(T ) ≥ ρ logDF .
Proof. We consider the case G = GL(2) first. We need to estimate from above the volume
of the quotient
Gγ(F )\Gγ(AF )1 = F (γ)×\A1F (γ),
where F (γ) denotes the quadratic splitting field of γ over F . By our normalization of
measures, the volume of this last quotient is
vol(F (γ)×\A1F (γ)) = res
s=1
ζF (γ)(s),
where ζF (γ)(s) denotes the Dedekind zeta function for the field F (γ). By (6) the residuum
can be estimated in terms of the discriminant of F (γ) so that we need to compute DF (γ).
For a finite field extension K1/K2 let δK1/K2 ⊆ OK1 denote the relative different of K1 over
K2. Then
DF (γ) = NF (γ)/Q(δF (γ)/Q) = NF (γ)/Q(δF (γ)/F )D2F
where NF (γ)/Q denotes the ideal norm of the field extension F (γ)/Q. Now F (γ) is a
quadratic extension of F and the characteristic polynomial of γ is in a fixed finite set
(independent of F ) so that NF (γ)/Q(δF (γ)/F )d,f∞ 1. Hence using (6) we have
(18) vol(Gγ(F )\Gγ(AF )1)d,f∞ (logDF (γ))2d−1 d,f∞ (logDF )2d−1.
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By Lemma 16 and our normalization of measures we get
(19)
∫
Gγ(AF,f )\G(AF,f )
1KFf (x
−1γx) dxd,f∞ logDFD−3/2F D1/2F (γ)
= logDFD
−1/2
F NF (γ)/Q(δF (γ)/F )
1/2 d,f∞ logDFD−1/2F .
Putting (18) and (19) together, taking into account that the archimedean orbital integrals
take on values in a finite set only (independent of F ∈ Fr) and that |Σ0(F )reg.ell| ≤
|Σ0| (recall that GL2(F )-conjugacy classes in Σ(F )reg.ell. are in bijection with elements
in Σ0(F )reg.ell.), yields the assertion for G = GL(2).
Now assume that G = SL(2). In this case
Gγ(F )\Gγ(AF )1 ' F (γ)(1)\A(1)F (γ),
where F (γ)(1) = O(1)F (γ) denotes the set of norm 1 elements in F (γ) for the norm F (γ) 3 x 7→
xx¯ ∈ F , with x¯ denoting the image of x under the non-trivial F -linear involution on F (γ),
and A(1)F (γ) = F (γ)
(1)
∞ × ÔF (γ)
(1)
with F (γ)
(1)
∞ = O(1)F (γ) ⊗R ⊆ F (γ)∞. Note that if x ∈ A×F (γ)
the condition that x ∈ A(1)F (γ) is equivalent to the condition that |x|v :=
∏
w|v |xw|w = 1 for
every place v of F . Here w runs over all places of F (γ) lying above v. Hence we canonical
have
A(1)F (γ) ↪→ A1F (γ)  F (γ)×\A1F (γ)
and the kernel of the composition of the maps equals F (γ)× ∩ A(1)F (γ) = F (γ)(1). Hence
F (γ)(1)\A(1)F (γ) ⊆ F (γ)×\A1F (γ),
so that
vol
(
Gγ(F )\Gγ(AF )1
)
= vol
(
F (γ)(1)\A(1)F (γ)
)
≤ vol (F (γ)×\A1F (γ)) = res
s=1
ζF (γ)(s).
Using the bound (6) for the residuum and combining this with Lemma 16 we obtain
vol(Gγ(F )\Gγ(AF )1)
∫
Gγ(AF,f )\G(AF,f )
1KFf (x
−1γx) dx
d,f∞ (logDF (γ))2(d−1)∆r(γ) vol(ÔF ) vol(ÔF
×
)
d (logDF (γ))2(d−1)D−1F logDF
Since DF (γ) can be bounded by a constant multiple of DF which depends on the charac-
teristic polynomial of γ alone, and since the set of occuring characteristic polynomials is
finite and only depending on d and f∞, we obtain
vol(Gγ(F )\Gγ(AF )1)
∫
Gγ(AF )\G(AF )
f∞ · 1KFf (x
−1γx) dxd,f∞ (1 + logDF )2d.
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The assertion for G = SL(2) then follows as for GL(2) with the difference that number
of SL2(F )-conjugacy classes in Σ(F )reg.ell. is bounded by c|Σ0(F )reg.ell ≤ c|Σ0| with c as in
Lemma 15. 
5. The regular split contribution
In this section we bound the contribution of regular split conjugacy classes in (17). If γ ∈
Σ(F )reg.split, then it is conjugate inG(F ) to a diagonal element diag(γ1, γ2) ∈ G(F ), γ1 6= γ2.
Let Σ′0(F )reg.split be a set of diagonal representatives for the G(F )-conjugacy classes in
Σ(F )reg.split, that is, for every γ ∈ Σ0(F )reg.split there is exactly one δ ∈ Σ′0(F )reg.split such
that δ and γ are conjugate in G(F ). We can write jF,Treg.split(fF ) as
jF,Treg.split(fF ) =
∑
δ∈Σ′0(F )reg.split
∫
Gδ(F )\G(AF )
F (x, T )fF (x
−1δx) dx
=
∑
δ∈Σ′0(F )reg.split
∫
U0(AF )
fF (u
−1δu)
∫
AGT0(F )\T0(AF )
F (tu, T ) dt du,
where we used Gδ(F ) = T0(F ) for the second equality.
Proposition 18. There exists a constant c > 0 such that for all F ∈ Fr and all T ∈ a+
with α(T ) ≥ ρ logDF we have
jF,Treg.split(fF )
vol(ÔF ) vol(T0(F )\T0(AF )1)
≤ c$(T ).
For the proof of this proposition we need the following lemma:
Lemma 19. For any u = ( 1 x0 1 ) ∈ U0(AF ) and any T ∈ a+ with α(T ) ≥ ρ logDF we have
(20)
∫
AGT0(F )\T0(AF ) F (tu, T ) dt
vol(T0(F )\T0(AF )1) ≤ δG ($(T ) + log ‖(1, x)‖AF )
where δG = 1 if G = SL(2) and δG = 2 if G = GL(2).
Proof. If G = SL(2), the integral on the left hand side of (20) equals∫
F×\A×F
F (( a ax0 a−1 ) , T ) d
×a.
On the other hand, for G = GL(2), the left hand side of (20) equals
vol(F×\A1F )
∫
F×\A×F
F (( a ax0 1 ) , T ) d
×a
since F (·, T ) is invariant under the center of the group.
Let w = ( 0 1−1 0 ). Then F (g, T ) = 1 implies that
〈$,H0(g)− T 〉 ≤ 0 and 〈$,H0(wg)− T 〉 ≤ 0.
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Hence F (( a ax0 a−1 ) , T ) = 1 implies that
e$(T ) ≥ |a|2AF ≥ ‖(1, x)‖−2AF e−$(T )
while F (( a ax0 1 ) , T ) = 1 implies that
e$(T ) ≥ |a|AF ≥ ‖(1, x)‖−2AF e−$(T ).
Here ‖(1, x)‖AF is defined as ‖(1, x)‖AF =
∏
v ‖(1, xv)‖v with
‖(1, x)‖v =

max{1, |x|v} if v is non-archimedean,√
1 + x2 if v = R,
1 + xx¯ if v = C.
Note that ‖(1, x)‖AF ≥ 1 for all x. Hence the left hand side of (20) is bounded from above
by
vol(F×\A1F )
∫ e$(T )/2
e−$(T )/2‖(1,x)‖−1AF
d×a = vol(F×\A1F ) ($(T ) + log ‖(1, x)‖AF )
if G = SL(2), and by
vol(F×\A1F )2
∫ e$(T )
e−$(T )‖(1,x)‖−2AF
d×a = vol(F×\A1F )2 (2$(T ) + 2 log ‖(1, x)‖AF )
if G = GL(2). This proves the lemma. 
Proof of Proposition 18. We use the notation from the beginning of this section. After a
change of variables (γ1 − γ2)x 7→ x we get by Lemma 19 that
vol(T0(F )\T0(AF )1)−1jF,Treg.split(fF )
≤ 2$(T )
∑
δ∈Σ′0(F )reg.split
∫
AF
fF (
( γ1 x
0 γ2
)
)
(
1 +
∑
v≤∞
∣∣∣ log ‖(|γ1 − γ2|v, |x|v)‖v∣∣∣) dx.
For δ ∈ Σ′0(F )reg.split let Sδ be the finite set of places v of F with |γ1 − γ2|v 6= 1 or v
archimedean. Let Sδ,f denote the set of all non-archimedean places contained in Sδ. Then
for every v 6∈ Sδ we have∫
Fv
1KFv (
( γ1 x
0 γ2
)
)
∣∣∣ log ‖(|γ1 − γ2|v, |x|v)‖v∣∣∣ dx = 0.
If v ∈ Sδ is non-archimedean, then∫
Fv
1KFv (
( γ1 x
0 γ2
)
)
∣∣∣ log ‖(|γ1 − γ2|v, |x|v)‖v∣∣∣ dx ≤ ∣∣∣ log |γ1 − γ2|v∣∣∣ vol(OFv).
Note that ∑
v∈Sδ,f
∣∣∣ log |γ1 − γ2|v∣∣∣ = ∣∣∣ log |γ1 − γ2|AF,f ∣∣∣ = log |γ1 − γ2|r
since γ1, γ2 ∈ OF .
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Further, if v is non-archimedean, we have∫
Fv
1KFv (
( γ1 x
0 γ2
)
) dx =
{
vol(OFv) if γ1γ2 = det δ ∈ O×Fv ,
0 else.
Note that (γ1−γ2)2 = (tr δ)2−4 det δ so that the terms |γ1−γ2|v for v archimedean depend
only on the set Σ0(F )reg.split but not on the diagonal conjugacy class representatives. Hence
jF,Treg.split(fF )
vol(ÔF ) vol(T0(F )\T0(AF )1)
is bounded from above by
(21) c$(T )
∑
δ∈Σ′0(F )reg.split
(1 + log |γ1 − γ2|r)
·
∫
U0(Rr)
f∞(
( γ1 x
0 γ2
)
)
1 +∑
v|∞
∣∣∣ log ‖(|γ1 − γ2|v, |x|v)‖v∣∣∣
 dx
for some constant c > 0 independent of F and T . Now all appearing quantities in this
last sum and integral depend only on the polynomials in Σ0(F )reg.split, that is, only on the
polynomials in this set, but not on the specific representatives for the attached conjugacy
classes over F . Since Σ0(F )reg.split is contained in the finite set Σ0 (which is independent
of F ) and there are at most two G(F )-conjugacy classes in each regular split equivalence
class, the right hand side in (21) can be bounded by a C$(T ) with C > 0 an absolute
constant. 
6. The unipotent contribution
In this section we bound the final contribution in (17), namely the contribution from
elements of the form zu with z central and u 6= 1 unipotent. More precisely we have the
following:
Proposition 20. There exists a constant c > 0 such that for all F ∈ Fr and all T ∈ a+
with α(T ) ≥ ρ logDF we have
jF,TuniprZ(fF )
vol(T0(F )\T0(AF )1) vol(F\AF ) ≤ c$(T ).
We need some notation and auxiliary results before proving this lemma.
First note that there exist finitely many z1, . . . , zt ∈ Q¯ such that for any F ∈ Fr we have
Σ0(F )unip =
{
{(X − z)2 | z ∈ {z1, . . . , zt} ∩ F} if G = GL(2),
{(X − z)2 | z ∈ {z1, . . . , zt} ∩ {1,−1}} if G = SL(2).
Accordingly,
Σ(F )unip = {zu(x) | z ∈ {z1, . . . , zt} ∩ F, x ∈ F}
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if G = GL(2), where u(x) = ( 1 x0 1 ), and
Σ(F )unip = {zu(x) | z ∈ {z1, . . . , zt} ∩ {1,−1}, x ∈ F}
if G = SL(2).
If x 6= 0, the centralizer Gzu(x) of zu(x) in G equals ZU0. For a ∈ A×F we set
t(a) =
{
diag(a, 1) if G = GL(2),
diag(a, a−1) if G = SL(2).
Write ν(Z) := vol(Z(F )\Z(AF )1). We can then write the contribution from the unipotent
but non-central elements as
jF,TuniprZ(fF )
=
∑
z
∫
T0(F )AG\T0(AF )
δ0(t)
−1 ∑
x∈F×
fF (zt
−1u(x)t)
∫
U0(F )\U0(AF )
F (vt, T ) dv dt
=
∑
z
ν(Z)
∫
F×\A×F
δ0(t)
−1 ∑
x∈F×
fF (zt(a)
−1u(x)t(a))
∫
U0(F )\U0(AF )
F (vt(a), T ) dv d×a,
where the sum runs over all z ∈ {z1, . . . , zt} ∩ F if G = GL(2) and over z ∈ {z1, . . . , zt} ∩
{1,−1} if G = SL(2). Since the sum over the z is finite, we can ignore z in the following
and just find an upper bound for
(22)
∫
F×\A×F
δ0(t)
−1 ∑
x∈F×
fF (t(a)
−1u(x)t(a))
∫
U0(F )\U0(AF )
F (vt(a), T ) dv d×a.
Suppose a = a∞af ∈ A×F , a∞ ∈ F×∞, af ∈ A×F,f . Let φ : AF −→ ∞ be a Schwartz
Bruhat function such that φ = φ∞ · φf with φf : AF,f −→ C the characteristic function
of ÔF =
⊗
v<∞OFv , and φ∞ a smooth function on F∞ = Rr with support in a ball
{x ∈ Rr | ‖x‖r ≤ R}. Consider the sum∑
x∈F×
φ(ax).
We want to find an upper bound for it so that we can apply it to φ(x) = fF (u(x)). For
φ(ax) to be non-zero we need that afxf ∈ ÔF , that is, xf ∈ a−1f ÔF ∩ F =: Λ′a. Λ′a is a
fractional ideal in F and by replacing a by some suitable element in aF× we can assume
that Λ′a is an integral ideal in OF . The norm of this ideal is
N(Λ′a) = |OF/Λ′a| = |af |f .
Put Λa := a∞Λ′a. This is a lattice in Rr. ‖ · ‖2r defines a positive definite quadratic form on
Rr. Let λ1(Λa) denote the first successive minimum of the lattice Λa with respect to the
form ‖ · ‖2r.
Lemma 21. For any a as above we have
λ1(Λa) ≥ |a|1/dAF .
LIMIT MULTIPLICITIES FOR SL2(Rr1 ⊕ Cr2) 25
Proof. By the arithmetic geometric mean inequality we have for any y ∈ Λa, y 6= 0 that
‖y‖2r ≥ |y|1/d∞ .
Write y = a∞y′ with y′ ∈ Λ′a, y′ 6= 0. Then
|y|1/d∞ = |a∞|1/d∞ |y′|1/d∞ = |a∞|1/d∞ |y′|−1/df ≥ |a∞|1/d∞ |af |1/df = |a|1/dAF
so that λ1(Λa) ≥ |a|1/dAF as claimed. 
Lemma 22. Let R > 0 be fixed. There exist constants c, C > 0 depending only on d and
R such that for every F ∈ Fr and every a ∈ F×\A×F we have
(23) |{X ∈ Λa r {0} | ‖X‖r ≤ R}|
{
= 0 if |a|AF > C,
≤ c|a|−1AF else.
Proof. We use [BHW93, Theorem 2.1] to estimate the number of points in the set in (23).
We obtain
|{X ∈ Λa r {0} | ‖X‖r ≤ R}|
= 0 if λ1(Λa) > R
2,
≤
(⌊
2
R−2λ1(Λa)
+ 1
⌋)d
if λ1(Λa) ≤ R2.
The case λ1(Λa) ≤ R2 can be bounded by
(2R)2dλ1(Λa)
−d
By Lemma 21 we have λ1(Λa) ≥ |a|1/dAF . Hence the left hand side of (23) is empty if
|a|AF > R2d, and bounded by (2R)2d|a|−1AF in all other cases. 
Corollary 23. There exist constants c, C > 0 depending only on d and f∞ such that∑
x∈F×
fF (t(b)
−1u(x)t(b))
{
= 0 if |b|βGAF < C,
≤ c|b|βGAF else,
for any b ∈ A×F . Here βSL(2) = 2 and βGL(2) = 1.
Proof. Note that ∑
x∈F×
fF (t(b)
−1u(x)t(b)) =
∑
x∈Λ′
b−1
f∞(u(b−βG∞ x)).
Recall that f∞ is supported in the compact set {A = (Aij)i,j ∈ Mat2×2(Rr) | ∀i, j : ‖Aij −
δij‖r ≤ R}, where δij denotes the Kronecker delta. Hence we can apply Lemma 22 with
a = b−2 if G = SL(2) and with a = b−1 if G = GL(2). 
Note that with βG as in the corollary we have |b|βGAF = δ0(t(b)). Therefore this corollary
gives a constant c > 0 such that (22) is bounded from above by a constant multiple of∫ ∞
c
∫
F×\A1F
∫
U0(F )\U0(AF )
F (vt(ab), T ) dv d×b d×a
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Now, similarly as in the regular split case, the condition F (vt(ab), T ) = 1 gives upper and
lower bounds on a and b in terms of v. More precisely, writing v = u(y) with y ∈ F\AF ,
we must have
e$(T ) ≥ |ab|2AF ≥ ‖(1, (ab)−2y)‖−1AF e−$(T )
if G = SL(2), and
e$(T ) ≥ |ab|AF ≥ ‖(1, (ab)−1y)‖−1AF e−$(T ).
if G = GL(2). In particular, e−$(T ) ≤ |ab|mAf ≤ e$(T ) in both cases with m as in above
corollary. Hence (22) is bounded from above by a constant multiple of
vol(F×\A1F ) vol(F\AF )
∫ e$(T )
c
d×a ≤ vol(F×\A1F ) vol(F\AF )c2$(T )
for some constant c2 > 0 depending only on d and f∞. Finally using ν(Z) vol(F×\A1F ) =
vol(T0(F )\T0(AF )1) the proof of Proposition 20 is finished.
7. Proof of Lemma 10 and Proposition 9
Proof of Lemma 10. By Proposition 18 and Lemma 7 we have
jF,Treg.split(fF )
vol(G(F )\G(AF )1) d,f∞ D
−1
F (logDF )
d−1$(T )
for all F ∈ Fr and all T ∈ a+ with α(T ) ≥ ρ logDF .
For the non-central unipotent contribution we similarly find by Proposition 20 and
Lemma 7 that
jF,TuniprZ(fF )
vol(G(F )\G(AF )1) d,f∞ D
−1/2
F (logDF )
d−1$(T ).
For the contribution from the regular elliptic part consider first G = GL(2): We bound
the volume of G(F )\G(AF )1 from below as follows: By our normalization of measures and
the class number formula we have
vol(G(F )\G(AF )1) = D1/2F ress=1 ζF (s)ζF (2) = D
1/2
F ζF (2)
2r1(2pi)r2hFRF
wFD
1/2
F
≥ 2
r1(2pi)r2hFRF
wF
.
Using the lower bound for the regulator (7) we have vol(G(F )\G(AF )1) d 1. Hence
combining with Corollary 17, we get
jF,Treg.ell.(fF )
vol(G(F )\G(AF )1) d,f∞ D
− 1
2
F (logDF )
2d
for all F ∈ Fr, and all T ∈ a+ with α(T ) ≥ ρ logDF . This finishes the proof of estimate
(13) for G = GL(2).
For G = SL(2) we have
vol(G(F )\G(AF )1) = D
1
2
F ζF (2) ≥ D
1
2
F .
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Together with Corollary 17 we get
jF,Treg.ell.(fF )
vol(G(F )\G(AF )1) d,f∞ D
− 1
2
F (logDF )
2d
for all F ∈ Fr. This finishes the proof of the assertion for G = SL(2). 
Recall that JFgeom(fF ) as well as J
F
geomrZ(fF ) are the values at T = 0, i.e., the constant
terms, of certain polynomials JF,Tgeom(fF ) and J
F,T
geomrZ(fF ) of degree 1 (see, for example,
[Art05, §9]).
The polynomials can be approximated by jF,T (fF ) and j
F,T
GrZ(fF ) as follows:
Lemma 24. There exist constants c1, c2, ε > 0 depending only on f∞ and d such that for
all F ∈ Fr we have ∣∣JF,Tgeom(fF )− jF,T (fF )∣∣ ≤ c1D−1F e−α(T )/2$(T )
and ∣∣∣JF,TgeomrZ(fF )− jF,TGrZ(fF )∣∣∣ ≤ c1D−1F e−εα(T )$(T )
for all T ∈ a+ with α(T ) ≥ c2 logDF .
Proof. By [Mat15, Lemma 7.7] there are constants a1, a2 > 0 depending only on f∞ and d
such that ∣∣JF,Tgeom(fF )− jF,T (fF )∣∣ ≤ a1Da2F e−α(T )$(T )
for all T ∈ a+ with α(T ) ≥ ρ logDF .3 Then Da2F e−α(T )/2 ≤ 1 for every T ∈ a+ with
α(T ) ≥ 2(a2 + 1) logDF . Hence∣∣JF,Tgeom(fF )− jF,T (fF )∣∣ ≤ a1D−1F e−α(T )/2$(T ),
for every T ∈ a+ with α(T ) ≥ max{2(a2 + 1) logDF , ρ logDF}.
The other inequality follows similarly: Combining the proof of [Mat15, Lemma 7.7]
with the proofs of [Art79, Theorem 1] and [Art85, Proposition 4.2] (cf. also [FLM15,
Theorem 3.4]) we find a1, a2, δ, ρ
′ > 0 independent of F such that∣∣∣JF,TgeomrZ(fF )− jF,TGrZ(fF )∣∣∣ ≤ a1Da2F e−δα(T )$(T )
for every T ∈ a+ with α(T ) ≥ max{ρ logDF , ρ′ logDF}. Hence∣∣∣JF,TgeomrZ(fF )− jF,TGrZ(fF )∣∣∣ ≤ a1D−1F e−δα(T )/2$(T )
for every T ∈ a+ with α(T ) ≥ max{ρ logDF , ρ′ logDF , 2(a2 + 1) logDF}. 
3In [Mat15, Lemma 7.7] only the case of the unipotent distributions JF,Tunip and j
F,T
unip was considered. It
is, however, clear from the proof of [Mat15, Lemma 7.7] that the statement of that lemma remains true
for JF,Tgeom and j
F,T
geom, cf. also [Art79, Theorem 1] and [Cha02, Proposition 4.4].
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Proof of Proposition 9. By Lemma 10 and Lemma 24 there are constants C1, C2 > 0 such
that for all F ∈ Fr we have
JF,TgeomrZ(fF )
vol(G(F )\G(AF )1) ≤ C1D
− 1
2
F (logDF )
2d$(T )
for all T ∈ a+ with α(T ) ≥ C2 logDF . We can therefore deduce an upper bound for
JFgeomrZ(fF ) from the upper bound for J
F,T
geomrZ(fF ) by interpolation. Hence there is a
constant a > 0 such that
JFgeomrZ(fF )
vol(G(F )\G(AF )1) ≤ aD
− 1
2
F (logDF )
2d+1
for all F ∈ Fr. This proves the assertion of the proposition. 
8. Spectral limit multiplicity property
The purpose of this section is to prove the spectral limit multiplicity property in the
following form:
Proposition 25. Let JFspec denote the spectral side of Arthur’s trace formula for G over
F , and JFdisc the contribution from the representations occurring in L
2
disc(G(F )\G(AF )1) to
JFspec, that is, the trace of the right regular representation restricted to L
2
disc(G(F )\G(AF )1).
Then for every f∞ ∈ H(G(Rr)1) we have
lim
F∈Fr
JFspec(f∞ · 1KFf )− JFdisc(f∞ · 1KFf )
vol(G(F )\G(AF )1) = 0.
More precisely, for any ε > 0 we have∣∣∣∣∣J
F
spec(f∞ · 1KFf )− JFdisc(f∞ · 1KFf )
vol(G(F )\G(AF )1)
∣∣∣∣∣r,ε ν−δG+εF
with δG = 1/2 if G = GL(2) and δG = 2/3 if G = SL(2).
To prove this proposition, we write the remaining part of the spectral side as follows:
For any f ∈ C∞c (G(AF )1) we have
JFspec(f)− JFdisc(f) = −
1
4pi
∫
iR
tr
(
M(λ)−1M ′(λ)ρ(λ, f)
)
dλ+
1
4
tr (M(0)ρ(0, f)) ,
see [GJ79, Gel96]. Here the notation is as follows:
• Let A be the Hilbert space completion of the vector space of all smooth functions
ϕ : T0(F )U0(AF )\G(AF )1 −→ C such that ϕ(ag) = δ0(a)1/2ϕ(g) for all a ∈ A0 and
g ∈ G(AF )1 which are square-integrable over the quotient T0(F )U0(AF )\G(AF )1.
Then ρ(λ, ·) : A −→ A denotes the induced representation given by
(ρ(λ, g)ϕ)(x) = ϕ(gx)e〈λ,H0(gx)−H0(x)〉, g ∈ G(AF )1, ϕ ∈ A.
• M(λ) denotes the intertwining operator attached to this induced representation
ρ(λ, ·) via Eisenstein series.
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A decomposes as ⊕̂χ∈Πdisc(T0(AF )1)Aχ where
• χ = (χ1, χ2) runs over all discrete representations of T0(AF )1, that is, all pairs
of unitary characters χ1, χ2 : F
×\A1F −→ C. If G = SL(2), χ1 and χ2 satisfy
χ2 = χ
−1
1 .
• Aχ denotes the subspace of A of all ϕ ∈ A which transform according to χ, that
is, ϕ(diag(t1, t2)g) = χ1(t1)χ2(t2)ϕ(g) for all diag(t1, t2) ∈ T0(AF )1.
Let ρχ(λ, ·) denote the restriction of ρ(λ, ·) to Aχ. Since our test function fF = f∞ · 1KFf
is KFf -invariant, we have ρχ(λ, fF ) = 0 unless χ1 and χ2 are unramified at all finite places.
Lemma 26. There exists a constant c > 0 depending only on f∞ and d such that for all
F ∈ Fr we have
| trM(0)ρ(0, fF )| ≤ chaGF volG(AF,f )(KFf )
where aG = 2 if G = GL(2), and aG = 1 if G = SL(2).
Proof. M(0) is a unitary operator so that it suffices to estimate
| tr ρ(0, fF )| ≤
∑
χ
| tr ρχ(0, fF )|,
where the sum runs over pairs of unramified characters χ = (χ1, χ2) with χ2 = χ
−1
1 in the
case of G = SL(2). The number of unramified characters F×\A1F −→ C equals the class
number hF , so that the number of summands equals h
2
F if G = GL(2) and hF if G = SL(2).
Hence it suffices to estimate each | tr ρχ(0, fF )| separately. For a K∞-type τ ∈ K̂∞ let Aτχ
denote the τ -isotypic component of Aχ so that Aχ =
⊕
τ∈K̂∞ Aτχ. Let A
τ,KFf
χ denote the
KFf -fixed vectors in A
τ,KFf
χ . Then dimAτ,K
F
f
χ <∞, and we can estimate
| tr ρχ(0, fF )| ≤
∑
τ∈K̂∞
dimAτ,K
F
f
χ ‖ρ(0, fF )
A
τ,KF
f
χ
‖,≤
∑
τ∈K̂∞
dimAτ,K
F
f
χ ‖fF‖L1(G(AF )1)
where ρ(0, fF )
A
τ,KF
f
χ
denotes the restriction of ρ(0, fF ) toAτ,K
F
f
χ , and ‖ρ(0, fF )
A
τ,KF
f
χ
‖ denotes
the operator norm. Now
‖fF‖L1(G(AF )) = volG(AF,f )(KFf )‖f∞‖L1(G(Rr)1),
and for fixed f∞ only finitely many K∞-types can contribute to the above sum, and the
set of contributing K∞-types is independent of F . Hence it remains to show that we can
estimate the dimension of Aτ,K
F
f
χ independently of F . As in the proof of [FLM15, Corollary
7.4] we can compute
(24) dimAτ,K
F
f
χ = dim Ind
G(Rr)
B(Rr)(χ∞)
τ Ind
G(AF,f)
B(AF,f)(χf)
KFf = dim Ind
G(Rr)
B(Rr)(χ∞)
τ
since χ is unramified. This last term does only depend on r and τ but not on F ∈ Fr.
This completes the proof of the lemma. 
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Lemma 27. There exists c > 0 such that for all F ∈ Fr we have∫
iR
∣∣tr (M(λ)−1M ′(λ)ρ(λ, fF ))∣∣ dλ ≤ chaGF logDF volG(AF,f )(KFf )
with aG as in Lemma 26.
Proof. As in the proof of Lemma 26 we decompose A according to the pairs of characters
χ = (χ1, χ2), and get for every integer k > 0 that (cf. [FLM11, §5]):∫
iR
∣∣tr (M(λ)−1M ′(λ)ρ(λ, fF ))∣∣ dλ ≤∑
χ
∫
iR
∣∣tr (M(λ)−1M ′(λ)ρχ(λ, fF ))∣∣ dλ
≤ Ck volG(AF,f )(KFf )
∑
χ,τ
dimAτ,K
F
f
χ
∫
iR
‖M(χ, λ)−1M ′(χ, λ)
|A
τ,KF
f
χ
‖ (1 + |λ|)−k dλ,
where Ck > 0 is a constant depending only on k and f∞, and the sum runs over χ and τ
for which the restriction of ρ(λ, fF ) to Aτ,K
F
f
χ is non-zero. Here M(χ, λ) denotes the M(λ)
restricted to Aχ. Since χ is unramified, we have
M(χ, λ)−1M ′(χ, λ) =
n′(χ, λ)
n(χ, λ)
id +R∞(χ, λ)−1R′∞(χ, λ),
where n(χ, λ) is a scalar normalization factor, and R∞(χ, λ) denotes the local normalized
intertwining operator at ∞. Again, as in the proof of Lemma 26 there are only h2F (resp.
hF ) many χ’s which may contribute to the above sum if G = GL(2) (resp. G = SL(2)),
and the contributing K∞-types depend only on f∞ and their number is finite.
By [FLM11, §5] there exist constants ak, bk > 0 independent of τ ∈ K̂∞ and F ∈ Fr
such that ∫
iR
‖R(χ, λ)−1R′(χ, λ)
|A
τ,KF
f
χ
‖ (1 + |λ|)−k dλ ≤ ak(1 + ‖τ‖)bk .
Taking into account dimension formula (24) we are left to estimate∫
iR
∣∣∣∣n′(χ, λ)n(χ, λ)
∣∣∣∣ (1 + |λ|)−k dλ.
We have
n(χ, λ) =
L(1− λ, χ˜1 × χ2)
L(1 + λ, χ1 × χ˜2) =
L(1− λ, χ−11 χ2)
L(1 + λ, χ1χ
−1
2 )
,
where L(s, χ1×χ2) is the completed Rankin-Selberg L-function. Hence if χ−11 χ2 = 1, then
n(χ, λ) =
ζ∗F (1− λ)
ζ∗F (1 + λ)
for ζ∗F (s) the completed Dedekind zeta function attached to F . Taking k = 4 in above
estimates and using Lemma 28 below then finishes the proof of the assertion. 
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Lemma 28. There exist a constant c > 0 depending only on d such that for all F ∈ Fr
and all unramified unitary characters µ : F×\A1F −→ C we have∫
R
∣∣∣∣L′(1 + it, µ)L(1 + it, µ)
∣∣∣∣ (1 + |t|)−4 dt ≤ c logDF .
Proof. We follow the arguments in [Mu¨l07, §4, §5]. (At some places we can do a little
better in our setting.) Recall that L(s, µ) =
∏
v Lv(s, µv) with v running over all places of
F , and
Lv(s, µv) =

(1− µ(qv)q−sv )−1 if v is non-archimedean,
ΓC(s) if v is complex,
ΓR(s) if v is real and µv(−1) = 1,
ΓR(s+ 1) if v is real and µv(−1) = −1,
where
Γv(s) =
{
pi−s/2Γ(s/2) if v = R
2(2pi)−sΓ(s) if v = C
and Γ(s) denotes the usual Γ-function.
Since µ is unitary, |µ(qv)| = 1 for any v so that∣∣∣∣L′f (s, µ)Lf (s, µ)
∣∣∣∣ ≤ ∣∣∣∣ζ ′F (Re(s))ζF (Re(s))
∣∣∣∣ ≤ d ∣∣∣∣ζ ′(Re(s))ζ(Re(s))
∣∣∣∣
for any s with Re(s) > 1.
Using Stirling’s formula as in the proof of [Mu¨l07, Lemma 4.4] we can find for every
δ > 0 a constant aδ > 0 depending only on r and δ such that∣∣∣∣L′∞(s, µ)L∞(s, µ)
∣∣∣∣ ≤ aδ(1 + log |s|)
for every s with Re(s) ≥ 1 + δ. Hence for any δ > 0 there is bδ > 0 independent of F and
µ such that
(25)
∣∣∣∣L′(s, µ)L(s, µ)
∣∣∣∣ ≤ bδ(1 + log |s|)
for all s with Re(s) ≥ 1 + δ.
Let ν(µ) denote the level of µ (see [Mu¨l07, (4.22)] for a definition). There exists an
absolute constant c2 > 0 depending only on r such that
(26) 0 ≤ ν(µ) ≤ c1DFN(µ) = c1DF
for all F ∈ Fr and all µ. Here N(µ) denotes the absolute norm of the conductor of µ which
in our situation is 1.
Arguing as in the proof of [Mu¨l07, Proposition 4.5, Proposition 5.1] and using (25) and
(26) we get a constant C > 0 depending only on r such that for all T > 1 we have∫ T
−T
∣∣∣∣L′(1 + it, µ)L(1 + it, µ)
∣∣∣∣ dt ≤ CT (1 + log T + logDF ).
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This implies our claim. 
Proof of Proposition 25. The proposition now easily follows from Lemma 26 and Lemma
27 by bounding the measures of the involved groups similarly as for the geometric side. It
follows from the above lemmas that for all F ∈ Fr we have∣∣∣∣∣J
F
spec(f∞ · 1KFf )− JFdisc(f∞ · 1KFf )
vol(G(F )\G(AF )1)
∣∣∣∣∣r 1νFDaG/2F (logDF )aG(d−1)
r,ε
{
ν
− 1
2
+ε
F if G = GL(2),
ν
− 2
3
+ε
F if G = SL(2)
for any ε > 0. This tends to 0 as F varies over Fr. 
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