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Abstract
This paper describes the machine translation
systems proposed by the University of Tech-
nology Sydney Natural Language Processing
(UTS NLP) team for the WMT20 English-
Basque biomedical translation tasks. Due to
the limited parallel corpora available, we have
opted to train a BERT-fused NMT model that
leverages the use of pretrained language mod-
els. Furthermore, we have augmented the
training corpus by backtranslating monolin-
gual data. Our experiments show that NMT
models in low-resource scenarios can benefit
from combining these two training techniques,
with improvements of up to 6.16 BLEU per-
centage points in the case of biomedical ab-
stract translations.
1 Introduction
Nowadays, most of the literature and scientific ter-
minology produced in the biomedical field is in
English, which limits the access to this information
by non-English speaking researchers, doctors and
patients. Thus, it would be very useful to avail
of machine translation systems that can effectively
translate this information into other languages, so
that more people can be able to access it and benefit
from it.
However, many of the world languages lack
sufficient parallel corpora to properly train ma-
chine translation systems in this domain. State-of-
the-art neural machine translation (NMT) models
(Sutskever et al., 2014; Bahdanau et al., 2015) suf-
fer from overfitting when trained on insufficient
data, and thus fail to generate accurate translations
(Koehn and Knowles, 2017).
In this paper we address this problem for a low-
resource language, Basque. We have taken part
in the WMT20 Biomedical Translation challenge,
which has released two interesting shared tasks
involving this language, namely, the English-to-
Basque translation of biomedical article abstracts
and the English-to-Basque translation of medical
terminology. In order to overcome the issue of
having limited supervised training data, we have
decided to apply two promising ideas proposed
in the literature. First, we have applied transfer
learning by training a BERT-fused NMT model
(Zhu et al., 2020) that uses source-language contex-
tual embeddings inferred by a pretrained language
model (LM) as additional input features, both in the
encoder and in the decoder. Second, we have aug-
mented the training corpus using backtranslation
(Sennrich et al., 2016; Burlot and Yvon, 2018). For
this, a BERT-fused NMT model has been trained
in the opposite translation direction (Basque →
English) to translate sentences from large monolin-
gual corpora (e.g. Wikipedia, medical texts).
The experiments have shown that an NMT base-
line can greatly benefit from combining these train-
ing techniques. The three best performing systems
in both tasks (terminology and abstracts) have been
submitted to the WMT20 biomedical translation
shared task under the UTS NLP team name.
2 Related Work
2.1 Pretrained LMs
Pretrained LMs have been one of the most re-
markable advancements in transfer learning for
NLP in recent years. They are large neural net-
works that are trained over massive datasets (mil-
lions of sentences) in an unsupervised manner, and
can effectively learn the regularities/patterns of a
language. Then, such general networks can be
applied to efficiently train smaller networks for
downstream tasks, using much smaller annotated
datasets. ELMo (Peters et al., 2018), BERT (De-
vlin et al., 2019) and GPT-2 (Radford et al., 2018)
are some examples of pretrained LMs that have
achieved state-of-the-art results in various natural
language understanding tasks such as, among oth-
ers, sentiment analysis, paraphrase detection, and
question answering.
In NMT, various recent works have proposed
incorporating pretrained LMs into the standard
encoder-decoder architecture. Lample and Con-
neau (2019) have proposed pretraining an LM with
a novel “cross-lingual LM objective” that uses par-
allel training data to predict masked words of ei-
ther language. Edunov et al. (2019) have replaced
standard word embeddings with contextual word
embeddings learned by a pretrained LM. Their ex-
periments have showed that contextual embeddings
are more effective in the encoder and when fixed
(“ELMo-style augmentation”). Conversely, Clin-
chant et al. (2019) have initialized the encoder of
an NMT model with the weights of a pretrained LM
network, and fine-tuned them (“GPT-2/BERT-style
augmentation”), reaching similar performance, but
faster convergence. Yang et al. (2020) have added
the contextual embeddings of a pretrained LM as
additional input features to the standard embed-
dings, and incorporated a dynamic switch to let
the model learn how to weigh each input. Finally,
the BERT-fused NMT model (Zhu et al., 2020)
follows a similar idea, by adapting the architec-
ture of the transformer network in order to have an
extra self-attention layer that learns to weigh the
contextual embeddings of the LM. This attention-
layer is seamlessly added to both the encoder and
the decoder. Given the improvement in perfor-
mance achieved by the BERT-fused NMT on sev-
eral datasets and the well-supported code by the
authors (built on top of fairseq), we have decided
to adopt this model in our experiments.
2.2 Backtranslation
In NMT, backtranslation (Sennrich et al., 2016;
Burlot and Yvon, 2018) has become a common
approach to alleviate the problem of having lim-
ited parallel data for training. It consists of first
training a target → source NMT model with the
available parallel corpus. Then, this model is used
to translate a large number of sentences from mono-
lingual corpora in the target language, which are
usually more available than parallel corpora, to the
source language. The resulting “silver corpus” is
used as additional training data for the source→
target NMT model, and can often help to boost the
fluency of the generated translations.
However, the most effective way of using back-
translation is still an open research question. Pon-
celas et al. (2018) have explored different com-
binations of backtranslated and human-translated
datasets, and have found that in their low-resource
scenario a 2:1 backtranslated-to-human-translated
sentences ratio is optimal; beyond that, increasing
the size of the backtranslated data deteriorates the
performance. Edunov et al. (2018) have shown
that backtranslating by either sampling from the
model or adding noise to a standard beam search
can improve the final translation accuracy substan-
tially. Burlot and Yvon (2018) have generated
more natural pseudo-source sentences by training
a generative adversarial network (GAN). Finally,
Soto et al. (2020) have found that combining back-
translated data from different sources (i.e. out-of-
domain data, in-domain data) and different models
(i.e. rule-based, SMT, NMT) can also improve the
accuracy of the final translations. In our work, we
have explored using a BERT-fused NMT model
for backtranslating monolingual data, expecting
that the transfer learning achieved from using pre-
trained LM in Basque will produce better quality
pseudo-source sentences.
3 Resources
All the experiments have been carried out using
only the parallel and monolingual training data
recommended by the organisers on the shared task
website. Table 1 summarizes all the data used in
our experiments.
3.1 Parallel Data
The medical terminology translation task consists
on translating ICD-10 (International Clasification
of Diseases) code descriptions from English to
Basque. The descriptions are relatively short sen-
tences (8 tokens on average). The organizers have
provided an in-domain parallel corpus for training
and validation. The blind test set contains 2,000
sentences in English.
The abstract translation task involves translat-
ing sentences of abstracts from biomedical scien-
tific research papers. The sentence in this task are
longer compared to those in the terminology task
(24 tokens on average). However, for this task
the organizers have not provided any in-domain
parallel data for training or validation, only 375
English sentences for blind testing. Consequently,
we have decided to form a small validation set from
train dev test
in-domain (IO)
ICD-10 25,900 2,000 2,000
abstracts - 50 375
out-of-domain (OOD)
EhuHac 550,000 - -
QED 16,000 - -








(b) Monolingual data in Basque.
Table 1: Number of sentences in each dataset.
the English-Italian biomedical abstract translation
dataset provided on the website. We have selected
50 sentences in English from that dataset and trans-
lated them manually into Basque. In this way, we
have managed to assemble a small, yet high-quality
validation dataset in a domain similar to that of the
actual task, and used it for selecting the best models
for submission.
Finally, we have used out-of-domain (OOD)
parallel corpora to compensate for the lack of in-
domain training data. From the data provided by
the organizers, we have used: the EhuHac dataset,
which consists of translations of 136 fiction books;
the QED dataset, which are translations of subtitles
for educational videos and lectures; and the TED
talks dataset, containing transcripts of TED talk
videos.
3.2 Monolingual Data
The monolingual data have been grouped in two
categories. First, we have the general domain texts,
which include 1.5M sentences from the Basque
Wikipedia. Second, we have the biomedical do-
main texts, which include a group of medical arti-
cles from the Basque Wikipedia and hospital notes
written by doctors. We have applied backtransla-
tion to generate pseudo-parallel datasets from these
monolingual data. A BERT-fused NMT model has
been trained over the available OOD parallel data
in the reverse translation direction, and applied to
translate Basque sentences to English. For more
details on the training of the BERT-fused NMT
model, please see Section 4.
Additionally, we have included as part of the
biomedical monolingual data the subset of Basque
SNOMED CT terms provided by the organizers,
which have been automatically translated from En-
glish using a rule-based machine translation system.
Using the IDs of the terms, we have been able to
match them with the original English terms and
include them as additional training data.
3.3 Pretrained BERT Models
We have explored using several different pretrained
BERT LMs to include them in our BERT-fused
NMT model. The pretrained BERT models have
been downloaded from Hugging Face1 :
• bert-base-uncased : Original BERT LM
model proposed by Devlin et al. (2019). Pre-
trained on the BookCorpus (800M words)
(Zhu et al., 2015) and the English Wikipedia
(2,500M words).
• bert-pubmed: Pretrained over biomedi-
cal articles and journals collected from
PubMed. There is no clear descrip-
tion of the amount of data used for pre-
training. Hugging Face model name:
monologg/biobert v1.1 pubmed.
• bert-mimic-pubmed: Pretrained over
biomedical articles and journals collected
from PubMed and electronic health records of
intensive care unit patients from MIMIC-III
(Johnson et al., 2016). There is no clear
description of the amount of data used for
pretraining. Hugging Face model name:
adamlin/NCBI BERT pubmed mimic.
uncased base transformers
• bert-discharge-summaries: Pretrained
model proposed by Alsentzer et al. (2019)
trained on all discharge summaries from
MIMIC-III. Hugging Face model name:
emilyalsentzer/Bio Discharge
Summary BERT.
Pretrained LM for backtranslation:
• berteus-base-cased: Pretrained LM in
Basque (Agerri et al., 2020) trained over
the Basque Media Corpus (BMC) (224M
words). Hugging Face model name:
ixa-ehu/berteus-base-cased.
1https://huggingface.co/models
4 Training and Hyperparameter Tuning
We have trained a BERT-fused NMT model (Zhu
et al., 2020) with the open-source code provided by
the authors2, which is built on top of fairseq3. Fol-
lowing the authors recommendation, as a warmup
step, first a standard transformer-based (Vaswani
et al., 2017) NMT model has been trained over the
training data. Then, this model has been used as
both a baseline and to initialize the weights that
the BERT-fused NMT model has in common. We
have used the transformer iwslt de en ar-
chitecture as the NMT model, which consists of
a 6-layer transformer network as the encoder and
the decoder, with the embedding dimension set to
512 and the hidden layer dimension to 1024. Ad-
ditionally, we have used the following training hy-
perparameters: dropout 0.1, label-smoothing 0.1,
inverse sqrt learning scheduler, warmup up-
dates 4, 000, warmup initialization learning rate
1e−7, minimum learning rate 1e−9, weight decay
0.0001, BERT encoder dropout 0.5 and the Adam
optimizer (Kingma and Ba, 2015). The learning
rate [0.0002, 0.00002] and the number of tokens
per batch [1024, 4048] have been tuned using the
validation set. All the datasets have been lower-
cased and tokenized using the moses tokenizer. Ad-
ditionally, we have learned subword units using
Byte Pair Encoding (BPE) (Sennrich et al., 2015)
with 10, 000 merge operations in order to reduce
the vocabulary size and handle unknown words.
In the terminology translation task we have only
used the in-domain ICD-10 code description data to
train our models, because adding additional OOD
parallel data or backtranslated data was degrading
the performance of the model. This is probably
likely due to the specific and structured language
used in the code descriptions, which is very differ-
ent from the rest of the available texts. The baseline
NMT was warmed up for 50 epochs and the best
model over the validation was selected. Then, the
BERT-fused models was tuned for 10 more epochs.
In the abstract translation task, due to the fact
that in-domain parallel data were not available, we
have explored training the model with different
combinations of the OOD parallel data, the ICD-10
training data and the backtranslated data. The ICD-
10 data and the backtranslated biomedical data have
been upsampled x5 and x10, respectively. In this
task, the baseline NMT was warmed up for 30
2https://github.com/bert-nmt/bert-nmt
3https://github.com/pytorch/fairseq
epochs, as the training data are much larger (longer
training times) and because we have seen no notice-
able improvement after the 30th epoch. Like in the
previous task, the BERT-fused models have been
tuned for another 10 epochs over the best baseline
model.
Evaluation of the models has beeen carried out
using the standard BLEU metric (Papineni et al.,
2002). In the case of the terminology translation
task, we have also used a case-insensitive strict
accuracy metric, in which an ICD-10 code descrip-
tion is considered correct only if it is a complete
string match with the reference (no partial scores).
5 Results
5.1 Terminology Translation
In the terminology translation task (Table 3a) all the
models have achieved high numerical results over
the validation set (> 73% accuracy and > 88.7
BLEU). In terms of translation scores, one could
say that this was an easy task and that it is almost
solved. However, we would like to argue that this
is not the case. Compared to other translation tasks
(e.g. abstracts, news, TED talks), the space of cor-
rect translations is much smaller in the ICD-10
task since even a single-word mistake (e.g. abscess
of bursa, right shoulder VS abscess of bursa, left
shoulder) may result in a misunderstanding with se-
rious consequences. Therefore, there is still margin
for improvement.
On the other hand, we have observed that the
BERT-fused NMT models have consistently out-
performed the baseline, on average by +1.61 per-
centage points (pp) of accuracy and by +0.7 pp of
BLEU. All pretrained BERT LMs have achieved
comparable results, yet surprisingly the bert-base-
uncased model has proved the best, despite be-
ing the only LM that had not been pretrained on
biomedical data.
5.2 Abstract Translation
In the abstract translation task (Table 3b) the over-
all performance of the models in terms of BLEU
scores has been considerably lower. This is un-
derstandable, as we did not have access to any
in-domain parallel data for training. The base-
line model using only the OOD parallel data has
achieved an 8.67 BLEU score.
Nevertheless, we have been able to improve this
result by applying our backtranslation and pre-
trained LMs. Just adding the backtranslated sen-
Training Data
Models
baseline bert-base-uncased bert-pubmed bert-mimic-pubmed bert-discharge-summaries
Accuracy BLEU Accuracy BLEU Accuracy BLEU Accuracy BLEU Accuracy BLEU
ICD-10 train 73.15 88.70 74.93 89.49 74.60 89.39 74.67 89.31 74.78 89.42
(a) Terminology translation. Average results of 3 independent runs.
Training Data Models
baseline bert-base-uncased bert-pubmed bert-mimic-pubmed bert-discharge-summaries
OOD Parallel 8.67 9.36 9.92 9.84 9.55
+ backtranslated general 11.57 14.34 13.71 14.83 13.97
+ backtranslated biomedical
and ICD-10 train/dev 13.91 14.25 12.39 13.42 11.87
(b) Abstract translation. Average results of 3 independent runs.
Table 2: Results over the validation sets.
tences from Wikipedia (backtranslated general in
Table 2) to the training set has improved the base-
line by +1.90 BLEU pp, and adding the biomed-
ical domain backtranslated sentences (backtrans-
lated biomedical) and the ICD-10 parallel data has
achieved a further +2.41 BLEU pp.
Additionally, we have observed comparable im-
provements with the BERT-fused NMT models,
which have again consistently outperformed the
baseline. In this case, the best performing pre-
trained LM has been the bert-mimic-pubmed model
(14.83 BLEU) trained using only the backtrans-
lated general data. This model has achieved an
incremental improvement of +6.16 BLEU pp with
respect to the baseline trained only over the OOD
parallel data. It is interesting to see that adding the
backtranslated biomedical data to the BERT-fused
NMT model has not resulted in any improvement,
probably because the data are more “noisy” (not
grammatically well-structured sentences) and have
fewer samples than the general backtranslations
(∼ 60, 000 vs 1.5 M).
5.3 Results over the Blind Test Sets
Table 3 shows the results achieved by our best per-
forming models over the test sets. The translations
made by our models have been submitted “blindly”
and the results have been computed by the organiz-
ers. Our proposed runs for the terminology transla-
tion task have performed similarly to the validation
set, achieving over 73% accuracy. On the contrary,
the systems submitted to the abstract translation
task have underperformed compared to the results
in the validation set. We speculate this is likely
due to the domain differences between our vali-
dation data and the test data. Even though both
datasets are composed of translations of biomedi-
Model Accuracy
bert-mimic-pubmed (run 1) 73.00
bert-discharge-summaries (run 2) 73.00
bert-base-uncased (run 3) 73.00
(a) Terminology translation.
Model BLEU
bert-mimic-pubmed (run 1) 5.30
bert-pubmed (run 2) 5.49
baseline (run 3) 5.28
(b) Abstract translation.
Table 3: Official results over the blind test sets.
cal abstracts, they are probably coming from differ-
ent databases and may have significantly different
writing styles.
6 Conclusion
This work has described the translation systems
submitted by the UTS NLP team to the WMT20
Biomedical Translation shared task. The proposed
systems are BERT-fused NMT models trained on
a combination of in-domain parallel data, out-of-
domain parallel data and backtranslations of mono-
lingual data. The experiments have shown that
combining pretrained BERT LMs and backtransla-
tions during training has contributed to achieve con-
siderable accuracy improvements with respect to
a standard transformer-based NMT model trained
only on the parallel data. Nevertheless, the offi-
cial test results have shown that the performance of
the systems can significantly drop if the translation
domain is different. Therefore, there is still signifi-
cant work to do to improve the domain adaption of
these models.
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