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AN ASYNCHRONOUS PULSE -AMPLITUDE PULSE-WIDTH 
MODEL OF THE HUMAN OPERATOR 
M. J. Merritt and G. A. Bekey 
INTRODUCTION 
In order to develop a model for  the behavior of a human operator per-  
forming a manual control task it is necessary to make some assumptions 
concerning the operator's inputs and outputs. If it is assumed that the op- 
erator utilizes the input continuously and produces continuous outputs then 
there are a wide variety of techniques which can be used to develop complete 
human operator models. 
(7 ,  l l ) ,  multiple linear regression (13 ) ,  and gradient search model iden- 
tification (8). Another assumption which has been studied is that the human 
operator samples the inputs periodically and produces continuous outputs. 
The physiology of the optical, neuro-muscular, and cerebral systems (9) 
supports this assumption. Sampling human operator models a r e  difficult 
to identify due to the interactions between the sampling rate and time con- 
stants in the continuous portion of the model. 
ments ( 1 , 2 )  and step inputs ( 5 )  complete human operator models have been 
identified. 
These techniques include spectral analysis 
Fo r  simple controlled ele- 
Although the physiology supports the use of sampled data models for 
human operators, many studies have produced no evidence of periodic 
sampling behavior. 
remnant was examined for periodicities corresponding to sampling phen- 
omena. No evidence of periodic sampling was found. However, experi- 
In a recent study (7) the power spectrum of the model 
ments conducted at the University of Southern California have shown that 
small random perturbations about a nominal sampling interval tend to 
mask periodicities in  the spectrum of the model remnant. 
havior of human operators is certainly aperiodic and possibly controlled by 
a supervisory input msnitor. 
The s a w l i n g  be- 
This results in aperiodic input dependent - 
sampling, which may also contain random variations in  the sampling in- 
terval. 
periodicities. 
If this is indeed the case, the model remnant would not contain strong 
When the dynamics of the controlled element contain two or more in- 
tegrations the performance of the human operator approaches that of a 
bang-bang system. In particular, the double integrator plant, l/s , usually 
elicits pulse responses from human operators (4,6, 14). A mathematical 
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model to represent this output behavior could contain sampled inputs with 
continuous supervisory control of the sampling. This supervised sampling 
extends the periodic sampling of previous models ( 1 , 2 )  to aperiodic input- 
dependent sampling. The pulse nature of theoutput makes it possible to 
relate pulse events to decision surfaces in the e r ro r  phase space (9, 15). 
The object of this paper is to describe the development of a human 
operator model which produces discrete outputs in response to continuously 
presented gaussian random inputs. 
identification of all model parameters a r e  described. 
Computer procedures for the complete 
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I. STATEMENT OF THE PROBLEM 
A block diagram of the compensatory tracking situation used in this 
study is shown in Figure 1, and a portion of a typical tracking record is 
found in Figure 3. 
position) reveals a sequence of pulses which a r e  roughly triangular in shape. 
For the purposes of this study, the actual human operator output was con- 
verted to the idealized human operator output, a s  seen in  Figure 3. The 
selection of symmetric triangular pulses as  ideal human operator pulses 
is arbitrary,  and other pulse shapes can be used. 
to t reat  each pulse a s  a seperate event, uncorrelated with previous pulses, 
in  order to keep the structure of the pulse model a s  simple a s  possible. 
The use of pre-programmed pulse sequences (3, 10, 12) presents an op- 
An examination of the human operator output (stick 
Further it was decided 
portunity for future extensions of the work. 
The idealized human operator output can be represented by a sequence 
of three-tuples: time of the pulse initiation, pulse amplitude, and pulse 
width. If  acausal relationship exists between the transient human oper- 
ator inputs and the pulse outputs, then the input record can be reduced to  
samples of the input in the vicinity of the pulse initiation. The objective o \I 
the present study is the determination of the relationships between these 
input samples and the pulse output. 
Since each event is treated independently, short t e r m  human operator 
variations a r e  easily computed. These variations a r e  the difference between 
the model outputs 
functions of these 
and the actual hurnan operator outputs. The distribution 
variations can be obtained and, i f  desired, can be re-  
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inserted as model perturbations to produce a human operator model statis- 
tically indistinguishable from the actual human operator. The distribution 
functions and their associated parameters (mean and moments) can be 
used as  measures of performance and state of training. 
11 THE EXPERIMENT 
The compensatory tracking task shown in  Figure 1 was mechanized 
using a Beckman 2132 analog computer, an X-Y oscilloscope and side arm 
control stick. Operator distraction was minimized by placing the manual 
control station inside a sound proof enclosure with approximately 40 db of 
audio attentuation. The operator wore an aircraft type headset with lip 
microphone for communication purposes. 
out a rmres ts  facing the display oscilloscope. 
The operator sat in a chair with- 
The control stick was ad- 
justable in position and contained an integral a r m  rest. 
justed the control stick and a r m  res t  into a comfortable position, 
cilloscope was placed at eye level. 
The operator ad- 
The os- 
The double integrator plant closely resembles an aircraft pitch axis, 
The input is elevator position and the output is altitude, In order to pre- 
serve this resemblance, the e r ro r  display was a rotating needle corres- 
ponding to a glide path indicator in an aircraft navigational /ILS display. 
Horizontal needle position represented zero e r ror .  
problems associated with actual instruments were avoided by simulating 
the glide slope needle with an oscilloscope containing a specially prepared edge 
lighted reticle. 
The frequency response 
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The control stick and oscilloscope were connected to the analog com- 
puter which converted the stick output t o a  voltage, computed the plant re-  
sponse, and generated the necessary X and Y axis signals for the e r r o r  
display. 
tain the e r r o r  and its exact derivative. 
By solving some of the equations explicitly it was possible to  ob- 
The inputs to the system were ob- 
tained by filtering the output of a low frequency gaussian noise source. 
filter transfer function was: 
The 
K 
3 F(s) = 
( 1 0 s  t 1) (s t l )  
An F M  magnetic tape recorder was used to record tracking data, which 
.was later digitized and stored on a disk fi le for digital processing, 
A single subject received approximately 20 hours of training over a 
period of one month. The training sessions consisted of 10 minutes of 
tracking with 10 minute res t  periods. One of the last  sessions was re-  
corded on magnetic tape. 
minutes of data was subsequently digitized. 
ized was 25 milliseconds or  40 samples per second. 
From the 10 minute session approximately 3 
The sampling interval util- 
The digitized data stored on the 1311 disk file was printed out and 
punched on IBM cards for permanent storage. The following data was pun- 
ched on IBM cards: 
1. 
2. 
3. 
The time of the pulse initiation. 
The time of the pulse termination. 
The peak amplitude of the pulse. 
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4. The values of e and 6 at the following times: 
a. 
b. 
e. 
One sample after the initiation of the pulse. 
A t  the s t a r t  of the pulse. 
The 5 samples prior to the start of the pulse. 
111 HUMAN OPERATOR MODEL 
In order to car ry  out modeling efforts, a basic model structure must 
be hypothesized. 
amination of the tracking record, Figure 3 ,  led to the model shown in 
Figure 2. 
an output consisting of a series of modulated pulses. 
amplitude of these pulses a r e  dependent on the e r ro r  and e r ro r  rate at some 
time prior to pulse initiation. Consequently, the next phase of the modeling 
effort consisted of investigating possible quantitative relationships between 
the input quantities (e r ror  and e r ro r  rate) and the output pulse events. 
Intuitive concepts of human operator behavior and an ex- 
This model is based on the assumption that the operator generates 
The width and 
A. Pulse amplitude relationships 
The amount of pulse amplitude modulation utilized by the human op- 
erator is evidenced in the distribution function of the pulse amplitudes, 
Figure 4. 
In fact, he utilizes a width range of amplitudes. 
evaluate the significance of the asymmetry which appears in the data. 
sider the idealized triangular pulse output record shown in Figure 3. 
relationship between the inputs and the pulse amplitude was 
Evidently the operator does not behave in a bang-bang mode. 
Further work is needed to 
Con- 
The 
6 
postulated to be: 
and c a r e  constants is the time delay, shown in Figuke 2, la  c2' 3 * T1 where c 
t. a r e  the times of pulse initiation, as shown in Figure3., and e and B a r e  
the human operator inputs. 
1 
and c a r e  easily determined for fixed values of 
1' 3 The constants c 
This procedure i s  natural since the digitizing of the tracking record T 
with a sampling interval of T = 25 milliseconds allows 7 to take on only 
discrete values which a r e  multiples of T. 
1" 
1 
Let T * be one of these fixed 
1 
values of T 
equations in three unknowns: 
If there a r e  N events (human operator pulses) then there a r e  N 
1' 
p1 = c1 e(tl - T *) t c2  6 (tl - T *) t c3 1 1 
3 
p2 = c1 e(t2 - T *) t c2  6 (t2 - T ~ * )  t c 1 (3) 
3 pN = c e(tN - T *) t c2 6 (t - T ~ * )  t c 1 1 N 
or;* in vector form 
(4) p = Ac 
where A is an N X 3 matrix of the values of e and 6 .  
criterion is: 
A least squares e r r o r  
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which is a positive definite quadratic function of the parameter vector, c. 
In expanded form. 
1 0 = p'p - 2c'A'p t c'A'Ac 
The gradient of the criterion function is: 
vcO = - 2 A ' p t  2A'Ac 
A stationary point of the criterion function i s  found by setting 
V L = o  
which yields 
A'Ac = A'p  
(7) 
( 9 )  
Finally 
c = L-A'A1-l A 'p (10) 
The parameter vector, c ,  which results from this computation repre- 
sents those values of c c and c which produce the best least squares 
fit between the pulse amplitude predicted by the model 
1' 2 3 
PM. = c e(t - T *) t c2G( t i -  7 *) + c 3  
1 1' 1 
1 1 i  1 1 
and the pulse amplitudes (p.) for  a given value of 
i =  1, 2, ... N. 
say 7 * and 
The criterion function, 8,  is a measure of the correlation between 
the model relationship and the experimental data. In order to gain more 
insight into the problem, the values of PMi may be plotted against the 
actual pulse amplitude p. for each of the N pulse events. If the human 
1 
operator were invariant with time and the model an exact representation, 
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the plotted points would lie on a straight line with a slope of one, cor- 
responding to a criterion function of zero. 
the optimal value for T can be selected from the set  of values T * used 
in the linear regression routine above. 
plots just described for various values of T * selecting the plot which 
produced the best visual approximation to a perfect straight line. 
second method is to select that value of T1* which produces the minimum 
There a r e  two ways in which 
1 1 
The first is  to examine the point 
1 
The 
criterion function, 8 .  Both methods will be used below in analyzing and 
interpreting the results from the least squares linear regression analysis. 
B. Computer Results 
A least squares linear regression routine mechanizing the procedure 
described above was written. 
of asymmetry in the human operator's response, the positive and negative 
pulses of the tracking record were analyzed separately. 
these computations a r e  tabulated in Table 3 and plotted in Figures 5 and 6 .  
In order to make possible the investigation 
The results of 
TABLE 3 
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A plot of the criterion function, 0, versus T1* is found in  Figure 6 .  
F r o m  this figure it can be seen that the minimums a re  well defined. The 
scatter plot of model pulse amplitude PM. versus the actual pulse ampli- 
tude p. is found in  Figure5. 
slope line. 
1 
The groupings a r e  quite close to the idehl unity 
1 
The optimum values for positive and negative pulses, re- 
spectively a r e  c = -0.062, -0.066; c2 = -0.125, -0.143; c = 2.16, ' 1 3 
-1.99; and T = 0.050, 0.100. The symmetry observed in these values 
contrasts with the large differences in optimum criterion function, 
8 - = 0.217. 
1 
= 492 and 
t 
In other words, the positive pulses produced poorer correla- 
tion than the negative pulses. 
following factors: a r m  motion asymmetry associated with the side a r m  
control stick, incomplete training, o r  the tendency of the operator to prefer 
This may be a result of one o r  more of the 
certain portions of the e r ro r  phase plane (also a well-known result of in- 
complete training). 
An analysis of the differences between human operator amplitude and 
the corresponding model pulse amplitude serves two purposes. The ac- 
curacy of the model may be measured and the distribution function of the 
human operator variations may be determined. The mean and standard 
deviation of these functions are:  
TABLE 4 
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The amplitudes of human operator pulses range from 0 . 5  to 6.0 volts, 
One standard deviation with a distribution function as shown in  Figure 4. 
represents about 40% er ror .  
standard deviation o r  the same distribution function could be added to the 
Alternatively, noise of the same mean and 
pulse amplitude model output. 
C. Pulse Width Relationships 
Preliminary analysis of the tracking records led to the hypothesis 
The results 
A 
the pulse width was proportional to the pulse amplitude. 
low indicate that this is not necessarily the best model structure. 
that 
be- 
fu- 
ture study might consider the pulse width as another degree of freedom 
which is determined independently of pulse amplitude. 
width versus pulse amplitude for each of the 150 events is found in  Figure 
A plot of pulse 
7. The pulse width appears to be independent of pulse amplitude. Least 
squares linear regression was used to determine the optimal parameter 
values in  the following equation: 
t 
2 C = pwi 
The positive and negative pulses were treated separately. The op- 
timal parameter values a re  c = -0.0205,-0.0492 and c = 0.7110, 1 2 
0. 3157. The differences between the human operator and the model out- 
puts were computed. The mean and standard deviation of these differences 
are: 
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TABLE 5 
The values of pw. range from 0. 3 to 0.9 seconds. One standard devia- 
1 
tion represents a maximum e r r o r  of 16010. As with the pulse amplitude 
model, the output of the pulse width model could be perturbed by 
random noise possessing the same distribution functions. 
D. Pulse  Initiation 
The results of the pulse amplitude model clearly demonstrate the ability 
The of the human operator to estimate the derivative of displayed signals. 
pulse initiation decision model is based on this ability and the intuitive 
feeling that the human operator utilized a control policy which results in 
a relatively simple decision surface in the e r r o r  phase space. 
of the e r ro r  phase plane trajectories immediately. preceding pulse initiation 
led to the observation that the human operator utilizes the favorable e r r o r  
rate in  the second and fourth quadrants by allowing the system to coast 
until the magnitude of the e r r o r  is sufficiently small. 
Inspection 
If  at that time, the 
e r r o r  
tion is 
events 
rate is still large, a new pulse event occurs. A further observa- 
that an e r ro r - e r ro r  rate dead zone exists inside of which no pulse 
a r e  generated. This is consistent with other human operator 
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tracking experiments [: 1, 151. 
Based on the above observations, it was hypothesized that the initiation 
of an output pulse by the human operator is a complex process which 
consists of several phases as follows: 
(a) Somewhere near the completion of an output pulse, 
monitoring of e and 6 by a decision element starts. 
(b) When the e r ror  trajectory enters pre- selected regions 
of the phase plane, a decision to produce a pulse is made. 
(c) Some time later a pulse is generated. 
The treatment of each pulse as an individual event places restrictions 
on the decision element. A number of investigators [ 1,2 ,7 ,9 ,  10, 15 ] 
have determined human operator reaction times to be between 150 and 
300 milliseconds. 
times between pulses. 
than 200 milliseconds apart. 
programmed pulse sequences [ 3, 12 1. 
In Figure 8 is found the distribution function of the 
There a re  a large number of pulses spaced less 
These pulses probably correspond to pre- 
The human operator generates 
single pulses (rate corrections) and pulse sequences (position corrections). 
A continuation of this study would include a pulse program decision element 
as described by Bekey and Angel [SI. 
identification of the decision element was undertaken. 
With this limitation in mind, the 
Inspection of the e r r o r  phase plane trajectories led to the pulse initia- 
tion model shown below in Figure 9 .  
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A criterion function selected in accordance with the verbal description 
above is 
where: 
R is the radius of a circular threshold region in the e r ro r  phase plane 
(See Fig. 9.) 
8 is an angle defined in Figure 9. 
t, is the time of initiation of the i-th pulse 
t. 
R and 8 in Fig. 9 is entered (i. e. ,  a decision to generate the i-th pulse 
is made by the model) 
1 
is the time at which the region of the e r ro r  phase plane defined by 
im 
T, is the time delay between decision and initiation, as defined by 
c. 
1 
7 = -  
2 150 
The criterion function, 
150 
( t i  - t i m )  
1 =  1 
eq. .(13) is the variance of the delay time. 
A systematic study of the R, 8 parameter plane was conducted. The 
optimum parameter values were found to be R = 4.0 volts, 0 = 35O and 
= 0.200 sec. The distribution of differences between model pulse in- T 2  
itiation and human operator pulse initiation times is found in Figure 10. 
The peak at 100 milliseconds late is probably due to preprogrammed pulse 
sequences. 
However , these results demonstrate the applicability of discrete decision 
elements to the development of input dependent sampling human operator 
The use of more complex decision elements is clearly indicated. 
models. 
14 
IV THE COMPLETE HUMAN OPERATOR MODEL 
The complete human operator model is shown in Figure 11. The 
parameters of this model have been identified as described above. The 
completely identified human operator model for one well trained subject is 
found in Figure 12. 
V SUMMARY OF RESULTS AND CONCLUSIONS 
The parameters of the human operator model shown in  Figure 11 were 
identified from experimental data taken from one subject in an advanced 
state of training. 
e r ro r  as a function of training. 
a number of interesting results: 
No records were made of the e r ro r  or measures of the 
The computational results brought to light 
(1) The delay time T 
and actual event was 200 milliseconds. 
the range of reaction times reported in the literature 
b, 2, 7, 9, 10, 153. 
(2) The numerical values for the time delays in Figure 12 
lead to the following sequence: (1) A decision is made to 
generate a pulse, followed by (2) a pause of 100-150 milli- 
seconds, (3) e (t) and 6 (t) we sampled (4) during the next 
50-100 milliseconds the amplitude and width of the pulse a r e  
between the model's decision to pulse 2 
The value is within 
computed (5) the pulse is generated. 
(3) The pulse amplitude and pulseewidth models for negative 
pulses produce better correlations with the experimental data 
than the models for positive pulses. This is clearly apparent 
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in the scatter plot, Figure 5 and in the values of the criterion 
function 6, Figure 6. 
training, the design of the side a r m  controller used, the 
position of the subject's a r m  relative to the controller or 
a characteristic of the particular human operator in this 
experiment. 
(4) The pulse amplitude models for positive and negative 
pulses are quite similar, despite considerable asymmetry 
in pulse amplitude distributions, Figure 4. 
(5) The results presented in Figure 8 strongly indicate 
that human operators utilize some pre-programmed pulse 
sequences. 
(6) If the differences between model results and experi- 
mental tracking data a r e  viewed as the result of short term 
human operator variations, then the statistics of the human 
operator variations a r e  dasily determined, [tables 4 and 53. 
From the present study it is not feasible to determine whether the model 
This may be the result of incomplete 
e r r o r s  observed a r e  random or functionally dependent on the human opera- 
tor inputs and input-output history. 
programmed pulse elements, more complex e r r o r  phase plane decision surfaces, 
and the effects of training on the model parameters and their aseociated 
distribution functions. 
Further studies should include pre - 
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