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The Rayleigh-Taylor instability (RTI) occurs in a broad range of processes in nature and tech-
nology. Analysing the power density spectrum of fluctuations in Rayleigh-Taylor (RT) flow is a
means of highlighting characteristic length- and time-scales, anisotropies and anomalous processes.
Raw time series from hot-wire anemometry measurements of Rayleigh-Taylor interfacial mixing ex-
periment by Akula et al., JFM 816, 619-660 (2017) are considered as a sample case to adjust the
parameters of a model power density spectrum. The results suggest that the power density spec-
trum of one of the flow components can be confidently modelled as the product of a power law
and an exponential. The data analysis is based on Whittle’s approximation of the power density
spectrum for independent zero-mean near-Gaussian signals to construct a Maximum likelihood Esti-
mator (MLE) of the parameters. Those that maximise the log-likelihood are computed numerically
through Newton-Raphson iteration. The Hessian of the log-likelihood is used to evaluate the Fisher
information matrix and provide an estimate of the statistical error on the obtained parameters.
The Kolmogorov-Smirnov test is used to verify the hypothesis that the ratio between the observed
periodogram and the estimated power density spectrum follows a chi-squared probability distribu-
tion. This step is performed to show goodness-of-fit. We also study the dependence of the model
parameters on the range of mode numbers over which the fit is performed.
PACS numbers: 47.20.Ma, 47.20.-k, 52.35.-g, 52.35.Py
Keywords: Rayleigh-Taylor interfacial mixing; Whittle approximation; Maximum Likelihood Estimator;
Rayleigh-Taylor instability; turbulence and turbulent spectra; Kolmogorov-Smirnov goodness-of-fit
I. INTRODUCTION
The Rayleigh-Taylor instability (RTI) develops at the
interface between fluids with different densities acceler-
ated against their density gradient [1, 2]. Intense in-
terfacial Rayleigh-Taylor (RT) mixing of the fluids en-
sues with time [1–6]. Its dynamics is believed to be
self-similar [1–6]. Particularly in RT mixing induced by
constant acceleration, the length scale in the accelera-
tion direction grows quadratically with time [1–6]. RTI
and associated mixing play important role in a broad
range of processes in nature and technology [7–9]. Ex-
amples include supernovae, inertial confinement fusion,
material transformation under impact, and fossil fuel ex-
traction [7–10]. The development of reliable methods of
analysis of experimental and numerical data is required
to better understand RT-relevant phenomena and to
achieve a bias-free interpretation of the results [7, 11, 12].
There are several challenges in studying RTI and RT
mixing: the stringent requirements on the flow imple-
mentation, diagnostics and control in experiments [7, 11–
16]; the necessity to accurately capture interfaces and
small-scale dissipation processes in simulations [17–20];
and the need to account for the non-local, multi-scale,
anisotropic, heterogeneous and statistically unsteady
character of the dynamics in theory [3, 11, 21, 22]. Fur-
thermore, a systematic interpretation of RT dynamics
from data alone is not straightforward and requires a
substantial range of highly resolved temporal and spatial
scales [11, 13].
Remarkable success was recently achieved in the un-
derstanding of the fundamentals of RT mixing [3, 11].
Particularly, group theory analysis found that symme-
tries, invariants, scaling and spectral properties of RT
mixing may depart from those of isotropic homogeneous
turbulence, and RT mixing may keep order, due to its
strong correlations, weak fluctuations and sensitivity to
deterministic conditions [3, 11]. This theory explained
experiments, where the order of RT mixing was preserved
even at high Reynolds numbers [5, 11, 14–16], and simu-
lations, where departures of RT dynamics from canonical
turbulent scenario were noted [17–20].
An important aspect of RT mixing that requires better
understanding is the effect of fluctuations on the overall
dynamics [3, 11]. The appearance of fluctuations in RT
flows is usually associated with shear-driven interfacial
vortical structures and with broad-band initial pertur-
bations [3, 5, 11, 12, 14–16]. It is commonly believed
that the former may produce small scale irregularities,
the latter may enhance the interactions of large scales,
and that both may lead RT flow to a self-similar state.
Nevertheless, we still need to clearly identify the source
of fluctuations in RT mixing in order to accurately quan-
tify their properties. We also need to determine whether
RT mixing is chaotic and sensitive to deterministic con-
ditions, or whether it is stochastic and independent of
deterministic conditions.
In this work, the properties of RT mixing are stud-
ied through scrupulous data analysis of experimental
data, guided by group theory considerations [7, 11].
Group theory outlines the invariance-based properties
of fluctuations, including their spectra and the span of
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2scales [7, 11, 23]. The resulting empirical model is a com-
bination of power-law and exponential functions which
describe the self-similar and scale-dependent parts of the
spectrum. We process the experimental data represented
by raw time series from hot-wire anemometry measure-
ments [5]. A formal statistical method is applied to the
analysis of RT mixing data (for the first time to our
knowledge). The method is based on Whittle’s approx-
imation of the power density spectrum. It constructs
the Maximum Likelihood Estimator (MLE) of the model
parameters, numerically solves the optimisation prob-
lem through Newton-Raphson iteration algorithm, and
estimates statistical errors via the use of the Fisher in-
formation matrix obtained from the Hessian of the log-
likelihood. The Kolmogorov-Smirnov test [24, 25] is ap-
plied to verify the goodness-of-the-fit. We find that, in
agreement with the theory, the power density spectrum
of experimental quantities is confidently described by the
product of a power law and an exponential.
II. DYNAMICS OF SELF-SIMILAR RT MIXING
Self-similar RT mixing has a number of symmetries, in
a statistical sense, and is invariant with respect to scaling
transformations. Since RT mixing is anisotropic and non-
inertial, these transformations are distinct from those of
isotropic inertial turbulence [3, 11, 23]. In canonical tur-
bulence, the invariant quantity of the scaling transfor-
mation is the rate of dissipation of specific kinetic energy
ε ∼ v3/L ∼ v3l /l, where v(vl) is the velocity scale at large
(small) length scale L(l) [13, 26, 27]. Its invariance is
compatible with the existence of an inertial interval and
a normal distribution of velocity fluctuations insensitive
to deterministic conditions [13, 21, 26, 27]. In RT mixing,
the invariant quantities of the scaling transformation are
the rate of loss of specific momentum µ ∼ v2/L ∼ v2l /l,
along with the rate of gain of specific momentum µ˜ ∼ g,
in the direction of acceleration with magnitude g, with
µ˜ ∼ µ, whereas the rate of dissipation (gain) of specific
energy is time-dependent ε(ε˜) ∼ g2t, where t is the cor-
responding time-scale [3, 11, 23].
In canonical turbulence, the invariance of the energy
dissipation rate leads to the spectral density of kinetic
energy fluctuations S(k) ∼ ε2/3k−5/3 (or S(ω) ∼ εω−2),
where S(k) (or S(ω)) is the spectral density and k(ω)
is the wave-vector (frequency). The span of scales is
constant L/lν ∼ L(ε/ν3)1/4 where lν ∼ (ν3/ε)1/4 is a
viscous scale and ν is a kinetic viscosity [13, 26, 27].
In RT mixing, the invariance of the rate of momentum
loss leads to the spectra for kinetic energy fluctuations,
S(k) ∼ µk−2(S(ω) ∼ µ2ω−3) and the span of scales
L/lν ∼ t2(µ4/ν2)1/3 growing with time [3, 11] L ∼ µt2,
lν ∼ (ν2/µ)1/3.
III. RESULTS
Fitting a theoretical power density spectrum to mea-
surements is usually approached by least-square tech-
niques. The latter may yield biased estimators when the
measurement errors are non-Gaussian. This may happen,
for instance, when the data is acquired from complex non-
linear and turbulent processes. Maximum-Likelihood Es-
timators (MLEs) may be used for providing i) an estimate
of the model parameters, ii) an estimate of the standard
error, iii) a fit rejection criterion to assess the match be-
tween observed and theoretical spectra. Some examples
of successful use of the MLEs include: the estimate of
the Batchelor cutoff wave-number in temperature gradi-
ent spectra of stirred fluid [28], peak significance testing
in the periodogram of X-ray light curves of active galax-
ies [29], the estimate of dissipation in turbulent kinetic
energy in environmental flows [30] and the spectral power
density in other applications [31].
In this work, we develop an MLE-based method to
analyse the raw RT data from hot wire anemometry in
order to i) estimate the parameters of a theoretical power
density spectrum in the form of a power law multiplied
by an exponential, ii) estimate the errors on those coef-
ficients and iii) test the statistical relevance of the fitted
model against the data.
A. Theoretical model of realistic data
From the theoretical point of view, we expect a power-
law spectra to be displayed over scales that are far from
the largest and smallest scale, and that span a substan-
tial dynamic range [3, 11, 13, 26, 27]. For the wave-vector
k ∈ (kmin, kmax), this implies that lg(kmax/kmin)  1
with kmin  K and kmax  kν , where K ∼ L−1, kν ∼
l−1ν . Similarly, for the frequency ω ∈ (ωmin, ωmax), this
implies that lg(ωmax/ωmin)  1 with ωmin  Ω and
ωmax  ων , where Ω ∼ L/v, ων ∼ lν/vν . While such
conditions are easy to implement in “mathematical flu-
ids”, they are extremely challenging to achieve in exper-
iments and simulations, where the values of K, kν are
usually finite and bounded [5, 11, 13, 32]. Hence, one
may expect the spectra to be influenced by processes
occurring at scales ∼ K and ∼ kν . The former corre-
sponds to long wavelengths and low frequencies, and is
usually associated with some initial conditions and with
effect of slow large-scale perturbations [11, 13, 26, 27, 32].
The latter requires more attention, since it is associated
with fast processes at small scales. Its influence may
lead to substantial departure of realistic spectra from
canonical power-laws. In isotropic homogeneous turbu-
lence, these departures are known as anomalous scal-
ings [13, 26, 27, 32].
In experiments, we expect the dynamics to be scale-
invariant at scales k  kν and be scale-dependent at
scales k ∼ kν [3, 11, 13, 26, 27, 32]. Scale-invariant
functions are power-laws and logarithms, and scale-
3dependent functions are exponentials [27]. An empirical
function behaving as a power-law kα for scales k  kν
and as an exponential exp(βk) for scales k ∼ kν has the
form S(k) ∼ kα exp(βk) (or S(ω) ∼ ωζ exp(σω)). For
turbulent and ballistic dynamics, larger velocities corre-
spond to larger length scales (smaller frequencies). This
defines the signs of parameters α, β < 0 (or ζ, σ < 0).
Note that the function S(k) ∼ kα exp(βk) has already
been applied in turbulence to describe realistic spectra
in classical experiments and simulations [13].
In our data analysis study, we use the model func-
tion S(k) ∼ kα exp(βk) to analyse the raw time series
hot-wire anemometry data of RT interfacial mixing ex-
periment, and adjust its parameters to the experimental
power density spectrum. Details of the experiment can
be found in Akula et al. [5] ([2017]).
B. Periodogram smoothing via Whittle MLE
(spectrum fitting method)
Hot-wire anemometry is an experimental technique
whereby fine temperature fluctuations are acquired at a
fixed (Eulerian) position in a flowing gas stream. The
change in resistance of the wire is due to heat ex-
change with the fluid and is some measure of the flow
velocity. For isotropic, homogeneous and statistically
steady flows, the measured temperature fluctuations can
be viewed as fluctuations of specific kinetic energy of
the fluid. This makes hot-wire anemometry a robust
and reliable method of diagnostics for canonical turbu-
lence [12, 13, 32]. RT mixing flows are anisotropic, in-
homogeneous and statistically unsteady. More caution
is required in the interpretation of hot-wire anemometry
measurements of RT mixing flows [12]. To obtain some
information on the properties of fluctuations in RT mix-
ing, multiple wires with different orientations can be used
to measure temperature (resistance) fluctuations in the
direction of acceleration and in the other two transverse
directions. In analogy to canonical turbulence, the mea-
sured temperature (resistance) fluctuations are labelled
as fluctuations of the w, u, and v components of the Eu-
lerian velocity field respectively.
In this work, we consider experimental data from 3-
wire anemometry of RT mixing obtained at the multi-
layer gas tunnel facility. The details of the experiments
and the data can be found in Akula et al. [5] ([2017]).
This paper is focused on the development of a method
for analysing the data. Hence, we consider only one com-
ponent of the flow, namely the v component. The com-
parative study of fluctuations of RT mixing and the in-
terpretation of experimental data is conducted elsewhere.
The experimental data come in the form ofN ∼ 50, 000
reals X0, . . . , XN−1 recorded at constant sampling inter-
vals ∆t in time, see Figure 1. The signal consists of a
zero-mean stationary times series with one-sided power
spectral density S(f). In particular, the joint marginal
distribution of any part of the series is assumed to be the
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Figure 1. Experimental time series for the normal compo-
nent v of the flow. The data is normalised by the standard
deviation.
same as any other part with the same length[33].
For N even, we compute the discrete Fourier transform
(DFT) as the list of complex numbers X˜1, . . . , X˜N/2−1,
X˜k =
N−1∑
j=0
Xje
−2piijk/N . (1)
The zeroth Fourier coefficient vanishes X˜0 =
∑N−1
j Xj =
0 because only the fluctuating part is considered. The
periodogram consists of the list of reals Ik = |X˜k|2/N ,
k = 1, . . . , N/2− 1, see Figure 2.
For an easier graphical comparison between signals
with presumably different length-scales, the data is nor-
malised by the standard deviation and the periodogram
by the data variance. The latter is motivated by the
following property of the DFT
〈X2〉 ∼
N−1∑
n=0
X2n
N
=
N/2−1∑
k=0
2Ik
N
⇒ I¯ := I
N
2 〈X2〉
. (2)
This normalisation is not enforced in the fitting proce-
dure because the true variance is unknown.
We presume that, under suitable conditions [34],
each Fourier coefficient X˜k forms a pair of nor-
mally distributed random variables whose variances
are approximately equal to the power spectral density,
Var(Re(X˜k)) = Var(Im(X˜k)) = S(k). The periodogram
may thus provide an estimate of the power spectral den-
sity such that, for a fixed mode number k, the ratio
Yk :=
2Ik
S(k)
d∼ χ22, p(Ik) = pχ22(Yk)
2
S(k)
=
e−Ik/S(k)
S(k)
,
(3)
is approximately distributed as a chi-square random vari-
able with 2 degrees of freedom[34]. Furthermore, the list
{Yk}N/2−1k=1 forms a collection of (heteroskedastic) ran-
dom variables that are approximately independent, i.e.
Cov(Yk, Yk′) → 0 as N → ∞ for k 6= k′. Whittle [35]
exploited the asymptotic behaviour of the periodogram
to construct a Maximum Likelihood Estimator (MLE)
based on the following quasi-likelihood function, over the
range of mode numbers k = kl, . . . , kr,
lnL(S; kl, kr|X0, . . . , XN−1) = −
kr∑
k=kl
[
lnS(k) +
Ik
S(k)
]
,
4where kl and kr are (arbitrary) left and right cutoffs.
As discussed in section II, we propose to model the RT
component of the experimental spectrum in the form of
a power law multiplied by an exponential,
SRT (k) = Ck
αeβk = eα ln k+βk+γ . (4)
We also find useful to account for a low level of instru-
mental noise [28]. The power density spectrum is then
modelled as
S = SRT + SNoise (5)
where the simplest possible noise model is applied.
Specifically, a constant white noise of S
Noise
∼ 10−6−10−9
mimics the flattening of the periodogram at high mode
numbers k > 3000, see Figure 2.
The goal is to estimate the three parameters control-
ling the RT component of the spectrum. Defining the
vectors ~θ = (α, β, γ) and ~φ(k) = (ln k, k, 1), we compute
the gradient of the log-likelihood as
∂~θ lnL(~θ; kl, kr|X0, . . . , XN−1) =
−
kr∑
k=kl
SRT (k)
S(k)
(
1− Ik
S(k)
)
~φ(k), (6)
as well as the Hessian as
∂2~θ~θ lnL =: H(~θ) =
−
kr∑
k=kl
SRT (k)
2
S(k)2
[
Ik
S(k)
+
(
1− Ik
S(k)
)
S
Noise
SRT (k)
]
~φ(k)~φ(k).
(7)
The Maximum likelihood is obtained numerically
through a Newton-Raphson method within 6-7 iterations.
The scheme and stopping condition are
θˆi+1 = θˆi−H−1i ·∂~θ lnLi ⇒ θˆ s.t. ‖∂~θ lnL(θˆ)‖ <  ∼ 10−15
(8)
with the initial condition θˆ0 obtained via Ordinary-Least-
Squares on the log of the periodogram.
C. Error estimation
The (co)variance on the estimated parameters is
bounded from below by the Fisher information matrix
of the likelihood function, i.e.
Cov(θˆ, θˆ) ≥ I−1(~θ) ≈ −H
−1(θˆ)
N
. (9)
The error on the model parameters is thus estimated as
θˆ ± σ, where σi =
√
−H−1ii /N .
D. Goodness-of-fit
We apply the Kolmogorov-Smirnov (KS) test[24, 25]
to determine whether the alternative hypothesis has sta-
tistical significance under the null hypothesis. Our null
hypothesis is that the ratio between the observed peri-
odogram and the model power density spectrum is dis-
tributed according to a chi-squared distribution with 2
degrees of freedom, Yk =
2Ik
S(k)
d∼ χ22. Departure from the
assumed behaviour is detected through the KS test by
quantifying the probability, pKS , that discrepancies are
due only to statistical uncertainty. In the event pKS is
too low, the discrepancies cannot be explained by uncer-
tainty and so the null hypothesis is unlikely (rejected).
In detail, the Empirical Distribution Function (EDF)
of the η = kr − kl + 1 ordered observations Y1 < Y2 <
. . . < Yη,
Fη(x) =
1
η
η∑
k=1
1(−∞,x](Yk) , 1A(z) :=
{
1 z ∈ A
0 z /∈ A (10)
is compared to the chi-squared Cumulative Distribution
Function (CDF) Pχ22 . The maximum absolute difference
between the two distributions,
Dη := sup
x
|Fη(x)− Pχ22(x)|, (11)
is used as a test statistic. Under the null hypothesis,
the value
√
ηDη is a random variable distributed asymp-
totically according to the so-called Kolmogorov distribu-
tion [36], i.e.
√
ηDη
η→∞−→ K. The null hypothesis is
rejected if the distance is larger than the critical value
at the significance level α. In other words, given a sig-
nificance level of α = 5% (as per the usual convention),
one computes the critical value Kα for which the random
variable
√
ηDη should remain inferior to in 1− α = 95%
of the time. If the observed data is such that
√
ηDη > Kα, Pr(K ≤ Kα) = 1− α, (12)
then accepting the MLE fit consists of a type II error.
The p-value of the test pKS := P (K ≥ √ηDη) quan-
tifies the probability under null hypothesis of witnessing
a discrepancy greater or equal than that observed. We
interpret a high value of pKS > 5% to indicate a con-
sistent MLE fit. A low value of pKS is interpreted as
an inconsistency of the fitting assumptions with the data
in regards to (i) the noise model; (ii) the left and right
cutoffs, kl and kr; (iii) the stationarity of the time series.
The p-value will be quoted in the results as a measure of
goodness-of-fit.
IV. PROPERTIES OF RT DATA
A. Spectral properties of experimental data
Figure 2 shows the periodogram computed from the
times series in Figure 1 characterising fluctuations in
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Figure 2. Periodogram of the v components of the RT flow
rate on a log-log scale (normalised by the data variance). The
black line is the resulting fit from the MLE of the power law
and exponential decay rate coefficients α and β over a broad
range of mode numbers k = 101−3000, assuming a noise level
of S
Noise
= 10−7. Grey-coloured data points were excluded
from the fit.
the normal component v of the flow. The black line in
this Figure represents the model power density spectrum,
whose parameters are adjusted through the fitting proce-
dure described in section III B. For this particular MLE
fit, a broad range of mode numbers k = 101− 3000 is se-
lected. The “active” modes are highlighted by colouring
the data in green. The grey data depicts the amplitudes
of the periodogram that have been excluded from the fit.
The end “tail” of the periodogram beyond k > 4000 pre-
dominantly reflects instrumental noise. The fitted power
density spectrum becomes flat above k > 4000 due to the
choice of noise level at S
Noise
= 10−7. This adjustable
parameter acts effectively as a cutoff by reducing the im-
portance of amplitudes below S
Noise
in the MLE. S
Noise
is
selected to be visually consistent with the data.
At high mode numbers, an exponential behaviour is
revealed by the non-vanishing β coefficients. This expo-
nential behaviour is even more prominent from the strong
linear correlation between k and lnSRT (k) ∼ βk on a lin-
log scale (not shown here). The associated characteristic
length-scale corresponds to k ∼ 1/β ∼ 1000, which is
much lower than both the right fitting limit ∼ 3000 and
the instrumental noise beyond k > 4000. This indicates
that the corresponding length-scale is a physical feature
of the flow.
At low mode numbers, the power-law dominates over
the exponential term. The fitted power density spectrum
thus approaches a line with slope α in log-log scale. Be-
low k < 70 however, the fit significantly overestimates
the periodogram, as seen through the rise of the black
line well above the data points. This departure can be
interpreted in several ways. Possible interpretations in-
clude: the statistical unsteadiness of the flow, sensitiv-
ity to deterministic conditions, presence of zonal com-
ponents, experimental bias, etc. This behaviour is con-
sistent with sensitivity of the dynamics to some initial
conditions at very large length scales (small mode num-
bers) and with the exponential character of spectra in
deterministic chaos.
From the data analysis point of view, there is an arbi-
trariness in defining the left limit kl of the mode number
range. The effect of the mode number range on the pa-
rameter estimation is discussed in more detail in section
IV C. Briefly, the α coefficient from the MLE fit becomes
smaller in absolute value when the left limit is lowered.
This may mean that the power-law loses relevance when
the mode number range is extended to the left, since
the flattening at low mode numbers can be achieved by
the exponential term alone. The goodness-of-fit however
worsens as we lower the left limit kl. The fit must actu-
ally be rejected below kl < 30 for v with fixed kr = 3000.
An equivalent MLE fitting procedure can be applied
to verify whether the periodogram can be described only
by an exponential term or only by a power-law. While
reasonable parameter estimations may result from this
procedure, almost every evaluation of the goodness-of-fit
leads to a rejection of the fits. This suggests that the
dynamics is characterised by a power density spectrum
that is at least as complicated as the product of a power-
law and an exponential decay.
B. Analysis of residuals and goodness-of-fit
The procedure described in section III D is applied to
the MLE fit reported in Figure 2 to assess the goodness-
of-fit. The KS test returns a p-value of pKS = 43.6% >
5%. The probability of witnessing a greater discrepancy
between the fit and the data through statistical uncer-
tainty is larger than the adopted rejection level of 5%;
we interpret the MLE fit as being consistent/valid.
The top plot of Figure 3 shows the details of the
goodness-of-fit procedure by comparing the empirical cu-
mulative distribution function of the collections of ratios
Yk = 2Ik/S(k) (solid coloured curve) and the chi-squared
CDF (dashed black curve). The difference between the
graphs is almost imperceptible. The coloured curve on
the bottom plot of Figure 3 is the absolute maximum dif-
ference between the empirical and chi-squared CDF and
the dashed line represents the critical value from the KS
statistics D5% ∼ 2.5 × 10−2 beyond which the MLE fit
must be rejected. As seen on Figure 3, the dashed line is
not exceeded.
C. Scan of left and right mode number limits
In this section, we study the dependence of the MLE
fit on the range of mode numbers, particularly on the left
and right cutoffs, kl and kr respectively.
Figure 4 shows that the power-law index varies be-
tween −3 and 0 as a function of the left and right win-
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Figure 3. KS test comparing empirical cumulative distribu-
tion function of Yk = 2Ik/S(k) with chi-square CDF for MLE
fit of Figure 2. The dashed black lines in the second row high-
light the critical value of the absolute maximum difference at
5% significance level.
Figure 4. Dependence of the estimated power law exponent
α on the left and right cutoffs for the v-component of the
velocity.
dow limits kl and kr. For a fixed upper limit kr, the
power-law index almost vanishes when the lower limit
kl is low, which is explained by the fact that the peri-
odogram flattens between 1− 100 on a log-log scale and
only the exponential term may generate this behaviour.
The power-law index decreases to around −2.25 as the
left cutoff kl is raised to kl ≈ 180. Beyond this value, the
evolution of α depends on the right cutoff kr; α becomes
even more negative if the right limit is below 1100 or in
the range of 1400− 1700, but stays constant if the mode
Figure 5. Dependence of the estimated exponential decay
coefficient β on the left and right cutoffs for the v-component
of the velocity.
Figure 6. Dependence of the KS-test pKS-value on the left
and right cutoffs for the v-component of the velocity.
number range is 2000− 2400.
On Figure 5, the exponential decay rate is shown to
vary as a function of the mode number window inversely
to the power-law index, reaching values between −7 ×
10−3 and 0. The α and β estimates being positions of
maximum likelihood, their variation is correlated with
7respect to changes in parameters such as kl and kr. The
correlation can be understood by considering the log of
the power density spectrum lnSRT = α ln k+βk+γ as the
weighted sum of the three basic functions ln k, k and 1,
where the power-law has an influence on the exponential
term and vice-versa under the projection method that is
MLE.
Figure 6 displays the variation of the p-value of the KS
test. The rejection region extends to a nearly rectangle
bound by kl < 80 and kr > 1300.
V. DISCUSSION
We have studied the spectral properties of Rayleigh-
Taylor mixing by analysing experimental hot-wire
anemometry data, Figures 1-6. Guided by group the-
ory, we have developed a formal statistical procedure for
fitting the parameters of a given model power density
spectrum to experimental time series, Eqs. (1-12). The
method applies Maximum-Likelihood Estimation to eval-
uate the model parameters, the standard error and the
goodness-of-fit. For the latter, the Kolmogorov-Smirnov
test has been employed. The instrumental noise at the
high-end of the spectrum has been incorporated into the
model through a low level of white noise. The depen-
dence of the fit parameters on the range of mode num-
bers, particularly on the left and right cutoffs, has been
thoroughly investigated. We have considered the sensi-
tivity of the parameter estimations to the span of scales,
the left and right cutoffs, and the choice of noise level,
Figures 1-6.
Bias-free methods of analysis and systematic interpre-
tation of experimental and numerical data is necessary to
“get knowledge from the data” of Rayleigh-Taylor mixing
and to better understand Rayleigh-Taylor-relevant phe-
nomena in nature and technology [3]. Our work is the
first (to the authors’ knowledge) to approach this task [7].
Our analysis of hot-wire anemometry data finds that the
power density spectrum of experimental quantities is con-
fidently described by the product of a power-law and an
exponential, Figures 1-6. In the self-similar sub-range,
Rayleigh-Taylor spectra are steeper than those of canon-
ical turbulence, suggesting that RT mixing has stronger
correlation and weaker fluctuations when compared to
canonical turbulence. In the scale-dependent sub-range,
the spectra are exponential rather than power-law, sug-
gesting chaotic rather than stochastic behaviour of the
fluctuations in Rayleigh-Taylor mixing. These results
agree with group theory analysis [3, 11, 21–23]. They
are also consistent with the existence of anomalous scal-
ing in realistic experimental spectra of canonical turbu-
lence [13, 32].
Our analysis of the experimental hot-wire anemometry
data has applied a number of assumptions, Eqs. (1-12).
Particularly, the spectrum of fluctuations is an accurate
diagnostics of statistically steady turbulence, whereas
Rayleigh-Taylor mixing is statistically unsteady [3, 11,
13, 21–23]. Fluctuations in the wire resistance can be
viewed as fluctuations of specific kinetic energy in canon-
ical turbulence; a more accurate consideration is required
for Rayleigh-Taylor mixing with strongly changing scalar
and vector fields [5, 12, 13]. Maximum-likelihood esti-
mations impose strong requirements on statistical prop-
erties of times series; these requirements are challeng-
ing to obey in Rayleigh-Taylor mixing [3, 7, 11, 33–
36]. The Kolmogorov-Smirnov test reliably quantifies
goodness-of-fit in a multi-parameter system fluctuating
about its mean; more caution is required to quantify
goodness-of-fit of fluctuations (in a sense - a noise of
the noise) [3, 7, 11, 24, 25]. Further developments are
in demand on the fronts of experiment, theory, simu-
lation and data analysis, in order to better understand
the statistical properties of realistic non-equilibrium pro-
cesses, such as anisotropic, inhomogeneous, statistically
unsteady Rayleigh-Taylor mixing [3, 7, 11–13].
Note that the technique presented in this work may
require alterations to treat filtered and processed signals,
since it relies on (i) the canonical relation between the
Fourier coefficients of a zero-mean stationary time series
and its power spectral density; (ii) the asymptotic inde-
pendence of the signal’s covariance matrix as a function
of mode number Eqs. (1-12).
To conclude, we have developed a method of analy-
sis of spectral properties of Rayleigh-Taylor mixing from
raw hot wire anemometry experimental data, and have
found that, in agreement with the theory, the power den-
sity spectrum of experimental quantities is confidently
described by the product of a power-law and an expo-
nential.
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