Abstract. The main topic of this paper is the group invertibility of operators in Hilbert spaces. Conditions for the existence of the group inverses of products of two operators and the group invertibility of anti-triangular block operator matrices are studied. The equivalent conditions related to the reverse order law for the group inverses of operators are obtained.
Introduction.
Let H be an infinite-dimensional complex Hilbert space. Denote by B(H) the Banach algebra of all bounded linear operators on H; and the range and nullspace of T by R(T ) and N (T ), respectively. Recall that the adjoint T * of a linear operator T on a Hilbert space H is defined as the linear operator satisfying the condition (T x, y) = (x, T * y) for all x, y ∈ H. When T = T * , T is called selfadjoint. Let P U be the orthogonal projection onto closed subspace U ⊂ H and P U,V be the idempotent with R(P U,V ) = U and N (P U,V ) = V . The direct sum and the orthogonal direct sum are denoted by U ⊕ V and U ⊕ ⊥ V , respectively. It is clear R(P U ) + N (P U ) = U ⊕ ⊥ U ⊥ = H and R(P U,V ) + N (P U,V ) = U ⊕ V = H. An operator T is generalized invertible if there is an operator S such that (I) T ST = T. The operator S is not unique in general. In order to force its uniqueness, further conditions have to be imposed. The most convenient additional conditions are (II) ST S = S, (III) (T S) * = T S, (IV) (ST ) * = ST, (V) T S = ST.
One also considers the condition (I k ) T k ST = T k , where k is a fixed positive integer. Clearly, (I) = (I 1 ). Elements S ∈ B(H) satisfying (I) are called {1}−inverses of T and is denoted by S = T − . Similarly, (I, II, V)-inverse is called group inverse and is denoted by S = T # . (I, II, III, IV)-inverse is Moore-Penrose inverse and is denoted by S = T + . And (I k , II, V)-inverse is Drazin inverse and is denoted by S = T D , where k =ind(T ), the Drazin index of T , is the smallest nonnegative integer for which R(T k+1 ) = R(T k ) and N (T k+1 ) = N (T k ) (see [17] ). In particular, when
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Group Invertibility of Operators 493 1 =ind(T ), the operator T D is called the group inverse of T , and is denoted by T # . When ind(T ) = 0, the group inverse is the standard inverse, i.e. T # = T −1 . An operator T ∈ B(H) has the Moore-Penrose inverse T + if and only if R(T ) is closed. The Moore-Penrose inverse T + is unique and T T + = P R(T ) and T + T = P R(T * ) (see [5] ). In addition, if T ∈ B(H) is positive, then T T + = (T T + ) * = (T + ) * T * = T + T . An element T ∈ B(H) is said to be EP (see [12] ) if T # = T + . And T is EP if and only if T + T = T T + if and only if T is group invertible and T # T is self-adjoint.
In this paper, we often restrict our attention to operator with ind(T ) ≤ 1; i.e., the group invertible operators. For T ∈ B(H), the group inverse (if exists) of T is unique (see [5, 10] ). An element T ∈ B(H) is group invertible if and only if there is an idempotent P ∈ B(H) such that T + P is invertible, T P = 0 and T P = P T . If these conditions are satisfied, the group inverse T # of T is given by T # = (T + P ) −1 (I − P ), and the idempotent P = T π = I − T T # (see [16] ). In this paper, we give necessary and sufficient conditions for a product of two operators to be group invertible. Some equivalent conditions by the reverse order law of group inverses are obtained. Furthermore, using the standard inverses of operators, we give some equivalent conditions for the existence of the group inverses of anti-triangular matrices.
2. The group invertibility of the products of two operators. First, we recall that, for a bounded linear operator T and the idempotent P L,M , the following properties hold, which was given in [18] for Hilbert C*-modules.
For A, B ∈ B(H), we say A and B are similar (written A ∼ B) if there is an invertible operator S ∈ B(H) such that SA = BS. We remark that any operator T ∈ B(H) has a matrix representation on
The following properties of group inverses will be used later.
Lemma 2.2. Let T, B ∈ B(H).

(i) If T ∼ B, then B is group invertible if and only if T is group invertible.
(
The following are equivalent:
If A and B are n × n complex matrices, then (AB)
2 B (see [8] ). For A, B ∈ B(H), if BA is group invertible, then it is easy to get the following results. 
AB and BA are group invertible, then (AB) 
The group inverse over a Bezout domain had been studied by C. Cao and analogous results had been obtained (see [7, Theorem 
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where U is the unilateral shift operator defined by
Then M is group invertible (in fact M invertible). But not both U and U * are group invertible. In fact, U is an isometry. The range of U is not l 2 but a proper subspace of l 2 , the subspace of vectors with vanishing first coordinate. Since the spectrum of the unilateral shift U is the closed unit disc, 0 is not the isolated point of the spectrum of U . Hence, neither U norU * is group invertible.
Recall that asc(T ) (resp., desc(T )), the ascent (resp., descent) of T ∈ B(H), is the smallest non-negative integer n such that N (T n ) = N (T n+1 ) (resp., R(T n ) = R(T n+1 )). It is well known that desc(T ) = asc(T) if asc(T ) and desc(T ) are finite ( [17] ) and this common value is known as the Drazin index of T , denoted by ind(T ). In [6, 7] , some necessary and sufficient conditions for the existence of the group inverse for square matrix are given. Here, we will show that some results do not hold for operators in Hilbert spaces. As for the group inverse of upper triangular operator matrices, we have the following result. 
For every z ∈ R(A), there exists x ∈ H such that
Hence, there exists u ∈ H and v ∈ K such that
Hence, ind(A) = 1, i.e., A is group invertible. Now, A as an operator acting on
respectively, where A 1 and D 1 are invertible. Let
Then S is invertible,
and 
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Since M is group invertible, N = 0
Sufficiency: Assume that both A # and D # exist. By (2.2) and (2.3), A π BD π = 0, and thus,
(ii) The claim follows easily from (2.3), and the formula for the group inverse can be readily verified.
(iii) The sufficiency has been shown in (i). For the proof of the necessity, since the dimension of H is finite, asc(A) and desc(A) are finite and desc(A) = asc(A) (see [17] ). If M is group inverse, by the proof of (i), N (A 2 ) = N (A). So desc(A) = asc(A) ≤ 1 and A is group invertible. The necessity follows immediately by (i) and the fact that M and A are group invertible.
In [7] , C. Cao and J. Li shown that BA is group invertible if AB is group invertible and AB ∼ BA, where A, B ∈ R n×n and R is a Bezout domain. We can generalize this result to the operators on an arbitrary Hilbert space.
Theorem 2.6. Let A, B ∈ B(H). If any two of the following hold, then the remaining one holds:
Proof. (i),(ii)⇒(iii): Let AB and BA be group invertible, P = (AB)
respectively, where X ∈ B(N (P )) and Y ∈ B(N (Q)) are invertible. Since Q = I − BA(BA)
Hence, 
Theorem 2.7. If A, B ∈ B(H) are group invertible and R(A) = R(B), then AB and BA are group invertible. Furthermore,
Proof. Since A, B ∈ B(H) are group invertible and R(A) = R(B), we have
If A, B ∈ B(H) are EP operators and 
Theorem 2.7 also implies that A 2 is group invertible and ( 
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So R(AB) = R(ABA). Analogously, since BA, A * B * and B * A * are group invertible, the remaining equations in (2.4) can be proved in the same way.
Sufficiency: If R(AB), R(BA) are closed and (2.4) holds, then
. This implies ind(AB) ≤ 1. Hence, AB is group invertible. Analogously, BA is group invertible.
BA are group invertible.
, then AB and BA are group invertible. 
. Hence, (iii) and (iv) in (2.4) hold. By Theorem 2.9, AB and BA are group invertible.
(ii) Note that R(AB) = AR(B) = AR(BA) = R(ABA). Analogously, we can show (ii)-(iv) in (2.4) hold, which gives the assertion via Theorem 2.9.
. These give the assertion via Theorem 2.9.
Next, the equivalent conditions related to the reverse order law for the group inverses of operators are studied.
Theorem 2.11. Let A, B, AB ∈ B(H) be group invertible. Then
In addition, if A, B, BA π are group invertible, then the following are equivalent: 
Proof. Since A and B are group invertible, A, A # , B and B # as bounded linear operators acting on N (A π ) ⊕ R(A π ) can be written as
respectively. Since AB = A 1 B 1 A 1 B 3 0 0 is group invertible, by Theorem 2.5(i),
Note that A π = 0 ⊕ I. We get
On the other hand, if (I − A π )BA π = 0, then B 3 = 0 and (AB)
Now, assume that A, B, AB, BA π are group invertible. 
(i)⇔(iii): It is clear that (iii)⇒(i). So we only need to show that (i)⇒(iii). Note that (AB)
It follows that B
Hence, B 4 = 0 and B = B 1 ⊕ B 2 .
(ii)⇔(iv): This is similar to the proof of (i)⇔(iii). 
Let dim(M) denote the dimension of subspace M. If dim(R(A)) is finite, we have the following result. From Theorem 2.11 and Corollary 2.12, we know that (AB) # = (BA) # in general. It is well-known that the product of two self-adjoint operators A and B, is a self-adjoint operator if and only if AB = BA. By [9, Theorem 3] , the product of two commuting EP operators is also an EP operator. The next result shows that the product of two commuting group invertible operators is also group invertible. Theorem 2.13. Let A, B ∈ B(H) be commutative closed range operators.
Corollary 2.12. Let A, B, AB ∈ B(H) be group invertible and dim(R(A)) be finite. Then the following are equivalent:
(i) (AB) # = B # A # ; (ii) (BA) # = A # B # ; (iii) R(AB) = R(BA) and N (AB) = N (BA); (iv) R(A * B * ) = R(B * A * ) and N (A * B * ) = N (B * A * ); (v) A = A 11 ⊕ A 22 ⊕ 0 ⊕ 0, B = B 11 ⊕ 0 ⊕ B 33 ⊕ 0,
(i) If one of A and B is group invertible, then R(AB) is closed.
(ii) If A, B are group invertible, then AB is group invertible, and , 2) , B 11 are invertible with A 11 B 11 = B 11 A 11 . Now we have
Proof. (i) Let
(2.8)
We call (A, B) is a commutative group invertible operator pair if A, B ∈ B(H) are group invertible and AB = BA. The following theorem has an independent interest. Theorem 2.14. Let A, B, C, D ∈ B(H), (A, B) and (C, D) be commutative group invertible operator pairs, respectively. For arbitrary X ∈ B(H),
Proof. Note that (A # ) # X(C # ) # = AXC for every group invertible operator A and C. To complete the proof, we only need to prove the necessity. Since (A, B) is commutative group invertible operator pair, by (2.8),
where A 11 B 11 = B 11 A 11 . Similarly, since (C, D) again is commutative group invertible operator pair,
where
Then, by (2.11), Comparing the two sides of the above equation and, using the invertibility and commutativety of related operators, we have X 12 = 0, X 21 = 0, X 22 = 0 and
Corollary 2.15. Let A, B ∈ B(H) be group invertible. For arbitrary X ∈ B(H), the following hold: (i) If there exist P 0 , Q 0 ∈ B(H) such that P 0 P A = A and AQQ 0 = A and U is invertible, then T = P AQ is group invertible.
(ii) If P and Q are invertible, then where P 0 and Q 0 satisfy P 0 P A = A and AQQ 0 = A. From
we deduce that T G = HT 2 G = HT and
Hence,
i.e., X is the group inverse of T. Moreover,
(ii) By (i) we know that T = P AQ is group invertible if U is invertible. Now we prove that U is invertible if T = P AQ is group invertible. Note that A is an operator from R(A * ) ⊕ N (A) into R(A) ⊕ N (A * ), P is an operator from R(A) ⊕ N (A * ) into H, Q is an operator from H into R(A * ) ⊕ N (A) having the forms
respectively, where A 1 ∈ B(R(A * ), R(A)) is invertible. Since P, Q are invertible and A − exists, we have the representations
and
where A ′ i , i = 2, 3, 4 are arbitrary. Then T = P AQ = P 1 A 1 Q 1 ,
Let X be the group inverse of T . Then 
In this case, 
By (i)(c) of this theorem we arrive the result. Theorem 3.2 (ii), the group invertibility of M doesn't imply that M A is group invertible in general. We can see from the following example. 
