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Abstract 
This thesis describes the design, construction and initial operation of the Canter-
bury University Stratosphere-Troposphere Atmospheric Radar (CUSTAR), which is 
capable of continuous measurement of the vertical wind profile from 3 to 15 km in 
altitude, with a temporal resolution of 2 minutes and a height resolution of 300 me-
tres. 
A novel, cost-effective antenna array has been designed to maximise the effective 
aperture, while keeping side-lobes at a minimum. pattern of the array 
has been investigated in great detail using astronomical radio sources. Vela XYZ 
and Centaurus A both pass directly over the radar site, and using these strong 
sources, the best estimate of the pointing angle of the beam, in the east-west plane, 
was found to be 0.01° 0.20° from the zenith. The best estimate of the half-power 
full-width of the antenna was found to be 6.51° 0.54°. 
The Canterbury University ST radar has been operating since September, 2002, 
during which time the tropopause height has been determined hourly. A seasonal 
variation in tropopause height of approximately 1 km between September/October 
and November/December was observed, which agrees with climatalogical radiosonde 
measurements performed in Christchurch. Comparisons were performed between the 
radar tropopause height and the tropopause height measured by radiosondes in three 
locations throughout New Zealand. It was found that the correlation between the 
radar and radiosonde tropopause heights was similar to the correlation between dif-
ferent radiosonde sites, suggesting that the radar is capable of finding the tropopause 
height with similar accuracy to radiosonde measurements. 
The structure of a cold front which passed over Christchurch on September 10, 
2002, has been examined in detail using radar signal to noise ratio profiles. Gravity 
wave oscillations, that were most likely to be caused by orography, were observed 
underneath the frontal surface, which was found to have a slope of 0.4°. The wave 
activity was thought to occur due to the strong cross-mountain background wind 
and also the increase in atmospheric stability associated with the frontal passage. 
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Chapter 1 
Introduction 
The atmosphere is vital to life on Earth. To ensure our continued survival we need 
to protect the environment in which we live. To this end, a comprehensive under-
standing of the atmosphere, including its structure and dynamics, is very important. 
Very high frequency (VHF) radars can be used in a wide range of atmospheric re-
search activities and, due to their high temporal and altitude resolution, are ideal 
for studying small-scale, time-varying phenomena such as frontal regions, waves and 
turbulence. 
In recent years it has been realised that anthropogenic effects can produce signif-
icant changes in the Earth's atmosphere, so much so that atmospheric science and 
research is now involved in international politics. In order to make accurate pre-
dictions as to how humanity's current actions are shaping the future atmosphere, 
sophisticated models, on the physics and chemistry of both the atmosphere 
and ocean, are necessary. The accuracy of these models is increased as more is 
learnt about the atmosphere. Of major import, particularly in the case of "global 
warming", is the understanding of mechanisms used to transport trace gases, such 
as carbon dioxide and water vapour, around the Earth's atmosphere and between 
its well-defined layers. 
It is also of great public interest to obtain accurate predictions of the short-
term weather conditions. This is particularly true in regions where severe weather 
phenomena often occur with little warning. In these situations, the ability to have 
up to the minute information about the atmosphere is invaluable. 
VHF radars (often called clear-air or wind-profiling radars) are well suited to 
the investigation of both small scale dynamics and long-term climatology. This 
is because they can run continuously, typically with a temporal resolution of less 
than 5 minutes and height resolution of less than 300 metres. They can produce a 
vertical profile of the three-dimensional wind vector and also information about the 
structure of the atmospheric scatterers. The resulting data is useful for long-term 
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dynamical studies, producing valuable information on mean winds and large scale 
processes such as planetary waves and atmospheric tides. Smaller scale phenomena, 
for example, gravity waves and frontogenesis, can also be studied with excellent 
temporal and spatial precision. 
1.1 Atmospheric Measurelnent Techniques 
Atmospheric parameters can be measured at the Earth's surface relatively simply. 
Temperature, pressure, wind speed and direction, humidity and rainfall can all be 
measured easily and accurately with meteorological weather stations, which are 
spread (albeit unevenly) all over the Earth. Upper-air measurements are much 
more difficult and therefore less common-place. 
Measurement of atmospheric parameters above ground level can be divided into 
two categories, in situ techniques and remote-sensing tec1miques. In situ, refers 
to techniques in which the instrument used is located within the region of the at-
mosphere under consideration. Remote sensing techniques are those which the 
instrument is separate from the measurement region and they generally make use of 
electromagnetic radiation to probe the region in question. 
Kites, balloons, rockets and aircraft have all been used to make in situ measure-
ments of the atmosphere. Kites were first used to study the variation of tempera-
ture with altitude in 1749 by AlexaJlder Wilson [Shaw, 1926], but could only reach 
heights of several kilometres (Teisserenc de Bort reached a height of 5900 metres 
in 1903 [Geddes, 1939]). Manned balloons were first used to probe the atmosphere 
in 1783 and during the 19th century, the use of free balloons increased. By 1900 
balloons were being fitted with mechanical devices to record temperature, pressure 
and humidity, which typically operated up to heights of 15-20 km and even up 
to 37 km [Shaw, 1926]. Due to the uncontrolled nature of a balloon flight, these 
systems were UIlreliable as the instruments collecting the atmospheric data were 
not always recoverable. In 1927, the radiosonde, which transmits atmospheric data 
back to the ground as it is collected, was designed by Pavel Molchanov [Wallace 
and Hobbs, 1977]. This device, which is relatively inexpensive, made recovery of the 
balloon-borne instrument unnecessary and therefore the technique became much 
more reliable. These systems are capable of making observations up to 40 km and 
are now often fitted with GPS receivers or tracked from the ground with radar to 
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find their horizontal velocity, which arises solely due to their advection by the back-
ground wind. Rockets were first used for atmospheric purposes in the late 1940's, 
but it was not until the late 1950's that they began to be used regularly at a large 
range of sites [Craig, 1965]. Rocketsondes travel up to heights of 80 km and release 
instrumentation which descends with the aid of a parachute, taking (and transmit-
ting back to the ground) measurements on its journey. Atmospheric sensors fitted 
to commercial aircraft are also routinely used to make measurements of the upper 
air. 
Remote sensing techniques are usually either satellite based or ground based, but 
can also be operated from aircraft, balloons and rockets. All remote sensing instru-
ments can be divided into two categories, passive and active. Passive instruments 
measure radiation provided to them from the atmosphere, such as scattered solar 
radiation or emitted microwave and infrared radiation. Ground based passive instru-
ments include spectrometers such as the Dobson spectrometer which measures the 
absorption of ultraviolet radiation by ozone. There are many satellite based passive 
instruments which operate in the ultraviolet, visible, infrared and microwave regions 
of the spectrum, providing measurements of temperature, cloud cover, trace gas con-
centrations, aerosol composition and many other atmospheric quantities [ Houghton 
et al., 1984]. Active instruments transmit their own signal and measure the proper-
ties of the reflected signaL Devices in this category include radar and lidar. Lidars 
(light detection and ranging) operate in a similar manner to radars (which are dis-
cussed in detail below) in that a transmitted signal, usually in the visible, reflects off 
atmospheric molecules and aerosols and is then received by the instrument. Lidars 
can be used to determine the gaseous composition, density and temperature of the 
atmosphere and also the of sight velocity of the scatterers. They are often used 
to obtain information on aerosols and trace gas concentrations. 
1.2 Atmospheric Radar 
1.2.1 Radar History 
A good overview of the history of atmospheric radar is given by Probert-Jones [1990], 
Fletcher [1990] and others in the Battan Memorial Volume edited by Atlas [1990]. 
Radar (radio detection and ranging) was developed by 'Vatson Watt in 1936 before 
the beginning of World War The first radars that were used operated at frequen-
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cies no higher than about 300 MHz. However, toward the end of the 1930's, the 
British invention of the cavity magnetron allowed radars to use frequencies up to 
10 GHz. Early on in the use of these microwave radars it was found that some of 
the echoes were due to Rayleigh scatter from hydrometeors and soon these radars 
were being used to measure and track rain storms. Radars used for this purpose 
today are called weather radars. 
Studies of the clear air also started at the beginning of radar history. Colwell 
and Friend [1936] detected clear air echoes from the troposphere when they were 
using 10 to 200 metre wavelength radars to study the ionosphere. In the same 
year, Watson Wait et al. [1936] also detected clear air echoes. Colwell and Friend 
attributed these echoes to temperature inversions in the troposphere, which in turn 
would cause large gradients in the refractive index of the air. During the late 1940's 
and 1950's many researchers also recorded isolated echoes which were often termed 
angels, as people were unsure as to what actually caused them. 
From the mid 1960's to the early 1970's, much work was done with 10 to 100 em 
radars and it was during this time that many of the methods of reflection were 
understood. Such things as turbulence and convection were found to increase the 
power of the returning radar signal. Reflection caused by turbulence came to be 
known as Bragg scatter (see Section 2.2.3). Two other types of echo processes were 
proposed and are known as Fresnel reflection and Fresnel scatter (see Section 2.2.2). 
Radars used to study the atmosphere in the 80 to 110 km range are either MF 
(medium frequency), meteor radars or large, high powered VHF radars, also known 
as MST (mesosphere-stratosphere-troposphere) radars, which are discussed below. 
MF (or partial reflection wind) radars make wind measurements by analysing the 
patterns produced on the ground by the reflection of radio waves from the lower 
ionosphere [Praser, 1965; Briggs et al., 1969]. During the day the lower height limit of 
these radars can be reduced to 60 km due to the increase ionisation. Meteor radars 
normally operate at higher frequencies than MF radars and obtain atmospheric 
parameters by tracing the movement of meteor ablation trails [Greenhow, 1954; 
Marsh et al., 2000]. 
1.2.2 VHF Radars 
In the 1970's there was a large shift to the use of VHF (30 300 MHz) radars for at-
mospheric research, as these frequencies were found to be very useful for probing the 
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troposphere and stratosphere. Jicarmarca Radio observatory in Peru was converted 
to the first atmospheric VHF radar by John Green in 1969. It operated at 50 MHz 
and Doppler wind velocities were obtained and published by Woodman and Guillen 
[1974], The first VHF radar built exclusively to probe the lower atmosphere was the 
Sunset radar in Colorado. It operated at 40 :N1Hz and its results were published 
by Green et al. [1975]. The 53 :\11Hz SOUSY radar in Germany was completed in 
1976 by the .Max Plank Institute in Lindau, The Poker Flat radar in Alaska was 
built in 1979, with its results published by Balsley et aI, [1979]. It produced 
continuous wind measurements in the troposphere, stratosphere and mesosphere for 
seven years before being shut down in 1986 [Hardy and Gage, 1990] 
At present, there are many VHF and UHF (ultra high frequency, 300-3000 MHz) 
radars in operation around the world. They range from very large radars like the 
Gadanki radar in India [Rao et al., 1995] and the MU radar in Japan [Fukao et al., 
1985]' to smaller ones like the Canadian VHF atmospheric radar [Hocking, 1997b] 
and the Buckland Park VHF radar near Adelaide, Australia [Vincent et al., 1987]. 
The MU radar operates at 46.5 MHz, using an antenna array made up of 475 
dividually phased crossed Yagi-Uda antennas each with its own transmitter. It can 
operate in the Doppler beam swing mode (see Section 2.4.2) using 1657 different 
beams directions and it has a peak power of 1 MW. This radar, which can receive 
atmospheric echoes from as high as 100 km, is also capable of operating in the spaced 
antenna mode (see Section 2.4.3), The Buckland park radar operates principally in 
the spaced antenna mode, but can also operate in the Doppler beam swinging mode, 
having three specific beam directions. It has a peak power output of about 100 kW 
and is designed to run unattended for long periods of time producing a continuous 
data set. The Canterbury University radar is a similar to the Buckland Park 
radar. Generally, smaller radars are not as versatile as the larger ones, but are easier 
to operate, can run continuously and are less expensive. 
A major application of VHF and UHF radars is in wind profiler networks, where 
the results from a number of spatially separated radars are centrally collated. There 
are networks in the United States [e.g. Strauch et al., 1984]' Europe and across the 
equatorial Pacific Ocean region [Hocking, 1997a]. These networks are particularly 
useful for medium range weather forecasting as they give a good spatial resolution, 
which is needed to obtain accurate initial conditions for use in numerical weather 
prediction models. Single radars can also assist with weather forecasting, particu-
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larly in the short-range as they have good temporal resolution. 
1.3 Thesis Overview 
This thesis describes the design, construction and initial operation of the Canterbury 
University Stratosphere-Troposphere Atmospheric Radar (CUSTAR). This chapter 
has provided a brief justification for the thesis and has discussed the various tech-
niques used to probe the atmosphere. 
Chapter 2 covers the necessary atmospheric and radar theory. Included is a dis-
cussion of the atmosphere's structure, constituents and dynamics. The focus of this 
discussion is on the troposphere and stratosphere and their mutual interaction. The 
physics of VHF radar theory is then described with reference to the various scatter-
ing mechanisms and the radar equation which quantifies the radar's performance. 
The different techniques used to measure wind speed are also discussed briefly. Fi-
nally, this chapter introduces an additional project in which the ST radar will be 
able to record the influx of meteors using the detection of head echoes via radial 
scatter. 
The hardware and operational details of the radar are described in Chapter 3. 
The majority of this chapter is taken up with a description of the antenna array 
and its design. The first section covers antenna theory and the following sections 
explain the design of the array and its construction. The main electronic components 
are also discussed in this chapter. These include the transmit-receive switch, the 
transmitter, the receiver and the analogue to digital converter. The complete system 
and its operational parameters are also fully detailed. 
Chapter 4 describes the results from a measurement campaign whose aim was to 
verify the antenna beam pattern. The theoretical shape of the beanl is detailed first. 
The verification technique, which uses reverse radio astronomy, is explained before a 
brief description of positional astronomy is given. The verification was first applied 
to a single row of the antenna and the results from this test are detailed with par-
ticular focus on results obtained on April 25, 2001. Results are then shown from the 
complete array which verify the beam direction using Vela XYZ and Centaurus A. 
The atmospheric results obtained from the radar are covered in Chapter 5. Some 
initial results and the signal processing scheme used to deduce useful atmospheric 
parameters are presented first. In the next section, comparisons between different 
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methods of data integration are described. Tropopause height measurements derived 
from radar signal power profile8 make up a large part of the remainder of Chapter 5. 
The methods for obtaining tropopause height from radar signal to noise ratio and 
atmospheric temperature profiles are described. Tropopause heights found by the 
radar are compared with those from radiosonde measurements and model data. A 
short case-study which shows the effect a frontal passage has on the radar signal 
power is also detailed. 
Chapter 6 summarises the work presented in the preceding chapters and reiter-
ates the main findings. Possible further work with the data already collected and 
modifications to the existing system are also detailed in this chapter. 
8 
Chapter 2 
Background and Theory 
2.1 The Atmosphere 
The atmosphere is made up of layers categorised by their temperature gradients as 
shown in 2.1. In the troposphere, which stretches from the Earth's surface 
to around 10 km, the temperature decreases rapidly from 290 K to 220 K. This 
decrease hai3 a global mean rate of 6.5 Kkm-1 and is linked to heating caused by 
the Earth's surface. The troposphere is characterised by the large amount of mixing 
that occurs. The tropopause marks the top of this layer and its height varies from 
c::: 8 km in the polar regions to "-' 16 km in the tropics. As shown in Figure 2.2, the 
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Figure 2.2: Latitude vs. height cross sections of zonal mean temperature for January 
and July [Fleming et al., 1990]. 
height of this interface also varies through the year. The data in this figure (and 
Figure 2.4) is from the zonal mean1 CaSPAR International Reference Atmosphere 
(CIRA86) presented by Fleming et al. [1990]. 
The stratosphere which is much more stable begins at the tropopause and extends 
to 50 km in altitude. In this layer, due to the absorption of ultra-violet light by 
ozone, the temperature increases with height to a maximum of c:::: 270 K at the 
stratopause. The next layer is the mesosphere, in which the temperature again 
decreases. At an altitude of 85 km, the temperature is only 190 K. Above 85 km, 
the temperature increases in the region called the thermosphere [Salby, 1996]. All 
these figures vary with latitude and time as shown in Figure 2.2. 
2.1.1 Motion in the Atmosphere 
Motion in the atmosphere occurs from the micro-scale (1 1000 m) through meso-
scale (1 ~ 1000 km) to macro-scale processes (1000 100 000 km). Figure 2.3 
summarises these scales. 
Motions on the largest scale are planetary waves which occur globally having 
lrrhe term "zonal mean" refers to the global mean at a particular latitude. 
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horizontal spatial scales of ("V 10 000 km. Synoptic scale motions are those linked 
with cyclones and anti-cycloneo which greatly affect tropospheric weather systems. 
These have horizontal scales of ("V 1 000 km and typical periods of one day in length. 
Atmospheric tides include diurnal, semidiurnal and terdiurnal components which 
span scales anywhere between 30 km to 10 000 km. Gravity waves (or buoyancy 
waves) have horizontal spatial scales from a few kilometres to ("V 100 km (trapped lee 
waves can sometimes be observed for several hundreds of kilometres) and periods 
up to the local inertial period 
T=---
flsin¢' (2.1) 
where fl is the Earth's angular velocity and ¢ is latitude [Salby, 1996]. At time-scales 
of less than a few minutes and lengths less than ("V 100 m turbulence is dominant. 
The vertical spatial associated with these atmospheric motions are usually 
one or two orders of magnitude smaller than the horizontal scales detailed above. 
VHF radars can measure small scale motions such as gravity waves and turbu-
lence. Atmospheric tides and planetary waves can also be investigated by studying 
data collected over a longer time period. These atmospheric motions are of great 
importance when trying to understand and model the atmosphere. 
The temperature structure described earlier is closely related to the zonal mean 
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Figure 2.4: Latitude vs. height cross sections of zonal mean wind for January and 
July [Fleming et al., 1990]. 
circulation in the atmosphere shown in Figure 2.4. At mid-latitudes there are mean 
westerly (from the west) flows in the troposphere known as the subtropical jet-
streams. These zonal means reach speeds of 20 to 30 m . Above the tropopause 
the mean wind-speed decreases before increasing again to a maximum of 60 to 
70 m s-1 in the mesosphere (easterly in the summer hemisphere and westerly in the 
winter hemisphere). The subtropical jet-streams in the troposphere have a large 
effect on the movement of synoptic scale weather systems around the globe. 
2.1.2 Static Stability 
The marked difference in the dynamics of the troposphere and stratosphere is due to 
the differing static stabilities in these regions. Static stability is related to potential 
temperature, e, given by Poisson's equation 
(2.2) 
where R is the gas constant for dry air and cp is the specific heat of air at a constant 
pressure. e can be defined as the temperature that a parcel of dry air at pressure p 
and temperature T would have if it were expanded or compressed adiabatically to 
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a standard pressure Ps (e.g. 1000 mb). 
A relationship between the rate of decrease of temperature with respect to height 
(the lapse rate, r) and the rate of change of potential temperature with respect to 
height z can be obtained Equation 2.2 as 
Tae aT 9 
--=-+ e az az cp ' 
(2.3) 
where 9 is the gravitational acceleration [Holton, 1992]. If the potential temperature 
is constant with height, then 
aT 9 
--=-=rd, az cp 
(2.4) 
where r d is the dry adiabatic lapse rate. If the potential temperature changes with 
height then the lapse rate will be different from r d and Equation 2.3 becomes 
(2.5) 
If r < r d an air parcel displaced from its equilibrium position will tend to return to 
its equilibrium position, that is the atmosphere is statically stable. 
A parcel that is displaced in a stable atmosphere will oscillate about its equilib-
rium position. The frequency of this oscillation can be derived and is given by 
(_ alne - 9 az (2.6) 
where WE is the Brunt-Viiisiilii frequency. The static stability criteria for dry air are 
w1 > a ae or az >0 statically stable 
w1 =0 ae or az a statically neutral 
w1 < a or ae -<0 az statically unstable. (2.7) 
atmosphere as a whole is statically stable. Because the temperature in the 
troposphere decreases with height it can, on small scales, become unstable. This 
causes overturning and mixing of air which in turn acts to stabilise the region so 
that on a large scale the troposphere becomes statically stable. The stratosphere 
has a much larger ae / az and is much more stable than troposphere due to its 
in temperature with height. This stability means that there is little vertical 
movement in the stratosphere and also across the tropopause. 
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2.1.3 The Tropopause 
The existence of the tropopause can be explained in terms of radiation and convec-
tion. If the atmosphere is heated from below by infrared radiation from the Earth's 
surface it will have a strong lapse rate near the ground which, if there is no convec-
tion, will decrease smoothly with height. However, as explained previously, the high 
lapse rate will cause instabilities and convective overturning of the air, adjusting the 
temperature profile near the Earth's surface away from radiative equilibrium. At 
greater altitude, where the atmosphere is statically stable, the atmosphere will be in 
radiative equilibrium and the abrupt change between this layer and the convectively 
adjusted layer below it has been identified as the tropopause. 
While this explanation holds true for some areas, such as the tropics, it cannot 
explain the observed structure in other regions. The tropopause can be quite com-
plicated, having multiple levels, steps or tropopause folds (see Figure 2.9). Breaks 
or folds in the tropopause can have a large effect on the interchange of trace 
between the stratosphere and troposphere, processes that must be understood for 
prediction of climate change [Price and Va'ughan, 1993; Holton et al., 1995]. The 
sensitivity of the height of the tropopause to various parameters, including temper-
ature, ozone distribution and rotation rate, has been investigated by Thubum and 
Craig [1997]. 
The height of the tropopause can be defined using vertical profiles of temperature 
(see Section 5.5), ozone concentration [Bethan et al., 1996], Brunt-VaisaUi. frequency 
[Hooper and Arvelius, 2000] and VHF radar signal to noise ratio (see Section 5.4). 
The tropopause has been shown to have a three-fold structure as depicted in 
Figure 2.5 [DeFant and Taba, 1957; Palmen and Newton, 1969]. The three regions 
that produce this structure are the polar, mid-latitude and tropical regions, each of 
which has a different circulation. The polar and tropical regions undergo circulation 
in which air rises at low latitudes due to radiative heating and falls at high latitudes 
due to cooling. Air in the mid-latitude region circulates in the opposite direction. 
The polar and mid-latitude regions are separated by what has been called the 
polar-front (see Figure 2.6 and associated text). The upper region of this front 
marks the break between the polar tropopause and the mid-latitude tropopause and 
usually occurs at latitudes of between 500 and . The polar tropopause is typically 
at a height of 8 km whereas the mid-latitude tropopause occurs at around 10 km. 
The mid-latitude and tropical air regions are not separated bya front, but there is 
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Figure 2.5: Meridional cross-section showing mean temperature (DC) in the North-
ern Hemisphere on the 1st of January, 1956. Jp and 18 refer to the polar and 
subtropical jet streams [DeFant and Taba, 1957]. 
a break in the tropopause which occurs at latitudes of between 300 and 35 0 • The 
tropical tropopause is at an altitude of approximately 17 km. 
This discussion has been made with reference to data from the Northern Hemi-
sphere, but the arguments made can be extended to include the Southern Hemi-
sphere also. 
2.1.4 Atmospheric Fronts 
When two different air masses, characterised by their temperature, come together) 
the boundary between them becomes a front, or sloping transition zone. This forma-
tion process is called frontogenesis and the reverse process, or frontal decay, is called 
frontolysis. These processes also occur to air parcels that enter or leave a frontal 
zone. A front can be defined as an elongated region with a strong temperature gra-
dient and relatively large static stability. Frontal regions are typically 100 km wide 
and 1000 km long [Bluestein, 1986]. 
2.6 shows a frontal region in the mid-latitudes between cold air from the 
polar region and warm air from the tropics. The wind and temperature fields and 
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Figure 2.6: Cross section of a polar front along longitude 800 W. Thick lines rep-
resent the boundaries of the front. The temperature field in DC (dashed line) and 
zonal wind field in ms-1 (thin solid line) are shown [Palrruin and Newton, 1948]. 
the boundaries of the front are shown. On both sides of the front, the temperature 
decreases with height, as would be expected in the troposphere. However, inside the 
frontal boundaries the temperature is almost constant with height. This is because 
the horizontal temperature gradient needs to be large to match the cold air on the 
left side to the warm air on the right. The very small vertical temperature gradient 
means that the air inside the front has a large static stability. 
Frontal zones are associated with increased rainfall. A schematic view of warm 
and cold air movement and cloud formation near a cold front is shown in Figure 2.7. 
The movement shown is relative to the motion of the front. The air on the warm side 
moves along the front and rearward while it ascends as shown in Figure 2.8. vVhere 
the frontal surface is at ground level, there is typically a strong upward motion of 
around 5 ms-I. This reduces to less than 0.5 ms-I as the air moves further up 
the front. Both of these regions of upward warm air movement produce increased 
precipitation. A band of heavy rain is associated with the vertical motion at the 
surface cold front and a large area of light to moderate rainfall spreads back from 
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Figure 2.9: A schematic representation of a tropopause fold. The thick line rep-
resents the tropopause, the thin lines are isentropes and the shaded area is strato-
spheric air [After Keyser, 1986]. 
this point [Browning, 1990]. 
The increase in static stability and high precipitation rates associated with fron-
togenesis occur near the surface, in the lower 5 or 6 km of the troposphere. There 
are also upper-level effects, such as tropopause folding, that occur as a result of fron-
togenesis. Tropopause folding is a process in which a thin slice of stratospheric air is 
extruded into the mid-troposphere as a front strengthens [Keyser, 1986]. Figure 2.9 
shows a well developed tropopause fold. The thin lines are isentropes, or lines of 
constant potential temperature, which are normally horizontal. Where the front 
is passing, the isentropes fyom the stratosphere extend dnwn into the troposphere, 
which acts to bring stratospheric air down into the troposphere. This air will have 
a high static stability, depicted in the diagram by closely spaced isentropes. 
2.1.5 Gravity Waves 
Atmospheric gravity waves are ubiquitous throughout the atmosphere. They can 
occur from periods of a few minutes (limited by the Brunt-ViiisaJii frequency, WB; see 
Equation 2.6) up to several hours (limited by the inertial period; see Equation 2.1). 
For in-depth discussions on gravity waves, the reader is referred to Hines [1974] and 
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Bcorer [1978]. 
Atmospheric gravity waves can exist only when the atmosphere is stably strati-
fied so that an parcel displaced vertically will undergo buoyancy oscillations. Of 
particular interest in the study of gravity waves is whether or not they can prop-
agate vertically, as this is one of the main mechanisms used to transport energy 
and momentum through the atmosphere. To determine the conditions for vertical 
propagation, the vertical wavenumber, m = 27r / Az , can be used. It can be expressed 
using 
2 1 d2-
m2 = WE _ k2 + U 
(C-U)2 (c u) (2.8) 
where c is the phase speed of the waves, u is the background wind and k 27r / Ax is 
horizontal wavenumber [Balby, 1996]. \i\1hen m 2 > 0, the gravity waves are internal 
and can propagate vertically, but when m2 < 0, they are external (or evanescent) 
waves which decay exponentially in the vertical direction. 
According to Equation 2.8, the vertical propagation of gravity waves is affected 
by a number of variables. If the horizontal wavelength is large or WE is large (i.e. large 
static stability) vertical propagation is likely. This is also true if the horizontal 
wind speed is large or the wave speed is small. If m2 approaches zero at a particular 
height then wave activity at this point will be fully reflected (except for evanescent 
waves which form along the exterior of the boundary) and this point is sometimes 
referred to as the turning point [e.g. Balby, 1996]. Waves below this point can also 
reflect up from the ground forming trapped waves that can propagate downwind 
(analagous to behaviour in a waveguide). If c - u decreases to zero (m2 (0) then 
the wave will be absorbed at this height, which is often labelled the critical level. 
Bcorer [1978], who finds this label unhelpful and unspecific2 , that at this 
height, the wave activity often breaks down into billow motion, e.g. rotors and "cat's 
eyes" . 
Atmospheric gravity waves tend to increase their amplitudes of oscillation with 
increasing height, compensating for the upward decrease of atmospheric density in 
order to keep their kinetic energy density constant [Hines, 1960]. At some point, 
due to their large amplitude, the waves become unstable and eventually break. This 
often leads to the dumping of large amounts of energy and momentum into the 
2The term "critical level" is slightly misleading because when the "critical angle" is reached in 
optics, total internal reflection occurs, and this is synonymous to gravity wave reflection from a 
"turning point" . 
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background flow. 
Gravity waves can be generated by a number of mechanisms and orography is 
perhaps the most obvious source. When a stable air parcel is forced to rise over 
a barrier, for instance a mountain range, it becomes displaced from its equilibrium 
point. The restoring force that acts to return the parcel to its original position, 
causes the parcel to undergo oscillations. The mountain waves that are created 
contain the energy and momentum that is produced by the air passing over the 
obstruction [Durran, 1990]. Due to the stationary nature of the obstacle, the waves 
produced tend to be stationary and have zero phase speed. In this situation, because 
c = 0, Equation 2.8 can be rewritten in terms of the Scorer parameter, l, given by 
2 1 d2-l2=WB u. (2.9) 
TI;2 U dz2 
In this case, the condition for vertical propagation is when l2 > k2 [Holton, 1992]. 
There are many mechanisms, other than flow over orography, that can produce 
gravity waves and Fritts [1993] gives a good review of these sources. Frontal systems 
and areas of strong convection can act as obstacles and so produce waves in the 
same way as orography. Convective cells can initiate wave motions in the planetary 
boundary layer which can produce gravity waves at larger scales. The dynamical 
instability of wind shear has also been shown to excite gravity waves. 
2.2 Radar Scattering Mechanisms 
All clear-air radar backscatter arises from irregularities in the radio refractive index 
of the air, which can be written as 
n 1 
7.76 X 1O-5p 
T 2.48 X 10-2 J2 (2.10) 
where e is the partial pressure of water vapour (mb), p is the atmospheric pressure 
(mb), T is the absolute temperature (K), Ne is the number density of free electrons 
(m-3 ) and f is the frequency of the radio waves (Hz) [Gage, 19,90]. The scattering 
arises from oscillations induced in the electrons, either bound or free, which are 
constituents of the medium. 
The first term in Equation 2.10 arises from fluctuations in the bound electrons 
of water vapour. This dominates in the lower troposphere, below 5 km, where high 
humidity is common. The second term also arises from bound electron fluctua-
tions, but these are in the dry air of the upper troposphere and stratosphere. The 
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third term, which is usually negligible below 50 km, contains contribution from 
free electrons. This term dominates in the mesosphere where electron density 
increases rapidly with height [Woodman and Guillen, 1974; Balsley and Gage, 1980]. 
The vertical gradient of the refractive index, often labelled M, is given by 
M (2.11) 
where p is the atmospheric pressure (mb), T is the absolute temperature, () is the 
potential temperature and q is the specific humidity [Vanzandt al., 1978]. The sec-
ond term in the square brackets is solely due to humidity and can be ignored above 
the first few kilometres of the atmosphere. M is a very important parameter when 
studying turbulence, fronts and regions of high static stability, such as the strato-
sphere, as it contains the term {J In () / {Jz which is directly related to atmospheric 
stability (see Equations 2.6 and 2.7). 
2.2.1 Clear-Air Scattering 
Clear-air echoes arise mainly from processes known as Fresnel reflection, Fresnel 
scatter and turbulent scatter. The relative importance of different processes 
that cause clear-air scattering is still not completely understood. One of the major 
clues to the scattering mechanisms involved is the aspect sensitivity of the scatterers. 
If the scatterers were horizontally stratified, most of the reflections from a vertically 
pointing beam would come straight down and reflections from an off-vertical beam 
would not return to the transmission point (see Figure 2.10a). the radar beam 
was incident on an area of what is called isotropic turbulence, then direction of 
the beam would no difference to the amount of backscatter Figure 2.10b). 
The actual radiation received in an off-vertical beam using a radar is usually 
somewhat than that in a vertical beam, but not zero, 
There have been a number of mechanisms proposed to explain aspect sensitiv-
ity of backscatter. Two of these, Fresnel reflection/scatter and anisotropic turbulent 
scatter, will be described here. 
2.2.2 Fresnel Reflection/Scatter 
Reflection of radio waves by a single stratified layer is called Fresnel reflection. When 
there are many of these layers in a scattering volume, the process is known as Fresnel 
scatter. 
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Figure 2.10: Radar scattering mechanisms: (a) reflection from a horizontally strat-
ified region and (b) scattering from isotropic turbulence. In reality, the scattering 
is a mixture between these two processes. 
Fresnel reflection, or specular reflection, occurs when there is a very steep vertical 
gradient or discontinuity in the refractive index [Gage and Green, 1978; Rottger and 
Liu, 1978]. This can stretch over a large horizontal area causing high aspect sensi-
tivity. In most cases this will provide very strong returns from a vertically pointing 
beam, but little from off-vertical beams. However, if the gradient or discontinuity 
is v,rrinkled or rough, diffuse reflection occurs and this allows greater reflection from 
off-vertical beams. 
Fresnel scatter occurs when there are many layers with steep vertical gradients 
in the refractive index in the same range resolution cell [Gage and Balsley, 1980; 
Hocking and Rottger, 1983; Gage et al., 1985]. The layers are at random separation, 
so the reflected radio signal looks more like scatter than reflection. Luce et al. [1995, 
2001] observed temperature sheets that would form steep vertical gradients using 
high resolution in sit1t temperature measurements. 
Fresnel reflection/scatter is very aspect sensitive, and although the layers will on 
average be horizontal, on short time and length scales, they can be quite variable. 
By investigating the variation in echo power with azimuth angle, Tsuda et al. [1997a] 
found that a single sheet with a linear tilt could not explain their observations, which 
showed echo power varying over more than one cycle in 3600 of azimuth angle. Their 
observations could only be explained by assuming a corrugated surface. In a high 
2.2. Radar Scattering Mechanisms 23 
- -
a. Anisotropic Scattering h. 
Figure 2.11: Anisotropic scatter: (a) scatterers aligned for maximum vertical re-
flection and (b) irregularities aligned off-vertical. 
resolution study using 57 antenna pointing directions to measure the echo power 
distribution from 0° to 7° off zenith, Worthington et at. [2000] found that aspect 
sensitivity caused by specular layers varied on a timescale of minutes. Tilted layers 
have been studied in some detail and these are discussed along with tilted anisotropic 
scatters in the next section. 
Both :F'resnel reflection and scatter need to have layers that are spread over 
horizontal scales of the order of the Fresnel zone, given by 
where z is the height of layer and A is the radar wavelength. 
2.2.3 Turbulent Scatter 
Turbulent scattering, also known as Bragg scatter, was the first mechanism used to 
describe clear-air radar backscatter [Booker and Gordon, 1950]. Irregularities in the 
atmospheric refractive index caused by turbulence can reflect radar signals back to 
their source. There are two types of turbulent scatter; isotropic and anisotropic. 
Turbulent scatter is isotropic when the refractive index irregularities are ran-
domly orientated and statistically similar in all directions. This type of scatter has 
no aspect sensitivity, see lOb. 
Anisotropic scatter is aspect sensitive as shovvn in Figure 2.11. Instead of ran-
domly orientated irregularities, they are aligned in one particular way more than 
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any other [Doviak and Zrnic, 1984; Waterman et ai., 1985]. Normally the scatterers 
are aligned so that radio waves are reflected predominantly in the vertical direction. 
Hocking et ai. [1986] made aspect sensitivity measurements using the accurately cal-
ibrated SOUSY radar. They found that in the troposphere and lower stratosphere 
the scatterers were more aspect sensitive, and in the upper stratosphere the scatter 
became more isotropic. 
It has also been shown that anisotropic scatterers and Fresnel layers can be 
tilted thereby destroying the specularity echoes observed at vertical incidence. 
\\Thile on average the echo power is strongest for a vertically pointing beam, there 
are times when the maximum is at angles away from the zenith. This has been 
attributed by Gage et ai. [1981a] and Tsuda et ai. [1997b] to laminae (or Fresnel 
layers) following the motion of gravity waves, so that at times the laminae are tilted. 
Worthington et ai. [1999] showed that a skewed power distribution pattern was often 
related to wind shear caused by gravity waves or jet streams and Worthington [2001] 
found that this asymmetry could be observed throughout the troposphere and lower 
stratosphere and may also extend over horizontal scales of thousands of kilometres. 
Tilted aspect-sensitive layers have been used by Worthington [1999] to calculate the 
orientation of mountain waves. 
Understanding the extent of tilted aspect sensitivity is necessary when using 
radar to make wind measurements. It is thought that, by having an off-vertical 
incidence angle, the horizontal wind will contaminate the vertical wind velocity 
measurement. Rottger et ai. [1990] showed that by using spatial interferometry to 
find absolute phases, the mean incidence angle of the radar beam could be evaluated 
and used to calculate the tilt angle of any aspect sensitive layers. Briggs [1992] used a 
similar technique to find the zenith angle dependence and azimuth angle dependence 
of radar backscatter. 
Both Fresnel reflection/scatter and turbulent scattering are valid ways of describ-
ing radar backscatter and in fact Hocking [1987] has shown that specular reflectors 
and turbulence can coexist close proximity. 
2.2.4 Measuring Turbulence 
Turbulence can be investigated using VHF radar, as its presence produces small-
scale perturbations in the radio refractive index (see Equation 2.10). The refractive 
index structure constant C~ is a measure of the variability of the refractive index 
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field. From e~, the kinetic energy dissipation rate E can be determined, and this 
gives an excellent measure of the intensity of atmospheric turbulence [Gage et al.) 
1980; Hocking, 1985]. 
e~ can be calculated from radar backscatter power as it is related to the volume 
reflectivity, 'TI, by [Ottersten, 1969]: 
(2.12) 
Section 2.3.2, which derives radar equation for distributed targets, shows how 'TI 
is related to backscattered power. 
e~ by itself is a rather crude indicator of the intensity of turbulence. A more 
useful parameter is E, the energy dissipation rate, which can be deduced from the 
structure constant using the relation 
2 WE -2 
( 
2 ) 3/2 
,en Fl/3 lvI , (2.13) 
where, is a constant, WE is the Brunt-Viiisalii frequency, M the vertical gradient 
in the refractive index and is the filling factor which represents the fraction of 
the radar volume that consists of turbulence. There have been many suggestions for 
values for, and F and Hocking and Mu [1997] cover these in some depth. 
Another measure of turbulence is the spectral width or Doppler frequency spread 
of a received radar signal [Sato and Woodman, 1982]. In areas of turbulence, the 
mean square velocity fluctuation, ,of scatterers is increased and this is related to 
the spectral width, Wt , of backscattered signal by the relation 
(2.14) 
can then be used to calculate the energy dissipation rate using 
(2.15) 
where WE is the Brunt-Viiisiilii frequency [Hocking, 1985]. 
There are other processes which also increase the spectral width, e.g. beam-
broadening and shear-broadening, which need to be accounted for before accurate 
energy dissipation rates can be obtained [Hocking, 1983; Nastrom, 1997]. 
Beam-broadening occurs due to the finite angular width of the antemm beam. 
\i\Then a vertical beam is in the path of horizontal air movement, there should be no 
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Figure 2.12: Beam broadening and its effect on returned radar signals [Hocking, 
1983]. 
Doppler shift in the returned radar signal. However, because the edges of the beam 
are not vertical, a component of the horizontal wind will be perpendicular to the 
radio-wave propagation direction and will produce a frequency shifted signal in these 
regions (see Figure 2.12). 'Where the air is travelling toward the beam, the frequency 
will be increased, and where it is moving away, the frequency will be decreased. The 
outcome of this is an increase in the width of the resulting atmospheric spectral 
peak. 
The increase in spectral width due to bearn-broadening is directly proportional 
to the horizontal velocity, v, of the wind. The one standard deviation width of a 
spectrum, which is broadened solely by beam-broadening, is given by 
(2.16) 
where eFW is the half-power full-width of the antenna (which is assumed to be used 
for both transmission and reception) [Hocking, 1985]. 
For antenna beams that point in off-zenith directions, shear-broadening must 
also be taken into account. This effect is caused by signals in the same range bin 
reflecting from different altitudes, which due to shear may have different horizontal 
velocities. 
Once these non-turbulent broadening effects have been found and the actual 
spectral width ofthe atmospheric signal, W, has been calculated (see Section 5.2.4), 
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the spectral width due to turbulence, Wt, can be obtained using the relation 
(2.17) 
Equations 2.14 and 2.15 can then be used to calculate the energy dissipation rate. 
A comparison between two methods of measuring € outlined in this section 
was performed by Fururnoto and Tsuda [2001] using the MU radar and high reso-
lution RASS3 measurements. They found that calculations of € from echo intensity 
measurements were less reliable than those from spectral width measurements due 
to the large effect humidity has on the refractive index gradient. However) their 
measurements were performed during calm conditions, when non-turbulent effects 
on the spectral width are less important. 
2.3 The Radar Equation 
Of prime importance when designing a radar is the amount of power received com-
pared with the power transmitted. This information is contained in the radar equa-
tion. Sato [1989] gives a good summary of the basic derivation of this equation. 
2.3.1 The Radar Equation for a Hard Target 
radar equation is in its simplest form when the arises from a single 
hard target. During transmission, the power density, Si, incident on an object 
perpendicular to the direction of propagation is given as 
(2.18) 
where Pt is the radiated power, Gt is the gain4 (including ohmic losses) ofthe antenna 
array, r is the range from the transmitter array and L t is a loss factor representing 
the attenuation in the signal path from the transmitter to the antenna. 
power incident on the hard target is assumed to scatter isotropically. The 
scattered power density, Ss, at a range r' from the scatterer will be 
(2.19) 
3RASS (radio acoustic sounding system) is a remote-sensing technique for observing a temper-
ature profile in the troposphere and lower stratosphere with good temporal and resolutions. 
4Definitions for gain and effective .,,..,,,,,.,,,,,,, Ael are given in Section 3.1.1. 
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where a is the effective area of the scatterer as observed by the radar. The power, 
Pr , received by the radar, assuming it has an effective collecting area of Ae is given 
by 
(2.20) 
where Lr is a loss factor taking into account the attenuation in the signal path from 
the antenna to the receiver. By combining Equations 2.18, 2.19 and 2.20 the radar 
equation is obtained. 
(2.21) 
where L = LtLr . 
For a monostatic radar, that is one with co-located transmitting and receiving 
antennas, Gt and Ae are linked by the relation 
411' Ae 
-V-' 
where A is the radar wavelength. In this case Equation 2.21 becomes 
P
r 
= PtA~La 
411' A2r 4 
(2.22) 
(2.23) 
where r' r as the transmitting antenna is the same distance from the scatterer as 
the receiving antenna. 
2.3.2 The Radar Equation for Distributed Targets 
If there is more than one target in the scattering volume, the electric field received 
by the radar will be the sum of the fields scattered by the individual targets. In 
this case a in Equation 2.23 should be replaced with However, if the number 
of these scatterers is large and isotropic ally distributed, it is more convenient to use 
the volmne reflectivity 1], which is defined as 
da 
1] = dV' (2.24) 
The process of obtaining an expression for the power scattered from uniformly 
distributed scatterers is the same as that for power scattered from fluctuations in 
the refractive index, or turbulence and is described well by Flood [1968]. The power 
backscattered from the region shown in Figure 2.13 is given by 
(2.25) 
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Figure 2.13: The geometry of radar backscatter, showing the scattering volume 
which is dependent on the radar pulse width, T. 
where ko = 2;, Ro is the distance to the scattering region, b.n is the small fluctu-
ations in the refractive index and k is the propagation vector and can be written 
as 
k = konk, (2.26) 
where k is a unit vector in the direction of propagation and n is the complex refrac-
tive index. 
By comparing Equation 2.25 with Equation 2.19, an expression for (J is obtained 
(J 7r I [ b.nexp [-i2ki · r]dVI 2 , (2.27) 
and from Equation 2.24 
7] :~(I [b.nexP [-i2ki . r]dvI 2 ), (2.28) 
where 0 denotes an ensemble average. 
V in the above equation depends on the half-power full-width ()FW of the antenna 
beam and the range cell b. r as 
V (
7'()FW) 2 7r -- b.r 2 . (2.29) 
The beam width is directly related to the effective aperture of the antenna by the 
relation 
(2.30) 
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(see Section 3.1.1). 
U sing the above equations in a similar process to that used for the single hard 
target, the radar equation for distributed targets can now be written as 
P., _ PtAe 7r flr L 
r - 64r 2 'f/, (2.31) 
where L is a loss factor. This equation reveals that the received power falls off as 
r2 rather than r4, as it does for a hard target. However, the flr term means that if 
the range resolution of the radar is increased, then received power will decrease, and 
this has a major effect on the design considerations of the radar (see Section 3.4). 
If the radar is properly calibrated, Equation 2.31 can be used along with Equa-
tion 2.12 to calculate the structure constant, C~. In homogeneous, isotropic turbu-
lence, the structure constant is given by 
(2.32) 
where La is the scale length of the turbulence spectrum, a2 is a constant, which can 
be between 1.8 and 2.8 depending on the definition of La, and M is the vertical gradi-
ent of the refractive index [Gage and Balsley, 1980]. follows from Equations 2.12, 
2.31 and 2.32, that for turbulent scatter Pr can be approximated by 
M2 
Pr ex: , (2.33) 
which is an important result implying that above the first few kilometres of the 
atmosphere, received power is closely related to static stability (see Equation 2.11). 
2.3.3 Specular Echoes 
The radar equation for Fresnel reflection has a much simpler derivation than the 
previous radar equations. As long as the Fresnel layer is larger than the radar 
beam width, it acts like a mirror with a small reflectivity, p. The receiving antenna 
will therefore be a mirror image located 2r from the transmitting antenna and the 
received power will be 
(2.34) 
Ipl2 can be thought of as a power loss factor arising from the imperfect reflectivity 
of the Fresnel layer. 
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The above equation only holds true if the beam direction is perpendicular to 
the surface of the layer. As soon as the antenna (or layer) is tilted, the power will 
decrease, quite dramatically if the beam width is small. This feature makes these 
layers aspect sensitive. 
Gage et al. [1981b] derived an expression for Ipl2 in regions of Fresnel 
showing how it depends on the half-wavelength harmonic component of !vI, the 
gradient in the refractive index. By assuming that this component is proportional 
to the mean value of M l they formed the expression 
(2.35) 
where ~1' is the range resolution defined by the pulse width and F(A)2 is the pro-
portion of !vI that makes up the half-wavelength harmonic component. This result 
shows that Pr is again proportional to M2/1'2, as it was for turbulent scatter. 
above relation for Ipl2 means that it is difficult to use signal power as a 
measure of turbulence, as M is increased by not only turbulent scatter, but also by 
Fresnel scatter. However, because Fresnel scatter is strongly aspect sensitive, it is 
possible to severely reduce the amount of Fresnel scatter by using off-vertical beams 
and thereby reducing the impact on M. 
N one of the three radar equations detailed in this section represents exactly 
what happens to a radar pulse in the atmosphere. The real atmosphere is much 
more complicated than any of these situations and a more accurate radar equation 
would probably be a mixture of these cases. The equations are also only valid in 
the far field, where radiation from the antenna appears to be coming from a point 
source. One definition for the far field is 
(2.36) 
where 1 is the maximum dimension of the antenna. For the CUSTAR antenna this 
distance is just under 900 metres. 
2.4 Measuring Wind Velocities 
Measuring atmospheric winds is a major part of radar use and to achieve this more 
information than just the received power is required. In this section, some of the 
techniques used to measure atmospheric motion will be discussed. 
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2.4.1 The Doppler Method 
The Doppler method involves measuring the frequency shift of a returned radar 
signal and from that deducing the velocity of the air from which it was reflected. A 
very directional beam is needed so that the backscattered signal is incident from one 
direction. The Doppler frequency shift, h, of echoes from a moving target relative 
to the radar is 
2 h= A (2.37) 
where).. is the radar wavelength and Vd is the velocity component of the target along 
the radar beam. 
For a line-of-sight target velocity of around 3 m S-I, a typical h for a VHF radar 
is around 1 Hz. It is very difficult to directly detect such a small frequency shift, 
but it can be calculated from the phase difference ~¢ between two successive pulses. 
This is given by 
(2.38) 
where T1PP is the inter-pulse period. 
When the antenna beam is pointing in the vertical direction, the Doppler method 
can only be used to find the vertical velocity of the air. This information, however, 
is very useful and can be used to study atmospheric phenomena such as gravity 
waves. At this stage the Canterbury University radar operates in only this mode. 
2.4.2 Doppler Beam-Swing Method 
To obtain a three dimensional wind velocity using Doppler frequency shifts, the 
beam of the radar must be steer able in at least three directions. In each of these 
directions, the velocity component is deduced and the final velocity vector can be 
calculated. This method assumes that the velocity is uniform over the horizontal 
space spanned by the off-vertical beams. As long as the beams have a small zenith 
angle (a usual beam angle is around 10° off vertical) this is approximately true. 
The need to have a steer able beam makes this method quite difficult to im-
plement. The normal way to steer an antenna is to introduce a progressive phase 
change across the array. To do this, each antenna element needs to have the option 
of switching between two or more different lengths of cable. 
Often wind-profiling radars have five beam directions, one vertical and one in 
each of the four cardinal directions. Some large radars such as the MU radar [Fukao 
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et al., 1985] have many more beam directions, allowing for more diverse experiments 
to be performed. 
2.4.3 Spaced Antenna Method 
To obtain a full wind velocity vector without a steerable beam, the spaced antenna 
method can be used. It requires at least three receiving antennas, which are usually 
separate from the transmitting antenna, and uses a technique called full correlation 
analysis. The wind velocity can be determined by studying the motion of a diffrac-
tion "pattern" as it moves over the separated antennas. The pattern is formed from 
irregularities and gradients in the atmosphere's radio refractive index and is assumed 
to be nearly constant during its passage over the radar site. By comparing the three 
signals received by the antennas it is possible to deduce the speed and direction of 
the moving pattern and therefore the wind velocity. Briggs [1984] gives an excellent 
summary of this technique. 
2.5 Interstellar Meteors 
In addition to atmospheric probing, the ST radar can also be used to detect meteoric 
ionisation. 
In the design and construction of the CUSTAR system, work was carried out 
on the application of the vertically pointing antenna array (see Chapter 3) to mea-
sure the meteoric plasma generated by meteoroids incident on the atmosphere with 
small zenith angles. This additional capability will complement an associated re-
search project (interstellar dust detection by radar) operated by the University of 
Canterbury, Physics and Astronomy Department [Baggaley and Galligan, 2001]. 
That project employs the transverse geometry technique using AMOR (Ad-
vanced Meteor Orbit Radar), which is a phase coherent system operating at 26 MHz 
[Baggaley et al., 1994]. AMOR uses spaced stations to receive specular echoes from 
meteoric ionisation trails, which must be orthogonal to the reflecting radar pulse. 
The condition of orthogonality allows time-of-flight velocity components and a mea-
surement of the plasma elevation to be obtained from the spaced receiving stations. 
The provision of three components of the atmospheric trajectory of the ablating me-
teor yields the sun-centred velocity and hence solar system orbits of the meteoroid. 
A single station arrangement is able to provide the same dynamical information 
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by employing radial scattering (rather than transverse scattering). An ablating 
meteoroid generates a plasma column consisting of electrons and positive atomic 
ions of meteoric species (:Mg, J:;e, Ca, Na). The length of column is about one 
atmospheric scale height (see Equation 5.19) and its radius is several mean free 
paths ("-' 1 m). In addition, a spherical distribution of plasma is generated in the 
immediate vicinity of the meteoroid. Whereas radar reflection from the kilometres-
long ionisation column (the body echo) is highly aspect sensitive, scattering from 
the plasma ball (the head echo) is nearly isotropic, though having a scattering cross-
section which is rv 103 less than the transverse case [Baggaley, 2002]. 
The plasma ball travelling at the same speed as the meteoroid will produce 
echoes with a rapid change of phase accompanied by decreasing range. The aspect 
angle to the antenna beam axis can be estimated by measuring the number of range 
bin crossings and a good measurement of the meteoroid speed ("-' 0.2% accuracy, 
which is a factor of 10 better than the AMOR transverse technique) and deceleration 
can also be obtained. Knowledge of the approximate line-of-sight speed from range 
changes can be used to "fine tune" the velocity inferred from pulse to pulse phase 
changes (note that the plasma target will traverse many wavelengths between radar 
pulses). 
The resulting pre-atmospheric speed and celestial coordinates allows for calcula-
tion of the heliocentric velocity components and orbit. During the course of a day 
and also season, the zenith-pointing beam can sample different celestial directions. 
This technique has been employed by Elford [1999]) and also by Mathews et al. 
[1999] in attempts to detect meteors of interstellar origin (by the properties of their 
solar-hyperbolic orbits). 
The present contribution is to provide a platform for the detection of interstellar 
meteoroids as an adjunct to the programme already in operation in the Physics and 
Astronomy Department. The specific aim is to calibrate the antenna beam (see 
Chapter 4) and provide the capability of sampling ranges between 80 and 110 km 
(see Section 3.4.3). 
Chapter 3 
Design of the Canterbury University ST Radar 
This chapter contains the practical design of the Canterbury University Stratosphere-
Troposphere Atmospheric Radar (CUSTAR), which is located at the Birdlings Flat 
Upper Atmosphere Research Station and has geographical coordinates of 43° 49.5' S, 
172° 41.5' E. The design of the antenna array is covered first, beginning with a dis-
cussion of antenna theory. The next section describes the electronic hardware. This 
includes the transmit-receive switch, the transmitter, the receiver and the analogue 
to digital converter. The last section covers the typical operational details of the 
radar. 
3.1 Antenna Theory 
Before discussing the specific design of the antenna array for the Canterbury Uni-
versity radar, it is advantageous to cover some principles of antenna theory. More 
detailed discussions can be found in Kraus [1988] and Wolff [1966]. An antenna is 
a device that radiates (or receives) energy. Its purpose is to provide a transition 
between a guided radio-frequency (RF.) wave and a free-space RF. wave. 
For the moment consider the antenna in circuit terms as a device with a pair of 
terminals to which a is connected. The device presents an impedance Z 
to the generator where Z R + jX. R may be thought of in two parts, 
(3.1) 
Rr being the radiation resistance and Rd the ohmic loss resistance which is taken 
to be negligible so that R ~ R,.. vVhen a current flows in the antenna, radiation 
occurs and thus energy is lost to the system, represented in current terms by Rr . 
The reactance is inevitable in an object large enough to radiate at the frequency 
concerned, but can usually be made small by adjusting the dimension of the radiator. 
In reception, an antenna acts in the reverse way. RF. waves passing the antenna 
induce emfs in the antemla and, supposing a "load" impedance has been connected 
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Figure 3.1: Coordinate system used for antenna field pattern calculations. 
to its terminals, will deliver power to the load. The antenna behaves as a linear 
generator with the impedance Z described above. In the absence of some specific 
signal in the frequency range being considered, the power delivered may be expressed 
as 
p k7A~f, (3.2) 
where k is Boltzmann's constant, ~f is the bandwidth and TA is the antenna tem-
perature. This is the power that would be detected if the antenna was receiving 
only black body radiation of temperature, TA . In practice, 7A is usually affected by 
the presence of radiating bodies such as the sun and stars in the direction of the 
antenna's beam (see Chapter 4). 
An antenna can also be characterised by its radiation pattern which describes 
how the field intensity varies in different spatial directions around the antenna. The 
field pattern needs to be observed from a distance and comparisons between field 
intensities in different directions should be made at the same distance. This distance 
needs to be in the far field where the radiation appears to be coming from a point 
source (see Section 2.3.3). 
Figure 3.1 shows a field pattern and its coordinate system. To evaluate the 
strength of the electric field, both its 8 and ¢> components, Ee(8, ¢) and E¢(8, ¢), 
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are needed. From these components, the Poynting vector) S(fJ, ¢), or power per unit 
area, is given by 
S ( fJ, ¢) = Et ( fJ) ¢) ;0 E~ ( fJ, ¢) , (3.3) 
where Zo (= 376.7 Sl) is the intrinsic impedance of free space. The normalized power 
pattern with a maximum value of unity is then 
(3.4) 
3.1.1 Field Pattern Parameters 
Most antenna patterns are not uniform, having regions of high electric field and 
regions of no electric field. are called lobes and nulls, respectively. Usually 
there is one major lobe) called the main beam, and numerous smaller ones called 
side-lobes. A measure of the size of the main lobe is its full-width at half-maximum 
(F\VHM), or angle between the half power points of the beam. The beam-width 
between first nulls (BWFN) is also used. 
The size of the main lobe can be most accurately defined by calculating the 
angular area it covers, that is) its solid angle l , SlA. This quantity is derived by 
integrating the normalized power pattern (Equation 3.4) 
(3.5) 
where dSl = sin fJ dfJ d¢. A very good approximation can be obtained using the 
FWHM in the two planes) fJFW and ¢FW, 
(3.6) 
The beam solid angle is closely related to the directivity, D. This is the ratio of 
the maximum radiation intensity to the average radiation intensity and is given by 
D = 47r SlA' (3.7) 
In other words, if the beam is highly directive) it will have a small beam solid angle. 
The gain of an antenna is the ratio of its maximum radiation intensity to the 
maximum radiation intensity of a reference antenna. When an isotropic antenna 
is used as the reference, the antenna's gain is identical to its directivity except for 
1 A solid angle is measured in ste1'adians (s1') and there are 41f sr in a sphere. 
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ohmic losses (k) which reduce its efficiency (G = kD). Gain is normally measured in 
decibels (dB), with a third letter to specify what reference antenna is being used; for 
example, dBi for an isotropic antenna, or dBd for a simple dipole. Unless otherwise 
noted, gain is usually measured with respect to an isotropic antenna. 
The effective aperture, Ae , of an antenna is directly related to its gain by the 
relation 
(3.8) 
where ,\ is the radar wavelength. 
3.1.2 Dipole Radiation Pattern 
An electric dipole is a linear conductor often with a source connected at its centre. 
Its geometry is shown in Figure 3.2a. Unlike an isotropic point source which has a 
field pattern that is the same in all directions (and is only a theoretical abstraction), 
the dipole has directions of higher radiation and directions of no radiation. This 
is because from a distant point, p, as in Figure 3.2a, the radiation arriving from 
different points on the dipole will not necessarily be in phase. ':Vhen f3 90°) all 
the radiation will be in phase and the field strength will be at a maximum. When 
f3 0° and 180°, the field strength is zero. 
For a half-wavelength dipole, which has a length of L ~ '\/2, the field pattern is 
given by 
E. _ cos[(rr/2)cosf31 
dtpole - . f3 . 
sm 
(3.9) 
This gives a "dough-nut" shaped pattern as shown in Figure 3.2b. 
3.1.3 Array Theory 
This section describes the theory needed to calculate the radiation pattern of a 
two-dimensional array of sources. 
When two or more dipoles, or other types of antenna, are connected together 
as an array, the radiation pattern alters accordingly. The simplest case of two 
isotropic point sources separated by a distance, d, is analogous to Young's double 
slit experiment [Young, 1807]. The radiation pattern in this case can be expressed 
as 
(3.10) 
where the phase difference, 'IjJ = 2~d cos ¢, is obtained from Figure 3.3. Relative 
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Figure 3.2: (a) The coordinate system used for dipole field pattern calculations, 
showing a dipole and transmission line connected at its centre and (b) the dough-
nut shaped radiation pattern associated with the dipole. 
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x 
Figure 3.3: At a distant point, p, there may be a phase difference between the 
radiation from two isotropic point sources dependent on the angle </Y. 
40 Chapter 3. Design of the Canterbury University ST Radar 
to the origin, radiation from source 1 has traveled an extra ~ cos ¢ (giving a phase 
difference of 2; ~ cos ¢) and from source 2 it has been retarded by the same amount. 
Equation 3.10 can be extended to include any type of source using the following 
definition known as pattern multiplication: 
The total field pattern of an array of non-isotropic but similar sources 
is the product of the individual source pattern and the pattern of an 
array of isotropic point sources each located at the phase centre of the 
individual source and having the same relative amplitude and phase, 
while the total phase pattern is the sum of the phase patterns of the 
individual source and the array of isotropic point sources. 
This relation can be used for a one-dimensional array of many sources and also for 
a two-dimensional array such as that used in this project. 
The next step in this process is to find the field pattern of a one-dimensional 
array of isotropic point sources. If the first source in Figure 3.4 is taken as the 
origin, or phase reference, then the phase difference of the radiation coming from 
each source is 'IjJ 2; d1 cos (3. The field pattern for N sources then becomes 
Em Eo(1 + ejkdlcos{3 + ej2kdlcos{3 + ... + ej(N-l)kd1cos{3) 
N-l 
Eo 2:= ejnkdl cos (3 . (3.11) 
n=O 
where k = and Eo is the scalar field for one source which for a normalized field 
pattern can be taken as unity. 
Figure 3.5 shows a two-dimensional or planar array. The sources along the y-axis 
can be described by Equation 3.11 and the rows of sources in the x-direction can be 
treated as individual sources with radiation patterns also given by Equation 3.1l. 
Therefore 
M-l 
E - E '" ejmkd2 cos c¥ 2D - 10 L-t ) 
m=O 
for an array with M sources on the x-axis. In spherical coordinates ((), ¢) 
cos (3 - sin () sin ¢ 
and cos a: - sin () cos ¢. 
(3.12) 
(3.13) 
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Figure 3.4: A linear array of point sources showing the phase differences observed 
from point, p; 
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Figure 3.5: A planar array of point sources. 
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If the sources are spaced equally in both directions (d1 = d2) and Eo is taken to be 
unity, Equation 3,12 becomes 
N-l M-l 
E2D = L L ejkd(n sin 0 sin ¢>+msinOcos ¢». (3.14) 
n=O m=O 
For an array with non-isotropic sources, the field pattern can be found by multiplying 
Equation 3.14 by the field pattern of the individual non-isotropic sources. 
3.1.4 Yagi-Uda Antennas 
A common way of increasing the gain of an antenna without using more than one 
source (as discussed in the previous sections) is to use a Yagi-Uda, or Yagi, antenna. 
This is an antenna with one driven element, or dipole, and one or more parasitic 
elements which obtain their power through coupling with the driven element. The 
length of the parasitic elements and their spacing from the driven element affect the 
field pattern of the antenna. 
Yagi-Uda antennas can be used as the individual elements of an array to lessen 
the interaction between the antenna and the ground. This is very important, espe-
cially when the ground plane is sloped or uneven. However, when the array is large, 
the increase in directivity obtained when using Yagi-Uda antennas is limited as the 
total field pattern is dominated by the array factor rather than the pattern of the 
individual sources. 
3.2 The Antenna Array 
To achieve accurate ''lind measurements, a wind-profiling radar needs to transmit 
a very narrow and precisely directed beam. At frequencies in the VHF range, a 
frequently used basis for this is a large array of aerials all transmitting in phase. 
All the aerials, either single dipoles or Yagi-Uda antennas, add together to form a 
thin beam pointing vertically. This design used for the CUSTAR antenna array was 
orginally put forward by Bennett [1992] and has been developed by Dunford [1998]. 
3.2.1 Antenna Design Philosophy 
The CUSTAR antenna array has been designed to maximize gain and directivity 
while minimizing side-lobes and the overall cost. It was decided that it would be 
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Figure 3.6: The layout of a typical antenna 
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easiest and most economical to make the individual elements and feed lines out of 
copper wire. This means that the elements need to be separated by exactly half 
or one wavelength to keep the open wire feed lines taut and the feed points all in 
phase. An excellent way to achieve a high directivity with the above constraint, is 
to space the individual sources by 0.707 A, but arrange the feed lines so that they 
are diagonal to this spacing. 
To achieve maximum directivity, the sources of an array need to cover a large 
area. The optimum design fot this array would be to cover the area with elements 
all spaced by half a wavelength. However, by using fewer elements, the array will 
be less expensive to build. Therefore it would be advantageous to space the sources 
further apart, reducing the number, but still covering the same large area. 
Figure 3.7 is a diagram of the antenna pattern of a square array (see Figure 3.6) 
showing the power of the antenna against zenith angle in a plane perpendicular (or 
parallel) to the rows of elements. The pattern is calculated using Equation 3.14 
setting both Nand M to 8. Figure 3.7a shows the antenna pattern for an antenna 
with an element spacing of half a wavelength. Here the maximum power is directed 
vertically with the side-lobes tapering off so that there are minimal ground-lobes. 
Figure 3.7b shows the antenna pattern obtained using an element spacing of one 
wavelength. Here the power comes to a maximum not only in the vertical direction, 
but also in the ground plane. is very disadvantageous for an ST radar as a 
large proportion of noise comes from ground clutter, i.e. radar signal reflecting off 
nearby orography. Figure 3.7c is for an element spacing of 0.707 A, showing a small 
increase in radar power at right angles to the zenith, but still significantly less than 
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Figure 3.7: The power pattern in the y-direction of an anteIllla with the same shape 
(but larger) as that in Figure 3.6 with three different dipole spacings. 
the peak power. 
From Figure 3.7 it is clear that an element spacing of 0.707 ).. could be used 
successfully. However, each element needs to be in phase and therefore they need to 
be joined together with feed lines of length ),,/2, or multiples thereof. When using 
coaxial cable as the feed line, the actual physical distance between the elements is 
irrelevant as the line can be folded without difficulty. This is not the case when 
using open wire feed lines, as folding the wires becomes impractical. The elements 
therefore need a physical spacing of one wavelength. This is achieved by spacing the 
elements by 0.707 ).. in the x and y-direction and then feeding each element in lines 
that are diagonal to x-y, this layout being shown in Figure 3.8. 
The antenna polar diagram for the array in Figure 3.8 is not the same as those 
displayed in Figure 3.7 because they do not take into acc01mt the difference in the 
shape of the array. The triangular (or diamond) shape significantly reduces the 
side-lobes of the power pattern, as shown in Figure 3.9. Figure 3.9a is the same as 
Figure 3.7c, except for the change in y-axis scale. Figures 3.9b and 3.9c are sections 
along the y and x-axes of Figure 3.8 where the element spacing is 0.707)... All 
of these patterns contain ground-lobes, as would be expected from a spacing not 
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Figure 3.9: The power pattern of an antenna with a dipole spacing of 0.707 A. The 
top diagram is from an array like that in Figure 3.6 and the lower two diagrams are 
from an array like that in Figure 3.8. 
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Figure 3.10: The design pattern of the Canterbury antenna array rotated by 45°. 
equal to half a wavelength, but as a result of the triangular shape, the second two 
orientations have much smaller side-lobes. 
The array shown in Figure 3.10 is the same as that in Figure 3.9, but has been 
rotated by 45°. It has an element spacing of 0.707 A in the diagonal direction, 
but a spacing of one wavelength in the x (or y) direction. Ordinarily a spacing of 
one wavelength would give an array pattern with large ground-lobes as shown in 
Figure 3.Th. However, even though the individual sources are one wavelength apart, 
each row of sources has half that spacing. From a distant point all the sources in 
a row are approximately the same distance away (Figure 3.11a), thus they are in 
phase and appear as a single source. Each row, however, is at a different distance 
(Figure 3.11b) and therefore at a different phase. Thus when looking in either the x 
or y-direction in Figure 3.10, the antenna polar diagram resembles Figure 3.7a and 
when looking along either of the diagonals, it resembles Figures 3.9b and 3.9c. 
The three-dimensional beam pattern for an array of this shape is best calculated 
using the coordinate system of Figure 3.5, but with the x and y-axes positioned as 
in Figure 3.10. For this array Equation 3.14 can be rewritten as 
N M L L (ejkd((2n-l) sill Osin 4>+( _l)(n+m) (2m-l) sinOcos4» 
n=l m=l 
+e-jkd((2n-l) sin 0 sin 4>+( -1)n+m(2m-l) sinOcos 4»), (3.15) 
where the first exponential term is for the points above the x-axis and the second 
is for the points below the x-axis. In this equation, d is set to one quarter of a 
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Figure 3.11: From a distant point, (a) dipoles perpendicular to the point will be in 
phase and (b) those in line with the point may not be in phase. 
wavelength. This can be rewritten as 
N M 
E2D = LLcos((2n l)kdsinOsin¢+ (-1)(n+m)(2m l)kdsinOcos¢). (3.16) 
n=l m=l 
For the array shown in Figure 3.10, Nand A1 would be set to 3, but for the Can-
terbury University antenna array (see Figure 3.12) and for the patterns shown in 
Figures 3.9b and 3.9c they would be set to 8. 
The above equation is true only if each element in the array is an isotropic point 
source. For an array of dipoles or Yagi-Uda elements, the equation needs to be 
multiplied by the field pattern of the individual element. For the CUSTAR antenna 
array, the point sources are replaced with two element Yagi-Uda antennas, as is 
described in the next section. However, the field pattern of an individual dipole, 
Edipole, can be used as an approximation of the Yagi-Uda, because the array is quite 
large and the total field pattern 
N M 
E2D = Edipole L L cos((2n l)kdsinO sin¢ + (-1)(n+m)(2m l)kdsinO cos ¢), 
n=l m=l 
(3.17) 
will be dominated by the factor shown in Equation 3.16. 
Equation 3.9 gives the field pattern of a dipole oriented in the y-direction. This 
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can be converted to spherical coordinates and expressed as 
cos[(7r /2) sin 0 sin ¢J 
sin(cos-1 (sinOsin¢)) . 
If the dipoles are oriented along the x-axis then this becomes 
E . _ cos[(7r/2) cos¢sinOJ 
dtpole w - sin ( cos -1 ( cos ¢ sin 0) ) . 
(3.18) 
(3.19) 
Use of Equation 3.17 with N M = 8 produces It FWHM of 6.35°. The solid 
angle of the main lobe can be approximated using Equation 3.6 as OA = 0.0123 sr. 
Assuming there are no losses in the antenna array, the effective aperture can then 
be calculated using Equations 3.7 and 3.8 and comes to Ae 4000 m2 . 
3.2.2 The Antenna Array Design 
The layout of the CUSTAR antenna array is shown in Figure 3.12 and Figure 3.13. 
Figure 3.14 contains a photograph of the completed array. The transmitter is con-
nected (via the transmit-receive switch) to the antenna array by a feed line which 
fans out so that each element receives the same signal in phase. Each dipole is 
mounted on the top of a capped wooden pole approximately 3 metres above the 
ground. The feed lines run perpendicular to the dipoles approximately 1 metre be-
low them. To obtain an effective ground plane (as the site was unable to be levelled 
due to environmental considerations), each dipole has a reflector placed 0.17 .\ below 
it. This increases the gain significantly and also minimises the power being absorbed 
by the ground. 
The length of the dipole and reflector and the spacing between them was de-
termined experimentally. The length of the dipole was tuned to have maximum 
resonance at 42.5 MHz. This occurred when the total length of the dipole was 
3.06 m. This is slightly shorter than would be expected from a .\/2 dipole because 
of the construction of the connection to the vertical feed line at the centre of the 
dipole. The approximate length and spacing of the reflector was calculated using 
The Yagi Optimizer, an antenna modelling program written by Beezley [1990J. These 
initial calculations were performed to maximize the ratio of the field strength di-
rected at the zenith to the field strength directed into the ground (the front-to-back 
ratio). Field tests were performed to check these measurements and the length of 
the reflector was adjusted to maximise the front-to-back ratio. The spacing was 
then adjusted to bring the dipole'S impedance as close to 50 0 as possible without 
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Figure 3.12: Plan view of the VHF radar antenna array showing dipoles, feed line 
and posts [After Dunford, 1999]. 
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Figure 3.14: A photograph of the antenna array at Birdlings Flat, 
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taking the antenna off tune. The optimum length of the reflector was found first as 
this parameter had a effect on the front-to-back ratio than on the impedance. 
The final ratio was measured to be 11.5 dB and the final impedance as 53 n. The 
optimum reflector spacing was 1.24 m and its length was 3.53 m. 
The CUSTAR antenna array has been designed to obtain a vertically pointing 
beam. In the initial stages of development, the radar will only measure vertical 
wind speeds and the extension to horizontal wind measurement capabilities will be 
made using the spaced antenna technique. In both these modes, the antenna beam 
only needs to point in the vertical direction. This makes the design of the antenna 
feeding system simpler, as the antenna does not need to have an adjustable beam 
direction. If this was the case, the connections between the main feed line and the 
dipoles would need to be matched coaxial cable, so that different lengths of wire can 
be added or taken away, thereby changing the phase of the dipoles and the overall 
beam pointing direction. For an array with a single pointing direction, some form 
of open wire or balanced cable can be used to connect the dipoles to the feed line. 
3.2.3 The Feed System 
'¥here the antenna is at a distance from the generator they are connected by a 
transmission line made up of two conductors. Pmver is transferred as waves of 
alternating potentials and currents between and along them. In a given line, the 
ratio of potential difference to current is a constant known as the characteristic 
impedance, Zo, which is (almost) real for high quality, low loss lines. If the end of the 
line is terminated by an impedance Zl = Zo then the waves are absorbed completely, 
but otherwise reflection occurs, a reverse wave is generated and standing waves are 
produced. The reflected wave increases the loss on the line and also means that the 
apparent input impedance at the generator may be different from Zo and will vary 
with frequency. If the line is long, this may decrease the effective bandwidth of the 
system. 
To avoid these problems it is usual to "match" the load to the line by transform-
ing the antenna impedance to Zoo A method of doing this is to use short sections of 
transmission line of different characteristic impedance. If the transmission line has 
a length of A/4, it acts as an impedance transformer) obeying the relationship 
(3.20) 
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where Zo is the characteristic impedance of the A/4 transmission wire, Zi is the 
impedance on one side of the transformer and Z, is the impedance on the other 
side. 
The characteristic impedance, Zo, of the open wire feed line used to connect the 
transmitter to the array can be calculated from the diameter, d, and spacing, 5, of 
the two wires [Hall, 1991] by the following relation 
28 
Zo = 276 10glO d' (3.21) 
Measurements of 8 and d for the transmission line utilised give a characteristic im-
pedance of 540 n. A direct measurement of the line's characteristic impedance was 
also performed using a VHF admittance bridge and this produced a value of 520 n. 
The former of these two measurements was used for the calculations that follow as 
the A/4 section of line used for the direct measurement was too short to provide 
a good average wire spacing. This measurement was also performed inside a labo-
ratory and, due to the effect of the building and furniture in the room, may have 
produced a value different from that expected in free space. As explained in Sec-
tion 3.2.2, the individual elements were designed to have a characteristic impedance 
of approximately 50 n. 
The system used to connect the dipoles to the transmit-receive switch (see Sec-
tion 3.3.1) is shown in Figure 3.15. The diagram at the top and running down the 
centre shows the entire feed system of the array, although most of the dipole lines 
are not shown for simplicity. The smaller diagrams around the outside of this figure 
show the steps needed to match the impedance of each element to the impedance of 
the open wire feed line. 
The first diagram shows the connection of the dipole to the horizontal feed lines. 
This connecting wire needs to have a low impedance so that the horizontal feed line 
doesn't "see" an enormously high impedance. To achieve this, a pair of 75 n coaxial 
cables with their shielding joined together are used. Together, these two cables have 
a characteristic impedance of 150 n. In step A of Figure 3.15, Equation 3.20 is 
used to simplify the dipole and A/4 transmission line to the 450 n impedance at the 
horizontal feed line. 
Step B of Figure 3.15 takes the 450 n impedance calculated in step A and puts 
it in place of each of the eight dipoles on one horizontal line. Because the dipoles are 
joined at points one wavelength apart the impedances can be combined in parallel. 
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Figure 3.15: The feed system for the VHF antenna array. 
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This is done in step C where the four dipoles on each side of the central feed line 
are combined to give a total of 112.5 O. Step D shows a closer view of the combined 
impedances and their distances from the central feed line. The A/2 section of line 
on the right hand side introduces a 1800 phase shift which is compensated for by the 
addition of a twist in the open wire feed line. On each side of the central feed wire is 
a section of line AI4 long. Both of these sections will be an impedance transformer 
according to Equation 3.20. The characteristic impedance of these AI4 lengths is 
540 0, so the impedances seen after the transformer will be 2592 0, as shown in 
step E. 
The 2592 0 impedances from each side of the central feed line are combined in 
parallel to one impedance of 1296 O. Step F shows this-and also the total impedance 
of each of the other seven horizontal lines of dipoles above the central feed point. 
The horizontal lines are A/2 apart, so a twist in the feed line is introduced to remove 
the phase shift. In step G, these eight impedances combine to give 162 0 above and 
below the central feed point. These two impedances are separated from the central 
feed point by a distance of AI4, therefore the final impedance for each half of the 
array is 1800 O. These can be added in parallel to give 900 O. 
The final step is to match this 900 0 to the 540 0 transmission line connecting 
the antenna to the transmit-receive switch. This can be achieved by using a AI4 
section of transmission line that has an impedance of 700 O. The spacing of this 
section is increased to achieve this (as given by Equation 3.21). 
The transmission line also needs to be matched to the transmit-receive switch 
(see Section 3.3.1) which is situated in a container about 50 m from the centre of the 
. antenna array. The input of the transmit-receive switch is unbalanced and has an 
impedance of 50 0, whereas the feed line is balanced with an impedance of 540 O. 
This transformation was achieved using the two step process indicated in Figure 3.16. 
The impedance of the open wire line is first transformed down to 200 0 using a AI4 
length transmission line of 330 0 impedance. A line of this impedance is obtained 
by using copper pipe instead of wire, as a thicker wire diameter decreases the line 
impedance (Equation 3.21). The 200 n is then transformed to 50 n unbalanced by 
using a 4:1 balun made of 50 0 coaxial cable. 
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Figure 3.16: The impedance matching network inside the receiver building. 
3.3 Electronic Hardware 
3.3.1 Transmit-Receive Switch 
When a radar system uses the same antenna for both transmission and reception, 
a switch is needed so that the transmitter and receiver can be connected to the 
antenna simultaneously. The switch needs to allow the very small signal received by 
the antenna through to the receiver and it must be capable of stopping the very large 
signal produced by the transmitter from entering the receiver input. It also needs 
to be able to switch between these two states very quickly and at a high frequency. 
This switch is often called a transmit-receive switch (T-R switch) or a duplexer. 
The T-R switch in the form discussed here was first used in 1940 in a radar system 
used for the detection of low-flying aircraft [Banwell, 1946]. was constructed 
from spark-gaps and sections of ,\/4 transmission line arranged so that the receiver 
was shorted on transmission and the transmitter shorted on reception. A spark-gap 
is a device which is an open circuit for low voltages, but when a large voltage appears 
between the terminals, the gas between them ionises and the gap is bridged by a 
spark, thus forming a short circuit. The composition of the terminals and the gas 
between them is chosen so that the striking time and deionisation time are short 
and that the striking voltage is low. 
A diagram for a spark-gap duplexer is shown in Figure 3.17. Using this arrange-
ment, there is no need for an external signal to switch the duplexer between states, 
as the large voltage from the transmitter triggers the spark-gaps. When the radar is 
in transmission mode, the spark-gaps fire, causing short circuits at points Band E. 
From Equation 3.20 which gives the impedance transformation characteristics of a 
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Figure 3.17: A T-R switch using spark-gaps and A/4 transmission line sections. 
A/4 transmission line, short circuits at these points correspond to open circuits at 
points A and D. In this case then the aerial receives the transmitter pulse unimpeded 
and the receiver "sees" a short circuit. 
When the radar is in reception mode, the transmitter is not producing a large 
voltage and the spark-gaps will remain open. Point B then is an open circuit due 
to the short circuit at point C and point A is a short circuit due to the open circuit 
at point B. The receiver is directly coupled to the aerial and isolated from the 
transmitter to prevent unwanted leakage. 
Spark-gaps are not readily available and have some disadvantages. They have 
slow response times, high striking voltages, high losses and they do not have long 
lives. However, they can be replaced by either normal semi-conductor diodes or 
PIN diodes. PIN diodes normally need to have a separate trigger pulse to switch 
them into conduction mode and high-voltage, fast-recovery types are uncommon 
and expensive. Hocking [private communication] suggested the BAV21 fast recovery 
diode as a possibility for switching without the need for a trigger pulse. 
With BAV21 semi-conductor diodes to replace the spark-gaps, a circuit very sim-
ilar to that in Figure 3.17 can be used. For ease of construction, the A/4 transmission 
line sections can be replaced with artificial lines made up of circuit elements. The 
circuit shown in Figure 3.18 is equivalent to a A/4 transmission line. The impedance, 
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L L 
Figure 3.18: An artificial A/4 transmission line. 
Zo) of the line can be chosen by adjusting the values of Land C. 
L (3.22) 
C 
27rJX o 
(3.23) 
where J is the radar frequency and XL and Xo are the impedance of the inductor 
and capacitor respectively. and Xo both need to be set numerically equal to the 
required characteristic impedance, Zoo 
The final transmit-receive switch circuit used is shown in Figure 3.19. At points B 
and E, twelve BAV21 diodes replace the spark-gaps of Figure 3.17. They are ar-
ranged so that there are six diodes in each direction allowing both the negative and 
positive part of the R.F. signal to pass through. The diodes will be biased forward 
when there is more that 0.6 volts across them. This means they will be "on" when 
the radar is transmitting and "off" when it is receiving. A third identical set of 
diodes is placed at point F to reduce further the signal reaching the receiver during 
transmission. The values for and C1 are chosen so that the artificial line between 
points A and D has a characteristic impedance of 50 n. This is to ensure that the 
transmitter and antenna, which are designed to see 50 n, are matched correctly. L2 
and C2 are chosen so that all the other sections of line are at 75 n. This is done 
so that points Band E are at a higher impedance and therefore less current will 
flow through the diodes. According to the impedance transformation equation (see 
Equation 3.20) point E will have an impedance of 
Z2 o 
- ZD' 
75
2 
- 112 5 n 50 - . . (3.24) 
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Figure 3.19: A circuit diagram of the T-R switch used in the Canterbury University 
VHF radar. 
This impedance will be transformed back to 50 n to match the receiver input by 
the 75 n section of line between points E and F. By the same argument as above, 
point B will be at 112.5 n and point C at 50 n. One of the inductors can be left out 
of the section between points Band C as that section of artificial line only needs to 
resemble a )../4 line from point B and not from point C. 
Each BAV21 diode can take a maximum of 250 rnA continuous forward current. 
If this is taken as the maximum average forward current, then for 12 diodes the 
maximum current is 3 A. The maximum average power, Pav , that the T-R switch 
can withstand is limited by the amount of current the diodes at points E and B can 
cope with. This power is given by 
(3)2(112.5) ;:::::: 1 kW. (3.25) 
The completed device was tested using a peak output from the transmitter of ap-
proximately 1.5 kV (Ppk c::::: 45 kW). This produced a voltage of approximately 10 V 
after the stage of the T-R switch (point E) and after the second stage (point F) 
the signal peak was reduced to 0.7 V. This is a much larger signal than the receiver 
is designed for (1-100 MV), but is not large enough to do any damage. 
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Figure 3.20: A photograph of the T-R switch used in the Canterbury University 
VHF radar. 
As the photograph in Figure 3.20 indicates, each section of artificial line is 
shielded from the other sections. This prevents mutual inductance between the 
coils, making them easier to design and test and also helps to shield the higher 
voltage sections connected to the transmitter from those connected to the receiver. 
Each section of artificial line was tested to ensure they all resembled AI4 sections 
and that they were the correct impedance. These tests were done with the diodes 
in place so that the extra capacitance they added was taken into account. After 
completion the T-R switch was tested for the attenuation it adds to the received 
signal. This was found to be 1.1 ± 0.1 dB. 
3.3.2 Transmitter 
A transmitter is used to amplify radio frequency (R.F.) pulses so they are large 
enough to reflect off small changes in the radio refractive index of the atmosphere. 
The transmitter built for the University of Canterbury VHF radar was designed by 
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Bob Bennett and operates at 42.5 MHz. It uses vacuum tube technology and is 
capable of 100 k\V peak power with a duty cycle2 of 1.4 %. 
A block diagram of the transmitter is shown in Figure 3.21. The RF. signal to 
be transmitted first needs to be produced and this is done by an oscillator using a 
42.5 MHz crystal. From the oscillator, this continuous signal is passed to the mixer 
in the transmitter and also to the receiver so that coherent measurements can be 
made. The transmitter also needs to produce a square pulse that determines the 
pulse width. The device that produces this pulse is triggered by the analogue to 
digital converter (see Section 3.3.4). The pulse width can be changed manually from 
1 to 7 ji,S. 
The continuous RF. signal and square pulse are mixed to produce a short pulse 
of RF. signal. This pulse is amplified in a solid state buffer amplifier which has a 
peak output power of 40 \V. All the devices described so far help to form the signal 
which is transmitted and together they are called the exciter. The signal is amplified 
to its final power in two further sections both of which use vacuum tubes. These 
two sections use a common cathode configuration and are class C amplifiers. The 
first of these is called the driver. This section uses two valves working in parallel 
and has a peak output power of 800 \V. The final section uses two vacuum tubes in 
a push-pull circuit design. final output has a peak power of 100 k\!V. 
The transmitter is capable of producing an average power output of up to 1.4 k\V. 
Under usual operation, however, the transmitter typically produces between 250 and 
500 \V. 
2The duty cycle is the ratio of the pulse length to the repetition frequency. See Section 3.4. 
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3.3.3 Receiver 
The purpose of the receiver is to convert the RF. signals reflected from the atmo-
sphere into a form that can be recorded and analysed. The type of receiver used 
was a direct-conversion phase-sensitive detector. 
vVhen an RF. pulse is reflected from the atmosphere, it returns with a much 
reduced amplitude and also with the possibility of a small frequency shift. This 
reflected signal can be described as a function of time by 
x(t) = a(t) cos[21ffot V'(t)] (3.26) 
where a(t) is the amplitude, 'lj)(t) is the phase modulation and fa is the carrier 
frequency [Skolnik, 1970]. It is this amplitude and phase modulation that the receiver 
needs to extract from its input signal. Equation 3.26 can be written alternatively as 
x( t) I( t) cos 21f fat - Q(t) sin 21f fat (3.27) 
where I(t) a(t) cosV'(t) 
and Q(t) - a(t) sin V'(t). 
I(t) and Q(t), which are called the in-phase and quadrature components of the 
returned signal, contain the amplitude and phase information needed. They are 
obtained by mixing the received signal with two reference at the carrier fre-
quency having a phase difference of 900 • The resultant signals will have a frequency 
that is the difference between the transmitted and received signals, or the Doppler 
shift. 
Figure 3.22 shows the main components of the receiver. input signal is first 
sent through an RF. filter. This ensures that only signals of around 42.5 MHz 
are accepted. There are many interfering RF. signals that can be received by the 
antenna such as those from the other radars at the Birdlings Flat site. These other 
radars have frequencies of 26.2 MHz and 2.4 MHz, so any signal received from them 
is filtered out in this first section. The bandwidth of the input stage, however, is 
still much larger than the overall bandwidth of the receiver. 
The 42.5 MHz signal is then amplified in two stages before split and sent to 
separate mixers. The mixers are also fed with the two reference signals, one advanced 
by 45° from the carrier signal and one retarded by 45°, which are produced in the 
phase-splitter. The output of each mixer will be made up of the sum beat frequency, 
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which will be very high (85 MHz) and can be filtered out in the next two sections of 
the receiver, and the difference beat frequency, which will be the Doppler shift, so 
therefore relatively small. The phase difference between the two carrier frequency 
signals means that the outputs of the two mixers, the I and Q signals, will be 90° 
out of phase. 
The receiver is phase-sensitive because the reference signal sent to each mixer is 
coherent with the transmitted signal. This means that over a series of pulses the 
phase can be monitored for any variations. Also, if the phase of a reflected signal 
is known to change slowly (i.e. the target has a small velocity) then pulses can be 
added coherently without any loss of phase information. 
The receiver is called a direct-conversion receiver because it transforms its input 
signal from 42.5 MHz down to DC in one step. It does this by using the origi-
nal carrier frequency as the mixing signal. A direct-conversion system is a much 
simpler version of the more common superheterodyne receiver that incorporates an 
intermediate frequency (LF.). Superheterodyne receivers require at least two lo-
cal oscillators for coherent dectection, one, the "local oscillator") to convert the 
receiver's input signal to the intermediate frequency and a second one, the "beat 
frequency oscillator", used to convert the LF. signal the required output. The 
combination of the two local oscillators needs to be coherent with the transmitted 
signal so that phase information from the returned pulses is not lost. This is some-· 
times achieved by mixing the signal from the first oscillator with the RF. signal 
from the transmitter and using that to phase-lock the second oscillator. Vlith a 
direct-conversion receiver, the LF. is 0 Hz so the reference frequency comes directly 
from the exciter in the transmitter. 
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If direct-conversion is used care must be taken to ensure that unwanted signal 
from the exciter is not picked up on the input to the receiver as this can cause 
instability. By using modern surface mount components and carefully shielding the 
receiver front-end and the phase-shifting circuit these problems can be avoided. 
After the mixers, each channel is amplified in a video amplifier and then passed 
through an 8 pole low-pass Bessel filter. A Bessel filter was used as it has a linear 
phase variation with frequency, meaning that below the cut-off frequency of the filter, 
the signal is transmitted without a change in shape [Jones, 1986]. The optimum 
bandwidth, 6j, for this filter depends on the width of the transmitted pulse, T, 
6j= ~. 
T 
(3.28) 
The receiver was initially designed for a 2 f-Ls pulse width which gives a bandwidth 
of 500 kHz, however, the actual bandwidth was found to be close to 250 kHz. The 
experiments conducted in this thesis used a pulse width of 4 f-LS, so the receiver, 
although not being within its initial design specifications, was very close to the 
optimum operating point. 
The final stage in the receiver is an output amplifier. This ensures that the 
output signals are in the range from a to 5 V and centered on 2.5 V. This is 
necessary to make the outputs compatible with the analogue to digital converter. 
3.3.4 Analogue to Digital Converter 
The system used to convert the analogue output from the receiver into a digital signal 
is dual channel to cope with both the I and Q receiver outputs simultaneously. Each 
of these channels contains an 8-bit analogue to digital converter (ADC) capable of 
500 000 samples per second. The two channels sample at this rate 64 times for each 
transmitter pulse. This data is stored in a buffer and sent to a computer between 
each pulse. 
Each ADC is controlled by a CMOS 8-bit micro controller. This microcontroller 
determines the pulse repetition frequency of the transmitter and the sampling fre-
quency of the ADC. Because the micro controller handles the timing of the trans-
mitter and ADC, the interface computer only needs to tell it when to start and stop, 
allowing the computer to perform other tasks while the radar is operating. 
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Figure 3.23: The Canterbury University VHF radar system. 
3.4 Operational Details 
This section describes the typical operation of the radar, including the overall 
tern set-up and the details of each experimental run. Figure 3.23 displays a block 
diagram of the radar system and indicates how the individual components described 
in the previous section interconnect. The radar operates by sending a short pulse of 
radio frequency energy into the atmosphere and receiving the reflected signal. An 
analogue to digital converter (ADC) samples the echoes from this pulse at a high 
rate, separating the signal into range gates. This process is rapidly repeated a large 
number of times and the result is a time-series of echoes for each height bin. This 
data is then stored or analysed. Figure 3.24 shows the different time-scales involved 
in this procedure. 
3.4.1 Radar Parameters 
There are a number of parameters that need to be carefully chosen to ensure that 
the radar operates under optimal conditions. These parameters, which are discussed 
below, include the run length, pulse repetition frequency, pulse width and ADO 
sampling rate. 
For each wind speed calculation, data needs to be collected for times in the order 
of 10 - 100 seconds [Rastogi, 1986]. The chosen length is a trade-off between velocity 
resolution and temporal resolution. The velocity resolution, Vres , is related to the 
run length, t r ) by 
V res "'"it' 
r 
(3.29) 
where).. is the radar wavelength. For a radar operating at 42.5 MHz, a run length 
of 130 seconds gives a velocity resolution of approximately 0.027 m S-l. It should 
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Figure 3.24: Characteristic timescales of operation. Shown are (a) the run length, 
in case 130 seconds, (b) the individual transmitted pulses with their associated 
echoes and (c) a single pulse and its echo overlayed with vertical lines to represent 
the gate sampling times. Note the different x-axis scales on each plot. 
be noted that a large tT not only gives a better velocity resolution, it also increases 
the signal detect ability because of the increased number of pulses. However, a long 
run time also reduces the temporal resolution because the velocity calculated will 
be an average over the whole run. To observe short time-scale variations in the 
atmosphere, the run time needs to be comparable in length to those changes. 
pulse repetition frequency (PRF) should be as large as possible, but there 
are a number of limiting factors. Firstly, the transmitter has a maximum average 
power output, Pav , and a peak power output, ppeak ) related by the duty cycle. The 
duty cycle is the fraction of time for which the transmitter is actually transmitting 
and can be defined as 
Duty Cycle T x PRF 
Pav - Duty Cycle x Ppeak 
(3.30) 
(3.31) 
where T is the pulse width. So the PRF can only be increased until the average 
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power reaches its maximum allowed value. The data collection computer will have 
a maximum collection rate that may also limit the PRF. 
With a high PRF there is also the possibility of range aliasing. That is when the 
signal from a distant reflector is received after the next pulse has been transmitted. 
To ensure this does not happen the largest distance from which signal can be received 
needs to be identified. This distance is the unambiguous range, r u' The time between 
pulses (or inter-pulse period, TIPP ) must then be 
1 2ru 
TIPP = PRF > ~' (3.32) 
where c is the speed of light and the factor of two arises from the two-way propagation 
of the signal [Morris and Harkness, 1996]. For an ST radar with a power-aperture 
product3 similar to the Canterbury University radar, approximately 2.0 X 106 \Vm2, 
signal is very unlikely to return from altitudes greater than 20 km [Hocking, 1997a]. 
This means the PRF needs to be less than 7500 pulses per second. With a smaller 
power-aperture product, the PRF can be increased and for some VHF boundary 
layer radars it is as large as 50 kHz [e.g. Vincent et al., 1998]. 
Another ambiguity that can occur relates to measurement of the scatterer's ve-
locity [Doviak and Zrnic, 1993]. The Doppler frequency, and therefore velocity, is 
determined from the phase difference between the in-phase and quadrature chan-
nels. There is no unique Doppler frequency, because the phase difference can include 
any number of 27r phase changes and can occur with a positive or negative phase 
change. The maximum frequency that can be measured without aliasing is the 
Nyquist frequency 
1 
2T' p 
(3.33) 
where Tp is the period between each individual sample in the time series used for 
determining atmospheric information. The maximum velocity that can be unam-
biguously derived is 
V max 4T' p 
(3.34) 
where A is the radar wavelength [Woodman and Guillen, 1974]. For data that has 
not been coherently integrated, = TIPP , but for integrated data, Tp becomes 
larger, reducing vmax . For a radar at 42.5 MHz operating at 1000 pulses per second, 
3The power-aperture product is a measure of the overall output of the radar and is simply the 
product of the average transmitter power and the effective aperture of the antenna. 
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V max is 1750 m for raw data and 27.3 m S-l for data integrated over 128 samples, 
However, both of these are much larger than the maximum velocities expected from 
a vertically orientated beam. 
The choice of pulse width is a trade-off between the amount of back-scattered 
power and the obtainable range resolution. A short pulse length will give a higher 
range resolution, for example 'T 1 Its will produce a pulse that is 300 m long, giving 
a resolution of llr 150 m. However if the pulse length is increased to say 'T = 6 Its 
the resolution will drop to llr = 900 m, but the size of the scattering volume will 
be six times as great, producing an increase in backscattered power. The range 
resolution is practically attainable only if the range bin size is small enough. 
The range bin size, r, is related to the ADC sampling period, Ts ) by 
Tsc 
r=2' 
The maximum range, R max , is given by 
( ) 
tdelayC 
Rmax = r Ns - 1 - -2-) 
(3.35) 
(3.36) 
where Ns is the number of samples and tdelay is the time lost in transmission and 
reception. Contributions to tdelay arise mainly in the transmitter where the R.F. 
pulse is formed and amplified and also in the receiver. Delays are also produced in 
the cables connecting the ADC to the transmitter, the T -R switch to the receiver 
and the receiver to the ADC. 
3.4.2 Radar Operation 
The control of the system and the collection of data is handled by the same computer. 
This computer instructs the ADC when to send the trigger pulse to the transmitter 
and for how long, determining the run length. The ADC controls the PRF of the 
transmitter via this trigger pulse and the R.F. pulse width is set manually at the 
transmitter. 
After returning through the transmit-receive switch, the received signal is ampli-
fied by an R.F. pre-amplifier with a very low noise figure. A Hamnonics LNW-50 
which has a gain of 24 dB and a noise figure of 0.6 dB was used. The signal is 
then sent to the receiver where it is amplified further and mixed with the original 
42.5 MHz carrier frequency which is sent directly from the transmitter (see Fig-
ure 3.23). The receiver, as described in Section 3.3.3, produces the in-phase and 
quadrature signals which are passed to the ADC. 
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The ADC sampling speed (in this case Ts = 2 Its) determines the size of the range 
bin (or range gate). The ADC begins sampling when the trigger pulse is sent and 
continues until a set number of samples (64) have been taken. After each pulse and 
the associated sampling, the computer collects the data from the ADC and stores it 
in memory. The amount of time between the last sample and the next transmitter 
pulse is not long enough to access the hard-drive, so the data needs to be stored in 
RAM. At the end of each run, the data is moved as one block from RAM to the 
hard drive which can be easily done in the time available. 
The system has the ability to coherently integrate the data as it is being collected 
by the computer. The main purpose of this procedure is to reduce the amount of 
data that needs to be stored and analysed. Coherent integration is achieved in 
software by summing over the required number of successive pulses before storing 
the result in RAM. The number of pulses integrated over can be set by the user, and 
a value of 128 was used for much of this study. The effects of coherent integration 
are discussed in Section 5.3. 
After the data has been transferred to the hard drive, the run is complete. The 
next stage is to process the data. This could be done in the time between runs or 
during the next run, but for the work done in this thesis, the processing was done 
off-line. For an explanation of the processing scheme used see Section 5.2. 
3.4.3 Meteor Radar Operational Details 
A system used to obtain.head echoes from meteors (see Section 2.5) could be op-
erated in conjunction with the ST system described above. The main difference 
between the two systems is the range that needs to be sampled by ADC. Be-
cause the two height regions (0 - 18 km and 80 - 110 km) are completely separated, 
a second ADC with a very similar design to that described in Section 3.3.4 could be 
used to record the meteor echoes. 
The ADC used for meteor detection would need to have a high sampling rate, 
similar to that of the existing ADC, in order to obtain an accurate range mea-
surement for the meteoroid. The sampling could be triggered (with an appropriate 
delay) by the same pulse, produced by the existing ADC, that is used to trigger the 
transmitter. Ideally, a separate computer would record the data produced by the 
second ADC and analyse the results in real time. 
Software for this system has not yet been developed, but the following method 
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could be utilised. The data could be recorded and briefly stored in memory. If 
successive pulses showed a significant increase in power, those pulses and a certain 
number before and after them would be stored for later analysis, or, if permit-
ted, analysis between meteor echoes. If no increase in power were observed, that 
data would not need to be retained. 
If an in power were found to occur as a result of a meteor echo, 
of-sight velocity would be first estimated from the time taken to traverse a number of 
range bins. accuracy of this estimate could then be improved by calculating the 
phase difference between successive pulses. As explained in Section 2.5, 
off zenith of meteoroid trajectory could be calculated by noting number of 
range bins that showed an increase in power. If an increase was observed at all the 
sampled heights, this would show that the meteoroid arrived directly overhead. 
Meteoric ionisation is deposited in the height regime 80 - 110 km so an ADC 
sampling rate can be no higher than 1000 pulses per second (the frequency currently 
in use) to ensure that no range aliasing of atmospheric signal will occur. The pulse 
width would not need to be altered from the length used by the ST system, in fact 
similar has been performed with pulse widths as short as 1 /ks [ Mathews 
et al., 1999]. 

Chapter 4 
Verification of the Antenna Beam Pattern 
To ensure the antenna array has been constructed correctly, it is necessary to mea-
sure parameters associated with the beam pattern and compare them to the expected 
values. This can be achieved by using an aircraft to transport a receiver through the 
beam of the radar. If the location of the plane is known when the receiver power is 
measured, the exact beam pattern can be mapped. Sato et al. [1989] used a scien-
tific satellite to make measurements of the multi-beam MU radar. Another method 
known as reverse radio astrono!ny, which doesn't involve transporting a receiver or 
transmitter into the atmosphere above the radar) can also be used. 
Reverse radio astronomy is a technique which uses the antenna array as a radio 
telescope and compares the received signal with the known transit times of com-
mon radio sources. Both the sun and extra-solar radio sources can be used as test 
sources for the verification of antenna beam patterns [Aarons, 1954; Oraf et al., 
1971; Czechowsky et al., 1983]. This radio sky noise can also used to measure 
the loss factor of an antenna [Hocking and Lawry, 1989; Campistron et al., 2001]. 
Reverse radio astronomy was performed using the CUSTAR antenna first with only 
one row of the array in operation and then with the entire array. The results from 
both of these tests are detailed. 
4.1 Antenna Beam Patterns 
The antenna array designed and built for the CUSTAR radar is described in detail 
in Section 3.2. A relation describing the theoretical field pattern was derived and 
presented in Equation 3.17 and is reproduced here 
cos[('71-j2) cos¢sine] L8 L8 ( .. 
E2D = . [ 1( ¢. e)] cos (2n - l)kdsmesm¢ sm cos- cos sm 
n=l m=l 
+ (-1)(n+m)(2m-1)kdsinecos¢), for 0::; e < ~ and 0::; ¢ 27f.(4.1) 
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Figure 4.1: Polar diagrams of the completed CUSTAR antenna array. The sections 
are oriented (a) E-W, (b) N-S, (c) NW-SE and (d) NE-SW. 
This equation is valid when the individual elements are oriented along the x-axis, 
which, for the geometry of the antenna, is E-W. 
Figure 4.1 shows vertical sections of the array at different azimuth angles pro-
duced using Equation 4.1. The difference in beam shape between Figure 4.1a and b 
is solely due to the orientation of the elements. Figure 4.1a has smaller lobes near 
the ground, compared to Figure 4.1b, as the dipoles only radiate radially, not from 
their ends. As explained in Section 3.2.2 the ground-lobes in Figure 4.1c and dare 
due to the dipole spacings of 0.707 ).. in those directions. The side-lobes are much 
smaller compared to the E-Wand N-S sections because of the tapering effect of the 
diamond shape. 
Equation 4.1 can also be used to calculate the beam-width of the main lobe (or 
any of the other lobes if necessary). The theoretical full-width at half-maximum 
(FWHM) for the main beam of the CUSTAR array was found to be 6.35° in the 
N-S and E-W directions and 4.49° in the N\i\T-SE and NE-SW directions. 
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Figure 4.2: The layout of a single row of dipoles; showing the vertical feeders, feed 
lines and reflectors. 
4.1.1 Single Row Beam Shape 
Reverse radio astronomy was used to test a single row of eight dipoles while con-
struction of the rest of the array was continuing. Using only one row gives a thin 
fan-shaped beam instead of the pencil-shaped beam expected from the complete 
array. If this fan is aligned N-S, a large variety of radio sources can pass through 
the beam. 
The design of the full array dictated the details of the row. Figure 4.2 
shows the row of dipoles, each spaced by one wavelength, orientated in the E-W 
direction. The feed line ran in parallel with these dipoles, so the vertical feeders 
were longer than in the final design to keep the feed line below the reflectors. The 
vertical feeders were extended from tA to ~A which gives ample length without 
altering the electrical properties. 
Using the method described in Section 3.1, the beam pattern corresponding to 
a single row of dipoles is found to be 
cos[(n/2)cos¢sine] 2:4 ( .) 
E2D = . [ 1( ¢. e'] cos 2(2n -l)kdsmecos¢ , 
sm cos- cos sm J 
71=1 
n 
for 0 ~ e ~ '2 and 0 ~ ¢ ~ 2n, (4.2) 
74 
o 
o 
Chapter 4. Verification of the Antenna Beam Pattern 
90 
o dB 
_=="==_-L-_---' __ -' 180 
array of 8 dipoles along x-axis sectioned at O· to x axis 
90 
o dB 
array of 8 dipoles along x-axis sectioned at 90' to x axis 
Figure 4.3: The theoretical beam shape from a single row of dipoles spaced by one 
wavelength. (a) In the E-W plane a thin beam is observed and (b) in the N-S plane 
a fan-shaped beam is observed. 
where d is one quarter of a wavelength. Figure 4.3a shows the beam shape in the 
E-W plane obtained using this equation. Comparison of Figure 4.3a and Figure 4.1a 
shows that these beam shapes are very similar) as should be expected. The main 
difference is observed in the side-lobes closest to the ground, which are much larger 
in Figure 4.3a due to the dipole spacing. In the complete array, the effective spacing 
is 0.5A, whereas here the spacing is exactly one wavelength so the pattern adds 
constructively in the ground plane. A line of point sources spaced by one wavelength 
would produce ground-lobes of the same magnitude as the main lobe, similar to those 
shown in Figure 3.7b. The actual pattern of this single row of dipoles goes to zero 
at 0° and 180° due to the power pattern of each individual dipole. The FWHM in 
this direction is the same as that for the entire array, that is 6.35°. 
Figure 4.3b shows the :"J-S elevation of the beam power pattern. If this row of 
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dipoles was suspended in free space, then this pattern would be symmetric around 
the axis. However, due to the reflectors the beam is generally vertically 
with little radiation near the ground. The pattern in Figure 4.3b was not calculated 
using Equation 4.2, as this equation does not include the effects of the reflectors, 
instead it was created with the help of NEC (Numerical Electromagnetics Code), 
an antenna modelling program originally written by Burke [1981]. FWHM in 
this plane was calculated to be 1580 • 
4.2 Positional Astronomy 
To determine which stars will pass through the beam of the array and when this 
will occur, it is necessary to use positional astronomy. This section will introduce 
the concepts and details relevant to reverse radio astronomy. 
4.2.1 Celestial Coordinate System 
By imagining that all the heavenly bodies are situated on a sphere which the 
same centre as the Earth, the coordinates of a particular star may be defined in a 
relatively easy manner. This imaginary sphere is called the celestial sphere, shown in 
Figure 4.4. The celestial poles and celestial equator are projections of their 
counterparts onto the celestial sphere and the point directly above the observer is 
called the zenith. Any semi-circle that runs from one celestial pole to the other 
is called a meridian, and the meridian that runs through the zenith is called the 
observer's meridian, highlighted in Figure 4.4 by a bold line. When an object lies 
on the observer's meridian it is said to be in transit [Roy and Clarke, 1994]. 
4.2.2 Star Coordinates 
Any point on a needs two coordinates to represent its location. For a heavenly 
body, the first is called the declination, 15, and is analogous to latitude as shown in 
Figure 4.5. This coordinate is measured in degrees from the celestial equator and 
like terrestrial latitude is positive for north and negative for south. This coordinate 
does not change with time. The second coordinate is known as the hour angle, HA, 
and is the angle from the observer's meridian westward to the star's meridian. This 
coordinate is not useful for cataloguing because it changes with time as the celestial 
sphere rotates relative to the Earth. 
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Figure 4.4: The celestial sphere showing the celestial poles, celestial equator, ob-
server's meridian and zenith. The south celestial pole is on the upper half of the 
sphere because the zenith is positioned for an observer in the southern hemisphere. 
To overcome this problem of rotation, a fixed point on the celestial sphere is 
chosen. The "longitude" of a star can then be measured from that fixed point in a 
similar way to longitude on Earth, which is measured from Greenwich in London. 
The point chosen is the First Point of Aries, T, also referred to as the vernal equinox. 
The angle measured eastward from T to the star is called the star's right ascension, 
RA, and is measured from Oh to 24h or 0° to 360°. 
Using the star's declination and right ascension, its position can be catalogued, 
but the observer still needs to know the position of T relative to the observer's 
meridian. Here, a time system called sidereal time is used. Instead of being based 
on the Earth's rotation relative to the sun it is based on its rotation relative to 
the stellar background, therefore the sidereal day is 3m 568 shorter than the solar 
day [Ridpath, 1989]. The sidereal time at a particular longitude is the time that 
has elapsed since T last crossed the meridian associated with that longitude. This 
elapsed time is also the local hour angle of T. Greenwich sidereal time, GST, is 
the time elapsed since T last crossed the Greenwich meridian and its value for any 
particular day can be found in an astronomical almanac [e.g. Nautical Almanac 
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Figure 4.5: The celestial sphere, showing a star's declination, 5, hour angle, HA, 
and right ascension from the First Point of Aries, RA. 
Office, 2001]. The local sidereal time, LST, can be found by simply adding the local 
longitude to GST, (or subtracting the longitude if it is west of Greenwich). 
Once the LST is found, the hour angle of a star is simply 
HA = LST-RA (4.3) 
where HA is the time elapsed since the star crossed the observer's If this 
value is negative, then that time, the star will cross the observer's meridian. 
When the hour angle is zero, the star will cross the meridian and thus LST RA. 
By calculating the GST, it is possible to obtain, using an astronomical almanac, 
the Greenwich Mean Time, or Universal Time, corresponding to the local time of 
meridian transit. New Zealand Standard Time can then be found by adding twelve 
hours to the Greenwich Mean Time. In summer, Daylight Savings must also be 
taken into account. 
To illustrate, the sidereal time at whichCentaurus A crossed the Birdlings Flat 
meridian on April 25, 2001, is found. Centaurus A is a strong radio source having 
a right ascension of 13h 25m 278 • The source will be in the zenith when the LST is 
78 Chapter 4. Verification of the Antenna Beam Pattern 
equal to the source's right ascension, RA. Therefore, 
1ST = 13.42417h . 
Birdlings Flat is at a longitude of 172° 41.4' E, which is equivalent to an angle of 
11.5127h east of Greenwich. Subtracting this angle from the 1ST gives 
GST = 1.9115h . 
Greenwich Sidereal Time at Oh UT on that particular day can be subtracted from this 
value to give the interval, in sidereal time, from Oh to the star's transit. To convert 
this value into Universal Time, the interval is multiplied by 0.997270, changing it 
from sidereal time to solar time. From an astronomical almanac, Greenwich Sidereal 
Time at Oh UT on April 25, 2001 is 
The sidereal time interval from Oh UT is then -12.2937h or, by adding 24 hours, 
11.7063h . Multiplying this by 0.997270 gives 
UT = 11.6743h , 
New Zealand Standard Time is obtained by adding 12 hours to the Universal Time. 
If this time was greater than 
would have been found. 
4.3 Radio Sources 
hours, then the transit time for the 26th of April 
There are various radio sources in the skYi the sun, moon, planets and many stars are 
all sources of sky noise to varying degrees. Of primary concern here is the strength 
of these radio sources and whether they will pass through the beam of the antenna. 
The moon and planets are too weak to be useful for this project and therefore only 
stellar and solar sources will be discussed. 
First, it is necessary to consider which objects will pass through the beam of 
aerial. In Section 4.1.1, a single row of dipoles was found to have a FWHM of 158°, 
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Figure 4.6: The celestial sphere with BirdlingsYlat (latitude 43° 49.5' S) at the 
zenith showing, not to scale, the beam-width of a single row of dipoles. Stars with 
declinations between 35° and will pass through the beam at some point during 
the day. Those with a declination between -57° and -90° wil~ pass through the 
beam twice each day. 
Figure 4.6 shows how this beam-width relates to declination on the celestial sphere. 
Any object with declination 
(4.4) 
will at some time be within the beam of the aerial. 
When the full antenna array is used the number of radio sources that will pass 
through the beam is greatly reduced as they have to be within 3.2° of the zenith. 
In terms of declination, this range corresponds to 
( 4.5) 
4.3.1 The Sun 
The most obvious source to consider is the sun itself, which passes through the beam 
of a single row of dipoles, but not through the beam of the entire array. The sun has a 
very strong radio emission and consequently has been used to verify the beam shape 
and pointing direction of radar antennas for many years [Aarons, 1954; Eastwood, 
1960; Riddle, 1986]. The flux density of the sun varies considerably depending on 
whether it is quiet or disturbed and this variability makes the sun's flux difficult 
to predict from day to day. The large differences in solar emission between the 
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Figure 4.7: Solar activity as recorded on a phase-switching interferometer by Swen-
son [1978] on two different days in October, 1977; the first chart showing a quiet 
sun, the second showing the intense solar emissions of the sun when disturbed. The 
scale is the same in both cases emphasising the large differences that can occur. 
quiet and disturbed sun, shown in Figure 4.7, are caused by sunspot activity on the 
surface of the sun. This varying emission from the sun can be divided into three 
groups, the quiet or undisturbed sun, the slowly varying component of the disturbed 
sUn and the rapidly varying component of the disturbed sun. 
The quiet sun has little or no sunspot activity and a quite stable emission. The 
effective temperature and flux density is shown in Figure 4.8. The slowly varying 
component of the disturbed sun has a time scale of days, weeks or even months. 
This component is caused by sunspot activity and is therefore at a maximum when 
a maximum number of sunspots occurs. The slowly varying component will have 
a small effect on measurements using the 42.5 MHz aerial (.\ = 7.06 metres) as its 
radio emission is predominantly in the 3 to 60 cm wavelength range [Kraus, 1966]. 
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Figure 4.8: The solar spectrum of the quiet and disturbed sun showing flux density 
and equivalent black body temperature [Kraus, 1966]. 
The rapidly varying component of the disturbed sun does, however, emit over 
all radio frequencies. This component consists of solar flares, or bursts of radia-
tion, that occur near sunspots. Typically, these last for time scales of seconds to 
hours. The effect on the temperature and flux density emitted when the disturbed 
sun is at its maximum is displayed in Figure 4.8. Examination of the region cen-
tred about wavelengths of seven metres indicates that the equivalent black body 
temperature of the quiet sun is around Ts = 106 K and the flux density is around 
5 x 10-23 W m-2 HZ-l. However, for the disturbed sun, the temperature is closer 
to Ts = 1010 K and the flux density near 1 x 10-18 W m-2 Hz-l. These figures are 
summarised in Table 4.1. 
In addition to the above slow and rapid variations in the sun's emission, there 
is also the very slow sunspot cycle. The sun goes through an eleven year cycle 
from a maximum number of sunspots to a minimum number and back again. The 
most recent sunspot maximum was in June/July 2000, so in April 2001 when these 
measurements were taken the sun was still near its sunspot maximum. Figure 4.9 
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Equivalent Black Body Temp, Ts Flux Density 
(10-26 W m-2 Hz-I) 
Quiet Sun 106 K 5000 
Intermediate Sun 108 K 106 
Disturbed Sun 1010 K 108 
Table 4.1: Equivalent black body temperature, Ta, and flux density emitted from 
the sun at wavelengths of approximately 7 metres [Kraus, 1966]. 
shows the variation in sunspot number over the last two sunspot cyc1es. 
The angular diameter of the sun varies with frequency. At 42.5 MHz it is ap-
proximately 0.75° which is slightly larger than the optical angular diameter [Aarons, 
1954]. However, compared to the angular width of the CUSTAR antenna of 6.35°, 
this is quite small and approximates a point source. 
The sun will pass through the beam of the single row antenna once every day 
and, although it will cross the observer's meridian at about 12 midday, the exact 
time will vary. To determine, for a particular day, when the sun will pass through 
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Figure 4.9: Monthly mean sunspot number from 1985 to 2003. Data provided by 
the National Geophysical Data Center (NGDC) (http://www.ngdc.noaa.gov/). 
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the beam the right ascension of the sun on that day needs to be known. This value 
can be found in an astronomy handbook [e.g. Nautical Almanac Office, 20Q1]. 
4.3.2 Extra-Solar Sources 
There are many extra-solar radio sources, but most of them are quite weak. Table 4.2 
shows a selection of the stronger radio sources that are within the beam of the 
antenna when it consists of only one row of dipoles. 
Source Right Ascension Declination Flux Density 
(1950) (1950) (10-26 Wm-2 Hz-1) 
Crab Nebula 05h 31.5m +21 0 59' 1420 
LMC Centroid 05h 22.0m -690 00' 4000 
Virgo A 12h 2S.3m +120 40' 970 
MSH16-61 16h 10.sm -600 4S' 1190 
Centaurus A 13h 22.5m -420 46' 2010 
Vela XYZ OSh 32.sm -450 37' 1400 
Galactic Nucleus 17h 42.9ffi -2So 50' lS00 
Table 4.2: The declinations and right ascensions, for epoch 1950, of some strong 
radio sources [Kraus, 1966]. 
Three strong radio sources pass through the beam of the complete array and 
these are the Vela-Puppis region, Centaurus A and part of the galactic equator. 
The galactic equator is a broad ridge of high radio emission so does not have ex-
act coordinates, but the Vela-Puppis region and Centaurus A have relatively small 
angular sizes and these sources are now discussed in detail. 
4.3.3 The Vela-Puppis Region 
The Vela-Puppis complex consists of Vela XYZ and Puppis A. Vela XYZ is made up 
of three radio peaks commonly thought to be the remnant of a supernova explosion 
that also left behind the Vela pulsar [Dwarakanath, 1991; }i'rail et al., 1997]. Puppis A 
is also thought to be a from a supernova explosion. Dwarakanath [1991] 
published a 34.5 MHz map ofthe Vela-Puppis region which is shown in Figure 4.10a. 
The three peaks associated with Vela XYZ are labelled and Puppis A is observed 
84 
VELA Y 
0(1950) 
VELA Z 
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C1 (\950) 
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Figure 4.10: (a) A 34.5 MHz map of the Vela-Puppis region [Dwarakanath, 1991]. 
This has a resolution of 26' x 84' in right ascension and declination, respectively. 
(b) A copy of (a) used to estimate the centre of the Vela-Puppis region as observed 
by the CUSTAR antenna. In both plots, the contours are labelled in units of 104 K 
and have a step size of 0.25 x 104 K. 
at a = 08h 22m , 6 = -43°. 
The angular size of the CUSTAR antenna beam corresponds to approximately 
24 minutes of right ascension and 6° of declination. This means that the features in 
Figure 4.10a ,vill not be resolved and will therefore be observed as one broad peak. 
The three Vela peaks have maxima ranging from 5.25 X 104 K to 5.75 X 104 K and 
Puppis A has a maximum of 6.75 x 104 K. Even though Puppis A has a larger 
maximum, it will not produce a stronger signal on the CUSTAR antenna than the 
other peaks because of its limited angular width. 
An estimate of the right ascension at the centre of the broad peak that would be 
observed by the CUSTAR antenna was obtained by extracting the temperature data 
from Figure 4.10a and gridding it in a similar fashion (Figure 4.10b). Then, for each 
point in right a.'3cension, a Gaussian curve centred at -430 32', was multiplied by the 
associated vertical slice from Figure 4.10b. The total area under each resulting curve 
was found and is shown by the solid line in Figure 4.11. The declination of -430 32' 
wa.'3 chosen as it is the latitude of Birdlings Flat in epoch 1950 coordinates. The 
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Figure 4.11: The Vela-Puppis region as observed by an antenna with a FWHM 
of 6.35° and centred at a declination of -43° 32'. The solid line shows the profile 
before convolution and the dashed line represents what the CUSTAR antenna should 
observe. The dashed vertical line shows the centre of the Vela-Puppis region as 
observed by the CUSTAR antenna. Dotted lines represent uncertainties. 
width of the Gaussian curve needs to represent the width of the CUSTAR antanna, 
but because Figure 4.10b has already been smoothed to a resolution of 84' = 1.4° (in 
declination), the Gaussian will be slightly narrower than 6.35°. When two Gaussian 
curves are convolved with one another, the standard deviation of the resulting curve 
(Jc is 
(4.6) 
where (Ja and (Jb are the standard deviations of the original curves [Aarons, 1954]. 
The resolution of Figure 4.10b can be approximated as a Gaussian curve with a 
FWHM of 1.4°, so the Gaussian curve used to find each point in right ascension 
needs to have a width of 
The solid line in Figure 4.11 represents what would be observed by an antenna with 
a resolution of 0.43° x 6.35° along right ascension and declination, respectively. 
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A Gaussian curve, this time oriented in right ascension and with width 
was then convolved with the solid line, resulting in the dashed curve in Figure 4.11. 
The dotted lines show the uncertainty in this curve due to errors in the regridding 
of the data. This dashed line represents what the CUSTAR antenna should theo-
retically observe when the Vela-Puppis region passes through its beam. None of the 
individual features in Figure 4.10 are observed in this curve, because the width of 
the beam is too large to resolve them and acts as a low pass filter. The centre of the 
curve, shown by the vertical dashed line, is at a right ascension of 08h 39.3111 O. 6111 , 
which in epoch 2002 coordinates is 
(4.7) 
where the declination is the latitude of Birdlings Flat and does not represent the 
centre of the Vela-Puppis region. 
Unfortunately, due to the limited scope of Figure 4.10, the width of the Vela-
Puppis region, as observed by the CUSTAR antenna, could not be directly estimated. 
However, if it is assumed that the region around this map is flat, Figure 4.11 can be 
extended so that the edges of the Gaussian curve can be observed. The temperature 
value used to extend the map was taken as the average of the end points of the 
solid line in Figure 4.11 and the uncertainty on these additional points was taken as 
1 x 104 K. The resulting curves, obtained in the same manner as those in Figure 4.11, 
are displayed in Figure 4.12. The dashed line again represents what the CUSTAR 
antenna should theoretically observe. The width of the Gaussian curve mapped out 
by this line has a FWHM 9.20 ± 0.4°. 
4.3.4 Centaurus A 
Centaurus A is an active galaxy that has a radio emission spanning approximately 
2° in right ascension and 6° in declination [Sheridan, 1958; Burns et al., 1983]. 
However, most of the emission comes from a central nl?-cleus. Figure 4.13 shows the 
central region of Centaurus A mapped at a frequency of 1.4 GHz. The nucleus is in 
the centre of this map and the two lobes are called the inner jets. The radio emission 
is strong for all these features, but the dimensions of the whole central source are 
less than a quarter of a degree. 
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Figure 4.12: As Figure 4.11, but with an estimate of the surrounding region also 
included. The width of the dashed Gaussian curve is shown on the plot. 
Sheridan [1958] performed a survey of Centaurus A at 85 MHz using an antenna 
with a beam-width of 50 minutes. At this resolution the central source appeared 
circular with the peak at a 13h 22.4ID ± 0.2m , 8 41' ± 4'. Converted to 
epoch 2002 these coordinates become: 
57' 4'. (4.8) 
Shain [1958] compared the radio structure of Centaurus A measured at 19.7 MHz 
using a 1.40 beam-width with that measured at 85.5 MHz using a 0.80 beam-width. 
At declinations of -410 and -44.50 the FWHM of Centaurus A was found to be 1.7° 
and 1.40 , respectively, at 85.5 MHz and 2.2° and 2.4°, respectively, at 19.7 MHz. The 
frequency of the CUSTAR radar is approximately the geometric mean of these two 
frequencies so an estimate of the FWHM at 42.5 MHz will be the average of these 
values, that is l.9° ± 0.50 • The declinations -41° and -44.5° are slightly above and 
below the centre of Centaurus A. The FWHM at the centre was deduced from a 
temperature map at 19.7 MHz [Shain, 1958] as approximately 2° which agrees well 
with the previous value. 
Centaurus A as observed by the CUSTAR antenna will be broader than l.9° 0.5° 
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Figure 4.13: A 1.4 GHz map of the central Centaurus A region [Burns et al., 1983]. 
The antenna used for this study had a resolution of 10" X 31" along R.A. and Dec. 
respectively. The map has contours of 2, 4, 8, 16, 32, 64 and 95% of the peak. 
due to the width of the antenna beam. Using Equation 4.6 the theoretical observed 
width is calculated to be 6.6° 0.2°. 
4.4 Results for a Single Row 
4.4.1 Single Row Receiver System 
For measurements using a single row of the antenna array, the "total power" method 
of radio astronomy was used. This method involves recording the total noise power 
received on the aerial, so that when a radio source passes through the beam, a peak 
will be observed at the receiver output [Kraus, 1988]. 
The system used in this study is shown in Figure 4.14. The balanced output from 
the row of eight dipoles is converted to a 50 n unbalanced signal using a 1:1 balun. A 
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Figure 4.14: The receiver system used for the single row beam verification experi-
ments. 
24 dB Ham'I'ronics pre-amplifier was placed next to the aerial to amplify the signal 
well above any noise picked up on the long 50 n co-axial line back to the receiver 
hut. 
Once inside, signal is fed to a 42.5 MHz receiver which contains an RF. 
amplifier, a mixer and a video amplifier. This receiver was a prototype of the 
receiver described in Section 3.3.3. For a total power receiver, no phase information 
is necessary, so only one of the two receiver channels was used. As in the final 
receiver, the RF. signal is mixed with a local oscillator of frequency 42.5 MHz. 
This produces a signal with a much lower frequency which is amplified in a video 
amplifier and passed through a Bessel filter. 
The output from the video section is then rectified and filtered to direct-current. 
U sing a digital multimeter this DC voltage was transferred to a computer once every 
five seconds. 
The prototype had problems with the stability of its output. Due to 
the sensitive nature of direct-conversion receivers (see Section 3.3.3) the front-end 
or first section needs to be shielded very welL If this is not done satisfactorily then 
any local oscillator signal that is received by the front-end will lead to large shifts 
in the DC levels at 
there were often 
output. This was the case with the prototype receiver,and 
drifts and sometimes distinct steps in the output signaL 
4.4.2 April 24-27, 2001 
The reverse radio astronomy system was operational using a single row of dipoles for 
approximately one month from the middle of April, 2001, to the beginning of May. 
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Figure 4.15: Output voltage measured by the digital multimeter from the 24th to 
the 27th of April, 2001. 
As explained above, much of this data could not be used and to find satisfactory 
results, it was necessary to manually examine the data to remove periods where 
large unrealistic discontinuities were observed. One relatively stable period which 
contained very interesting results, was from the 24th to the 27th of April. The sky 
noise detected by the antenna array during this period is displayed in Figure 4.15. 
The data clearly shows a daily cycle, the most obvious sign being the large peak 
just after noon each day. This corresponds to the sun passing through the beam of 
the antenna. The wide peak at around 04:30 NZST each day is produced by the 
galactic plane, which includes the galactic nucleus. The small peak near 17:00 NZST 
is the other side of the galactic plane passing through the beam. These features, 
and others, can be observed more clearly by focussing on just one of the days. 
Figure 4.16 shows data from the 25th of April. Also shown on this graph are 
the transit times of some major radio sources. The sun is the dominant feature and 
is studied in detail in the next section. The next largest feature is associated with 
the Galactic Nucleus, but it should be noted that the transit time does not match 
up exactly with the peak. This is because the Galactic centre is near the middle 
of a ridge which runs along the galactic equator. This ridge has very large radio 
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Figure 4.16: Results from the 25th of April, 2001, showing the transit times of the 
Galactic Nucleus, the sun, the LMC Centroid and Centaur us A. 
emissions and stretches from a right ascension of approximately 16h oom to 20h oom. 
This corresponds to between about 02:00 and 06:00 NZST, hence the broad peak at 
this time. 
The galactic equator passes over the antenna array for a second time at around 
17:00 NZST. This part of the equator produces a smaller signal because the radar 
beam is now orientated so that the edge of the galaxy is observed instead of the 
centre. The Large Magellanic Cloud (LMC) Centroid and Centaurus A have much 
smaller signals, but are also visible above the background noise leveL 
4.4.3 The Sun and the Sidelobes 
The sun was particularly active near the end of April, 2001, and the signal received 
by the aerial system was therefore very large. As described in Section 4.3.1, the sun 
was near a sunspot maximum during 2001. The daily sunspot index and the 10.7 cm 
(2.8 GHz) flux density are good indicators of the strength of the sun's radio emission 
and both these variables show a large peak near April 25 (Figure 4.17). Comparison 
of the flux density at this time (200 x 10-22 \Vm-2 Hz-I) with the solar spectrum 
in Figure 4.8 places it around half way between the curves shown for the quiet and 
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Figure 4.17: The Sunspot number and 10.7 cm solar radio flux recorded during April 
and May, 2001. Data provided by the National Geophysical Data Center (NGDC) 
(http://www.ngdc.noaa.gov/). 
disturbed. sun. The sunspot index of approximately 120 is not exceptionally large, 
as the maximum daily sunspot index for 2001 was 240, which occurred on March 27. 
However, it is above the average value for 2001 of Ill, which is itself a large index 
due to the sunspot maximum at this time. The mean sunspot number for the last 
11 year sunspot cycle is 65. 
On April 25, the flux observed from the sun was large enough that, in addition 
to the large maximum associated with the sun passing through the antenna's main 
lobe, secondary maxima, associated with the sun passing through the antenna' side-
lobes, were also observed. These secondary maxima are clearly visible in the output 
voltage measured by the digital multimeter, displayed in Figure 4.18. The voltage 
measured by the digital multimeter can be compared with the idealised theoretical 
beam pattern by comparing the solid line in Figure 4.18 with the dashed line. 
Although quite noisy, it is clear that the theoretical beam shape matches well 
to the received signal, as the position and magnitude of many of the side-lobes are 
similar to the side-lobes observed within the data. There are, however, a number of 
discrepancies which need to be discussed. Firstly, before 08:00 NZST, the edge of 
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Figure 4.18: The sun passing through the beam on the 25th of ApriL The full beam 
pattern can be seen, including the large main lobe and the smaller sidelobes. The 
theoretical beam shape (dashed line) is shown for comparison. 
the galactic equator is observed in the main lobe. The sun is not observed in the 
ground-lobe at 07:30 because it does not rise above the Banks Peninsula hills, which 
are to the east of the antenna, until later in the morning. At 09:30 the galactic 
equator passes through the antenna ground-lobe, and thus the increase in signal at 
this time is a superposition of the galactic equator in the ground-lobe and the sun 
in one of the side-lobes. Between 16:00 and 18:00 the quieter side of the galactic 
equator passes through the main lobe and the increased signal between 15:30 and 
16:00 is due to the Large Magellanic Cloud. These sources obscure the signal from 
the sun received in the side-lobes, but the variable signal between 17:30 and 18:30 
is likely to be the sun passing through the western ground-lobe. 
The other differences throughout this time are probably due to variability in the 
sun's output. As explained in Section 4.3.1 solar flares can happen over a period 
of minutes, causing solar emission to vary considerable over short time scales. This 
makes the signal received from the sun very noisy. A possible example of this is the 
difference in magnitude between the second and third side-lobes of the afternoon. 
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The second side-lobe, beginning at 13:30, receives a signal that is smaller than 
that received by the third sidelobe, beginning at 14:00, when theoretically the third 
side-lobe should be smaller than the second. These variations could be reduced by 
averaging data over a number of days and examination of Figure 4.15 shows that 
the pattern observed in Figure 4.18 is repeatable. Unfortunately, due to the short 
measurement campaign and the difficulties experienced with the receiver, a large 
enough dataset to pursue this theory was not produced. 
Despite these discrepancies, the antenna array behaves as expected. The main 
feature that shows this is the null points between the lobes. If there was a problem 
with the spacing of the dipoles or the feed system used, the lobes would be shifted 
from their theoretical position. It can be observed in Figure 4.18 that even though 
the sizes of the lobes do not match the pattern exactly, their positions match well. 
This means that the theoretical F\:VHM of 6.35° is an accurate representation of the 
actual beam-width. Although this result was obtained using only a single row of 
dipoles, it is indicative of that expected for the complete array, since the final array 
is made up of 16 rows identical to the one detailed here. 
4.5 Results for the Complete Array 
Reverse radio astronomy has also been performed using the completed antenna array. 
Theoretically, the full array should produce a thin vertically pointing beam with a 
FWHM of 6.35° (see Section 4.1). This means that only radio sources that pass 
near the zenith will be observed by the antenna. Two radio sources, Vela XYZ and 
Centaurus A, pass quite close to the zenith (see Table 4.2) and these are observed 
when the entire array is in operation. 
The transit times of Centaurus A and Vela XYZ were compared to the right 
ascension calculated in Section 4.3 and also to a 45 MHz sky map obtained from 
Alvarez et al. [1997]. 
4.5.1 Full Array Receiver System 
In a similar fashion to that used for the measurements using a single row, the full 
antenna array was used as a stellar radio receiver from November 1, 2001, to August 
19, 2002. The experiment did not run continuously as the receiver equipment was 
being constructed and developed during this time. From Augllst 28, 2002, onwards, 
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the radar was in operation and the sky noise was calculated as part of the signal 
processing scheme. 
As the equipment was developed the receiving arrangement underwent a num-
ber of configuration changes. Initially, the system was similar to that for a single 
row (Section 4.4.1) except with the balun as described in Section 3.2.3 and the pre-
amplifier located inside the receiver hut. During the first month of operation it was 
found that the computer did not keep accurate time. This was remedied on Decem-
ber 7, 2001, by repeatedly resetting the CMOS clock to an external clock which was 
much more accurate. When the analogue to digital converter was completed at the 
beginning of July, 2002, this replaced the digital multimeter that had been in use 
to this date. With the new ADC in place, the rectifier and integrator circuits were 
removed and these processes were performed in software. On the 9th of August, the 
new receiver replaced the prototype, and from the 19th onwards the antenna was 
used for both transmission and reception as part of the completed radar system. 
From August 28, 2002, when the radar was in operation, the sky noise was 
calculated from the background noise. The signal processing scheme described in 
Section 5.2 calculates the background noise of each range bin for each radar run. 
Figure 4.19 shows the background noise for a typical day as a function of time and 
height. Below 5 km the background noise is dominated by instrumental noise, mainly 
due to the receiver being overloaded by the transmitter pulse (see Section 5.1.2). 
Above this, however, the sky noise is dominant. For most of the day, the magni-
tude of the noise is constant for all heights above 5 km, which suggests that the 
noise is almost solely due to sky noise. The strong features, namely the peaks at 
approximately 08:00, 13:00 and 16:00 NZST, are repeated each day and are due to 
Vela XYZ, Centaur us A and the galactic equator. 
Some features can be seen that are not due to sky noise. For i11.9tance at 
09:00 NZST between 12 and 14 km there is a large increase associated with reflec-
tions from an aircraft. There are other sources of noise, not observed in Figure 4.19, 
that can also increase the noise level. During rain or in misty weather conditions, 
moisture can collect on the wires of the antenna array and, due to the static in 
the rain droplets, the noise level (over all range bins) can increase. Canterbury has 
relatively dry weather conditions, so only a small percentage of days are affected by 
rain static. 
For each day, a time-series of the sky noise was produced by averaging over 25 
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Figure 4.19: Background noise on the 9th October, 2002, plotted in dB. This noise 
data was obtained from power spectra llsing the method proposed by Hildebmnd 
and Sekhon [1974] (see Section 5.2.3). 
selected range bins. It is clear that if all the range bins were used, the sky noise would 
be contaminated by instrumental noise and signals from aircraft. Instrumental noise 
and reflections from aircraft tend to produce noise levels that are significantly higher 
than the sky noise and, because sky noise is always present, the measured noise level 
should never be below the sky noise level. Because of this, a good estimate of the 
sky noise at any particular time can be obtained from the range bin containing the 
lowest noise value. There are 54 (usable) range bins, and a better estimate of the 
sky noise could be achieved by averaging over all the range bins that contain only 
sky noise. By choosing the 25 range bins with the lowest noise levels , the time series 
is smoothed considerably, while the possibility of including areas of unwanted noise, 
such as aircraft refiections, is minimised. The chosen bins were generally those at 
ranges above 10 km, except when reflections from aircraft were received. 
This method of processing the background noise does not remove all unwanted 
noise. Slow fluctuations in the system noise will still be included as will noise sources 
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that affect all range bins, such as interference from other radio equipment and rain 
static on the antenna array. However, these effects should be irregular and can 
therefore be reduced by integrating the sky noise data over many days. 
4.5.2 Results Obtained Between December 2001 and April 2002 
Before September, 2002, the radar was not operational and the antenna array was 
used solely as a receiver. As explained above, the receiver equipment was being 
developed during this time and it was not until the radar became operational, that 
the equipment was finished and working correctly. 
to the computer timing error before December 7, 2001, the data collected 
over this period could not be used to verify the beam pointing direction, as accurate 
positioning of the radio sources requires accurate knowledge of their transit times. 
For this reason, data collected before December 7 is not presented in this study. 
Before the radar became operational, sky noise data was collected at 5 second 
intervals. time stamp for each data point was altered so that it was the point's 
right ascension. This alteration is described in Section 4.2.2. The data was then 
smoothed and regridded at two minute intervals, so that an average could be taken 
over many days. 
almost all of the remainder of the time until the radar was operational, the 
prototype receiver was used to collect the cosmic noise. As discussed in Section 4.4.1, 
this was not very stable and caused severe noise level fluctuations throughout 
this period. Figure 4.20 contains some typical results from four consecutive 
days in February, 2002. The data is obviously unstable and no clear pattern can be 
observed, although there is a peak at a right ascension of 17h oom on each day. 
Until the new ADC was put in place at the beginning of July, 2002, data was 
collected for a total of 46 days and is shown in Figure 4.21a. This graph shows the 
large spread in the results obtained during this time. In order to make the mean 
of these results more representative of the actual sky noise, data points that varied 
by more than half of one standard deviation away from the median were removed, 
leaving the data shown in Figure 4.21b. The removal of such a large proportion of 
the data (22 %) was necessary to remove most of the spurious points seen above 1.0 
in 4.21a. 
4.22 contains the median of the data from Figure 4.21b. The median was 
used because of its ability to resist outlying points. Despite the fluctuations caused 
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Figure 4.20: Typical sky noise data obtained using the prototype receiver. The data 
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Figure 4.21: Scatter plots of (a) all data points recorded between December 7, 
2001, and April 18, 2002, and (b) only those points deviating by less than half of 
one standard deviation from the median. Note the change in y-axis scale. 
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Figure 4.22: Sky noise measured by the CUSTAR antenna between December 7, 
2001, and April IS, 2002. The graph is a median of the data shown in Figure 4.21b. 
The first peak is Vela XYZ, the second is Centuarus A and the third and largest is 
the galactic equator. 
by the receiver, the expected radio sources are observed clearly. three prominent 
peaks at right ascensions of OSh 30m , 13h 30m and 17h oom are the Vela-Puppis region, 
Centaurus A and the galactic equator, respectively, 
To make comparisons between the theoretical right ascensions found in Sec-
tions 4.3.3 and 4.3.4 and those measured by the CUSTAR antenna, Gaussian curves 
were fitted to the peaks associated with Vela XYZ and Centaurus A. This procedure 
was not performed for the peak associated with the galactic equator as it does not 
have exact coordinates. Using the data in Figure 4.22 and the standard deviation at 
each point in right ascension calculated from Figure 4.21b, a non-linear least squares 
fit was found using the Levenberg-Marquardt method [Press et al., 1992]. The func-
tion f (t) used to fit the data was a Gaussian plus a second-order polynomial given 
by 
f(t) Aexp [- ('f) 1 + D HE + t' P, (4.9) 
where A to F are the fitting parameters, B gives the position the centre of the 
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Figure 4.23: A Gaussian and second-order polynomial fit to CUSTAR data for (a) 
Vela XYZ and (b) Centaurus A. The solid line is the CUSTAR data (obtained 
between December 7, 2001, and April IS, 2002), the dotted line is the polynomial 
fit and the dashed line is the Gaussian plus polynomial fit. 
Gaussian and C is its one standard deviation width. The polynomial was included to 
account for changes in the background sky noise. The additional curve's parameters 
are most important for Centaurus A which is superimposed on the edge of the 
galactic equator. 
The fits for Vela XYZ and Centaurus A are shown iIi Figure 4.23a and 4.23b, 
respectively. In each case the data is displayed as a solid line and the Gaussian plus 
polynomial fit as a dashed line. The fitting parameters have been included on the 
plots, along with one standard deviation uncertainty estimates. 
The centres of the fitted Gaussian curves have right ascensions of a = OSh 43m ISS 
for Vela XYZ and a = 13h 25m 328 for Centaurus A. The one standard deviation 
lIDcertainty estimates for these values are 200 and 167 seconds, respectively. The 
differences between these right ascensions and the theoretical ones given in Equa-
tions 4.7 and 4.S come to 1328 2368 and S8 1798 for Vela XYZ and Centaurus A, 
respectively. These results show that, within uncertainties, the antenna beam is 
pointing vertically. However, the large uncertainties, which are mainly due to the 
spread in the CUSTAR data, mean that the results are not convincing. The much 
larger difference in the Vela XYZ position is most likely due to the extra peal( on 
the right-hand side of the curve in Figure 4.23a. The fitting routine attempts to 
include this peak in the Gaussian fit which shifts its centre to the right. 
The widths of these peaks can also be compared to those calculated in Sec-
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tions 4.3.3 and 4.3.4. Converted to FWHM, the values for C in Figure 4.23 are 
13.00 ± 2.60 and S.2° 2.30 for Vela XYZ and Centaurus A, respectively. Both of 
these widths are larger than expected, the differences coming to 3.S0 ± 3.00 and 
1.60 ± 2.50 , respectively. That the widths are larger than expected, suggest that 
the antenna beam is broader than predicted by theory. However, the uncertainties 
are large and, in the case of Centuarus A, allow for a beam-width difference of zero 
degrees. For Vela XYZ, the measured width does not agree, within uncertainties, to 
the theoretical width and this may be due to the additional peak on the right-hand 
side of the Vela XYZ curve mentioned earlier. 
4.5.3 Results Obtained in July and August 2002 
Near the beginning of July, 2002, the new analogue to digital converter replaced the 
digital multimeter and was used to collect sky noise data until August 6. The results 
from this time period have been analysed in a similar manner to that described in 
the previous section. Although this data set contained a large spread, there was a 
much smaller number of outlying points than that from the previous section. This 
meant that it was not necessary to remove such a large proportion of the data, so 
only those points that did not deviate by more than 2 standard deviations from the 
median were removed, and the remaining points are shown in Figure 4.24a. Using 
a two standard deviation cut-off point resulted in the removal of only 1.3% of the 
data. 
Figure 4.24b contains the median of the data from Figure 4.24a. The three main 
peaks corresponding to Vela XYZ, Centaurus A and the galactic equator can again 
be observed. The main difference between this figure and 4.22 is the large 
increase between 5h and Sh. This right ascension corresponds to approximately 
09:00 NZST. It is thought that the increase is due to temperature changes in 
some part of the receiver system, as the receiver output increases abruptly at dawn, 
stays relatively constant for 7 or S hours before beginning to decrease. The piece 
of equipment most likely to be the cause of this instability was the ADC, which, 
during its first month of operation, had not been shielded adequately. 
A Gaussian curve and second-order polynomial was fitted to both the Vela XYZ 
and Centaurus A peaks and the results are displayed in Figure 4.25. The centres 
of the fitted Gaussian curves have right ascensions of a = OSh 39m 528 5m 24S for 
Vela XYZ and a = 13h 2Sm 15s 5m lOs for Centaurus A. The differences between 
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Figure 4.24: Sky noise measured by the CUSTAR antenna between July 5 and 
August 6, 2002. (a) Scatter plot of all data points deviating by less than 2 standard 
deviations from the median. (b) Median of the data shown in (a). Note the change 
in y-axis scale. 
these right ascensions and the theoretical ones are -74 s 3608 and 17P ± 3228 for 
Vela XYZ and Centaurus A, respectively. Like those from Section 4.5.2, these results 
suggest that the antenna beam is pointing vertically, but again the uncertainties are 
very large. It should be noted that Vela XYZ is now observed before expected, 
whereas in the previous section is was observed later than expected. Also, the 
position of Centaurus A has moved in the opposite direction, that is, it is observed 
later than in the previous section. 
The FWHM of these peaks are 9.10 ± 3.60 and 9.20 4.80 for Vela XYZ and 
Centaurus A, respectively. The width of Vela XYZ agrees well with the expected 
value and Centaurus A is again wider than expected. The differences between the 
measured and theoretical values are -0.10 ± 4.00 and 2.60 5.00, respectively. 
The uncertainties for the results in this section are larger than for the previ-
ous section as there is a larger vertical spread in the data (compare Figures 4.21b 
and 4.24a). In Figure 4.21b the vertical spread at any right ascension is approxi-
mately 0.2 while the range through which the median varies over the whole day is 
just under 0.46. In this case the spread is then 43% of the range. In Figure 4.24a, 
the corresponding values are 0.06 and 0.08, resulting in a spread that is 75% of the 
range, which is almost twice as large. The very large spread observed in Figure 4.24a 
may be caused by the same effect that produced the increase in noise level during 
daylight hours. If this increase is a temperature effect (as explained above), then 
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Figure 4.25: A Gaussian and second-order polynomial fit to CUSTAR data for (a) 
Vela XYZ and (b) Centaurus A. The solid line is the CUSTAR data (from between 
July 5 and August 6, 2002), the dotted line is the polynomial fit and the dashed line 
is the Gaussian plus polynomial fit. 
variations in the temperature from day to day could also cause variations in the av-
erage noise level. The large spread and the increase during the day are not observed 
before or period discussed in this section (see Figures 4.21a and 4.26a) so 
it is reasonable to assume that it is not a real effect, but something arising due to 
the equipment used during this time. 
4.5.4 Results Obtained After August 2002 
From August 28th, 2002, onwards, the ST radar system was in full operation. Using 
the scheme described in Section 4.5.1, 480 sky noise data points were calculated 
each day, each having a time stamp in New Zealand Standard Time. These were 
altered so that the associated time for each point was the point's right ascension. 
After conversion to right ascension, the data needed to be gridded regularly so that 
at each point, an average over many days could be taken. Using a cubic spline the 
data was interpolated at two minute intervals starting at OOh oom and finishing at 
23h 58m • This grid was chosen as it matches that used by Alvarez et al. [1997] for 
the 45 MHz continuum survey described in Section 4.5.5. 
From September 1 to December 28, 2002, 113 full days of data were collected 
and the noise values calculated using the scheme described above are shown 
in Figure 4.26a. Most of the points are grouped near the bottom of the chart and 
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Figure 4.26: Scatter plots of (a) all data points recorded between September 1 and 
December 28, 2002, and (b) only those points deviating by less than two standard 
deviations from the median. Note the change in y-axis scale. 
follow a pattern similar to that observed in Figures 4.22 and 4.24b. However, there 
are a number of points which do not and these clearly do not represent the sky noise 
alone. There were further points, not shown in Figure 4.26a, with a sky noise power 
higher than 4.0 x 107 which are possibly related to aircraft echoes. Figure 4.26b 
shows a similar plot which includes only data deviating by less than two standard 
deviations from the median. This scatter plot is much smoother and will produce 
a more accurate representation of the mean sky noise. About 5 % of the data was 
removed using the standard deviation limiting procedure. 
The median sky noise calculated from the data displayed in Figure 4.26b is 
shown in Figure 4.27. This graph contains a much smoother profile than those 
observed previously in Figures 4.22 and 4.24b. This is due to the more stable 
receiver equipment and also the larger sample size. 
The Gaussian fitting routine described earlier was performed again on Vela XYZ 
and Centaurus A with the data displayed in Figure 4.27 and the results are given in 
Figure 4.28. The centres of the Gaussians have right ascensions of a: 08h 40m 025 
for Vela XYZ and a: 13h 25m 418 for Centaurus A. The uncertainties are smaller 
than in the previous sections and come to 104 and 61 seconds, respectively. The 
differences between these right ascensions and the theoretical values in Equations 4.7 
and 4.8 are ± 1408 and 178 ± 735 for Vela XYZ and Centaurus A, respectively. 
In this case the widths of the fitted Gaussian curves are both larger than ex-
pected. For Vela XYZ, the FWHM is 11.90 1.30 and for Centaurus A it is 
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Figure 4.27: Sky noise measured by the CUSTAR radar. The graph is an average 
over 113 days between September, 2002, and December) 2002. The first peak is 
Vela XYZ, the second is Centuarus A and the third and is the galactic 
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Figure 4.28: A Gaussian and second-order polynomial fit to CUSTAR data for (a) 
Vela XYZ and (b) Centaurus A. The solid line is the CUSTAR data (from between 
September 1 and December 28, 2002), the dotted line is the polynomial fit and the 
dashed line is the Gaussian plus polynomial fit. 
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Figure 4.29: Sky temperature data at declination of 43° 34
' 
plotted against right 
ascension. Obtained from Alvarez et al. [1997]. 
8.3° ± 0.7°. These are wider than expected by 2.7° 1.7° and 1.7° 0.9°, respec-
tively, and do not agree within uncertainties. These results suggest that the antenna 
beam is wider than theoretically expected. 
Of all the sky noise results obtained using the full antenna array, those covered 
in this section have the smallest associated uncertainties. As mentioned earlier, this 
is probably due to the increased stability in the receiver and ADC, which allowed 
for more consistent results. 
4.5.5 Comparison with a 45 MHz Sky Map 
As indicated previously, Alvarez et al. [1997] has published a 45 MHz continuum 
survey of the Southern Hemisphere. This survey was made using an array telescope 
in Chile with an angular resolution of 4.6° in right ascension and 2.4° in declination. 
Sky temperature data was obtained from Alvarez et al. [private communication] at 
a declination of 43° 34' which is very close to the longitude of Birdlings Flat. This 
data is plotted in Figure 4.29. 
Sky temperature data was also obtained from Alvarez et al. after it had been 
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Figure 4.30: Sky temperature data smoothed to 6.4° x 6.4° resolution. The dashed 
line shows CUSTAR sky noise data from September to December, 2002. 
smoothed to a resolution of 6.4° x 6.4° to match that ofthe CUSTAR antenna. This 
data is displayed in Figure 4.30 along with sky noise data from the radar plotted 
as a dashed line. The radar data is a repeat of that in Figure 4.27, but has had a 
constant of 6.95 x 105 removed and has been multiplied by a factor of 6.58 x 10-3 . 
The two data sets agree very well, which is to be expected as they are not only of 
the same resolution and declination, but they are also at very similar frequencies. 
The CUSTAR data was compared to the 45 MHz data in a similar way to that 
described in Section 4.5.4. A Gaussian and second-order .polynomial were fitted to 
each of the three peaks in the radar data and the sky map data. Each peak in the 
radar data was compared to the corresponding peak in the sky map data to ascertain 
the delay between the measurements and the sky map data. The galactic equator 
could also be included, as the comparison was between two sky noise profiles rather 
than to an exact right ascension and declination. 
The results are shown in Figure 4.31. The CUSTAR radar data for Vela XYZ, 
Centaurus A and the galactic equator are shown in Figures 4.31a, band c, respec-
tively. The Alvarez et al. [1997] data is shown in Figures 4.31d, e and f. The one 
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Figure 4.31: A comparison between the CUSTAR data and 45 MHz sky map data. 
In all cases the data is represented by solid lines, the P?lynomial fits by dotted lines 
and the Gaussian plus polynomial fits by dashed lines. 
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standard deviation uncertainty estimates are much smaller for the 45 MHz data 
because no measurement errors have been included in the fitting procedure as these 
were unavailable. It is assumed that the sky map is an accurate representation of 
the sky temperature and the uncertainties shown on Figures 4.31d, e and f are solely 
due to imperfect fits. 
The differences between the centres of the Gaussian curves are -20" ± 1288 , 
-668 778 and 1228 5728 for Vela XYZ, Centaurus A and the galactic equator, 
respectively. The uncertainty for the galactic equator is very large, because the peak 
due to the galactic equator does not approximate a Gaussian curve very closely. In 
order to obtain a reasonable fit, only a small range of points from the central part 
of the peak could be used, therefore increasing the uncertainty of the fit. 
The widths of the Gaussian curves fitted to Vela XYZ and Centaurus A in the sky 
map data theoretically should be identical to those fitted to the radar data, as the sky 
map was convolved to the same resolution. In actual fact, the widths corresponding 
to the radar data were smaller than for the sky map data, the differences coming 
to -1.2° ± 1.5° and .1° 0.90 for Vela XYZ and Centaurus A, respectively. The 
width of the galactic equator is too wide for it to be used to estimate the CUSTAR 
antenna beam-width. 
A further method of comparing the 45 MHz sky survey with the CUSTAR data is 
to perform a cross-correlation using data at all right ascensions. A cross-correlation 
finds the similarity between two different data sets by producing a correlation coef-
ficient. This coefficient is 1 if the data sets are positively correlated, 1 if they are 
anti-correlated and 0 if is no correlation between them. A cross-correlation 
can be performed at different lags, that is when one data set is shifted or right 
with respect to the other. The discrete correlation of two sampled functions gk and 
hk' each periodic with period N, is defined by 
N-l r+ i if k+i < N Corr(g, h)i Lgjhk j= k+i-N if k+i ~ N k=O k+i+N if k i < 0 (4.10) 
where i is the lag and can vary from (N - 1) to (N - 1) [Press et al., 1992]. 
As explained earlier, CUSTAR data was interpolated using the same grid 
as the sky map data. Using this grid, each point is spaced by two minutes which 
means that the lag can only be adjusted in two minute increments. The correlation 
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Figure 4.32: Correlation coefficients from a cross-correlation performed between the 
sky map data and the CUSTAR data. 
coefficients for lags of -6 to 6 minutes are: 
Lag (min) -6 0 2 4 6 
Corr. Co. 0.99827 0.99864 0.99873 0.99853 0.99805 0.99728 0.99624 
Figure 4.32 shows the correlation coefficients plotted as a function of lag. Max-
imum correlation occurs at a lag of but it is clear that with better resolution 
this point would be shifted slightly to the left. If a Gaussian curve is fitted to this 
data then the maximum point of that Gaussian occurs at a lag of -2.44 minutes. 
An estimate of the uncertainty in this value was taken as the spacing between the 
points being correlated, or 120 seconds. 
4.5.6 Increasing the Temporal Resolution 
The data used in the above discussion was obtained at three minute resolution. 
For each point, the background noise was calculated from a 2m 11 s time series. As 
explained in Section 4.5.1, this data was then re-gridded in right ascension at two 
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Figure 4.33: A representation of the method used to increase the temporal resolution 
of the sky noise data. 
minute intervals. In an attempt to increase the temporal resolution, the data used 
above has also been re-gridded at one minute intervals using the following method. 
To increase the resolution each 2.18 minute time is first split into four 
sections of equal length. These sections are then processed individually to obtain 
the noise level. The resulting noise points will be unequally spaced due to the 
49 second gap between runs, but in order to perform an average over many days, 
the points need to be gridded regularly in right ascension. This is achieved using a 
cubic spline resulting in points evenly spaced by one minute (see Figure 4.33). 
As a result of the shorter sections, there will be greater variance in the noise level 
values, but as is shown below, the larger number of points acts to reduce the overall 
uncertainty. 
The results were analysed using the procedure described previously and are pre-
sented in Figure 4.34. The increased variance can be noted by comparing this figure 
to Figures 4.27 and 4.31 in which the sky noise shows a much smoother profile. 
The lag between the centres of the Gaussians in 4.34b and c and the 
theoretical positions of Vela XYZ and Centaurus A are 1048 1188 and 468 ± 618 J 
respectively. When compared to the 45 MHz sky map these lags become -60S ± 968 
for Vela XYZ, -3~ 658 for Centaurus A and -1738 5788 for the galactic equator. 
Apart from the galactic equator, all these differences have smaller uncertainties, due 
to the increased number of points in each fit. 
The differences between measured and expected beam-widths also have smaller 
uncertainties. Compared to the theoretical widths the measured widths are wider by 
2.6° 1.4° and 1.8° ±O. 7° for Vela XYZ and Centaurus A, respectively. Compared to 
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Figure 4.34: Sky noise measured by the CUSTAR radar with a high temporal res-
olution. The median for (a) the full 24 hours, (b) Vela XYZ, (c) Centaurus A and 
(d) the galactic equator. In the final three plots the data is represented by solid 
lines, the polynomial fits by dotted lines and the Gaussian plus polynomial fits by 
dashed lines. 
the sky map, they are again narrower by -1.3° 1.2° and -1.00 ± 0.7°, respectively. 
4.5.7 Summary of Results 
A summary of all the lag values found in the the previous sections, along with their 
estimated uncertainties, is shown in Table 4.3 and plotted in Figure 4.35. Not 
all of this data could be used to calculate the best estimate of the beam pointing 
direction, as some values are not independent. Instead, the best estimate of the 
positions of Vela XYZ and Centaurus A, as measured by the radar, were compared 
to the best estimates of their actual position. 
The best estimates of the central points of Vela XYZ and Centuarus A for the 
CUSTAR antenna were found by taking the average over the three time periods 
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Description Lag (seconds) 
1 Vela X from 12/2001 to 4/2002 132 ± 236 
2 Centaurus A from 12/2001 to 4/2002 8 ± 179 
3 Vela X from 7/2002 to 8/2002 -74 ± 360 
4 Centaurus A from 7/2002 to 8/2002 171 ± 322 
5 Vela X from 9/2002 to 12/2002 -64 ± 140 
6 Centaurus A from 9/2002 to 12/2002 17 ± 73 
7 Vela X compared to 45 MHz sky map -20 ± 104 
8 Centaurus A compared to 45 MHz sky map -66 ± 61 
9 Galactic equator compared to 45 MHz sky map -122 ± 513 
10 All data cross-correlated with 45 MHz sky map -146 ± 120 
11 Vela X from high resolution data -104 ± 118 
12 Centaurus A from high resolution data 46 ±61 
13 Vela X from high resolution data (sky map) -60 ± 96 
14 Centaurus A from high resolution data (sky map) -37 ± 65 
15 Galactic equator from high resolution data (sky map) -173 ± 578 
Table 4.3: A comparison of all the lags found in the previous four sections. A 
negative lag means the CUSTAR antenna observes the source earlier than expected. 
discussed. Only the higher resolution form of the data gathered between Septem-
ber and December, 2002, was used. The mean of the three values for each radio 
source was found, weighted toward those with lower uncertainties. The mean values 
obtained were 31196S ± 74s for Vela XYZ and 48370s ± 46S for Centaurus A. 
The best estimates for the actual right ascensions of Vela XYZ and Centaurus A 
were found by taking the mean of the values from the sky map and those found in 
Sections 4.3.3 and 4.3.4, again weighted toward those values with lower uncertainties. 
In this case the mean values came to 31228S ± 13S for Vela XYZ and 483548 ± lOs 
for Centa urus A. 
The differences between the measured and actual values found above are -32S ± 
87s and 16S ± 568 for Vela XYZ and Centaurus A, respectively. The weighted mean 
of these values comes to 28 ± 47s and is plotted on Figure 4.35 as the solid and 
dashed horizontal lines. This lag means the pointing direction of the antenna beam 
is very slightly off-vertical, by an angle of 0.010 ± 0.200 to the west. 
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Figure 4.35: A graph of the data shown in Table 4.3. The numbers on the x-axis 
correspond to those in the table. The best estimate of the beam pointing direction 
is shown as a solid line and its one standard deviation uncertainties as dashed lines. 
A list of all the deviations from the theoretical beam-width of the CUSTAR 
antenna found in the previous sections, along with their estimated uncertainties, is 
shown in Table 4.4. This data is plotted in Figure 4.36 . .The best estimate of the 
deviation from the theoretical beam-width was calculated in the same way as the 
best estimate of the pointing direction was determined. 
The best estimate of the width of the Vela XYZ signal as measured by the 
CUSTAR antenna came to 11.77° 0.900, and for Centaurus A, it was 8.40° 
00490 • The best estimate of the theoretical width of Vela XYZ and Centaurus A 
came to 12.320 ± 0.18° and 8.00° ± O. ) respectively. The difference between the 
measured and theoretical values is -0.54° ± 1.08° and 0.40° ± 0.63° for Vela XYZ 
and Centaurus A, respectively. The weighted mean of these values is 0.16° 0.54° 
and this is plotted in Figure 4.36 as a solid line with dashed lines showing the 
uncertainty. This deviation suggests that the CUSTAR antenna is wider than the 
expected 6.35° and has a FvVHM of 6.51 ° ± 0.54°. 
4.5.8 Verification Using Mean Vertical Velocity 
The pointing direction of the beam can also be checked by analysing the long-term 
mean of vertical wind velocities measured using the radar. At mid-latitudes, the 
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Description Deviation 
1 Vela X from 12/2001 to 4/2002 3.8° ± 3.0° 
2 Centaurus A from 12/2001 to 4/2002 1.6° 2.5° 
3 Vela X from 7/2002 to 8/2002 1° 4,0° 
4 Centaurus A from 7/2002 to 8/2002 2.6° 5.0° 
5 Vela X from 9/2002 to 12/2002 2.7° ± 1.7° 
6 Centaurus A from 9/2002 to 12/2002 1.7° 0.9° 
7 Vela X compared to 45 MHz sky map .2° 1.5° 
8 Centaurus A compared to 45 MHz sky map 0.9° 
9 Vela X from high resolution data 2.6° 1.40 
10 Centaurus A from high resolution data 1.80 0.7° 
11 Vela X from high resolution data (sky map) 1.2° 
12 Centaurus A from high resolution data (sky map) 0.7° 
Table 4.4: A comparison of all the differences between measured and expected beam-
widths found in the previous four sections. A negative deviation means the measured 
width is smaller than that expected. 
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Figure 4.36: A graph of the data shown in Table 4.4. The numbers on the x-axis 
correspond to those in the table. The best estimate of the deviation is shown as a 
solid line and its one standard deviation uncertainties as dashed lines. 
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mean vertical velocity over a period of three or four months should be near zero. 
However, most long-term means measured using existing VHF radars have shown 
a typical downward vertical velocity of a few cms-1 [e.g. Nastrom and VanZandt, 
1994]. This trend has been explained using a number of models, some of which 
assume the bias is due to false radar measurements and some which attribute it 
to real atmospheric phenomena, such as gravity waves. Worthington et al. [2001] 
recently published a theory that suggested the bias could be due to the location of 
VHF radars, which are often close to significant orographic features. This is not the 
case for all radars, as is shown by the Flatland radar) which is situated in very fiat 
terrain and still shows a significant downward vertical velocity bias [Green et al., 
1988]. 
Despite this bias, which could possibly occur in the CUSTAR observations be-
cause the site is in close proximity to the Banks Peninsula hills, the long-term mean 
of the vertical velocity should still be close to zero. This will not be the case, how-
ever, if the radar antenna beron is tilted off-vertical, as a component of the horizontal 
wind, which is significantly stronger than the vertical wind (typically by an order of 
magnitude or more)) will be measured along with the vertical wind. 
The mean wind at mid-latitudes is westerly at all heights in the troposphere 
(see Figure 2.4). Figure 4.37 contains the mean horizontal wind from September 
1 to December 28, 2002, obtained from the NCEP /NCAR (National Centers for 
Environmental Prediction/National Center for Atmospheric Research) reanalysis 
dataset. It is very close to westerly and reaches a maximum velocity at just above 
10 km. In the previous section it was found that the CUSTAR antenna beam is 
pointing off vertical by () 0.01 ° 0.20° to the west. The magnitude of the vertical 
bias, f:lw, produced by a horizontal wind, v, for an off-vertical beam is given by 
f:lw = v sin (), (4.11) 
where () is the angle off vertical the direction of v. 
The mean vertical velocity as measured by the radar from September 1 to De-
cember 28, 2002, is shown in Figure 4.38. Section 5.2 explains the signal processing 
technique used to calculate vertical velocities from the radar observations. Also in-
cluded in Figure 4.38 is the expected bias caused by the mean wind calculated using 
Equation 4.11. There is clearly a significant downward vertical velocity in the radar 
profile, but the features of the vertical velocity profile do not match those of the 
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Figure 4.37: Background wind speed above Christchurch from September 1 to De-
cember 28,2002. Data provided by the NOAA-CIRES Climate Diagnostics Center, 
Boulder Colorado (http://www.cdc.noaa.gov/) [Kalnay et al., 1996]. 
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Figure 4.38: Mean vertical wind speed measured by the radar from September 1 
to December 28, 2002 (solid line). The dashed line is the expected bias caused by 
horizontal wind contamination and the dotted lines are its uncertainty. 
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Mean Wind on November 12, 2002 
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Figure 4.39: Background wind speed above Christchurch on November 12, 2002. 
Data provided by the NOAA-CIRES Climate Diagnostics Center, Boulder Colorado. 
expected bias, in fact, the peaks are in quite different locations. This suggests that 
the non-zero mean vertical velocity is unlikely to be caused by horizontal wind con-
tamination. The pattern observed in the vertical velocity profile is, however, quite 
similar to that observed by Nastrom and VanZandt [1994]' although the maximum 
amplitude of the bias in their case was only 0.08 m S-l for bimonthly means. 
Figure 4.39 contains data from the NCEP INCAR reanalysis dataset for Novem-
ber 12, 2002, during which time there was a strong southerly flow. The background 
wind flow was compared using Equation 4.11 to the mean vertical velocity measured 
by the radar on this day and this comparison is displayed in Figure 4.40. Again, 
there seems to be no correlation between the horizontal bias and the vertical ve-
locity, suggesting that, in the north-south direction, the antenna beam is not tilted 
off-vertical by a significant amount. 
It should be noted that this technique will only provide conclusive evidence of a 
tilted antenna beam if it is tilted off-vertical by a significant amount. This is because 
the mean vertical wind speed is quite large relative to the expected horizontal wind 
contamination, so unless the beam is tilted by a large amount, e.g. 0.20, the vertical 
wind will obscure the bias. 
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Figure 4.40: Mean vertical wind speed measured by the radar on November 12, 
2002 (solid line). The dashed line is the expected bias caused by horizontal wind 
contamination and the dotted lines are its uncertainty. 
4.6 Summary 
chapter has described experiments that were performed to verify the beam 
pattern of the CUSTAR antenna array. A technique which involved measuring the 
variation of sky noise over the sidereal day was utilised. results obtained show 
that the antenna array behaves almost exactly as expected. 
Initially, tests were performed using only a single row of the antenna. This 
produced a broad beam which allowed measurements of the sun's radio emission to 
be obtained. This was very beneficial as the strong signal produced by the sun was 
observed in all of the antenna lobes and provided a means of checking the side-lobe 
positions. The results showed that the measured lobes had very similar positions 
and magnitudes to those calculated theoretically. 
Measurements of the sky noise were also made after the antenna array had been 
completed. It was found that the most accurate method (that with the lowest uncer-
tainty) of finding the beam pointing direction and beam-width was the comparison 
of individual radio source patterns, as measured by the radar, with their expected 
patterns. It should be noted that the best results were obtained while the radar 
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was in normal operation. This demonstrates the value of this technique, as it can 
be used to continuously monitor the antenna beam pattern and also the system 
stability. The latter could be monitored by measuring the day to day variation in 
the mean sky noise. If this changed by a large amount, it could indicate a problem 
with the radar system, such as a fault in the receiving equipment [Campistron et ai., 
2001]. 
The final pointing direction of the antenna beam in the east-west plane was found 
to be O.OP 0.200 to the west. This is an excellent result and even at the extremes 
of the uncertainty range, a strong horizontal wind of 50 m S-1 would produce a 
bias in the measured vertical wind velocity of only 0.18 ms- l . The width of the 
main antenna beam was estimated to be FWHM = 6.510 ± 0.540 • Assuming there 
are no ohmic losses in the antenna, the effective aperture can be calculated using 
Equations 3.6 to 3.8 and comes to Ae 3900 ± 400 m2 . 
Chapter 5 
ST Radar Results 
This chapter details the signal processing scheme and some interesting initial at-
mospheric results which show the efficacy of the radar. The first two sections show 
some typical results and explain in detail how the data used in this thesis has been 
processed. The third section discusses the effects of both coherent and incoherent 
integration using data collected from the CUSTAR radar. The remainder of this 
chapter is devoted to interpreting the radar measurements with respect to atmo-
spheric phenomena. Section 5.4 explains how the radar can be used to routinely 
observe the height of the tropopause and in the next section comparisons between 
the height of the tropopause measured by the radar and by radiosondes are covered. 
In the final section, observations of a frontal passage and gravity waves are presented 
along with a discussion on likely source of the wave activity. 
5.1 Initial Tests and Results 
The radar system de.scribed Chapter 3 was completed by June 2002, at which 
time some preliminary tests were performed to ensure the system was operating 
correctly. These tests and the initial results obtained from the radar are covered in 
this section. 
5.1.1 Initial Tests 
The first tests were performed to estimate the time, tdelay, lost in transmission and 
reception (see Section 3.4.1) and also to verify the sampling of the analogue 
to digital converter (ADC). system was set up as previously specified in Sec-
tion 3.4, but with an additional pulse generator to create artificial echoes with a 
known delay. The transmitter power was kept low to prevent overloading of the 
receiver caused by leakage through the transmit-receive (T-R) switch. This leak-
is commonly called the ground pulse, as in systems with separate arrays for 
121 
122 Chapter 5. ST Radar Results 
Pulse of 40 microseconds 
250 
~ 200 
2 
'c 
;;J 
150 
<lJ 100 01 
:J:! 0 0 10 20 30 40 50 
> 
:; 
B-
;;J Pulse of 70 microseconds 
0 
c .. 250 
<lJ 
> 
'Qj 
U 
<lJ 
0:: 
150 
100 
0 10 20 30 40 50 
Range gate number 
Figure 5.1: Output from the receiver showing the ground pulse and a delayed ar-
tificial radar echo. In the upper plot, the delay was set for 40 fJ,S and in the lower 
plot, for 70 fJ,S. 
transmission and reception) the pulse is received along the ground. 
The time delay can be estimated from the output of the ADC by measuring 
the time from the beginning of the trigger pulse to the centre of the gr01md pulse. 
Figure 5.1 contains the results from tests performed to estimate tde/ay. Both graphs 
show the output from the ADC in units ranging from 0 to 255 plotted against range 
bin number, each of which corresponds to the sampling period of 2 fJ,s. tde/ay is then 
measured from 0 to the centre of the first peak which is between the 2nd and 3rd 
bin and equals 5 ± 1 fJ,S. 'l'his calculation of the delay does not include that incurred 
in the transmission line from the rr -R switch to the antenna or in the antenna itself. 
The transmission line is approximately 50 metres long and because it is an open 
wire line, the speed with which an R.F. wave travels along it is similar to that in 
free space, c. The time taken to traverse the line there and back therefore equals 
0.33 fJ,S. A similar amount of time will be lost in the antenna as it has dimensions 
of 50 metres, so the total delay time will come to 6 ± 1 fJ,S. 
Figure 5.1 also includes artificially created radar echoes. These were produced to 
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ensure that the bin is exactly 2 fJ,S. The echoes were set, using an oscilloscope, 
to have delays from the centre of the ground pulse to the centre of the artificial pulse 
of 40 fJ,S and 70 fJ,S in the upper and lower plot respectively. The position of these 
echoes with respect to the ground pulse is 20 bins and 35 bins, which corresponds 
to the previous figures exactly. According to Equations 3.35 and 3.36, the sampling 
period of 2 fJ,s gives a range bin size of 300 m and with 64 samples each run, the 
maximum range is 18 km. Due to a timing problem in the ADC, the top range bin 
was not usable, reducing Rmax to 17.7 km. 
When calculating a Doppler radial velocity, the direction of motion of the target 
is determined by the sign of the Doppler frequency shift. If the target is moving 
toward the antenna, then the frequency of the signal is increased (blue-shifted) and 
the Doppler frequency shift has a positive sign. If the target is moving away then the 
frequency shift is negative (red-shifted). These relations will be reversed if the two 
outputs from the phase splitter are reversed or the I and Q channels are swapped 
anywhere in the hardware chain or the signal processing scheme. To ensure that this 
is not the case, signals with frequencies slightly above and below the carrier signal 
were fed into the receiver and Ghe power density spectrum was compared for each 
different frequency. 
The carrier signal produced in the exciter has a frequency of 42503.77±O.1O kHz. 
The uncertainty is due to a slow drift which does not affect the coherence of the radar 
as the same signal is used in both the transmitter and receiver. signal used to 
verify the sign of the Doppler frequency shift was produced in a commercial signal 
generator which was precise down to 0.01 kHz. This precision was not large enough 
to verify the numerical accuracy of Doppler frequency shift, but wa.') adequate to 
check its sign. Results were obtained using four different input signals nominally at 
+70, +120, -70 and -120 from the carrier frequency. The first three of these 
signals had input voltages of 0.3 fJ,V and the fourth, 0.6 fJ,V. The four corresponding 
power density spectra are shown in Figure 5.2. 
Each plot shows a spike within 15 Hz of the expected frequency shift. This 
value is less than the combined uncertainty of the signal generator and the exciter, 
suggesting that the Doppler frequency estimation is reliable. More importantly, the 
sign of each frequency shift matches, proving that the hardware configuration and 
signal processing scheme are working correctly. 
Figure 5.2 also reveals the sensitivity of the receiver system. data for each 
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Figure 5.2: Power density spectra from the tests performed to verify the Doppler 
frequency shift. 
plot was produced as though the system were normal operation, except that 
the transmitter was off and the antenna replaced with a signal generator. Each 
plot is one height bin from a run of 131072 pulses (2.18 minutes) with no coherent 
integration. With input signals of only 0.3 fLV, the signal is 10 dB above the noise, 
and with an input of 0.6 fLV, the signal is nearly 20 dB above the noise. When the 
transmitter is running and the antenna connected, the noise level will of course be 
higher than it is in these plots, but this test shows that the receiver sensitivity is 
very good. 
On some of the plots of Figure 5.2, there is also a spike at 0 Hz, due to instrument 
clutter. The reason for this spike is likely to be leakage of the carrier signal directly 
into the input of the receiver. This carrier signal will be seen as real signal with 
no frequency shift and produce an output at 0 Hz. This spike is easily removed in 
software by using a notch filter (see Section 5.2.2). 
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Figure 5.3: Average power density spectrum over 15 minutes on August 12, 2002. 
5.1.2 First Results 
The first returns from the atmosphere were observed on August 12, 2002. These 
were obtained with a pulse repetition frequency of 1 kHz, a pulse width of 4 ps and a 
run length of 2.18 minutes (which corresponds to 131072 pulses). The data was not 
coherently integrated. Using the signal processing scheme described in Section 5.2, 
power density spectra were found at each height for each run. The average of five 
runs between 12:09 and 12:24 NZST is displayed in Figure 5.3. This plot shows 
the received signal power plotted against range and Doppler frequency. The power 
density is plotted in decibels, relative to an arbitrary reference which depends on 
receiver gain , the ADC conversion ratio and the signal processing procedure. 
The power density spectrum of Figure 5.3 reveals a large amount about the radar 
system and the received signal. Firstly, below a range of about three kilometres, 
there is an area of large signal power that does not vary with frequency. This region, 
which corresponds to 20 ps , is associated with the receiver recovery time. Despite 
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the very large attenuation provided by the T-R switch, there is still leakage of the 
transmitter pulse directly into the receiver. This leakage is about 1.4 V (peak to 
peak) and is enough to swamp the receiver filter section, which has a (relatively) slow 
recovery time. The receiver response time determines the radar's lowest observable 
height1 . 
The atmospheric signal is concentrated in two main regions, the first between 3 
and 8 km and the second between 10 and 13 km. In the lower section, the signal 
is strongest at the bottom and decreases with height as would be expected (see 
Equations 2.31 and 2.34). The upper section corresponds to reflections from the 
stratosphere and also decreases with height. At any particular height, the signal is 
generally strongest at around 0 Hz and has a roughly Gaussian shape in frequency as 
shown in Figure 5.4. The centre of this Gaussian curve relates to the vertical velocity 
of the air and the spectral width is related to turbulence and beam broadening (see 
Section 2.2.4). 
Although the main beam of the antenna points vertically, the radar does receive 
some clutter or unwanted signal from its side and ground-lobes. In Figure 5.4 and 
between 3 and 8 km in Figure 5.3 there is an increase in power at -0.7 Hz asso-
ciated with sea clutter. Crombie [1955, 1971] showed that the dominant scattering 
mechanism associated with ocean waves is Bragg scatter. When a radar signal is 
scattered from the ocean surface, the strongest returns arise from wave crests that 
are separated by half the radar wavelength. This is because the reflected signals 
from different crests will be in phase and therefore add constructively. The velocity 
of an ocean wave with wavelength Aocean = A/2, where A is the radar wavelength, is 
given by 
Vocean 
9 A ocean 
27[" 
The frequency shift of the carrier signal is (see Equation 2.37) 
focean = ±[!; 
(5.1) 
(5.2) 
and is positive for ocean waves moving toward the radar and negative for those 
moving away. For the CUSTAR radar this comes to focean = ±O.67 Hz. The actual 
1 A new receiver, which has been in use since March, 2003, contains improved circuitry that 
decreases the receiver recovery time. Receiver blanking, which involves grounding the receiver 
input during transmission, is also being implemented and will allow the radar to observe at lower 
altitudes. 
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Figure 5.4: A horizontal slice taken through Figure 5.3 at 5.1 km. 
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sea clutter peak may vary from this value depending on the background ocean 
current. It is also dependent on the weather conditions and as a result the peak is 
not always observed. A survey of Doppler spectra over a one month period showed 
that the ocean peak was present about 30% of the time and only at ranges of less 
than 8 km. In most (around 80%) of the spectra containing sea clutter, the peak 
is completely separated from the atmospheric signal and therefore will have little 
effect on the deduced atmospheric parameters. 
Figure 5.3 also shows an increase in signal power at 0 Hz at all ranges. This 
is a mixture of ground clutter and instrumental clutter, which can be removed by 
subtracting a linear or polynomial from the raw data (see Section 5.2.1) and by 
using a notch filter around 0 Hz (see Section 5.2.2). As shown in Figure 5.4, when 
the atmospheric signal is large, the clutter peak is negligible, however in regions of 
low signal, it is important to account for the clutter peak. 
A final observation from Figure 5.3 is the increase in signal power across the 
entire spectrum at a range of 12 km. This was instrumental in origin and caused by 
the negative going edge of the trigger pulse going from the ADO to the transmitter. 
This was remedied by extending the length of the trigger pulse to well beyond the 
128 Chapter 5. ST Radar Results 
region sampled by the ADC. 
5.2 Signal Processing 
Chapter 3 discussed the hardware which transmits RF. signal into the atmosphere 
and receives the backscattered signal. This section details how these observations 
are processed in order that useful information can be derived from the in-phase (1) 
and quadrature (Q) outputs from the coherent receiver. Good reviews of spectral 
signal processing associated with MST radar can be found in Woodman and Guillen 
[1974], Rottger and Larsen [1990] and Hocking [1997a]. 
Signal processing techniques vary depending on what type of radar system is in 
use. For systems with three or more receiving antennas, the SAD (spaced antenna 
drifts) technique [Mitra) 1949; Vincent et al., 1987] or a technique involving interfer-
ometry [Pfister, 1971] can be used. To obtain three dimensional wind speeds using 
systems with only one receiving antenna, the DBS (Doppler beam swing) method, 
which requires a steer able antenna beam, must be used [Green et al., 1975]. The 
Doppler method can also be applied to systems with only a vertically pointing beam 
to calculate vertical wind speeds. It is the Doppler method that has been applied 
to the data collected by the CUSTAR system thus far. 
The Doppler method involves the conversion of the I and Q components from 
the time to the frequency domain using a discrete Fourier transform (DFT). In the 
frequency domain the power spectrum arising from the atmosphere seldom deviates 
from a Gaussian form [Woodman, 1985]. The atmospheric signal can be described 
in terms of the Gaussian's three parameters. These are the frequency shift, which 
gives the wind velocity, the spectral width of the signal and the signal power. 
5.2.1 Time-Domain Processing 
The in-phase and quadrature outputs from the receiver both have a DC offset of 
approximately 2.5 V. This is to ensure that the full range of the ADC (0 to 5 V) is 
used to maximum potential. Examples of in-phase and quadrature time series are 
shown in Figure 5.5. The simplest way of removing. this offset is to subtract from 
the time series its mean value [e.g. Rao et al., 1995]. 
The receiver outputs may also contain some slow instrumental drift and fading 
from ground clutter. When power from one of the side or ground-lobes reflects off 
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Figure 5.5: Typical time series for (a) unintegrated and (b) coherently integrated 
data. Note the change in y-axis scale. Both the in-phase and quadrature channels 
are shown. 
orography, the frequency of the received signal will be nearly identical to that of the 
transmitted signal and will produce an increase in the power density spectrum near 
o Hz. Due to the non-uniform nature of the air between the antenna and orography, 
there may be some fading or slight change in frequency of the signal, which can 
broaden the ground clutter spike. There may also be refLections from moving targets 
seen in the ground-lobes (for example vegetation) which will broaden and increase 
the ground clutter spike. As mentioned in Section 5.1.1, instrumental clutter can 
also contribute to this peak at 0 Hz. This type of drift is clear in the in-phase 
channel in Figure 5.5b, where from about 20 to 120 s there is a slow increase in 
signal. These low frequency components can be removed by fitting a curve to the 
time series and then subtracting that fit from the data. This technique is usually 
called a trend removal and is most easily achieved by fitting a straight line to the 
raw data using a least squares fitting routine and then subtracting that from 
the data [e.g. Ruster, 1994]. Hocking [1997a] used a simple polynomial instead of a 
straight line to achieve better results when using long sample lengths. 
The in-phase and quadrature components of the received signal should be 
rated in phase by 900 and have the same amplification. This is often not the case, 
due to instrumental drift in two channels. These errors can be allowed by 
exploiting the fact that the average intensity will be the same for both channels 
[Ruster, 1994]. This correction has yet to be implemented in the CUSTAR radar, 
but examination of the I and Q components showed that amplitudes varied by only 
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a few percent and the phase difference was within a few degrees of 900 • These 
differences are small enough that they will not have a great effect on the signal 
properties. 
When a time series is transformed into the frequency domain, its finite length 
introduces side-lobes in the Doppler spectrum. The spectral leakage from these 
side-lobes increases the noise level across the spectrum's entire width. To correct 
for this, the data can be weighted with a windowing function to smooth the abrupt 
edges of the time series [Hooper, 1999]. 
There are a number of different windows and Hooper [1999] suggests the use of 
the Hanning or Kaiser-Bessel windows. The coefficients of the Hanning window are 
(5.3) 
where n 0,1, ... , N - 1 [Hamming, 1989] and the coefficients for the Kaiser-Bessel 
window are 
(5.4) 
where 10 is the zeroth order Bessel function [see Press et al., 1992]. ex is a constant 
that is normally set to 2.5 [Hooper, 1999]. These coefficients are multiplied with 
the original samples to produce a weighted (or windowed) version of the data. The 
Hanning and Kaiser-Bessel (with ex set to 2.5 and 5.0) window functions are shown 
in Figure 5.6. The Hanning window was used in this work due to its ability to 
provide a lower average noise level (see Section 5.2.2). 
Figure 5.7 contains the time series from Figure 5.5 after trend removal and 
windowing. Both the coherently integrated and unintegrated data have had a linear 
trend removed and have been weighted with the Hanning window function. These 
samples can now be transformed into the frequency domain using the fast Fourier 
transform (FFT) algorithm, which is an adaption of the discrete Fourier transform 
[Press et al., 1992]. 
5.2.2 Frequency-Domain Processing 
The Fourier transform of complex data points in the time domain results in complex 
data points in the frequency domain (Hk)' The power received in each frequency 
bin, or the spectral power density (Sk), is the sum of the real and imaginary parts 
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Figure 5.8: Power density spectrum at 5.1 km for unintegrated data showing (a) 
the full spectrum and (b) the central ±4 Hz. (Dates are presented in the form 
DD/MM/YY.) 
squared 
N N 
k = -"2' ... , 2 (5.5) 
The spectrum made up from the Sk values is used to determine the parameters of 
the received atmospheric signal. 
A typical power spectrum at a height of 5.1 km for a single run is shown in 
Figure 5.8a. The maximum frequency of the spectrum (the Nyquist frequency, 
IN) is determined by the time between pulses, which in this case is 1 ms. Using 
Equation 3.33, the maximum frequency is IN = 500 Hz. This graph has a clear 
background noise level with one peak at 0 Hz, which is 20 to 25 dB above this leveL 
This peak is atmospheric signal. There are also a number of other much smaller 
peaks that are mostly multiples of 50 Hz. These are due to power supply interference 
which could not be completely removed. 
The frequency of signals reflected from the atmosphere will be much lower than 
500 Hz and the atmospheric signal can be observed by concentrating on the central 
region of the spectrum as shown in Figure 5.8b. This spectrum is similar to that in 
Figure 5.4, except that it is from a single run rather than an average of 5 runs. 
The power density spectrum shovv-:n in Figure 5.8b is very similar to one that 
would be obtained from data coherently integrated over 128 points. This integra-
tion increases the sampling period to 128 ms and using Equation 3.33, the Nyquist 
frequency is IN 3.91 Hz. The differences between coherently integrated and un-
integrated data are discussed in Section 5.3 and the remainder of this section will 
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focus solely on unintegrated data. 
At this stage it is quite common for the power density spectrum to have a 
spike at 0 Hz corresponding to clutter. This could be a mixture of instrumental 
clutter and ground clutter. By removing the central point (or a small number of 
central points) and replacing it with the average of the two adjacent points, the 
clutter can be excluded. This gives much better Doppler estimates especially when 
the velocities are small and the signal span includes 0 Hz. 
signal processing scheme described here does not attempt to reduce the 
effects of any sea clutter that may be present in the Doppler spectra. However, if 
necessary, a possible method of removing the clutter peak would be to fit a double 
peak to the spectra with one peak centred on focean (see Equation 5.2) and having 
a limited width. This scheme would have similarities to other schemes used to 
separate double spikes, such as those used for spectra containing both precipitation 
and clear-air echoes [e.g. Sa to et al., 1990; Rajopadhyaya et al., 1994]. These schemes 
are generally successful only when both peaks are strong and separate from one 
another. A technique for fitting double peaks may perform more consistently for 
ocean clutter as the associated peak is centred at a constant frequency, however it 
is expected that problems would still occur when the two peaks overlap. For this 
. reason, and also because it is thought that ocean clutter will affect the atmospheric 
signal in only a small number of cases (see Section 5.1.2), this scheme has not yet 
been implemented. 
Minimal smoothing can also be utilised to reduce noise spikes in the spectrum. 
The Hanning window (see Equation 5.3) can be used as a three point sliding window 
by letting N 5. This reduces it to what is commonly known as the quarter-half-
quarter filter and is implemented as follows, 
N N 
k = -2 + 1, ... , 2 - 1, (5.6) 
where Sk is the kth element in the power spectrum, Ssk is the kth element in the 
smoothed power spectrum and N is the number of points in the power spectrum. 
The endpoints, k and k = 1¥-, are replaced by their average. A filter of this 
type was applied to each Doppler spectrum. 
Figure 5.9a contains data from the same run as Figure 5.8, but from a range bin 
with a much smaller atmospheric signal. The clutter peak is very clear here as it 
is over 20 dB higher than the atmospheric signal. As is shown in Figure 5.9b the 
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Figure 5.9: Power density spectra at 7,2 km for unintegrated data showing (a) 
unfiltered data windowed using the Hanning function and (b) the same data after 
being filtered with a notch filter at 0 Hz and a quarter-half-quarter filter. Also shown 
are spectra for (c) unfiltered and (d) filtered data windowed using the Kaiser-Bessel 
function. 
clutter peak can be removed completely using a notch filter at 0 Hz that replaces 
the three central bins. The data in Figure 5.9b has also been smoothed with a 
quarter-half-quarter filter. 
This figure also shows the difference between the two window functions. The data 
. that has been weighted with the Hanning window has a lower noise level than that 
weighted by the Kaiser-Bessel window. The noise level, which was found using the 
method described in Section 5.2.3, is depicted by the horizontal lines in Figures 5.9b 
and 5.9d and is at 64.7 and 67.1 dB respectively. The difference can also be observed 
by noting that the noise spikes are generally higher across the whole spectrum for 
the Kaiser-Bessel window. In this particular case the extra noise near 0 Hz means 
that the clutter peak was not completely removed by the notch filter. The Hanning 
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window produces a greater reduction in noise because it drops to zero at the edges 
of the window, whereas the Kaiser-Bessel window only drops to 0.3 (see Figure 5.6). 
This abrupt end to the time seri.es will produce larger side-lobes, causing more noise 
to be folded back into the spectrum. When the Kaiser-Bessel window was used with 
a = 5.0, which lowers the edges of the window down to less than 0.05, the result 
was very similar to that obtained when using the Hanning window. 
5.2.3 Noise Level Determination 
To determine which part of the power spectrum contains signal, the noise power 
density, Snoise, needs to be determined. This needs to be calculated at each range 
bin, as it varies with range, particularly at lower levels. Below about 3 km, the 
receiver is completely swamped due to leakage from the transmit-receive switch 
(see Section 5.1.2) and consequently the noise level is higher than any atmospheric 
signal that is received. Between 3 and 5 km the receiver is still recovering, but the 
noise level is low enough that atmospheric signals can be observed. Above about 
5 km, the noise level is nearly at its minimum and is almost entirely due to sky 
noise (see Section 4.3). Determining the noise level at each range bin is also useful 
for removing large signals produced by aircraft as these usually increase the signal 
across the entire spectrum. 
The method used to determine the noise level is adapted from Hildebrand and 
Sekhon [1974] and relies on the fact that atmospheric signal and system noise are 
both Gaussian. The noise, however, will have a white spectrum and the atmospheric 
signal will be coloured (enhanced at certain frequencies). To find the noise level, 
a cut-off value is chosen and every point in the spectrum that is higher than this 
is removed. If the spectrum looks like white noise, the noise ceiling has 
been determined, and if not, the cut-off value is lowered and the process repeated 
until the noise ceiling is found. To test for white noise, the following ratio, R, is 
computed: 
R 
p2 
(5.7) - Q' 
where P ~Sk - --, 
N 
Q - L)~)_P2, 
and N is the number of points in the spectrum. If R > 1 then the spectrum in 
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Figure 5.10: A power density spectrum at 5.1 km illustrating the noise level deter-
mination method. (a) shows three different cut-off levels, depicted by horizontal 
lines, with their associated R values. (b) contains only the data points that are 
below the cut-off level with an R value of 1. The mean of these points, which is 
the average noise level, is shown by the horizontal line. The data contained in these 
plots is the same as that displayed in Figure 5.8b, but has been filtered as described 
in Section 5.2.2. 
question contains only white noise. 
Figure 5.10 displays how this method works. The uppermost cut-off level in 
Figure 5.lOa has an R value of 0.20. This value is very low because little of the 
atmospheric signal is above the cut-off level and so not much has been removed. 
The data points below the second cut-off level contain only a small amount of 
atmospheric signal and consequently the value for R is increased to 0.71. The 
final line marks the noise ceiling as R has reached 1.00. All the points below the 
noise ceiling are displayed in Figure 5.10b and the average noise level can easily be 
calulated by finding the mean of these points. 
The initial cut-off value is determined by taking the average signal level near the 
edges ofthe spectrum (between 3 and 4 Hz and also between -3 and -4 Hz) where 
no atmospheric signal is expected. This value is then multiplied by a factor of 30 
to ensure the initial cut-off is not below the noise ceiling. For the example shown 
in Figure 5.10, the initial noise level calculated from the edges of the spectrum is 
66.5 dB which after multiplication by 30 comes to 81.3 dB. The final noise ceiling 
was calculated to be 72.1 dB and the final noise level as 65.4 dB, which as expected 
is quite close to the initial estimate. 
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Figure 5.11 shows why it is especially important to calculate the noise level at 
each range bin when an aircraft is observed by the radar. The plots in this figure 
are from different range bins for the same run at 09:06 NZST on February 26, 2003. 
Figure 5.11a at 10.5 km contains data with a fairly typical noise level, showing that 
the aircraft was not seen in this range bin. At 10.8 km the noise level has jumped 
by more than 15 dB and at 11.1 km it has jumped by another 15 dB. Figure 5.12 
contains spectra from the runs taken either side of that shown in Figure 5.11 (09:03 
and 09:09 NZST). The spectra are from a range of 11.1 km where the signal from 
the aircraft was largest and these plots contain no evidence of a substantial increase 
in the noise leveL The transitory nature (in time and range) of this large increase 
in the noise level strongly suggests that it is caused by an aircraft. By calculating 
the noise level at each range bin, the signal to noise ratio at the affected ranges will 
be small even though the total power is very high. Aircraft such as this are not seen 
more than 2 or 3 times per day, so do not greatly affect the collection of atmospheric 
data. 
5.2.4 Moment Estimation 
The signal received from the atmosphere is expected to be approximately Gaussian. 
To parameterise this accurately it is necessary to know in what part of the spectrum 
the signal exists, The fitting, or moment estimation, can then be performed in the 
desired region. 
To find the signal area, a copy of the spectrum is taken and then smoothed using 
a triangular window with a width of 0.5 Hz. The maximum point in the spectrum 
is then found and all the contiguous points either side of this maximum that are 
than the average noise level are included as part of the signal area. The 
smoothing needs to be performed to ensure that any brief fluctuations in the signal 
that might be below the noise level are removed so that their effect on the signal 
area is minimised. If the resulting signal area is not wider than a certain value, it is 
ignored and considered as noise. 
Figure 5.13 contains an example of a power density spectrum and its associated 
signal area. Figure 5.13a shows the smoothed plot used to find the signal area and 
Figure 5.13b shows the original data, that will be used to calculate the moments. 
method for finding the signal gives better results if the search area for the 
maximum value is restricted to ±1 Hz which corresponds to ±3.6 m S-l, This means 
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Figure 5.11: The effect an aircraft has on the noise power density level. Figures (a) 
to (h) increase in range from 10.5 to 12.9 km. 
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Figure 5.12: Power spectra at 11.1 km obtained before and after the passage of the 
aircraft shown in Figure 5.11. 
that large noise peaks, which sometimes occur near the edges of the spectra, are not 
falsely labelled as signal area. The vertical velocities measured with the radar are 
not expected to exceed ±3.6 m S-I, and in the first few months of operation, the 
vertical velocties measured by the CUSTAR radar seldom exceeded ±2 ms- l . 
The final signal processing step is to calculate the useful atmospheric param-
eters. By assuming that the atmospheric signal is Gaussian in nature, it can be 
approximated by a Gaussian power spectrum which has the form 
(5.8) 
where w is the frequency in radians [Woodman, 1985]. The signal is then completely 
described by three parameters, P, the total power, n, the Doppler shift, and W, the 
one standard deviation width of the spectrum. These three parameters are also the 
first three moments of S (w ) 
P j S(w)dw (5.9) 
n ~ j wS(w)dw (5.10) 
W2 ~ j(w - n?S(w)dw. (5.11) 
Because S(w) is in practise made up of discrete points the above moments can be 
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Figure 5.13: A power density spectrum at 7.2 km illustrating the method used to 
detemine the signal area. (a) shows the spectrum after it has been smoothed and 
(b) shows the original spectrum. On both of these plots the horizontal line is the 
noise level found using the method indicated in Section 5.2.3 and the vertical lines 
mark the signal area. The data used in these plots is the same as that in Figure 5.9b. 
calculated using the following sums 
211" 
~-1 
P - - L Sk (5.12) T 
211" 1 ~-1 n L WkSk (5.13) TP 
k-- li 
- 2 
W2 211" 1 L f T P \Wk 
k=-~ 
n?Sk, (5.14) 
where T is the length of the time series and N is now the number of points in the 
signal area. 
The signal to noise ratio, SNR, can be defined as the total signal power P divided 
by the average noise power per signal bandwidth, Pnoise [Rottger and Larsen, 1990]. 
Pnoise can be found by multiplying the noise power density, Snoise, by the width of 
the signal area. 
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5.3 The Effects of Integration 
5.3.1 Coherent Integration 
Coherent integration, which is the summing of a number of coherent sequential 
samples prior to transformation into the frequency domain, reduces the number 
of mathematical operations performed during the spectral analysis without signif-
icantly affecting the resulting spectrum [Balsley and Gage, 1980]. However, if the 
computing resources are available, there are a number of advantages associated with 
processing the raw data without coherent integration [Hocking, 1997a]. This section 
is concerned with the effect coherent integration has on the CUSTAR data. 
Coherent integration is effectively a low-pass filter. Any received signal that 
has a frequency greater than the cut-off for this filter (the Nyquist frequency) will 
be aliased into the final spectrum [Blackman and Tukey, 1958]. Signals in this 
category include power supply noise, signals received from other radio equipment, 
reflections from aircraft and reflections from meteor trails. If coherent integration 
is not performed these signals normally don't affect the atmospheric signal as they 
are usually at much higher Doppler frequencies. Hocking [1997a] describes spectral 
processing techniques to remove such effects in both the time and frequency domains. 
For the CUSTAR radar, the unwanted signals mentioned above (meteor and 
aircraft returns) are not likely to cause significant problems. Birdlings Flat is not 
under a major flight path and reflections from aircraft happen only once or twice 
a day, so are not a great concern. Meteor ablation trails occur at altitudes of 
between 80 and 120 km and because the CUSTAR inter-pulse period is relatively 
large (TIPP = 1 ms, which corresponds to a maximum range of 150 km) there is 
little possibility that reflections from meteors could be aliased into the data. Also, 
power supply noise has been almost completely removed, as has interference from 
the other radar experiments at Birdlings Flat (see Figure 5.8a). 
The aliasing which results from coherent integration will still have an effect on the 
final spectra even if these additional signals do not exist. This has been investigated 
for radar by Rastogi [1983], who shows that coherent integration weights the power 
spectrum with a factor GUk) given by 
GU ) = [sin(lr !k(TIPP )M)]2 
k M sin(1r fk(Tu>p)) , k 
N N 
2 ""'2' (5.15) 
where l1pp is the inter-pulse period and M is the number of data points in the inte-
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Figure 5.14: The integration loss for typical operational parameters used in this 
work (TIPP = 1 ms, N 128). 
gration. This weighting function can be inverted and applied to the signal portion 
of the spectrum to correct for the low-pass filtering effect [Hooper, 1999]. 
The power loss associated with this weighting has the greatest effect near the 
Nyquist frequency and a very small effect at frequencies near zero as shown in 
Figure 5.14. For frequency shifts of less than 2 Hz, the expected loss is less than 
1 dB. This means that for signals with small Doppler shifts, such as those expected 
from a vertically pointing beam, it is not essential that this correction is performed. 
During this project, raw data was stored on the radar control computer and the 
processing of this data was performed off-line using computing resources available in 
the Department of Physics and Astronomy. To make continuous operation feasible 
in terms of data storage space, it was necessary to integrate the data in the radar 
control computer. In order to test the effect of this process, 25 runs, each 2.18 
minutes in length, were collected without coherent integration and examined off-
line. An example of an unintegrated power spectrum is shown in Figure 5.8. 
The data from the 25 runs was also coherently integrated over 128 pulses, giving 
a time between samples of 128 ms and a Nyquist frequency of 3.91 Hz. Figure 5.15 
shows power density spectra for the coherently integrated data and the unintegrated 
data at heights of 5.1 and 7.2 km. Atmospheric signal can be seen in all four plots, 
although at the higher altitude the signal is much weaker. The data in these plots has 
been filtered using a notch filter and a quarter-half-quarter filter (see Section 5.2.2). 
The shape of the atmospheric signal in the integrated and unintegrated data is 
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Figure 5.15: Comparison between power density spectra for unintegrated data and 
coherently integrated data. (a) and (c) contain unintegrated data at 5.1 and 7.2 km 
respectively, showing only the central ±4 Hz. (b) and (d) contain coherently in-
tegrated data at 5.1 and 7.2 km, respectively. This data has been filtered using a 
notch filter at 0 Hz and a quarter-half-quarter filter (see Section 5.2.2). 
very similar. The major difference between the two processing methods is the char-
acteristics of the noise. The individual noise spikes are of different magnitudes and 
in different positions and even larger anomalies, such as at 2.75 Hz in Figure 5.15a, 
are quite different. However, at both heights, the noise levels (and signal levels ) are 
approximately the same, as shown by the Gaussian curves plotted over the 
tra. These show the noise level and signal characteristics calculated by the signal 
processing scheme. 
The differences between coherently integrated and unintegrated data for all the 
points in the 25 runs mentioned above are shown in Figure 5.16. There is little dif-
ference between the signal to noise ratio for the different data sets, the comparison 
producing a very good correlation and a mean difference of only 0.09 dB. 
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Figure 5.16: Comparisons between coherently integrated data and unintegrated 
data for (a) signal to noise ratio, (b) noise power density, (c) vertical velocity 
and (d) spectral width. 
ure 5.16b shows an excellent correlation between the noise density values, although 
the coherently integrated data has a noise level that is on average 0.22 dB higher 
than the noise level of the unintegrated data. This is not a very large difference and 
occurs mainly where the noise level is already high. 
The comparisons for vertical velocity and spectral width have a larger spread 
than those for signal to noise ratio and noise power density. This is because all 
points are included in these plots, even those with a low signal to noise ratio, and 
so some of the points will be poor estimates of the true values. Even so, the vertical 
velocities seen in Figure 5.16c have a correlation coefficient of 0.93, showing that 
there is still very good agreement. The correlation coefficient for the spectral width 
comparison is quite low (0.74), but the mean difference is only 0.07 ms-1 suggesting 
that the spread is more a measure of the uncertainty in the spectral width rather 
than a consistent difference between the· two processing methods. 
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Figure 5.17: Comparisons between coherently integrated data and unintegrated 
data for (a) vertical velocity and (b) spectral width, including only those data 
points with a signal to noise ratio greater than 5 dB. 
Figure 5.17 contains a repeat of Figures 5.16c and 5.16d, except that all data 
points with a signal to noise ratio less than 5 dB have been removed. The correlations 
are now much better, although the spectral widths calculated from the unintegrated 
data are (on average) slightly larger than those calculated from the integrated data. 
The coherently integrated data and unintegrated data were also compared after 
the theoretical weighting function in Equation 5.15 was removed from the integrated 
data. The "correction" was applied after the noise level and signal area had been 
found, and therefore only affected the signal area. Comparisons between the "cor-
rected" data and unintegrated data were performed and produced nearly identical 
results to those in Figure 5.16. The mean difference between the signal power was 
0.08 dB, which is a change of only 0.01 dB from the "uncorrected" data. The mean 
difference between the vertical velocity was negligible and the mean difference be-
tween the spectral width was 0.10 ms-1 (for data with a signal to noise ratio greater 
than 5 dB), which is a change of only 0.01 ms-1 from the "uncorrected" data. This 
shows, as expected, that the theoretical weighting given by Equation 5.15 has very 
little on signal received from a vertically pointing antenna beam. 
While coherent integration can have some adverse effects on results from the 
radar, they are not substantial enough to overcome the pratical advantages gained 
in the operation of the system. The results from this section show that for the 
CUSTAR radar there is no significant difference between the coherently integrated 
data and unintegrated data. 
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Figure 5.18: Vertical signal to noise profiles for one 2.18 minute time period for (a) 
non-incoherently integrated data and (b) incoherently integrated data. 
5.3.2 Incoherent Integration 
To improve signal detectability, two or more power spectra can be summed and this 
process is called incoherent integration. The CUSTAR radar collected time series 
of length 2.18 minutes and did not perform incoherent integration. This section 
compares results from data with no incoherent integration to results from data that 
has been incoherently integrated. 
'rhe comparison was performed by taking each time series from the radar and 
splitting it into four lengths of 33 seconds. Each of these four time series was 
processed using the same technique as the non-incoherently integrated data and then 
summed. The results were then compared with results from the original data that 
had been processed in the normal manner. The radar data used for this comparison 
was coherently integrated over 128 pulses at the radar site, so a full day's worth of 
data (September 10, 2002) could be used. 
Figure 5.18 contains vertical signal to noise ratio profiles for data which has 
been incoherently integrated and data which has not been incoherently integrated. 
The profiles are from the same raw data. The large scale structure of these plots is 
almost identical, although on scales of rv 300 m, there are small deviations. 
Figure 5.19 contains comparisons for all the points taken during the 480 runs over 
the day. The correlation coefficients for these comparisons are very good, although 
the signal to noise ratio comparison has a much larger spread. The signal to noise 
ratio for the incoherently averaged data is on average 1.59 dB lower than that for 
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Figure 5.19: Comparisons between data which has been incoherently integrated and 
data which has not, for (a) signal to noise ratio and (b) noise power density. 
the unaveraged data and the noise power is 0.83 dB higher. 
The disadvantage in not incoherently integrating the data is that the time taken 
to perform the Fourier transforms is longer. However I as the data has already been 
coherently integrated the extra time is not of great significance. 
5.4 The Radar Tropopause 
The tropopause is the boundary between the troposphere and stratosphere. These 
two regions differ in vertical temperature structure, potential vorticity and in the 
concentration of various chemical species such as ozone and water vapour [Holton 
et al., 2003]. VHF radars are very sensitive to changes in the gradient of the potential 
temperature and so can be used to investigate the tropopause [ Gage and Green, 1979; 
Vaughan et al., 1995; Hooper and Arvelius, 2000]. The tropopause was first detected 
with radar by Atlas et al. [1966] who used ultra-high frequencies and assumed that 
the increase in backscattered power arose from turbulence. 
For turbulent scatter and Fresnel scatter, the backscattered power for a VHF 
radar is approximately proportional to M2 jr2 (see Section 2.3.2 and 2.3.3) where r 
is the range from the radar and M is the vertical gradient of the potential refrac-
tive index. Above the first few kilometres of the atmosphere, where the humidity 
contribution can be assumed negligible, M can be approximated as 
(5.16) 
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where p is atmospheric pressure in mb, is absolute temperature and B is potential 
temperature (see Section 2.2.4). Radar signal strength is therefore closely related 
to the potential temperature gradient. This gradient and the absolute temperature 
gradient are related by Equation 2.5 which is reproduced below 
1 dB 
B dz (5.17) 
where rd (= 9.8 Kkm-1) is the dry adiabatic lapse rate. In the troposphere, the 
observed lapse rate, r, is approximately 6 Kkm-1 (excluding inversions) and in the 
stratosphere r is typically less than 2 K km -1 [Gage et al., 1986]. The transition 
between these gradients is normally abrupt and causes a sudden increase in the radar 
signal strength. The radar tropopause can then be defined as the point (above some 
minimum height, e.g. 4 km) at which the vertical gradient of the signal strength is 
at its maximum. 
Figure 5.20 shows the signal to noise ratio of CUSTAR radar data plotted against 
altitude. Twenty profiles over a one hour period from 10:00 to 11:00 NZST on 
October 12, 2002, have been averaged to produce this plot. It shows a clear increase 
in signal strength at 10 km and the strongest vertical gradient in the signal power 
is observed at 9.3 km, represented by the horizontal line. The profile shown in 
Figure 5.20 is an example of a strong tropopause. This is by no means an unusual 
profile, but it should be noted that the strength of the tropopause can vary quite 
considerably and in some cases no appreciable increase in signal power is observed. 
5.4.1 'Tropopause Determination Algorithm 
In simple cases where there is a distinct and strong radar tropopause, its altitude 
is the point at which the vertical gradient in the radar signal power, evaluated over 
a certain height range (e.g. 1500m), has its maximum value [Hooper and Arvelius, 
2000]. Vaughan et al. [1995] showed that the point at which the radar signal power 
reached a secondary maximum above the minimum normally observed in the upper 
troposphere could also be uSfd to estimate the radar tropopause height, provided 
a suitable offset was incorporated into this value. In many cases, however, the 
tropopause can be indefinite or occur in two distinct steps and in these cases, a 
more sophisticated method of determining the tropopause is necessary. 
The method used in this thesis to find the radar tropopause height is now de-
scribed. First, the signal to noise ratio, SNR, is averaged over one hour. SNR is 
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Figure 5.20: Radar signal to noise ratio averaged over one hour. The height of the 
radar tropopause is indicated by a horizontal line. 
used, instead of the total signal power, to reduce the amount of bad data included 
in the tropopause estimation process. Some unwanted signals, such as those from 
airplanes, produce a high noise level as well as a high signal level (see Figure 5.11), 
so that when the signal to noise ratio is used, these areas of bad data are greatly 
reduced. averaging improves the profile by removing the small fluctuations be-
tween runs and also provides a useful hourly average of the radar tropopause which 
can be readily compared with tropopause heights deduced from other sources, such 
as radiosondes (see Section 5.5). However, as shown later, the radar tropopause 
height can be calculated quite accurately at a temporal resolution as high as 9 min-
utes. 
Next, vertical gradient in the profile of SNR is found (over a height of 
1500 metres) for each range gate between 5.85 km and 14.25 km. In this analy-
sis, the vertical gradient between 5.1 and 6.6 km is calculated and assigned to the 
height of 5.85 km, then the vertical gradient between 5.4 and 6.9 km is assigned to 
6.15 km and so on, up to 14.25 km which contains the gradient between 13.5 and 
15 km. This produces 30 gradients, from which the four largest are extracted. The 
largest of gradients and any of the other three that are at adjacent heights 
are used to determine the main tropopause height. An average of these heights is 
taken, weighted by the magnitude of each associated gradient. 
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Figure 5.21: Examples of (a) a two-step tropopause and (b) an intermediate 
tropopause. The profiles are of radar signal to noise ratio averaged over one hour. 
This main tropopause is categorised as either a definite, intermediate or indefinite 
tropopause using a similar method to that used by Hooper and Arvelius [2000]. If 
the magnitude of the largest gradient is greater than 5 dB km-1 , then it is defined 
as a definite tropopause. The tropopause is indefinite if the largest gradient is less 
than 2 dBkm-1 and intermediate ifthe gradient is between these two values. These 
categories are a measure of the sharpness of the tropopause. 
The height of the secondary tropopause, if one exists, can be calculated from the 
remainder of the four largest gradients calculated earlier. If two of the remaining 
gradients are adjacent then the weighted average of their heights is used. If none 
of the remaining gradients are adjacent and the largest is greater than 2 dBkm-l, 
it alone is taken as the height of the secondary tropopause. Figure 5.21 contains 
examples of a two-step tropopause and an intermediate tropopause. Figure 5.20 is 
a good example of a definite tropopause. 
5.4.2 Radar Tropopause Results 
The radar tropopause was found once each hour from August 27, 2002 to February 
4, 2003. The tropopause height was plotted each day as a function of time. These 
plots showed that the tropopause height and structure varied considerably between 
days and often during the day. 
Figures 5.22 and 5.23 contain contour plots of the radar signal to noise ratio, 
SNR, for two typical days. The first shows data for September 1, 2002, when there 
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Figure 5.22: Radar signal to nOIse ratio plotted as a function of range and time. 
Tropopause height is shown each hour and little variation is seen throngh the day. 
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Figure 5.23: Same as Figure 5.22 , but showing a large variation in the tropopause 
altitude through the day. 
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Figure 5.24: Radar tropopause altitudess for the same day as Figure 5.23, but 
calculated with a temporal resolution of 9 minutes instead of one hour. 
was a large anti-cyclone situated over most of New Zealand and a north-westerly 
flow over Canterbury. The radar tropopause on this day was very stable, staying at 
a constant altitude of about 11 km. 
On November 2,2002, a cold front passed over Canterbury and there was a strong 
southerly flow. As shown in Figure 5.23, the tropopause varied quite considerably 
on this day, ranging between just over 7 km to 10.5 km. In fact, in the short 
time between 00:00 and 04:00 NZST the tropopause height increased by 2.5 km. 
The ability to observe changes on this time scale gives the radar an advantage over 
conventional methods of determining tropopause height. The use of radiosondes is 
the most common method and these are generally released only once or twice a day. 
Tropopause heights can be determined with a temporal resolution as high as 
9 minutes using a radar, although the results are more prone to spurious height 
derivations. Figure 5.24 shows tropopause heights calculated for the same day as 
Figure 5.23, but with only 9 minutes of averaging. Most of the results follow a similar 
curve to Figure 5.23 suggesting that little information is lost when the radar data 
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Figure 5.25: The distribution of tropopause sharpness as measured by the radar. 
Dotted vertical 
inite tropopauses. 
mark the transitions between indefinite, intermediate and def-
is averaged over one hour periods. If this higher temporal resolution was necessary, 
the spurious data points could be separated out based on what type of tropopause is 
observed, as most of the spurious points have been defined as secondary tropopauses. 
Spurious points could also be excluded by fitting a piecewise polynomial fit and 
removing those points that are not within a certain distance (say 1 km) of this fit, 
as has been done for wind velocity measurements by Hocking [1997b]. 
Between August 27, 2002 and February 4, 2003, approximately 3800 individual 
tropopause heights were calculated (including secondary ones). Of these, the major-
ity (62%) were definite tropopauses, 25% were intermediate, 3% were indefinite and 
10% were secondary. Figure 5.25 shows the distribution of tropopause sharpness 
values using a bin size of 0.25 dB km--l. Secondary tropopauses are included in this 
plot and placed depending on their sharpness. 
Figure 5.26 shows the height distributions for the four different tropopause 
groups. The bin is 250 metres for all plots. Figure 5.26a shows a clear maximum 
at 10.5 km with most points grouped between 8.5 and 12.5 km. The two secondary 
peaks at 9.25 and 11.75 km are probably artifacts of the low sampling size. Fig-
ures 5.26b, c and d show progressively less grouping, which is to be expected as 
there will be more uncertainty in these results, particularly for the indefinite and 
secondary tropopause heights. 
154 Chapter 5. S'I' Radar Results 
o. b. 80 
60 
~ j ~ Il 40 
'0 '0 
t .8 
z ~ 
8 10 12 16 8 10 12 14 16 
Oaf'nite Tropopo'')se Hei9ht (km) Intermed10te Tropopause Height (km) 
10 
1 
8 10 12 B 10 12 14 16 
Il"defin:te Tropopause ~eight (km} Secondory Tropopause Height (~m) 
Figure 5.26: The distribution of tropopause heights as measured by the radar. In-
cluded are distributions for (a) definite, (b) intermediate, (c) indefinite and (d) 
secondary tropopauses. 
5.5 Comparisons with Temperature Tropopause 
The conventional definition of the tropopause uses the differing vertical temperature 
profiles of the troposphere and stratosphere as a basis. In troposphere, the 
temperature decreases with height and in the stratosphere, it increases with height 
and the point where the lapse rate changes is defined as the tropopause. The \Vorld 
Meteorological Organisation (\VMO) defined the temperature tropopause as the 
lowest altitude at which the vertical temperature gradient becomes more positive 
than -2 Kkm-1 and remains so between this point and every point the next 
2 km. In addition, the tropopause can not be lower than 4 km in altitude to avoid 
boundary layer temperature inversions being categorised as the tropopause [WMO, 
1986]. 
A method of determining the sharpness of the temperature tropopause has been 
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proposed by Price and Vaughan [1993]. The sharpness is calculated by finding the 
vertical distance taken for the lapse rate to decrease from 6 Kkm-1 (the lapse rate in 
the troposphere) to 2 Kkm-1 (the lapse rate at the tropopause). The tropopause is 
definite if this distance is less than 0.5 km, indefinite if it is greater than 1.2 km and 
intermediate if it is between these values. Vaughan et al. [1995] used this method 
with the refined value of 5 Kkm-1 for the tropospheric lapse This modification 
makes very little difference to the data obtained in New Zealand, as the lapse rate 
in the tropopause is seldom less than 7 K km-l. 
5.5.1 Annual Variation of the Tropopause 
In the mid-latitudes, the average height of the tropopause varies through the year 
(see Figure 2.2). The variation can be investigated by taking monthly or bi-monthly 
means of the tropopause height. This was done using the radar tropopause data 
and the results were compared with radiosonde data collected in Christchurch by 
the New Zealand Meteorological Service (NZMS) between 1958 and 1962 [NZMS, 
1963]. 
The NZMS data was recorded at Christchurch Airport (43° 29' S, 172° 32' E) 
which is 40 km away from Birdlings Flat (43° 49.5' S, 172° 41.5' E). 'I'ropopause 
heights, calculated using WMO definition described above, were available for the 
period 1958 to 1962 and had been summarised to give monthly statistics. The data 
was presented as a distribution of tropopause heights with a bin size of 500 metres. 
'I'ropopause heights were calculated from the CUSTAR radar data from Au-
gust 27, 2002 to February 4, 2003. Due to a technical fault, the radar was not 
in operation for more than half of January, so only data for the four full months 
of September through to December, inclusive, was used for this comparison. Sec-
ondary tropopauses were not included. The tropopause heights were binned with a 
250 metre resolution and grouped into two sets, September plus October and Novem-
ber plus December (Figures 5.27a and 5.27c). Similarly, the NZMS data was also 
grouped into two lots containing the same months as the radar data (Figures 5.27b 
and 5.27d). The average over two months was taken to increase the sample 
The first thing to note in 5.27 is that the radar data has a much greater 
number of points than the radiosonde data. The number of points in the Sep/Oct 
and Nov/Dec plots for the radar data is 1438 and 1391 respectively, whereas for the 
radiosonde data the equivalent numbers are 297 and 292. Although the radiosonde 
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Figure 5.27: Histograms showing the distribution of tropopause heights for differ-
ent months of the year. (a) and (c) show radar data while (b) and (d) contain 
radiosonde data. Included on each graph are the mean and median of the sam-
ple populations and also the maximum point and standard deviation of a Gaussian 
curve fitted to the data. 
data contains four years worth of points, the sample size is small because the ra-
diosonde data only contains one point per day compared to the radar's 24 points 
per day. 
The variation in tropopause height through the year can be seen in Figure 5.27 
by noting that the average tropopause height in the Sep/Oct plots is lower than 
that in the Nov/Dec plots for both the radar and radiosonde data. To quantify 
this height difference, fJ.h, the mean for each sample population was calculated, 
but because of the large number of outlying points, particularly in the radar data, 
this value did not accurately find the centre of the main peak. For this reason, the 
median was also calculated, but due to the coarse binning of the NZMS data, the 
values produced had a large uncertainty of ±O.25 km. A third technique, which was 
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used for the comparisons, involved fitting a Gaussian curve to each population and 
finding its centre. This produced values that were consistent with the median values 
and their associated uncertainties (±0.125 km for the radar data and ±0.25 km for 
the radiosonde data), and slightly larger than the mean values due to the outlying 
points which are mainly at lower heights. 
For the radar data, the centre of the fitted Gaussian curve is at 9.95 km for 
Sep/Oct and 11.11 km for Nov/Dec. For the NZMS data, the centre is at 10.59 km 
for Sep/Oct and 11.47 km for Nov/Dec. These figures correspond to a difference of 
D.hradar = 1.16 km for the radar data and nhsonde = 0.88 km for the NZMS data. 
The magnitudes of nhradar and nhsonde are similar (approximately 1 km) and the 
trend in both sets of data is for increased tropopause height in the warmer months. 
The tropopause height determined from the radiosonde data is, in both Sep / Oct 
and Nov/Dec, higher than that determined from the radar data. In Sep/Oct the 
difference is 0.64 km and in Nov/Dec it is 0.36 km. This discrepancy is due to the 
fact that the two datasets are from different years and so are lmlikely to be the same. 
The inter-annual variation will be reduced in the NZMS data as it is an average over 
four years, but the radar data only contains data from one year, so may not be a 
good measure of the "typical" average tropopause height. 
This comparison shows that, on average, tropopause heights calculated from the 
CUSTAR radar data are similar to those obtained using a radiosonde. The next 
section attempts to show that individual tropopause heights calculated using the 
radar agree with those calculated from radiosondes. 
5.5.2 Direct Radiosonde Comparison 
In order to make direct comparisons between tropopause heights detected by the 
radar and those found using radiosondes, data was obtained from three different ra-
diosonde sites for the months of October and November, 2002. The three sites avail-
able were Whenuapai (360 47' S, 1740 37' E ), Paraparaumu (400 54' S, 1740 58' E) 
and Invercargill (460 25' S, 1680 20' E) which are 790, 370 and 440 km away from 
Birdlings Flat, respectively. Data from Whenuapai was available from October, 
2002, right through to February, 2003. 
Radiosondes were launched from each location twice daily, at around 10:00 and 
22:00 NZST. The Whenuapai radiosonde took measurements every 10 seconds of the 
pressure, temperature, relative humidity, wind speed, wind direction and also the 
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ascent rate and height of the sonde. The Paraparaumu and Inver car gill radiosondes 
took measurements every 2 seconds, but only of the pressure, temperature and 
relative humidity. To find the tropopause height, both temperature and height are 
needed, so for Paraparaumu and Invercargill, the hypsometric equation was used to 
calculate the altitude at each point from the pressure and temperature data. This 
equation is written as 
(5.18) 
where PI is the pressure at altitude ZI, P2 is the pressure at Z2 and H is the mean 
scale height. H is given by 
H _ R(T) 
- , 
go 
(5.19) 
where R is the gas constant, go is the global average of gravity at sea level and (T) 
is the mean temperature of the layer [Holton, 1992]. If Z1 is taken to be sea level, 
then 
Z -Hln (:a) , (5.20) 
where p is the pressure at Z and Po is the pressure at sea level. 
For each radiosonde flight, the tropopause height and sharpness was found using 
the method described at the beginning of this section. The radar tropopause was 
then found for the one hour period closest to the radiosonde flights. The flight time 
of each sonde was taken to be the time that the sonde reached 10 km as this is 
the approximate mean height of the tropopause. The average of the flight times 
for Whenuapai, Paraparaumu and Invercargill were then calculated and used when 
finding the radar tropopause. 
Figure 5.28 contains a plot of radar signal to noise ratio together with tempera-
ture profiles from the three radiosonde sites for the same time and date. Also shown 
are the four tropopause heights calculated from this data. This is a particularly 
good example showing a clear lapse rate of about 7 K km-1 in the troposphere and 
very little temperature change in the stratosphere for all three radiosonde profiles. 
The change in lapse rate occurs at nearly the same height in all cases and also agrees 
well with the radar tropopause height. 
While not unusual, the good agreement between all four sites shown in Fig-
ure 5.28 did not occur in the majority of cases. Figure 5.29 shows a more typical 
result. Again all three radiosondes show a lapse rate of about 7 K km -1 in the lower 
half of the plot, but while the lapse rates for Paraparaumu and Invercargill decrease 
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Figure 5.28: Comparison of tropopause heights calculated from radar signal power 
and from temperature measured by radiosonde. The radar tropopause is shown by 
the horizontal line and the symbols represent the temperature tropopause found at 
the different radiosonde sites. Data shown is for 22:30 NZST on November 22, 2002. 
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Figure 5.29: Same as 5.28, but for 23:30 NZST on October I, 2002. 
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to zero (and in fact become negative for a short time), for Whenuapai the lapse rate 
only decreases to about 3 Kkm~l. This lapse rate lasts for around 5 km until an 
altitude of approximately 15 km when it starts to slowly decrease. Although the 
most distinct change in lapse rate is at 9.5 km, the tropopause is placed, using the 
WMO definition, at nearly 15 km. 
For the \Vhenuapai radiosonde data, the gradual decrease in lapse rate observed 
in Figure 5.29 occurred in over a third of the profiles obtained. A similar tropopause 
structure was observed in very few of the profiles obtained from Paraparaumu and 
Invercargill. The differing shape of the Whenuapai profile is due to its latitude which 
places it in the sub-tropics. As explained in Section 2.1.3, there is a break in the 
tropopause in this region, which often results in multiple or overlapping tropopauses. 
Scatter plots are shown in Figure 5.30 comparing the radar tropopause altitudes 
with the temperature tropopause altitudes found at the three radiosonde sites. These 
plots contain all tropopause heights calculated, regardless of their sharpness, except 
if there is a double tropopause, where the tropopause altitude associated with the 
highest sharpness coefficient is taken. The correlation coefficient for each pair of 
sites has been calculated and is displayed, along with the number of points used in 
the correlation, on the relevant plot. 
The Invercargill and Paraparaumu sites, which are separated from the radar 
by approximately 400 km, show much better correlation than the Whenuapai site 
which is nearly 800 km away from the radar. The low correlation coefficient of 
ORW = 0.40 for the Whenuapai data is due to the large number of points between 
14 and 18 km on the y-axis which do not correlate well with the radar tropopause 
altitudes. These points correspond to the Whenuapai temperature profiles that have 
a smooth decrease in lapse rate as described earlier (see Figure 5.29). 
Although larger than Whenuapai, the correlation coefficients for Paraparaumu 
and Invercargill (ORP = 0.55 and ORl = 0.53) are still quite low. This is mainly due 
to the large spatial separation of the different sites. To gain an understanding of 
the effect of spatial separation, the tropopause altitudes determined from the three 
radiosondes have been compared with each other (Figure 5.31). 
These comparisons reinforce the incompatability of the Whenuapai tropopause 
altitudes with those from the other two sites. There is almost no correlation between 
Whenuapai and Invercargill (OWl = 0.05), which should not be surprising as they 
are separated by 1180 km. However, if distance was the only factor involved, When-
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Figure 5.30: Scatter plots of radar tropopause height vs. radiosonde tropopause 
(a) Whenuapai, (b) Paraparaumu and (c) InvercargilL The plots contain 
all types of tropopause except for secondary tropopauses. 
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Figure 5.32: Correlation coefficients from Figures 5.30 and 5.31 plotted against site 
separation. 
uapai and Paraparaumu (460 km separation) should have a higher correlation than 
Paraparaumu and Invercargill (810 km separation). In actual fact their correlation 
coefficients are Gwp 0.41 and GPI 0.46, respectively. Figure 5.31a contains 
two distinct groups, one with good correlation that follows the y = x line well and 
one in which the Whenuapai tropopause heights are higher than those from Para-
paraumu. It is this second group which decreases the correlation coefficient and if it 
were removed this plot would have a higher correlation coefficient than Figure 5.31c. 
From the results shown so far, it is clear that the Invercargill and Paraparaumu 
radiosondes are much more suitable than the radiosonde at Whenuapai for compar-
isons with the CUSTAR Comparisons using these sites are now studied in 
more detail. The radar is closer to both Paraparaumu and Invercargill than these 
sites are too each other. This means that GRP (the correlation between the radar and 
Paraparaumu) and GRI (the correlation between the radar and Invercargill) should 
be greater than GPI (the correlation between Paraparaumu and Invercargill). This 
is indeed the case, and if the correlation coefficients are plotted against distance 
between sites a downward sloping trend is observed (Figure 5.32). 
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The fact that ORP and OR! are both larger than OPI suggests that the radar 
measures the height of the tropopause with an accuracy similar to that of the ra-
diosondes. Hooper and Arvelius [2000] compared the height of the temperature 
tropopause 'with height of the tropopause measured by the ESRAD MST radar in 
a similar manner to that described above. With a radiosonde launch site nearby to 
the radar, they produced correlation coefficients of 0.41 and 0.63 for sample sizes 
of 45 and 68, respectively. Due to the large site separation of the CUSTAR data, a 
lower correlation would be expected. In actual fact, ORP and OR! both fall between 
the ESRAD values. The low correlations found by Hooper and Arvelius [2000] may 
be due to the location of the ESRAD radar which is in the Swedish Arctic at 68° N. 
This location is at the edge of the polar tropopause where the tropopause often has 
a two-step structure and therefore may produce results similar to those shown here 
from the \¥henuapai radiosonde. Gage and Green [1979], when using the Sunset 
radar near Boulder, Colorado, obtained a correlation coefficient of 0.84 when com-
paring tropopause heights with those measured by radiosonde in Denver, less than 
50 km away. 
Kitchen [1989] performed comparisons between radiosonde measurements taken 
using 13 radiosonde stations spread throughout the United Kingdom. The root 
mean squared (RMS) differences between spatially and temporally separated sonde 
measurements of vector wind, temperature, geopotential and humidity were calcu-
lated. It was found that at an altitude of 250 hPa (the approximate height of the 
tropopause) the RMS temperature difference was around 3 K for a spatial separation 
of 400 km and around 4 K for a separation of 800 km. Although these tempera-
ture differences cannot be directly related to tropopause altitude differences, useful 
comparisons can be made with the results from this study. 
Table 5.1 contains the mean and standard deviation of the tropopause height 
differences between each pair of data sets. It also contains the RMS differences 
which were calculated using the relation 
I: [:1 (Xi Yi)2 
N 
(5.21) 
where Xi and Yi are the individual tropopause heights at the two locations under 
consideration. Again, the comparisons which contain \¥henuapai have larger stan-
dard deviations and RMS differences than those without. The RMS differences 
between the radar and Paraparaurnu and the radar and Invercargill are both lower 
5.5. Comparisons with Temperature Tropopause 165 
Sites Mean St. Dev. RMS Difr. Corr. Separation 
(km) (km) (km) (km) 
When. Radar 2.31 2,20 3,18 0.40 790 
Para, Radar 0,68 1.50 1.64 0.55 370 
Inver. Radar 0.31 1.52 1.54 0.53 440 
Inver. 1.26 2.44 2,74 0.05 1180 
Para. 0.83 1.95 2.11 0.41 460 
Table 5.1: Statistics produced from comparisons between tropopause height mea-
sured by radar and radiosonde. The first column shows which data set was sub-
tracted from which to produce the mean difference. The standard deviation of the 
values used to produce the mean is shown in the third column. The RMS difference 
between the two data sets is in the fourth column and the correlation coefficients 
calculated previously are included for reference along with the site separation. 
than the RMS difference between Paraparaumu and Invercargill. However) the ratio 
of differences seen at 400 km to those seen at 800 km (approximately 0.9) is not 
the same as ratio of temperature differences at similar separations observed by 
Kitchen [1989] (approximately 0.75). This is because the tropopause has a rela-
tively constant lapse rate) which means that if the temperature changes by a certain 
amount at one height, it is likely to change by a similar amount at other heights) 
so the overall shape of the temperature profile will not be greatly affected, As the 
tropopause height is calculated from the gradient in the temperature profile not the 
absolute temperature measurement) the height of the tropopause will therefore not 
change as much as the absolute temperature measurements. 
The mean height of the tropopause is expected to change with latitude and have 
a general downward sloping trend between the tropics and the polar region (see 
Figure 2.5). From Table 5.1 the mean difference in the tropopuase height between 
Paraparaumu and Invercargill is 360 metres, which agrees with this trend. The 
mean height of the tropopause in Christchurch should be approximately half way 
between that of Invercargill and Paraparaumu. The mean radar tropopause height 
in Christchurch was actually lower than the Paraparaumu and Invercargill mean 
heights. The difference is such that) if the temperature tropopause is assumed to be 
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half way between that in Paraparaumu and Invercargill, the radar underestimates 
the tropopause height by ::::: 500 metres. This is contrary to the result obtained 
by Rastogi and Rottgel [1982] who found that the radar-determined tropopause is 
higher than the radiosonde tropopause by 0.1-1 km. 
It should be noted that, in this study, the radar tropopause height has been 
calculated using data with an effective height resolution of 600 m (due to a pulse 
length of 4 Jl>s). This relatively coarse resolution (the height resolution of radiosonde 
data is typically less than 50 m) may produce discrepancies between the temperature 
and radar determined tropopause, such as that described above. 
Another common method of determining the tropopause height with a VHF 
radar is to use the point at which the signal to noise ratio reaches a maximum above 
the dip normally observed in the upper troposphere [Vaughan et al., 1995J. This 
was found for the CUSTAR data in two different ways. The first method took the 
tropopause height deduced using the steepest gradient method outlined previously 
and then found the first maximum in signal to noise ratio that occured above this 
point. The second method took the steepest gradient tropopause height and then 
found the global maximum above this point. 
Figure 5.33 contains a radar signal to noise profile with the three different 
tropopause heights displayed. Also included is the radiosonde data for the same 
time period. In this particular case the three radar tropopause heights are all sep-
arate, with the "maximum gradient" tropopause matching well with the Parapa-
raumu temperature tropopause and the "first maximum" tropopause matching well 
with the Invercargill temperature tropopause. The "global maximum" tropopause 
is higher than all the other tropopause heights. 
All three methods of determining the tropopause height were performed on the 
available data and in approximately half the radar power profiles, the "first max-
imum" tropopause was at the same height as the "global maximum" tropopause. 
Correlations were performed similar to those shown in Figure 5.30, and the correla-
tion coefficients obtained were very similar to those obtained using the "maximum 
gradient" method. The mean difference between the tropopause heights for the 
radar, Paraparaumu and Invercargill were calculated for the three different meth-
ods. Table 5.2 contains these figures, the second column being a repeat of the figures 
in Table 5.1. 
If the temperature tropopause above Birdlings Flat is again assumed to be half 
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Figure 5.33: A profile of radar signal to noise ratio showing three different meth-
ods of calculating the radar tropopause. Corresponding radiosonde temperature 
measurements are also included.. 
way between that in Paraparaumu and Invercargill, the radar tropopause determined 
by the "first maximum" method is only c:::: 20 metres too low. However, the "global 
maximum" method overestimates the tropopause height by c:::: 500 metres. It would 
seem from these results that the "first maximum" method is the most accurate way 
of determining the radar tropopause height. However, there could be other factors 
affecting the height of the tropopause, such as the location of the radar in the lee 
of the Southern Alps, and this comparison needs to be repeated using data from a 
radiosonde located near to the radar before any firm conclusions can be made. 
Other individual events show that there is often a good correlation between the 
radar and one or more of the radiosonde sites. For the evening of October 20, 2002, 
the radar data shows a double tropopause which is also clearly observed in the 
data from Paraparaumu (see Figure 5.34). There are two distinct enhancements in 
radar signal power at altitudes of 10 and 15 km. In the Paraparaumu temperature 
profile there are two corresponding regions where the lapse rate decreases from the 
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Figure 5.34: Two examples of a double tropopause observed in both the radar data 
and the Paraparaumu radiosonde data. 
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Sites Mean (km) 
Max. Gradient First Max. Global Max. 
Paraparaumu - Radar 0.68 0.20 -0.33 
Invercargill - Radar 0.31 -0.17 -0.67 
Paraparaumu - Invercargill 0.36 0.36 0.36 
Table 5.2: The mean difference between the tropopause height measured with ra-
diosondes and the CUSTAR radar for three different methods of determining the 
radar tropopause. The first method is the maximum gradient method and the fig-
ures shown are a repeat of those from Table 5.1. The second and third methods 
determine the tropopause height where the signal to noise ratio is at a maximum. 
tropospheric value of c::::: 7 Kkm- 1 to values below zero. A similar double tropopause 
is also observed on the morning of November 15, 2002, where there are again two 
distinct enhancements in radar signal power. However, in the temperature profile 
the lower tropopause is not so well defined. A decrease in lapse rate to nearly zero 
can be observed at about 11 km (corresponding to the secondary radar tropopause), 
but it only lasts for 1 km. Using the WMO definition, the tropopause is placed at 
an altitude of 14 km, which corresponds to the upper radar tropopause. 
5.5.3 Calculating M2 from Radiosonde Data 
As explained in Section 2.3.2, power received by the radar from Fresnel scattering 
processes is proportional to M2 /r2, where M is the gradient of potential refractive 
index (see Equation 2.11) and r is range. M is dependent on pressure, temperature 
and humidity, all of which are commonly measured by radiosondes. M2 profiles cal-
culated from radiosonde data have been used by Hocking and Mu [1997] to ascertain 
the difference between conditions above their VHF radar and the region measured 
by a nearby radiosonde. M2 can also be calculated directly from the radar returned 
signal to derive temperature profiles [Gage and Green, 1982] and humidity profiles 
[Gossard et al., 1998] without the need for radiosondes. 
For this work, comparison of M2 profiles calculated at each radiosonde site, pro-
vides a quantitative method of determining the effect of geographical separation on 
the expected radar signal power. Profiles of M2 were calculated for each radiosonde 
ascent and low pass filtering, using a cut-off period of 4 km, was performed to re-
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move the effects of small scale fluctuations. Two sections of each profile, one from 
4 to 8 km in altitude and the other from 12 to 16 km, were extracted in order to 
examine the differences between the troposphere and stratosphere. The upper limit 
of 8 km and the lower limit of 12 km were chosen so that, for the majority of cases, 
the tropopause was between the two regions (see Figure 5.26a). The correlation 
coefficient and gradient between the M2 profiles for each pair of radiosonde sites 
was found for the two altitude ranges. If both of these variables are equal to unity 
for a particular pair of profiles, it means they have identical shapes. 
This technique was performed on all the available radiosonde data and it was 
found that the M2 profile above the tropopause was likely to be more consistent 
between radiosonde sites than the profile below the tropopause. Figure 5.35 shows 
a typical comparison between M2 profiles for the three radiosondes. The correlation 
coefficients and gradients for comparisons between the upper sections are clearly 
closer to 1.0 than those for the lower sections. This is due to the fact that in the 
troposphere M2 is more dependent on humidity, which has large variations over 
small spatial scales. 
The figures in Table 5.3 also show the same difference above and below the 
tropopause. The table contains the means and standard deviations of all the cor-
relation coefficients and gradients calculated. The correlation coefficients and gra-
dients are consistently closer to 1.0 for the stratospheric region than they are for 
the tropospheric region. Also, the standard deviations are always larger for the 4 to 
8 km region suggesting that there is more variation between radiosondes below the 
tropopause. 
The relatively good mean correlation coefficients and gradients found between 
"Vhenuapai and Paraparaumu compared to the corresponding values between Para-
paraumu and Invercargill were unexpected, given the different shape of the Whenu-
apai temperature profile with respect to the other two sites. The results in Table 5.3 
show, in fact, that despite the differing tropopause structure observed above When-
uapai, the profile of the refractive index gradient (above Whenuapai) is quite similar 
to that above Paraparaumu. The relatively good values found between vVhenuapai 
and Paraparaumu could be due to the site separation, as \iVhenuapai is only 460 km 
from Paraparaumu, whereas Paraparaumu is 810 km from Invercargill. 
The lvI2 profiles can be used to decide whether radiosonde data and radar data, 
taken at similar times but at different locations, correspond to similar atmospheric 
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Figure 5.35: A comparison of M2 profiles from the Whenuapai (dotted line), Para-
paraumu (dashed line) and Invercargill (dashed-dotted line) radiosonde sites. The 
correlation coefficients and gradients from comparisons between two different sec-
tions of each profile are included. 
conditions. Although the conditions in the troposphere are likely to be different 
due to humidity etc., if the stratospheric conditions are similar, other atmospheric 
parameters such as the temperature profile (and therefore the tropopause height) 
may be the same. This was checked by comparing the M2 radiosonde profiles with 
received power profiles from the radar, corrected for range (power X range2). This 
was initially performed for altitudes between 12 and 16 km and, as done previously 
with the radiosondes, both the correlation coefficient and the gradient between the 
profiles were found. For those with good correlation and a gradient close to 1.0, 
the radar and radiosonde tropopause heights were compared. The definition of a 
"good" correlation was when the correlation coefficient was higher than 0.6 and the 
gradient between 0.6 and 1.6. 
For the radar and Whenuapai, the number of "good" correlations was 72 (32%) 
and the correlation between tropopause heights was 0.43. As with other comparisons 
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Sites Correlation Coefficient Gradient 
Altitude Range Mean St. Dev. Mean St. Dev. 
vVhenuapai & Paraparaumu: 
12 to 16 km 0.79 0.38 0.89 0.68 
4 to 8 km 0.33 0.65 0.34 1.23 
vVhenuapai & Invercargill: 
12 to 16 km 0.67 0.44 O:to 0.79 
4 to 8 km 0.15 0.63 0.13 1.63 
Paraparaumu & Invercargi1l: 
12 to 16 km 0.64 0.45 0.71 0.69 
4 to 8 km 0.15 0.63 0.20 1.41 
Totals: 12 to 16 km 0.70 0.42 0.77 0.72 
4 to 8 km 0.21 0.64 0.22 1.42 
Table 5.3: Statistics produced from comparisons between M2 calculated at the three 
different radiosonde sites. Correlation coefficients and gradients have been calculated 
between the M2 profiles of different radiosondes flown at the same time. For each 
comparison, these calculations were separated into two sections, one below and one 
above the tropopause. For each height range and pair of radiosondes, the mean and 
standard deviation of all the correlation coefficients and gradients were found and 
these are displayed here. Also shown is the mean of the above figures for the three 
sites. 
between these two sites, the correlation is very low and is indicative of the differing 
tropopause structures involved. For the radar and Paraparaumu, there were 27 
"good" correlations (22%), and for Invercargill, there were 34 (31%). Both of these 
groups produced a tropopause correlation coefficient of 0.76 which is significantly 
better than those found for the complete data set (see Table 5.1). 
The percentage of "good" correlations is similar for all three sites, even though 
the resulting correlation between tropopause heights for Whenuapai and the radar 
is still very low. This means that this procedure cannot be relied on with confidence 
to show when two different locations will have similar tropopause heights and it is 
only prior knowledge of the differing tropopause structure above Whenuapai that 
allows any conclusion to be drawn. 
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When performing the same procedure for altitudes between 4 and 8 km, the 
number of points satisfying the "good" correlation criteria is much smaller. For 
comparisons between the radar and Whenuapai, Paraparaumu and Invercargill, the 
numbers were 8, 4 and 5, respectively. These produced correlation coefficients be-
tween tropopause heights of 0.86, 0.92 and -0.49, but nothing of significance can 
be drawn from these results due to the small number of points. 
The results from this section show that the similarity between tropopause heights 
deduced at different locations is dependent on the atmospheric conditions. \iVhen 
the atmosphere above the radar site is similar to that above a spatially separated ra-
diosonde site, then the tropopause height calculated using the different instruments 
is more likely to be comparable. 
5.6 Frontal Activity and Gravity Waves 
5.6.1 Radar Measurements of Frontal Activity 
The passage of cold and warm fronts can be observed clearly in VHF radar data due 
to the increase in static stability in the frontal region and the distortion or breaking 
of the tropopause that often occurs (see Section 2.1.4). The increase in reflectivity 
associated with enhanced static stability has been used by Rottger- [1979], Lar-sen 
and Rottger- [1983, 1985], Ruster- et al. [1998] and many others to investigate frontal 
activity. UHF and VHF radars were used by Browning et al. [1998] to study upper-
and lower-level jets and other aspects of the circulation near a cold front. 
There have been a number of frontal passages observed with the CUSTAR radar 
in its first few months of operation. Figure 5.36 shows one clear example which oc-
curred between the 9th and 11th of September, 2002. Information about the frontal 
surface and tropopause height during this time can be obtained by investigating 
variations in the radar signal to noise ratio. From 18:00 NZST on September 9 until 
09:00 NZST on September 10, the tropopause altitude increases slowly and reaches 
just over 12 km. Underneath this level, between 4 and 8 km there is a large increase 
in backscattered power from 05:00 to 09:00 NZST, which is possibly associated with 
the frontal surface. At 09:00 NZST, the tropopause can no longer be observed at 
12 km and emerges from the previously mentioned enhancement in signal power at 
about 8 km. The altitude of the tropopause increases slightly and then stays at 
about 9 km for the remainder of the time period. However, from 06:00 NZST on 
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the 10th until 06:00 :,\ZST on the llth, the increased signal power which is initially 
observed at 7 km, moves upward at a constant rate to 13 km. This increase in signal 
pmver may he associated with an upper level frontal surface. 
Figure 5.36 shows the atmospheric conditions over a stationary location as a 
function of time. If it is assumed that the atmosphere does not evolve as it moves, 
this picture is equivalent to a spatial slice of the atmosphere, parallel to its direction 
of motion, at a single point in time. If Figure 5.36 is viewed in this \Va)', the direction 
of motion is from the right side of the diagram to the left. The assumption that the 
atmosphere does not evolve is obviously not strictly true and Figure 5.37, which is 
discussed below, shows how the front gradually weakens from about 12:00 NZST on 
Septemher 10 onwards. 
Figure 2.9 shows the t:ypical structure of a cold front which, in this diagram, is 
moving from left to right. The main features of this figure correspond closely to the 
CUSTAR eclIo intensity measurements from the 10th of September (see Figure 5.36), 
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although the pattern is reversed due to the orientation of the diagrams. On the lee 
(or cold) side of the front in Figure 2.9, the tropopause is at an altitude of 7 km. It 
decreases to 5 km when the tropopause fold is most developed and then abruptly 
increases to 10 km. These heights are all slightly lower than those for Figure 5.36, 
but the pattern is very similar. 
Figure 5.37 contains mean sea level analysis plots, obtained from the Australian 
Bureau of Meteorology (BoM), which describe the synoptic situation during the 
above time period. The first plot, for 18:00 NZST on September 9, shows a deep 
low pressure system, accompanied by a cold front, situated to the south-west of the 
South Island (SI). The low pressure system initially produces strong north-westerly 
winds over the SI, which gradually become south-westerly as the low moves eastward 
during the 48 hour period. The front also moves to the east and the first four plots 
show it passing over the S1. By 12:00 NZST it has reached the radar site and the 
remaining plots show the weakening front continue to move to the north-east. 
Figure 5.38 contains MSL analysis plots over the same time period produced by 
the New Zealand MetService (NZMS). These plots more accurately reflect the effect 
of the Southern Alps than those from the Bureau of Meteorology. In particular the 
kink in the isobaric surfaces above the South Island is much more pronounced and 
is an indication of the large effect orography has on synoptic scale disturbances. 
In most respects the plots are similar, although the frontal surface appears above 
Christchurch at 06:00 NZST in the NZMS data which is 6 hours earlier than in the 
BoM data. 
The synoptic situation appears to correlate well with the radar data which shows 
the break in the tropopause between 06:00 and 12:00 NZST on September 10. How-
ever, if the frontal surface of Figure 5.36 is extrapolated to ground level, it would pass 
the site at approximately 00:00 NZST on September 10. This appears to contradict 
the time of the frontal passage obtained from the MSL analysis plots. 
From the analysis plots, the speed of the front relative to the radar site was 
estimated to be approximately 10 m S-1. This speed can be used to calculate the 
slope of the upper level frontal surface which stretches from 7 to 13 km in Figure 5.36. 
It takes 24 hours (from 06:00 NZST on the 10th to 06:00 NZST on the 11th) for 
this increase in altitude to occur and this corresponds to a distance of 900 km and 
a slope of 0.4°. This is a fairly typical value for the slope of an upper level cold 
front. A previous investigation by Caccia and Cammas [1998] used VHF radar 
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Figure 5.37: Mean sea level (MSL) 6 hourly analysis plots from 18:00 NZST on 
September 9 to 00:00 NZST on September 11. Obtained from the Bureau of Mete-
orology (http://www.bom.gov.au/. 
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Figure 5.38: MSL 6 hourly analysis plots for the same time period as Figure 5.37. 
Obtained from the New Zealand MetService (http://www.metservice.co.nz/). 
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Figure 5.39: RAMS model temperature data (20 km x 20 km x 1000 m) over 
Christchurch for the 9th to the 11th of September, 2002. Included are tropopause 
heights calculated each hour using the WMO definition .. Model data courtesy of 
R. Turner', NIWA. 
and radiosonde measurements to examine a cold front over vVestern Europe and 
calculated a slope of 0.3°, 
Figure 5.39 contains model temperature data over Christchurch for the same time 
period as Figure 5.36 obtained using the Regional Atmospheric Modelling System 
(RAMS). RAMS is a highly versatile numerical code developed for simulating and 
forecasting meteorological phenomena. It has been designed for mesoscale grids, 
but can also perform global scale or microscale simulations. The data shown in 
Figure 5.39 was obtained from R. Turner' [pr~vate communication] of the National 
Institute of Water and Atmospheric Research (NIWA), who used a model with 20 km 
horizontal resolution and 1000 m vertical resolution above 3000 m. 
The height of the tropopause calculated hourly from the RAMS temperature 
data is depicted in Figure 5.39 by '+' symbols. The tropopause starts at 10 km 
and increases to a maximum of 11.5 km at 06:00 NZST on the 10th of September, 
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Figure 5.40: RAMS model temperature data (5 km x 5 km x 600 m) over 
Christchurch for the 9th to the 11th of September, 2002. Included are tropopause 
heights calculated each hour using the WMO definition. Model data courtesy of 
R. Turner, NIWA. 
before decreasing to an altitude of 9.5 km by 06:00 NZST on the 11th. These three 
points agree well with the tropopause height detected by the radar, but the model 
data fails to replicate the abrupt change observed at 09:00 NZST on September 
10. The model resolution is not high enough to resolve the frontal surface, so the 
discontinuity, which is a result of this surface crossing the radar site, is not observed 
in the RAMS data. 
The above simulation was also performed with a horizontal resolution of 5 km and 
a vertical resolution of less than 600 m, producing the results shown in Figure 5.40. 
At this resolution, the model shows greater agreement with the results obtained from 
the radar. The point at which the tropopause reaches its maximum altitude before 
abruptly decreasing, occurs at 10:00 NZST on the September 10. This corresponds 
exactly to when the discontinuity is observed in Figure 5.36, although the step is 
again not as sharp as that observed by the radar. This difference may be due to 
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the limited temporal and spatial resolution of the model, but it may also arise from 
differences between the radar tropopause and the temperature tropopause. The 
radar tropopause is effectively the point where the gradient in the static stability 
is at its largest. A frontal surface has a large static stability and during a frontal 
passage it may not coincide with the temperature tropopause. In this situation, an 
ST radar can not distinguish between two surfaces and the algorithm utilised will 
usually place the tropopause at the height of the lower surface. In this particular 
case, however, the upper surface seems to disappear completely 10:00 NZST (see 
Figure 5.36) suggesting that the tropopause drops abruptly at this point. 
Comparisons between the CUSTAR radar data and the two mesoscale simula-
tions presented here show that the results obtained by the radar could be used as an 
aid in weather forecasting and also to verify the performance of nowcasting models. 
Although it is currently not configured to do so, the radar is capable of calculating 
the tropopause height and the vertical wind velocity in real time. This means that 
results from the radar could be used for current weather predictions. The radar 
will be even more valuable for these purposes when its capabilities are extended to 
include measurement of the horizontal wind velocity. 
5.6.2 Radar Measurements of Gravity Waves 
The high resolution temporal and height measurements achievable by radar lend 
themselves to studies of smaller-scale time-varying phenomena such as gravity waves. 
As mentioned in Section 2.1.5 gravity waves can be formed from a number of 
sources. These include fronts, thunderstorms, jet streams and convection, which 
have all been investigated with VHF radar [e.g. Lu et al., 1984; Nastrom et at., 
1990; Fritts and Nastrom, 1992; Muschinski, 1997; Ralph et al., 1999; Kusunoki and 
Eito, 2003]. Orography is a well known source of gravity waves and the focus of this 
section is a case study of wave activity, in which topography is the suggested source. 
Rottger [2000] gives a good review of mountain wave research performed with ST 
radars. 
Mountain waves have been studied in depth using VHF radars [e.g. Ecklund 
et al., 1982; Ralph et ai., 1992; Pritchard et al., 1995] and have been found to be very 
dependent on the direction and strength of the background wind. Waves produced 
in the lee of orography are usually stationary waves with zero horizontal phase 
speed and therefore measurements of the wave pattern above a single location are 
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expected to be reasonably constant with time [Shutts and Broad, 1993]. However, 
it has been shmvn that in regions of lee wave activity, a wide spectrum of waves 
can be generated. The power spectra of mesoscale horizontal velocity fluctuations 
show a j-5/3 dependence which has been related to buoyancy waves [Vanzandt, 
1982]. Worthington and Thomas [1996b, 1998] showed that the frequency spectra of 
vertical velocity oscillations also show a jndependence, where n approaches -5/3 
for regions of mountain wave activity and n 0 for regions without wave activity. 
Energy dissipation and momentum transfer have also been the focus of much 
VHF radar research due to the importance of gravity wave drag in weather forecast-
ing and climateprediction models. Convective and dynamical instabilities associated 
with gravity waves are thought to contribute significantly to the generation of tur-
bulence in the middle atmosphere [Fritts and Rastogi, 1985]. Radars have been used 
to investigate the gravity wave momentum flux [e.g. Vincent and Reid, 1983; Wor-
thington and Thomas, 1996a] and the energy dissipation rate [e.g. Hocking, 1985] 
which can both be closely related to the breaking of gravity waves. Additionally, 
breaking mountain waves can produce turbulence near the tropopause and have an 
important impact on the vertical mixing and transfer of air masses [Worthington, 
1998]. 
Lee waves are common over the Canterbury Plains during north-westerly winds 
and are often seen in cloud patterns such as those shown in Figure 5.41. Farkas 
[1958] and Cherry [1972] studied winds over Christchurch using radiosonde data 
and both found many examples of mountain wave activity. Lee waves seen in cloud 
patterns over the Southern Alps have also been studied using satellite data by Revell 
[1982] and Auer [1992]. Sturman [1980] has investigated lee wave activity caused by 
the orography of Banks Peninsula, which is to the south-east of Christchurch. More 
recently, Lane et al. [2000] observed and modelled mountain waves as part of the 
New Zealand Southern Alps Experiment (SALPEX). 
The topography of the South Island is dominated by the Southern Alps, which 
is a roughly linear mountain range oriented SW-NE. When the wind is from the 
north.,.west, it is perpendicular to the Southern Alps and arrives above Christchurch 
after having passed over the mountains (see Figure 5.42). 
Associated with the cold front described in Section 5.6.1 was a region of grav-
ity wave activity detected in the vertical velocities measured by the radar. Fig-
ure 5.43 contains the vertical wind data collected from 18:00 NZST on September 
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Figure 5.4l: \Nave cloud formations in the lee of the Southern Alp~ at 14:35 KZST 
on September 4, 2002. NOAA-17 satellite image provided by Landcare Research 
Ltd. (http://www.landcareresearch.co.nz/). 
9 to 06:00 NZST on September 11 and shows regions with large vertical motion 
occurring throughout the troposphere and lower stratosphere. 
The largest vertical velocitie~ occur below an altitude of about 8 km. From 
22:00 ~ZST on September 9 to 04:00 NZST on September 10, oscillatioll~ with a 
period of about 1 hour can be observed, which reach an altitude of about 7 km. 
Following this there is a strong downward motioll \:\/hich last~ for about 6 hours. At 
12:00 NZST on September 10, there is a clear upward trend which may be associated 
with circulation at the frontal surface. This time also marks the onset of some very 
strong oscillations reaching up to 12 or 13 km and persisting for just under 6 hours. 
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Figure 5.42 : A NW-SE cross-section through Christchurch , the Southern Alps and 
Banks Peninsula [from Cherry, 1972]. 
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Figure 5.43: Vertical wind speed measured by the radar for the 9th to the 11th of 
September, 2002. DatR points with a low signal to noise ratio (less than -3 dB) 
have not been included. 
184 Chapter 5. ST Radar Results 
Vertical Velocity Variance for 9-11 September, 2002 
0.20 ,'.' , 14.1 to 16.2 km • ~". ~. > w ~', 
... ~ .. .. 
.... , . 
0.15 t"""'- .. 
0.10 
.:2 
0 0.05 c (f) 
~ 0.00 0 :;:; 
2. 
0.20 
<!) 0.' 5 (J 
c c 0 0.10 0 
·c 
'c 0 100 0 > 0.05 > 
$ 0.00 .~ '0 
0 (j) 
> 0.20 
"0 
u 0.15 (; t 200 
<Il 0.10 '-> (]) 
.Q 
0.05,.. 100 E ::J 
0.00 C z 
18 00 06 12 18 00 06 
Time (NZST) 
Figure 5.44: Variance in the vertical velocity measurements taken by the radar 
between the 9th and 11th of September, 2002 (solid line). The dotted line shows 
the number of points used to calculate each variance value. 
For the remainder of the time-period shown, below 8 km, there is again a general 
downward trend. The wave activity observed between 12:00 and 18:00 NZST on 
September 10 is the main focus of this section. 
In the region between 8 and 11 km the only evidence of strong vertical motion 
is observed between 12:00 and 18:00 NZSTon September 10. Above 11 km there 
is even less evidence of wave motion, although strong downward velocities can be 
observed near the tropopause before 10:00 NZST on September 10. 
Gravity wave features can also be identified by examining the variance of the 
vertical velocity measurements. This process was performed for three different height 
regions, each approximately 2 km thick, centred at altitudes of 5, 10 and 15 km. 
The vertical velocity variance was calculated at each point (in time) using two 
hours of data centred at that point. The results are shown in Figure 5.44, which 
includes a dotted line indicating the number of points used for each calculation of the 
velocity variance. The variation in the number of points results from the exclusion 
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Figure 5.45: Background wind speed above Christchurch from September 9 to 10. 
Model data courtesy of R. Turner, NIWA. 
of measurements with a signal to noise ratio less than -3 dB. 
Within the lowest layer, there are two main regions with large variance. 
regions are associated with the wave activity mentioned earlier between 00:00 and 
04:00 NZST and 12:00 and 18:00 NZST on September 10. In the height region 
centred at 10 km, there is only one region of large variance and this is again CkX><J\,~­
ated with the wave event observed at midday on September 10. Between 14.1 and 
16.2 km, there are no regions of large variance. 
The high resolution mesoscale model discussed in the previous section, also yields 
the background wind and this is shown in Figure 5.45. At low levels, there is a weak 
north-westerly flow over Christchurch for the duration of the time period. In con-
trast, at heights above 4 or 5 km in altitude, the wind is quite strong and is initially 
westerly before changing direction between 00:00 and 06:00 NZST on September 10 
to become north-westerly. This direction is maintained for the remainder of the 
time period. 
mum of c:::: 45 m 
wind is very strong between 4 and 15 km and reaches a maxi-
after 18:00 NZST at approximately 10 km. Above 15 km, from 
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Height Range Time Period (NZST) 
(kin) 00:00 - 06:00 11:30 - 17:00 00:00 - 06:00 
14.1 - 16.2 -0.29 -0.03 -0.31 
9.0 11.1 -0.16 -0.80 -0.49 
3.9 6.0 -0.23 -0.68 -0.46 
Table 5.4: Comparisons between n from frequency spectra for time periods before, 
during and after the frontal passage. 
06:00 NZST onwards, the background wind is close to zero. 
The change in wind direction to strong north-westerlies observed in Figure 5.45 
occurs approximately 6 hours before the beginning of the wave motion observed by 
the CUSTAR radar. This suggests that the oscillations may be due to orography. 
In regions of lee wave acitivity, the vertical wind obeys a power law, where 
the spectral density varies as 1-5/ 3 . This dependence can be used to determine 
whether activity observed in vertical velocity data is likely to be caused by mountain 
waves. It should be noted that exact values of -5/3 are not always observed, for 
instance Worthington and Thomas [1996b] obtained a slope of -0.7 for an event 
with relatively weak mountain wave activity. 
Figure 5.46 contains frequency spectra for three different height regions during 
the main wave event which was observed between 11:30 and 17:00 NZST on Septem-
ber 10. The spectra are plotted using log-log axes and a dashed line with slope -5/3 
is shown for reference. The region between 14.1 and 16.2 km, which is an area of 
weak background wind, has a very fiat spectrum with a slope of only -0.03. The 
region directly above the tropopause, which contains very strong wave activity and 
also has the strongest background wind, has a much larger slope of -0.80 which 
is closer to -5/3. The third region, from 3.9 to 6.0 km, has a slightly shallower 
slope of -0.68. Although not conclusive, these values suggest that the wave activity 
present may be due to lee waves. 
Table 5.4 contains values of the slope, n, for time periods before, during and after 
the main gravity wave activity. For the time period from 00:00 to 06:00 NZST on 
September 10, the slopes of the frequency spectra are shallow at all heights, which 
corresponds well with what is expected, as the background wind is not from the 
north-west at this time. As expected, between 11:30 and 17:00 NZST on Sept em-
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Figure 5.46: Frequency spectra for oscillations in the vertical velocity between 11:30 
and 17:00 on September 10. The height ranges shown are (a) 14.1 to 16.2 km, (b) 
9.0 to 11.1 km and (c) 3.9 to 6.0 km. In each plot the dashed line indicates a slope 
of -5/3 and the dotted line is the linear least-squares fit. 
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ber 10, the values for n are much larger. During the third period, the slopes of 
the spectra have again become more shallow, despite the continuation of strong 
cross-mountain winds. This suggests that there may be another factor, other than 
orography, controlling the production (or propagation) of these waves. 
The conditions were not right for formation of clouds in the lee of the Southern 
Alps on September 10, so no wave patterns were observed in satellite data on this 
day. However, vertical velocity measurements obtained using the CUSTAR radar 
were analysed for the time period corresponding to the satellite image in Figure 5.41. 
The background wind was north-westerly on this day and lee waves can be observed 
clearly in the cloud pattern extending south-east as far as Christchurch. Although 
the lee wave clouds are not seen directly above Birdlings Flat, it is very likely that 
there is mountain wave activity in this region also. 
Figure 5.47 contains vertical wind speed measured by the radar for 09:00 to 
16:00 on this same day. The oscillations have a period of about 1 hour, which is 
very similar to the gravity waves observed on September 10. However, in this case 
the waves only reach heights of around 9 or 10 km, which may indicate that the 
waves are trapped, especially considering the large horizontal extent of the waves. 
The frequency spectrum of this data is plotted on log-log axes in Figure 5.48 and 
produces a slope of -0.53. Although this slope is not as steep as those observed 
in Figure 5.46, it shows that there is possibly some wave excitation. The satellite 
image in Figure 5.41 shows the lee clouds disappearing at approximately the same 
distance from the mountains as Birdlings Flat. If this is also where the lee wave 
activity reduces, it may account for the shallow slope of -0.53 observed in the 
frequency spectrum. 
The similarity between the data on September 4, when there was almost certainly 
mountain wave activity, and September 10 suggests that the gravity wave activity 
observed on September 10 was also produced orographic ally. 
A closer view of the vertical velocity measurements performed by the radar 
between 11:00 and 18:00 NZST on September 10 is displayed in Figure 5.49. The 
velocities shown are an average over 9 minutes and over 4 range gates (1.2 km). The 
wave activity begins just before 12:00 NZST and continues with an approximately 
constant amplitude until 16:00 NZST, when the oscillations quickly fade. By 17:00, 
the oscillations are almost completely gone. This plot also shows that the phase of 
the wave changes very little with height, which suggests the wave could be a trapped 
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Figure 5.47: Vertical wind speed as measured by the radar for 09:00 to 16:00 NZST 
on September 4. The data has been averaged over 9 minutes. 
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Figure 5.48: Frequency spectrum for oscillations in the vertical velocity between 
09:00 and 16:00 on September 4. The dashed line indicates a slope of -5/3 and the 
dotted line is the linear least-squares fit. 
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Figure 5.49: Vertical wind speed as measured by the radar for 11:00 to 18:00 NZST 
on September 10. The data has been averaged over 9 minutes. 
lee wave [Ralph et al., 1992; Shutts et al., 1994]. 
Figure 5.49 also shows evidence that the gravity waves propagate vertically to 
heights above 12 km. Indeed, the oscillations can also be observed at the height of 
the radar tropopause. From 12:00 NZST onwards in Figure 5.50, the maximum in 
signal power associated with the tropopause undergoes perturbations, with a period 
of about 1 hour, which are very similar to those in Figure 5.49. Using the "global 
maximum" technique (see Section 5.5.2), the radar tropopause height was found 
with a temporal resolution of 9 minutes. This height is shown in Figure 5.50 by 
the solid line. The oscillations in the tropopause height may be an indication that 
wave breaking is occurring. This would cause mixing between the stratosphere and 
troposphere leading to variations in static stability (and therefore radar signal to 
noise ratio) at the tropopause level. The gravity wave activity has the largest effect 
on the tropopause between 13:00 and 15:00 NZST, when the oscillation has a peak-
to-peak amplitude of just over 500 metres. The amplitude of the oscillation rapidly 
fades, however, to between 100 and 200 metres. 
As explained before, the change in wind direction to strong north-westerlies sug-
gests that the gravity waves observed may be due to orography. It is also interesting 
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Figure 5.50: Radar signal to noise rat io for 11:00 to 18:00 NZST on September 10, 
showing returns from between 8 and 11 km. The increased signal power associated 
with the tropopause shows oscillations of about 1 hour. 
to note that the wave motion diminishes to zero about 2 to 3 km below the height 
at which the background wind drops close to zero. If the disappearance of the wave 
was associated with a critical layer , the absorption of the wave should occur at the 
same height that the background wind approaches zero (see Section 2.l.5). 
The abrupt onset of gravity waves at 11:00 NZST on September 10 could also be 
related to the passage of the cold front, which occurs at this time. As the cold front 
passes, the air temperature at the ground becomes cold relative to the air above the 
frontal surface. This reduces the lapse ratc below the frontal surface, causing in-
creased stability, but decreases the stability above the frontal surface. As explained 
in Section 2.1.5, when the static stability is high, gravity waves can propagate verti-
cally, but when the static st.ability decrcases (and/ or the background wind increases 
significantly) there call exist a turning point where the waves are reflected and there-
fore trapped. This creates favourable conditions for the production and propagation 
of gravity waves under the frontal surface and allows for possible reflection of the 
waves from the regIOn above the front. That the gravity wave activity observed 
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in Figure 5.49 has constant phase with height and diminishes above the expected 
height of the frontal surface (see Figure 5.36) suggests that this model might also 
be correct. The cross-mountain wind is also strong at around 12 km, increasing 
the possibility of reflections. The situation described above would continue until 
the frontal surface had passed by, returning the vertical temperature profile to its 
more usual state. The cessation of wave activity at around 18:00 NZST~ despite the 
continuation of strong north-westerly winds, could be associated with this. 
Examination of the vertical temperature profile produced by the high resolution 
mesoscale model (Figure 5.40), shows little variation in the temperature gradient 
in the troposphere. However, there is a decrease in the lapse rate near the ground 
at 00:00 NZST on September 10 which could be associated with the passage of 
the cold front. This can be verified by examining the frontal surface observed in 
Figure 5.36, which, if extrapolated to ground level, occurs at approximately the 
same time as the lapse rate reduction. The model temperature data shows no 
evidence of an increase in static stability at mid-tropospheric heights between 06:00 
and 18:00 NZST on September 10, where the gravity waves are observed. However, 
there is a clear increase in the radar signal to noise ratio in this region, which, in 
contrast, suggests that there may be an increase in the static stability. These results 
do not conclusively support the theory that the observed wave activity is trapped, 
but this interpretation is still a possibility. 
To determine whether the waves are absorbed or reflected, it is beneficial to ex-
amine the Scorer parameter (Equation 2.9). Profiles of the Brunt-Vaisala frequency 
and Scorer parameter were calculated from the model temperature and wind data 
during the main wave event. The Scorer parameter was calculated both with and 
without the curvature term, (lju) (d2ujdz2 ), which is expected to have a neglible 
effect [Ralph et al., 1992]. Figure 5.51 contains these profiles for 14:00 NZST on 
September 10. The Brunt-Vaisala frequency profile shows a fairly typical value of 
0.01 rad S~l in the troposphere, which gradually increases to 0.02 rad S-1 due to the 
stable stratospheric air at approximately 10 km. There is also a large increase at 
15 km due toa brief, but strong, positive temperature gradient at this height (see 
Figure 5.40). The Scorer parameter is fairly constant with height in the troposphere, 
but increases exponentially in the lower stratosphere. The profiles with and without 
the curvature term follow a similar overall pattern, but there are small differences 
on scales of 1 or 2 km. 
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Figure 5.51: of the Brunt-ViiisaJii frequency and Scorer parameter above 
Christchurch at 14:00 NZST on September 10, 2002. The Scorer parameter is shown 
with the curvature term (solid line) and without (dotted line). All profiles calculated 
from RAMS model data. 
None of the profiles in Figure 5.51 show any clear features at around 12 km, where 
the gravity wave activity observed in the vertical velocity measurements decreases 
to zero. If the wave was trapped due to reflections from a "turning point" , a strong 
decrease would be expected in the Scorer parameter profile at this point. If the wave 
was absorbed due to a "critical level", a significant peak would be expected in 
Scorer parameter profile. That neither of these features is observed means that no 
clear conclusion, as to why the wave dissipates, can be reached. 
There are a number of reasons that could explain why there is not a clear cor-
relation between the wave activity and the Scorer parameter. Firstly, the Scorer 
parameter has been calculated from model data which may not be able to resolve 
sharp increases (or decreases) occuring on small scales. For instance, the temper-
ature data in Figure 5.40 contains very little detailed structure during the frontal 
passage, even though the radar signal to noise ratio clearly shows the presence of 
complex structure. It is possible that there was a large decrease in the Scorer 
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Figure 5.52: Average radar signal to noise ratio between 13:00 and 15:00 NZST on 
September 10, 2002. 
rameter near an altitude of 12 km and that the model was unable to reproduce 
this. There is also a possibility that the wave activity does propagate higher than 
12 km, but is not seen in the radar data due to the low signal to noise ratio found 
above this height. Figure 5.52 shows the radar signal to noise ratio during the main 
wave event and indicates that it becomes very small at both 8 km and 13 km in 
altitude. Investigation of Figure 5.49 shows that these two altitudes correspond to 
when the wave activity is smallest, suggesting that there could be a bias toward the 
underestimation of vertical wind speeds when the signal to noise ratio is low. 
In conclusion, there is fairly strong evidence that the wave activity observed on 
September 10 is orographic ally generated and that the cold front may have had some 
role in producing favourable conditions for the waves. The lack of in situ upper air 
measurements during the wave event means that profiles of the Scorer parameter 
can not be relied upon with confidence. From the information available, it is unclear 
why the waves disappeared at around 12 km and neither reflection nor absorption 
provide a satisfactory explanation. Firstly, if the waves were absorbed due to a 
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critical layer, this layer would need to be at an altitude above 15 km where 
cross-mountain wind becomes very small. A possible explanation for the of 
gravity waves in the radar vertical wind measurements up to this height is the low 
signal to noise ratio that is observed. Secondly, a strong case could be argued for 
wave reflection from a turning point as the waves that were observed did not change 
phase with height. The reflection could also be due to an unstable layer above the 
frontal surface, however, no evidence of this layer was observed in the model values 
for the Scorer parameter. 
5.7 Summary 
This chapter has described some initial results obtained using the Canterbury Uni-
versity ST radar that have been used to validate its performance. The main focus 
has been on determination of the tropopause height, but the results have also been 
used to investigate a frontal passage and gravity wave activity. 
A method has been developed to determine the radar tropopause height at hourly 
intervals using profiles of the signal to noise ratio. Radar tropopause altitudes have 
been compared to those calculated from radiosonde temperature measurements and 
in the agreement has been good. It was found in Section 5.5.1 that a similar 
seasonal variation in tropopause height between September/October and Novem-
ber /December was observed in both the radar data and in Christchurch radiosonde 
data collected over a four year period. In both datasets, an increase in the average 
tropopause altitude (by approximately 1 km) was observed in the warmer months. 
Simultaneous measurements of tropopause height using the radar and radiosonde 
measurements from three sites spread across New Zealand were also performed 
and show very good correlations considering the large separation between 
the radar and radiosonde sites. The correlation coefficients between the radar de-
rived tropopause and radiosonde tropopause for the two closer sites (440 and 370 km 
away) were found to be 0.55 and 0.53, respectively. These results are quite promis-
ing, particularly in light of results discussed by Hooper and Arvelius [2000], who 
found results even though their comparisons were made using a radiosonde 
station that was located nearby. 
Using the radar signal to noise ratio and vertical velocity measurements, the 
region associated with a frontal passage has been examined in detail. Comparisons 
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between the radar data and a high resolution mesoscale model show good agreement 
and have also demonstrated the radar's ability to observe atmospheric events with a 
very high temporal resolution. Gravity wave activity, thought to be orographically 
produced, was also observed near the frontal surface and lasted for about 6 hours. 
This activity attained heights of 12 km, but above this altitude the amplitude of 
the mountain wave was significantly reduced. From the data available, it is unclear 
whether the lack of waves at greater altitudes was due to reflection or absorption. 
The results covered in this section show that the radar consistently operates 
in a satisfactory mode. It is capable of measuring the tropopause height with a 
temporal resolution of one hour and a height resolution of 300 metres. The radar 
is also capable of detailed study of the structure of atmospheric phenomena such as 
frontogenesis and gravity waves. 
Chapter 6 
Conclusion 
This thesis has described the design, construction and initial operation of a VHF 
stratosphere-troposphere (ST) radar. The Canterbury University ST Atmospheric 
Radar (CUSTAR) operates at 42.5 MHz and is capable of continuous measurement 
of the vertical wind profile from 3 to 15 km in altitude, with a temporal resolution 
of 2 minutes and a height resolution of 300 metres. It can currently be used to 
routinely measure the height of the tropopause and also to investigate the structure 
of frontal surfaces and gravity waves. 
6.1 Design and Construction 
A large part of the work performed during this study was on the design and construc-
tion of the antenna array and its associated feed system. The Canterbury University 
radar uses a novel, cost-effective antenna design. By spacing the individual elements 
by 0.707 wavelengths instead of the more usual 0.5 wavelengths, the effective area 
of the antenna is increased, without significantly increasing the magnitude of the 
side-lobes. Using relatively cheap, bare copper wire, the elements can then be fed 
at one wavelength intervals (diagonal to the 0.707 wavelength spacing) and there-
fore remain in-phase. Two element Yagi-Uda antennas were used for the individual 
elements to minimise the of the uneven ground-plane. 
The final antenna array is square, with a length down each side of 56 metres, and 
is made up of 128 individual elements. The antenna site was unable to be levelled 
due to environmental considerations, so the array was constructed using fence posts 
set into the ground so that the tops of the posts were level. The theoretical half-
power full-width of the main beam is 6.35° and the largest side-lobe is 13 dB below 
the main peak. 
A transmit-receive switch was constructed to allow the same antenna to be used 
for both transmission 8l1d reception. The switch can attenuate the transmitted 
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signal by more than 66 dB before it reaches the receiver and on reception, the signal 
is only attenuated by 1 dB. The radar is powered with a vacuum tube transmitter 
which has a typical peak power of 100 kW and a typical average power of 500 W. 
The pulse length can be adjusted from 1 to 7 p,s and the pulse repetition frequency 
is currently set at 1 000 pulses per second. The in-phase and quadrature signals are 
extracted from the received signal using a direct-conversion receiver. A two channel, 
8 bit analogue to digital converter, capable of 500000 samples per second, transfers 
the receiver outputs to a computer. 
For the majority of the measurements discussed in this thesis, the radar operated 
with a pulse length of 4 p,s and the data was coherently integrated over 128 pulses. 
In Section 5.3 it was found that this coherent integration did not adversely effect 
the quality of the data. Signal was collected for run lengths of 2 minutes and for 
heights between 3 and 17.7 km using range cells of 300 metres in size. The data was 
then processed to find the noise level and first three moments of the atmospheric 
signal. 
An investigation into the use of the ST radar as a probe of meteoric ionisation 
has been performed. Changes to the present observing system, permitting echoes to 
be obtained from ranges between 80 and 110 km, can be implemented. This would 
be very beneficial, especially with regard to the measurement of the declination of 
interstellar meteoroids. 
6.2 Beam Verification 
To make accurate measurements of wind speed with a VHF radar, the pointing 
direction of the antenna beam needs to be precisely known. This is even more 
important when examining the vertical wind as any contamination by horizontal 
winds, which are stronger by approximately one order of magnitude, can significantly 
alter the measurement. To this end, the beam pattern of the CUSTAR antenna array 
was investigated in great detail using astronomical radio sources. Measurements 
were performed at different stages throughout the construction and testing of the 
radar equipment. In almost all cases the beam was found to be vertical within the 
uncertainties of the measurement. 
While the antenna array was under construction, a single row of two-element 
Yagi-Uda antennas was tested using measurements of the sun's radio emission. The 
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sun was particularly active during this time and could be observed in the main beam 
and the side-lobes due to the strong signal obtained. It was found that the position of 
the main lobe and the side-lobes matched the theoretically expected pattern closely, 
suggesting that the single row of dipoles under examination had been constructed 
correctly. 
After antenna array had been completed, its beam pattern was tested using 
reverse radio astronomy while the receiver equipment needed for the radar was being 
developed. The sky noise results obtained during this time were not of excellent 
quality due to instabilities in the prototype receiver used. However, peaks in the sky 
noise associated with Vela XYZ and Centaurus A were compared to expected 
positions and it was found that the antenna beam was pointing vertically (in the east-
west plane), although the uncertainties were very large, at times up to minutes 
(±1.5°). 
After the radar became operational in September, 2002, the sky noise results 
were much improved, due to the increase in stability of the receiver equipment. 
Signals associated with Vela XYZ and Centaurus A were again compared to their 
expected positions and the results indicated that the beam was pointing vertically 
and the uncertainty was reduced to less than ±0.5°. A 45 MHz sky map of the 
Southern Hemisphere produced by Alvarez et al. [1997] was used as an independent 
measure of the positions of Vela XYZ and Centaurus A and, although this produced 
slightly different results, the beam direction was again shown to be vertical within 
uncertainties. 
Using all the results obtained with the CUSTAR antenna and the best estimate 
of the transit times of Vela XYZ and Centuarus A, the pointing of the beam, 
in the east-west plane, was calculated to be 0.01° 0.20° from the zenith. This 
result means that, aside from increasing the spectral width due to beam-broadening, 
horizontal wind contamination is unlikely to affect the vertical velocities measured 
by the radar. 
Antenna measurements of sky noise were also used to estimate the width of the 
CLll1,G11UlCL beam. The sky noise results collected using the completed antenna were 
compared with the 45 MHz sky map and also to high resolution maps of the two 
radio sources, Vela XYZ and Centaurus A. The width of the beam was found to 
be narrower than expected when compared to the 45 MHz sky map and wider than 
expected when compared to the high resolution maps, even though the maps had 
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been convolved to the theoretical resolution of the CUSTAR antenna. Using the best 
estimates of the widths of the two sources, obtained from the available maps, the 
width of the antenna beam was found to be FWH:\1 = 6.51° 0.54°. This value is 
slightly wider than that expected from theory and means that the effective aperture 
of the antenna is Ae = 3900 ± 400 m2 . 
6.3 Initial Operation 
The Canterbury University ST radar has been operating in the Doppler mode using 
a single vertically oriented beam since September, 2002. During this time, excellent 
results have been obtained that demonstrate the versatility of the system. 
The tropopause height was measured hourly, from the signal to noise ratio of the 
received signal, thoughout the period that the radar was operationaL Radiosonde 
flights are not launched from Christchurch at the present time, so the tropopause al-
titudes measured by the radar were not able to be compared directly to independent 
measurements of the tropopause height. However, the statistics of the tropopause 
height measured over the four months of available radar data were compared to 
data collected by radiosonde measurements in Christchurch between 1958 and 1962. 
This comparison showed that the seasonal variation between September/October 
and November/December was similar for both data sets (approximately 1 km higher 
in the warmer months), although the mean tropopause height differed, between the 
data sets, by about 0.5 km. 
For the months of October and November, 2002, radiosonde data was obtained 
from three sites; Whenuapai, Paraparaumu and Invercargill, which are separated 
from Birdlings Flat by 790, 440 and 370 km, respectively. Individual tropopause 
altitudes were calculated using this data and compared to tropopause heights mea-
sured simultaneously by the radar. The correlation between the radar data and 
Whenuapai was very low due to their large spatial separation and the location of 
Whenuapai which is in the sub-tropics. The correlation coefficients between the 
radar and Paraparaumu and the radar and Invercargill were 0.55 and 0.53, respec-
tively. These are good correlations, particularly in light of comparisons that were 
made between the different radiosondes, which produced correlation coefficients that 
were lower than those quoted above. This suggests that the radar is capable of find-
ing the tropopause height with an accuracy similar to that obtainable when using 
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radiosondes. 
To find days when the atmospheric conditions above the radar were similar to 
those above the radiosondes, the profile of the gradient in the potential refractive 
index (M2) was calculated from each radiosonde flight and compared to the echo 
power profile of the radar. For times when the M2 profile above the tropopause 
was well correlated with the radar power profile, it was found that the tropopause 
heights measured using the different instruments also had much better correlations. 
This process indicates that the low correlations observed between the radar and 
the radiosondes were most likely due to the large spatial separation between the 
instruments. 
Radar observations of a frontal passage and associated gravity wave activity 
have also been examined in detail. The structure of a cold front which passed 
over Christchurch on September 10, 2002, was observed in the radar signal to noise 
profiles. The frontal surface w_as detected above the radar for approximately one 
day, during which time the slope of the surface was found to be 0.40 • During 
the frontal passage, gravity wave oscillations, that were thought to be caused by 
orography, were also observed. The wave activity had a dominant period of about 
one hour and extended into the lower stratosphere, above which there was a marked 
reduction in its amplitude. It could not be determined from the available data 
whether the wave was reflected or absorbed at this point, but both scenarios have 
been examined thoroughly. Firstly, the gravity waves showed no evidence of phase 
oscillation with height, suggesting that they were trapped, possibly due to reflections 
from an unstable layer above the frontal surface. However, no evidence of a decrease 
in the Scorer parameter was observed in model profiles at this time. A scenario 
involving wave absorption was also a possibility, because the model data did show a 
large increase in the Scorer parameter that could be interpreted as a critical layer. 
However, this layer was at 15 km and the observed wave disappeared below this, 
at an altitude of 12 km. It was also interesting to note that the wave activity was 
strongest during the passage of the front. This was thought to be due to an increase 
in atmospheric stability under the front and also because the background wind was 
strong and from the direction of the mountains. 
The preliminary results obtained from the radar show that it is working as ex-
pected and that it will indeed prove to be a very useful tool in the examination of 
the structure and dynamics of the atmosphere in New Zealand. 
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6.4 Further Work 
The Canterbury University ST radar has the potential to support numerous research 
activities. Some of these can be achieved using the current radar system and some 
will require further development. 
It would be beneficial to perform direct measurements of the antenna beam 
pattern to validate the results presented in this thesis, but also to ensure that the 
pointing direction in the north-south plane (which has not yet been investigated 
in detail) is close to vertical. This could be achieved by flying a light aircraft or 
automated glider through the beam of the array with a small 42.5 MHz transmitter 
and GPS receiver on board. The known location of the aircraft could then be 
matched with the signal received by the antenna array and used to map the field 
pattern. 
This thesis has only investigated a few of the interesting atmospheric events 
that the radar has observed. There are many more frontal passages similar to, and 
different from, the case discussed in Section 5.6 and these other examples could 
be examined in a similar manner. It also would be interesting to observe whether 
gravity waves are often associated with the passage of cold fronts or whether the 
case described in this thesis was an unusual event. If this work was to continue, it 
would be very beneficial to perform in situ upper air measurements during frontal 
or gravity wave events to gain a more complete understanding of the mechanisms 
involved. A Stratosphere-Troposphere Atmospheric measurement Glider (STAG) is 
currently being constructed in the Department of Physics and Astronomy at the 
University of Canterbury and this instrument would be ideal for this purpose. 
By implementing some minor changes, the CUSTAR system would be an ideal 
facility for monitoring meteoric ionisation produced by near vertical trajectory me-
teoroids. A project to explore the characteristics of interstellar meteoroid inflow, as 
described in Sections 2.5 and 3.4.3, would provide a significant contribution to the 
current interest in the study of interstellar dust in the neighbourhood of the solar 
system. 
There are also a number of improvements that can be made to the ST radar 
system itself, most notably the extension of its capabilities to include the mea-
surement of horizontal wind. This work is underway and the construction of a 
versatile receiving array for measurement of horizontal winds using the spaced an-
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tenna (full-correlation analysis) method has already been partly completed. Various 
improvements could also be made to the receiver and data-acquistion hardware. A 
system has been designed to prevent overloading of the receiver input by leakage of 
the transmitter pulse through the transmit-receive switch. This needs to be imple-
mented to improve the radar's ability to observe low altitudes. The performance 
of the radar system can also be enhanced by increasing the pulse repetition fre-
quency and by increasing the sampling rate and accuracy of the analogue to digital 
converter. These improvements will give the radar a higher temporal and height res-
olution allowing more detailed study of the structure of the atmosphere, including 
small scale phenomena such a..s turbulence. 
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