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Abstract
A graph G is well-covered if all its maximal independent sets are of the same
cardinality. Assume that a weight function w is defined on its vertices. Then
G is w-well-covered if all maximal independent sets are of the same weight.
For every graphG, the set of weight functions w such thatG is w-well-covered
is a vector space, denoted WCW (G).
Let B be a complete bipartite induced subgraph of G on vertex sets of
bipartition BX and BY . Then B is generating if there exists an independent
set S such that S ∪ BX and S ∪ BY are both maximal independent sets of
G. In the restricted case that a generating subgraph B is isomorphic to K1,1,
the unique edge in B is called a relating edge. Generating subgraphs play an
important role in finding WCW (G).
Deciding whether an input graph G is well-covered is co-NP-complete.
Hence, finding WCW (G) is co-NP-hard. Deciding whether an edge is relat-
ing is NP-complete. Therefore, deciding whether a subgraph is generating
is NP-complete as well.
A graph is chordal if every induced cycle is a triangle. It is known that
finding WCW (G) can be done polynomially in the restricted case that G
is chordal. Thus recognizing well-covered chordal graphs is a polynomial
problem. We present a polynomial algorithm for recognizing relating edges
and generating subgraphs in chordal graphs.
Keywords: weighted well-covered graph, maximal independent set, relating
edge, generating subgraph, chordal graphs.
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1. Introduction
1.1. Basic definitions and notation
Throughout this paper G is a simple (i.e., a finite, undirected, loopless
and without multiple edges) graph with vertex set V (G) and edge set E(G).
Cycles of k vertices are denoted by Ck. When we say that G does not contain
Ck for some k ≥ 3, we mean that G does not admit subgraphs isomorphic to
Ck. Note that these subgraphs are not necessarily induced.
Let u and v be two vertices in G. The distance between u and v, denoted
d(u, v), is the length of a shortest path between u and v, where the length of
a path is the number of its edges. If S is a non-empty set of vertices, then
the distance between u and S, is defined as d(u, S) = min{d(u, s) : s ∈ S}.
For every positive integer i, denote
Ni(S) = {x ∈ V (G) : d(x, S) = i},
and
Ni [S] = {x ∈ V (G) : d(x, S) ≤ i}.
If S contains a single vertex, v, then we abbreviate Ni({v}), Ni [{v}] to
be Ni(v), Ni [v], respectively. We denote by G[S] the subgraph of G induced
by S. For every two sets, S and T , of vertices of G, we say that S dominates
T if T ⊆ N1 [S].
1.2. Well-covered graphs
Let G be a graph. A set of vertices S is independent if its elements
are pairwise nonadjacent. An independent set of vertices is maximal if it
is not a subset of another independent set. An independent set of vertices
is maximum if the graph does not contain an independent set of a higher
cardinality.
The graphG is well-covered if every maximal independent set is maximum
[15]. Assume that a weight function w : V (G) −→ R is defined on the
vertices of G. For every set S ⊆ V (G), define w(S) =
∑
s∈S
w(s). Then G is
w-well-covered if all maximal independent sets of G are of the same weight.
The problem of finding a maximum independent set is NP-complete.
However, if the input is restricted to well-covered graphs, then a maximum
independent set can be found in polynomial time using the greedy algorithm.
Similarly, if a weight function w : V (G) −→ R is defined on the vertices
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of G, and G is w-well-covered, then finding a maximum weight indepen-
dent set is a polynomial problem. There is an interesting application, where
well-covered graphs are investigated in the context of distributed k-mutual
exclusion algorithms [21].
The recognition of well-covered graphs is known to be co-NP-complete.
This is proved independently in [6] and [18]. In [5] it is proven that the
problem remains co-NP-complete even when the input is restricted to K1,4-
free graphs. However, the problem can be solved in polynomial time for
K1,3-free graphs [19, 20], for graphs with girth 5 at least [8], for graphs with
a bounded maximal degree [4], for chordal graphs [16], and for graphs without
cycles of lengths 4 and 5 [9].
For every graph G, the set of weight functions w for which G is w-well-
covered is a vector space [4]. That vector space is denoted WCW (G) [3].
Since recognizing well-covered graphs is co-NP-complete, finding the vec-
tor space WCW (G) of an input graph G is co-NP-hard. However, find-
ing WCW (G) can be done in polynomial time when the input is restricted
to graphs with a bounded maximal degree [4], to graphs without cycles of
lengths 4, 5 and 6 [13], and to chordal graphs [2].
1.3. Generating subgraphs and relating edges
Further we make use of the following notions, which have been introduced
in [11]. Let B be an induced complete bipartite subgraph of G on vertex sets
of bipartition BX and BY . Assume that there exists an independent set
S such that each of S ∪ BX and S ∪ BY is a maximal independent set of
G. Then B is a generating subgraph of G, and the set S is a witness that
B is generating. We observe that every weight function w such that G is
w-well-covered must satisfy the restriction w(BX) = w(BY ).
If the generating subgraph B contains only one edge, say xy, it is called
a relating edge [3]. In such a case, the equality w(x) = w(y) is valid for every
weight function w such that G is w-well-covered.
Recognizing relating edges is known to be NP-complete [3], and it re-
mains NP-complete even when the input is restricted to graphs without
cycles of lengths 4 and 5 [12]. Therefore, recognizing generating subgraphs
is also NP-complete when the input is restricted to graphs without cycles of
lengths 4 and 5. However, recognizing relating edges can be done in polyno-
mial time if the input is restricted to graphs without cycles of lengths 4 and
6 [12], and to graphs without cycles of lengths 5 and 6 [13].
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It is also known that recognizing generating subgraphs is a polynomial
problem when the input is restricted to graphs without cycles of lengths 4, 6
and 7 [11], to graphs without cycles of lengths 4, 5 and 6 [13], and to graphs
without cycles of lengths 5, 6 and 7 [13].
1.4. Chordal graphs
A graph is chordal (triangulated) if its every induced cycle is a triangle
[1]. Finding a maximum weight independent set in a chordal graph is a
polynomial task [10]. Deciding whether a chordal graph is well-covered can be
done polynomially [16]. Finding WCW (G) can be completed polynomially
if G is chordal [2]. We present a polynomial time algorithm, which receives
as input a chordal graph G and an induced complete bipartite subgraph B.
The algorithm decides whether B is generating.
2. Polynomial results for chordal graphs
2.1. The vector space WCW (G)
A vertex x in a graph G is simplicial if N1[x] is a clique. A simplicial
clique is a maximal clique containing a simplicial vertex.
Theorem 2.1. [16] Let G be a chordal graph. Then G is well-covered if and
only if every vertex of G belongs to exactly one simplicial clique.
In [2], a polynomial characterization of WCW (G) is presented, for the
case that G is chordal. The following definitions and notation are used.
Let C(G) be the set of all simplicial cliques and sc(G) = |C(G)|. Let
C ∈ C(G) be a simplicial clique. The associated weighting function, denoted
fC : V (G) −→ R, is defined as follows. If v ∈ C then fC(v) = 1, otherwise
fC(v) = 0.
Lemma 2.2. [2] fC ∈ WCW (G) for every graph G, and for each simplicial
clique C ∈ C(G). Moreover, {fC : C ∈ C(G)} is an independent set of
vectors, and wcdim(G) ≥ sc(G).
Theorem 2.3. [2] Let G be a chordal graph. Then wcdim(G) = sc(G).
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By Lemma 2.2, for every graph G, the vector space spanned by {fC :
C ∈ C(G)} is a subspace of WCW (G). Moreover, if G is chordal then, by
Theorem 2.3, the vector space spanned by {fC : C ∈ C(G)} coincides with
WCW (G). Let T be the set of all simplicial vertices in a chordal graph G,
and let S be a maximal independent set of G[T ]. Clearly, C(G) = {N1(v) :
v ∈ S}. In order to construct a function w ∈ WCW (G), the following
algorithm can be implemented. For every s ∈ S, define w(s) arbitrarily,
while for each vertex v ∈ V (G)\S, let w(v) = w(N1(v)∩S). In other words,
assigning 1 to one vertex in S and 0 to all others, we describe a basis of
WCW (G). Clearly, this procedure is polynomial.
2.2. Generating subgraphs
The main result of this subsection is a polynomial time algorithm for
recognizing generating subgraphs in chordal graphs. Let G be a chordal
graph, and let B be an induced complete bipartite subgraph of G on vertex
sets of the bipartition BX = {x1, ..., xl} and BY = {y1, ..., yk}, where l ≤ k.
Lemma 2.4. l = 1.
Proof. If l ≥ 2 then G[{x1, x2, y1, y2}] is isomorphic to K2,2 = C4, which
contradicts the fact that G is chordal.
Since l = 1, we denote BX = {x}. For each V ∈ {X, Y } let S ⊆ BV
and U ∈ {X, Y } \ {V }. Define M1(S) = N1(S) ∩ N2(BU) and M2(S) =
N1(M1(S)) ∩ N2(BV ). If S contains a single vertex, v, abbreviate M1({v})
and M2({v}) to M1(v) and M2(v), respectively. Define M1(B) = M1(BX) ∪
M1(BY ) and M2(B) = M2(BX) ∪M2(BY ).
Lemma 2.5. M1(BX) and M1(BY ) are disjoint and nonadjacent.
Proof. The fact that M1(BX) and M1(BY ) are disjoint follows immediately
from the definition of M1(BX) and M1(BY ).
Let x′ ∈ M1(BX) and y
′ ∈ M1(BY ), and assume on the contrary that
x′ ∈ N(y′). There exists 1 ≤ i ≤ k such that y′ ∈ N1(yi). Therefore,
C = (x, yi, y
′, x′) is a copy of C4. Obviously, xy
′ 6∈ E(G) and yix
′ 6∈ E(G).
Hence, C is an induced C4, which is a contradiction.
Lemma 2.6. M2(BX) and M2(BY ) are disjoint and nonadjacent.
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Proof. Assume on the contrary that there exists a vertex v ∈ M2(BX) ∩
M2(BY ). There exist two vertices x
′ ∈ M1(BX) ∩N1(v) and y
′ ∈ M1(BY ) ∩
N1(v). By Lemma 2.5, x
′ and y′ are distinct and nonadjacent. There exists
y ∈ BY such that G[{x, y, y
′, v, x′}] is isomorphic to C5, which is a contra-
diction.
Assume, on the contrary, that there exist two adjacent vertices, x′′ ∈
M2(BX) and y
′′ ∈ M2(BY ). There exist x
′ ∈ M1(BX) ∩ N1(x
′′) and y′ ∈
M1(BY ) ∩ N1(y
′′). By Lemma 2.5, x′ and y′ are distinct and nonadjacent.
There exists y ∈ BY such that G[{x, y, y
′, y′′, x′′, x′}] is isomorphic to C6,
which is a contradiction.
Lemma 2.7. Let 1 ≤ i < j ≤ k. Then M1(yi) and M1(yj) are disjoint and
nonadjacent.
Proof. If there existed a vertex v ∈ M1(yi) ∩M1(yj) then G[{x, yi, v, yj}]
was isomorphic to C4.
If y′i ∈M1(yi) and y
′
j ∈M1(yj) were adjacent then G[{x, yi, y
′
i, y
′
j, yj}] was
isomorphic to C5.
Lemma 2.8. Let 1 ≤ i < j ≤ k. Then M2(yi) and M2(yj) are disjoint and
nonadjacent.
Proof. Assume, on the contrary, that there exists a vertex v ∈ M2(yi) ∩
M2(yj). There exist two vertices, y
′
i ∈ M1(yi) ∩ N1(v) and y
′
j ∈ M1(yj) ∩
N1(v). By Lemma 2.7, y
′
i and y
′
j are distinct and nonadjacent. Hence,
G[{x, yi, y
′
i, v, y
′
j, yj}] is isomorphic to C6, which is a contradiction.
Assume, on the contrary, that y′′i ∈ M2(yi) and y
′′
j ∈ M2(yj) are adja-
cent. There exist two vertices, y′i ∈ M1(yi) ∩ N1(y
′′
i ) and y
′
j ∈ M1(yj) ∩
N1(y
′′
j ). By Lemma 2.7, y
′
i and y
′
j are distinct and nonadjacent. Hence,
G[{x, yi, y
′
i, y
′′
i , y
′′
j , y
′
j, yj}] is isomorphic to C7, which is a contradiction.
Define a function f : 2M2(B) −→ 2M1(B) as f(S) = N1(S) ∩ (M1(B)) for
every S ⊆M2(B). In short, we write f(w) instead of f({w}).
Lemma 2.9. Let w ∈M2(B). Then G[f(w)] is a clique.
Proof. There exists b ∈ B such that w ∈ M2(b). It should be proved that
N1(w) ∩ M1(b) is a clique. Assume, on the contrary, that there exist two
nonadjacent vertices, v1 and v2, in N1(w) ∩M1(b). Then G[{b, v1, w, v2}] is
isomorphic to C4, which is a contradiction.
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Lemma 2.10. Let w1 and w2 be two adjacent vertices in M2(BX)∪M2(BY ).
Then at least one of the following holds:
• f(w1) ⊆ f(w2).
• f(w2) ⊆ f(w1).
Proof. There exists b ∈ B such that {w1, w2} ⊆M2(b). It should be proved
that at least one of the following inclusions holds:
• N1(w1) ∩M1(b) ⊆ N1(w2) ∩M1(b).
• N1(w2) ∩M1(b) ⊆ N1(w1) ∩M1(b).
Assume, on the contrary, that there exist v1 ∈ (N1(w1) \N(w2))∩M1(b)
and v2 ∈ (N1(w2) \ N1(w1)) ∩M1(b). If v1v2 ∈ E then G[{v1, v2, w2, w1}] is
isomorphic to C4. Otherwise, G[{v1, b, v2, w2, w1}] is isomorphic to C5. In
both cases we obtained a contradiction, which completes the proof.
Lemma 2.11. Let C be a connected component of G[M2(B)]. Then f (V (C))
is a clique.
Proof. There exists b ∈ B such that C ⊆ M2(b). Assume on the contrary
that f (V (C)) is not a clique. Then there exist two nonadjacent vertices, v1
and v2, in f (V (C)).
If there existed a vertex w ∈ N1(v1)∩N1(v2)∩M2(b), then {v1, v2} ⊆ f(w),
which is a contradiction to Lemma 2.9. Hence, N1(v1)∩N1(v2)∩M2(b) = ∅.
Let P be a shortest path in C between N1(v1)∩M2(b) and N1(v2)∩M2(b).
It holds that G[V (P )∪{v1, b, v2}] is an induced cycle of length 3+|V (P )| ≥ 5,
which contradicts the fact that G is chordal. Therefore, f (V (C)) is a clique.
Lemma 2.12. Assume that C is a connected component of G[M2(B)],
w1, w2 ∈ V (C), and P = (w1 = u1, ..., ur = w2) is a shortest path in C
between w1 and w2.
(i) Suppose there exists a vertex v ∈ f(w1) \ f(w2). Then there exists an
index 1 ≤ s < r such that v ∈ f(ui) ⇐⇒ i ≤ s.
(ii) Suppose there exists a vertex v ∈ f(w2) \ f(w1). Then there exists an
index 1 < t ≤ r such that v ∈ f(ui) ⇐⇒ i ≥ t.
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Proof. (i) Define
s = min{i : 1 ≤ i < r, v ∈ f(ui), v 6∈ f(ui+1)},
and assume on the contrary that there exists s + 2 ≤ s′ ≤ r such that
v ∈ f(us′). Then G[v, us, ..., us′] is an induced cycle of length s
′ − s+ 2 ≥ 4,
which contradicts the fact that the graph is chordal.
(ii) Similar to Case (i).
Lemma 2.13. Let C be a connected component of G[M2(B)], and let w1
and w2 be two vertices in C. Then there exists a vertex w ∈ V (C) such that
f(w1) ∪ f(w2) ⊆ f(w).
Proof. If f(w1) ⊆ f(w2) then w = w2. Similarly, if f(w2) ⊆ f(w1) then
w = w1. Hence, assume that f(w1) \ f(w2) 6= ∅ and f(w2) \ f(w1) 6= ∅.
Let P = (w1 = u1, ..., ur = w2) be a shortest path in C between w1 and
w2. Define
s = max{i : 1 ≤ i ≤ r, f(ui) ⊇ f(w1)}; t = min{i : s ≤ i ≤ r, f(ui) ⊇ f(w2)}.
If s = t then f(w1) ∪ f(w2) ⊆ f(us). Therefore, one may assume that
s < t.
There exist v1 ∈ f(us) \ f(us+1) and v2 ∈ f(ut) \ f(ut−1). By Lemma
2.12, v1 is not adjacent to us+1, ..., ur and v2 is not adjacent to u1, ..., ut−1.
By Lemma 2.11, v1v2 ∈ E (G). Hence, G[v1, us, ..., ut, v2] is an induced cycle
of size t− s+ 3 ≥ 4, which is a contradiction.
Lemma 2.14. Let C be a connected component of G[M2(B)]. Then there
exists a vertex w ∈ V (C) such that f(w) = f(V (C)).
Proof. Follows immediately from Lemma 2.13.
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Figure 1: B = G[{x, y1, y2, y3}] is a generating subgraph. By Lemmas 2.5 and 2.7, M1(x),
M1(y1), M1(y2), M1(y3) are mutually disjoint and nonadjacent. By Lemmas 2.6 and 2.8,
also M2(x), M2(y1), M2(y2), M2(y3) are mutually disjoint and nonadjacent. Moreover,
C = G[{x′′
1
, ..., x′′
5
}] is a connected component of M2(x), and (x′′1 , ..., x
′′
5
) is a shortest
path between x′′
1
and x′′
5
in C. f(x′′
1
) = {x′
1
}, f(x′′
2
) = {x′
1
, x′
2
}, f(x′′
3
) = {x′
1
, x′
2
},
f(x′′4 ) = {x
′
1, x
′
2, x
′
3}, f(x
′′
5 ) = {x
′
2, x
′
3}. By Lemma 2.11, f(C) is a clique. By Lemma
2.14, f(C) = f(x′′
4
). Note that there are vertices which are adjacent to both BX and BY ,
but they are not important for the algorithm.
The following algorithm receives as its input a chordal graph G and an
induced complete bipartite subgraph B of G. The algorithm decides whether
B is generating.
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Algorithm 1: Recognizing generating subgraphs in chordal graphs
1 find M(B).
2 find M2(B).
3 find the connected components of M2(B).
4 foreach w ∈M2(B) do
5 calculate |f(w)|.
6 S ← ∅.
7 foreach connected component C of M2(B) do
8 find a vertex wC ∈ C such that |f(wC)| is maximal.
9 S ← S ∪ {wC}.
10 if S dominates M(B) then
11 output “B is generating”.
12 else
13 output “B is not generating”.
Correctness of Algorithm 1: The set S is independent, because it
contains one vertex from each connected component of M2(B). Let S
′ be
another independent set of M2(B). We prove that every vertex in M1(B)
which is dominated by S ′ is also dominated by S. Assume on the contrary
that there exists a vertex v ∈ M1(B) which is dominated by S
′, but not by
S. Let w′ ∈ S ′ ∩ N(v), let C be the connected component of M2(B) which
contains w′, and let w be the vertex in C which belongs to S. It follows
from the construction of S and Lemma 2.14 that f(w′) ⊆ f(w), which is a
contradiction. Therefore, N1(S
′) ∩M1(B) ⊆ N1(S) ∩M1(B).
If S dominates M1(B), then let S
∗ be any maximal independent set of
G[V (G) \N1[B]] which contains S. Clearly, S
∗ is a witness that B is gener-
ating. However, if S does not dominate M1(B), then there does not exist an
independent set in M2(B) which dominates M1(B), and therefore, B is not
generating.
Complexity of Algorithm 1: Each stage of the algorithm can be im-
plemented in O(|V |2) time. Therefore, this goes in parallel with the time
complexity of the whole algorithm.
Corollary 2.15. Recognizing relating edges and generating subgraphs in chordal
graphs can be done polynomially.
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3. Conclusions and future work
In [14] the following four problems have been defined.
• WC problem:
Input : A graph G.
Question: Is G well-covered?
• WCW problem:
Input : A graph G.
Output : The vector space WCW (G).
• GS problem:
Input : A graph G, and an induced complete bipartite subgraph B of
G.
Question: Is B generating?
• RE problem:
Input : A graph G, and an edge xy ∈ E (G).
Question: Is xy relating?
It concluded in a table presenting complexity results on the above four
problems for various graphs. The findings of the current paper may be con-
sidered as an extra line for this table. Specifically, every entry of this line
claims that the corresponding problem is polynomial for chordal graphs. It
was proved that the GS problem and the RE problem are NPC even for bi-
partite graphs [14]. On the other hand, for this family of graphs, it is known
that the WC problem is polynomial [17], while the complexity status of the
WCW problem is still open.
Since both chordal graphs and bipartite graphs are perfect, it seems nat-
ural to investigate perfect graphs with polynomially solvable WC and/or
WCW problems. Some of such subclasses of graphs are known. For in-
stance, those with bounded clique size and those with no induced C4 [7].
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