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ABSTRACT
Currently, there are many imminent challenges in the railroad infrastructure
system of the United States, impacting the operation, safety, and management of railroad
transportation. In this work, three major challenges which are overcrowded traffic
congestion at the grade crossing, low-efficiency and accuracy on inspection of missing or
broken rail track components, and dense rail surface defects without quantification,
respectively are studied. The congested railroad grade crossing not only introduces
significant traffic delays to travelers but also brings potential safety concerns to the first
responders. However, limited studies have been devoted on developing an intelligent
traffic monitoring system which is significant to deliver real-time information to the
travelers and the first responders to improve the traffic operation and safety at the railroad
grade crossing. Except to improve the railroad safety related with travelers and the first
responders in the first half, the rest of this dissertation focuses on the track safety related
to railroad track components and surface defects. The missing or broken components
such as spikes, clips, and tie plates can endanger the safety and operation of railroads.
Even though various types of inspection approaches such as ground penetrating radar,
laser, and LiDAR have been implemented, the operation needs rich experience and
extensive training. Meanwhile, track inspections still heavily rely on manual inspection
which is low-accurate, low-efficient, and highly subjective. Moreover, rail surface defects
negatively impact riding comfort, operational safety, and could even lead to train
derailments. During the past decades, there have been many efforts to detect rail surface
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defects. Unfortunately, previous approaches for detecting and quantifying of rail surface
defects are also limited by the high requirements of specialized equipment and personnel
training.
The main focus of this work is to design and develop computer vision models to
address the technical and practical challenges mentioned above. To cope with each
challenge, different models including the object detection model, the instance
segmentation model, and the semantic segmentation model have been successfully
designed and developed. To train, validate, and test different models, three customized
image datasets based on the traffic videos at the grade crossing, railroad component
images, and dense rail surface defects images have been built. Specifically, a dense traffic
detection net (DTDNet) is developed integrating the Transformer Attention (TA) module
for better modeling of global context information and the learning-to-match detection
head for optimizing object detection and localization using a likelihood probability
fashion. A unique grade crossing traffic image dataset including congested and normal
traffic during both daytime and nighttime is established. The proposed DTDNet and other
state-of-the-art (SOTA) models have been trained, tested, and compared. The proposed
DTDNet outperforms other SOTA models in the test cases. Regarding the automatic
track components inspection, the real-time instance segmentation model and the
YOLOv4-hybrid model have been designed, trained, tested, and evaluated. The first
public rail components image database has been built and released online. Compared to
the original YOLACT model and the Mask R-CNN model, the training performance has
been improved with the improved instance segmentation model. The detection accuracy
on the bounding box and the mask has been improved and the inference speed can
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achieve the real-time speed. With respect to the YOLOv4-hybrid model, it outperforms
other SOTA models on the training performance and the field tests with missing or fake
rail track components. As for the rail surface defect inspection and quantification, the
optimized Mask R-CNN model and the newly proposed lightweight Deeplabv3Plus
model using Lovász-Softmax loss (LDL model) have been trained, tested, evaluated, and
compared on our rail surface defects image database. Experimental results confirm the
robustness and superiority of our model on defect segmentation. Besides, an algorithm is
proposed to quantify rail surface defect severities at different levels using our rail surface
defects image data.
Overall, this dissertation helps to improve the railroad safety by developing and
implementing advanced computer vision-based models for better tracking monitoring and
inspections.

viii

TABLE OF CONTENTS
Dedication .......................................................................................................................... iii
Acknowledgements ............................................................................................................ iv
Abastract ............................................................................................................................ vi
List of Tables .................................................................................................................... xii
List of Figures .................................................................................................................. xiii
CHAPTER 1 Introduction................................................................................................... 1
1.1 Background ....................................................................................................... 2
1.2 Research motivation.......................................................................................... 3
1.3 Research objective ............................................................................................ 5
1.4 Research scope .................................................................................................. 7
1.5 Research Outline ............................................................................................... 9
CHAPTER 2 Literature review ......................................................................................... 11
2.1 The background knowledge of CNN .............................................................. 12
2.2 Dense traffic detection and counting .............................................................. 16
2.3 Railroad track inspection ................................................................................ 21
2.4 Rail surface defect inspection and quantification ........................................... 23
2.5 Summary ......................................................................................................... 27
CHAPTER 3 Dense traffic detection at highway-railroad grade crossings ...................... 28
3.1 Introduction ..................................................................................................... 30
3.2 Proposed method -- DTDNet .......................................................................... 35
3.3 Experiments and results .................................................................................. 44
ix

3.4 Summary ......................................................................................................... 62
CHAPTER 4 Automatic railroad track components inspection using real-time instance
segmentation ......................................................................................................... 64
4.1 Introduction ..................................................................................................... 66
4.2 Methodology ................................................................................................... 69
4.3 Experiments and results .................................................................................. 78
4.4 Summary ......................................................................................................... 96
CHAPTER 5 A computer vision-based real-time railroad track components inspection
framework based on YOLOv4 .............................................................................. 98
5.1 Introduction ................................................................................................... 100
5.2 Methodology ................................................................................................. 102
5.3 Experiment and results .................................................................................. 112
5.4 Summary ....................................................................................................... 137
CHAPTER 6 Automatic rail surface defects inspection based on Mask R-CNN .......... 138
6.1 Introduction ................................................................................................... 140
6.2 Methodology and Mask R-CNN model ........................................................ 144
6.3 Data preparation ............................................................................................ 147
6.4 Model training and evaluation ...................................................................... 151
6.5 Inspection performance ................................................................................. 161
6.6 Summary ....................................................................................................... 168
CHAPTER 7 A novel lightweight semantic segmentation model for rail surface defects
detection and quantification ............................................................................... 170
7.1 Introduction ................................................................................................... 172
7.2 Related work ................................................................................................. 174
7.3 Methodology ................................................................................................. 177
7.4 Experiments and results ................................................................................ 189

x

7.5 Summary ....................................................................................................... 202
CHAPTER 8 Concluding remarks and recommendations for future study .................... 204
8.1 Concluding remarks ...................................................................................... 205
8.2 Recommendations for future study ............................................................... 209
REFERENCES ............................................................................................................... 210

xi

LIST OF TABLES
Table 3.1. Ablation test results with different network component under training image
size of 1333×800 ................................................................................................... 50
Table 3.2. Example results during the daytime based on Figure 3.12. ............................. 59
Table 3.3. Example results during the daytime based on Figure 3.13. ............................. 59
Table 3.4. Example results during the night based on Figure 3.14. .................................. 60
Table 3.5. Example results during the night based on Figure 3.15. .................................. 60
Table 4.1. The detailed specifications of backbone of proposed Res2Net-50. ................. 74
Table 4.2 Training hyperparameters for our proposed models. ........................................ 82
Table 4.3. COCO mAP results with different models in this study on custom dataset. ... 91
Table 5.1. The hyperparameters of training models. ...................................................... 116
Table 5.2. Performance indicators. ................................................................................. 125
Table 5.3. Influence of different loss functions. ............................................................. 126
Table 6.1. Hyperparameters of each training. ................................................................. 153
Table 6.2. Parallel test results of Mask R-CNN models with different backbones and
learning rates. ...................................................................................................... 159
Table 7.1. Rail surface defect severity levels. ................................................................ 201

xii

LIST OF FIGURES
Figure 2.1. General CNN structure. .................................................................................. 13
Figure 2.2. Graphical interface of labelme with Python (Kentaro Wada, 2016). ............. 14
Figure 2.3. (a) SGD without momentum; (b) SGD with momentum (Ruder, 2016). ....... 16
Figure 2.4. Structure of RetinaNet (Lin, Goyal, et al., 2017) ........................................... 17
Figure 2.5. (a) Crowd scene; (b) Dense vehicle scene (Li et al., 2020). ........................... 20
Figure 2.6. Region of fastener with DF method (Yang et al., 2011). ............................... 21
Figure 2.7. IAS system (Li & Ren, 2012a). ...................................................................... 24
Figure 2.8. Examples of man-made NRSDs (Zhang et al., 2020). ................................... 26
Figure 3.1. Visualization of a dense traffic scene at a grade crossing. (a) an example
daytime view of the congested traffic; (b) an example nighttime view of the
congested traffic. ................................................................................................... 32
Figure 3.2. The flow chart of chapter 3. ........................................................................... 34
Figure 3.3. Overview of RetinaNet. .................................................................................. 36
Figure 3.4. The design of residual blocks. ........................................................................ 40
Figure 3.5. Illustration of false detections with hand-crafted IoU criterion at a highwayrailroad grade crossing. ......................................................................................... 41
Figure 3.6. Overview of DTDNet. .................................................................................... 44
Figure 3.7. Image labeling with LabelImg. (a) daytime scene; and (b) night scene. ........ 46
Figure 3.8. Classification of detectors trained in this study. ............................................. 47
Figure 3.9. Ablation test results under the scene of a train passing the grade crossing. (a)
RetinaNet; (b) RetinaNet + TA; (c) RetinaNet + FreeAnchor head; (d) DTDNet.
............................................................................................................................... 50

xiii

Figure 3.10. Precision-Recall curve of different models. (a) DTDNet; (b) ATSS; (c) SSD;
(d) Faster R-CNN; (e) RetinaNet; (f) FreeAnchor; (g) FSAF; (h) Cascade R-CNN.
............................................................................................................................... 52
Figure 3.11. Recall values of different models ................................................................. 54
Figure 3.12. Field test results of during the daytime (without a train). (a) DTDNet; (b)
ATSS; (c) SSD; (d) Faster R-CNN; (e) RetinaNet; (f) FreeAnchor; (g) FSAF; (h)
Cascade R-CNN. ................................................................................................... 55
Figure 3.13. Field test results of during the daytime (with a train). (a) DTDNet; (b)
ATSS; (c) SSD; (d) Faster R-CNN; (e) RetinaNet; (f) FreeAnchor; (g) FSAF; (h)
Cascade R-CNN. ................................................................................................... 56
Figure 3.14. Field test results during the night. (a) DTDNet; (b) ATSS; (c) SSD; (d)
Faster R-CNN; (e) RetinaNet; (f) FreeAnchor; (g) FSAF; (h) Cascade R-CNN. 56
Figure 3.15. Field test results under the haze condition. (a) DTDNet; (b) ATSS; (c) SSD;
(d) Faster R-CNN; (e) RetinaNet; (f) FreeAnchor; (g) FSAF; (h) Cascade R-CNN.
............................................................................................................................... 57
Figure 3.16. Comparison between prediction and ground truth on congested scene at the
grade crossing ....................................................................................................... 62
Figure 4.1. Content of this chapter.................................................................................... 69
Figure 4.2. The main structure of the proposed models. .................................................. 70
Figure 4.3. Structure of bottleneck design. ....................................................................... 71
Figure 4.4. Main structure of ResNet-50. ......................................................................... 73
Figure 4.5. Structure of. Res2Net bottleneck (scale=4). ................................................... 73
Figure 4.6. Prototype image generation. ........................................................................... 76
Figure 4.7. Example of original jpg image and label result (a) Ground truth (b) instance
label visualization. ................................................................................................ 81
Figure 4.8. Representative validation accuracy of original YOLACT models and
proposed YOLACT-Res2Net-50 and YOLACT-Res2Net-101. ........................... 84
Figure 4.9. The definition of IoU. ..................................................................................... 85
Figure 4.10. Representative precision-recall curves of YOLACT-ResNet-50 and
YOLACT-ResNet-101 on each category. (a)-(c): rail, clip, and spike on
YOLACT-ResNet-50; (d)-(f): rail, clip, and spike on YOLACT-ResNet-101. ... 89

xiv

Figure 4.11. Representative precision-recall curves of YOLACT-Res2Net-50 and
YOLACT-Res2Net-101 on each category. (a)-(c): rail, clip, and spike on
YOLACT-Res2Net-50; (d)-(f): rail, clip, and spike on YOLACT-Res2Net-101. 90
Figure 4.12. Detection speed of different models. ............................................................ 92
Figure 4.13. Representative detection results on the different light condition 1: Ground
truth; 2: YOLACT-Res2Net-50; 3: YOLACT-Res2Net-101; 4: YOLACTResNet-50; 5: YOLACT-ResNet-101; 6: Mask R-CNN. ..................................... 94
Figure 4.14. Detection accuracy under different illuminations. ....................................... 95
Figure 5.1. Overview of proposed methodology in this study........................................ 103
Figure 5.2. Overview of the YOLOv4 network architecture. ......................................... 106
Figure 5.3. Plots of different activation functions (a) Swish (b) Mish (c) Leaky-ReLU (d)
Overview of three activation functions in the same coordinate system. ............. 110
Figure 5.4. Labeling process in the labelme. .................................................................. 114
Figure 5.5. Training loss of different models. ................................................................ 117
Figure 5.6. Validation loss of different models. ............................................................. 118
Figure 5.7. Definition of IoU. ......................................................................................... 120
Figure 5.8. Precision-recall curves of testing models. (a) YOLOv4-hybrid (b) YOLOv4leaky (c) YOLOv4-swish (d) YOLOv4 (e) YOLOv3......................................... 124
Figure 5.9. Performance comparison between YOLOv4-hybrid and other SOTA models.
............................................................................................................................. 129
Figure 5.10. Prediction results on different models with the high and low recall values
(red arrows point out the missed detection). ....................................................... 131
Figure 5.11. The impacts of image size and illumination on the prediction performance
(a) prediction performance on the images with different sizes (b) prediction
performance on the images under different illumination conditions .................. 135
Figure 5.12. Prediction performance on the “fake” railroad track components. ............ 136
Figure 6.1. The methodology of this study. .................................................................... 145
Figure 6.2. The overview of Mask R-CNN architecture. ............................................... 146
Figure 6.3. The overview of the backbone structure of Mask R-CNN. .......................... 147

xv

Figure 6.4. Source image and augmented image (a) source image; (b) 90 rotation (c)
mirroring (d) 180 rotation and Gaussian noise. .................................................. 149
Figure 6.5. The converted results of a JSON file (a) source image; (b) mask file; (c)
visualization of mask file. ................................................................................... 151
Figure 6.6. A representative training loss over epochs. .................................................. 153
Figure 6.7. The definition of overlap and union. (a) area of overlap, (b) area of union. 155
Figure 6.8. AP results of Mask R-CNN models with different backbones and learning
rates. (a) bounding box results of ResNet101; (b) bounding box results of
ResNet50; (c) mask results of ResNet101; (d) mask results of ResNet50. ........ 158
Figure 6.9. Inspection performance of Mask R-CNN on the rail surface defect with
different orientations. (a) Images with vertical orientation, (b) Images with
horizontal orientation. ......................................................................................... 163
Figure 6.10. Inspection performance of Mask R-CNN on the rail surface defect with
different defect severities. (a) Images with relatively mild defect conditions, (b)
Images with relatively severer defect conditions (enlarged to show details). .... 164
Figure 6.11. Performance comparison between Mask R-CNN and Otsu’s method. ...... 165
Figure 6.12. Inspection performance under different light conditions (a) Normal
condition; (b) Over-exposure condition; (c) Weak-light condition. ................... 168
Figure 7.1. The Deeplabv3Plus architecture. .................................................................. 179
Figure 7.2. Different convolution operations. (a) Standard convolution, (b) Atrous
convolution with a rate r, (c) Depthwise convolution, (d) Atrous depthwise
convolution. ........................................................................................................ 181
Figure 7.3. The architecture of ResNet 18. ..................................................................... 183
Figure 7.4. Patch-wise training strategy. ........................................................................ 185
Figure 7.5. Illustration of the distribution of rail surface defects in the pixel level........ 188
Figure 7.6. Training results with different patches. (a) Loss results with different crop
sizes, (b) mIoU and training time cost with different crop sizes. ....................... 192
Figure 7.7. Comparison between different models. (a) mIoU, (b) IoU-Background, (c)
IoU-Rail, (d) IoU-Defect. ................................................................................... 196
Figure 7.8. Visualized results of rail surface defects using different models. ................ 198
Figure 7.9. Comparison between the number of ground truth pixels and predicted pixels
(a) rail surface defect pixels, (b) rail pixels. ....................................................... 200
xvi

Figure 7.10. The distribution of rail surface defect ratios in our experiments................ 201

xvii

CHAPTER 1 INTRODUCTION
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1.1

Background
Convolutional neural networks (CNNs), a subset of artificial intelligence (AI),

have recently come to play a key role in the development of computer vision. CNNs can
learn input features efficiently and are able to cope with the growing size of training data
while offering strong computational power (Pan & Yang, 2020). Substantial progress in
neural networks and computer vision has enabled the success of various civil engineering
efforts based on machine learning and computer vision; such tasks involve pavement
crack identification, health condition monitoring, and concrete structural damage
evaluation (Perez-Ramirez et al., 2019; Yeum, Choi, & Dyke, 2019).
However, research and applications are limited regarding the use of computer
vision techniques to address pressing challenges in the railroad system. Examples include
rail track component inspection, dense traffic instance detection, and rail surface defect
identification and quantification. In terms of dense traffic instance detection, the rapid
development of deep learning has led various scholars (Fan, Brown, & Smith, 2016; Hu
et al., 2018; Xu, Yu, Wang, Wu, & Ma, 2017; Yu, Yang, & Chen, 2021) to apply cuttingedge models such as You Only Look Once (YOLO) (Redmon, Divvala, Girshick, &
Farhadi, 2016) and Faster R-CNN (Ren, He, Girshick, & Sun, 2016) to detect traffic or
count vehicles. Yet these approaches often fail to achieve satisfactory results due to the
complicated contexts at grade crossings.
Track component detection remains a challenging task due to complex
environmental conditions, small objects, and limited training data. Additionally, railroad
tracks can appear to be quite similar but have variation. For instance, spikes and clips
may be quite different from each other depending on type. Also, the same components’
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appearance can change based on the surrounding environment, considering that the tracks
cross through multiple remote/rural areas.
Rail defects are the leading cause of freight train derailment in the United States.
Investigation of a derailment case by the National Transportation Safety Board (Zakar &
Mueller, 2016) focused on a severe accident in Columbus, OH: a broken rail caused more
than $1.2 million in damage with evidence of rolling contact fatigue. Different stages of
such fatigue manifest as small cracks, flaking, and spalling on the top of the rail. Thus, it
is no exaggeration to say that a tiny defect that is initially overlooked on the rail surface
may contribute to a broken rail in the future, with the potential for great losses.

1.2

Research motivation
This work aims to improve railroad safety from two perspectives: (1) human-

related safety at congested grade crossings; and (2) infrastructure-related concerns, such
as missing or broken rail track components and dense rail surface defects. With respect to
railroad transportation management, for both historical and practical reasons, trains have
the right-of-way at railroad-highway grade crossings (Estes & Rilett, 2000). Serious
traffic congestion is common in highly populated areas during rush hours when a train
slowly passes or completely stops at a grade crossing (Soleimani, Mousa, Codjoe, &
Leitner, 2019). Unpredictable crossing blockages can produce delays for motorists and
raise serious concerns for first responders (Ma, Hao, Xiang, & Yan, 2018; Park et al.,
2016). To better manage and ease congested traffic at grade crossings, the first step is to
implement an intelligent transportation system to automatically evaluate the congestion
level accurately and efficiently (Lv, Duan, Kang, Li, & Wang, 2014). In other words, it is
important to quickly and correctly determine how many vehicles are waiting in the queue
3

and how long it will take for the traffic flow to return to normal. This information should
also be shared with the public and first responders.
Periodic inspection of railroad track components is essential to railroad safety and
operations. According to the Federal Railroad Administration (FRA) safety database
(FRA, 2018a), 546 accidents were associated with track defects in 2018, resulting in over
$97 million in financial losses and countless social consequences. Out of these 546
accidents, 48 were caused by missing spikes, clips, or broken rails, amounting to roughly
$10 million in damages. In the United States, FRA mandates routine track inspections as
part of an early warning strategy (FRA, 2018b). Unfortunately, most track inspection
work aside from track geometry measurement remains labor- and time-intensive,
especially when inspecting missing track components. The results of inspecting missing
components can also be inefficient and expensive given the nature of manual inspection.
Liu et al. (2014) found that, apart from labor costs, inspection is completed at a speed of
around 15–20 mph and the average inspection cost per hour per vehicle is nearly $300.
Even with manned-inspection vehicles, the expected annual inspection cost is easily
millions of dollars—and a considerable number of missing track components still need to
be manually inspected by walking crews. This issue is more pronounced for Class I
railroad mainlines due to the dense traffic volume and limited windows for inspection
and maintenance, leading to accidents and potential derailments. For example, broken
spikes caused a 120-car Norfolk Southern train derailment in Vandergrift, PA, which
spilled between 3,000 and 4,000 gallons of crude oil (Hardway, 2014). Therefore,
automated rail track component inspection is highly meaningful for the railroad industry
as the FRA has pointed out (Saadat, Sherrock, & Zahaczewski, 2018).
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The health of railroad infrastructure is paramount to train operations and track
safety: reducing the risk of accidents due to unfavorable infrastructure conditions is of
great interest to the public, railroads, and government. According to an FRA report (FRA,
2020a) and prior studies (Liu, Barkan, & Saat, 2011; Liu, Turla, & Zhang, 2018), rail
defects represent a key factor in serious train accidents. These defects are also partly
responsible for more than 70% of train derailments on freight mainlines (X. Liu et al.,
2018). Furthermore, rail surface defects directly affect patrons’ ride comfort and normal
train operations due to additional excitations caused by surface irregularities. Such
defects also introduce the risk of rail breakage, which could lead to catastrophic track
failures. Yet inspection approaches rarely provide highly reliable results (FRA, 2020c),
and inspection equipment is expensive and difficult to operate. Thus, a large proportion
of inspection work relies heavily on visual inspections, which are labor-intensive,
inefficient, and inherently subjective. As the number of freight shipments increases, the
speed and accuracy of track inspection fail to satisfy rapidly growing inspection
demands. A cost-effective, highly robust, reliable, and accurate inspection system is
therefore urgently needed.

1.3

Research objective
This research seeks to develop AI solutions that leverage cutting-edge computer

vision techniques such as object detection, instance segmentation, and semantic
segmentation approaches to efficiently and accurately inspect/detect rail track
components, rail surface defects, and dense traffic instances. These goals will be
accomplished by:
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•

Proposing a real-time detector to identify dense traffic instances, including
densely packed vehicles, small pedestrians, and long trains at grade
crossings.

•

Exploring the feasibility of the attention mechanism in modeling longdistance relationships for large object detection and examining detection
performance using a maximum likelihood estimation (MLE) procedure to
detect densely packed objects at grade crossings.

•

Building the world’s first public railroad components dataset, containing
different rail track components, for free access and research purposes. This
dataset may prompt the implementation of cutting-edge deep learning
models in railroad applications.

•

Developing real-time instance segmentation and object detection models
with fast speed and high accuracy for automatic inspection of rail track
components.

•

Discussing the impacts of different lighting conditions on railroad
component inspection.

•

Proposing an optimized instance segmentation model for rail surface
defect segmentation and a simple yet efficient approach for rail surface
defect quantification.

Put simply, this study aims to develop intelligent systems using computer vision
techniques for dense traffic instance detection, rail track component identification, and
rail surface defect segmentation to address urgent needs in railroad infrastructure
management and operations.
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1.4

Research scope
To achieve the research goals mentioned above, the open-source library

MMDetection and the Pytorch library were adopted for model training, validation,
testing, and comparison. A deep learning workstation with four Nvidia 2080 Ti graphics
processing units (GPUs) was used to support these tasks. The libraries of CUDA (v10.2)
and CuDNN (v7.5.2), developed by Nvidia, were installed and configured in the
workstation to provide high-performance GPU acceleration.
For dense traffic instance detection at grade crossings, an image database was
assembled using video clips collected from a surveillance camera installed on the top of a
power pole beside a grade crossing. Three object classes (i.e., vehicle, pedestrian, and
train) are included in this study. A labeling tool, LabelImg, was used for ground truth
labeling and annotation generation. A transformer attention module and MLE strategy
were designed and integrated into the proposed model. Several state-of-the-art models
were evaluated and compared using MMdetection library. The precision-recall curve,
precision, recall, and inference speed were considered during model comparison and
evaluation.
A public image database including rails, spikes, and clips was built to develop a
real-time instance segmentation and object detection model for rail track component
inspection. The Res2Net bottleneck, which can represent multi-scale features at a
granular level with an increased receptive field, was embedded into the proposed model.
Images were saved from video frames recorded on an iPhone® 8 with a 12-megapixel
main camera which has a single wide-angle lens with an f/1.8 aperture. To prevent
overfitting, the training images were processed with image augmentation, including
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mirroring, rotation (90°), and a combination of rotation (180°) and Gaussian noise. A
popular labeling tool, labelme (Ketaro Wada, 2016), was employed to generate
annotation files. The mean average precision (mAP), inference speed, and average
precision (AP) at the intersection over union equal to 0.5/0.75 were adopted as evaluation
metrics to assess the training performance. To evaluate and compare inspection
performance in the field, a complex environment was simulated under different lighting
conditions.
A rail surface defect image database, including a rail and defects, was constructed
for rail surface defect identification and evaluation. To ensure clean labeling in the
prediction images, “surface defects” were called “defects.” The original image resolution
was 1920 × 1080 pixel2. These images were converted to 512 × 512 pixel2 to
accommodate the resolution requirements in the training process. Two backbones and
three learning rates were optimized in the Mask R-CNN model. A novel semantic
segmentation model with a lightweight backbone and Lovász-Softmax loss was also
applied to better represent defects. Additionally, an algorithm was proposed to evaluate
the severity of rail defects considering the ratio between the rail and the defect. The
developed model includes a patch-wise training strategy to improve the training
efficiency and accuracy. To enhance the detection performance and reduce possible
overfitting, source images were subjected to image augmentations including image
rotation, mirroring, and Gaussian noise. mAP, AP50 and AP75 constituted the evaluation
metrics for model assessment. The rail orientation and different lighting conditions were
also discussed. Traditional image processing and the optimized model were compared.
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Training results with different patch sizes were identified, and rail severity was divided
into four levels based on the collected data.

1.5

Research outline
To address the aforementioned issues and bridge the gap between academia and

industry, this study is intended to enhance the railroad system via smart management and
operations using proposed computer vision-based models such as object detection and
segmentation neural networks. This research includes five studies. They respectively
cover dense traffic detection at railroad grade crossings (Chapter 3), automatic railroad
track component inspection using real-time instance segmentation (Chapter 4), real-time
railroad track component inspection based on the improved YOLOv4 framework
(Chapter 5), automatic rail surface defect inspection based on Mask R-CNN (Chapter
6), and a novel lightweight semantic segmentation model for rail surface defect detection
and quantification (Chapter 7).
The dissertation is organized as follows: Chapter 2 presents a literature review on
general object detection, instance segmentation, rail track component inspection, dense
traffic instance detection, and rail surface defect segmentation. Chapter 3 outlines the
proposed model, including training, validation, testing, and in-field application for dense
traffic object detection at railroad grade crossings. Chapter 4 introduces the model design,
training, validation, and testing with a real-world dataset for real-time rail track
component inspection at railroad grade crossings using the proposed instance
segmentation model. Chapter 5 depicts real-time rail track component inspection using
the improved YOLOv4 model for better speed in real-world applications. Chapter 6
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describes rail surface defect inspection using the instance segmentation model, Mask RCNN. Chapter 7 presents a novel lightweight semantic segmentation model for enhanced
speed and accuracy of rail surface defect inspection and quantification. Chapter 8
summarizes the findings of prior chapters and details recommendations for future
research.

10

CHAPTER 2 LITERATURE REVIEW
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This chapter provides a literature review of fundamental concepts in CNNs and
three major research topics: dense traffic detection and counting, railroad track
inspection, and railroad surface defect inspection and quantification. Regarding dense
traffic detection and counting, general concepts including backbones, the feature pyramid
network, detection head, and loss functions are introduced. The development of dense
object detection and counting using the traditional image processing approach and CNN
is reviewed as well. In terms of railroad track component inspection, image processing
techniques such as the direction field (DF), linear discriminant analysis (LDA), and local
normalization are analyzed and compared based on their advantages and disadvantages.
This chapter also described prior use of CNN methods to inspect railroad track
components with deep CNNs (DCNNs) and Faster R-CNN. Traditional image processing
techniques and CNNs are presented to automatically analyze and detect rail surface
defects. Lastly, an algorithm evaluating the severity of rail surface defects is proposed for
quantification and rail track assessment.

2.1

Background on CNNs
A simplified CNN, as shown in Figure 2.1, includes three layers: the

convolutional layer, pooling layer, and fully connected layer. The convolutional layer is
responsible for feature extraction with a number of filters which can process image input
and discern relevant features. The pooling layer, which follows the convolutional layer,
reduces an image’s dimensions by downsampling the operation, maintaining scale
variance, and minimizing overall computation. The fully connected layer is typically
placed before the output layer and represents the last few layers; it can classify highdimensional features generated by previous feature maps which are concatenated into a
12

one-dimensional vector (Sony, Dunphy, Sadhu, & Capretz, 2021; Wang & Liu, 2017).
Many deep learning libraries such as Pytorch (Paszke et al., 2019), TensorFlow (Abadi et
al., 2016), and Keras (Géron, 2019) can be adopted for CNN model training.

Figure 2.1. General CNN structure.

Owing to the swift development of GPUs and parallel computing, many CNN
applications have emerged in engineering domains such as facial recognition, self-driving
vehicles, medical image analysis, and structural health assessment that can benefit
society. The steps of CNN model implementation cover data acquisition, model training,
and model testing. International researchers have created freely available online image
datasets with annotations such as COCO (Lin et al., 2014), Pascal VOC (Everingham,
Van Gool, Williams, Winn, & Zisserman, 2010), and ImageNet (Krizhevsky, Sutskever,
& Hinton, 2012). Yet individuals may still need to build customized datasets for specific
scenarios (i.e., a dense traffic image database, railroad track components image database,
and rail track surface defects image database in this case). Most model training is based
on supervised learning, such that image data must be labeled before being fed into the
neural network. Popular labeling tools include labelme (Russell, Torralba, Murphy, &
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Freeman, 2008; Kentaro Wada, 2016), labelimg (Tzutalin, 2018), and VGG image
annotator (Dutta & Zisserman, 2019). The graphical interface of labelme with Python is
presented in Figure 2.2. Labels can be in different formats, such as .xml, .txt, and .json.
The format of the original image and annotations must be paired correctly in the training
procedure.

Figure 2.2. Graphical interface of labelme with Python (Kentaro Wada, 2016).

It is challenging to train a CNN model on a large image dataset. Loss functions,
which compute the distance between current and predicted output, often have trouble
converging. In addition, multiple powerful GPUs with large memories are needed for
parallel computing to accelerate training (Aloysius & Geetha, 2017). When completing a
specific task, it is more convenient to train the model using transfer learning instead of
training it from scratch. Transfer learning reduces the time and computational cost
because only the last few layers and the classifier layer (e.g., softmax classifier) are
retrained.
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Roughly, the training process involves adjusting the parameters of each layer and
the model weight to make the output close to the ground truth. During the training
process, hyperparameters related to backpropagation and gradient descent (e.g., the
learning rate, batch size, number of epochs, and momentum) need to be set properly to
optimize final predictions. The backpropagation algorithm refers to a computational
process to look for the minimum of the error function in a weight space using gradient
descent. Gradient descent requires the continuity and differentiability of the loss function
because the gradient of the loss function must be calculated at each iteration step (Rojas,
1996). Gradient descent specifically involves repeatedly evaluating the gradient
(commonly referred to as derivatives) and then performing a parameter update (Karpathy,
2016).
Compared with gradient descent, stochastic gradient descent (SGD) is more
popular in application scenarios because it optimizes gradient descent in a stochastic
approximation manner. With SGD, examples are randomly chosen at each iteration to
compute the gradient rather than computing the gradient from the entire dataset; as such,
the computational burden declines substantially and the convergence speed improves
(Bottou, 2012). However, SGD often generates noisy steps towards the minima, resulting
in large oscillation and slower convergence. Momentum offers a way to increase the
dimensions whose gradient points are in the same directions while reducing updates to
dimensions whose gradient points change directions (Ruder, 2016). Figure 2.3 depicts
SGD with and without momentum. The learning rate determines how quickly the model
updates its parameters (Karpathy, 2016). Batch size refers to how many samples are fed
into the network after each update. Lastly, the number of epochs reflects the number of
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times the entire dataset passes forward and backward through the network
(Radhakrishnan, 2017).

(a)

(b)

Figure 2.3. (a) SGD without momentum; (b) SGD with momentum (Ruder, 2016).

2.2

Dense traffic detection and counting

2.2.1 Dense object detection
Object detection is a computer vision technique enabling identification of the
object classes in images. Advances in object detection theory and applications have led to
studies applying cutting-edge object detection in numerous contexts. Popular object
detection frameworks can be divided into two categories: anchor-based approaches and
anchor-free approaches (Zhang, Chi, Yao, Lei, & Li, 2020). Dense object detection is
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more challenging than general object detection due to class imbalances, object size
imbalances, dense sampling issues at object locations, and aspect ratios (Chabot, Pham,
& Chaouch, 2019; Lin, Goyal, Girshick, He, & Dollár, 2017). Lin et al. (2017) proposed
the idea of focal loss (FL) to balance the foreground and background. This method
minimizes the weight of easy samples on the total loss and focuses on the training of hard
negatives. Additionally, by shaping cross-entropy loss, the extreme foreground–
background class imbalance is addressed. Redundant negatives can be prevented during
detector training. A simple yet efficient detector featuring FL, RetinaNet (see Figure 2.4),
was subsequently developed. RetinaNet matched the inference speed of one-stage
detectors with greater detection accuracy than the two-stage detectors available in 2017.

Figure 2.4. Structure of RetinaNet (Lin, Goyal, et al., 2017).

Following this idea, FL-related enhancements have been proposed such as classimbalance loss (Tan, Guo, & Xiao, 2019), 𝜔-FL (Ji, Kong, Wang, & Pang, 2019),
generalized FL (GFL) (Li et al., 2020), and varifocal loss (Zhang, Wang, Dayoub, &
Sünderhauf, 2020). Kant (2020) also extended RetinaNet by adding a Gaussian loss as an
auxiliary branch in parallel with the original object classification and bounding box
regression branches.
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A recent work (Li et al., 2021) focusing on dense object detection and reliable
localization quality estimation integrated a lightweight distribution-guided quality
predictor and GFL version 2. This method makes use of real localization quality and
distribution statistics in the dense object detection framework. Experimental results
indicated accuracy improvements around 2 AP but without any loss in inference speed.
Notably, despite the number of CNN-based object detectors, most have been
trained and tested on public datasets that include an array of object classes. These object
detectors are hence distinct from customized datasets such as the dense traffic image
database applied in this research. Using a general object detector trained on a public
dataset would not be feasible in this case; rather, a specialized real-time detector for
dense traffic at grade crossings is needed.

2.2.2 Dense object counting
Dense traffic counting is a subset of crowd counting, which usually involves
estimating the number of pedestrians or dense vehicles (Liu, Salzmann, & Fua, 2019) in
crowded scenes where occlusions make counting by detection impossible. Objects’ exact
coordinates are not needed in this counting task, which simply focuses on the number of
objects. Many related studies (Kong, Gray, & Tao, 2006; Li, Yang, Zhu, Chen, & Guan,
2020; Ranjan, Le, & Hoai, 2018; Sindagi & Patel, 2017) have implemented counting
based on density map estimation; in this case, a given crowd scene is mapped directly to
its density in a simple yet efficient fashion.
With respect to dense traffic counting, Zhang et al. (2017) suggested using
optimization-based and FCN-based methods to count the number of vehicles and estimate
the vehicle density with low-resolution surveillance videos of busy traffic. Typically, the
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manually selected hyperparameters on a Gaussian kernel or an adaptive bandwidth are
used to generate a density map in an arbitrary domain for crowd recognition and
counting.
Li et al. (2020) later formulated counting-driven attention networks (CODAN) for
vehicle detection and counting in congested scenes. They mentioned that large scale
variations, inconsistent distributions, and a diverse visual appearance render dense
vehicle detection and counting (Figure 2.5[a]) more challenging than crowd counting
(Figure 2.5[b]). To rectify the problem of crowd-counting methods being unsuitable for
dense vehicle detection and to address constraints to mining spatial awareness, CODAN
was proposed for vehicle detection and counting. Experimental results on four benchmark
datasets were promising.

(a)
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(b)

Figure 2.5. (a) Crowd scene; (b) Dense vehicle scene (Li et al., 2020).

Li et al. (2020) developed a vehicle counting network named the counting long
short-term memory network. Experimental findings indicated that the proposed
framework could attain a real-time image processing speed with 960 × 540 resolution
images while maintaining a sound level of accuracy.
Wu et al. (2021) established an encoder-decoder network called the average upsample convolution neural network (AU-CNN): a simple yet efficient up-sample module
was proposed to gradually recover feature maps to their original size in the decoder
system. Three public benchmarks were tested, namely ShanghaiTech, UCF_CC_50, and
UCF_QNRF. Experiments demonstrated robust counting performance with the AU-CNN
model.
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2.3

Railroad track inspection

2.3.1 Track component inspection with image processing
Extensive effort has been devoted to developing automatic track inspection
systems in the past few years. Yang et al. (2011) documented a DF-based method to
detect absent fasteners as illustrated in Figure 2.6. The DF was extracted as the feature
element for recognition, and the weight coefficient matrix was obtained based on LDA.
Experimental results showed that the computation was efficient and robust under a
complex environment. This detection approach also performed well on low-resolution
images with 320 × 240 pixels taken from high-speed railways; however, the performance
on high-resolution images was not discussed.

Figure 2.6. Region of fastener with DF method (Yang et al., 2011).

Resendiz et al. (2013) used Gabor filters and multiple signal classification
(MUSIC) to perform periodicity detection on track components. Three algorithms were
respectively put forth for component detection on railroad tracks, turnout detection, and
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tie detection. MUSIC was proposed to detect periodicity in a 1-D signal. A particular
Gabor filter was employed to conduct transform a panoramic image to Gabor
representations. In practice, to simplify the test, only repeated railroad track components
in the horizontal direction were considered. However, this method could not handle
detection and segmentation simultaneously.
Feng et al. (2013) proposed a new probabilistic structure topic model (STM) to
detect partially worn and missing fasteners. Compared with other approaches such as
support-vector machine and AdaboostSTM, STM appeared more robust and could
achieve higher precision when detecting fasteners with different orientations and lighting
conditions. Multiple kinds of fasteners used in practice were recognized in each
orientation, and the conditions of fasteners under different lighting conditions could be
modeled independently. Yet STM required heavy computational power and was therefore
incapable of an end-to-end test.

2.2.2 Convolutional neural network–based rail track component inspection
CNNs, which automatically learn input features efficiently, have recently enjoyed
success in the field of computer vision. Many studies in civil engineering have applied
CNNs for infrastructure damage detection/inspection. For instance, in bridge damage
detection, bridge health inspections have included the Bayesian optimized deep learning
model (Liang, 2019). Others have performed concrete bridge surface damage detection
by using the improved YOLOv3 (Zhang, Chang, & Jamshidi, 2020) and crack evaluation
of a high-rise bridge by using a modified SegNet (Jang, An, Kim, & Cho, 2020).
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Meanwhile, few studies have implemented cutting-edge CNN models for the
purposes of railroad track inspection and detection. Gibert et al. (2016) designed a new
model leveraging the scalability of DCNNs to inspect rail ties and fasteners. The overall
network design was based on the Caffe framework; the non-linear activation functions in
different layers adopted rectified linear units (ReLUs). The shared features were found to
save computational time, and the classification results were encouraging. However, more
visualized results are needed.
Wei et al. (2019) compared dense scale invariant feature transform (Dense-SIFT),
DCNNs, and Faster R-CNN for railroad fastener classification, localization, and
detection. All acquired images came from Beijing Metro Line 6. The image data were
pre-processed from grayscale to binary-scale. Spatial pyramid decomposition was
adopted for feature extraction to produce better accuracy. Overall, Faster R-CNN
demonstrated the lowest processing time and did not call for high computational power.

2.4

Rail surface defect inspection and quantification

2.4.1

Rail surface defect inspection with conventional image processing
Mandriota et al. (2004) utilized and compared three feature extractors – Gabor,

wavelet, and Gabor wavelet filters – to extract rail defect textures. Their images were
obtained from a 36h-long sequence acquired by a DALSA line scanner. However, a main
problem in their study was that the three filters each required a large number of feature
images, which are typically difficult to obtain.
Jie et al. (2009) proposed a rail head surface defect detection framework that
included image pre-processing, defect locating, defect identifying, post-processing, and a
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geometrical defect locating method. Yet noise in images greatly compromises defect
detection, and the proposed approach to remove image noise required extensive
validation. The framework thus warrants further investigation.
Li et al. (2012a) devised a real-time visual inspection system (VIS) to detect
discrete rail surface defects. VIS comprises an image acquisition subsystem (IAS; see
Figure 2.7) that contains a DALSA Spyder 2 line-scan camera with the resolution of 1024
pixels and a maximum line rate of 65000 lines/s. VIS aims to solve four challenging
problems related to (a) limited features for recognition; (b) lighting inequality; (c)
variation in rail surface reflection; and (d) the requirements for high-speed detection. VIS
was found to have a recall rate of 93.1% and 80.41% on Type I and Type II defects,
respectively.

Figure 2.7. IAS system (Li & Ren, 2012a).
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Li et al. (2012b) constructed an intelligent vision detection system for inspecting
rail surface defects and addressed two issues of improving image quality and automatic
thresholding by using the local Michelson-like contrast and the proportion emphasized
maximum entropy thresholding algorithm. Although this method could effectively
address the inspection of rail surface defects, its ability to differentiate rusted rail areas
from areas with actual defects needs to be improved.

2.4.2

Rail surface defect inspection with deep learning
Of note, the above approaches focus on traditional hand-crafted feature learning

to identify and classify rail surface defects. Technicians must therefore possess have rich
experience in feature selection and training parameter adjustment. They also need access
to a large amount of training data. Compared to those methods, deep learning approaches
are more flexible and can automatically extract and learn problem-specific features from
the original data without subjectively defining hand-crafted features. CNNs’ ongoing
development have contributed to key tasks in civil engineering, such as pavement crack
detection (Yang et al., 2019; Zhang et al., 2017; Zhang, Cheng, & Zhang, 2018), concrete
crack detection (Dung, 2019; Kim & Cho, 2018; Zhang, Rajan, & Story, 2019), and
structural health monitoring (Azimi & Pekcan, 2020; Bao, Tang, Li, & Zhang, 2019;
Kang & Cha, 2018). However, few studies have employed deep learning models to
identify and characterize rail surface defects.
Faghih-Roohi et al. (2016) proposed using DCNNs to learn the features of rail
surface defects. Three neural network structures (i.e., a small, medium, and large DCNN)
were trained with two kinds of activation functions: Tanh and ReLU. The experimental
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results showed that DCNN could detect rail surface cracks with high accuracy, and the
large DCNN with ReLU outperformed the other models. The larger DCNN model also
required a longer training time.
Shang et al. (2018) proposed a two-stage approach with a CNN to localize and
classify rail surface defects. In the first stage, the training image was cropped to better
focus on the rail part. In the second stage, a fine-tuned CNN was applied to extract rail
defect features. Feng et al. (2020) designed M2-Y3 and M3-Y3 models for rail defect
detection using YOLO (Redmon et al., 2016) and MobileNet (Howard et al., 2017).
Although their model focused on identifying rail surface defects, it could not discern the
shape of a given defect. Zhang et al. (2020) developed a multiple context information
network to evaluate no-service rail surface defects (NRSDs); their network specifically
integrated multiple pieces of contextual information, a pyramid pooling module, an
attention mechanism, and information fusion. Both original and artificial NRSDs were
tested, with results revealing reasonable segmentation performance. Figure 2.8 provides
examples of man-made NRSDs.

Figure 2.8. Examples of man-made NRSDs (Zhang et al., 2020).
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By combining unsupervised learning with an improved Gaussian mixture model
for rail surface defect segmentation, coupled with supervised learning with Faster R-CNN
for rail surface defect localization, Lu et al. (2020) proposed SCueU-Net: their network
incorporates U-Net and the saliency cues method to automatically detect rail surface
defects. Unfortunately, only 201 samples were included in their study after data
augmentation. Potential overfitting during training was not addressed.

2.5

Summary
This chapter presented an overview of computer vision techniques related to

transportation infrastructure, especially on railroads. Three major topics were considered:
dense traffic detection and counting, railroad track inspection, and rail surface defect
inspection and quantification. Dense traffic detection and counting were also described,
specifically methods informed by CNN-based approaches entailing different network
designs, loss functions, and uses.
This chapter also offered a thorough review of the literature on railroad track
inspection with a focus on research featuring traditional image processing techniques and
deep learning networks. The advantages and disadvantages of several approaches were
analyzed on the basis of algorithmic complexity, inference speed, and image resolution.
Rail surface defect inspection methods were revisited in this chapter as well; predesigned feature extractors and CNN-based auto feature extractors were considered under
different environmental conditions. Associated challenges and accomplishments were
outlined in each section. The following chapter describes the proposed frameworks to
address current problems related to railroad infrastructure.
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CHAPTER 3 DENSE TRAFFIC DETECTION AT HIGHWAYRAILROAD GRADE CROSSINGS1

1

Feng Guo, Zhuocheng Jiang, Yi Wang, Chen Chen, and Yu Qian, Dense traffic
detection at highway-railroad grade crossings, Submitted to IEEE Transactions Intelligent
Transportation System.
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In the United States, highway-railroad grade crossings are easily congested, which
not only causes significant traffic delays to travelers but also brings potential threats to
the first responders for emergencies. Unfortunately, very limited research efforts have
been dedicated to developing practical systems that can assess traffic conditions at
overcrowded grade crossings. The main challenge in evaluating the congestion conditions
at the crossings is the different instance classes (i.e., vehicle, train, and pedestrian) that
need to be accurately detected, especially when densely packaged.
In this chapter, a novel convolutional neural network (CNN) named dense traffic
detection net (DTDNet) is developed. DTDNet proposes to integrate the Transformer
Attention (TA) module for better modeling of global context information and the
learning-to-match detection head for optimizing object detection and localization using a
likelihood probability fashion. To train and test DTDNet, a unique grade crossing traffic
image dataset including congested and normal traffic during both daytime and nighttime
is established. Experimental results on the dataset show that the proposed DTDNet
achieves the maximum mean average precision (mAP) value, 0.832, outperforming the
other state-of-the-art (SOTA) models. Field test results with low mean average error
(MAE), mean relative error (MRE), and root mean squared error (RMSE) which are
2.200, 1.890, and 0.280, respectively suggest the proposed model has a satisfying and
robust performance in the field application under different environments.
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3.1

Introduction
Due to historical and practical reasons, trains have the right-of-way at railroad-

highway grade crossings in the United States (Estes & Rilett, 2000). It is common to see
serious traffic congestion in highly populated areas during rush hours because a train is
slowly passing by or completely stops at the grade crossing (Soleimani et al., 2019). The
unpredictable crossing blockages not only introduce significant delays to motorists but
also raise serious concerns to first responders on duty (Ma et al., 2018; Park et al., 2016).
To better manage and ease congested traffic at grade crossings, the very first step is to
have an intelligent transportation system (ITS) to automatically evaluate the congestion
level in an accurate yet efficient manner (Lv et al., 2014). In other words, it is important
to quickly and accurately determine how many vehicles are waiting in the queue and how
long it would take for the traffic to get back to normal and to share the information with
the public and the first responders.
Leveraging rapid development of deep learning, several studies (Fan et al., 2016;
Hu et al., 2018; Xu et al., 2017; Yu et al., 2021) have applied cutting-edge models, such
as YOLO (Redmon et al., 2016) and Faster R-CNN (Ren et al., 2016) to traffic detection
or vehicle counting on the street. However, these traffic detection or vehicle counting
approaches often fail to achieve satisfactory results due to the following reasons: (1)
limited and low-resolution video source which cannot preserve enough details and leads
to misdetection by convolutional neural networks (CNNs).
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To control the budget, most of the transportation agencies, such as the department
of transportation (DOT) have to use low-cost low-resolution cameras. For example, the
video shared by a local agency in this study only has a resolution of 640×480, which is
considerably lower than a high-quality video resolution (i.e., 2K or 4K); (2) the scale
varies dramatically due to the large differences in the distances between the camera and
the objects of interest. In other words, similar vehicles that are close to the camera or far
away from the camera have quite different sizes on the same image (see Figure 3.1(a)).
Most CNNs are very sensitive to the scale changes. It is difficult for a network to
accommodate all scales simultaneously while maintaining the optimal confidence scores;
(3) varied features during the daytime and the night.
Few studies have reported the detection performance during the night. The reason
behind this could be dense traffic congestions often happen during the daytime, and
traffic congestions during the night are not as important as those during the daytime.
However, the reality is the congestions during the nighttime could be comparable to the
congestions during the daytime (see Figure 3.1(b)). Thus, nighttime congestions should
not be underestimated; and (4) serious imbalance of different object classes. There are
multiple object classes (e.g., train, pedestrian, semi-truck, sedan, etc.) in the complex
scenario of a grade crossing. Typically, the vehicles dominate the scene while the
pedestrian and train occupy a small ratio, which introduces a serious class imbalance
issue for object detection. Furthermore, the occlusion between different vehicles and
oversized objects, such as the semi-trucks, makes the detection and classification more
challenging.
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(a)

(b)
Figure 3.1. Visualization of a dense traffic scene at a grade crossing. (a) an
example daytime view of the congested traffic; (b) an example nighttime view of the
congested traffic.
To address the above four challenges, the proposed dense traffic detection net
(DTDNet) integrates the attention mechanism and maximum likelihood estimation
(MLE) to detect congested vehicles under low resolution images and significantly varied
object scales. Different features of the vehicle object class during daytime and nighttime
are selected for training to make the accurate detection under nighttime possible. In
addition, Focal Loss (FL) (Lin, Goyal, et al., 2017) is used to cope with the imbalance of
object distribution.
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Specifically, as shown in Figure 3.2, there are three stages in this chapter. In stage
1, the dense traffic data at a specific grade crossing has been collected and pre-processed.
In stage 2, DTDNet has been built, trained, and compared with seven state-of-the-art
(SOTA) models. In stage 3, DTDNet has been tested for dense traffic detection and
vehicle counting at a real grade crossing. The proposed approach paves the way towards
grade crossing traffic management, and other relevant railroad applications, such as
pedestrian trespassing detection and train arrival recognition.
The contributions of this chapter are summarized as follows:
•

The shortfall of detecting multiple traffic instances at the highway-railroad
grade crossings of SOTA models has been filled with our proposed DTDNet.

•

The feasibility of using the transformer attention (TA) module to characterize
long-distance relationships and the MLE procedure to detect heavily packed
objects has been discussed and tested.

•

The detection performance under different environmental conditions including
daytime, nighttime, and haze weather has been evaluated and compared on our
proposed model and other SOTA models.

•

Detection-based vehicle counting has been tested. Experimental results based
on a railroad grade crossing image database have verified our model’s
robustness and superiority.
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In short, our proposed DTDNet outperforms the other SOTA models in terms of
detecting and counting vehicles in daytime, nighttime and the light haze condition at the
congested highway-railroad grade crossing, which may benefit the industry on future
field applications such as pedestrian monitoring, vehicle congestion management, and
train arrival recognition.

Figure 3.2. The flow chart of chapter 3.
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3.2

Proposed method -- DTDNet
There are three main parts of the proposed DTDNet which are baseline, the TA

module, and the FreeAnchor head for addressing the difficulties in the dense traffic at the
grade crossing. The details of each component are presented in the following.

3.2.1 Baseline
In this chapter, the main structure of our proposed DTDNet is based on RetinaNet
as shown in Figure 3.3 which includes the backbone, the Feature Pyramid Network
(FPN), and the detection head. In short, the backbone is responsible for feature
extraction. FPN is used to generate rich, multi-scale convolutional features through a topdown pathway and lateral connections. The detection head, including two subset
networks, is designed for object classification and bounding box regression.
ResNet (He, Zhang, Ren, & Sun, 2016) is a popular CNN backbone because it is
convenient to optimize and can improve the accuracy with an increased neural network
depth. ResNet-50 which includes 50 layers is utilized for the design of the proposed
DTDNet. The feature pyramid levels from P3 to P5 in FPN are computed from the output
of the corresponding residual stages from C3 to C5 in ResNet using lateral connections
and a top-down pathway. To facilitate visualization, Figure 3.3 does not show P6 and P7.
Regarding the detection head, three aspect ratios (1:2, 1:1, and 2:1) have been selected in
each pyramid level. That is, there are nine anchors per level and these anchors can cover
32 to 812 pixels per image.

35

Figure 3.3. Overview of RetinaNet.

To deal the issue of imbalanced classes between the foreground and the
background, improve detection accuracy of dense and small objects in our specific scene,
FL is implemented in the proposed DTDNet. Before introducing FL, the cross-entropy
(CE) loss for binary classification needs to be explained first. Equation (3-1) describes
the CE loss in a binary fashion.
− log( p),

CE( p, y ) = 
 − log(1 − p),
y  [1] represents

if y =1
otherwise

(3-1)

the ground truth class and p [0,1] means the estimated

probability of the model when label y = 1 .
To simplify the notation expression, pt is defined in Equation (3-2) and the CE
loss can be reorganized in Equation (3-3).
 p,
pt = 
1 − p,

if y =1
otherwise

(3-2)

CE( pt ) = − log( pt )

(3-3)

To balance the positive and negative cases, the weighting factor  [0,1] is
commonly used for class 1 and 1 −  is for class -1. There is a need to classify the easy
and hard examples.
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To address this issue, the loss function is reshaped by adding a modulating factor
(1 − pt )

on CE loss to FL. The definition of FL in practice can be expressed in Equation

(3-4):
FL( p) = − t (1 − pt ) log( pt ) ,

(3-4)

where  [0,1] is a weighting factor.

3.2.2

Transformer attention module

Attention mechanism is initially developed in natural language processing (NLP)
but quickly becomes popular in the CNN design, due to its significant contribution to
improving the accuracy by focusing on relevant elements rather than irrelevant parts from
an input image (Bahdanau, Cho, & Bengio, 2014; Carion et al., 2020; Zhu, Cheng,
Zhang, Lin, & Dai, 2019). Transformer is a simple network structure entirely relying on
self-attention to compute representations of its input and output. It has been successfully
applied in object detection and semantic segmentation (Sun, Cao, Yang, & Kitani, 2020;
Zhao et al., 2018; Zheng et al., 2021). The reason to unify a TA module into our proposed
model is twofold: (1) It is an architecture for sequence prediction, which can model
pairwise intersections between elements in a sequence, therefore restricting the duplicate
prediction in the end of the queue (Carion et al., 2020). (2) It is expressive of modeling
long-range relationships (i.e., global context information), which can benefit the detection
accuracy of long object such as the train at the grade crossing. Therefore, compared to
other plain models, the implement of TA module can improve the feature descriptions on
both dense vehicles and the train with a long distance.
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Based on Zhu et al. (X. Zhu et al., 2019), there are four attention factors
[1 ,  2 ,  3 ,  4 ] which are: (1) the query (image pixels) and key (regions of interest) content,

(2) the query content and its relative position, (3) the relative position, and (4) the query
content needs to be considered in the attention module. The TA module included in our
model contains four terms aforementioned and their summation to formulate the attention
weight. Considering a query element and a set of key elements, the outputs of multiple
attention features yq can be computed as:
M

yq = Wm [  Am (q, k , zq , xk ) Wm' xk ]
m =1

(3-5)

k q

where Wm and Wm' are the weights with learnable abilities. m is the attention head.
q denotes a query element with content z q . k represents a key element with content xk .
q

denotes the key region of the query. Am (q, k , zq , xk ) represents the attention weight in

the m-th attention head.
Specifically, the sum of four terms  j  j =1 can be used to compute the attention
4

weight of each query-key pair as follows:
4

AmTrans (q, k , zq , xk )  exp(  j )

(3-6)

j =1

There are eight attention heads in the experimental setting. It is necessary to point
out that the first two terms (  1 and  2 ) in the attention factors are sensitive to the query
content, while the last two terms (  3 and  4 ) are independent of the query content.  1
describes the compatibility of the query and key content.  2 measures the query content
and its relative position.  3 denotes the key content only.  4 involves the relative position
only. The following Equations (3-7) to (3-10) describe the four items one by one.
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1 = zqU mVmC xk

(3-7)

 2 = zqU mVmR Rk −q

(3-8)

 3 = umVmC xk

(3-9)

 4 = vmVmR Rk −q

(3-10)

where U m and VmC are embedding matrices with the learnable property for the query
and content, respectively. Rk − q represents the relative position of k − q with projecting
computation. um is a learnable vector which involves the key content and is irrelevant to
the query content. vm is a learnable vector which denotes the global errors among the query
and the key content.
Figure 3.4 presents the structural design of the TA module integrated in the
residual block of ResNet-50. Compared to the traditional design of the residual block as
shown in Figure 3.4 (a), the TA module in the proposed DTDNet connects with other
convolution output in series and follows the output of 3×3 deformable convolution in the
residual block. Based on (X. Zhu et al., 2019), to avoid interruption (i.e., unmatched keys
and values) of the initial behavior of choosing a pre-trained model in the training, the
output of the TA module is multiplied by a learnable scalar which is initialized to zero.
The applied residual block in the proposed neural network is shown in Figure 3.4 (b)
using TA plus deformable convolution to achieve better accuracy on the dense traffic
object detection in the crossing scene. Figure 3.4 (c) presents the structure of
transformation module which includes encoder and decoder.
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(a) The traditional residual block

(b) The proposed residual block

(c) The transformation attention module
Figure 3.4. The design of residual blocks.

3.2.3 FreeAnchor head
The intersection over union (IoU) is a leading voice in the design of anchor-based
detectors. However, based on (Zhang, Wan, Liu, Ji, & Ye, 2019), IoU fails on two
perspectives. On the one hand, it is not best choice for the match of anchors or features
when there are multiple objects exist simultaneously. On the other hand, it can fail on
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coping with the representative features on slender objects. As shown in Figure 3.5, there
are a number of passenger cars but the semi-truck trailer occupies a large spatial area. On
the one side, these passenger cars are close to each other and overlap in the image. On the
other side, the centroid of the trailer is close to the centroids of the cars, which confounds
the detector in locating and classifying the passenger cars.

(a)

(b)

Figure 3.5. Illustration of false detections with hand-crafted IoU criterion at a
highway-railroad grade crossing.

To address the aforementioned issue and better match the objects and anchors for
visual object detection, the proposed DTDNet adopts the FreeAnchor (Xiaosong Zhang et
al., 2019) method which optimizes the anchor assignment mechanism using a learning-tomatch approach to achieve high recall and precision rates. Meanwhile, it is compatible
with the non-maximum suppression (NMS) procedure which is critical to select the most
appropriate bounding box for the object. Specifically, the anchor bag is constructed by
selecting top-ranked anchors (n) from candidate anchors for each object.
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A novel loss function, aiming to break the limitations of pre-assigned anchors
using MLE to train detectors, is derived and presented by Equations (3-11) to (3-16). At
first, the training loss of RetinaNet based on IoU criterion shown in Equation (3-11) is
converted into a probability as Equation (3-12) presented.
L( ) =

 C L

a j  A+ bi B

+

L

a j  A_

bg
j

ij

cls
ij

( ) + 

 C L
ij

a j  A+ bi B

loc
ij

( )

(3-11)

( )

where B denotes ground truth annotation. Cij  {0,1} indicates whether object b j
matches anchor a j based on the threshold of the IoU. If the threshold is smaller than a j
and b j , then, A _  A and Cij = 0 . Otherwise, A+  A and Cij = 1 .
Binary Cross Entropy (BCE) loss for classification.

Lloc
ij ( )

Lcls
ij ( )

and

Lbgj ( )

use

uses Smooth L1 loss for

localization. bg represents background.
Following MLE procedures, Equation (3-12) can be derived from Equation (311).
P( ) = e− L ( )
=  (  Cij e

− Lcls
ij ( )

a j  A+ bi B

)  (  Cij e

− Lloc
ij ( )

a j  A+ bi B

) e

− Lbgj ( )

(3-12)

a j  A−

=  (  Cij p ( ))  (  Cij p ( ))  p ( )
a j  A+ bi B

cls
ij

a j  A+ bi B

cls
ij

where p L ( ) and

loc
ij

a j  A−

pbg
j ( )

bg
j

loc
ij

represent the confidence of classification. p L ( )

indicates the confidence of localization. A lower loss function value in L( ) represents a
higher value in the likelihood probability in P( ) .
After constructing the anchor bag and optimizing the recall rate and precision
based on MLE, the detection likelihood can be computed in Equation (3-13). Then, the
detection customized loss function is derived and shown in Equation (3-14).
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P '( ) = Precall ( )  Pprecision ( )
=  max ( pijcls ( ) pijloc ( ))

(3-13)

a j  Ai

i

  (1 − P a j  A−  (1 − p bg
j ( )))
j

L '( ) = − log P '( )
= − log(max( pijcls ( ) pijloc ( )))

(3-14)

a j  Ai

i

−  log(1 − P a j  A−  (1 − p bg
j ( )))
j

Because neither the anchors with low confidence score at the early training stage
nor the anchors with high confidence score are suitable for training, the Mean-max
function (see Equation (3-15)) is used to select the anchors. Substituting Mean-max
function in Equation (3-15) and applying FL, the loss function of the FreeAnchor head in
our proposed framework can be obtained by Equation (3-16).


Mean-max(X )=

xj

1− xj
1
 x j X 1 − x
j
x j X

(3-15)

L'' ( ) = −1  log(Mean − max( X i ))
i

(3-16)

+ 2  FL( P{a j  A− }(1 − Pjbg ( )))
j

where X i = {Pijcls ( )Pijloc ( ) | a j  Ai } represents the likelihood set corresponding to an
anchor bag Ai .

1 =


B

, 2 = 1 −  , FL( x) = − x log(1 − x) .  and  are from FL in Equation
n B

(3-4).
For this chapter, the inputs are images with highly congested traffic. After the
feature extraction in the backbone with the TA module, the features are encoded into a
certain representation with more focus on the congested area. Through FPN, the ability of
feature extraction at different scales is significantly improved using the top-down
pathway and lateral connections. In the proposed DTDNet as shown in Figure 3.6, the
feature map size decreases 0.5 times each layer through the bottom-up in the backbone
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and increases 2 times through top-down in FPN. The TA module can benefit the long
object detection such as the train instance in our case. The original detection head in
RetinaNet that follows the IoU criterion is replaced by the learning-to-match-based
detection head that uses the MLE procedure for training. At the end, the detected, well
classified, and localized congested traffic objects in each image are the outputs of the
proposed neural network architecture.

Figure 3.6. Overview of DTDNet.

3.3

Experiments and results

3.3.1

Dataset and experimental setup
The image database was built through the video clips collected from a

surveillance camera installed on the top of a power pole beside a grade crossing, near the
main campus of the University of South Carolina (UofSC), Columbia, SC. The 100 hours
of traffic surveillance video clips were collected at 640×480 and 10 frames per second
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(FPS) in November and December 2019. There were 2,358 images in the image database,
which covered both the daytime and night. No rain and foggy weather happened during
data collection. Three object classes (i.e., vehicle, pedestrian, and train) were included in
this study. A labeling tool, LabelImg2, was used for ground truth labeling and annotation
generation. The image labeling details were illustrated in Figure 3.7. Based on labeling
results, there were 4835 vehicles, 477 pedestrians, and 36 trains of the ground truth data,
reflecting the serious imbalanced object distribution.
In detail, Figure 3.7 (a) and (b) depict the grade crossing images under daytime
condition and nighttime condition, respectively.

(a)

2

https://github.com/tzutalin/labelImg
45

(b)
Figure 3.7. Image labeling with LabelImg. (a) daytime scene; and (b) night scene.

Specifically, training set, validation set, and test set were included during training.
They were used to fit the parameters, predict the responses for the observation, and
provide an unbiased evaluation on a final model, respectively. The ratio between the
training set, validation set, and testing set, was 6:2:2. Although the congestion during the
night could be comparable to the congestion during the daytime, the frequency of
congestion happening during the night was relatively low. Therefore, the case ratio
between the daytime and the night was around 4:1. In the daytime, the whole body of a
vehicle was labelled. To better reflect the feature of a vehicle during the night, only the
headlights were labelled. To fairly compare training and testing performance, all the
models were trained from scratch. In other words, no transfer learning or a pre-trained
weight was used in the experiments.
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All the models were trained and tested on MMDetection3 which was an opensource object detection toolbox based on the Pytorch framework developed by Facebook
Inc. Besides the proposed model, seven well-recognized SOTA models under different
categories were also considered for comparison, including ATSS (S. Zhang et al., 2020),
SSD (Liu et al., 2016), Faster R-CNN (Ren et al., 2016), RetinaNet (Lin, Goyal, et al.,
2017), FreeAnchor (Xiaosong Zhang et al., 2019), FSAF (Zhu, He, & Savvides, 2019),
and Cascade R-CNN (Cai & Vasconcelos, 2018). The detectors used in these seven
models can be grouped into two categories. On the one hand, they can be classified as
single-stage or two-stage. On the other hand, they can be organized as an anchor-based
detector or an anchor-free detector. Figure 3.8 illustrates the classification of each model.

Figure 3.8. Classification of detectors trained in this study.

For this study, the MMDetection version is 2.0 and the Pytorch library version is
1.6. The experiments are performed on a deep learning workstation with four Nvidia
2080 Ti GPUs. The libraries of CUDA and cuDNN developed by Nvidia, have been
installed and configured in the workstation, providing high-performance GPU
acceleration. The CUDA version and cuDNN version are 10.2 and 7.5.2, respectively.

3

https://github.com/open-mmlab/mmdetection
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For each test, because the dataset is relatively small, a single GPU is used during the
experimental training and testing. According to (Kisantal, Wojna, Murawski, Naruniec,
& Cho, 2019), the detection accuracy can benefit from a large-size image. Hence, the
training scale per image has been augmented from [512, 512] to [1333, 800]. To better
present the training strategies, Algorithm 3-1 summarizes the pseudocode of the training
steps.
Algorithm 3-1 Training scheme of DTDNet
Input:
Given input image data collected at the railroad grade crossing
I gt = [ I1 , I 2 ...I n ] .
Annotation data of ground truth: L  I gt .
Output:
Wdtd : DTDNet model weight
1: Load training set, validation set, and test set
2: for the training set images of I gt and their corresponding labels in L do
Image resize: [1333, 800]  [640, 480]
Random flip, Normalization
collect Itrain , I label
end for
3: W , bias  Initialize model parameters
4: for i =1: do
Forward propagation, Loss computation, Backward propagation
Until   Maximum epoch
end for
5: return Wdtd

3.3.2

Ablation study
To investigate the functionality of each component of DTDNet, ablation tests

were conducted. Detailly, this section demonstrates precision and inference speed results
of four network designs. Table 3.1 and Figure 3.9 show test results with different
components of DTDNet. The reason for choosing the image size of 1333×800 to train
and test models is that a large image size can benefit detection accuracy. However, it

48

needs to mention that the enlarged image size also sacrifices inference speed. In Table
3.1, it can be easily found that the overall mAP value (83.2) of our model is 6.9%, 6.4%,
and 2.6% higher than RetinaNet, RetinaNet + TA, and RetinaNet + FreeAnchor head,
respectively, indicating a promising detection accuracy on overall object classes.
Specifically, regarding vehicle detection with the baseline, we find that the TA
module contributes a little to improving detection accuracy but the FreeAnchor head
significantly improves vehicle detection accuracy. This point also can be proved by the
fact that more vehicles are detected in Figure 3.9 (c) than Figure 3.9 (b). Compared to the
baseline, the models include TA module and the FreeAnchor head improve vehicle
detection accuracy 1.0% and 10.0%, respectively. As for pedestrian detection, the TA
module leads to a decrease on the pedestrian detection accuracy and the FreeAnchor head
only brings 1.0% increment. Note that with both TA module and FreeAnchor head, our
model is 3.1% higher than the baseline on the pedestrian detection accuracy.
The TA module presents significant impact on modeling the long object such as
the train instance which is important for traffic management at the crossing. In Figure 3.9
(b) and (d), it can be found that the location and size of the detected train are more
accurate than in Figure 3.9 (a) and (c). The improvement is attributed to the TA that can
effectively model long-range correlations for better understanding the global context.
Compared to the baseline, the models include TA module and the FreeAnchor head
contributes 4.0% and 1.2% to the improvement of train detection accuracy, respectively.
Through comparing the inference speed, we find that the inclusion of the TA module
brings 11.2% inference speed decreases compared to the baseline. Thus, the inference
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speed performance still needs to be improved and more work will be focused on the
optimization of inference speed in the future.
Table 3.1. Ablation test results with different network component under training
image size of 1333×800.
Model
mAP (%)
FPS
Vehicle
Pedestrian Train
RetinaNet

77.8

19.8

74.1

73.9

85.4

RetinaNet + TA

78.2

17.8

74.9

70.6

89.0

81.1

20.0

82.3

74.7

86.4

83.2

13.7

83.1

76.3

90.1

RetinaNet +
FreeAnchor head
DTDNet

(a)

(b)

(c)

(d)

Figure 3.9. Ablation test results under the scene of a train passing the grade
crossing. (a) RetinaNet; (b) RetinaNet + TA; (c) RetinaNet + FreeAnchor head; (d)
DTDNet.
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3.3.3

Evaluation metrics and experimental results
Precision-recall (PR) curve is a popular tool to visualize the relationship between

precision and recall (Guo, Qian, Wu, Leng, & Yu, 2021). Typically, precision and recall
are opposite to each other. In other words, high precision is associated with low recall,
and vice versa. In practice, the averaged precision (AP) calculated by integrating the area
under each curve is adopted to evaluate the model accuracy. Equations (3-17) to (3-20)
demonstrate the computation of precision, recall, and AP, respectively. The PR curves of
above eight models including DTDNet (the proposed network) are plotted in Figure 3.10.
precision =

recall =

TP
TP + FP

(3-17)

TP
TP + FN

(3-18)

1

AP =  p(r )dr

(3-19)

0

mAP =

1
N

 AP

(3-20)

i

where TP is true positive, FP is false positive, and FN is false negative. N is the
number of object classes.
By comparing the results in Figure 3.10, we can find that SOTA models fail to
reach the expected performance as previous researchers claimed when they are applied to
the scene of congested traffic at the grade crossing in this study. As for the AP results of
vehicle detection, our model reaches the highest value of 0.831 while the second highest
value is 0.828 coming from FSAF. SSD has the lowest AP value (0.405), indicating
unsatisfactory performance for this object class. Concerning pedestrian detection, our
proposed model reaches the AP value of 0.763. Compared to RetinaNet, FreeAnchor and
FSAF, our model is 3.2%, 2.1%, and 5.0% higher, respectively, indicating promising
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results on the small object detection. It needs to mention that SSD has the worst
performance of pedestrian detection with an AP value of 0.399 and our model is 91.2%
higher. With respect to the AP values of train detection, our model achieves the
maximum value, 0.901, which is 1.7% higher compared to the lowest AP value from
SSD. It is easy to find that the large object (train) has better experimental results
compared to the other two smaller object classes by each model. No doubt the detection
of small and dense objects is a more challenging task.

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

Figure 3.10. Precision-Recall curve of different models. (a) DTDNet; (b) ATSS;
(c) SSD; (d) Faster R-CNN; (e) RetinaNet; (f) FreeAnchor; (g) FSAF; (h) Cascade RCNN.

Except for AP, recall is another useful parameter to evaluate training results. As
defined in Equation (3-18), recall reflects the ratio of the detected positive case over the
ground truth case. The recall values are shown in Figure 3.11. The recall values of
different classes from the proposed DTDNet are marked with red numbers and arrows for
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easy comparison with other SOTA models. Regarding the detection of vehicles, the
proposed model reaches the maximum recall value, 0.953. The recall value of the
proposed DTDNet is 37.3% higher compared to the lowest recall value of SSD, and is
2.4%, 3.1%, 0%, 2.8%, 1.1%, and 1.1% higher than ATSS, FSAF, FreeAnchor,
RetinaNet, Cascade R-CNN, and Faster R-CNN, respectively.
Regarding the training results of the pedestrian detection, the recall value of the
proposed DTDNet is 0.929, which is 47.0% higher than SSD. It also outperforms ATSS
and FSAF by 1.6% and 4.0%, respectively. The promising recall results on both vehicle
and pedestrian detection suggest high accuracy potentially in the field application.
As shown in Figure 3.11, most of the detectors perform well on the large object
detection, which is possibly because more features are available in the region of interest
(ROI) for training. Our model reaches the second highest recall value (0.944) on the
vehicle class and is 2.9% lower than ATSS and FreeAchor. Interestingly, SSD has the
worst detection performance on both the vehicle and the pedestrian classes, while it still
has good performance on the train detection. Overall, our model shows the best detection
performance in terms of both precision and recall values on the railroad grade crossing
image dataset.
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Figure 3.11. Recall values of different models.

3.3.4

Vehicle counting performance
Different from the evaluation of object detection, three parameters, mean absolute

error (MAE), root mean squared error (RMSE), and mean relative error (MRE), are
chosen to evaluate the vehicle counting performance because they are common
evaluation metrics to measure the error between the prediction and the ground truth
(Hsieh, Lin, & Hsu, 2017; Li, Li, Wu, Chen, & Ngan, 2019; W. Li et al., 2020; Li,
Zhang, & Chen, 2018). RMSE could have a relatively higher weight of large errors
because the errors are squared first and then averaged. Meanwhile, MRE can provide a
measure of the relative size of the error in the field application. The definitions of MAE,
RMSE, and MRE are shown in Equation (3-21), (3-22), and (3-23).
MAE =

1 n
 y j − yˆ j
n j =1

RMSE =

(3-21)

1 n
 ( y j − yˆ j )2
n j =1

(3-22)
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MRE =

1 n y j − yˆ j

n j =1 y j

(3-23)

where y j corresponds to the ground truth number of vehicles in the ROI, yˆ j is the
number of detected vehicles in the ROI. n is the total number of frames in the test.
In this study, the ROI for vehicle detection and counting is specified by the
quadrilateral area demarcated with the yellow lines, as shown in Figure 3.12, Figure 3.13,
Figure 3.14 and Figure 3.15, at the monitored grade crossing. It is worth mentioning that
the ROI needs to be adjusted each time when the camera position and/or orientation is
changed.

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

Figure 3.12. Field test results of during the daytime (without a train). (a) DTDNet;
(b) ATSS; (c) SSD; (d) Faster R-CNN; (e) RetinaNet; (f) FreeAnchor; (g) FSAF; (h)
Cascade R-CNN.
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

Figure 3.13. Field test results of during the daytime (with a train). (a) DTDNet;
(b) ATSS; (c) SSD; (d) Faster R-CNN; (e) RetinaNet; (f) FreeAnchor; (g) FSAF; (h)
Cascade R-CNN.

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

Figure 3.14. Field test results during the night. (a) DTDNet; (b) ATSS; (c) SSD;
(d) Faster R-CNN; (e) RetinaNet; (f) FreeAnchor; (g) FSAF; (h) Cascade R-CNN.
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

Figure 3.15. Field test results under the haze condition. (a) DTDNet; (b) ATSS;
(c) SSD; (d) Faster R-CNN; (e) RetinaNet; (f) FreeAnchor; (g) FSAF; (h) Cascade RCNN.

It needs to be mentioned that the battery life of the surveillance camera is 50
hours only, and each installation may introduce slight changes of the camera angle. In
addition, all object classes can be detected in the whole image, but only the detected
vehicles in the ROI were counted in this study. Figure 3.12, Figure 3.13, Figure 3.14 and
Figure 3.15 present the detection performance during the daytime, nighttime and the light
haze condition, respectively. It is clear to see that our proposed method can classify
different objects well no matter it is a “bulky” train, a “tiny” pedestrian, or the
“indistinguishable” vehicle at the end of the queue. Compared with other models, the
proposed DTDNet can efficiently focus on the objects and accurately distinguish positive
samples by using the attention module and the free anchor matching design, respectively.
Results shown in Figure 3.12 to Figure 3.14 and Table 3.2 to Table 3.4 confirm the
proposed model outperforms other SOTA models in all scenes, daytime or nighttime,
busy or normal traffic, indicating a robust and salient performance for field applications.

57

From Figure 3.15, it is easy to find that under a light haze condition, our proposed
model can detect traffic instances in a high accuracy manner. Clearly, the introduction of
haze degrades the performance of other SOTA models and the number of detected
vehicles at the end of the queue is decreased. Table 3.5 confirms our proposed model
outperforms other models on this specific light haze condition. Even the number of
detections of Free Anchor and Cascade RCNN is close to the ground truth. There are a lot
of false positives and missing out of ROI. Meanwhile, it also indicates a direction for
further improvement. The comparison under other bad weather conditions will be
presented once the data is available.
Regarding the detection-based counting performance, we tested DTDNet on six
randomly selected video clips with heavy congestion conditions during the daytime. The
reason for not considering congestions during the night is twofold: 1) there is a low
probability of congestion during the night and 2) the density level of congestion is not as
severe as daytime. 50 frames in each video clip are randomly selected, and the ground
true of vehicle counts in each clip is manually counted. Prediction results by DTDNet and
the ground truth are plotted in Figure 3.16. The prediction curves are generally in good
agreement with the ground truth, further confirming excellent counting performance of
our proposed model. To further quantify the results in Figure 3.16 and better present the
detection and counting performance, the aforementioned three indicators including MAE,
RMSE, and MRE are calculated and summarized in Table 3.6 for each video clip.
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Table 3.2. Example results during the daytime based on Figure 3.12.
Vehicle
Pedestrian
Train
Ground Truth

20

4

0

DTDNet

18

4

0

ATSS

5

1

0

SSD

6

3

0

Faster R-CNN

12

4

0

RetinaNet

5

4

0

FreeAnchor

23

5

0

FSAF

6

2

0

Cascade R-CNN

9

4

0

Table 3.3. Example results during the daytime based on Figure 3.13.
Vehicle
Pedestrian
Train
Ground Truth

12

0

1

DTDNet

10

0

1

ATSS

1

0

0

SSD

0

0

0

Faster R-CNN

8

0

2

RetinaNet

2

0

0

FreeAnchor

8

0

0

FSAF

2

0

0

Cascade R-CNN

6

0

1
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Table 3.4. Example results during the night based on Figure 3.14.
Vehicle
Pedestrian
Train
Ground Truth

15

0

0

DTDNet

16

0

0

ATSS

1

0

0

SSD

0

0

0

Faster R-CNN

4

0

0

RetinaNet

7

0

0

FreeAnchor

17

0

0

FSAF

1

0

0

Cascade R-CNN

6

0

0

Table 3.5. Example results during the night based on Figure 3.15.
Vehicle
Pedestrian
Train
Ground Truth

9

0

0

DTDNet

6

0

0

ATSS

0

0

0

SSD

2

0

0

Faster R-CNN

2

0

0

RetinaNet

4

0

0

FreeAnchor

6

0

0

FSAF

3

0

0

Cascade R-CNN

7

0

0
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(a)

(b)

(c)

(d)

(e)
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(f)
Figure 3.16. Comparison between prediction and ground truth on congested scene
at the grade crossing.

The quantitative results in Table 3.6 convincingly show that our proposed model
can perform well in congested conditions during the daytime. Regarding MAE results,
clip No.2 has the minimum value, which is 0.67, and meanwhile clip No. 3 reaches the
maximum MAE (2.20). As for RMSE results, clip No.2 obtains the minimum value
which is 1.32, and clip No.6 obtains the maximum RMSE (1.89). In addition to the low
values of MAE and RMSE, all MRE values are smaller than 0.3. To put it into a nutshell,
the proposed model can accurately evaluate congestion conditions at the grade crossing,
and the counting results have low errors compared to the ground truth.

3.4

Summary
This study presents a new DTDNet for congested traffic detection and

experimental results of its detection-based counting in a specific grade crossing. The
major contributions include the shortfall of detecting traffic instances at grade crossings
of SOTA models has been filled with our proposed DTDNet. The feasibility of using the
transformer attention (TA) module to characterize long-distance relationships and the
MLE procedure to detect heavily packed objects has been discussed and tested. The
detection performance under different environmental conditions including daytime,
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nighttime, and haze weather has been evaluated and compared on our proposed model
and other SOTA models. Detection-based vehicle counting has been tested. Experimental
results based on a railroad grade crossing image database have verified our model’s
robustness and superiority.
Specifically, the backbone uses ResNet-50 which incorporates a TA module for
better focusing on long-range relationships and bridging different forms of
representation. Four attention factors are considered in the TA module. The learning-tomatch-based detection head is integrated into our proposed model. It uses the MLE
procedure rather than the conventional hand-crafted IoU criterion to match the object and
its corresponding anchor in a flexible manner. A total of eight models, including seven
SOTA models, were trained and evaluated. The indicators of recall and precision were
used for assessing training and validation performance. The field test results of detectionbased counting were evaluated by MAE, RMSE, and MRE.
Training and evaluation results indicate that our proposed model outperforms
other models on both recall and precision rates. Our model achieves the maximum mAP
value (0.832) of detecting vehicle, train, and pedestrian. The assessment of field
congestion using detection-based counting shows that the proposed model can achieve
promising results. With six randomly selected video clips at the grade crossing, the
values of MAE, RMSE, and MRE are smaller than 2.200, 1.890, and 0.280, respectively.
Overall, our proposed model would be a possible solution for congested traffic
assessment at the grade crossing with a low-cost camera having a limited resolution.
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CHAPTER 4 AUTOMATIC RAILROAD TRACK COMPONENTS
INSPECTION USING REAL-TIME INSTANCE SEGMENTATION4

4

Guo, Feng, Yu Qian, Yunpeng Wu, Zhen Leng, and Huayang Yu. Automatic railroad
track components inspection using real‐time instance segmentation. Computer‐Aided
Civil and Infrastructure Engineering 36, no. 3 (2021): 362-377.
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In the United States, to ensure the railroad safety and keep its efficient operation,
regular track inspections on track component defects are required by the Federal Railroad
Administration (FRA). Various types of inspection equipment have been applied, such as
ground penetrating radar, laser, and LiDAR, but they are usually very expensive and
require extensive training and rich experience to operate. To date, track inspections still
heavily rely on manual inspections which are low-efficient, subjective, and not as
accurate as desired, especially for missing and broken track components, such as spikes,
clips, and tie plates.
To address this issue, a real-time pixel-level rail components detection framework
to inspect track timely and accurately is proposed in this chapter. The first public rail
components image database, including rails, spikes, and clips, is built and released
online. A real-time pixel-level detection framework with improved real-time instance
segmentation models is developed. The improved models leverage fast object detection
and highly accurate instance segmentation. Backbones with more granular levels and
receptive fields are implemented in the proposed models. Compared with the original
YOLACT and Mask R-CNN models, the proposed models are able to: 1) achieve 59.9
bbox mAP, and 63.6 mask mAP with the customized dataset, which are higher than the
other models, and 2) achieve a real-time speed which is over 30 FPS processing a highresolution video (1080×1092) with a single GPU. The fast processing speed can quickly
turn inspection videos into useful information to assist track maintenance. The railroad
track components image dataset can be accessed at
https://github.com/jonguo111/Rail_components_image_data
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4.1

Introduction
With the significant progress in neural network and computer vision,

infrastructure damage detection methods, based on machine learning and computer
vision, have been successfully applied in civil engineering (Adeli, 2001). For instance, in
bridge damage detection, researchers have conducted bridge health inspections by using
the Bayesian optimized deep learning model (Liang, 2019), concrete bridge surface
damage detection by using the improved YOLOv3 (C. Zhang et al., 2020), and crack
evaluation of a high-rise bridge by using a modified SegNet (Jang et al., 2020). For
pavement assessment and crack detection, CrackNet and CrackNet-V for pixel-level
cracking detection on 3D asphalt images were developed (Fei et al., 2019; A. Zhang et
al., 2017). Jeong et al. (2020) assessed the pavement roughness by using an optimized
CNN.
For concrete structure damage evaluation, there were studies on the reinforced
concrete building damage detection using ResNet-50 and ResNet-50-based YOLOv2
(Pan & Yang, 2020), pixel-level multiple damage detection of concrete structure by using
a fine-tuned DesNet-121 (Li, Zhao, & Zhou, 2019), and concrete crack detection by using
context-aware semantic segmentation (Xinxiang Zhang, Dinesh Rajan, et al., 2019).
Moreover, health condition monitoring of civil infrastructure has widely been using
CNNs, such as infrastructure condition assessment using DCNNs (Wu et al., 2019) and
the estimation of wind-induced responses using a CNN model (Oh, Glisic, Kim, & Park,
2019).
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However, few studies implement the cutting-edge CNN models on railroad track
inspection and detection. Gibert et al. (2016) attempted to use the DCNN model, which
was developed for semantic image segmentation, in railway ties and fasteners inspection.
The target objects needed to be classified on multiple levels and cannot perform a realtime and end-to-end test. Wu et al. (2018) built a novel visual inspection model for rail
surface defects using UAV images and gray stretch maximum entropy. Due to limited
performance under visibility and environmental variations, the model has few field
applications. Later, Wu et al. (2020)proposed a deep learning-based method to improve
the inspection on track fasteners using UAV images. However, it only focused on object
detection but not segmentation, leaving it hard to characterize the damage shape of a
certain track component.
Up to now, track component detection is still a very challenging task due to the
complex environmental condition, small or tiny objects, and limited training data.
Besides, the railroad track could appear to be very similar, but there would also be some
variations. For example, the spikes and clips may be quite different from each other
depending on the types. Also, the appearance of the same components would change
based on the surrounding environment, considering the track would go through different
remote/rural areas.
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This chapter proposes a computer vision-based pixel-level track components
detection system by using the improved one-stage instance segmentation model and prior
knowledge, aiming to inspect the rail components in a rapid, accurate, and convenient
fashion. The proposed network extracts the input features from the improved backbone,
predicts objects in different scales utilizing feature pyramid network, and generates highquality masks by assembling prototype generation and mask coefficient. As Figure 4.1
shows, three major tasks are conducted in this study: 1) data preparation, 2) training &
validation, and 3) prediction & comparison with other state-of-the-art models. In this
study, the contributions and novelties include: 1) The first public railroad components
dataset, which includes a total of 1000 images, is built and released online for free access.
It may prompt the implementation of cutting-edge deep learning models in the railroad
application. 2) Real-time instance segmentation models with fast speed and high accuracy
are firstly improved and utilized in railroad research. Testing results show the improved
models outperform the original models. In the future, when it is implemented on a mobile
computing board which has enough computational power, the current “walking
inspection” in the railroad could be replaced, and the future inspection work can be more
efficient and accurate. 3) The effects of different illumination conditions on predictions
are discussed. The testing results verified the illumination condition would influence the
performance of the models, and the improved models work better than the original
models under low-visibility conditions.
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Figure 4.1. Content of this chapter.

4.2

Methodology

4.2.1 Proposed neural network architecture
To accurately identify multiple railroad track components, YOLACT-Res2Net-50
and YOLACT-Res2Net-101, which adapt a new backbone architecture compared to the
original models, are proposed and evaluated in this study. Figure 4.2 presents the main
structure of the proposed models. Specifically, the main structure includes backbone
(feature extractor), feature pyramid network (FPN), prediction head (generating anchors),
and Protonet (predicting k prototype masks). In general, instance segmentation is more
difficult than object detection since it heavily relies on feature localization to generate
masks, resulting in low speed and impractical in field applications. Nevertheless, the
YOLACT type model separates the instance segmentation into two parallel tasks. One is
responsible for generating prototype masks using the Protonet (a fully convolutional
network) over the entire image, and the other one focuses on predicting anchors and mask
coefficients by using prediction head. These two tasks are assembled by a linear
combination, and the outputs are generated with a threshold. In this way, the model
improves inference speed and mask quality.
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Figure 4.2. The main structure of the proposed models.

4.2.2 Backbone structure
In object detection, the backbone acts as the main feature extractor, which takes
images or videos as input and yields corresponding feature maps (Jiao et al., 2019).
According to the specific needs of detection accuracy and efficiency, different backbones
can be developed for a model after a modification or tuning. For high accuracy, a deep
and densely connected backbone, such as the ResNet and DenseNet, can be employed in
the model. Considering the speed and efficiency, lightweight backbones, such as the
MobileNet and EfficientNet, would be preferred. In this study, to improve the detection
performance, a new backbone, Res2Net, with a stronger multi-scale representation
capability is implemented into the proposed models, YOLACT-Res2Net-50 and
YOLACT-Res2Net-101. More details are presented in the following sections.
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4.2.2.1 ResNet-50 & ResNet-101
ResNet-50 and ResNet-101 backbone (He et al., 2016) are adopted in the original
YOLACT models. As the name indicates, ResNet-50 and ResNet-101 include 50 layers
and 101 layers, respectively. To reduce the inference computations, the bottleneck
structure is introduced in the ResNet. Figure 4.3 shows the bottleneck design for ResNet50 and ResNet-101. As shown in Figure 4.3, with the bottleneck design, the first 1×1
convolution reduces a 256-dimension channel to a 64-dimension channel, and it is
recovered by a 1×1 convolution at the end.
Figure 4.4 shows the main structure of the ResNet-50. It consists of five stages,
which are Conv1, Layer1, Layer2, Layer3, and Layer4, respectively, corresponding to C1
to C5 shown in Figure 4.2. Due to the limitation on the space, C1 and C2 are not plotted
in Figure 4.2. From Layer1 to Layer4, each block contains three convolutional layers,
which represent the bottleneck module. Specifically, there are 3, 4, 6, and 3 stacked
blocks in ResNet-50. Similarly, in ResNet-101, there are 3, 4, 23, and 3 stacked blocks.
Furthermore, after Conv1, Layer1, Layer2, Lay3, and Layer4, the input image size
becomes 1/2, 1/4, 1/8, 1/16, and 1/32 of the original image size, respectively.

Figure 4.3. Structure of bottleneck design.
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4.2.2.2 Res2Net-50 & Re2sNet-101
Res2Net (Gao et al. (2019) is a new backbone architecture which can improve the
multi-scale representation capability at a granular level. Figure 4.5 shows the architecture
of the Res2Net bottleneck which plays an important role in the new backbone. In this
bottleneck structure, the original 3×3 filter of n channels shown in Figure 4.3 is replaced
with a set of smaller filter groups. Each group has w channels. Note, n=w×s, where s
represents the scale. As shown in Figure 4.5, following the 1×1 convolution, the feature
maps are evenly split into s subsets. xi is one of the subsets which has 1/s number of
channels and the same spatial size with inputs. For each feature subset xi (i ≥2), there is a
3×3 convolution corresponding to it, namely as Ki (). While for x1 and y1 =x1, there is no
convolution. Each output feature map, yi, is the output of Ki (). The calculations are
summarized in Equation (4-1). During the following model training and evaluation in this
study, w is assigned to 26 and s is assigned to 4.
 xi

yi =  Ki ( xi )
K ( x + y )
i −1
 i i

i = 1;
i = 2;

(4-1)

2  i  s.

where yi is the output feature map, xi is the input feature map, Ki is the
convolution corresponding to xi.
To better show the improved network architecture, Table 4.1 presents the detailed
parameters of the proposed YOLACT-Res2Net-50 backbone. As shown in Figure 4.4,
there are five stages: Conv1, Layer1, Layer2, Layer3, and Layer4. The main difference is
the bottleneck structures shown in Figure 4.3 and Figure 4.5. It also can be referred in the
filter size shown in Table 4.1. The original filters are changed from [1×1, 3×3, 1×1] to
[1×1, 3×3, 3×3, 3×3, 1×1]. Meanwhile, from x2 to x4, there are convolutional processes
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with each kernel. This way, as the literature (Gao et al., 2019) mentioned, the range of
receptive fields for each network layer will increase. Therefore, the model will have
better detection performance. Besides, it is worth noting that the introduced feature sets
cause changes in the output channels.

Figure 4.4. Main structure of ResNet-50.

Figure 4.5. Structure of. Res2Net bottleneck (scale=4).
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Table 4.1. The detailed specifications of backbone of proposed Res2Net-50.
Output
Output
Layer
Type
Filter size
Stride
channels
size
Input image
512
Conv1
7×7
2
64
256
Max pooling
3×3
2
64
128
Layer1

Layer2

4.2.3

bottleneck

11, 104 
3  3, 26 


3  3, 26   3


3  3, 26 
11, 256 

256

128

bottleneck

11, 208 
3  3, 52 


3  3, 52   4


3  3, 52 
11, 512 

512

64

1024

32

2048

16

Layer3

bottleneck

Layer4

bottleneck

1 1, 416 
3  3, 104 


3  3, 104   6


3  3, 104 
1 1, 1024 
11, 832 
3  3, 208 


3  3, 208   3


3  3, 208 
11, 2048

FPN structure
To detect objects on multiple scales, Feature Pyramid Network (FPN) (Lin,

Dollár, et al., 2017) has widely been using in many object detection and segmentation
models. Typically, the composition of an FPN includes a bottom-up pathway, a top-down
pathway, and lateral connections. The bottom-up pathway is the feed-forward
computation for the backbone to extract features in the inputs. The assembly of
convolution layers with the same output feature size is denoted as the stage in the FPN.
Specifically, the backbone, as shown in Figure 4.1, {C3, C4, C5} is the output of the last
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residual blocks in the stage of Layer2, Layer3, and Layer4, respectively. When layers go
up, the spatial resolution decreases. In terms of the top-down pathway, it constructs the
high-resolution layers from higher layers in the pyramid which are semantically strong,
but not precise. Hence, the later connections are then used to merge the features from the
bottom-up pathway and top-down pathway for a better prediction on the object locations.
The original set of feature output in the FPN is {P3, P4, P5}, corresponding to {C3, C4,
C5}. In the YOLACT type models, to increase the detection performance on the small
objects, P5 is upsampled to P6 and P7 with one-fourth dimensions; meanwhile, P2 is
omitted.

4.2.4 Prototype generation
To improve the operation speed, instance segmentation is achieved by two
parallel tasks in the original and improved models. One of the parallel tasks, generating
prototype masks, is completed by Protonet. It is worth noting Protonet is a fully
connected network (FCN), which is attached to the P3 layer in the FPN. The architecture
of Protonet can be seen in Figure 4.2. In this branch, k Protonet masks without loss
computations are proposed for the entire image. To improve the instance segmentation
performance, we increase the k from 32 to 64 in the proposed models. A nonlinear
activation function, ReLU, is used to keep the outputs from Protonet unbounded and
generate more interpretable prototypes.
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It also needs to mention that the number of prototype masks are independent of
the number of categories; thus, it can lead to a distributed representation for the generated
prototypes. Example prototype images generated by the proposed YOLACT-Res2Net-50
are shown in Figure 4.6. The high-resolution prototypes are beneficial for mask quality
and detection performance on small objects.

Figure 4.6. Prototype image generation.
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4.2.5 Mask coefficient and assembly
The other parallel task of instance segmentation is to generate mask coefficients
in anchor-based object detectors (prediction head). Unlike RetinaNet, the original and
improved models use a shallower predictor and adopt a mask coefficient branch. As
Figure 4.2 shows, in the prediction head, there are 4+c+k coefficients per anchor. To
subtract the generated prototypes, the tanh activation function is applied. The masks are
generated by assembling Protonet output and mask coefficients using a linear
combination. A sigmoid nonlinearity is applied to generate final masks. Equation (4-2)
shows the mentioned steps. During the training and evaluation process, the final masks
are cropped with the ground truth bounding boxes and predicted bounding boxes,
respectively.
M =  ( PC T )

(4-2)

where P is an h×w×k matrix of prototype masks and C is a n×k matrix of mask
coefficients for n instances surviving NMS and score thresholding.

4.2.6 Loss functions
Three loss functions, including mask loss, classification loss, and box regression
loss, are used in data training. Specifically, the mask loss applies pixel-wise binary crossentropy (BCE) loss function to calculate the loss between the assembled Masks M and the
ground truth masks Mgt. Mask loss is expressed in Equation (4-3). For classification loss
and box regression loss, the functions are shown in Equation (4-4) and (4-5). The
corresponding weights for these three loss functions are 1, 1.5, and 6.125, respectively.
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Lmask = BCE ( M , M gt )
gˆ wj = log(

g wj

gˆ hj = log(

)
w

di

gˆ cxj = ( g cxj − dicx ) / diw
Lloc ( x, l , g ) =

(4-3)

N





iPos mcx , cy , w, h

N

Lconf ( x, c) = −  xijp log(cˆip ) −
i pos

g hj
dih

)

gˆ cyj = ( g cyj − dicy ) / dih

(4-4)

xijk smoothL1 (lim − gˆ mj )

 log(cˆ )

iNeg

0
i

(4-5)

exp(cip )
where cˆ =
 p exp(cip )
p
i

where c is the softmax loss over multiple classes confidences.

4.3

Experiments and results
To validate the performance of the proposed models and compare them with the

original models having their default backbones, five models are trained and tested in this
study. Specifically, the original models are YOLACT-ResNet-50 and YOLACT-ResNet101. The improved models are named as YOLACT-Res2Net-50 and YOLACT-Res2Net101. In addition, Mask R-CNN, which represents the high mask quality and the high
accuracy on object detection, is trained and evaluated, aiming to improve the comparison
between Mask R-CNN and the improved models. For the original models and the
improved models, the training processes are completed in the same module. For Mask RCNN, MMDetection (Chen et al., 2019) which is an open-source object detection toolbox
based on Pytorch, is adopted for friendly usage, training, and evaluation. The detection
results generated from different models are evaluated based on MS COCO evaluation
metric (Lin et al., 2014) aiming to compare the results fairly and comprehensively. The
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validation curves generated from the training and validation process of the original and
improved models are plotted and discussed. For Mask R-CNN, since there are differences
between different training modules, only AP, AP50, and AP75 are compared and evaluated
in Table 4.3.

4.3.1 Dataset preparation
The images are saved from video frames recorded on an iPhone® 8 smartphone
with a 12-megapixel main camera which has a single wide-angle lens with an f/1.8
aperture. The videos are taken from a railroad section besides 300 Main St. Columbia,
SC. The section is between GPS coordinates [33.988208, -81.025973] and [33.989474, 81.025942]. The smartphone is held in hand and the video is taken at a walking speed
along the track. A total of 30 minutes of video is recorded and saved on the smartphone.
The original video resolution is 1920×1080 and the converted image size is set to
512×512 to meet the training image size requirement. Three types of rail components,
including rail, spike, and clip are included in the image database. To prevent overfitting,
the training images are processed with image augmentation, including mirroring, rotation
(90°), and the combination of rotation (180°) and gaussian noise. A popular labeling tool,
labelme (Ketaro Wada, 2016) is employed to generate the annotation files.
The output JSON files are converted to COCO format based on the prepared code
for training, validation, and evaluation. Figure 4.7 shows the ground truth and the
labeling mask. Note that the background is category 0. The rail, clip, and spike represent
category 1, category 2, and category 3, respectively. The category IDs should be correctly
associated with the class names. Otherwise, the detection results will have the wrong
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labels. Following the general ratio of the cross-validation principle and previous studies
(S. Li et al., 2019; Xinxiang Zhang, Dinesh Rajan, et al., 2019), the ratio between the
training set and test set is set to 8:2. A total of 1000 images, which are released online for
free access, are used for training and test. To reduce the bias and ensure the training
processes are statistically significant, the 5-fold cross-validation is performed in the
training procedure. Specifically, 1000 images are randomly split into 5 folds and each
fold contains 200 images. Each group is taken as a test set and the remaining groups are
considered as the training set. Totally, 25 training and tests are for the entire dataset. The
evaluation results including the mean values and standard deviations are shown in Table
4.3.

(a)
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(b)
Figure 4.7. Example of original jpg image and label result (a) Ground truth (b)
instance label visualization.

4.3.2 Training and validation
Transfer learning is a convenient timesaving method to train deep learning
models. Since multiple models need to be trained and evaluated, transfer learning, other
than training individual models from scratches, is employed in the test. Pre-trained
weights for the backbones of the proposed models and original models are implemented
in the model initialization stage. Because the new backbones are adapted in the original
models, the dictionary of key and value in the pre-trained weight file needs to be updated
with the proposed network structure. To avoid program running errors and make sure the
training is successfully started, new functions are written to filter the unused layers (such
as some batch normalization layers) in pre-trained weight files and make the proposed
architecture correspond to the original settings.
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Generally, the training process aims to minimize the overall loss by optimizing
the model parameters (Wang & Cheng, 2020). In other words, the lower the overall loss
is, the better the model is. In this study, the popular stochastic gradient descent (SGD)
optimizer is applied to train the improved models. Table 4.2 shows the training
hyperparameters. The training iteration is 10k and the initial learning rate is 10-3. The
learning rate is a vital hyperparameter in model performance. A small value will result in
a long training process, and a large value will lead to hasty and unstable training. In this
study, the initial learning rate is divided by 10 at iterations 2k, 6k, and 7k by using a
weight decay of 5×10-4 and a momentum of 0.9.

Table 4.2. Training hyperparameters for our proposed models.
Hyperparameters
Value
Input size

512 × 512

Initial learning rate

10-3

Weight decay

5 × 10-4

Momentum

0.9

Iterations

10k

Batch size

8

To configure and expedite the model training, the Pytorch library developed by
Facebook and the packages of CUDA 10.2 with Cudnn 7.6.5 developed by NVIDIA are
included in this study. All the training processes are accomplished in a lab server. The
server system is CentOS 7.2 with Inter i7 CPU. The GPU is NVIDIA 1080 Ti with driver
440.33. The training time for each model takes around 1 to 1.5 hours. Figure 4.8 shows
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the validation accuracy of a test model on a randomly selected training set. Figure 4.8 (a)
clearly shows the proposed models outperform the original model in terms of the
validation accuracy of the bounding box. The original model has the lowest validation
accuracy value, which is 57.65, while the proposed YOLACT-Res2Net-50 has the
highest validation accuracy value, which is 61.65. In Figure 4.8 (b), the validation
accuracies of the mask are close among these four models. Still, the proposed YOLACTRes2Net-101 has the highest value of 59.32 and the original model has the lowest value
of 57.95.

(a)
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(b)
Figure 4.8. Representative validation accuracy of original YOLACT models and
proposed YOLACT-Res2Net-50 and YOLACT-Res2Net-101.

4.3.3 Detection performance and evaluation
In this study, COCO mAP (mean average precision), a common metric in
measuring the accuracy of object detectors, is applied to evaluate the detection
performance of different models. Before analyzing the mAP results, its important
components of intersection over union (IoU) and average precision (AP) need to be
explained. IoU measures the overlap between the predicted boundary and the ground
truth.
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Figure 4.9 shows the definition of IoU. Generally, the IoU threshold of 0.5 is to
determine if the prediction is a true positive or a false positive. AP is the averaged
precision across all values of recall between 0 and 1, and it can be calculated by taking
the area under the precision recall (PR) curve. Note AP is averaged over all categories,
therefore there is no difference between mAP and AP in this study. The calculation of
precision and recall are introduced in Equation (4-6) and (4-7). From our training logs,
the representative PR curves of the improved models and the original models can be seen
in Figures 4.11 and 4.12. Table 4.3 shows the COCO mAP results of all trained models.

Figure 4.9. The definition of IoU.

Precision =

Recall =

TP
TP + FP

(4-6)

TP
TP + FN

(4-7)

where TP is true positive, TN is true negative, FP is false positive, and FN is false
negative.

85

Typically, the precision-recall curve shows the relationship between precision and
recall of different thresholds. Figures 4.10 and 4.11 are plotted with the thresholds of
50% and 75%, respectively. A high area corresponds to a high recall and a high precision
in each class. Meanwhile, a high precision indicates the detection has more relevant
results than the irrelevant cases and a high recall means the model returns most of the
relevant results. In Figure 4.10 and Figure 4.11, with a threshold of 50%, all the areas are
over 0.97 except for the result of YOLACT-ResNet-50. When the threshold is 75%, the
best detection of the rail is from YOLACT-Res2Net-50, of which the area is 0.616.
Similarly, the best detection on the clip is from YOLACT-Res2Net-101, and the best
detection on the spike is from YOLACT-Res2Net-50.
Based on these results, it is reasonable to believe the improved models outperform
the original models. To evaluate the detection performance on a wider scale, the MS
COCO evaluation matric with AP50 and AP75 are performed and shown in Table 4.3. It
shows that the proposed models, YOLACT-Res2Net-50 and YOLACT-Res2Net-101
have competitive performance in the detection of bounding boxes and masks. For
detecting bounding boxes, considering the AP values, the proposed models outperform
the original models by 3 AP and 2.5 AP, respectively. While Mask R-CNN achieves the
highest AP value, 63.9. With a 50% IoU threshold, there is not much difference in AP
values between different models. However, the improved models perform better when the
IoU threshold is 75%.
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The proposed models outperform the original models by 5.8 AP and 7 AP,
respectively. Meanwhile, Mask R-CNN has the highest AP value, 76.7. Regarding the
standard deviation (SD), all the models have low SD values with different training and
testing sets, indicating the bounding box prediction results are solid, reliable, and
statistically significant. The improved models are more effective on the bounding box
prediction compared to the original ones.
In terms of the instance segmentation performance, the proposed models are able
to improve the mask accuracy compared to the original models and Mask R-CNN. For
the AP values, YOLACT-Res2Net-101 has the highest mask AP value, which is 2.6
higher than the value of the original one. YOLACT-Res2Net-50 improves AP by 4
compared to its original model. Regarding the performance of instance segmentation with
an IoU threshold of 50%, the proposed models both achieve AP50 of 97.3 which are
higher than the values of the original models and Mask R-CNN. When the IoU threshold
is 75%, YOLACT-Res2Net-50 achieves the AP75 of 69.7 which is 3.2 higher compared to
the value of its original model. While, the proposed YOLACT-Res2Net-101 model has a
lower AP75 value which is 3.9 lower compared to its original model. Since the AP value
computation needs different thresholds, although the proposed model performs a bit
worse with one of the thresholds, overall it still performs very well. For the SD values on
mask detection, it can be found that they are lower on the AP50 but are higher on the
AP75. This needs to be considered for future improvement.
The detection strategy of Mask R-CNN is to propose lots of candidate proposals,
so Mask R-CNN performs better on the bounding box and it has been proved to be
effective as shown in Table 3. However, as a trade-off, from Figure 4.12 it can be seen
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the detection speed of Mask R-CNN is much lower compared to YOLACT models. The
average inference speed of Mask R-CNN is 5.3 FPS with a standard deviation of 0.36,
while the original and improved models inference time is close to or over 30 FPS,
indicating a possible real-time application in the field inspection. The inference speeds of
the proposed YOLACT-Res2Net-50 and YOLACT-Res2Net-101 models are 35.9 FPS
(SD=0.65) and 28.4 FPS (SD=0.92), respectively. They are slightly slower compared to
the original models which have 40.3 FPS (SD=0.40) and 32.4 FPS (SD=0.76). The
possible reason could be that more receptive fields cost more computational power and
this leads a potential optimization research in the future. In short, the proposed
YOLACT-Res2Net-50 performs the best on bounding box detection in a real-time speed,
and YOLACT-Res2Net-101 has the best mask accuracy.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 4.10. Representative precision-recall curves of YOLACT-ResNet-50 and
YOLACT-ResNet-101 on each category. (a)-(c): rail, clip, and spike on YOLACTResNet-50; (d)-(f): rail, clip, and spike on YOLACT-ResNet-101.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 4.11. Representative precision-recall curves of YOLACT-Res2Net-50 and
YOLACT-Res2Net-101 on each category. (a)-(c): rail, clip, and spike on YOLACTRes2Net-50; (d)-(f): rail, clip, and spike on YOLACT-Res2Net-101.
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Table 4.3. COCO mAP results with different models in this study on custom dataset.
Method
AP
SD
AP50

bbox

91
mask

SD

AP75

SD

YOLACT-Res2Net-50

59.4

2.4

97.7

1.6

65.6

6.2

YOLACT-Res2Net-101

59.9

2.2

97.9

1.2

67.3

5.2

YOLACT-ResNet-50

56.4

1.8

97.1

1.4

59.8

5.1

YOLACT-ResNet-101

57.4

1.9

97.1

1.9

60.3

3.9

Mask R-CNN

63.9

3.4

97.6

1.5

76.6

7.7

YOLACT-Res2Net-50

63.2

7.3

97.3

1.7

69.7

12.8

YOLACT-Res2Net-101

63.6

6.8

97.3

1.9

64.4

12.7

YOLACT-ResNet-50

59.6

6.6

96.5

1.8

66.5

12.0

YOLACT-ResNet-101

61.0

6.9

96.5

2.5

68.3

12.3

Mask R-CNN

61.6

6.6

97.2

1.6

64.4

12.7

Note: AP50 is AP @ IoU = 0.5; AP75 is AP @ IoU = 0.75; SD is standard deviation.

Figure 4.12. Detection speed of different models.

4.3.4 Influence of light condition
In the field practice, environmental conditions are complex, and the track
components are relatively small, making visual inspections very challenging. Besides, the
inspection window has been reducing due to the busier timetables. Therefore, any
detection model has to be robust enough to accommodate harsh environmental conditions
for field applications. One of the typical challenges in the field is the light condition. To
test the detection performance under different light conditions, five different light
intensities are used on the 24-bit depth images, which are original light, light-10%, light30%, light-50%, and light-70%. Figure 4.13 shows the testing results under the selected
five visibility conditions.
Looking at the ground truth with naked eyes, there are obvious differences
between the normal and dimmed conditions. As the light decreases, the image
background becomes darker, and the rail components are blended into the background. It
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is indeed challenging to distinguish the rail components by naked eyes without sufficient
light as shown in the first row in Figure 4.13. Furthermore, the specific image presented
in Figure 4.13 is taken during a rain, making it more troublesome for detection. In this
particular image, there are five spikes, one rail, and four clips. The results of the detection
accuracy of each model under different light conditions are presented in Figure 4.14. For
YOLACT-ResNet-50, in the first four light conditions, it successfully detects all the
spikes and the clips. However, it cannot detect the rail and add a mask on it. In the
darkest condition, light-70%, it missed two spikes. YOLACT-ResNet-101 is similar to
YOLACT-ResNet-50. It also fails to detect the rail, meanwhile, it misses three spikes
under the light-70% condition. Regarding the proposed YOLACT-Res2Net-50, except
for the last condition, it successfully detects the rails and adds the masks on them. Under
the light-70% condition, it misses one spike. The proposed YOLACT-Res2Net-101 also
performs well under each condition. It detects the rails and adds mask on them under four
different light conditions, but it misses three spikes in the darkest condition. It is worth
noting that the last model, Mask R-CNN has good performance in different light
conditions. It detects three rails out of all rails. Meanwhile, it just misses two spikes in
the darkest condition.
Overall, our improved models outperform the original models and Mask R-CNN
under five lighting conditions. It should be mentioned that the test image is randomly
selected from the image set. To some extent, it can reflect the real performance in the
field practice. Currently, limited by the training data, other types of track components are
not included. In the future, the detection performance can be improved with more data
and further enhancement of the model.
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Figure 4.13. Representative detection results on the different light condition 1:
Ground truth; 2: YOLACT-Res2Net-50; 3: YOLACT-Res2Net-101; 4: YOLACTResNet-50; 5: YOLACT-ResNet-101; 6: Mask R-CNN.
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Figure 4.14. Detection accuracy under different illuminations.
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4.4

Summary
This chapter presents the improved real-time instance segmentation models and

their application on the railroad track component detection. The improved models are
developed based on a fully convolutional model which includes backbone, FPN,
Protonet, and prediction head. The input features are extracted by the improved backbone
and the FPN structure is responsible for detecting objects on different scales. The
instance mask is generated by two parallel tasks. One is accomplished by the Protonet
and the other one is achieved by the prediction head which also generates the anchors for
bounding boxes. To accelerate the detection speed, the fast NMS is applied. During the
training, the first track components image database is built. A total of 1,000 images are
used for training and validation. Cross-validation is performed to validate these
experiments are statistically significant. Five models, including the two proposed models
and three other popular models, are trained and evaluated based on precision-curve and
MS COCO evaluation metrics. Experimental results show our proposed models
outperform the state-of-the-art models on detection accuracy.
To our best knowledge, this chapter is the first attempt to apply real-time instance
segmentation with high accuracy and real-time speed (>30 FPS) on a single GPU, which
is a more challenging task compared with object detection, semantic segmentation, and
previous instance segmentation (inference speed < 30 FPS), in the railroad inspection and
even civil engineering. Under the real-time speed condition that requires a processing
speed above 30 FPS, the proposed models outperform the original models and the Mask
R-CNN model in terms of detection accuracy of the bounding box and mask. In the
future, when the improved model implemented on a cost-efficient mobile computing
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board that has enough computational power, the inspection on the rail track components
can be more cost-effective, efficient, and accurate. Under the different light conditions,
our proposed models outperform the other models, proving the robustness on low
visibility conditions. This chapter demonstrated the possibility of applying the cuttingedge deep learning technology into the railroad track components inspections, paving the
road for future applications. However, there is indeed room for improvement. Future
extensions will focus on building the first comprehensive railroad image database and
improving detection without compromising speed.
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CHAPTER 5 A COMPUTER VISION-BASED REAL-TIME RAILROAD
TRACK COMPONENTS INSPECTION FRAMEWORK BASED ON
YOLOV45

5

Guo, Feng, Yu Qian, Yunpeng Wu, Zhen Leng, and Huayang Yu. Automatic railroad
track components inspection using real‐time instance segmentation. Computer‐Aided
Civil and Infrastructure Engineering 36, no. 3 (2021): 362-377.
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According to the Federal Railroad Administration (FRA) database, track
component failure is one of the major factors causing train accidents. To improve railroad
safety and reduce accident occurrence, tracks need to be regularly inspected. Many
computer-aided track inspection methods have been introduced over the past decades,
however, inspecting missing or broken track components still heavily relies on manual
inspections. To address those issues, this chapter proposes a real-time and cost-effective
computer vision-based framework to inspect track components quickly and efficiently.
The cutting-edge convolutional neural network, YOLOv4 is trained, tuned, and evaluated
based on the images in a public track components image database. Compared with other
one-stage object detection models, the customized YOLOv4-hybrid model can achieve
94.4 mean average precision (mAP) and 78.7 frames per second (FPS), which
outperforms other models in terms of both accuracy and processing speed. It paves the
way for developing portable and high-speed track inspection tools to reduce track
inspection cost and improve track safety.
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5.1

Introduction
In the United States, regular track inspections are mandatory by the federal

railroad administration (FRA) due to the fact that infrequent or inadequate railroad
inspection is one of the major causes of railroad accidents (FRA, 2018). Considering the
tens of thousands of miles of railroad tracks and the busy operations, it is impossible and
impractical to inspect each track segment on a daily basis. For the last few decades, rail
inspections solely rely on the available personnel and their experience. To improve the
railroad track safety and increase the inspection efficiency, automatic inspection methods
and equipment have been developed over the years, such as using lasers to measure the
track geometry and rail profiles (Liu, Li, Wu, & Meng, 2014), ground penetration radar
(GPR) to assess ballast fouling conditions (Leng & Al-Qadi, 2010; Roberts, Rudy, AlQadi, Tutumluer, & Boyle, 2006), ultrasonic or Eddy current to identify rail internal
defects (Hackel, Stein, Maindorfer, Lauer, & Reiterer, 2015; Rizzo et al., 2010), and
Lidar to detect track fouling (Artagan, Ciampoli, D’Amico, Calvi, & Tosti, 2019). Those
automatic inspection methods greatly improve track safety and reduce the accident
frequency. However, those automatic inspection methods typically require expensive and
special equipment as well as skillful operators, which limits the application in the field.
Thus, till now, most of the railroad track inspection work, except for the track
geometry measurement, is still very labor- and time-intensive, especially for inspecting
missing or broken track components. The dilemma between track operation and track
inspection has been more pronounced with the increasing transportation demand. On one
side, the rapid tonnage accumulation causes more track damage on the track components
which requires more frequent track inspections. On the other side, a busier schedule
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leaves very tight window for inspection operations. This issue is more problematic with
the Class I railroad mainlines due to the saturated traffic volume. Over the past decades,
missing and broken railroad track components, such as spikes, clips, rails, ties, and tie
plates, are among of the leading factors that causing railroad accidents. Uncountable
financial loss and even fatalities are caused by a limited number of missing or broken
track components. For instance, in 2014, broken spikes caused a 120-car Norfolk
Southern train derailment at Vandergrift, PA, which spilled between 3,000 and 4,000
gallons of crude oil. Another example is a Union Pacific train carrying 96 cars has
derailed near Mosier, Oregon, resulting in 42,000 gallons of Bakken oil being spilled and
a severe oil train fire due to broken spikes (Dake, 2016; A. Hardway, 2014; Tom
Roadcap, 2018) . Thus, an automatic rail components inspection system with high
accuracy, fast processing speed, and low cost, is in urgent need.
The challenges of railroad track inspection are the work needs to be completed in
a very limited time and requires relatively easy operations by the railroad personnel.
Considering the engineering difficulties and inspired by the successful applications of the
third generation of You Only Look Once (YOLO) detectors, which are the state-of-theart object detection algorithm in the deep learning(Zhao, Zheng, Xu, & Wu, 2019). This
chapter aims to develop a fast, accurate, yet low computation demand track inspection
method. In this work, a real-time railroad track components inspection framework based
on the just-released YOLOv4 (Wu, Lv, Jiang, & Song, 2020) is proposed for track
components inspection. The contributions of this study are: (1) An improved YOLOv4
model is firstly proposed for the railroad track components inspection; (2) Influence of
different activation functions and loss functions on the performance of YOLOv4 trained
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with a customized dataset is tested and compared; (3) The comparison between the
improvedYOLOv4 and other State-of-The-Art (SOTA) models on the detection
performance has been tested, summarized, and discussed; (4) The impact of different
image sizes and illumination conditions on detection performance has been illustrated;
and (5) The detection performance of YOLOv3 and the modified YOLOv4 on “missing
components” or “fake components” is compared. Note the former two contributions are
focusing on the model improvement, while the latter three contributions are directly
related with the field application of automatic railroad track inspections.

5.2

Methodology

5.2.1 Proposed neural network architecture
In this study, to efficiently and accurately inspect the rail track components with a
real-time speed on a single GPU, the newly developed one-stage object detection
framework, YOLOv4 (Bochkovskiy, Wang, & Liao, 2020), is modified and trained based
on the needs of railroad track inspection. Then, the developed models are evaluated and
compared with SOTA models. The overall methodology is described in Figure 5.1.
Data preparation: the training files mainly include images and the corresponding
annotation files which are built using the labelme (Ketaro Wada, 2016), an open-source
labeling tool for the model training.
Model training: three object classes, rail, clip, and spike are selected for the
training purpose. A public available data set with a total of 1,000 images are used for
training (Guo, Qian, Wu, et al., 2021). To better fit the training needs of the customized
image data, the original activation function of YOLOv4 is modified to improve the
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prediction performance. The original activation function of YOLOv4 is replaced with two
different activation functions and one combination of the hybrid activation functions,
aiming to construct three different YOLOv4 models. A total of five models including the
three modified YOLOv4 models, original YOLOv4, and original YOLOv3 are trained
with the PyTorch library.
Performance evaluation: The precision-recall (PR) curve, precision, recall, F1
score, mean average precision (mAP), and inference time are used to evaluate and
compare the training results of different models. The influence of different image sizes
and illumination conditions on the prediction performance are evaluated and discussed.
The capability to detect “missing components” and “fake components” are also
investigated.

Figure 5.1. Overview of proposed methodology in this study.
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5.2.2

Network architecture
The YOLOv4 model aims to optimize the speed and accuracy on real-time object

detection based on YOLOv3. To balance the speed and accuracy, the backbone of CrossStage-Partial-connections (CSP) Darknet-53 is utilized in the new network architecture of
YOLOv4. Based on the introductions of YOLOv4, CSP Darknet-53 has better
performance on COCO dataset (Lin et al., 2014). To increase the receptive field, which
affects the unit of the network, spatial pyramid pooling (SPP) block (He, Zhang, Ren, &
Sun, 2015), and the modified path aggregation network (PANet) (Liu, Qi, Qin, Shi, & Jia,
2018), are integrated into YOLOv4. For the detection head, YOLOv3 head is assembled
in the new model, aiming to predict objects in multiple scales. In this study, there are a
total of three object classes. Therefore, the number of filters = (classes + 5) × 3 = 24.
Figure 5.2 presents the overview of the YOLOv4 network architecture.
As shown in Figure 5.2, the skeleton of YOLOv4 mainly includes CSP Darknet53, SPP block, PANet, and the prediction head. Specifically, CSP Darknet-53 assembles
Darknet-53 and CSPNet, which includes the partial dense block and the partial transition
layer to enhance the variability of the learned features within different layers. The
detailed parameters of output features are presented in Figure 5.2. The SPP block is used
to increase the receptive field and separate the most significant context features without
sacrificing inference speed. Same as YOLOv3, there are three scales in the detection
head. Since the inputs are 512 × 512, the parameters of the detection head in YOLOv4
are 64 × 64 × 24, 32 × 32 × 24, and 16 × 16 × 24, respectively.
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There are other improvements implemented in YOLOv4, important components
are Weighted-Residual-Connections (WRC) (Shen, Gan, & Zeng, 2016), Cross miniBatch Normalization (CmBN) (Yao, Cao, Zheng, Huang, & Lin, 2020), Mish Activation
(Misra, 2019), Complete Interaction over Union (CIoU) loss (Zheng et al., 2020b),
Mosaic data augmentation, and DropBlock regularization (Ghiasi, Lin, & Le, 2018).
Generally, it is believed these improvements can effectively improve the detection speed
and accuracy on the COCO dataset (Lin et al., 2014). Unfortunately, the reality is the
COCO dataset hardly meets the specific needs of the field applications, especially for
civil engineering applications which highly demand suitable image data to complete
specific tasks, such as asphalt pavement crack detection, concrete pavement crack
detection, and railroad defects identification.
It is worth noting that, other than the dataset provided by Guo et al.(2021), there
has been no other public image dataset related to rail track components such as rail, clip,
and spike, which are critical track components to ensure the track integrity and safe
operation. Besides, few studies are using YOLOv4 to work on a small dataset and discuss
the role of different activation functions in prediction performance with a customized
dataset of railroad engineering. In fact, based on the training experience of the authors
and relevant studies (Misra, 2019), different activation functions do impact the prediction
performance. Therefore, in the following part, the influences of different activation
functions on training results and prediction performance with the customized dataset are
investigated in detail.
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Figure 5.2. Overview of the YOLOv4 network architecture.

5.2.2.1 Activation functions
The activation function is a critical part of the neural network and has proven key
to high performance among a wide range of tasks. It determines whether a neuron in the
neural network should be activated or not, and is characterized by a variety of properties
(derivative, monotonicity, etc.) for a customized training (Eger, Youssef, & Gurevych,
2019). Therefore, the choice of activation functions plays an important role in the training
dynamics and performance (Ramachandran, Zoph, & Le, 2017). To train the model
efficiently and make the prediction more accurate on our customized dataset, popular
activation functions including Mish, Swish, and Leaky-ReLU, are implemented and
configured for the training files. The following will introduce the selected different
activation functions in detail.
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Mish activation function
Mish is a novel activation function proposed by Diganta (Misra, 2019). It is
defined in Equation (5-1). Like other popular activation functions, it can be easily
implemented in the PyTorch and TensorFlow frameworks with well-developed
commands. Specifically, it is bounded below and unbounded above with a range of [  0.31,

 ).

The properties of smooth, non-monotonic, unbounded above, and bounded

below are important to improve the training performance. Based on the training
experience, using Mish could obtain an improved prediction, but there are longer training
time and more memory cost. The graph of mish can be seen in Figure 5.3 (a). Even
though Mish is successfully used on the newly released YOLOv4 model with the COCO
dataset, it has high computational expense and costs more time during training, which
means it might not be the most suitable activation function on a featured dataset.

f ( x) = x  tanh(ln(1+ e x ))

(5-1)

Swish activation function
Swish is an activation function proposed by Prajit (Ramachandran et al., 2017). It
performs well on kinds of challenging datasets under popular deep learning libraries.
Based on the experiment results reported by Prajit (Ramachandran et al., 2017), it can
outperform ReLU on ImageNet by 0.9% for Mobile NASNet-A and 0.6% for InceptionResNet-v2, respectively. The design of this activation function is inspired by the
application of the sigmoid function on the long short-term memory (LSTM) and highway
networks. Similar to Mish, it is bounded below, unbounded above, non-monotonic, and
smooth. According to Prajit (Ramachandran et al., 2017), the non-monotonicity property
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distinguishes Swish from other popular activation functions such as ReLU. Meanwhile,
smoothness is useful for model generation and optimization. Equation (5-2) gives the
definition of Swish and Figure 5.3 (b) presents the graph. From Figure 5.3 (d), it can be
found that Swish has little variance from Mish, which can be found by comparing Figure
5.3 (a) and (b).

f ( x) = x   ( x)

(5-2)

where σ(x) = (1+exp(-x))-1 is the sigmoid function.

Leaky-ReLU
The Leaky Rectified Linear Unit (Leaky-ReLU) (Maas, Hannun, & Ng, 2013) is
one of the most commonly used activation functions in current deep CNNs. Compared
with previous activation functions such as tanh and sigmod, it can address the issue of
gradient vanishing and keep the weight updates alive along the propagation process. The
definition of Leaky-ReLU is shown in Equation (5-3). There is an alpha parameter which
is used for solving the problem of dead neurons brought by its predecessor, ReLU. The
alpha parameter can ensure the gradients would not be zero during the entire training
process so that the training performance can be improved. Even though there are a
number of activation functions trying to replace Leaky-ReLU, such as parametric
rectified linear unit (PReLU), concatenated rectified linear unit (CReLU), and
randomized leaky rectified linear unit (RReLU), none of which can achieve the
popularity like Leaky-ReLU. The graph of Leaky-ReLU is shown in Figure 5.3(c).
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x
f ( x) = 
 x

for x  0
for x <0

(5-3)

(a)

(b)
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(c)

(d)
Figure 5.3. Plots of different activation functions (a) Swish (b) Mish (c) LeakyReLU (d) Overview of three activation functions in the same coordinate system.

5.2.2.2 Loss functions
In current object detection models, bounding box regression is a popular approach
to predict the localization boxes on the input images. The previous generation YOLO
detector, YOLOv3 (Darknet version) computes the bounding box loss through mean
squared error loss (MSE) which needs the center point coordinates, height, and width of
the predicted and ground truth bounding boxes. However, MSE loss cannot consider the
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integrity of the object itself but only treats these parameters as independent variables. To
achieve a better performance, for the YOLOv3 (PyTorch version) model trained in this
study, the bounding box regression is the generalized IoU (GIoU) which takes the
converge area, shape, and orientation all into consideration. However, GIoU needs more
iterations for converging, and it still could produce inaccurate results depending on the
target and the input image.
To improve the bounding box regression in terms of speed and accuracy, a novel
loss function CIoU (Zheng et al., 2020b) with a faster convergence speed and better
performance on bounding box regression is adopted in YOLOv4. For making use of the
typically ignored geometric information such as the overlap area, aspect ratio, and central
point distance in the bounding box regression, CIoU imposes the consistency of aspect
ratios for bounding boxes. The CIoU loss is shown in Equation (5-4). The equation of
IoU can be seen in Equation (5-5). The definition of trade-off parameter α can be seen in
Equation (5-6). The consistency of aspect ratio ν can be seen in Equation (5-7).

LCIoU = 1 − IoU +

IoU =

c2

+ v

(5-4)

B  B gt

(5-5)

B  B gt

=

v
(1 − IoU ) + v

=

4

2

 2 (b, b gt )

(arctan

(5-6)

wgt
w
− arctan )2
gt
h
h

(5-7)

where b and bgt is the centroid of B and Bgt (see Equation (5-4)), c is the diagonal
length of the smallest enclosing box covering ground truth and prediction bounding
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boxes. ρ (·) is the Euclidean distance, α is a positive trade-off parameter, ν computes the
consistency of aspect ratio. Bgt = (xgt, ygt, wgt, hgt) is the centroid coordinate, width, and
height of ground truth bounding box, and B = (x, y, w, h) is the centroid coordinate,
width, and height of the prediction bounding box. wgt is the width of the ground truth
bounding box, w is the width of the prediction bounding box. hgt is the height of the
ground truth bounding box, h is the height of the prediction bounding box.

5.3

Experiment and results
In this chapter, to achieve the goal of inspecting rail track components in a real-

time speed on a single GPU with high accuracy and efficiency, four different types of
activation functions are implemented in the backbone of YOLOv4 for training and testing
with a customized image dataset. YOLOv3 is trained as the control group to evaluate the
prediction performance of the original and modified YOLOv4 models. The four different
types of activation functions implemented in the backbone of YOLOv4 are Mish, Swish,
Leaky-ReLU, and a combination of Swish and Mish. Accordingly, the models in this
study are named as YOLOv4 (the original model which uses Mish), YOLOv4-swish (the
modified model which uses Swish), YOLOv4-leaky (the modified model which uses
Leaky-ReLU), YOLOv4-hybrid (the modified model which uses a combination of Swish
and Mish), and YOLOv3. Note, the combination of Swish and Mish functions means the
Mish activation function in the first two residual blocks (see Figure 5.2) in YOLOv4 are
replaced by Swish activation function. The reason for making this modification is to take
the advantages of both YOLOv4-swish and YOLOv4, which are expected to have a high
F1 value and high mAP value, respectively. To evaluate and compare the predicted
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results on the same scale, all training works are based on a GitHub repo developed by
Ultralytics LLC (Glenn Jocher, 2020). Even though the training process and
hyperparameters may vary a little, the prediction results are evaluated on the same metric
as discussed in following sections.

5.3.1

Data preparation
As mentioned earlier, a public track component image dataset was built by the

authors for the training and validation (Guo, Qian, Wu, et al., 2021). There are three
object classes in this dataset, which are rail, clip, and spike, respectively. The images are
saved from video frames recorded by a smartphone. The videos are taken along a railroad
section near the campus of the University of South Carolina. The original video
resolution is 1920×1080. The video is saved frame by frame and the size of the converted
images is 512×512. To avoid overfitting in training, image augmentations including flip,
contrast, rotation, shift, and Gaussian noise are conducted on this dataset.
To train the YOLO family models, the image data needs to be manually labeled
first. The annotated images not only serve as the ground truth but also facilitate
evaluating the training accuracy by comparing them with predicted results generated by
the trained models. A total of 1,000 images are labeled using the popular annotation tool,
labelme (Ketaro Wada, 2016). An example of the labeling process is presented in Figure
5.4. The dataset is randomly separated into two groups, one with 800 images is used for
training, the other one with 200 images is used for validation. The testing set is the same
as the validation set. The output of labelme is in JSON format, while the labels for the
training of YOLOv3 and v4 need to be in txt format. Therefore, a conversion is
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performed before the training. After that, the txt format labels are stored separately with
the image files.

Figure 5.4. Labeling process in the labelme.

5.3.2

Training and validation
When the labeling process of the image data is completed, all JSON files

generated from labelme are converted into txt files which contains the object class ID and
normalized ground truth box coordinates. In this study, all the models are trained from
the scratch since few studies are using different activation functions in YOLOv4 and no
pre-trained weights are available so far. Specifically, the training processes in this study
are completed on a workstation with four NVIDIA 2080 Ti GPUs. Note that only a single
GPU is used to train each individual model. The operating system is Ubuntu 18.04, and
the NVIDIA driver version is 440.64. To accelerate the training process and leverage the
advantages of the powerful parallel computing capability of NVIDIA graphics cards, the
packages of CUDA (version 10.2) and cuDNN (version 7.6.5) are applied. The training
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framework is based on PyTorch library which is published by Facebook AI. In this study,
the PyTorch version is 1.5.0 and python version is 3.7. The hyperparameters for all the
models are summarized in Table 5.1. It needs to mention that the YOLOv4 and YOLOv3
have slightly different optimized parameter settings.
To compare the performance of different activation functions on the customized
dataset, the optimized parameters are adopted in this study as shown in Table 5.1. To
compare the influence of different activation functions, all parameters are set to be the
same for different YOLOv4 models. Specifically, the input size is the height and width of
the training images. Momentum is a parameter for improving training accuracy and
speed. Decay is used to prevent overfitting by causing the weight to exponentially decay
to zero. The learning rate is to control the training speed. Batch size is the number of
samples for training in each iteration. The training epoch refers to one cycle through the
training dataset.
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Table 5.1. The hyperparameters of training models.
Model
Input size
Learning
Decay
Momentum

Epochs

rate
YOLOv4-

Batch
size

512×512

0.00261

0.0005

0.949

200

8

512×512

0.00261

0.0005

0.949

200

8

512×512

0.00261

0.0005

0.949

200

8

YOLOv4

512×512

0.00261

0.0005

0.949

200

8

YOLOv3

512×512

0.001

0.0005

0.9

200

8

hybrid
YOLOv4leaky
YOLOv4swish

Figure 5.5 and Figure 5.6 present the training loss and validation loss of different
models, respectively. In Figure 5.5(a), the training losses of different models are close to
each other. To better show the differences, the training loss from epoch 100 to epoch 200
is selected to have detailed comparisons. Figure 5.5(b) shows that YOLOv4-hybrid has
the lowest training loss among the five models. Typically, a lower loss indicates a better
training result. Also, it is interesting to find that there is small variance between YOLOv4
and YOLOv3 on this customized dataset, indicating a similar prediction performance of
them. Figure 5.6 shows an obvious difference of validation loss, which is around 0.2
between YOLOv4-hybrid and other models. Since the validation set is also defined as the
testing set, the validation loss could be more reliable compared to training loss on
predicting the performance of different models. So according to Figure 5.6, it can be
roughly concluded that YOLOv4-hybrid performs better than other models.
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(a)

(b)
Figure 5.5. Training loss of different models.
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Figure 5.6. Validation loss of different models.

5.3.3

Evaluation metrics
In order to measure the prediction performance of different models, the precision-

recall (PR) curve including precision and recall, mAP, and F1 score are used as the
evaluation metrics. Precision and recall are two important factors in the drawing of the
PR curve and the calculation of mAP. Precision refers to the percentage of prediction
results that are relevant instances. Recall refers to the percentage of total relevant results
that are correctly classified by the trained model. F1 score considers both precision and
recall and conveys the balance between precision and recall. A well-trained model should
have a high F1 score. Generally, a high precision value is associated with a low false
negative value, and a high recall value is associated with a low false negative value. The
PR curve describes the trade-off between the precision and recall. The larger area under
the PR curve represents a higher AP. In other words, the trained model can perform well
on the prediction if AP is high. The definition of precision, recall, and F1 score are given
by Equation (5-9) to (5-11).
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The mAP is a common parameter for accuracy evaluation on different object
detection models. Specifically, it is the average of average precision (AP) for each object
class. The AP is an area under a PR curve over the IoU which measures the overlap
between ground truth and prediction. The definition of IoU can be referred to Figure 5.7.
The PR curves of testing models are shown in Figure 5.8. Equation (5-12) shows the
calculation on AP. Typically, when IoU is equal to or larger than 0.5, the prediction is
recognized as correct. In this study, the threshold of IoU is 0.5. After the AP is computed,
the mAP can be calculated according to Equation (5-13).
precision =

TP
TP + FP

(5-9)

Recall =

TP
TP + FN

(5-10)

F1 = 2 

Precision  Recall
Precision + Recall

(5-11)

1

AP =  p(r)dr

(5-12)

0

mAP =

1
 APi
N

(5-13)

where TP is true positive which is an outcome that the trained model can correctly
predict the positive class, FP is false positive which is an outcome that the trained model
falsely predicts the positive class, FN is false negative which is an outcome that the
trained model falsely predicts the negative class. N is number of object classes.
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Figure 5.7. Definition of IoU.

Figure 5.8 shows the PR curves of the different models. In each plot, there are
three object classes which are rail, clip, and spike. Both the precision and recall range
from 0 to 1. Generally, with the increase of the recall, the precision decreases. Under
each PR curve, the area means the AP of a specific class with an IoU threshold. In this
study, the IoU threshold is set to 0.5 and the area can be referred to the column of mAP
@ 0.5 in Table 5.2.
In Table 5.2, there are five parameters which are precision, recall, mAP @ 0.5, F1
score, and inference time to assess the prediction performance of the five models. In the
column of precision, the hybrid model scores the highest precision value within all
objects which are 1.6% and 1.5% higher than the value of YOLOv4 and YOLOv3,
respectively. Besides, the hybrid model has the highest precision in the rail and clip,
which are 6.7% and 0.4% higher than YOLOv4 and 10.8% and 1.5% higher than
YOLOv3, respectively. YOLOv3 has the highest precision in the spike, which is over
90%.
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In the column of recall, the hybrid model hits the highest recall values within the
overall class, rail, and spike, which are 96.0%, 100.0%, and 89.4%, respectively.
Specifically, the corresponding recall values of the hybrid model are 1.1%, 0, and 2.6%
higher than YOLOv4 and 1.0%, 0, and 3.0% higher than YOLOv3. Meanwhile, YOLOv3
reaches the highest recall value, 99.0%, for the clip.
Regarding the column of mAP @ 0.5, YOLOv4-hybrid obtains the highest values
among all objects and the spike, which are 1.3% and 0.7% higher compared to YOLOv4,
and 1.8% and 2.1% higher than YOLOv3. YOLOv4-leaky and YOLOv4-swish score the
highest mAP values in the clip and rail, respectively. It can be found that the LeakyReLU or Swish activation functions can help improve the mAP value but there is a
limited effect.
Focusing on the column of the F1 score, the hybrid model still outperforms other
models. It gains the highest F1 values among all objects, rail, and clip, which are 89.6%,
87.7%, and 95.1%. Correspondingly, they are 1.7%, 4.3%, and 0.5% higher compared to
YOLOv4, and 1.9%, 7.2%, and 6.0% higher than YOLOv3. YOLOv3 obtains the highest
F1 value for the spike, which is 88.1%. Since the F1 score considers both precision and
recall, the F1 score is typically selected for comparing the performance of different
models (Liu, Cao, Wang, & Wang, 2019; A. Zhang et al., 2019; A. Zhang et al., 2017).
From the result of the F1 score presented in Table 5.2, the hybrid model has the best
prediction performance over the rest models.
As regards the inference time which refers to the time using a pre-trained model
to make predictions, Table 5.2 shows it varies from 9.6 ms to 13.2 ms. YOLOv3 has the
fastest inference time for a single frame, which is 9.6 ms. Compared with YOLOv3, the
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original YOLOv4 and the hybrid model are 3.6 ms and 3.1 ms slower. When the
inference time is converted to the frame rate as shown in Table 5.2, all the models are
much faster than the requirement of real-time speed which is 30 frames per second (FPS)
(Redmon et al., 2016), indicating it may satisfy the inspection car’s speed on the railroad,
which is generally between 15-20 miles per hour (mph) (Liu, Lovett, Dick, Rapik Saat, &
Barkan, 2014). Note for the inspection vehicles with a higher speed, the frame rate needs
to be higher to the real-time processing.
One interesting finding is that the overall performance of YOLOv3 and YOLOv4
has a small variance with this customized image dataset. As for the F1 value, YOLOv4 is
only 0.002 higher compared to YOLOv3. In terms of precision and recall, the
performance of YOLOv4 is even poorer than YOLOv3. This is in contrast to the belief of
the original YOLOv4 report which was trained on the popular large image dataset
(Bochkovskiy et al., 2020). The possible reason is that the different image datasets may
impact the prediction of different models. In this customized dataset, the environment is
more challenging than that in the dataset associated with the original YOLOv4 report,
such as similar shapes between the ballast and the spike top, and the frequent repetition of
the same objects, like spikes and clips. All these factors can impact the performance of
YOLOv4, and the users should build a customized dataset and identify the most suitable
activation function whenever possible to meet their specific needs.
Additionally, the impact of different loss functions (Zheng et al., 2020a) including
CIoU, GIoU, and Distance IoU (DIoU) on the prediction performance has been
investigated as shown in Table 5.3. It is easy to find that with different loss functions, the
inspection performance varies. The bold numbers indicate better performance with each
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parameter (i.e., Precision, Recall etc.). With the same loss function, the improved model,
YOLOv4-hybrid, performs better either from the accuracy indicator or the processing
speed indicator.
Regarding the same model, YOLOv4 or YOLOv4-hybrid, the loss function does
impact the performance but compared to the proposed activation function structure, they
present very a limited impact on the detection accuracy. For example, with respect to the
F1 scores of YOLOv4-hybrid (DIoU), YOLOv4(DIoU), and YOLOv4(GIoU), which are
87.9%, 83.4%, and 82.1% respectively. Taking YOLOv4(GIoU) as the baseline, the
proposed model can improve the performance by 4.5% but the loss function only varies
the performance by 1.3%. Both activation and loss functions could impact the model
performance, but the impact from the activation functions is significantly more
pronounced. This suggests that the enhanced performance of the proposed model is the
benefit of using the hybrid activation function, rather than the selection of a loss function.

(a)

(b)
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(c)

(d)

(e)
Figure 5.8. Precision-recall curves of testing models. (a) YOLOv4-hybrid (b)
YOLOv4-leaky (c) YOLOv4-swish (d) YOLOv4 (e) YOLOv3.
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Table 5.2. Performance indicators.
Precision
Recall
Model
Class
(%)
(%)

mAP@0.5

F1

Inference

(%)

(%)

time (ms)

All

84.2

96.0

94.4

89.6

Rail

78.2

100.0

96.7

87.7

12.7
YOLOv4-

(78.7
hybrid

Clip

91.9

98.4

97.3

95.1
FPS)

Spike

82.6

89.4

89.3

85.9

All

82.7

93.4

92.9

87.1
10.7

YOLOv4-

Rail

70.5

100.0

96.3

82.7
(93.5

leaky

Clip

91.3

98.3

98.0

94.7
FPS)

Spike

86.3

81.8

84.3

84.0

All

76.5

94.2

93.2

83.7

YOLOv4-

Rail

60.7

100.0

97.1

75.6

swish

Clip

91.3

97.1

96.6

94.1

Spike

77.6

85.6

86.0

81.4

All

82.6

94.9

93.1

87.9

Rail

71.5

100.0

93.1

83.4

Clip

91.5

97.9

97.7

94.6

Spike

84.8

86.8

88.6

85.8

12.1
(82.6
FPS)

13.2
YOLOv4

(75.6
FPS)
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All

82.7

95.0

92.6

87.7

Rail

67.4

100.0

93.8

80.5

Clip

90.4

99.0

96.7

94.5

Spike

90.2

86.0

87.2

88.1

9.6
YOLOv3

(104.1
FPS)

Table 5.3. Influence of different loss functions.

Model

Precision

Recall

mAP@0.5

F1

Inference

(%)

(%)

(%)

(%)

time (ms)

Class

YOLOv4-

All

84.2

96.0

94.4

89.6

hybrid

Rail

78.2

100.0

96.7

87.7

12.7

(CIoU)

Clip

91.9

98.4

97.3

95.1

(78.7FPS)

Spike

82.6

89.4

89.3

85.9

YOLOv4

All

82.6

94.9

93.1

87.9

(CIoU)

Rail

71.5

100.0

93.1

83.4

13.2

Clip

91.5

97.9

97.7

94.6

(75.6FPS)

Spike

84.8

86.8

88.6

85.8
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YOLOv4-

All

82.6

94.9

93.5

87.9

hybrid

Rail

71.2

100.0

95.1

83.2

12.4

(DIoU)

Clip

91.2

98.4

97.8

94.7

(80.6FPS)

Spike

85.4

86.4

87.6

85.9

YOLOv4

All

74.8

95.5

93.0

83.4

(DIoU)

Rail

61.9

100.0

94.7

76.5

13.1

Clip

88.5

99.0

97.9

93.5

(76.3FPS)

Spike

73.9

87.6

86.5

80.1

YOLOv4-

All

78.0

95.7

94.1

84.8

hybrid

Rail

56.7

100.0

95.0

72.4

12.7

(GIoU)

Clip

90.4

98.1

96.5

94.1

(78.7FPS)

Spike

87.0

89.1

90.7

88.0

YOLOv4

All

73.2

95.5

94.2

82.1

(GIoU)

Rail

56.7

100.0

95.7

72.4

13

Clip

81.8

97.7

96.6

89.0

(76.9FPS)

Spike

81.1

88.9

90.2

84.8
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5.3.4

Comparison with other state-of-the-art models
In this study, to compare the detection performance of YOLOv4-hybrid with other

SOTA models (Zhao et al., 2019), five models including Faster R-CNN, RetinaNet, SSD,
Cascade R-CNN, and Mask R-CNN have been trained and tested. Specifically, these tests
have been conducted on MMdetection which is a deep learning toolbox integrated with
the SOTA object detection models. The default training parameters for each model have
been kept. The experiment results with different performance indicators are plotted in
Figure 5.9.
As shown in Figure 5.9, it can be easily found that regardless of the performance
indicator, Faster R-CNN and RetinaNet perform the worst on the proposed railroad
components dataset. The precision values of Faster R-CNN and RetinaNet are only 13%
and 17.3%, respectively. With respect to recall values, they are merely 21.2% and 22.7%,
respectively. These values are significantly lower than the corresponding values of
YOLOv4-hybrid. As for the indicator values of SSD and Cascade R-CNN, it can be
found that both of these two models have high mAP@0.5 values, which are 97.6% and
98.5%, respectively. They are 3.2% and 4.1% higher than the mAP@0.5 value of
YOLOv4-hybrid. However, regarding the rest indicators which are quite behind
YOLOv4-hybrid. For example, the precision values of SSD and Cascade R-CNN are
61.9% and 71.5%, which are 22.3% and 12.7% lower than the precision value of
YOLOv4-hybrid. Besides, Cascade R-CNN has the lowest detection speed among all the
models, which is 27.7 FPS, indicating its limited potential for field practice.
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With respect to F1 score, Mask R-CNN is the only one close to 80%, which is
75.5%, indicating it has a relatively balanced performance compared to other four models
However, it is still 14.1% lower than YOLOv4-hybrid. In addition, its inspection speed is
also not promising, which is only 5.2 FPS, 73.5 FPS lower than YOLOv4-hybrid. To put
it into a nutshell, compared to other SOTA models, the proposed model has a wellbalanced detection performance on either detection accuracy or speed, indicating a
possible adequate solution for the future automatic inspection of railroad components.

Figure 5.9. Performance comparison between YOLOv4-hybrid and other SOTA
models.

The recall is an important indicator of the detection performance, which can
return and present the ratio of the corrected components that can be detected over all the
ground truth instances. To illustrate the detection effect with different recall values,
Figure 5.10 shows the detection results with the aforementioned models. The first row
shows the detection results by using YOLO detectors. The improved YOLO-hybrid
model has detected all the components but the YOLOv3 and YOLOv4 missed two and
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one spike, respectively. The second row presents three models (Mask R-CNN, Cascade
R-CNN, and SSD) with high recall values and all of them missed one or two components,
indicating similar detection results as YOLOv3 and YOLOv4. But, as shown in Figure
5.9, these three models generally have low precision values which means they may cause
more false positive instances in the practice with more testing cases. Besides, regarding
the detection speed, they are much slower compared to YOLO detectors. The third row
gives the detection results using Faster R-CNN and RetinaNet. Both of them cannot work
well in the railroad component inspection. Specifically, Faster R-CNN has missed six
components while RetinaNet has missed five components. Overall, a higher recall value
can return better detection results and it will benefit the engineering practice.
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Figure 5.10. Prediction results on different models with the high and low recall
values (red arrows point out the missed detection).
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It needs to mention that typically, as shown in Figure 5.10, the segmentationbased approach (i.e., Mask R-CNN) can generate the mask on the instance to present its
shape. The advantages are they can provide more information related to the instance and
meanwhile the models have a good inspection performance. But the high computation
cost may limit the potential for the field application with a mobile computing platform.
Indeed, for the specific tasks for the railroad (i.e., finding missed rail components), the
object detection method with bounding boxes on instances such as our improved
YOLOv4, has the superior prediction performance as shown in Figure 5.9 and Figure
5.10. With an appropriate configuration, it can be utilized and deployed in the railroad
practice with its fast speed and high accuracy.

5.3.5

Impacts of different image sizes and illumination conditions on prediction

performance
To evaluate the impact of different image sizes and illumination conditions on the
detection performance of the proposed YOLOv4-hybrid and test its performance with
simulated “missing” and “fake” components, three different image sizes, three different
illumination conditions, and three “special cases” have been investigated in this study.
The selected three images sizes are 512 × 512, 416 × 416, and 256 × 256, respectively.
After the preprocessing, the original brightness is reduced to -30%, -50%, and -70%,
respectively, to mimic the different visibility conditions. To validate the capability of the
proposed model in inspecting potential “missing” track components in the field and test
the robustness of the model with “fake” railroad track components, special cases of “fake
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ballast”, “fake spike”, and “disappeared clip” are created to challenge the proposed
YOLOv4-hybrid. The detailed results are shown as follows.
Figure 5.11(a) shows the detection performance with different image sizes. To
better reflect the real field scenarios, the original images include three different railroad
track conditions which are “spike only”, “spike and rail”, and “spike, rail, and clip”,
respectively. The reason for mixing different track conditions is to demonstrate the
complexity of the track and different densities of the track components in the field. It
should be mentioned that the general “walking inspection” practices in the field not only
is low-efficient and labor-intensive but also has low-accuracy due to the complicated
environment and countless railroad track components could lead to eye fatigue. With
different image sizes, Figure 5.11(a) shows the inspection with the proposed YOLOv4hybrid is promising and most of the track components can be successfully detected.
Under the “spike only” condition, the detections are correct on the image sizes of 512 ×
512 and 416 × 416. However, when the image size is reduced to 256 × 256, there is a
false detection for the rail. The model classifies a large size ballast as rail. Regarding the
“spike and rail” condition, there is only one missing detection for the spike with the
image size of 416 × 416. In the “spike, rail, and clip” condition, all detections are correct.
Overall, the image size is not significant in the prediction performance.
Figure 5.11(b) presents the detection results under different illumination
conditions. Three preprocessed illumination conditions are included, and all the false
detections are pointed out by yellow arrows. In the “spike only” condition, there are false
detections under “light -50%” and “light -70%”. In the “light -50%” condition, there is a
redundant spike detection. In the “light -70%” condition, the detection misses a spike.
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Further, in the “spike and rail” condition, there are two missing detections when the
illumination is down to “light -70%”. Specifically, it misses both the spike and rail. With
respect to the condition of “spike, rail, and clip”, when the light condition is reduced to
“light -70”, the detection misses two spikes and incorrectly takes one clip as a spike.
Overall, it can be found that the inspection is more sensitive to the variation of visibility
rather than image size. Under the very dimming condition, the missing and false
inspection can be occurred, which is unfavorable for field practice.

(a)
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(b)
Figure 5.11. The impacts of image size and illumination on the prediction
performance (a) prediction performance on the images with different sizes (b) prediction
performance on the images under different illumination conditions.
To simulate the missing track components scenario and test the robustness of
YOLOv4-hybrid, images edited by Photoshop are fed into the model to check the
performance. Figure 5.12 shows the edited cases of “fake ballast”, “fake spike”, and
“missing clip” with the stamp tool in Photoshop. According to Figure 5.12, even there are
“missing parts” and “fake parts”, all detection results are correct. In the “spike only”
condition, a spike is replaced by a “fake ballast” which has a very similar shape of a spike
head, but the model correctly rejects it as a spike. In the “spike and rail” condition, two
spikes are manually “copied” and added into the revised image and the newly added
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spikes are correctly recognized by the model. Moreover, in the “spike, rail, and clip”
condition, no redundant label is assigned to the area of the “disappeared clip” and the rest
of the detection results are all correct. In summary, the proposed YOLOv4-hybrid model
can accurately detect the railroad components before and after certain changes on the
railroad track such as missing or fake components.

Figure 5.12. Prediction performance on the “fake” railroad track components.
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5.4

Summary
In this chapter, a real-time railroad track components inspection framework is

proposed, aiming to assist the railroad industry to save inspection cost, improve
inspection efficiency and accuracy, and prompt railroad safety. The proposed framework
is based on a newly released one stage object detection model YOLOv4. The original
Mish activation functions in the four residual blocks of the backbone are replaced with
different activation functions, including Swish, Leaky-ReLU, and a combination of Mish
and Swish. A total of 1,000 images including rail, spike, and clip are utilized for training
and validation. The modified models and the original YOLOv3 and YOLOv4 models are
trained and evaluated based on PyTorch library, PR curve, F1 score, mAP, and inference
time. Experimental results indicate that the hybrid model, YOLOv4-hybrid, which adopts
a hybrid activation function outperforms the other models on precision, recall, mAP, and
F1 score, showing potential better inspection performance in the field practice.
The influence of different image sizes and illumination conditions on the
prediction performance is investigated. Test results depict that the developed YOLOv4hybrid is more sensitive to the illumination conditions rather than image size. Under very
dimming conditions, the model could miss railroad track components and false alarm
could occur. To verify robustness of the proposed YOLOv4-hybrid in “missing and fake
component” scenarios, edited images are used to evaluate the performance of the model.
Experimental results indicate the developed YOLOv4-hybrid can accurately distinguish
the changes before and after image modification.
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CHAPTER 6 AUTOMATIC RAIL SURFACE DEFECTS INSPECTION
BASED ON MASK R-CNN6

6

Guo, Feng, Yu Qian, Dimitris Rizos, Zhi Suo, and Xiaobin Chen. Automatic Rail
Surface Defects Inspection Based on Mask R-CNN. Transportation Research
Record (2021): 03611981211019034..
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Rail surface defects have negative impacts on the riding comfort and track safety,
and could even lead to accidents. Based on the safety database (2020) of FRA, rail
surface defects have been among the main factors causing derailments. During the past
decades, there have been many efforts to detect such rail surface defects. However, the
applications of the earlier methods are limited by the high requirements of specialized
equipment and personnel training. To date, rail surface defect inspection is still a very
labor-intensive and time-consuming process, which hardly satisfies the field maintenance
expectations. Therefore, a cost-effective and user-friendly automatic system that can
inspect the rail surface defects with high accuracy is in urgent need. To address this issue,
this study proposes a computer vision-based instance segmentation framework for the rail
surface defect inspection. A rail surface database having 1,040 images (260 source
images & 780 augmented images) has been built. The classic instance segmentation
model, Mask R-CNN has been re-trained for inspecting rail surface defects with the
customized dataset. The influences of different backbones and learning rates are
investigated and discussed. The experimental results indicate the ResNet101 backbone
has the best inspection capability. With a learning rate of 0.005, the re-trained Mask RCNN model can achieve the best performance on the bounding box and mask predictions.
Sixteen images are used to test the inspection performance of the developed model. The
results show the proposed approach in this study is promising. The proposed approach
has potential for future field applications.
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6.1

Introduction
The health condition of the railroad infrastructure plays an important role in train

operation and track safety. Reducing the accident risks due to unfavorable infrastructure
conditions is of great interest to the public, railroads, and government. According to the
FRA report (FRA, 2020a) and prior studies (Liu et al., 2011; Liu et al., 2018), rail defects
has been one of the main factors causing serious train accidents, as well as one of the
major causes responsible for over 70% train derailments on freight mainlines (Liu et al.,
2018). On one hand, rail surface defects can directly affect the riding comfort and the
normal train operations due to the additional excitations caused by the surface
irregularities. On the other hand, it introduces potential risks for the rail breakage that
could result in catastrophic track failures. However, the current inspection approaches
often cannot provide very reliable results (FRA, 2020c) and the inspection equipment is
expensive and difficult to operate. Thus, considerable amount of the inspection work
heavily relies on visual inspections, which are labor-intensive, inefficient, and subjective.
With the freight shipment increases, current track inspection speed and accuracy cannot
satisfy the rapidly growing track inspection demand. Therefore, a cost-effective, highly
robust, reliable, and accurate inspection system is in urgent need.
Over the past decades, many efforts have focused on the inspection of rail surface
defects and most of these works rely on rail texture classification, identification, and
analysis. Mandriota et al. (2004) utilized and compared three feature extractors, i.e.,
Gabor, wavelet, and Gabor wavelet filters, to extract rail defect textures. Their results
showed that the Gabor filter outperforms the other two filters on the rail defects
identification. However, one of the main problems of their study is that these three filters
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require a large number of feature images which are typically difficult to obtain. Jie et al.
(2009) proposed a rail head surface defect detection framework which included image
pre-processing, defect locating, defect identifying, post-processing, and a geometrical
defect locating method. Test results suggest that their defect locating method is more
effective and robust compared to the pixel-level feature extraction method, and the
framework has high precision and could meet real-time inspection requirements of the
field applications.
However, noise in the images has significant negative effects in the defect
detection, while the proposed way to remove image noise requires extensive validation
and needs to be investigated further. Li et al. (Li & Ren, 2012b) proposed an intelligent
vision detection system (VDS) for inspecting rail surface defects and addressed two
issues of improving image quality and automatic thresholding by using the local
Michelson-like contrast (MLC) and the proportion emphasized maximum entropy
(PEME) thresholding algorithm. The results show that high recall values on Type I and
Type II defects are achieved.
Although the proposed approach can effectively address the issue of inspecting
rail surface defects, the problem of distinguishing the rusted rail area from the area of the
real defect needs to be improved. Li et al. (Li & Ren, 2012a) developed a real-time visual
inspection system (VIS) for the detection of discrete rail surface defects. VIS aims to
solve four difficult problems related to: a) limited features for recognition; b)
illumination inequality; c) variation of rail surface reflection; and d) the requirements on
high-speed detection. The proposed local normalization (LN) method and the defect
localization based on the projection profile (DLBP) algorithm are used to address these
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four challenges. The results show that VIS can have a recall rate of 93.1% and 80.41% on
Type I and Type II defects, respectively. They also mentioned the detection speed can be
improved, and the LN method needs to be more robust for field applications.
It is worth noting that the above approaches are focusing on traditional handcrafted feature learning to identify and classify rail surface defects, which requires
technicians to have rich experience in feature selection, training parameter adjustment,
and a large amount of training data. Compared to those methods, deep learning
approaches are more flexible and can automatically extract and learn problem-specific
features from the original data without subjectively defining any hand-crafted features.
Leveraging the fast development of convolutional neural networks (CNN), many recent
developments have been successfully applied to civil engineering, such as pavement
crack detection (Yang et al., 2019; Zhang et al., 2017; Zhang et al., 2018), concrete crack
detection (Dung, 2019; Kim & Cho, 2018; Xinxiang Zhang, Dinesh Rajan, et al., 2019),
and structural health monitoring (Azimi & Pekcan, 2020; Bao et al., 2019; Kang & Cha,
2018), etc. However, few studies used deep learning models to identify and characterize
rail surface defects. Faghih-Roohi et al. (Faghih-Roohi et al., 2016) proposed to use deep
convolutional neural networks (DCNN) to learn features of rail surface defects. Three
neural network structures, including small, medium, and large DCNN, are trained with
two kinds of activation functions, i.e., Tanh and ReLU. Their experimental results
indicate that DCNN can detect rail surface cracks with high accuracy, while the large
DCNN with ReLU performs better than other models. Also, they mentioned that the
larger DCNN model required longer training time. Song et al. (Yanan, Hui, Li, & Hang,
2018) proposed to use YOLOv3 to detect rail surface flaws. YOLOv3 is a one-stage
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detector with real-time speed for detection. It only detects the target objects with
bounding boxes while it does not characterize the defect shape nor quantifies the sizes of
the detected rail surface defects.
The current challenges of identifying rail surface defects are: 1) The rail surface
defects are not of any regular shape, 2) The features are difficult to extract with a handcrafted feature design, and 3) The inspection work does not produce reliable results. To
address the above issues, this chapter proposes to train the computer vision-based
instance segmentation model, Mask R-CNN (He, Gkioxari, Dollár, & Girshick, 2017),
for the identification of the rail surface defects. The contributions of this chapter are: (i)
The development of a customized rail surface defect image database which includes 260
source images and 780 augmented images for deep learning model training, evaluation,
and test; (ii) Fine-tuning the Mask R-CNN model with two backbones (ResNet50 &
ResNet101) and three learning rates(0.02, 0.01, and 0.005) for better inspection and
identification performance on rail surface defect; (iii) The inspection performance
evaluation of Mask R-CNN model on rail surface defects with different severity levels
and different orientations of rails; (iv) The performance comparison between Mask RCNN and Otsu’s method on the rail surface defects inspection; and (v) The impact of
different light conditions on the rail surface defects inspection with Mask R-CNN.
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6.2

Methodology and Mask R-CNN model

6.2.1 Methodology overview
In this chapter, to accurately inspect the rail surface defects, the instance
segmentation model, Mask R-CNN with two different backbones, and three different
learning rates are trained and evaluated. Figure 6.1 shows the overall methodology of this
study.
This chapter has three tasks: (i) Data preparation, (ii) Model training and
evaluation, and (iii) Inspection results on the rail and its surface defects. The data
preparation tasks include data collection, image augmentation, and data labelling with the
generation of annotation files. The popular labelling tool, labelme (Ketaro Wada, 2016)is
used in the labeling process. For the model training and evaluation, two backbones and
three learning rates are selected and used in this study, aiming to find the optimal
parameters for the inspection. Finally, regarding the inspection performance, the original
images containing rail surface defects are used to test and evaluate the robustness of the
proposed method.
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Figure 6.1. The methodology of this study.

6.2.2

Mask-RCNN architecture
Mask R-CNN is an instance segmentation model which is developed by He et al.

(He et al., 2017). Compared to the original two-stage detector Faster R-CNN (Ren, He,
Girshick, & Sun, 2015), it adds a parallel branch for recognizing the mask for each
instance. It is worth noting that the semantic segmentation model can distinguish multiple
objects of the same class as a single entity, while the target function of Mask R-CNN is
more challenging since it segments each instance based on semantic segmentation.
Similar to Faster R-CNN, it adopts the two-stage procedure consisting of the Region
Proposal Network (RPN) in the first stage and parallelized class, box and mask detection
in the second stage. The loss L in Mask R-CNN is defined by the three loss functions of
classification loss Lcls, bounding box loss Lbox, and mask loss Lmask. The sum of the three
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loss functions is the total loss, i.e. L = Lcls+ Lbox+ Lmask. Mask R-CNN network
architecture, shown in Figure 6.2, includes two parts: (1) the backbone for feature
extraction over the input image to generate feature maps; (2) the prediction head for
bounding box recognition (including classification and regression) and mask generation.
Theoretically, any CNN can be used as the backbone for feature extraction, but Mask RCNN (He et al., 2017) proves that the feature pyramid network (FPN) (Lin, Dollár, et al.,
2017) architecture is the most suitable type that can achieve both speed and accuracy.

Figure 6.2. The overview of Mask R-CNN architecture.

Some of the existing object detectors (Liu et al., 2016; Redmon et al., 2016)
perform worse on small objects than on large objects because lower layers provide
accurate location information and less semantic information. As the layers increase, the
feature semantic information becomes abundant, but the object location information is
not accurate. The proposed backbone structure of Mask R-CNN, depicted in Figure 6.3,
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addresses this issue. The Mask R-CNN backbone consists of the ResNet (He et al., 2016)
with 50 or 101 layers as the bottom-up pathway, the FPN as the top-down pathway, and
lateral connections, and is depicted in Figure 6.3. The bottom-up pathway in ResNet
facilitates the feature extraction. Including the FPN structure into the backbone can help
maintain strong semantic features at different scales since it constructs higher resolution
layers from the top layers. The lateral connections function as bridges connecting the
feature maps and the reconstruction layers for better predictions of object locations.
Regarding the prediction head, Mask R-CNN extends the box head of the previously
developed Faster R-CNN for classification and regression and adds a parallel mask
branch for the mask prediction.

Figure 6.3. The overview of the backbone structure of Mask R-CNN.

6.3

Data preparation
A dataset with rail surface defect images (260 original images and 780 augmented

images), has been built. Two object classes are included in this study, i.e., the “rail” class
and the “defect” class. To keep the labeling clean and neat in the prediction images,
“surface defect” is labeled as “defect. The images have been taken by an iPhone8
smartphone from two rail sections in different time near the campus of the University of
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South Carolina. One is a 50 meters rail section close to Whaley St and the other one is a
100 meters rail section close to Assembly St, Columbia, South Carolina. The height
between the camera and the rail surface is 20 ± 5 cm. The original image resolution is
1920 × 1080 pixel2. Because of the resolution requirements on the training image, the
original images are converted to 512 × 512 pixel2 resolution. Overfitting refers to the
trained model only performs well on the training dataset but loses its accuracy with any
other dataset, which is typically due to the insufficient useful information of the training
dataset. In this study, to improve the detection performance and reduce possible
overfitting, image augmentations, including image rotation, mirroring, and Gaussian
noise, are conducted on the source images. On one hand, image augmentation can
generate similar images to enrich the dataset. On the other hand, the model would not be
overfitted with more data. Examples of the original and the augmented images can be
seen in Figure 6.4.

(a)

(b)
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(c)

(d)

Figure 6.4. Source image and augmented image (a) source image; (b) 90 rotation
(c) mirroring (d) 180 rotation and Gaussian noise.

Before the training of Mask R-CNN, the prepared image data needs to be
manually labelled first. A popular image labelling tool, labelme, is used for data labeling.
A total of 1,040 images after the augmentation are labeled as two classes, which are rail
and defect. It is worth noting that the output file is in a JSON format which contains the
location information of each manually labeled shape. All labeled images and JSON files
are entered into the neural network for training and validation. The ratio of the training
set and validation set is 3:1, which means there are 780 images for training and 260
images for validation. The test set is the same as the validation set. To better show the
features contained in the JSON files, an example JSON file is converted to the source
image, generated mask image, and its corresponding visualization image and is shown in
Figure 6.5.
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(a)

(b)
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(c)
Figure 6.5. The converted results of a JSON file (a) source image; (b) mask file;
(c) visualization of mask file.

6.4

Model training and evaluation

6.4.1

Model training
In this chapter, two different backbones, ResNet50 (50 convolutional layers) and

ResNet101 (101 convolutional layers), and three different learning rates are used to train
and evaluate the models. MMDetection (Chen et al., 2019), an open-source object
detection toolbox that is based on the PyTorch library, is used to train Mask R-CNN
models in different settings. All the training, validation, and testing tasks are completed
in a workstation equipped with four NVIDIA 2080 Ti GPUs. It is worth noting that only
one single GPU is called during all training, validation, and testing processes because the
size of the image data is small, and it does not need multiple GPUs for computing. The
operating system is Ubuntu 18.04, and the NVIDIA driver version is 440.64. To leverage
the powerful computation capability of the graphic card, CUDA (version 10.2) and
cuDNN (version 7.6.5) are used in the training. Specifically, CUDA is the NVIDIA’s
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language for expediting computation applications and cuDNN is a library that provides
highly tuned implementations for different layers in deep neural networks. The PyTorch
version is 1.5.0 (for Linux) and the python version is 3.7.
Table 6.1 shows the hyperparameters of each training. Note that the input size is
the height and weight of an image. One epoch indicates one cycle that the entire dataset
passes through the neural network with updated weight once. In this study, each model is
trained by 12 epochs. The batch size is the number of images fed into the neural network
in each training iteration. Momentum is used to accelerate the speed of converging and it
is set to 0.9. Decay is used to prevent weights from growing too large to introduce
overfitting. The value of decay is set to 0.0005. The learning rate is an important
parameter to control the update rate of the training weights. If the learning rate is set too
high, the model would not converge and may cause unfavorable divergent behavior. If
the learning rate is set too low, the training progress would be very slow and may lead to
marginal updates in the neural network. Three learning rates are tested on the two
different backbones, aiming to explore an optimal hyperparameter combination for the
customized dataset on the Mask R-CNN framework.
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Table 6.1. Hyperparameters of each training.
Backbone

ResNet50

ResNet101

Learning rate

Input size

Epoch

Batch size

Momentum

Decay

0.02

512 × 512

12

8

0.9

0.0005

0.01

512 × 512

12

8

0.9

0.0005

0.005

512 × 512

12

8

0.9

0.0005

0.02

512 × 512

12

8

0.9

0.0005

0.01

512 × 512

12

8

0.9

0.0005

0.005

512 × 512

12

8

0.9

0.0005

Figure 6.6. A representative training loss over epochs.

Figure 6.6 shows a representative loss graph depicting the loss changes over
training iterations. As mentioned in the previous section, the three losses in the Mask RCNN model are bounding box loss, mask loss, and regression loss. It is evident that the
mask loss has the highest loss values and the class loss has the lowest loss values. It is
also interesting to observe that in the initial stage, the bounding box loss has a low value,
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but with the training progressing, the loss values grow bigger. At the end of the training,
the values of the class loss, bounding box loss, and mask loss are 0.109, 0.205, and 0.204,
respectively. Therefore, the total loss can be 0.518, which is the summation of all three
losses. Note that, typically, the total loss should be less than one if there are good training
and configuration.

6.4.2

Model evaluation
To evaluate the prediction performance in different settings, the parameters of

mean average precision (mAP), AP50, and AP75 are used for comparison. Precision is the
percentage of correct positive predictions for overall predictions. Specifically, the mAP is
the mean value of average precision (AP) for each object class. The intersection over the
union (IoU) is defined in Equation (6-1). As shown in Figure 6.7, IoU measures the
overlap between the ground truth and the prediction result for either a bounding box or a
mask and distinguishes the positive case and negative case in the training and testing.
Specifically, if the IoU with a ground-truth box above and equal to 0.5 is a positive case,
and negative otherwise. AP50 refers to the AP value when the IoU threshold is 50%.
Similarly, AP75 indicates the AP value when the IoU threshold is 75%. If the prediction is
perfect, the IoU would equal to 1. In contrast, if the prediction is missed, the IoU is 0.
Generally, the IoU above 50% is considered as a good prediction for object detection.

IoU =

Area of Overlap
Area of Union

(6-1)
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(a)

(b)

Figure 6.7. The definition of overlap and union. (a) area of overlap, (b) area of
union.

Figure 6.8 and Table 6.2 present the mAP, AP50, and AP75 results with different
backbones and learning rates on the prediction of the bounding box and mask. In the plots
and tables, the learning rate is named as LR. Specifically, three repeated tests have been
performed on each configuration, aiming to accurately evaluate each configuration’s
performance in a statistical manner. The mean value (MV) and standard deviation (SD)
have been calculated after each parallel test set. It is worth noting that a high indicator
value on MV and a low indicator value on SD mean a good prediction performance on
either bounding box or mask. Typically, the mAP value is the smallest because it includes
each object class. AP50 value is higher than AP75 value since the lower IoU threshold will
introduces more positive cases in the experiments and generates the higher indicator
value.
Figure 6.8 (a) and (b) depict the bounding box prediction results with the
backbone of ResNet101 and ResNet50, respectively. For the bounding box prediction
results shown in Table 6.2, the ResNet101 (LR=0.005) has the maximum MV on mAP
which is 65.43% (SD=0.25), 12.86% higher than the maximum MV on mAP with
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ResNet50. Regarding to the prediction results with ResNet50, it is clear that with the
increase of LR on ResNet50, the Mask R-CNN’s bounding box prediction performance
improves. For example, with ResNet50, when the LR is 0.02, there are the maximum
MVs on mAP, AP50 and AP75, which are 52.57, 80.33, and 50.90, respectively.
However, the configuration of Mask R-CNN with ResNet50 and LR=0.005 has
the minimum MVs on mAP, AP50 and AP75, which are 34.30% (SD =0.59), 68.37%
(SD=0.26), and 30.47% (SD=1.32), respectively. In other words, a low learning rate with
ResNet50 produces worse performance on bounding box prediction. Interestingly, there
are little differences on the bounding box prediction results with different configurations
on ResNet101. For the results shown in Table 6.2, the indicator values are pretty close
with different LR values on ResNet50. Overall, the Mask R-CNN model with the
backbone of ResNet101 performs best on bounding box prediction on our dataset and
different LR values will not introduce a large performance gap on bounding box
predication.
Figure 6.8 (c) and (d) show the mask prediction results with the backbones of
ResNet50 and ResNet101, respectively. Similar to the bounding box prediction results,
the configuration of Mask R-CNN with ResNet101(LR=0.005) achieves the best MV
results on mAP, AP50 and AP75, which are 64.50% (SD=0.22), 90.37% (SD=0.12), and
63.37% (SD=0.66). As for the configuration with ResNet50, when the LR is 0.02, Mask
R-CNN achieves the best MV result on mAP, AP50 and AP75, which are 54.53%
(SD=0.56), 81.07% (SD=0.05), and 52.37% (SD=0.59), respectively. It is worth noting
that under the configuration of ResNet50 backbone, with the increase of the LR, the
indicator values of mask prediction results increase.
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Regarding the mask prediction performance under the configuration of Mask RCNN with ResNet101 and different LR values, it is easy to find there are similar
performances with each configuration. In detail, the gaps between the maximum MVs
and minimum MVs on the mAP, AP50 and AP75 are 0.1%, 0.37%, and 0.97%,
respectively. Similar to the bounding box prediction results, it shows different LR would
not introduce much difference in mask prediction under the model configuration with
ResNet101. In short, it can conclude that the Mask R-CNN setting of
ResNet101(LR=0.005) has the best performance on the prediction of the bounding box
and mask on this customized rail surface defects dataset.
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(a)

(b)

(c)
(d)
Figure 6.8. AP results of Mask R-CNN models with different backbones and
learning rates. (a) bounding box results of ResNet101; (b) bounding box results of
ResNet50; (c) mask results of ResNet101; (d) mask results of ResNet50.
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Table 6.2. Parallel test results of Mask R-CNN models with different backbones
and learning rates.
Backbone
Learning rate Bbox
Mask

ResNet101

LR=0.02

Mean Value

mAP

AP50

AP75

mAP

AP50

AP75

65.50

90.60

66.80

64.60

89.90

62.50

65.10

90.60

66.10

64.30

90.20

63.60

65.40

90.90

65.10

64.30

90.00

61.80

65.33

90.70

66.00

64.40

90.03

62.63

0.17

0.14

0.70

0.14

0.12

0.74

65.40

90.50

66.60

64.30

90.30

62.00

64.90

90.50

66.20

64.60

90.00

63.10

64.70

90.60

66.00

64.30

89.70

62.10

65.00

90.53

66.27

64.40

90.00

62.40

0.29

0.05

0.25

0.14

0.24

0.50

65.70

90.50

67.10

64.70

90.20

64.10

65.10

91.30

66.90

64.20

90.40

62.50

65.50

91.10

67.20

64.60

90.50

63.50

65.43

90.97

67.07

64.50

90.37

63.37

(MV)
Standard
Deviation (SD)
LR=0.01

Mean Value
(MV)
Standard
Deviation (SD)
LR=0.005

Mean Value
(MV)
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Standard
0.25

0.34

0.12

0.22

0.12

0.66

53.20

80.50

51.40

55.30

81.10

53.20

52.70

80.70

50.30

54.30

81.10

52.00

51.80

79.80

51.00

54.00

81.00

51.90

Mean Value

52.57

80.33

50.90

54.53

81.07

52.37

Standard

0.58

0.39

0.45

0.56

0.05

0.59

44.50

77.40

41.90

46.80

78.20

45.10

44.70

77.50

43.40

46.70

78.00

46.60

43.20

76.40

40.90

44.80

76.70

42.20

44.13

77.10

42.07

46.10

77.63

44.63

0.66

0.50

1.03

0.92

0.66

1.83

34.90

68.50

31.50

38.80

71.60

39.00

33.50

68.00

28.60

37.80

71.10

37.00

34.50

68.60

31.30

39.30

72.40

39.60

34.30

68.37

30.47

38.63

71.70

38.53

0.59

0.26

1.32

0.62

0.54

1.11

Deviation (SD)
ResNet50

LR=0.02

Deviation
LR=0.01

Mean Value
(MV)
Standard
Deviation (SD)
LR=0.005

Mean Value
(MV)
Standard
Deviation (SD)

Note: all the parameters’ unit is percentage (%)
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6.5

Inspection performance
To evaluate the prediction performance of Mask R-CNN on the rail surface

defect, the parameter setting of the ResNet101 backbone with the learning rate of 0.005,
which achieves the best performance as discussed in the last section, is used to inspect the
rail surface defects. A total of sixteen testing images are tested in this section. Figure 6.9
and Figure 6.10 show the testing images and their corresponding prediction results with
different orientations and different defect severities. Figure 6.11 presents the comparison
results of Mask R-CNN and Otsu’s method. Figure 6.12 depicts the inspection
performance under different light conditions.

6.5.1

Influence of rail orientation and different defect severities
In Figure 6.9 (a), the rail has a vertical orientation. While another horizontal

section of rail is shown in Figure 6.9 (b). The reason to have different orientations is to
investigate if the orientation has an impact on the prediction performance. In Figure 6.10
(a), there are relatively mild defect conditions. In Figure 6.10 (b), there are relatively
severer defect conditions processed by the enlarged defect parts in the images. The reason
behind this is to explore the inspection performance on different defect severities. In
Figure 6.9 (a), some obvious defects can be seen, and the developed model predicts well
those defects, especially in the second source image which has a continuously defected
area. However, as the evaluation metrics in the previous section indicate, the performance
on small defects detection could be further improved as suggested by the last two pictures
of Figure 6.9 (a). However, those very tiny defects may not impact the track performance
very much unless they grow larger, in which case they would be detected by the proposed
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model. In Figure 6.9 (b), it clearly shows that almost all defects are successfully detected
by Mask R-CNN, indicating promising inspection results.
In Figure 6.10 (a), with the relatively mild defect conditions, it can be found that
our trained Mask R-CNN model can perform well. There are at least seven defects on
each original image shown in Figure 6.10 (a) and the re-trained model have detected the
defects’ shapes and locations with an accurate manner, indicating its promising
performance on the mild defect conditions. As for Figure 6.10 (b), to furtherly investigate
the model’s performance on the relatively more severe conditions, which is common in
the field, four images with dense and packed defects have been utilized for test. Each
image has at least eight dense defects with small or large shapes. Obviously, it can be
found that the re-trained model can detect dense rail surface defects very well on either
their shape and locations.
Overall, the orientation of the rail has no impact on the detection of the rail
surface defect, suggesting a camera could be mounted at an arbitrary orientation for
inspection. The re-trained model can detect different defect severities on the rail surface.
The results also indicate Mask R-CNN has promising performance for rail surface defect
detection and the potential for field applications, but further improvements can be done
for very small defects detections and also the implementation of the model with a
computing board needs to be developed in the near future.
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(a)

(b)
Figure 6.9. Inspection performance of Mask R-CNN on the rail surface defect
with different orientations. (a) Images with vertical orientation, (b) Images with
horizontal orientation.

163

(a)

(b)
Figure 6.10. Inspection performance of Mask R-CNN on the rail surface defect
with different defect severities. (a) Images with relatively mild defect conditions, (b)
Images with relatively severer defect conditions (enlarged to show details).

6.5.2

Comparison of inspection performance between Mask R-CNN and Otsu’s method
To evaluate the inspection performance and segmentation effect between Mask R-

CNN and the traditional image processing algorithm, Otsu’s method, which is commonly
used for obtaining segmentation results with simple thresholding to separate foreground
and background. It needs to mention that the threshold is the average of mean levels of
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foreground and background divided by it (Xu, Xu, Jin, & Song, 2011). The reasons to
choose Otsu’s method are twofold: (1) It is a representative method which is simple and
widely studied in other engineering domains; (2) It has similar functionality with Mask
R-CNN and both of them can be used for image segmentation, which is useful for defect
size analysis in the future study. Figure 6.11 presents the comparison results between
Mask R-CNN and Otsu’s method.

Figure 6.11. Performance comparison between Mask R-CNN and Otsu’s method.
In Figure 6.11, compared to Otsu’s method, Mask R-CNN has better performance
on both dense defect conditions (columns 1 and 2) and sparse defect conditions (columns
3 and 4). In columns 1 and 2, there are 13 defects and 8 defects identified by Mask
RCNN. Meanwhile, although Otsu’s method can separate the area of large defects, it still
introduces a lot of noise on the testing images especially for the image in column 2. In
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columns 3 and 4, the sparse defect cases, it can be concluded that the fine-tuned Mask RCNN model can also inspect and distinguish the rail and the defects well. Regarding the
performance of Otsu’s method in columns 3 and 4, it can be found that Otsu’s method
cannot separate the foreground and background (i.e., column 3) since their grayscale is
similar and the noise is still significant in the sparse case. Besides, Otsu’s method cannot
deliver the type of object class in the inspection results. For example, taking a view on
the inspection result using Otsu’s method in column 4, if there is no label to mark it as
surface defect, it is a bit hard to judge.

6.5.3

Inspection performance under different light conditions
In the real practice, there are many environmental noises which can negatively

impact the inspection results. Those factors need to be considered include but not limited
to rust, shadow, mud-spot, over-exposure, and dust. Due to the limitation of the available
testing data, many of those factors are not covered. Inspired by previous studies (Guo,
Qian, & Shi, 2021; Guo, Qian, Wu, et al., 2021; Wu et al., 2018), the inspection results of
rail surface defects under different light conditions are discussed in this section.
Figure 6.12. shows the inspection performance of rail surface defects under three
light conditions which are normal, over-exposure, and weak-light conditions,
respectively. Even it can be found that the fine-tuned Mask R-CNN can perform well
under all the three light conditions, the inspection results are still influenced by the light
variation. Specifically, in Figure 6.12 (b), there are mislabeled defect results in column 1
and missed defect results in column 3. In Figure 6.12 (c), it is easy to find that each mask
is a little bit larger than the results in Figure 6.12 (a) and (b). It may be due to the
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boundary of defects is not as obvious as in previous conditions and it will introduce the
errors in the defects size evaluation in the future study.
To put it into a nutshell, all testing results indicate Mask R-CNN has promising
performance for rail surface defect detection and the potential for field applications, but
further improvements can be done for defects size evaluation and grading and the
implementation of the model with a computing board needs to be developed in the near
future.

(a)

(b)
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(c)
Figure 6.12. Inspection performance under different light conditions (a) Normal
condition; (b) Over-exposure condition; (c) Weak-light condition.

6.6

Summary
In this chapter, an automatic inspection framework using Mask R-CNN to inspect

the rail surface defect is proposed, aiming to improve the inspection accuracy and
efficiency, save the labor cost, and improve the railroad safety. Two different backbones,
ResNet50 and ResNet 101, are implemented into Mask R-CNN to test their feature
extraction capability on a customized rail surface defect dataset. Three different learning
rates which are 0.02, 0.01, and 0.005 are selected for testing the optimal learning speed
on this customized dataset. A total of 1,040 images, including two object classes, rail and
defect, are utilized for training and evaluation. Different parameter configurations are
trained and evaluated based on the MMDetection toolbox. The evaluation metrics
including mAP, AP50, and AP75 are used for the model evaluation. Parallel tests have
been performed and the test results have been analyzed in a statistical manner using the
parameters of MV and SD. Test results indicate that under the configuration of the
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ResNet101 backbone and the learning rate of 0.005, Mask R-CNN can achieve the
highest MVs on mAP with respect to the bounding box and mask predictions, which are
65.43 (SD=0.25) and 64.50 (SD=0.22), respectively. A total of sixteen images with
different defect severities have been tested on the optimal parameter settings of Mask RCNN. The comparison between fine-tuned Mask R-CNN model and Otsu’s method has
been conducted. Experimental results present a better performance than Otsu’s method
and show a promising performance on the rail surface defect inspection regardless of the
rail orientation, different defect severities, and different light conditions.
To our best knowledge, this is the first attempt using the instance segmentation
model, Mask R-CNN to inspect or predict the rail surface defects. The results indicate a
possible solution by using Mask R-CNN to inspect rail surface defect in future
applications. However, the prediction performance of the developed model can be further
improved as more training data are used.
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CHAPTER 7 A NOVEL LIGHTWEIGHT SEMANTIC SEGMENTATION
MODEL FOR RAIL SURFACE DEFECTS DETECTION AND
QUANTIFICATION 7

7
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Rail surface defect is an important railroad track quality indicator and impacts the
overall track safety. The rail surface condition needs to be inspected regularly to evaluate
defects such as rail surface defect, following the FRA Track Inspector Rail Defect
Reference Manual, Title 49 Code of Federal Regulations (CFR), and Track Safety
Standards (TSS), to make proper maintenance plan. Unfortunately, rail surface defect
defection has not been fully automated yet and significant manual inspection is still
involved, which could be labor-intensive but low-efficient. Earlier efforts have developed
some automatic rail surface defect detection systems, but the accuracy and equipment
cost have limited their applications in the field. To address the needs in the track
inspection, this study proposes a Lightweight Deeplabv3Plus model using LovászSoftmax loss (LDL model) to automatically detect rail surface defects. The ResNet-18
backbone is adopted for the encoder design to reduce the computational cost and
maximize the inference speed. Meanwhile, the patch-wise training strategy is conducted
and the Lovász-Softmax loss is implemented to improve the inspection accuracy. To
quantify different severity levels, a rail surface defect severity index using the ratio
between the defect area and the rail surface area is proposed. The developed model is
compared with another five state-of-the-art (SOTA) models to validate the performance.
Experimental results confirm the proposed model reaches the highest mIoU,
outperforming other available models. This work provides a feasible solution for the
future implementation of automatic railroad track inspection.

171

7.1

Introduction
Rail is a key component of the railroad track and well-maintained rails play

critical role in safe operation. According to the report (FRA, 2020b) from FRA and a
study conducted by Liu (Liu, 2017), rail defect is the leading cause of freight train
derailments in the United States. For instance, the National Transportation Safety Board
(NTSB) concluded a piece of broken rail with the evidence of rolling contact fatigue
(RCF) led to the severe accident happened in Columbus, OH that caused over $1.2
million damage (Zakar & Mueller, 2016). Small rail surface defects (RSDs), cracks,
flaking, and spalling on top of the rail may be the results of different stages of RCF or
other types of more severe rail defects (Stewart & Ahmed, 2002). In other words, close
attention should be paid to monitor RSD initiation and development during track
inspections because even small RSDs may contribute to more serious type of rail defects
or even rail breakage in the future, and should be carefully inspected and evaluated.
Over the past decades, many studies (Faghih-Roohi et al., 2016; Li & Ren, 2012a;
Min, Xiao, Dang, Yue, & Cheng, 2018) have developed different methods to improve the
rail defect inspection. Up to date, the common practices include but not limit to human
visual inspection, acoustic emission test (Ye, Stewart, & Roberts, 2019), Eddy current
test (Pohl, Erhard, Montag, Thomas, & Wüstenberg, 2004; Rajamäki, Vippola,
Nurmikolu, & Viitala, 2018), and ultrasonic (Pohl et al., 2004). These approaches are
typically developed for rail internal defect inspections and have limited applications on
the rail surface defect detection. Moreover, other than human visual inspection which is
labor- and time-consuming, most of the approaches need expensive specialized
equipment and well-trained technicians. Recently, with the rapid development of
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convolutional neural networks (CNNs) and computer vision (CV) techniques, costeffective yet accurate surface defect inspection has become possible and successful
applications can be found in pavement engineering and structure engineering (Guo, Qian,
& Shi, 2021; Guo, Qian, Wu, et al., 2021; A. Zhang et al., 2017; Xinxiang Zhang, Dinesh
Rajan, et al., 2019; Zhang, Story, & Rajan, 2021; Xinxiang Zhang, Ye Wang, et al.,
2019). Fortunately, more attention has been paid to the development of computer visionbased rail surface defect and other track component inspections.
Current CV-based track inspection mainly focuses on missing component (i.e.,
rail, spike, and clip) defection and component defect identification. For example, Guo et
al. (Guo, Qian, & Shi, 2021; Guo, Qian, Wu, et al., 2021) developed and applied the
improved YOLACT and YOLOv4 models on the multi-class track components
inspection with high recall and average precision (AP) results. Qi et al. (Qi, Xu, Wang,
Cheng, & Chen, 2020) proposed MYOLOv3-Tiny for a real-time detection on track
fasteners with reduced computational complexity and high detection precision. Compared
to CV-based track components inspection, track component defect detection is more
challenging. Specifically, the rail surface defect inspection task has the following
difficulties: (1) The developed model needs to be adaptive to random noise brought by
the complicated field conditions, such as reflection from other track components; (2) The
issue of imbalanced instances, which means the ratio between the aera of rail surface
defect and rail surface area is very small and this will cause model training failures; (3)
The state-of-the-art models are developed for general detection purpose which require
high computational resources but may yield low accuracy in specific railroad
applications; (4) There is no literature to clearly benchmark the severity of rail surface
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defects for CV models and most of the studies just evaluate their recall and precision
without any quantitative evaluation which cannot provide useful information for
maintenance planning.

7.2

Related work
In general, there are two types of CV-based methods to inspect the rail surface

defect which are the conventional image processing approach and the deep learning
approach, respectively. Related articles are reviewed and summarized in this part.

7.2.1 Methodology overview
Conventional image processing needs hand crafted features specified by
experienced technicians to process the image data. This approach is not friendly for
customization and extension, especially when the application environment changes or it
is used with a large dataset. Li et al. (Li & Ren, 2012a) proposed a real-time visual
inspection system (VIS) with four core components which are image acquisition system,
track extraction algorithm, local normalization (LN) method, and projection profile
(DLBP). Because only the local information was used, this model has large space to be
improved in terms of detection speed and precision. Gan et al. (Gan, Li, Wang, & Yu,
2017) developed an automatic VIS with the coarse extractor and fine extractor, aiming to
address the large variation issue of the rail surface defect appearance. Besides, Gan et al.
(Gan, Wang, Yu, Li, & Shi, 2018) proposed the background-oriented defect inspector
(BODI) to improve the inspection performance with a random sampling stage for
acquiring the rail background features. In Yu et al. (Yu et al., 2018), the coarse-to-fine
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model (CTFM) was proposed to identify the rail surface defect in three levels which were
sub-image level, region level, and pixel level. Same as Li et al. (Li & Ren, 2012a) and
Gan et al. (Gan et al., 2017), Type-I and Type-II rail surface defects were tested. Deutschl
et al. (Deutschl, Gasser, Niel, & Werschonig, 2004) formulated the spectral image
difference procedure (SIDP) with shading correction and replacement of the difference
by another function. Zhuang et al. (Zhuang, Wang, Zhang, & Tsui, 2018) advanced the
feature-based linear iterative crack aggregation (FLICA) which can automatically locate
the rail surface crack and obtain the boundary of a rail surface crack. Leveraging the
superpixel classifier, Wang et al. (Wang, Zhuang, & Zhang, 2019) designed a bilevel
superpixel-based framework for rail surface crack inspection. The simple linear iterative
clustering (SLIC) module is responsible for the generation of superpixels of raw rail
images and the bag-of-words (BoW) was used for developing superpixel classifier.

7.2.2

Rail surface defect inspection with deep learning
Deep learning approaches are more convenient on training customized data

because there is no pre-defined features and associated restrictions. Meanwhile, the
neural network is enabled to extract and learn features by itself. Taking the advantage of
the rapid evolving deep convolutional neural networks (DCNNs), Faghih-Roohi et al.
(2016) successfully applied DCNN on the rail defect identification to save computational
cost for feature extraction. Shang et al. (2018) proposed a two-stage approach with CNN
to localize and classify the rail surface defect. In the first stage, the training image was
cropped to better focus on the rail part. In the second stage, a fine-tuned CNN was
applied to extract rail defect features. Feng et al. (2020) designed M2-Y3 and M3-Y3
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models for rail defect detection the framework of You Only Look Once (YOLO)
(Redmon et al., 2016) and MobileNet (Howard et al., 2017). However, their model
focused on judging the existence of rail surface defect but cannot depict the shape of any
specific defect. Integrating multiple context information, pyramid pooling module,
attention mechanism, and information fusion, Zhang et al. (2020) developed multiple
context information network (MCnet) for the evaluation of no-service rail surface defects
(NRSDs). Two types of NRSDs including both the original and artificial types were
tested and the results indicated reasonable segmentation performance. Combining the
unsupervised learning with an improved Gaussian mixture model for the rail surface
defect segmentation, and the supervised learning with Faster R-CNN for rail surface
defect localization, Lu et al. (2020) proposed SCueU-Net for incorporating U-Net and
saliency cues method to automatically detect rail surface defect. Unfortunately, only a
total of 201 samples were included in that study even after data augmentation. The
potential overfitting issue during training was not addressed.

7.2.3

Scope and objective
To address the aforementioned challenges in rail surface defect detection, this

chapter aims to develop a novel lightweight semantic segmentation model that is able to
quantify rail surface defect severity and maintain high computational efficiency. The
specific contributions are summarized as follows:
•

A Lightweight Deeplabv3Plus model using Lovász-Softmax loss (LDL model) is
proposed using the ResNet18backbone for a real-time inference speed in the

176

encoder design. A patch-wise training strategy is implemented to better capture
local features and improve training efficiency.
•

The Lovász-Softmax loss which can directly optimize the mean intersection over
union (IoU) is adopted in the LDL model to train multi-class objects with better
semantic segmentation accuracy.

•

A total of 1,078 rail surface defect images collected from the field are trained,
tested, and validated on six models for comparison.

•

The rail surface defect severity has been quantified and rated based the ratio of the
defect area over the rail surface area. Different severity indexes can be
customized by the end-user.

7.3

Methodology
There are four parts in the proposed rail surface defect inspection framework,

which includes 1) a lightweight backbone for a better inference speed and high accuracy
for field applications, 2) a patch-wise training strategy to keep the local information and
avoid the feature loss in the downsampling, 3) a loss function to optimize the jaccard loss
and improve the relevance to small objects (i.e., tiny defects), and 4) an index using the
severity ratio with the number of pixels is proposed to quantify rail surface defect
severity levels.
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7.3.1 Baseline
Deeplabv3Plus (Chen, Zhu, Papandreou, Schroff, & Adam, 2018), an encoderdecoder framework developed by Google Inc, is selected as the baseline. Specifically,
Deeplabv3Plus makes good use of the spatial pyramid pooling module for encoding
multi-scale contextual information at an arbitrary resolution and recoveries detailed
information of object boundaries by a simple yet effective decoder module. On the one
hand, Deeplabv3Plus inherit the advantages of its ancestor, DeepLabv3 (Chen,
Papandreou, Schroff, & Adam, 2017), which employs the atrous spatial pyramid pooling
(ASPP) to extract multiple scale image-level features, as the proposed encoder. On the
other hand, Deeplabv3Plus incorporates a novel decoder architecture (see Figure 7.1) and
the modified aligned Xception model to boost the semantic performance and improve the
computation efficiency. The structure of Deeplabv3Plus is given in Figure 7.1.
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Figure 7.1. The Deeplabv3Plus architecture.

As shown in Figure 7.2, the atrous convolution (see Figure 7.2 (b)) is responsible
for reducing the computation complexity, enlarging the receptive field, and explicitly
controlling the resolution of features calculated by DCNN. Meanwhile, it keeps the
standard convolution operation (see Figure 7.2 (a)) for extracting multiple features
without extra parameters. For instance, when dealing with 2D signals, the atrous
convolution can be applied over the input feature map x to generate the output feature
map y on each location i via a filter w which has a kernel size of k . The computation
process is shown in Equation (7-1).
y[i] =  x[i + r  k ]w[k ]

(7-1)

k
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where the

r

represents the atrous rate that corresponds to the stride with the input

signal. It needs to mention that the standard convolution can be treated as a special case
of atrous convolution with r = 1 .

(a)

(b)
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(c)

(d)
Figure 7.2. Different convolution operations. (a) Standard convolution, (b) Atrous
convolution with a rate r, (c) Depthwise convolution, (d) Atrous depthwise convolution.

It needs to mention that in the proposed model, the atrous depthwise convolution
(see Figure 7.2 (d)), which leverages the depthwise convolution (see Figure 7.2 (c)) and
atrous convolution for effectively reducing the computation complexity and maintaining
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a superior performance, has been implemented in the original Deeplabv3Plus. In addition,
the modified Xception model with more layers, replaced max pooling operations with
depthwise separable convolutions and extra batch normalization has also been added into
the original Deeplabv3Plus.

7.3.2 ResNet18 backbone
Because of the promising feature extraction performance, ResNet 50 (He et al.,
2016) and ResNet 101(He et al., 2016) are popular backbones for the CNN design to
improve model performance on large image datasets that include millions of images and
many different instance classes. However, strong and versatile backbones also require
higher computational recourse and time. Focusing on the specific task of rail surface
defect inspection, a backbone with a large number of layers and complicated bottleneck
designs may not be necessary considering the very limited object classes and relatively
simple context compared to a general large database. For the sake of tailoring the
network design and expedite the training process to avoid redundancy, ResNet 18, a
backbone with much less layers and parameters compared to ResNet 50 and ResNet 101,
is selected as the backbone to build the encoder structure in the proposed model. Figure
7.3 gives the general architecture of ResNet 18 (He et al., 2016).
There are four convolutional stacks which are Conv2, Conv3, Conv4, and Conv5
in the whole structure. Correspondingly, the output channels are 64, 128, 256, and 512,
respectively. Before the four convolutional stacks, there is a single convolution layer with
a 3×3 kernel and a stride of 2. The number of the output channels of the first layer is 3×3.
To be consistent, the kernel sizes in the four convolutional stacks are also 3×3. To
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simplify the schematic of ResNet 18, the batch normalization layer after each convolution
layer and ReLU activation are not shown in Figure 7.3.

Figure 7.3. The architecture of ResNet 18.

7.3.3 Patch-wise training strategy
Semantic segmentation is a pixel-level classification of cluster pixels of the same
object instance in an image. In general, with a large image size and multiple object
classes, the training requires more computational resource, GPU capacity, and time.
Down-sampling/resize the input to small ones is helpful to keep computational expense in
control, but this approach causes more local information loss on each image and therefore
hurts the final training performance (Xinxiang Zhang, Dinesh Rajan, et al., 2019). For the
specifically application in this study, the rail surface defects usually are very small and
the true information can be easily lost when having small input sizes. To balance the
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accuracy and training speed, this study proposes a patch-wise instead of pixel-level
training strategy to optimize the training speed and meanwhile achieve better accuracy.
Figure 7.4 illustrates the details of the proposed patch-wise training strategy. In
the first step, all images and corresponding annotations are cropped into sub-images for
training and validation. In the experimental design, there are four different cropping sizes
which are 64×64, 128×128, 256×256, and the whole image having no cropping,
respectively. The reason to have different cropping sizes is different cropping sizes
impact the training accuracy and speed a lot. More details are discussed in the following
section. In the following steps, sub-images and corresponding annotations are fed into the
improved Deeplabv3Plus model for training and validation. The final semantic
segmentation results can be visualized after calling the trained weights in the testing
algorithm. Specifically, there is no crop process in the testing algorithm and there is no
limit, such as the image size must be divided by 32 which is commonly used in the deep
learning training process, on the testing input. It is worth noting that because the images
in this study are not as large as a high-resolution remote sensing image which is typically
over 2,000×2,000, and have limited object instance classes, overlapping between the subimages is not necessary. Moreover, to augment the image data to increase the dataset
adequacy, the random flipping with a flip probability of 0.5 is adopted in the training
with the patch-wise training strategy.
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Figure 7.4. Patch-wise training strategy.

7.3.4 Lovárz Loss Function
A commonly used measure metric in the semantic segmentation task is Jaccard
index which is also refereed as the intersection over union (IoU), which can bring
appropriate relevance to small objects and the counting of false negatives. To further
improve the semantic segmentation performance on a large dataset, Lovárz loss function
(Berman, Triki, & Blaschko, 2018) is proposed for direct optimization of the mean IoU
loss in a model. Specifically, given the object class c , the ground truth label
prediction y , the Jaccard index

J c ( y* , y )

can be defined in Equation (7-2).
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y* ,

and the

| { y*
| { y*

J c ( y* , y )

c} { y
c} { y

c} |
c} |

(7-2)

where the intersection ratio is in [0,1] and the special case that 0 / 0 1 .
Correspondingly, the loss function can be defined in Equation (7-3). In a semantic
segmentation task with multiple classes, a softmax layer is used to map the probability
distributions for the loss computation.
Jc

( yi* , y)

1 J c ( yi* , y)

(7-3)

Following the cross-entropy loss fashion, the pixel errors m(c) for class c C
expressed by a vector can be defined as in Equation (7-4).
1

mi (c)

f i (c )

f i (c )

if c

yi*

(7-4)

otherwise

The loss surrogate is constructed to

Jc

and the Jaccard index for class

c

is

computed based on the vector of errors m(c) in Equation (7-5). Considering the multiple
classes in the semantic segmentation task, the surrogates are averaged and the LovászSoftmax loss can be defined in Equation (7-6).

loss( f (c))

loss ( f )

Jc

1
c

(m(c))

Jc

(7-5)

(m(c))

(7-6)

c C
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7.3.5 Assessment of Rail Defect Severity
As mentioned earlier, there are some studies to detect the rail surface defect using
either traditional image processing or deep learning-based technologies. Unfortunately,
most of the earlier efforts focus on determining the existence of rail surface but few of
them can quantify the severity. The reason behind is the complex and random shapes the
defects, making the previous model not be able to accurately capture the shapes. To
overcome the technical difficulty, we propose a pixel-aware approach to quantify the rail
surface defect severity for field quantifications. Detailed procedures can be referred to
Algorithm 7.1.
To assess the rail surface defect severity, all test images are processed by the
proposed LDL model first to acquire semantic segmentation outputs. Afterward, the
defect area L , rail area R , the defect ratio

r

which is the defect area over the rail area, and

the severity index ξ will be computed based on the pixel values. Based on the dataset in
this study, the defect ratio

r

and even its distribution can be captured. According to the

distribution of the calculated defect ratio

r

from the dataset in this study, the severity

levels can be classified into three categories and a severity index ξ can be used to
indicate the severity level of the inspected rail surface defects. With the semantic
segmentation settings in this study, the pixel values of the background, the rail surface,
and the defect part, equal to zero, one, and two, respectively. It is worth noting that only
the number of pixels is considered for calculation and the label values are only used for
the classification of different types of rail defects. Figure 7.5 illustrates an example of the
distribution of the rail surface defect at the pixel level.
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Figure 7.5. Illustration of the distribution of rail surface defects in the pixel level.

Algorithm 7.1 Assessment of rail defect severity
Input:
P : Predicted images using LDL model
Output:
r : The ratio of the defect area to the rail area,
ξ : Severity level of the input
1: Load predicted images
2: Build a matrix M to save defect area L , rail area R , the ratio of the defect area to the
rail area r , and the severity index ξ
3: for each predicted image i in I do
Use the built-in imread function to read the predicted image;
Find the defect pixel dp and sum them up  dp ;
m,n

Find the rail pixel rp and sum them up

 rp ;
m, n

L   dp , R   rp ,
m, n

r = L/ R;

m,n

Calculate the distribution of r ;
Set threshold of ξ for different severity levels;
Determine the severity level of each image;
Collect L , R , r , ξ and fill them into M
end for
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7.4

Experiments and results
In this chapter, a workstation equipped with quadra NVIDIA 2080 Ti GPUs is

used for model training, testing, and validation. Specifically, the CUDA version is 10.2
and the cuDNN version was 7.5.2. All training work is based on the Pytorch library,
which is developed by Facebook, Inc. MMSegmentation, an open-source semantic
segmentation toolbox is adopted for all the experiments. Specifically, there are 20
epochs/20k iterations for each training. The optimizer which can control the weights and
learning rate to reduce loss is set as the stochastic gradient descent (SGD). As we only
perform the training with a single GPU, the learning rate is 0.0025 which equals 1/4 of
the default settings in the MMSegmentation. The momentum which can accumulate the
exponential decaying and improve both the training speed and accuracy is set as 0.9. The
weight decay which can suppress any irrelevant components and improve generalization
is set at 0.0005.
A total of 1,078 rail surface defect images are labeled using the annotation tool,
labelme. All the images are taken from a fixed distance (17.8 cm or 7 inches) between the
cell phone camera and the rail surface from the same angle. All surface defect images are
collected along the track that are close to the Department of Civil and Environmental
Engineering at the University of South Carolina. The training set and validation set are
randomly divided with a ratio of 4:1.
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Note that the validation set also serves as the testing set. To explicitly present the
defect severity of rail track surface, two object instance classes (i.e., rail and defect) are
included in the labeling process. In addition, to evaluate the training performance, the
commonly used metric mean intersection over union (mIoU) is selected for semantic
segmentation quantification. The results with our patch strategy and comparison with the
state-of-the-art (SOTA) models can be referred to as follows.

7.4.1 Training Results with Different Patch Sizes
In the experiments, to examine the impact of patch sizes, four different patch sizes
including 64×64, 128×128, 256×256, and the whole image are included. Figure 7.6
presents the training results with different patches using the proposed LDL model.
Specifically, Figure 7.6 (a) shows the loss changes over iterations. It needs to be
mentioned that the loss here is the total loss including encode loss and decode loss.
Additionally, it is clear that the crop size does impact the loss reduction in each training.
With the increase in crop size, the loss decreases. Specifically, when the crop size is 64,
the total loss scores the maximum value (0.5135) at the end of each training. When the
crop size is 256, the total loss reaches a lower value (0.4129) at the end of each training.
While, when the whole image is fed at its full-size directly with no preprocessing, the
total loss achieves the minimum value (0.3163) which is 38.4% and 23.3% lower
compared to the results with crop sizes are 64 and 256, respectively. In general, a low
loss result indicates good training performance and Figure 7.6 (a) appears to suggest the
whole image training is better than the patch strategy. To validate if the whole image
training is actually better than the patch strategy or not, Figure 7.6 (b) is provided.
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As shown in Figure 7.6 (b), there are two factors need to be considered. The first
factor is mIoU, which is the indicator for accuracy. The definition can be referred to
(Guo, Qian, Rizos, Suo, & Chen, 2021). The second factor is the training time, which is
the indicator for training speed. With the patch strategy, it is easy to find the accuracy is
associated with the loss for each patch size. As mentioned above, a lower loss indicates a
higher accuracy. With a patch size of 64×64, LDL model reaches a relatively lower mIoU
value which is 60.79. With a patch size of 128, the mIoU value (73.85) increases by
21.4% from that with a patch size of 64×64. When the patch size is 256×256, the
maximum mIoU value (82.1) which is 11.1% and 35.1% higher compared to the case
with a crop size of 64×64 and 128×128, respectively. From the perspective of the training
speed, it is not hard to image a larger patch size would cause a lower training speed
because a larger patch occupies more pixels and computational resource. With a patch
size of 64×64, the training time is 15 minutes. When the patch sizes are 128×128 and
256×256, the training time is 19 minutes and 29 minutes, respectively. This shows a
significant training time cost as the patch size increases. In addition, a full-size image
does have good training accuracy due to the lower training loss shown in Figure 7.6 (a).
However, the training time is 300 minutes, which is significantly higher than any case
using a patch strategy. Clearly, the marginal benefit in accuracy is not worth the
significant loss in training speed when compare the case using 256×256 patches and the
whole image. To put it in a nutshell, this section proves the proposed patch strategy has
promising balanced performance on loss reduction, training accuracy, and training speed.
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(a)

(b)
Figure 7.6. Training results with different patches. (a) Loss results with different
crop sizes, (b) mIoU and training time cost with different crop sizes.
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7.4.2 Comparison with SOTA models
To fairly compare semantic segmentation performance with other SOTA models,
all models are equipped with ResNet-18 backbone. The original models are FCN (Long,
Shelhamer, & Darrell, 2015), GCNet (Cao, Xu, Lin, Wei, & Hu, 2019), PSPNet(Zhao,
Shi, Qi, Wang, & Jia, 2017), DeepLabv3 (Chen et al., 2017), and DeepLabv3Plus (Chen
et al., 2018), respectively. The proposed model and reconfigured models are named as
LDL, FCN-Res18, GCNet-Res18, PSPNet-Res18, DeepLabv3-Res18, and
DeepLabv3Plus-Res18, respectively. Four types of mIoU are used for comparison which
are a total mIoU, IoU-background, IoU-rail, and IoU-defect. Corresponding results are
shown in Figure 7.7. It needs to be clarified that the reason to clearly divide the IoU into
different categories is to identify the specific contribution the LDL model can bring.
As shown in Figure 7.7 (a), the proposed model scores the highest mIoU (82.10)
at the end of the model training. It is 3.2%, 3.4%, 4.1%, 2.8%, and 4.5% higher than
FCN-Res18, GCNet-Res18, PSPNet-Res18, DeepLabv3-Res18, and DeepLabv3PlusRes18, respectively. Since all training processes have experienced long iterations, it is
reasonable to believe the proposed LDL outperforms other SOTA models on inspection
accuracy using the index of mIoU. To identify the specific part the LDL model
contributes the most, the IoU results of background, rail, and defect are plotted in Figure
7.7 (b), (c), and (d), respectively.
From Figure 7.7 (b), the proposed LDL model maximizes the IoU-Background to
86.86. It is 2.0%, 2.9%, 3.5%, 2.5%, and 3.3% higher than FCN-Res18, GCNet-Res18,
PSPNet-Res18, DeepLabv3-Res18, and DeepLabv3Plus-Res18, respectively. In addition,
the IoU-Background of DeepLabv3Plus-Res18 is very low in the initial stage compared
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to other models. While, even having the same baseline of DeepLabv3Plus, the proposed
LDL model does not show large fluctuations and increases steadily. As approaching 20
epochs, the proposed LDL model still increases while other models tend to be stable,
indicating the proposed LDL model has better semantic segmentation results in the
background.
Comparing the IoU-Rail results as shown in Figure 7.7 (c), the performances are
close for all the models. The results of IoU-Rail from LDL, FCN-Res18, GCNet-Res18,
PSPNet-Res18, DeepLabv3-Res18, and DeepLabv3Plus-Res18 are 93.5, 93.33, 93.13,
93.14, 93.23, and 93.13, respectively. Although all the values are close to each other, the
proposed LDL model still has the maximum value. Figure 7.7 (c) indicates all models
have promising results in detecting the rail.
Figure 7.7 (d) gives the primary reason the proposed LDL model scores the
maximum mIoU in Figure 7.7 (a). The proposed LDL model generally has higher values
in IoU-Defect throughout the training process. It reaches the maximum IoU-Defect of
65.94, which is 9.6%, 8.7%, 10.7%, 6.8%, and 12.8% higher than FCN-Res18, GCNetRes18, PSPNet-Res18, DeepLabv3-Res18, and DeepLabv3Plus-Res18, respectively. The
curve of LDL model clearly stands out from the other models, indicating a significant
improvement in the segmentation performance of defects. To improve the segmentation
capability of rail surface defect is the main objective of this study and the results in
Figure 7.7 shows the proposed model has met the research objective.
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(a)

(b)
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(c)

(d)
Figure 7.7. Comparison between different models. (a) mIoU, (b) IoUBackground, (c) IoU-Rail, (d) IoU-Defect.
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7.4.3 Visualization and comparison of experimental results
In this section, visual evidence is provided to compare the semantic segmentation
results from different models. Specifically, the most left column in Figure 7.8 is the
ground truth. Besides the ground true, images from the left to the right, are the predicted
results from LDL, FCN-Res18, GCNet-Res18, PSPNet-Res18, DeepLabv3-Res18,
DeepLabv3Plus-Res18, respectively. Five randomly selected rail images with different
shapes and densities of defects are given in Figure 7.8 examples for comparison. In the
first row, there is a long, large, and connected defect in the rail surface. The proposed
LDL model is able to well preserve the shape of the defect. However, FCN-Res18,
GCNet-Res18, PSPNet-Res18, DeepLabv3-Res18 cannot outline the defect not the rail
edges clearly. DeepLav3Plus-Res18 also performs well with this particular image.
For the second row in Figure 7.8, there are several individual surface defects.
Similar to the result offered in the first row, LDL model and DeepLabv3Plus-Res18 can
present the best results, but LDL model can preserve the rail edges better and preserve
more details of the defects. While the other three models have poor performance. Similar
observations can be made from the rest three rows in Figure 7.8. Overall, the proposed
LDL model has promising performance to preserve the shapes of rail surface defects.
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Figure 7.8. Visualized results of rail surface defects using different models.

7.4.4 Rail severity assessment results
To able to preserve the shapes of the rail surface defect is the steppingstone to
quantify the defect severity. By comparing the number of predicted pixels and ground
truth pixels of the rail and the rail surface defects, Figure 7.9 (a) and (b) are plotted with
diagonal lines using results from randomly selected 35 images processed by the LDL
model. Ideally, if the data point aligns in the diagonal line, the prediction is 100%
accurate. In Figure 7.9 (a), the predicted rail pixel numbers range from 142,013 to
209,122. Correspondingly, the ground truth pixels of the rail range from 135,760 to
207,684. All the 35 points are close to the diagonal line, indicating a good prediction
result on the rail detection. Figure 7.9 (b) gives the comparison between the number of
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predicted rail surface defect pixels and the ground truth rail surface defect pixels. Similar
to the result shown in Figure 7.9 (a), most of the data points are concentrated along the
diagonal line with only a few of them located a little bit away, indicating a reliable rail
surface defect prediction result.

(a)
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(b)
Figure 7.9. Comparison between the number of ground truth pixels and predicted
pixels (a) rail surface defect pixels, (b) rail pixels.

After the numbers of pixels of the ground truth and the prediction are obtained,
the rail surface defect severity can be assigned according to the ratio of the rail surface
defect area over the rail surface area. It needs to be mentioned the severity level
thresholds can be defined by the end-user to the model can provide default values
according to the overall severity distribution based on all the processed images. Based on
the limited data points in this study, the rail surface defect ratios are distributed as shown
in Figure 7.10. Accordingly, 6% is selected as the interval between different severity
levels as shown in Table 7.1. The proposed LDL model can process the track images and
directly provide Table 7.1 to assist automatic track inspections.
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Figure 7.10. The distribution of rail surface defect ratios in our experiments.

Table 7.1. Rail surface defect severity levels.
Severity level
Rail surface defect ratio (RSFR)
Low

<6%

Medium

6%~12%

High

12%~18%

Super High

>18%
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7.5

Summary
In this chapter, a novel lightweight semantic segmentation model for rail surface

defects detection and quantification, namely the LDL model. The LDL model is
developed based on the framework of the DeepLabv3Plus model. To balance both
efficiency and accuracy for potential field inspection with limited computing resource,
the backbone of ResNet-18 is integrated into the model architecture and a patch-wise
training strategy is utilized. The Lovász loss function is adopted to tailor the proposed
model for better semantic segmentation performance on complex rail surface defect
shapes. A total of 1,078 images including two instance classes (i.e., rail and defect) are
used for the model training, testing, and validation. Another five SOTA models are
trained and compared with the proposed model using the metric of mIoU, IoU of
background, IoU of rail, and IoU of the defect. To evaluate the rail surface defect
severity, an algorithm is designed for the computation of the rail surface defect ratio
between the rail defect and the rail at a pixel level.
Based on the limited results in this study, the proposed model can effectively and
accurately detect and quantify rail surface defects and outperforms the other SOTA
models. The improvement is mainly due to the proposed model can better preserve the
shape of the defects.
Training results with different patches indicate the patch size of 256×256 has the
optimal result on both mIoU and training speed. The comparison between the number of
pixels of the ground truth label and predicted images proves that there is a good
agreement between the prediction results using LDL and the ground truth label.

202

The proposed model has potential to be implemented to assist in automatic track
inspection to provide quantitative information for rail maintenance planning
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CHAPTER 8 CONCLUDING REMARKS AND RECOMMENDATIONS
FOR FUTURE STUDY
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8.1

Concluding remarks
This ongoing work contributes to the development and application of cutting-edge

computer vision techniques including object detection, instance segmentation, and
semantic segmentation in the railroad engineering domain. Leveraging the base model of
the object detection, the new DTDNet has been proposed for dense traffic detection and
tracking at the congested railroad grade crossings. The models including DTDNet and
other SOTA models have been trained based on a crossing image database. The field
detection and counting performance have been evaluated and compared under daytime,
nighttime, and haze weather condition.
Regarding the rail track components inspection, an improved real-time instance
segmentation model has been developed based on the original YOLACT model and
Res2Net model. A customized rail track components image database including the rail,
the clip, and the spike, has been established for training, validation, and testing. To
improve the inference speed and assist the railroad industry to keep the inspection
accuracy, a one-stage object detection model named YOLOV4-hybrid has been proposed
based on the new design of activation functions in the framework. Different evaluation
metrics including PR curve, F1 score, mAP, and inference time etc. have been
considered.
With respect to the rail surface defect inspection, the optimized Mask R-CNN
model and the proposed LDL have been trained, evaluated, and compared. The
evaluation metrics including AP50, AP75, mIoU, IoU of background, IoU of rail, and
IoU of the defect have been adopted to evaluate the training performance. The rail
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surface defect severity with four different levels has been evaluated based on the
developed algorithm.
Based on the limited experimental results, major findings of this work can be
summarized as follows:
1. The TA module can bridge different forms of feature representations and model
the long-range relationships. The learning to match-based detection head with the
MLE procedure rather than the conventional hand-crafted IoU criterion can have
a better detection accuracy.
2. Training and evaluation results with the dense traffic detection models indicate
that DTDNet outperforms other models on both recall and precision rates. The
proposed DTDNet achieves the best performance of detecting vehicle, train, and
pedestrian.
3. The detection-based counting approach shows a promising counting results and
accuracy. Regarding the three different errors (i.e., MAE, RMSE, and MRE), the
testing on six randomly selected video clips indicates a robust and superior
performance in the field.
4. The first attempt on railroad engineering even civil engineering using the
proposed real-time instance segmentation model has been successfully deployed.
The inference speed can achieve the real-time level which is over 30 FPS.
5. The proposed real-time instance model outperforms the original model and the
classic instance segmentation model (i.e., Mask R-CNN) on both the detection
accuracy of the bounding box and the mask.
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6. The inspection performance of the proposed real-time instance segmentation
model has been tested and compared on different illumination conditions.
Experimental results confirm our model’s robustness on low visibility conditions.
7. The new real-time object detection framework named YOLOv4-hybrid has been
successfully developed with the combined activation function of Mish and Swish.
The model comparison has been evaluated based on the YOLOv3 model and the
YOLOv4 models with different activation functions.
8. The influence of two different factors on the track component detection including
the illumination and the image size has been discussed. Experimental results
confirm that the proposed YOLOv4-hybrid model is more sensitive to the
illumination conditions rather than the image size.
9. The inspection performance with edited images including the missing or fake rail
track components show that the proposed YOLOv4-hybrid model can have the
robust results in the field.
10. Two backbones with three learning rates including 0.02, 0.01, and 0.005 have
been used to optimize Mask R-CNN model on the customized rail surface defect
image database. Experimental results indicate the configuration of ResNet101
with the learning rate of 0.005 achieves the best accuracy on both bounding box
and mask predictions.
11. Compared to the traditional image processing algorithm (e.g., Otsu’s method), the
optimized Mask R-CNN has better performance on the rail surface defect
inspection regardless of the different illuminations, rail orientations, and defect
severities.
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12. Regarding the proposed LDL model, under the optimized condition of the patch
size (256 × 256), the proposed LDL model can have better performance on both
mIoU and training speed.
13. The proposed LDL model can accurately detect and quantify the rail surface
defects and outperforms SOTA models with different indicators such as mIoU
(82.10%), IoU-background (86.86%), IoU-Rail (93.5%), and IoU-Defect (65.94).
14. Using limited random rail surface defect images, the visualization results confirm
that the proposed model can depict a better outline and whole view of the
background, the rail, and the defect.
15. Four rail surface defect severity levels have been proposed based on the limited
image samples. Specifically, the low, medium, high, and super high severity
levels correspond to the different rail surface defect ratios of less than 6%,
between 6% and 12%, between 12% and 18%, and above 18%.

208

8.2

Recommendations for future study
This work provides a comprehensive study of developing and utilization of the
cutting-edge computer vision models on the automatic railroad grade crossing
monitoring and rail track inspection. The following contents are recommended for
future research:
1. More environmental conditions include haze, fog, rain need to be considered in
the dense traffic detection at the grade crossing.
2. The power efficiency of on-board dense traffic inspection needs to be considered
in the deployment.
3. A light-weighted real-time instance segmentation or object detection model with
better accuracy and inspection speed should be developed for future application
due to the limited inspection time window in the railroad.
4. The semi-supervised learning should be considered in the future since there are
limited labelling access and huge unknown data of rail track components.
5. Different types and shapes of the rail track components should be considered in
the future. Also, the inspection of different damage levels of the rail track
components is an interesting topic for the field application.
6. More standardized rail surface defect image data is needed. Building a rail surface
defect image database can prompt more research efforts on this topic and benefit
the railroad industry.
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