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In this paper a class of linear error-correcting block codes is in- 
vestigated. These quasicyclic odes are closely related in structure to 
cyclic codes although they are not nearly as well understood. 
It is shown that an important subclass of the class of cyclic codes 
is almost equivMent o quasicyclic odes. Also, a short computer 
generated list of the best quasicyclic odes of rate ½ is given. The last 
result is a proof that there exist very long quasicyclic odes which 
meet the Gilbert bound. 
I. INTRODUCTION 
Cyclic codes have been intensively studied for the past ten years. 
Because of their mathematical structure it has been possible to con- 
struct several arge classes of codes with desirable characteristics. Of
these, the best known are the BCH codes. 
The BCH codes have two desirable properties. They are relatively 
easy to decode and they have a rich mathematical structure. Their 
single flaw is that they do not provide a solution to the problem posed 
by Shannon in 1948 (16). In particular, as the code length n increases, 
the ratio of minimum distance to code length d/n approaches 0. (11) 
These facts and the general desire to do something different lead one 
to consider other classes of codes possessing significant mathematical 
structure. One such class is the class of quasicyclic odes investigated 
in this paper. 
As the name suggests, these codes are similar to cyclic codes. In 
Section II, some relationships between the two classes of codes are 
* This research was supported i1~ part by NASA Grant NGR-12-001-046. 
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exhibited. In particular, it is shown that an important subclass of cyclic 
codes are (almost) equivalent o quasicyclic codes. In Section II I ,  a 
short list of the best quasicyclic odes of rate ½ is given. In Section IV, 
the existence of very, but not arbitrarily long quasicyclic odes which 
meet the Gilbert (4i) lower bound on distance is proved, Section V 
contains the conclusions reached after performing this research. 
II. RELATION TO CYCLIC CODES 
1. QVAsICVCLIC CoD~s 
An (mno, mko) linear code is said to be quasicyclic with basic block 
length no if every cyclic shift of a code word by no digits yields another 
code word (17). To simplifY the writing of the generator and parity 
check matrices of a quasicyclic code, it is convenient o rearrange the 
code digits in the following way. Let us group together every other 
n0-th column of the generator matrix of a quasicyclic (mno, mko) code. 
Then there are a total of no groups. Each group forms/co circulant ma- 
trices of order m because of the quasicyclic property of the code. This 
equivalent generator matrix has the form 
G=Lc;  : . . .  , 
kol Cko2 "'" Cko~o_l 
(1) 
where Cii is a circulant matrix of order m of the form 
V Co c~ . . . cm-, 1 
era--1 CO " * " era--2 [ 
C ~ Cm-2  Cm--1 " ' "  Cm--.~, | I 
l 
c2 • • • Co . J  
with c~ C GF(p ). 
An interesting subclass of the 
(la) 
codes generated by the matrix G results 
when certain of the C~j are restricted as below 
l !  0 0 "-. 0 Cl,ko+l "'" 
I 0 .." 0 C2,ko+1 "'" 
G~ = 0 I " "  0 C3,k0+l "" 
0 0 "'" I C~0.k0+l "'" 
•l'n0 
C2'"° / 
Ckl .o-I 
(2) 
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where I and 0 refer to the identity and all zero matrices of order m, 
respectively. We shall refer to these codes as systematic quasicyclic 
codes, and to those generated by G as general quasicyclic odes. Codes 
generated by G8 are equivalent, in an obvious way, to codes in which 
each code word consists of m blocks, with each block containing k0 
information digits and no - k0 parity check digits. 
A more general class of codes called circulant codes have als0 been 
studied (8). 
If the eirculant matrices C~i in G are of order 1, then the general 
quasicyclic odes reduce to general linear codes. This is not the case 
we are to discuss in this paper; rather we are concerned with the case 
where the order of C~i is large and k0 and no are small. 
Notice that the matrix C of Eq. (la) is completely specified by the 
elements of its first row. Let c(x) be the polynomial associated with C 
in the following way: 
c( x ) = Co + clx + c2x 2 + . . .  + c~_ix m-1. 
Then the algebra of polynomials modulo x m- 1 over GF(p) is isomor- 
phic to the algebra of all m X m circulant matrices over GF(p). 
The simplest case of the matrix G, occurs when k0 -- no - k0 = 1 and 
GF(p) = GF(2), for then 
G8 = lie], (3) 
where I is an identity matrix. This case is considered in the next section. 
2. ~ RATE BINARY QUASlCYCLIC CODES 
A binary quasicyclic (2m, m) code in systematic form can be speci- 
fied by its generator of the form in Eqs. (la) and (3). Notice that the 
matrix G, is fixed by the circulant matrix C. The code generated by G, 
can also be said to be generated by C, or equivalently, by the associated 
polynomial c(x) of C. 
Every code word of the code generated by G, is a linear combination 
of the rows of G, . Thus, each code word is of the form 
[i(x), i(x)c(x)] mod x ~ - 1, (4) 
where i (x)  represents he information digits, while i (x)c(x ) represents 
the parity digits of the code. 
The following theorem establishes a relation between the minimum 
distance of quasicyelic odes and cyclic codes. 
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THEOREM 1: Let GCD[c(x), x m - 1] = G(x), G(x ) .H(x )  = x m - 
and let 
Then 
and 
, 
D = minimum distance of the cyclic code A generated by G(x), 
D = minimum distance of the cyclic code B generated by H(x) ,  
d = minimum distance of the quasicyclic ode C generated by c(x). 
D+I<d<D if D+I=<D 
d=D if D+I>/ ) .  
Proof. Let g - [i(x), i(x)c(x)] be a code word of the code C. There 
are two eases to consider. If i ( x )c (x ) -~ O, then i (x)  is a multiple of 
H(x)  from our assumptions. Thus, i (x)  is a code word of the code B, 
and d _-_ /). On the other hand, if i (x)c(x)  # O, then i (x)c(x) is a 
nonzero code word of the code A. Since i (x)  ~ O, the weight of g, 
W(g) ~ D + 1. Therefore, the theorem is true. Q.E.D. 
Theorem 1 says that if c(x) and x m - 1 are not relatively prime, 
then for a good code G(x) = GCD[c(x), x m - 1] must have a relatively 
low degree, for the degree of H(x)  = m - deg [G(x)] must be high for 
/) to be large. 
From the definition of quasicyclic odes and the properties of cireu- 
lant matrices, it can be shown that some quasicyclic odes are equiva- 
lent to each other. In addition, under certain conditions, we can show 
that a quasieyclic ode has a rather small minimum distance (3). We 
sum up some of these results as follows: 
(1) A ½ rate quasicyclic ode is equivalent to its dual code, i.e., it 
is self-dual. 
(2) If c(x) and x m - 1 are relatively prime, the quasieyclic ode 
generated by c(x) and the code generated by the inverse of c(x) are 
equivalent. 
(3) A code generated by c(x) is equivalent to the code generated 
by the reciprocal polynomial of c(x). 
(4) If the reciprocal polynomial of c(x) is equal to c(x), then the 
code generated by c(x)has the property that reversing the order of the 
information digits and of the parity digits of a code word yields another 
code word. 
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(5) If a code has the property that interchanging information 
digits and parity digits of a code word yields another code word, then 
the minimum distance of the code is at most equal to 4. 
3. NORMAL BAS IS  
With the help of the normal basis theorem, we show in the next sec- 
tion that power residue codes with one digit deleted are equivalent to 
quasicyclic odes. In this section the application of the normal basis to 
quasicyclic odes is described. 
Let a be a primitive element of the Galois field GF(p"), where p is a 
prime and m is a positive integer• It  is well known that GF(p TM) can be 
considered an m-dimensional vector space over the ground field GF(p) .  
pro--1 
Suppose that the elements of the set {a, a p, a ~2, • • • , ~ } are linearly 
independent. Then they form a basis of GF(p" )  over GF(p) .  We call 
this particular basis a normal  bas is  of GF(p  ~)  over GF(p) .  The normal 
basis theorem says that a normal basis of GF(p  m) over GF(p)  always 
exists ( 1 ). 
Every nonzero element ~ of GF(p  '~) can be expressed as a linear com- 
bination of the normal basis elements a, a p, a ~, . . -  , a p'~-I with coeffi- 
cients in the ground field. Thus, 
m--1 
"y = ~ a~a p' a~ E GF(p) 
i~1 
= (ao ,  a l ,  ' ' '  , a .~_ l )  
Now, if we raise 7 to the powers of p, then 
m--1 
i~ l  
-= ( a~_ l  , ao , a l  , • • • , a,,_2 ) 
,7 p2 ~ (a,,_~ , a,,~_l , ao , • • • , a ,~)  
~[pm--I =-- (a l  , a2 , aa , 
Therefore, the matrix 
02 [%~,~ , .. ,~P-~] = 
• "" , a0)  mod (x  ~-1  - 1 ) .  
l aal (Im--i ai ao 
- i  o~_2 
7 
• • ' a l |  
• .. _a~] (5) 
• • . , .  
• • " a0  
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forms an m X m circulant matrix. In other words, the vector represen- 
p2 • 7pro--1 ration of the set of elements 7, 7 p, 7 , "" , of GF(pm), with a, 
/02 • pro - -1  
~', a , • • , as a normal basis, forms an m X m circulant matrix. 
The generator matrix of a quasicyclic code is specified by a set of 
circulant matrices. In addition, a eirculant matrix can be represented 
by some field elements which are generated by a single field element as 
shown above. Therefore, the normal basis theorem can be used to de- 
scribe a quasicyclic code in a simple way. For instance, the generator 
matrix of a ½ rate quasicyclic ode can be written in the following form 
/ )m--1 . -- 
G= Le,~,  . . ,~  ,7 ,7  p, . . ,~ ' ]  
where the nonzero field elements fl and 7 generate two circulant ma- 
trices. 
4. QUASICYCLIC CODES WHICH ARE RELATED TO POWER RESIDUE CODES 
Let n be a prime. A nonzero integer is said to be an s-th power resi- 
due of n if the congruence x ~ -= r (mod n) has a solution. In particular, 
if x: -- r (rood n) has a solution, then r is called a quadratic residue 
of n. 
Let m be the multiplicative order of p mod n. Suppose that m divides 
(n - 1) /s ,  i.e., 
n = ems + 1 
for some positive integer e. Then we have the following definition. 
DEFINITION. An s-th power residue code of length n is defined as a 
cyclic code over GF(p)  with a check polynomial of the form: 
h(~) = I I  (x - ~r), 
rCR 
where R is the set of incongruent s-th power residues mod n, and ~ is a 
primitive n-th root of 1 over GF(p) .  
As a result of the definition of an s-th power residue code, there are 
seven important facts that can be mentioned: 
(1) There are em elements in R. This has been shown, for instance, 
in Reference (6). 
(2) The number of information digits of an s-th power residue 
code is equal to era. Since there are em elements in R, the degree of 
h(x) ,  which is equal to the number of information digits of the code, is 
equal to em. 
(3) x ~ - 1 has (es + 1) irreducible factors over GF(p)  of the 
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fo rm 
x '~ -- 1 = (x - -1) f l (x ) f2(x)  " "  f~(x) ,  
where all f~(x) have the same degree m. Let m~ denote the degree of 
f~(x) and flJ be a root of f~(x). Obviously, mi is not greater than m. 
Moreover,  we have 
Because n is a prime, p~ ~ 1 (rood n).  But  m is the multipl ieative order 
of p mod n; mi must be equal to m. That  is, every irreducible factor of 
(x ~ -- 1) except (x -- 1) over GF(p)  has the same degree m. Since 
n eros + 1, there are a total  of es irreducible factors of (x" - 1) 
over GF(p)  with degree m. 
(4) The set R forms a mult ipl icative group of order em. The index 
of R in GF(n)  is s. 
(5)  The set S = {1, p, p2, . . .  , pro-l} forms a subgroup of R and 
the index of S in R is e. Since p"  - 1 rood n by our definition of m, 
p is an element of R. I t  follows that  pg., p3, . . .  , p~ = 1 are also elements 
of R. Obviously, S is a subgroup of R. 
(6) h(x ) contains ~,/3 j~, f~i~, . .. , ~i,-~ and their conjugates as roots, 
where the superscripts of fl are in different cosets of the subgroup S of R. 
That  is, h(x)  is equal to the product  of some e irreducible factors of 
x" -  1 /x -  1. 
(7) The generator matr ix of an s-th power residue code is of the 
form 
G = 
1 
[i : : : J  
(~J;-~) ( f -~)~ . . .  (~o-~)~-~ 
Let a, aP, . - .  , ~m-1 be a normal  basis of GF(pm). Then ~i can be 
expressed as a column vector, with a, a p, . . -  , a ~m-1 as basis elements 
and with m components f rom GF(p) .  In  addition, we know that  ~J, 
(~i)~, . . .  , (~j)pm-~ form a circulant matr ix of order m. I t  follows that  
the matr ix 
G' = Le~ ~ ""  ~-~1 
can be put  into the following form 
G" = [C1C2 " "  C~], 
where C~ are m X m circulant matrices. Now, if each of the m field 
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elements of the circulant matrix C~ is raised to the power j, the resulting 
matrix is still a circulant matrix. Thus, by rearranging the columns, the 
matrix G with the first column deleted can be put into the following 
form: 
[ Cli C12 " "  Cw'] • : - :  . . .  ' 
t_d,~ C~2 . . .  C,, 
where Cii are m X m circulant matrices, and s' = es. We know this 
matrix generates a quasicyclic ode. TherefoI% we have the following 
result: 
THEOREM 2. The s-th power residue codes with the first digit deleted are 
equivalent to quasicyclic odes. 
EXAMPLE. Letp  = 2, m= 14, e = 1, ands = 3. Thenn = 43. We 
know there xists a cyclic (43, 14) code with minimum distance d = 14. 
Leta  be ~ primitive element of GF(214) and a, aP, a p~ . -  , p~- i  form a 
381 normal basis. In addition, let f~ = ~ so that ~ is a primitive 43-rd 
root of unity. Consider the m~trix 
G' = [~2~ .. ~4~], 
which is the generator matrix of the (43, 14) code with the first colunm 
deleted. Now, we know that the columns of G' can be rearranged so 
that it is equivalent to 
G" = [~2o, ~,, . . . ,  ~ ,  (~)~0, (~)~,, . . . ,  (~)1~, (~7)~0, . . . ,  (~)~] 
Thus, the G" matrix generates a quasicyclic (42, 14) code with d = 13. 
5. SPECIAL CASES 
In the following, two special cases are discussed. 
(1) If s is equal to 2, then the s-th power residue codes reduce to 
the quadratic residue codes. Thus, the quadratic residue codes with the 
first digit deleted are equivalent to quasicyclic odes. For instance, the 
(23, 11) binary quadratic ode with one digit deleted is equivalent to 
the (22, 11) quasicyclic ode. In fact, Karlin has shown that the gener- 
ator matrix of some binary quadratic residue codes with one information 
digit deleted can be put into quasicyclic form containing two circulant 
matrices (8). 
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TABLE I 
COMPUTER RESULTS ON ½ RATE BINARY QUASICYCLIC CODES 
(2m, m) Code d -dj c(x) Number of Codes 
with Distance d 
(6, 3) 3 3 3 1 
(8, 4) 4 4 7 1 
(10, 5) 4 4 7 3 
(12, 6) 4 4 7 5 
(14, 7) 4 4 7 12 
(16, 8) 5 5 27 4 
(18, 9) 6 6 117 3 
(20, 10) 6 6 57 17 
(22, 11) 7 7 267 2 
(24, 12) 8 8 573 2 
(26, 13) 7 8 653 2 
(28, 14) 8 8 727 6 
(30, 15) 8 8 2167 36 
(32, 16) 8 9 557 386 
(34, 17) 8 10 557 Incomplete 
(36, 18) 8 10 573 Incomplete 
(38, 19) 8 10 557 Incomplete 
(40, 20) 9 10 5723 Incomplete 
(42; 21) 10 11 14573 Incomplete 
d: actual minimum distance of the best codes. 
~j: minimum distance of the Johnson bound. 
c (x): generator polynomial in octal representation. 
(2) Let p = 2, and n is a prime of the fo rmn = 2 m - 1. Then the 
es-th power residue codes reduce to the binary maximum-length sequence 
codes. Thus, the binary maximum-length sequence codes with one digit 
deleted are equivalent o quasicyclic codes. In  addition, this class of 
quasicyclic odes are majority logic decodable (3). 
I I I .  SOME COMPUTER-GENERATED CODES 
An exhaustive search fcr the best possible ½ rate binary quasicyclic 
codes up to code length 42 has been done on a computer. The minimum 
distance of these best codes for various values of m, together with the 
Johnson bound (7) and their generator polynomials, are tabulated in 
Table 11. For most values of m there exist many codes with the same 
minimum distance. Only one is listed in the table. 
1 The compilation of this table required 7 h of IBM 360/50 processor time. 
416 C~EN AND PETERSON 
For m less than 13, the minimum distance d of these codes coincides 
with the Johnson bound; thus, they are optimum. 2 Although the 
(26, 13) code with d = 7 does not reach the Johnson bound, it is so far 
the best code found with the same code length and imension. Codes 
(28, 14) and (30, 15) with d = 8 are again optimum codes. The (6, 3), 
(16, 8), (22, 11) codes, and some of the (40, 20) codes can be obtained 
from quadratic residue codes with the aid of Theorem 2. In addition, 
some of the codes listed in the Table have been studied previously 
(s, 12, is). 
From the data we have for these best quasicyclic odes, we found that 
the generator circulant matrices of these codes can be singular or non- 
singular, symmetric or asymmetric, orthogonal or not orthogonal (12). 
That is, they do not seem to follow a definite pattern. 
It seems that when ever we have a (2m, m) code with minimum dis- 
tance 2t + 1, then there exists a (2m + 2, m + 1) code with minimum 
distance 2t + 2. This has not yet been proved to hold in general, however. 
IV. AN INCOMPLETE GILBERT BOUND FOR QUASICYCLIC CODES 
The existence of good, arbitrarily long, error-correcting codes was 
demonstrated by Shannon over two decades ago (16). Slightly later, 
Gilbert derived a bound which shows that for any rate R, 0 < R < 1, 
there exist arbitrarily long codes for which the ratio of minimum distance, 
d, to code length n is lower bounded by a simple, positive function of 
R (4). In fact, it can be shown that for nearly all long codes d/n exceeds 
the Gilbert bound. 
It is known that the class of linear codes contains good codes. In fact, 
for most linear codes, as for most codes in general, d/n exceeds the 
Gilbert bound. In seeking ood codes, then, one naturally turns to sub- 
classes of the class of linear codes. 
The most important such subclass is the class of cyclic codes. It is n0t 
known whether or not long cyclic codes exist for which d/n meets the 
Gilbert bound. However, the best-understood cyclic codes, the Bose- 
Chaudhuri-Hocquenghem (BCH) Codes, (2, 5) are known not to meet 
this bound. In fact, for these codes d/n approaches zero with increasing n. 
In this section the existence of very, but not arbitrarily, long quasi- 
cyclic codes for which d/n meets the Gilbert bound is proved. It is 
showI/that for: some large values of n these codes are superior to the 
2 They are optimum in the sense that they have the largest possible minimum 
distance. 
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BCtt  codes. This result can also be used to show that the probability of 
erroneous decoding on the binary symmetric hannel for these codes 
meets the expurgated random-coding bound for these values of code 
length . . . .  
I. CODES OF RArE ½ 
From Eq. (4), every code word in a systematic quasicyclic (2m, m) 
code has the form 
[i(x), i(x)cix)] mod xm - 1 
[i(x) and c(x) are defined in Section IL2.] 
It is easy to see that C is nonsingular if and only if 
GCD[x(x), x m - 1] = 1. 
The polynomial x ~ - 1 always factors into 
x ~-  1 = (x -  1)(x ~- l+x  m-2+. . .  +x+t)  
= (x + 1)T~(x). (6) 
Now for certain values of m, the polynomial T,~(x) is irreducible. 
Clearly, m must be prime. Also, it is known that if m is of the form 
8~ 4- 1, then 2 is a quadratic residue and T~(x) has at least two factors. 
If m is a prime of the form 8tL 4- 3, then 2 is a quadratic nonresidue 
and there are two cases to consider. Clearly , 2 ~-1 =- 1 rood m (by 
Fermat's Little Theorem, for example). If there exists no integer 
t < m - 1 such that 2 t - 1 mod m, then 2 is primitive; otherwise, it is 
nonprimitive. 
If 2 is a primitive nonresidue of m, then T~(x) is irreducible. This can 
be seen most simply by noting that the cycle set of T,,(x) 
1, 2, 4, 8, 16, . . .  
contains all the integers 1, 2, 3, - . .  , m - 1. 
I t  is not known whether the number of primes for which 2 is primitive 
is infinite, although the number of primes 8~ 4- 3 is infinite. 3 Ta.bles 
have been compiled for all primes up to 25,409. The largest known prime 
for which 2 is primitive is 10,006,699, 4 and it seems certain that there 
The authors would like to thank Drs. Solomon Golomb and Jessie Mac- 
Will iams for init ial ly point ing this out to them. 
4 Found recently with the aid of a computer and Reference (10). 
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exist much larger primes of this type. It is a reasonable conjecture that 
the number of these primes is infinite. 
I t  is with such primes that the remainder of this paper deals. Hence- 
forth, m is a pr ime of the fo rm 8~ ± 3 for which 2 is primitive. 
In order to derive a Gilbert bound or a random-coding bound, it is 
necessary to compute the number of codes in which a given n-tuple is 
a code word. 
Let m be a prime as defined above and consider the class of codes of 
length n = 2m specified by c(x) ,  where GCD[c(x) ,  x "~ - 1] = 1. There 
are 2 ~-I - 1 such codes since x W 1 divides half the polynomials of 
degree m - 1 or less and T,~(x)  divides one. 
Now there are four types of n-tuples to consider and these are tabu- 
lated below. 
Weight of i(x) [ 
Weight of i(x)c(x) ~ even odd 
even ONE CODE* NO CODES 
odd NO CODES ONE CODEr 
* Except when i(x) = O. This all-zero n-tuple appears in all codes. 
Except when i(x) = T,~(x). This all-ones n-tuple appears in all codes. 
If the weight of i ( x )  is even, that is, if x -~ 1 I i(x),  then clearly 
x + 1 t i (x )c (x ) .  Similarly, if x + 1 1 i (x )c (x)  and x + 1 ~ c(x), then 
x H 1 I i(x). Thus, the even-odd and odd-even combinations are im- 
possible in any code. 
If i ( x )  = O, then i ( x )c (x )  = 0 so the all-zero n-tuple appears in 
every code. Similarly, if i (  x ) = T,n( x ), i( x )c( x ) = T,, ( x ) so the all-ones 
n-tuple appears in every code. 
Now if GCD[ i (x ) ,  x m - 1] = 1, that is, if the weight of i ( x )  is odd 
and i ( x )  ~ T , , (x ) ,  then it is claimed that for any two circulant-specify- 
ing polynomials c l (x)  and c~(x) 
i ( x )e~(x)  = i(x)~(x), (7) 
if and only if, cl (x)  = c~(x). This can be seen as follows. Since i ( x )  and 
x ~ - 1 are relatively prime, there exists a polynomial C1(x) such that  
i ( x ) i - l (x )  = 1 (8) 
Multiplying both sides of Eq. (7) by C~(x) shows the only if part of 
the statement. The if part can be proved similarly. 
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Thus, it is impossible for a given odd-odd n-tuple to appear in two 
different codes in the class under consideration. 
Now suppose an even-even -tuple appears in two codes. Since the 
all-ones vector appears in both of these codes, so does the l's complement 
of the n-tuple. But since m is odd, the resulting n-tuples are of the 
odd-odd type and by the preceding argument, an odd-odd n-tuple can 
appear in only one code. Thus, an even-even -tuple can appear in only 
one code. 
The central result of this section can now be stated. With the exception 
of the all-zeroes and all-ones code words which appear in all codes, any 
n-tuple appears in at most one (2m, m) quasicyelic ode where m is a 
prime for which 2 is primitive, and where x + 1 ~ c(x) and c(x) # T,~(x). 
From this result the existence of good codes can be proved with the 
Gilbert bound, which is included here for completeness. 
There are 
dg--1 / \ 
nonzero n-tuples of weight less than or equal to dg - 1. Each of these 
can appear in at most one code. Since there are 2 m-1 - 1 such codes, if 
dg is taken as the largest integer such that ~1 (~,~) < 2m-1, then there 
is at least one code which has no code word of weight less than dg, i.e., 
has minimum distance d > dg. 
For m large this expression reduces to 
- - . . . .  , (~o)  
\n /  n n 
where 
H(x)  = -x logx  - (1 - x ) log  (1 - x) 
and where R = k/n = code rate = .5. As stated earlier, the largest 
listed (10) value of m with the necessary properties i 10,006,699. Thus, 
there exists a quasicyclie (20,013,398, 10,006,699) code with minimum 
distance at least 2,201,474. The shortened, primitive BCH code of the 
same length and rate has d ~ 800,000. 
This result generalizes easily to codes of rate 1~no and codes of rate 
(no - 1 )/no. The second generalization is discussed in the following 
section. 
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. Con~s o~ RA~E (no-1)/no 
The generator matrix for an (mno, mko) quasicyclie code in systematic 
C2 
G. = =ko , ( i i )  
Lo 
where ko = no - 1. Throughout this section, the Ci ,  1 ~ j < ko, are 
again restricted to be nonsingular. 
Let an arbitrary code word in this code be represented as
v = i : (x ) i : (x )  . . .  iko(X)p(x),  (12) 
and let ci(x) denote the polynomial of the matrix Ci in Eq. (11). Then 
p(x) = ~o i,(x)c,(x). (13) 
Now let the weight of the information section of the code word of 
Eq. (12) be less than m. It follows trivially that the weight of i i (x)  is 
less than m for 1 < i < k0. 
It is necessary to determine the number of codes in which a given 
n-tup]e is a code word. From the preceding section there are 2 m-1 - 1 
nonsingular m by m circulants. Thus, there are 
(2 m- l -  1) ~°c'°-k°) (14) 
codes in the class under consideration. 
The all-zero code word appears in all codes. Let some i i (x)  in Eq. (12) 
be nonzero. In Eq. (13), c:(x), c2(x), . . .  , c~_:(x), c,+l(x), . . .  , cko(x) 
can be chosen arbitrarily. Thus, 
i j ( x )c i (x )  = f (x )  (15) 
where 
f(x) = p(x) + il(x)c:(z) + i~(x)c~(x) + ii_l(z)c~_:(x) 
(16) 
+ i~+l(x)ci+l(x) + .. .  + i~o(x)c~o(x) 
and there are four cases to consider. 
form can be written 
Condition 
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Number of cj(x) for which Eq. (15) holds 
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:(z) = 0 
x + : :(:(z) 
:(x) = T~(x) 
none, since it(x) # 0 and cj(x) # O. 
zero, if x + 1 ] ij(x). 
one, if x + 1 .~ ij(x), then c¢(x) = f(x)iT:(x). 
zero, if x + 1 ~/ it(x). 
o~e, :f x + : I ~,(x), then c:x> = \ ;T i / \~  + V " 
zero, if  i j(x) # Tin(x). 
(2 m-1 -- 1) if  i~(x) = T,~(x). 
Thus, if the weight of the information section of the n-tuple is less 
than m, there is at most one polynomial c i (x )  for which Eq. (15) holds. 
Therefore, such an n-tuple appears in not more than 
(2 '~-:- I) k°-: (17) 
codes, since k0 - 1 cireulants can be chosen arbitrarily. I t  follows directly 
that every n-tuple of weight less than m appears in not more than this 
number of codes. 
Equation (9) gives the number of n-tuples of weight less than do. 
From Eqs. (14) and (16) it follows that if dg is taken as the largest 
integer such that 
then there must be some code with minimum distance dg, provided 
da < m = n(1 - R). This result reduces to 
I t  can be verified that d jn< 1 - R for all but a few trivial codes. 
Thus, it has been shown that for m large there exist quasicyclie 
[mno, re(no - 1)] codes for which 
H(d/n)  > 1 - R - ( l /n )  
where R = (no -- 1)/n0. 
The argument used in this and the preceding section can be extended 
to codes of arbitrary rate. However, if k0 and no are large and m is not, 
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the restriction that dg < m rather than the Gilbert bound ~ limit the 
minimum distance which can be guaranteed by this argument. 
3. THE RANDOM-CODING BOUND 
The first step in deriving the version of this bound given in (14) and 
(15) is to determine the number of codes in which a particular n-tuple 
appears. This has been done. The remaining steps in the derivation are 
identical to those used in proving the bound for the class of linear codes. 
There seems to be little point in reproducing the derivation here. It 
suffices to say that the expurgated random-coding bound holds for the 
class of quasieyclic codes considered in this section. 
V. CONCLUSIONS 
Very little is known about quasicyclic odes at present. However, the 
codes seem to have very good distance properties and they can be de- 
scribed using fairly well understood mathematics. Many of the more 
elementary results for cyclic codes have quasicyclic analogs, and it 
would appear that several decoding techniques suited to short cyclic 
codes can be used for short quasicyclic odes. One such procedure is 
described in (9). 
Among the many unsolved problems relating to quasicyclic odes, 
perhaps a proof of a constructive lower bound on minimum distance 
similar to the BCH bound for cyclic codes is the most outstanding. It
may not even be difficult. 
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