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Abstract
Peu de r+esultats sont connus sur la puissance de calcul des automates cellulaires 2D. Dans
l’approche “reconnaissance de langages”, la di/cult+e provient de la multiplicit+e des plongements
possibles d’un mot sur le plan discret. Une question tr es simple comme la reconnaisance des
langages rationnels en temps r+eel devient vraiment d+elicate. Nous montrons ce r+esultat sur deux
plongements particuliers (spirale d’Archim ede et 5l de Hilbert). Cette premi ere investigation
met en +evidence que ce qui est di/cile est moins l’algorithmique que la nature du plan discret.
c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
1.1. Problematique
Les automates cellulaires constituent un mod ele du parall+elisme massif et savoir en
quoi et comment ce parall+elisme acc+el ere les calculs reste une question intrigante. Une
mani ere de l’aborder est d’+etudier et de comparer les classes de complexit+e qui peuvent
eˆtre d+e5nies par di=+erents types de machines, et en particulier pour ce mod ele, de saisir
les e=ets de la dimension sur la puissance du mod ele.
Les classes de complexit+e sont des classes de langages. Il y a, pour les automates
cellulaires deux modes de reconnaissance de langages: le mode s+equentiel, pour lequel
le mot test+e est donn+e  a l’automate lettre  a lettre sur une cellule 5x+ee, et le mode
parall ele o u le mot tout entier d+etermine la con5guration initiale. Dans le premier cas,
il a +et+e prouv+e par Cole [2] que la puissance de reconnaissance augmente strictement
avec la dimension. Nous ne nous int+eresserons donc ici qu’au cas de la reconnaissance
parall ele.
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Mais alors le passage de la dimension 1  a une dimension sup+erieure, en mode
parall ele, conduit  a s’interroger sur la pertinence du choix des mots comme objet de
base. Il semble plus naturel de consid+erer dans Z2 une “image plane” plutoˆt qu’un
mot qui est un objet totalement ordonn+e ? Cependant, bien que de tr es nombreux
travaux adoptent ce point de vue, il ne semble pas ais+e de d+e5nir une notion d’image
qui repr+esenterait une sorte d’objet canonique pour le plan. Diverses propositions ont
+et+e formul+ees [9,17], qui impliquent des d+emarches di=+erentes et ne permettent pas
 a un choix de s’imposer. Par ailleurs c’est la comparaison avec les r+esultats obtenus
en dimension 1 qui devient alors plus probl+ematique. Ainsi, dans [9], un mot est
“sectionn+e, puis pos+e” ligne apr es ligne dans un rectangle donn+e alors qu’il est dans [17]
“repli+e” dans ce meˆme rectangle.
Nous avons donc fait le choix des mots, et cherch+e, en cons+equence, commentil +etait
possible de disposer de faKcon uniforme — et e/cace du point de vue du temps de
reconnaissance — les lettres d’un mot sur un plan de cellules. Cela nous a conduits  a
introduire une notion de “5l”, puis d’automate cellulaire 2-dimensionnel avec 5l.
La question de la complexit+e a +et+e tr es +etudi+ee pour les automates cellulaires de
dimension 1 (d es 1969 [2]), et le probl eme di/cile qui reste ouvert est celui de la
comparaison entre temps lin+eaire et temps r+eel, plus pr+ecis+ement savoir si le temps
lin+eaire est, en fait, le temps r+eel. La dimension 2 reste  a explorer, et c’est dans ce
cadre que se situe ce travail sur la reconnaissance en temps r+eel des langages rationnels
sur automates cellulaires de dimension 2 avec 5l.
1.2. Pourquoi des 6ls
Il s’agit en fait d’exhiber de “bonnes” +enum+erations de Z2, c’est- a-dire des applica-
tions injectives de N dans Z2 qui ordonnent les cellules de Z2 de telle sorte que les
lettres des mots test+es puissent y eˆtre assign+ees de faKcon uniforme, compacte et non
ambiguMe. D’un point de vue plus g+eom+etrique, nous nous int+eressons  a des applications
qui d+eterminent des chemins connexes et sans cycles dans Z2, reliant des sites  a partir
desquels toute l’information n+ecessaire  a la d+ecision de l’automate reconnaisseur pourra
eˆtre trait+ee le plus rapidement possible. C’est ainsi que nous avons +et+e amen+es,  a titre
exp+erimental,  a +etudier deux 5ls particuliers.
1.3. Pourquoi ces 6ls
Le premier, le 5l (ou la spirale) d’Archim ede s’est impos+e imm+ediatement. En e=et,
comme la reconnaissance de mots par un automate cellulaire a lieu sur une cellule
donn+ee et comme on cherche une r+epartition dense des lettres, il est assez naturel de
penser  a la cellule origine et  a une courbe discr ete qui s’enroule r+eguli erement et sans
laisser d’espace inutile autour d’elle.
L’id+ee du second, le 5l que nous avons baptis+e 5l de Hilbert, proc ede +egalement
de la recherche d’une courbe discr ete remplissant le (une partie du) plan d’une faKcon
r+eguli ere et sans recoupements, plus compliqu+ee  a d+e5nir que la spirale et qui ne donne
pas  a l’origine cette position de “centre de sym+etrie”. Nous avons alors conKcu,  a partir
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d’une version discr ete de la courbe de Hilbert [7,15], une courbe qui s’+eloigne de
l’origine en d+ecrivant de faKcon dense une partie seulement du quart nord-est du plan.
Quelles sont les performances possibles des automates 2-dimensionnels munis de tels
5ls?
1.4. Rationalite et temps reel
Les automates cellulaires en dimension 1 et 2 sont +equivalents en tant que reconnais-
seurs de langages, par cons+equent les langages rationnels sont +evidemment reconnus
par nos automates. La question int+eressante est celle du temps de reconnaissance. Or
les langages rationnels sont reconnus en temps r+eel par automates cellulaires en di-
mension 1. Par temps r+eel, on entend le temps minimum pour que l’automate puisse
d+ecider, c’est- a-dire le temps minimum en lequel la cellule sur laquelle se fait la
d+ecision connaPˆt toute l’information n+ecessaire. En dimension 1, le temps r+eel est, dans
le cas g+en+eral, la longueur de l’entr+ee augment+ee de 1, ce 1 provenant de la n+ecessit+e
de marquer la 5n du mot, et de la longueur du mot dans le cas de langages pr+e5xes.
Dans le cas des automates cellulaires de dimension 2, ce temps peut eˆtre strictement
inf+erieur  a la longueur du mot graˆce au 5l le long duquel est dispos+ee l’entr+ee, comme
nous allons le voir par la suite.
Mais la question de la comparaison du temps r+eel en dimension 1 (1D) et en di-
mension 2 (2D+F) est d+elicate puisqu’il ne s’agit pas, en fait, du meˆme temps!
La suite du texte est compos+ee de quatre parties. La premi ere est consacr+ee  a des
d+e5nitions, la seconde  a la preuve que tout langage rationnel est reconnu en temps r+eel
par un automate cellulaire 2-dimensionnel avec spirale d’Archim ede. La troisi eme est
consacr+ee  a la d+e5nition du 5l de Hilbert et  a l’+evaluation du temps r+eel sur ce 5l.
En5n, la derni ere est r+eserv+ee  a la preuve, beaucoup plus d+elicate, du r+esultat analogue
au pr+ec+edent sur le 5l de Hilbert.
2. Denitions
Nous rappelons d’abord quelques d+e5nitions +el+ementaires. Puis nous pr+ecisons ce
que nous entendons par 5l et par automate cellulaire avec 5l. En5n, nous formalisons
la notion de temps r+eel.
Denition 1. Un automate 5ni d+eterministe F est un quintuplet (Q;; ; q0; Qf) o u
• Q est un ensemble 5ni, l’ensemble des etats,
•  est un alphabet 5ni,
•  de Q× dans Q est la fonction de transition,
• q0∈Q est l’etat initial et Qf⊆Q est l’ensemble des etats d’acceptation.
Si l’on d+esigne encore par  la fonction de transition +etendue aux mots sur , le
langage reconnu par F est l’ensemble {u=u∈? et (q0; u)∈Qf}. Un langage est
rationnel (ou r+egulier) s’il est reconnu par un automate 5ni.
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Dans la suite, si F=(Q;; ; q0; Qf) et si u est un mot de ?, les fonctions, not+ees
u
 et d+e5nies par q∈Q et
u
(q)=(q; u), jouent un roˆle essentiel, comme le fait qu’elles
sont en nombre 5ni.
Les automates cellulaires, dans ce texte, sont des automates avec voisinage de Moore,
c’est- a-dire que l’+etat d’une cellule  a l’instant t est fonction de son propre +etat et de
ceux de ses huit voisines les plus proches.
Denition 2. (1) Un automate cellulaire A de dimension 2 (ou 2-automate cellulaire,
ou 2-AC) est un syst eme de transitions, (S; ), o u:
• S est un ensemble 5ni dont les +el+ements sont les etats de A,
•  : S9→ S est la fonction de transition locale de A.
(2) Une con5guration C de A est une application de Z2 dans S. D’une con5guration
C  a l’instant t, l’automate cellulaire passe  a l’instant t+1  a la con5guration C? d+e5nie
par: i; j∈Z et
C?(i; j) = (C(i; j); C(i + 1; j); C(i + 1; j + 1); C(i; j + 1); C(i − 1; j + 1);
C(i − 1; j); C(i − 1; j − 1); C(i; j − 1); C(i + 1; j − 1)):
La fonction qui associe  a toute con5guration C la con5guration C? qui lui succ ede
directement est la fonction globale de l’automate cellulaire.
L’+evolution de l’automate  a partir d’une con5guration initiale, con5guration du syst eme
au temps t=0, est la suite (Ct)t∈N de ses con5gurations successives.
Ct est appel+ee la con5guration au temps t et l’+etat Ct(i; j) de la cellule (i; j) au temps t
est parfois not+e 〈i; j〉t . On repr+esente, en g+en+eral, une telle suite de con5gurations par un
diagramme, appel+e diagramme espace-temps. Ceux des 2D-automates cellulaires sont
donc des empilements de plans et un calcul de l’automate  a partir d’une con5guration
initiale est un volume, pas facile  a repr+esenter. On se contente le plus souvent de
coupes (horizontales comme sur les Figs. 10–15 ou verticales sur la Fig. 13).
Denition 3. Un 5l est une application injective (r+ecursive ou non) ! de N dans Z2
telle que, si pour n∈N on pose !(n)=(!x(n); !y(n)), alors:
(i) !(0)=(0; 0),
(ii) !x(n+ 1)=!x(n) et !y(n+ 1)=!y(n) + 1
ou !x(n+ 1)=!x(n) et !y(n+ 1)=!y(n)− 1
ou
!y(n+ 1)=!y(n) et !x(n+ 1)=!x(n) + 1
ou
!y(n+ 1)=!y(n) et !x(n+ 1)=!x(n)− 1,
ce qui signi5e simplement que si l’image de n par ! est un point du plan, l’image
de n+1 est l’un des points situ+e  a l’est, au nord,  a l’ouest ou au sud du pr+ec+edent.
Nous voulons +equiper un 2-automate cellulaire d’un 5l qui indique comment dis-
poser les lettres du mot d’entr+ee dans les cellules de l’automate en con5guration in-
tiale, l’automate doit donc connaPˆtre ce 5l ind+ependamment de ce mot d’entr+ee. C’est
pourquoi l’ensemble des +etats d’un 2-automate avec 5l a deux composantes: l’une
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relative au 5l, qui ne change pas lors de l’+evolution de l’automate, l’autre qui d+etermine
cette +evolution. Nous allons utiliser le symbolisme suivant pour la composante-5l des
+etats. Il permet d’indiquer comment le 5l arrive et part de la cellule courante, ou qu’il
n’y passe pas.
• signi5e que le 5l n’atteint pas la cellule,
• ✻ , ✛ , ❄ , ✲ signi5ent que le 5l a pour origine cette cellule
et part dans la direction indiqu+ee par la U eche,
• ✛ ,
❄
, ✲ : le 5l arrive sur la cellule (i; j) depuis la cellule (i; j+1)
situ+ee au nord et sort suivant la direction indiqu+ee,
• ✻ , ❄ , ✲ , ✻ , ✛ , ✲ , ✻ , ✛ , ❄ :
se d+e5nissent de meˆme.
Nous sommes alors en mesure de poser la d+e5nition suivante:
Denition 4. Un automate cellulaire 2-dimensionnel A est dit capable de supporter un
5l !, ou plus simplement eˆtre un 2-AC avec 5l !, si son ensemble d’+etats est de la
forme W × S o u:
• W est l’ensemble des 17 symboles suivants:
, ✻ , ✛ , ❄
, ✲ , ✛ ,
❄
, ✲ , ✻ ,
❄
, ✲ , ✻ , ✛ , ✲ , ✻ , ✛ , ❄
, et
• S est un ensemble 5ni dont les +el+ements, ind+ependants de ceux de W , sont encore
appel+es les etats de l’automate.
et si sa fonction locale de transition laisse la composante dans W invariante.
Notation 1. Un automate cellulaire 2-dimensionnel A avec 5l ! sera not+e A!. De
plus, pour un tel automate, l’+etat de la cellule (i; j) au temps t sera not+e 〈!(i; j); s(i; j)〉t ,
avec !(i; j)∈W et s(i; j)∈S.
La reconnaissance d’un langage par un 2-AC avec 5l di= ere peu de la notion clas-
sique. Elle a +egalement lieu sur une cellule distingu+ee que nous choisissons eˆtre la
cellule origine.
Denition 5. Soient L un langage sur un alphabet , ! un 5l et A un 2-automate
cellulaire.
On dit que L est reconnu par A! ou qu’il est reconnu par A via ! lorsque:
(i) ⊆S,
(ii) l’ensemble S des +etats de A! contient deux sous-ensembles d’+etats disjoints dis-
tingu+es, Saccepte et Srejette,
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(iii) S a un +el+ement distingu+e, sq, appel+e +etat quiescent, qui satisfait
((!c; sq); : : : ; (!se; sq))=(!c; sq),
o u !c d+esigne la composante-5l de l’+etat de la cellule courante c, !i et !ij les
composantes-5l des +etats des cellules voisines de c,
(iv) Pour tout mot a0 : : : a‘−1 de ?, l’automate partant de la con5guration initiale
d+e5nie par:
〈!!(i); s!(i)〉0=(!!(i); ai) pour i∈{0; : : : ; ‘ − 1} avec !!(0)∈{ ✻ ;✛ ;
❄
; ✲ } et !!(i)∈W − { ✻ ;✛ ; ❄ ; ✲ } pour i∈{1; : : : ; ‘ − 1},
!!(‘+1), les autres cellules +etant dans l’+etat ( ; sq),
il existe un temps  tel que:
• 〈0; 0〉=(w; s!(0)) avec w∈W , s!(0)∈Saccepte si et seulement si le mot a0 : : : a‘−1
appartient  a L, s!(0)∈Srejette sinon, et
• pour tout temps t, t¡, s!(0) n’appartient ni  a Saccepte ni  a Srejette.
Finalement pr+ecisons ce qu’est le temps r+eel.
La cellule distingu+ee sur laquelle doit avoir lieu la reconnaissance est l’origine, le
voisinage est le voisinage de Moore et la distance d’un point (x; y) de Z2  a l’origine
est Max(|x|; |y|). Par d+e5nition le temps r+eel est le temps minimum en lequel la cellule
(0; 0) reKcoit toute l’information n+ecessaire  a sa d+ecision, c’est- a-dire connaPˆt tout le mot
et sait en particulier qu’il a +et+e int+egralement lu. D’o u la d+e5nition suivante.
Denition 6. Un langage L est reconnu en temps r+eel par un automate cellulaire 2-
dimensionnel A! avec 5l ! lorsque le temps de reconnaissance d’un mot a0 : : : a‘−1
est Maxh∈{0;:::; ‘−1}(!x(h); !y(h)) + 1.
3. Le l ou spirale d’Archim ede
3.1. De6nition et representation graphique
Notation 2. Nous d+esignerons par C(x; y), x; y∈Z, le carr+e de coˆt+e unit+e dont le coin
sud-ouest est le point (x; y).
Denition 7 (Courbe et 5l d’Archim ede). Le 5l d’Archim ede est d+e5ni  a partir de la
courbe C faite de segments du plan.
(1) Construction de la courbe (voir Fig. 1a):
Partant du centre du carr+e C(0;0), on trace un segment horizontal jusqu’au centre
de C(1;0), un segment vertical jusqu’au centre de C(1;1), un segment horizontal
jusqu’au centre de C(−1;1), un segment vertical jusqu’au centre de C(−1;−1) et
en5n un segment horizontal jusqu’au centre de C(1;−1).
Le processus est ensuite it+er+e:  a partir du point (h;−h), on trace des segments vers
les points successifs (h+1;−h), (h+1; h+1), (−(h+1); h+1), (−(h+1);−(h+1))
et (h+ 1;−(h+ 1)).
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Fig. 1. Archim ede: (a) La courbe d’Archim ede. (b) Le 5l d’Archim ede.
(2) Le 5l d’Archim ede A est une application de N dans Z2 d+e5nie comme suit (voir
Fig. 1b):
• A(0)=(0; 0).
• si pour tout j, j∈{0; : : : ; i}, les A(j) sont d+e5nis, alors, A(i + 1) est le coin
sud-ouest de l’unique carr+e
— dont le coin sud-ouest n’appartient pas  a A({0; : : : ; i}),
— et qui est connect+e par C au carr+e dont le coin sud-ouest est A(i).
3.2. Temps reel sur le 6l d’Archim:ede
Proposition 1. Sur le 6l d’Archim:ede, le temps reel est
RArch(n) = 1 + max
d∈N
{d | (2d+ 1)2 6 n}:
Preuve. Pour la distance max(|x|; |y|), les boules B(0;0)(d) sont les carr+es dont le cen-
tre est (0; 0), num+erot+e A(0), de coˆt+e 2d+ 1.
Soit n un entier tel que A(n)∈B(0;0)(d) et A(n) ∈B(0;0)(d − 1), d¿1. Le temps
pour que l’information port+ee par le point num+erot+e A(n) parvienne  a la cellule (0; 0)
est d. Le temps pour que cette cellule sache qu’elle a reKcu toute l’information n+ecessaire
 a sa d+ecision est d+1 car alors tout ce qui lui parviendra des composantes non-5l des
+etats sera sq.
Le nombre de points dans la boule B(0;0)(d) de coˆt+e 2d+ 1 est (2d+ 1)2, donc le
premier point du 5l d’Archim ede qui est hors de B(0;0)(d) est son 1+ (2d+1)2-i eme
point, image de (2d+ 1)2 par A.
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Il en r+esulte que pour un mot de longueur n d+eploy+e sur le 5l d’Archim ede, le temps
r+eel est donn+e par la formule de l’+enonc+e.
3.3. Langages rationnels sur le 6l d’Archim:ede
Theor eme 1. Tout langage rationnel est reconnu en temps reel par un automate cel-
lulaire 2-dimensionnel avec le 6l d’Archim:ede.
Preuve. On commence par observer que chaque cellule d’un 2-AC avec le 5l dAr-
chim ede connaPˆt parfaitement sa position par rapport  a la cellule origine graˆce  a la
composante-5l (dans W ) de son +etat (D+e5nition 4). Ceci est r+esum+e dans le tableau
suivant pour une cellule (i; j).
Coordonn+ees Etat-5l Coordonn+ees Etat-5l
i¿0 et j¿0 et
−i + 1¡j¡i −j¡i¡j
i¡0 et j¡0 et
i¡j¡− i j¡i¡1− j
i¿0 et i¡0 et
i=j j= − i
i¡0 et i¿0 et
i=j j= − i
i=0
j=0
L’id+ee de l’algorithme est alors que chaque cellule envoie le plus vite possible les
lettres du mot d’entr+ee qu’elle connaPˆt vers la cellule origine du 5l. D’apr es la quasi-
sym+etrie du 5l, les diagonales vont jouer un roˆle sp+ecial, mais pas toutes le meˆme du
fait de la non-sym+etrie. Les cellules situ+ees sur diagonales nord-est (x=y; x; y¿0),
nord-ouest (−x=y; x; y¿0) et sud-ouest (x=y; x; y60) vont avoir un comportement
analogue consistant  a recueillir sur la diagonale l’information de trois cellules formant
un coin. Ce n’est pas la diagonale sud-est (x=y, x¿0, y60), mais la droite x=−y+1,
x¿0; y60 qui va o/cier pour le quatri eme coin (Fig. 2).
Les lettres reKcues sont regroup+ees sur les “diagonales” x=y, −x=y (avec x¡0) et
x=−y+ 1 (avec x¿0). L’amalgamation des lettres est r+ealis+ee graˆce aux fonctions u
o u  est la fonction de transition l’automate 5ni F reconnaissant le langage. La cellule
origine reKcoit alors (2t− 1)2 lettres amalgam+ees au temps t et est ainsi +eventuellement
capable d’e=ectuer en une unit+e de temps (2t − 1)2 transitions d’+etats de F.
Donnons maintenant une preuve plus formelle du r+esultat.
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Fig. 2. Mouvement des donn+ees dans la preuve du Th+eor eme 1.
Soit L un langage rationnel reconnu par un automate 5ni d+eterministe F=(Q;; F;
q0; Qf). Il s’agit de d+e5nir le 2-AC AC!;F=(W × S; ) qui le reconnaPˆt en temps
r+eel via le 5l d’Archim ede.
La composante S des +etats de AC!;F est QQ∪Q∪{sq; saccepte; srejette} o u sq est un
+etat quiescent indiquant l’absence de lettre. Ainsi, au temps t=0, sur l’entr+ee a0 : : : a‘−1
de longueur ‘, les S-composantes des +etats sont
ai
F pour i∈{0; : : : ; ‘ − 1} et sq pour
i¿‘.
La fonction de transition locale de AC!;F est d+e5nie par:
• Si la composante-5l (ou W -composante) de la cellule est ✻ (resp. ✛ ,
❄
, ✲ ), sa nouvelle S-composante est la S-composante de sa voisine est
(respectivement nord, ouest, sud). Les donn+ees sont ainsi pouss+ees vers le centre.
• Si la W -composante de l’+etat de la cellule est ✛ , sa composante-non-5l
devient
ueuneun







F. Il en va de faKcon analogue pour les cellules dont
la W -composante est
❄
, ✲ et ✻ . Pour ce type de cellules, les
donn+ees sont en meˆme temps compress+ees et pouss+ees vers le centre.
• Si la W -composante de la cellule est ✲ , c’est- a-dire si elle est la cellule
origine,
— au temps 0, la S-composante de son +etat est
a0
F,
— au temps 1, cette S-composante est transform+ee en F(q0; a0 : : : a8), qui est un
+etat de l’automate 5ni, d+etermin+e par le fait qu’elle reKcoit comme donn+ees les
lettres du mot situ+ees sur elle-meˆme et ses premi eres voisines.
A partir de cet instant, le roˆle de la cellule (0; 0) est de simuler cet automate
5ni sur les donn+ees qui lui arrivent.
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— au temps t, 1¡t¡RArch(n), la composante de la cellule +etant qt , elle reKcoit de
ses huit voisines une S-composante qui appartient  a QQ∪{sq}. On identi5e sq
 a
#
F. Alors la cellule entre dans l’+etat dont la S-composante est
u
F(qt) avec
u=ueuneununwuwuswususe, qui vaut F(qt ; u).
— au temps RArch(n), la cellule (0; 0) ne reKcoit plus que sq comme information
ind+ependante du 5l. Alors elle entre dans l’+etat saccepte ou dans l’+etat srejette
suivant que la composante-non-5l de la cellule est dans Qf ou non.
4. Le l de Hilbert
Ce second 5l provient d’une courbe connue depuis la 5n du 19-i eme si ecle [7]. C’est
un exemple de courbe remplissant l’espace, fournissant des exemples de fonctions de
R dans R2 continues et jamais di=+erentiables. Un ouvrage [15] est consacr+e  a ce sujet.
En fait nous ne choisirons pas cette courbe historique, mais une variante apparue dans
le domaine des automates cellulaires [10] et fortement li+ee aux pavages ap+eriodiques
du plan.
Si le r+esultat que nous d+emontrons dans ce paragraphe s’+enonce de mani ere ana-
logue au pr+ec+edent, le temps r+eel n’a pas de bonne repr+esentation et l’algorithme de
reconnaissance est beaucoup plus 5n.
4.1. De6nition et representation graphique
Pour d+e5nir le 5l de Hilbert, nous proc+edons comme dans le cas du 5l d’Archim ede,
en d+e5nissant d’abord g+eom+etriquement une courbe discr ete qui permet d’obtenir le 5l.
La courbe que nous obtenons est inspir+ee de celle de Hilbert (en fait, nous partons
d’un premier motif qui est obtenu de celui de Hilbert par une rotation de −$=2 [7]).
Nous l’appellerons malgr+e tout courbe de Hilbert.
Notation 3. (1) Le carr+e dont le coin sud-ouest est le point (0; 0) et dont le coˆt+e est
de taille 2n sera d+esign+e par Cn, n∈N− {0}.
(2) Ce carr+e Cn est partitionn+e en quatre carr+es +egaux. Le carr+e sud-ouest ainsi obtenu
est d+enot+e Cn;1, le carr+e nord-ouest Cn;2, le carr+e nord-est Cn;3 et le carr+e sud-est Cn;4.
Denition 8 (Courbe de Hilbert). Le 5l de Hilbert est d+e5ni  a partir d’une courbe C,
construite elle-meˆme  a partir d’une famille (Cn)n∈N−{0} de courbes de Hilbert, chacune
faite de segments du plan.
1. La famille (Cn)n∈N−{0} est construite par induction comme suit (voir Fig. 3):
• Initialement on part de la 5gure C1, inscrite dans le carr+e C1 et constitu+ee de
trois segments unit+e: deux horizontaux, joints en leurs extr+emit+es gauche par un
segment vertical.
• Le second pas consiste  a construire la courbe dans le carr+e C2. Cela se r+ealise
de la faKcon suivante: C1 est recopi+e dans C2;1 et C2;2, puis dans C2;3 apr es
une rotation de 3$=2 et en5n dans C2;4 apr es une rotation de $=2. La 5gure est
compl+et+ee en joignant par un segment vertical entre C2;1 et C2;2 les courbes qui
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Fig. 3. La famille (Cn)n∈N−{0}.
y sont inscrites, puis par des segments horizontaux entre C2;1 et C2;4 d’une part,
C2;2 et C2;3 d’autre part les courbes qui y sont +egalement inscrites, de mani ere  a
obtenir une courbe sans chevauchements  a deux extr+emit+es libres, C2.
• Le processus est it+er+e a5n d’obtenir la courbe Cn+1 dans Cn+1  a partir de sa
partie Cn inscrite dans le carr+e Cn.
2. La courbe C qui nous int+eresse est en fait:
C = C0 ∪
⋃
n¿1
(Cn ∩ (Cn;2 ∪ Cn;3));
o u C0 d+esigne le segment qui joint le centre de C1;1 au centre de son bord nord.
Nous sommes maintenant en mesure de pr+eciser ce qu’est le 5l de Hilbert.
Denition 9 (Fil de Hilbert). Le 5l de HilbertH est l’application de N dans Z2 d+e5nie
comme suit (voir Fig. 4b):
• H(0)=(0; 0),
• si H(j) est d+e5ni pour tout j, j∈{0; : : : ; i}, alors H(i+1) est le coin sud-ouest de
l’unique carr+e unit+e
— dont le coin sud-ouest n’appartient pas  a H({0; : : : ; i})
— qui est connect+e par C  a H(i).
Nous prouvons maintenant une propri+et+e du 5l de Hilbert qui joue un roˆle essentiel
pour la suite.
4.2. Une propriete du 6l de Hilbert
Nous aurons  a distinguer plusieurs types de carr+es de taille 2n, n¿1, suivant la
mani ere dont le 5l de Hilbert les traverse, ce qui n+ecessite de pr+eciser des notations.
Nous nous int+eressons d’abord aux carr+es de taille 2.
Notation 4. (1) Par C2en, nous d+esignons tout carr+e de taille 2 dans lequel le 5l entre
par l’est pour en ressortir par le nord. Plus formellement, tout carr+e pour lequel il
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Fig. 4. Hilbert: (a) La courbe C. (b) Le 5l de Hilbert H.
existe deux entiers distincts i1 et i2 tels que
H(i1 + 1)=H(i1) + (−1; 0) et H(i2 + 1)=H(i2) + (0; 1):
(2) On d+e5nira de mani ere analogue les carr+es C2ij, pour i; j∈{e; n; w; s} o u la sig-
ni5cation des lettres est +evidente.
Nous sommes alors en mesure de poser la d+e5nition suivante:
Denition 10 (Courbes de Hilbert 2-group+ees). Soit n∈N, n¿1. On d+e5nit la courbe
de Hilbert 2-group+ee, C(2)n , en partant de Cn et en parcourant les di=+erents carr+es C2ij
successivement le long de Cn,  a partir de l’origine, comme suit (voir Fig. 5):
• Joindre le milieu du carr+e C1 au milieu de son bord sup+erieur, ou bord nord, puis,
• Si le carr+e courant est C2ij, joindre le centre de ce carr+e au milieu de son bord i et
au milieu de son bord j,
• Le dernier carr+e de taille 2 rencontr+e intersecte Cn en exactement un point sur son
bord ouest, joindre alors le centre de ce carr+e au milieu de son bord nord (celui par
lequel sort le 5l du carr+e Cn de taille 2n).
Proposition 2. Soit HO;1=2 l’homothetie de centre (0; 0) et de rapport 12 . Alors, pour
tout entier n, n¿1,
Cn = HO;1=2(C(2)n+1):
Preuve. La preuve se fait par induction sur n.
• Le cas n=1 se v+eri5e facilement sur la Fig. 5.
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Fig. 5. La courbe C(2)3 .
• Dans le cas g+en+eral, on consid ere les carr+es Cn+1; k , k∈{1; 2; 3; 4}.
— Puisque, par construction de Cn+1, l’intersection de Cn+1 avec Cn+1;1 est l’inter-
section of Cn avec Cn, par hypoth ese d’induction on a
Cn ∩ Cn;1 = HO;1=2(Cn+1 ∩ Cn+1;1):
— Par construction de Cn+1, l’intersection de Cn+1 avec le carr+e Cn+1;2 est obtenue
par translation de vecteur (0; 2n)  a partir de l’intersection de Cn+1 avec le
carr+e Cn+1;1 qui est elle-meˆme l’intersection de Cn avec le carr+e Cn. Par hy-
poth ese, l’intersection de Cn avec le carr+e Cn;1 est obtenue par HO;1=2  a partir de
l’intersection de Cn avec la carr+e Cn. Mais l’intersection de Cn avec le carr+e Cn;2
est obtenue  a partir de l’intersection de Cn avec le carr+e Cn;1 par la translation
de vecteur (0; 2n−1). Aussi
Cn ∩ Cn;2 = HO;1=2(Cn+1 ∩ Cn+1;2):
— Les autres cas sont semblables en faisant intervenir les rotations utilis+ees pour la
d+e5nition de Cn.
La preuve se r+esume en les quatre diagrammes commutatifs suivants o u T(';() est la






































Corollaire 1. Le 6l entre et sort une seule fois de tous les carres de taille 2n qu’il
traverse.
Preuve. La preuve, par r+ecurrence sur n, est triviale. L’initialisation pour n=1 s’observe
sur C2 et le pas g+en+eral provient de la proposition pr+ec+edente.
Ce corollaire sera utilis+e sous la forme suivante: si on pave le plan par des carr+es
de taille 2n alors si le 5l passe sur un tel carr+e, apr es en eˆtre sorti une fois, il n’y
rentre plus.
4.3. Temps reel sur le 6l de Hilbert
Le temps r+eel sur le 5l de Hilbert ne s’exprime pas ais+ement. Nous donnons quelques
indications sur comment le calculer. Nous d+esignons ce temps r+eel par RH(‘), o u ‘,
‘¿1, est la longueur du mot d’entr+ee. Sur la Fig. 6, nous avons indiqu+e par un cercle
vert la position des points H(‘−1), 5n des mots de longueur ‘ pour laquelle le temps
r+eel augmente d’une unit+e.
En observant cette Fig. 6, nous voyons comment calculer la valeur de RH(‘) quand
H(‘−1) appartient au carr+e Cn en fonction de ses valeurs quand H(‘−1) appartient
 a Cn−1. Nous r+esumons ces observations dans la Table 1 o u nous avons suppos+e n¿3.
Les cas o u n¡3 se calculant directement.
Il ne reste plus qu’ a formaliser et d+emontrer ces observations. Pour cela, nous avons
besoin d’un lemme technique qui servira  a expliciter les coordonn+ees en jeu.
Lemme 1. Le point le plus en haut :a droite, c’est-:a-dire le coin nord-est, du carre




2:4n−1 = 23 (4
n − 1):
De meˆme, le point d’o:u sort le 6l du carre Cn;h est *n−1+(h−1)4n−1 (h∈{1; 2; 3}).
Preuve. On le montre par r+ecurrence sur n. Si n=1, on obtient H(2). Puis pour n, il
y a (2:2n−1:2n−1) points de H dans les carr+es Cn;2 et Cn;3. Donc *n+1=*n + (2:4n−1).
D’o u la formule.
Il su/t ensuite de revenir  a la d+e5nition de H et d’observer qu’il y a 4n−1 points de
H dans un carr+e Cn;h.
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Fig. 6. O u le temps r+eel sur le 5l de Hilbert augmente d’une unit+e.
Maintenant examinons les cas les uns apr es les autres:
Cas (P1): Si *n−1 + 4n−1 + 16‘ − 16*n, alors RH(‘)=2n.
Les coordonn+ees de ces points (dont le num+ero est ‘) sont inf+erieures ou +egales  a
l’ordonn+ee du point d’o u le 5l sort de Cn;2 qui est +egale  a celle d’o u le 5l sort de Cn,
qui est pr+ecis+ement 2n − 1.
Cas (P2): Si *n−1 + 4n−2 + 16‘ − 16*n−1 + 2:4n−2, alors RH(‘)=2n−1 + 2n−2.
Les coordonn+ees de ces points sont inf+erieures ou +egales  a l’ordonn+ee du point en haut
 a droite de Cn;2;4.
Cas (P3): Si *n−1 + 2:4n−2 + 16‘ − 16*n−1 + 3:4n−2, alors RH(‘)=RH(‘ −
4n−1) + 2n−1.
Il su/t d’observer que, par construction, le carr+e Cn;2;2 est le translat+e du carr+e Cn−1;2
par le vecteur (0; 2n−1) et que le nombre de points deH entre un point et son translat+e
est +egal  a la “surface” de Cn;2.
Cas (P4): Si *n−1 + 3:4n−2 + 16‘ − 16*n−1 + 4n−1, alors RH(‘)=2n.
Les coordonn+ees de ces points sont inf+erieures ou +egales  a l’ordonn+ee du point en haut
 a droite de Cn.
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Table 1
Etude g+eom+etrique de RH(‘) pour n¿3
Carr+e d’origine Observation
Cn; 1 Par hypoth ese: Cn; 1 =Cn
Cn; 3 Temps constant: (x; y)∈Cn; 3 ⇒ (P1)
RH(H−1(x; y) + 1)=2n
Cn; 2 Cn; 2; 1 Temps constant: (x; y)∈Cn; 2; 1 ⇒ (P2)
RH(H−1(x; y) + 1)=2n−1 + 2n−2
Cn; 2; 2 Reli+e  a Cn−1; 2: (x; y)∈Cn; 2; 2 ⇒ (P3)
RH(H−1(x; y) + 1)=
2n−1 +RH(H−1((x; y)− (0; 2n−1)) + 1)
Cn; 2; 3 Temps constant: (x; y)∈Cn; 2; 3 ⇒ (P4)
RH(H−1(x; y) + 1)=2n
Cn; 2; 4 Cn; 2; 4; 1 Temps constant: (x; y)∈Cn; 2; 4; 1 ⇒ (P5)
RH(H−1(x; y) + 1)=2n−1 + 2n−3
Cn; 2; 4; 2 Temps constant: (x; y)∈Cn; 2; 4; 2 ⇒ (P6)
RH(H−1(x; y) + 1)=2n−1 + 2n−2
Cn; 2; 4; 3 Reli+e  a Cn−1; 2; 4: (x; y)∈Cn; 2; 3 ⇒ (P7)
RH(H−1(x; y) + 1)=3 2n−3+
RH(H−1((x; y)− (2n−2; 3 2n−3)) + 1)
Cn; 2; 4; 4 Reli+e  a Cn−1; 2; 2: (x; y)∈Cn; 2; 4 ⇒ (P8)
RH(H−1(x; y) + 1)=2n−3+
RH(H−1((x; y)− (3 2n−3; 2n−3)) + 1)
Cas (P5): Si *n−1 + 3:4n−3 + 16‘ − 16*n−1 + 4n−2, alors RH(‘)=2n−1 + 2n−3.
Les coordonn+ees de ces points sont inf+erieures ou +egales  a l’ordonn+ee du point en haut
 a droite de Cn;2;4;3.
Cas (P6): Si *n−1 + 2:4n−3 + 16‘− 16*n−1 + 3:4n−3, alors RH(‘)=2n−1 + 2n−2.
Les coordonn+ees de ces points sont inf+erieures ou +egales  a l’ordonn+ee du point en haut
 a droite de Cn;2;4.
Cas (P7): Si *n−1+4n−36‘−16*n−1+2:4n−3+1, alors RH(‘)=RH(‘−9:4n−3)+
3:2n−3.
Par construction, le carr+e Cn;2;4 est obtenu par T(2n−2 ;2n−2)◦R$=2  a partir du carr+e Cn−1;2.
Il en est donc de meˆme pour le carr+e Cn;2;4;3  a partir du carr+e Cn−1;2;2. Mais ce carr+e
Cn−1;2;2 est aussi obtenu  a partir du carr+e Cn−1;2;4 par T(−2n−3 ;2n−3) ◦R−$=2. Il s’en suit
qu’on obtient Cn;2;4;3  a partir de Cn−1;2;2 par translation de vecteur (2n−2; 3:2n−3). Il
su/t alors d’observer qu’entre deux points translat+es, le 5l H remplit la surface de 9
carr+es de taille 2n−3.
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Fig. 7. Temps r+eel sur le 5l de Hilbert.
Cas (P8): Si *n−1 +16‘6− 1*n−1 +4n−3, alors RH(‘)=RH(‘− 6:4n−3)+2n−3.
Par construction, le carr+e Cn;2;4 est obtenu par T(2n−2 ;2n−2)◦R$=2  a partir du carr+e Cn−1;2.
Il en est donc de meˆme pour le carr+e Cn;2;4;4  a partir du carr+e Cn−1;2;3. Mais ce carr+e
Cn−1;2;3 est aussi obtenu  a partir du carr+e Cn−1;2;2 par T(2n−3 ;0) ◦ R−$=2. Il s’en suit
qu’on obtient Cn;2;4;3  a partir de Cn−1;2;2 par translation de vecteur (3:2n−3; 2n−2). Il
su/t alors d’observer qu’entre deux points translat+es, le 5l H remplit la surface de 6
carr+es de taille 2n−3.
Toutes ces observations donnent une faKcon r+ecursive de calculer RH(n) (voir la
Fig. 7). L’aspect fractal de la courbe se comprend facilement car un calcul direct
du temps r+eel par l’arithm+etisation du 5l de Hilbert donn+ee en [15] ferait intervenir
r+ecursivement les chi=res de l’+ecriture en base 4 de ‘−‘0 (o u ‘0=4n−1−*n= 13(4n−1)
est la longueur de la courbe Cn n’appartenant pas  a H).
5. Langages rationnels sur le l de Hilbert
Ce paragraphe est constitu+e par la preuve, divis+ee en plusieurs sous-sections, du
th+eor eme que nous allons +enoncer. Dans la premi ere, nous ferons quelques remarques
g+en+erales justi5ant en particulier la pr+esentation de l’algorithme en trois parties:  a
l’ext+erieur d’une boule B(0;0)(t), puis  a l’int+erieur d’une telle boule pour 5nir par ce
qui rel eve plus sp+eci5quement du temps r+eel.
Theor eme 2. Tout langage rationnel est reconnu en temps reel par un 2D automate
cellulaire avec le 6l de Hilbert.
Preuve. La construction d’un 2-automate cellulaire avec 5l de Hilbert qui reconnaisse,
en temps r+eel, un langage rationnel est assez longue et technique.
5.1. Remarques generales
Nous reprenons les notations de la preuve du Th+eor eme 1. On part d’un langage
rationnel L, suppos+e reconnu par un automate 5ni d+eterministe F=(Q;; F; q0; Qf).
Le 2D-AC que nous nous proposons de construire est d+esign+e par AAC=(QAC; ).
Nous associons  a F l’ensemble 5ni des applications {u}u∈? o u
u
(q)=(q; u) pour
tout +etat q de Q.
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Fig. 8. Mouvement des donn+ees dans la preuve du Th+eor eme 2 (Remarques g+en+erales). (a) Sch+ema.
(b) Exemple.
Il s’agit, comme dans le cas du Th+eor eme 1 d’envoyer les donn+ees le plus vite
possible sur la cellule d’origine. Mais la forme du 5l induit des di=+erences importantes.
Une premi ere est que, contrairement au cas de la spirale d’Archim ede, la composante-
5l (W -+etat) d’une cellule ne renseigne pas n+ecessairement cette cellule sur sa position
par rapport  a l’origine. Une autre di=+erence essentielle est justement qu’une partie du
5l de Hilbert est au-dessous de la premi ere diagonale et que le 5l n’est pas sym+etrique
par rapport  a cette diagonale, donc en particulier qu’une cellule ne sait pas quelle est
sa situation par rapport  a l’axe des abscisses.
Cependant les cellules de l’axe des ordonn+ees savent qu’elles sont sur cet axe. Elles
vont donc envoyer leur information vers le sud et permettre de r+eorienter vers le sud,
en la 2-groupant avec leur information propre, l’information qui leur parvient du nord-
est de cellules au-dessus de la diagonale. Par ailleurs, les voisines sud des cellules qui
contiennent le bord sud du 5l dans les carr+es Cn;3 ont cette connaissance. Elles vont
servir  a indiquer  a l’information qui leur parvient du nord-est de cellules au-dessous de
la diagonale, en la 2-groupant avec la leur, de se porter vers l’ouest. Ceci est illustr+e
sur la Fig. 8.
La diagonale joue un roˆle bien particulier et essentiel qui exploite les “unit+es” du
5l de Hilbert que sont les carr+es C2ij. En e=et, lorsque sur les cellules (t; t); (t + 1; t);









d’un tel motif de H, l’automate “absorbe” cette information sous la forme (
u
; w)
o u u est le mot form+e par les quatre lettres ,i dans l’ordre qui est indiqu+e par les
composantes-5l correspondantes qui d+e5nissent le type w du carr+e C2ij concern+e. Nous
dirons que l’automate proc ede  a une amalgamation ou que les donn+ees ont +et+e amal-
gamees. A ce meˆme temps t, les donn+ees des cellules (i; t); (i; t+1), 06i6t− 1, sont
amalgam+ees sur la cellule (i; t), celles des cellules (t; j); (t+1; j) sont amalgam+ees sur
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la cellule (t; j). Ainsi pour les temps t′, t′¿t, l’information qui circule dans la boule
B(0;0)(t) est une information qui a d+ej a +et+e pr+e-trait+ee en fonction de l’automate 5ni
reconnaisseur de L, via au moins une amalgamation.
Nous verrons que si les donn+ees se d+eplacent aussi vite que possible  a l’ext+erieur
d’une boule B(0;0)(t), il pourrait y avoir perte de temps  a l’int+erieur de la boule:
chaque fois que des donn+ees sont amalgam+ees. Cela nous incite  a initier alors en
parall ele un second calcul qui permettra de controˆler le temps r+eel. En cons+equence,
nous concevrons l’algorithme r+ealis+e par l’automate cellulaire reconnaisseur comme la
superposition de deux “feuilles”: une feuille Fr eguli :ere et une feuille Fanticipation.
L’+evolution de l’automate partiel courant sera +eventuellement illustr+ee par des 5gures.
La 5gure au temps t repr+esente la con5guration obtenue apr es l’ex+ecution de la t-i eme
transition d’+etat de l’automate.
5.2. L’algorithme sur la feuille Fr eguli :ere
D’apr es ce qui pr+ec ede, l’ensemble des +etats QAC de A va eˆtre construit comme
produit de plusieurs composantes que nous pr+ecisons au fur et  a mesure de la cons-
truction. Pour cette feuille, nous aurons besoin des composantes d+ecrites ci-dessous.
• Une “composante-5l”, d+enot+ee W , qui donne la forme du 5l dans chaque cellule o u
il passe.
• Une composante D pour les d+eplacements de l’information, qui d+epend du mot test+e,
de la forme du 5l, de l’automate 5ni, et qui reU ete la dissym+etrie du 5l par rapport
 a la premi ere diagonale.
D={sq} ∪ Q∪QQ ×W ∪(QQ ×W ×{0; 1})∪(QQ ×W )2. La composante sq signi5e
l’absence, sur la cellule, d’information-lettre (elle sera +eventuellement assimil+ee  a
#
). Dans un +el+ement de QQ ×W ×{0; 1}, la composante de {0; 1} servira  a indiquer
que la donn+ee exprim+ee par les autres composantes a franchi ou non un certain seuil
pr+ecis+e plus bas.
• une composante E qui contient des +etats de l’automate ind+ependants des lettres
du mot d’entr+ee, dont la signi5cation intuitive est indiqu+ee dans la Table 2. Ainsi
E={I; G; H; V; B; S; U)i ; R)i (i∈{0; 1})}.
CommenKcons par d+e5nir le fonctionnement de l’automate (partiel relatif  a cette
feuille)  a l’ext+erieur d’une boule B(0;0)(t). La Fig. 9 illustre ce point.
5.2.1. Algorithme pour l’exterieur d’une boule B(0;0)(t)
(1) Temps t=0, Con6guration initiale
La con5guration initiale est d+e5nie par la r+epartition des lettres du mot d’entr+ee sur
le 5l de Hilbert, comme dans le cas du 5l d’Archim ede. C’est dire que la E-composante
des +etats des cellules est I . Leur D-composante est (
,i
(F); wi; 0) pour toutes les cellules
qui portent une lettre ,i du mot d’entr+ee non vide ,0 : : : ,n−1, et elle est sq pour toutes
les autres. A partir de cette con5guration, un certain nombre de cellules connaissent,
graˆce aux +etats-5l, et particuli erement  a l’+etat , quelle position sp+eciale elles
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Table 2
Signi5cation des +etats de E
E-Etat Signi5cation
I Cellules incapables de situer (0; 0).
G Etat marquant des cellules sur lesquelles quatre donn+ees sont
amalgam+ees, sur le bord interne d’une boule B0;0(t), t¿0.
V Etat marquant des cellules situ+ees sur une verticale indiquant
un groupement par deux de donn+ees.
B Etat indiquant certaines cellules de la diagonale.
S Etat marquant des cellules situ+ees imm+ediatement
sous la partie du 5l contenue dans les carr+es Cn; 3, n¿2,
permettant de d+e5nir un seuil horizontal pour le d+eplacement
nord-est/sud-ouest des donn+ees des cellules
situ+ees sous la diagonale, utiles pour le temps r+eel.
H Cellules situ+ees sur une horizontale indiquant un groupement
par deux de donn+ees.
U)0 Etat indiquant les cellules au-dessus de la diagonale apr es un
nombre pair d’amalgamations des donn+ees d’origine.
)∈{0; 1} indique la parit+e de l’abscisse.
U)1 Etat indiquant les cellules au-dessus de la diagonale apr es un
nombre impair d’amalgamations des donn+ees d’origine.
)∈{0; 1} indique la parit+e de l’abscisse.
R)0 Etat indiquant les cellules au-dessous de la diagonale apr es un
nombre pair d’amalgamations des donn+ees d’origine.
)∈{0; 1} indique la parit+e de l’ordonn+ee.
R)1 Etat indiquant les cellules au-dessous de la diagonale apr es un
nombre impair d’amalgamations des donn+ees d’origine.
)∈{0; 1} indique la parit+e de l’ordonn+ee.
ont sur le plan et relativement au 5l, ce qui se marque, d es le temps 1, par un E-+etat
correspondant. Ceci est r+esum+e dans la Table 3.
Remarquons que la composante i, i∈{0; 1}, des D-+etats de la forme (,c; wc; i) ne sera
utilis+ee que pour signi5er qu’une information provenant d’une cellule situ+ee au-dessous
de la diagonale aura franchi ou non le premier “mur” d’+etats S qu’elle doit rencontrer,
comme nous le verrons plus bas. Elle pourra alors +eventuellement eˆtre 2-group+ee avec
sa voisine nord et cette composante 1 n’aura plus de raison d’eˆtre.
(2) Temps t¿1, evolution des composantes E et D des etats
Au temps 1, les cellules qui 5gurent dans la Table 3 entrent dans le E-+etat indiqu+e.
La cellule c=(0; 0) entre dans le D-+etat
,ne;,n;,c
 (q0), appartenant  a Q. Les cellules de
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Fig. 9. Description g+en+erale de l’algorithme avant la premi ere amalgamation.
l’axe des ordonn+ees entrent dans le D-+etat ((
,ne
 ; wne); (
,n
; wn)), appartenant  a (QQ ×W )2
(groupage de deux donn+ees d’origine). Toutes les autres cellules prennent pour D-+etat
celui de leur voisine nord-est, (
,ne
 ; wne; 0), appartenant  a QQ ×W ×{0; 1}.
Puis les transitions suivantes sont e=ectu+ees:
• (Pt1) Si une cellule c est dans le E-+etat I , V , B ou H , et si l’une de ses voisines
est dans l’+etat G, alors, elle entre dans le E-+etat G et dans le D-+etat d+e5ni comme
suit:
— (Pt1a) si son E-+etat est V , c’est que son D-+etat est de la forme ((
,c; ne
 ; wc;ne); (
,c; n
 ;
wc; n)), si sa voisine nord c′ est +egalement dans un +etat ((
,c′ ; ne
 ; wc′ ; ne); (
,c′ ; n
 ; wc′ ; n)),
alors la cellule c entre dans le D-+etat (
u
; w) o u w est le type du carr+e du 5l
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Table 3
Marquage au temps 1 de cellules strat+egiques
Position de la (ou des) cellule(s) Voisins dans le W -+etat E-+etat au temps 1
Cellule (0; 0) est, nord-ouest, ouest, sud-ouest, G
sud et sud-est
Cellule (0; i) (i¿1), sur le nord-ouest, ouest et sud-ouest V
bord-ouest du 5l
Cellule (2n−1; 2n−1), n¿1, sud-ouest, sud et sud-est B
point du 5l dans le coin sud-ouest
de Cn; 3, sur la diagonale
Cellules (2n−1; 2n−2), (2n−1 + 1; sud-ouest, sud, sud-est et est pour les S
2n−2); : : : ; (2n; 2n−2), n¿1, cellules (h; 2n−2), 2n−1¡h¡2n
bordant inf+erieurement le 5l  a sud, sud-est et est pour (2n−1; 2n−2),
l’ext+erieur du carr+e Cn;3 sud-ouest, sud, sud-est, est et nord-est pour
(2n; 2n−2)
d+e5ni par les quatre donn+ees wc;ne; wc; n; wc′ ; ne et wc′ ; n, et u le mot obtenu  a partir
des lettres correspondantes dans l’ordre originel du 5l.
— (Pt1b) si son E-+etat est B, elle entre dans (
u
; w) o u, en supposant que elle-meˆme
et ses voisines est, nord-est et nord poss edent des donn+ees d’origine correspon-
dant  a un carr+e d’origine, w est le type de ce carr+e et u le mot obtenu  a partir
des lettres ,c, ,n, ,ne, et ,e, dans l’ordre originel du 5l.
— (Pt1c) si son E-+etat est H , elle entre dans (
u
; w) o u, en supposant que elle-
meˆme c et sa voisine est c′ poss edent des donn+ees d’origine 2-group+ees du type
((
,c; e
 ; wc; e); (
,c; ne
 ; wc; ne)) et ((
,c′ ; e
 ; wc′ ; e); (
,c′ ; ne
 ; wc′ ; ne)), alors w d+esigne le type de





• (Pt2) Une cellule dont le E-+etat est I et dont le E-+etat de la voisine ouest est V
entre dans le E-+etat V . Elle prend alors pour D-+etat ((
,ne
 ; wne); (
,n
; wn)) (2-groupage)
en supposant que les D-+etats de ces deux voisines sont de la forme (
,c
; wc; 0).
• (Pt3) Une cellule dont le E-+etat est I et dont la voisine sud a pour E-+etat H entre dans
le E-+etat H et prend comme D-+etat ((
,ne
 ; wne); (
,e
; we)) (2-groupage) en supposant




• (Pt4) Une cellule dont le E-+etat est V reste dans V et prend pour D-+etat le D-+etat
de sa voisine nord.
• (Pt5) Une cellule dont le E-+etat est H reste dans H et prend pour D-+etat le D-+etat
de sa voisine est.
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• (Pt6) Une cellule dont le E-+etat est B reste dans B et prend pour D-+etat le D-+etat
de sa voisine nord-est.
• (Pt7) Une cellule dont le E-+etat est I et dont la voisine sud-ouest a B pour E-+etat
entre dans le E-+etat B et prend pour D-+etat le D-+etat de sa voisine nord-est.
• (Pt8) Une cellule dont le E-+etat est S reste dans le E-+etat S et prend pour D-+etat le
D-+etat (
,
; w; 1) si le D-+etat de sa voisine nord-est est (
,
; w; 0).
• (Pt9) Une cellule dont le E-+etat est I et dont la voisine ouest est dans le E-+etat S
prend le E-+etat S et le D-+etat (
,
; w; 1) o u (
,
; w; i) ou i∈{0; 1} est celui de sa voisine
nord-est.
• (Pt10) Une cellule dont le E-+etat est I et le D-+etat est de la forme (
,
; w; 1) et dont





 ; wne)) (2-groupage) en supposant que les D-+etats de ces deux voisines
sont de la forme (
,c
; wc; 1).
• (Pt11) Dans les autres cas, une cellule dans le E-+etat I reste dans le E-+etat I et
prend pour D-+etat le D-+etat de sa voisine nord-est.
Ainsi, les points (Pt1) et (Pt2) impliquent qu’au temps t, les cellules (x; y) avec
x¡t sont dans le E-+etat G si y= t et dans le E-+etat V si y¿t. Les points (Pt6) et
(Pt7) montrent que le E-+etat B ne peut apparaPˆtre que sur la diagonale. Les points
(Pt3), (Pt5), (Pt8) et (Pt10) montrent que l’+etat H ne peut apparaPˆtre qu’au-dessous de
la diagonale, et qu’il joue alors un roˆle analogue  a celui de V .
(3) Correction de l’automate partiel AC
Il reste maintenant  a montrer que l’automate partiel qui vient d’eˆtre d+ecrit r+ealise bien
la strat+egie annonc+ee. D’apr es la Proposition 2 et son corollaire, c’est le mouvement
des donn+ees d’origine des cellules (2i; 2j), (2i + 1; 2j), (2i; 2j + 1) et (2i + 1; 2j + 1),
qui forment les carr+es C2ij, que nous devons +etudier. C’est ce que nous allons expliciter,
en fonction de la position de la cellule (2i; 2j) par rapport  a la diagonale.
• Supposons que (2i; 2j) est au-dessus de la diagonale
Les donn+ees de (2i; 2j) et de (2i; 2j + 1) se dirigent vers le sud-ouest par (Pt11)
tant que le E-+etat de la cellule portant leur information d’origine est I . Ces donn+ees
rencontreront un +etat V sur les cellules (i; 2j− i) et (i; 2j+1− i). Puisqu’elles sont
situ+ees au-dessus de la diagonale, elles ne rencontrerons pas de E-+etat G avant ce
temps. Donc, au temps i + 1, sur la cellule (i; 2j − i − 1) (resp. (i; 2j − i)), par
(Pt2), les valeurs d’origine de (2i; 2j) et de (2i + 1; 2j) (resp. (2i; 2j + 1) et de
(2i + 1; 2j + 1)) seront 2-group+ees. Ensuite ces 2-groupes se dirigeront vers le sud
(graˆce aux E-+etats V et  a (Pt4)) jusqu’ a la cellule (i; j) dont la voisine sud est dans
le E-+etat G. Au temps suivant, donc au temps j − 1, les donn+ees 2-group+ees des
cellules (i; j) et (i; j + 1) seront amalgam+ees sur cette meˆme cellule (i; j) ((Pt1a))
qui passera alors dans le E-+etat G. Les hypoth eses de (Pt1a) et de (Pt2) sont ainsi
v+eri5+ees en ce qui concerne la nature des D-+etats. Par le corollaire 1, les donn+ees
d’origine peuvent eˆtre ordonn+ees suivant l’ordre du 5l et la transition de (Pt1a) est
bien d+e5nie.
Notons que la troisi eme composante du D-+etat des cellules consid+er+ees ne change
pas jusqu’au 2-groupage quand elle disparaPˆt naturellement. En fait, elle est inutile
pour les cellules de cette partie du plan.
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• Supposons que (2i; 2j) est au-dessous de la diagonale et appartient :a H
Observons tout d’abord que ce cas ne peut se produire que si (2i; 2j) est dans le
carr+e Cn;3 (avec n¿2) et qu’alors i∈{2n−2+1; : : : ; 2n−1−1}, j∈{2n−2; : : : ; 2n−2−1}
et j¡i.
A un temps t (t∈{1; : : : ; 2n−1}), la situation est la suivante:
— Les cellules (2n−1 + t − 1; 2n−1 + t − 1) sont dans le E-+etat B et contiennent les
donn+ees d’origine des cellules (2n−1 + 2t − 1; 2n−1 + 2t − 1) d’apr es les points
(Pt6) et (Pt7).
— Les cellules (2i; 2j)=(2n−1+k; 2n−1+‘) avec 26k¡2n−1−2 et 06‘¡2n−1−2
et ‘¡k ont I pour E-+etat et contiennent la donn+ee d’origine de (2n− k + t; 2n−
‘ + t) ((Pt9)).
— Les cellules (2n−2 + k; 2n−2−1) avec k∈{t; : : : ; 2n−1−1+ t} sont dans le E-+etat
S ((Pt8)).
Prenons le quadruplet “t+emoin” correspondant  a (2i; 2n−1), 2n−1 + 26i62n − 2,
(bord inf+erieur du carr+e Cn;3). Il se d+eplace vers le sud-ouest ((Pt9)) jusqu’ a ce que
la donn+ee d’origine de (2i; 2n−1) rencontre le E-+etat S au temps 1 sur la cellule
(2i− 1; 2n−1− 1). Le D-+etat de cette cellule devient alors (,; w; 1) o u (
,
; w; 0) est le
D-+etat de la cellule (2i; 2n−1)  a l’origine. L’information ainsi modi5+ee continue de
se d+eplacer par des cellules dont le E-+etat est I dans la direction sud-ouest jusqu’ a
ce qu’elle arrive dans une cellule dont la voisine sud est dans le E-+etat S. Ceci
se produit au temps 2n−2, sur la cellule (2i − 2n−2; 2n−1 − 2n−2). Alors, au temps
suivant, 2n−2 + 1, les cellules (2i − 2n−2 − 1; 2n−1 − 2n−2) prennent le E-+etat H et




 ; wne)) si (
,
e; we; 1) et (
,ne
 ; wne; 1) sont les D-+etats au
temps pr+ec+edent de leurs voisines est et nord-est respectivement par (Pt10). Ainsi,
 a la 5n de la 2n−2 + 1-i eme transition, c’est- a-dire au temps 2n−2 + 1, les cellules
(2n−2 + 1; 2n−2); : : : ; (2n−1 − 2; 2n−2) sont-elles dans le E-+etat H et avec des D-+etats
2-group+es.
Finalement,  a ce temps, les cellules (x; y) o u x∈{2n−2+2; : : : ; 2n−1+2}, y∈{2n−2+
1; : : : ; 2n−1 − 1}, y¡x, sont dans le E-+etat I et le D-+etat (,; w; 1) si (
,
; w; 0) est le
D-+etat de la cellule (x + 2n−2 + 1; y + 2n−2 + 1). Quant aux cellules (x; y) o u
x∈{2n−1 + 1; : : : ; 2n− 2}, y∈{2n−1; : : : ; 2n− 2}, y¡x, elles portent encore le D-+etat
(
,
; w; 0) de la cellule (x + 2n−2 + 1; y + 2n−2 + 1).
Le mouvement des donn+ees continue suivant les r egles d+e5nies plus haut. Jusqu’au
temps 2n−1 − 1 o u toutes les donn+ees contenues sur le 5l dans le carr+e Cn;3 sont
soit 2-group+ees sur les demi-droites horizontales d’origine (x; y) avec x=2n−1−1 et
2n−26y62n−1−2 soit contenues par les cellules (2n−2; 2n−2); (2n−2+1; 2n−2); (2n−2
+ 1; 2n−2 + 1); (2n−2; 2n−2 + 1).
Notons encore qu’aux temps 2n−1, les cellules (2n−1; 2n−1); : : : ; (2n − 2; 2n−1) sont
dans le E-+etat I et ne portent aucune information relative au mot car leur est ar-
riv+ee l’information contenue exactement sur le bord externe du 5l dans le carr+e
Cn;3. Elles sont donc dans le D-+etat (
#
; ) et ce fait est encore vrai au temps
2n−1+1 puisqu’un 2-groupage de donn+ees a lieu dans leurs voisines nord d’abscisses
2n−2 + 1; 2n−1 + 2.
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• Supposons que (2i; 2j) est sur la diagonale
Une telle cellule (2i; 2i) est dans un carr+e Cn;3, donc 2n−26i62n−1.
D’apr es le point (Pt7), la cellule (2i; 2i)=(2n−1 + j; 2n−1 + j) avec 16j62n−1 − 1
du carr+e Cn; 3 est dans le E-+etat B d es le temps j + 1.
Lorsque, lors de la t-i eme transition d’+etat, la cellule (t; t) entre dans le E-+etat
G ((Pt1)), la cellule (t; t + 1) a pour E-+etat I et contient la donn+ee d’origine de
(2t; 2t+1) (+etude au-dessus de la diagonale), la cellule (t+1; t+1) a pour E-+etat B
et contient la donn+ee d’origine de (2t+1; 2t+1) ((Pt6) et (Pt7)) et la cellule (t+1; t)
a pour E-+etat I et contient la donn+ee d’origine de (2t + 1; 2t) (+etude au-dessous de
la diagonale). Les conditions de (Pt1b) sont donc r+ealis+ees, le corollaire 1 permet
de calculer le nouveau D-+etat puisque l’amalgamation peut avoir lieu sur la cellule
(t; t).
Nous allons maintenant nous int+eresser au fonctionnement de l’automate dans une
boule B(0;0)(t), c’est- a-dire lorsqu’une premi ere amalgamation (en dehors de la toute
premi ere au temps 1 sur la cellule (0; 0)) a eu lieu. La mise en place de l’algorithme
s’appuie sur la remarque pr+ec+edente et l’observation que, apr es eˆtre entr+ee dans le E-
+etat G, une cellule connaPˆt sa position par rapport aux axes et  a la diagonale: si ses
deux voisines est et ouest (sa seule voisine est, ses deux voisines ouest et sud, ses
deux voisines nord et sud, sa seule voisine nord) sont dans le E-+etat G, alors elle est
au-dessus de la diagonale et pas sur l’axe des ordonn+ees (sur l’axe des ordonn+ees, sur
la diagonale, au-dessous de la diagonale mais pas sur l’axe des abcisses, sur l’axe des
abcisses).
5.2.2. Algorithme pour l’interieur d’une boule B(0;0)(t)
Compte tenu des remarques pr+ec+edentes, dans la boule B(0;0)(t), les cellules con-
naissent leur position par rapport  a l’origine, par cons+equent, nous choisissons alors
que les E-+etats se disposent de sorte que H d+esigne l’horizontale, V la verticale, que
B indique toujours la diagonale, les U)8 le dessus de la diagonale et les R
)
8 le dessous,
la valeur de ) indiquant la parit+e de l’abscisse (cas U)8 ) ou de l’ordonn+ee (cas R
)
8)
de la cellule (voir la Fig. 10). L’indice 8 donne la parit+e du nombre d’amalgamations
r+ealis+ees jusque-l a, le changement d’indice d+epend du mouvement des donn+ees: en quit-
tant G au temps 4, une cellule entre dans U)0 ou R
)
0 puisqu’il y a eu une amalgamation
accomplie aux temps 1, 2, 3 et 4. Lorsqu’elle entre dans un E-+etat U)8 (R
)
8), elle choisit
pour valeur de ) celle de sa voisine sud (ouest) si celle-ci est dans un E-+etat U)8 ou
l’oppos+ee de celle de sa voisine sud-ouest (sud-ouest) si sa voisine sud (ouest) est
dans le E-+etat B.
Les informations qui sont situ+ees sur le bord int+erieur de B(0;0)(t) au temps t sont
des couples de la forme (
u
; w) o u
u
 ∈QQ et w est le motif de taille 2 de H inscrit
dans le carr+e de type C2ij qui a servi  a l’amalgamation. Ce sont ces couples que nous
appellerons donn+ees dans cette sous-section.
Le mouvement des donn+ees est illustr+e par la Fig. 11 sur un exemple (au temps 27)
et les +evolutions des temps 0  a 16 sont repr+esent+ees sur la Fig. 12.
Le premier fait  a observer est qu’une nouvelle information va arriver sur une cellule
interne  a la boule un temps sur deux. En e=et, les r+esultats de l’amalgamation au temps
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Fig. 10. R+epartition des E-+etats dans la preuve du Th+eor eme 2 (Algorithme pour l’int+erieur d’une boule).
Fig. 11. Repr+esentation des donn+ees au temps 27 dans la preuve du Th+eor eme 2 (Algorithme pour l’int+erieur
d’une boule).
t doivent eˆtre envoy+es imm+ediatement vers l’origine. Donc au temps t +1 elles seront
sur le bord int+erieur de B(0;0)(t − 1) alors que la nouvelle amalgamation aura eu lieu
sur le bord int+erieur de B(0;0)(t + 1).
Le mouvement des donn+ees est alors g+er+e  a l’int+erieur de B(0;0)(t) par les r egles
suivantes:
• (Pt?1 ) Une cellule dans le E-+etat U)8 ou V consid ere ses voisines nord et nord-est:
◦ (Pt?1A) Si l’indice de leur parit+e d’amalgamation ainsi que celui de sa voisine sud
sont le meˆme que le sien:
— (Pt?1Aa) Si ces deux cellules contiennent chacune une donn+ee non group+ee, elle
les prend en les 2-groupant si son E-+etat est V ou si sa valeur pour ) est 0.
Sinon, elle ne conserve aucune donn+ee.
— (Pt?1Ab) Si la cellule est dans le E-+etat U
1
8 et sa voisine-est est dans le E-+etat
B, elle prend la donn+ee de sa voisine nord-est si cette derni ere en a une.
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— (Pt?1Ac) Si une, au moins, de ces voisines contient une donn+ee non group+ee ou
2-group+ee, elle la prend en choisissant sa voisine nord en cas de
conUit.
— (Pt?1Ad) Sinon, elle ne prend aucune donn+ee.
◦ (Pt?1B) Sinon,
— (Pt?1Ba) Si sa voisine nord ne contient pas une donn+ee 2-group+ee, elle conserve
sa propre donn+ee.
— (Pt?1Bb) Si elle-meˆme et sa voisine nord contiennent des donn+ees 2-group+ees,
elle les amalgame et son indice d’amalgamation change au temps suivant.
• (Pt?2 ) Une cellule dans le E-+etat R)8 ou H consid ere ses voisines est et nord-est:
◦ (Pt?2A) Si l’indice de leur parit+e d’amalgamation ainsi que celui de sa voisine ouest
sont le meˆme que le sien:
— (Pt?2Aa) Si ces deux cellules contiennent chacune une donn+ee non group+ee, elle
les prend en les 2-groupant si son E-+etat est H ou si sa valeur pour ) est 0.
Sinon, elle ne conserve aucune donn+ee.
— (Pt?2Ab) Si la cellule est dans le E-+etat R
1
8 et sa voisine nord dans le E-+etat B,
elle prend la donn+ee de sa voisine nord-est si cette derni ere en a une.
— (Pt?2Ac) Si une, au moins, de ces voisines contient une donn+ee non group+ee
ou 2-group+ee, elle la prend en choississant sa voisine-est en cas de conUit.
— (Pt?2Ad) Sinon, elle ne prend aucune donn+ee.
◦ (Pt?2B) Sinon,
— (Pt?2Ba) Si sa voisine est ne contient pas une donn+ee 2-group+ee, elle conserve
sa propre donn+ee.
— (Pt?2Bb) Si elle-meˆme et sa voisine est contiennent des donn+ees 2-group+ees,
elle les amalgame.
• (Pt?3 ) Une cellule dans le E-+etat B consid ere ses voisines est, nord-est et nord:
◦ (Pt?1A) Si l’indice de leur parit+e d’amalgamation ainsi que celui de sa voisine
sud-ouest sont le meˆme que le sien:
— (Pt?3Aa) Si sa voisine nord-est contient une donn+ee non group+ee, elle la prend.
— (Pt?3Ab) Sinon, elle ne prend aucune donn+ee.
◦ (Pt?3B) Sinon,
— (Pt?3Ba) Si sa voisine nord-est ne contient pas de donn+ee, elle conserve sa
propre donn+ee.
— (Pt?3Bb) Si ces trois voisines et elle-meˆme contiennent une donn+ee non
group+ee, elle les amalgame.
• (Pt?4 ) Une cellule dans le E-+etat G entre dans un des E-+etats V , U)8 , B, R)8 ou B
sans conserver aucune donn+ee.
• (Pt?5 ) La cellule origine, dans le E-+etat O et le D-+etat q de Q, consid ere ses voisines
nord et nord-est:
◦ (Pt?4A) Si elles contiennent toutes les deux des donn+ees non group+ees de QQ, elle





◦ (Pt?4B) Sinon, conserve ses E et D-+etats.
Etudions maintenant les con5gurations auxquelles conduisent ces r egles d’+evolution
(voir les Figs. 11 et 12). PlaKcons-nous d’abord apr es la premi ere amalgamation sur le
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Fig. 12. Mouvement des donn+ees du temps 0 au temps 16 dans la preuve du Th+eor eme 2 (Algorithme pour
l’int+erieur d’une boule, coupes horizontales du diagramme espace-temps).
bord interne de la boule B(0;0)(t) lorsqu’une 8-i eme amalgamation y a +et+e r+ealis+ee au
temps  que l’on supposera assez grand pour d+evelopper tous les cas.
• Au temps  + 1, le bord interne de B(0;0)(t − 1) ne contient pas de donn+ees par
(Pt?4 ).
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• Au temps +1, les donn+ees du bord interne de B(0;0)(t− 2) d+ependent de la parit+e
de t:
— Dans tous les cas, les cellules d’abscisse paire et d’ordonn+ee t − 2 de E-+etat
U81 ou V contiennent des donn+ees (provenant du bord de B(0;0)(t − 1) o u
a eu lieu la 8-i eme amalgamation au temps ) qui sont 2-group+ees par
(Pt?1Aa).
— De meˆme, les cellules d’ordonn+ee paire et d’abcisse t − 2 de E-+etat R81 ou H
contiennent des donn+ees qui sont 2-group+ees par (Pt?2Aa).
— Dans tous les cas, la cellule de ce bord, de E-+etat B, contient une donn+ee simple
par (Pt?3Aa).
— Si t est pair, alors il existe, sur ce bord, une cellule dans le E-+etat U 18 et une
autre de E-+etat R18 dont les voisines respectives est et nord ont pour E-+etat B.
Alors, par (Pt?1Ab) ((Pt
?
2Ab)), elles prennent la donn+ee de leur voisine nord-est.
Si t est impair, seule la cellule de la diagonale est libre pour recevoir la donn+ee
de sa voisine nord-est.
On obtient ainsi, au temps  + 1, sur le bord interne de B(0;0)(t − 2), des donn+ees
2-group+ees une cellule sur deux avec une (cas t pair) ou trois (cas t impair) cellules
du coin nord-est avec une seule donn+ee (voir les temps 13 - t=3 et =11 - et 16
- t=4 et =14 - pour 8=2 sur la Fig. 12).
• Au temps + 2, les donn+ees du bord de B(0;0)(t − 3) sont
— Pour les cellules de E-+etat V (H) celles de leur voisine nord (est) au temps
+ 1 par (Pt?1Ac) et (Pt
?
2Ac).




A ce moment-l a, les deux cellules extreˆmes ont des donn+ees 2-group+ees puis ces
donn+ees 2-group+ees apparaissent une cellule sur deux avec la disposition pr+ec+edente
(t-parit+e d+ependante pour les cellules du coin). Par contre celles du bord de B(0;0)(t−2)










3Aa): les &-cellules des extr+emit+es ont des donn+ees 2-group+ees
puis de telles donn+ees apparaissent une cellule sur deux. Ceci donne la disposition
en “damiers” avec “compression hyperbolique” observable sur la Fig. 11 entre la
premi ere et la seconde amalgamation.
• Ainsi, si t est impair, pour &=t=2 on a:
Au temps  + t=2, toutes les cellules du bord de B(0;0)(t=2),  a l’exception de
la cellule du coin, contiennent des donn+ees 2-group+ees. Si on suppose que,  a ce
temps l a, les cellules du bord de B(0;0)(t=2 − 1) ont un indice 8 + 1 de parit+e




3Ba) les cellules du bord de B(0;0)(t=2+
1) auront les meˆmes donn+ees au temps +t=2+1 puisque, par l’+etude pr+ec+edente,
un bord de carr+e sur deux n’a pas de donn+ees. Mais au temps  + t=2 + 1, les
cellules du bord de B(0;0)(t=2+ 1) et de B(0;0)(t=2) auront toutes, sauf les trois
cellules du coin, des donn+ees 2-group+ees et l’amalgamation pourra avoir lieu sur le
bord de B(0;0)(t=2) lors de la + t=2 + 2-i eme transition par (Pt?1Bc), (Pt?2Bc) et
(Pt?3Bb). L a encore, les transitions d’+etats li+ees  a l’amalgamation sont bien d+e5nies
280 M. Delorme, J. Mazoyer / Theoretical Computer Science 281 (2002) 251–289
car les fonctions  a amalgamer repr+esentent des donn+ees se suivant dans l’ordre du
5l par le Corollaire 1.
On observe que le cas t pair a aussi +et+e consid+er+e: ses donn+ees s’amalgament  a
celles produites par la boule B(0;0)(t− 1) sur la boule B(0;0)((t− 1)=2) par ce qui
pr+ec ede.
Ainsi, sur la Fig. 12, au temps 14, sont amalgam+ees sur la boule B(0;0)(2), les
donn+ees provenant de la boule B(0;0)(3) au temps 9 (3 est impair) et de B(0;0)(4)
au temps 12.
Il est alors clair que l’+evolution que nous venons de d+ecrire se reproduit.
L’amalgamation sur la boule B(0;0)(t) au temps t donne lieu  a un Uot de donn+ees
toutes les deux unit+es de temps (voir la Fig. 11). Alors ce Uot de donn+es sera amal-
gam+e pour la seconde fois au temps 2= t+(t−1)=2 sur le bord de B(0;0)((t−1)=2).





























Il ne reste plus qu’ a examiner si l’hypoth ese faite est v+eri5+ee, soit  a +etudier o u et
quand ont lieu les amalgamations. Pour la seconde amalgamation, la Fig. 12 montre
qu’elle est v+eri5+ee pour t assez petit. Ensuite, une preuve par r+ecurrence sur t est
ais+ee: il su/t d’observer que la zone o u )=0 avance d’une cellule toutes les deux
unit+es de temps car les donn+ees 2-group+ees restent un temps immobiles avant d’eˆtre
amalgam+ees. Pour les amalgamations suivantes la situation est identique en changeant
la valeur de ).
Dans le diagramme espace-temps (dimension 3) du 2-automate cellulaire que nous
venons de construire apparaPˆt une famille de coˆnes emboPˆt+es de sommet l’origine, d’axe
celui du temps, dont la “taille” du k + 1-i eme est diminu+ee de 2 par rapport  a celle
du k-i eme.
La Fig. 13a repr+esente l’intersection de cette famille avec le plan perpendiculaire
au plan de cellules suivant sa premi ere diagonale. C’est dire que chaque droite y= t
de ce diagramme montre, entre l’axe des ordonn+ees et la diagonale, l’+etat des cellules
de l’automate situ+ees sur la diagonale au temps t. Les lignes bris+ees de ce meˆme
diagramme, qui sont les traces de ces coˆnes, constituent e=ectivement une famille de
signaux de pente 1=2k , ce qui explique la similitude entre ce diagramme espace-temps
et celui d’une solution au Firing Squad Synchronization Problem de [1] utilisant
pr+ecis+ement cette famille de signaux. L’engendrement de cette famille de coˆnes est en
fait le correspondant en dimension 2 de l’engendrement de la famille de signaux de
vitesse 1=2k en dimension 1. Cependant l’int+ereˆt principal de ce diagramme dans ce
cadre n’est pas dans cette derni ere remarque, mais bien plutoˆt dans la suivante qui a
trait au temps r+eel. Prenons l’exemple d’un mot de longueur 99. Sa derni ere lettre va
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Fig. 13. Diagramme espace-temps suivant la diagonale (coupe verticale). (a) Diagramme espace-temps suivant
la diagonale (mouvement d’une donn+ee sur Fr eguli :ere). (b) Diagramme espace-temps suivant la diagonale
(mouvement d’une donn+ee sur Fanticipation).
se trouver sur le point du 5l de Hilbert num+erot+e 98. L’information contenue dans la
cellule (5; 13) parvient au temps 7 sur la cellule (2; 6) o u elle est amalgam+ee sur le bord
interne de la boule B(0;0)(7). Dans cette boule, si l’information se d+eplaKcait en temps
r+eel, elle devrait parvenir  a la cellule d’origine au temps 13, or, elle ne lui parvient
suivant l’algorithme d+evelopp+e jusque-l a qu’au temps 15 comme on peut le constater
sur la Fig. 13a. L’automate cellulaire partiel dont nous disposons ne reconnaPˆt pas le
langage en temps r+eel! Nous le modi5ons alors en superposant  a la feuille pr+ec+edente
une nouvelle feuille, dite d’anticipation (voir Fig. 13(b)).
5.3. Obtention du temps reel
Cette feuille Fanticipation va servir, comme son nom l’indique,  a anticiper les cal-
culs aux moments o u des amalgamations sont r+ealis+ees sur la feuille Fr eguli :ere qui font
perdre du temps. Elle concerne donc, pour cette fonction, l’int+erieur des boules Bt .
L’anticipation a lieu, de fait, avec des donn+ees qui sont de deux types: les donn+ees
2-group+ees qui arrivent sur le bord de la boule sur la feuille Fr eguli :ere, qui se composent
alors de donn+ees-mot (
ui
) et de donn+ees-5l (wi). Le 2-groupage va donner lieu  a une
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nouvelle donn+ee du type (
u
; w) qui aura exploit+e de faKcon optimale les pr+ec+edentes, pour
produire une nouvelle information +eventuellement partielle, en attente d’eˆtre compl+et+ee
ult+erieurement. Par contre la gestion du temps r+eel doit aussi avoir lieu sur une partie
de la zone de calcul au-del a des boules Bt .
Soyons plus pr+ecis, et introduisons les nouveaux +etats n+ecessaires et les r egles qui
les gouvernent.
En con5guration initiale sur Fr eguli :ere, une cellule apprend de son voisinage un cer-
tain nombre d’informations sur l’existence du 5l ou d’une lettre dans chacune de ses
voisines. Ce fait donne lieu  a des R-+etats pour la feuille Fanticipation. Le voisinage de
l’automate +etant le voisinage de Moore, ce sont des +el+ements de V ={0; 1; 2}9 expli-
citant une connaissance sur la cellule courante, c, dans l’ordre “cellule, voisine est,. . . ,
voisine sud-est”. La signi5cation des composantes est la suivante: 1 marque l’existence
d’une lettre ou d’une fonction
u
, 2 marque le fait que le 5l traverse la cellule mais
qu’elle ne contient plus d’information-mot, 0 dit que la cellule ne porte aucune in-
dication ni mot, ni 5l. Un 9-uplet comme (1; 1; 0; 0; 0; 1; 1; 1; 1) indique que la cellule
qui l’a peut +eventuellement d+e5nir le temps r+eel pour le mot d’entr+ee. Par contre,
(1; 0; 0; 1; 1; 1; 0; 0; 0) ne le peut puisque la voisine nord de la cellule courante contient
une donn+ee-mot non vide. En fait, seuls les bords de la zone sur laquelle le 5l contient
un mot nous int+eresseront. Par ailleurs,  a l’arriv+ee sur la boule B(0;0)(t), cette infor-
mation peut eˆtre r+eduite, hors la diagonale,  a une seule donn+ee 1 ou 2. En e=et, les
cellules qui sont en-dessous de la diagonale ne peuvent certainement pas marquer le
temps r+eel et pour celles qui sont au-dessus, sur le bord, seules les informations des
trois cellules nord d’un +el+ement de V seront signi5catives. Nous ajoutons donc comme
R-+etat possibles, 1 et 2.
De faKcon plus g+en+erale, les r egles d’+evolution de ce type d’information sont les
suivantes:
1. A l’ext+erieur d’une boule B(0;0)(t), leur mouvement est semblable  a celui des in-
formations sur la feuille Fr eguli :ere: une cellule de l’axe des ordonn+ees envoie son
information  a sa voisine sud, les autres envoient leur R-+etat  a leur voisine sud-
ouest, jusqu’ a un 2-groupage n+ecessaire sur une verticale.
2. Sur le bord d’une boule B(0;0)(t), o u les donn+ees de la feuille Fr eguli :ere vont eˆtre
amalgam+ees, plusieurs cas se produisent suivant que la cellule courante est situ+ee sur
le bord nord hors la diagonale, sur la diagonale ou le bord est hors la
diagonale.
(a) Dans le premier cas, si les deux R-+etats des cellules 2-group+ees d’ordonn+ees
t + 1 avaient leurs composantes 3, 4 et 5 de valeur 2, alors le R-+etat de la
cellule sud d’ordonn+ee t− 1, est 2. Par contre si l’une de ces composantes a la
valeur 1 pour l’une des deux cellules 2-group+ees, alors le R-+etat de la cellule
sud d’ordonn+ee t − 1, est 1.
(b) Dans le second cas, la cellule (t; t) prendra le R- +etat de sa voisine nord-est qui
est alors le seul signi5catif.
(c) Dans le troisi eme cas, la cellule perd toute indication sur le temps r+eel d’apr es
l’+etude du temps r+eel sur le 5l de Hilbert (voir 4.3). De fait, on pourrait sup-
primer cette information temps-r+eel plus toˆt, au moins d es qu’un E-+etat S est
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Fig. 14. Mouvement des donn+ees dans la preuve du Th+eor eme 2 au temps 27 sur les feuilles Fr eguli :ere et
Fanticipation.
rencontr+e sur la feuille Fr +eguli  ere, mais l’algorithme deviendrait plus compliqu+e
sans gagner en e/cacit+e.
3. A l’int+erieur d’une boule B(0;0)(t), les R-+etats possibles sont donc 1 ou 2.
L’information se d+eplace toujours le plus vite possible. Lorsqu’une cellule doit re-
cevoir simultan+ement une information de sa voisine nord et de sa voisine nord-est,
elle prend le R-+etat 1 (2) si ses deux voisines sont dans le R-+etat 1 (2) ou si sa
voisine nord-est ne contient pas de R-information et le R-+etat 1 si sa voisine nord-est
est dans le R-+etat 1.
5.3.1. Le calcul sur la feuille Fanticipation
Un tel calcul commence sur le bord interne des boules B(0;0)(t), t¿1. Le mouvement
des donn+ees des feuilles Fr eguli :ere et Fanticipation est d+etaill+e au temps 27 sur la Fig. 14;
en5n la Fig. 15 illustre le proc+ed+e entre les temps 0 et 16. Nous allons encore distinguer
ce qui se passe sur le bord de la boule B(0;0)(t). Ensuite, nous verrons comment le
calcul progresse  a l’int+erieur de la boule.
Le calcul sur le bord de B(0;0)(t)
Nous nous souvenons que sur la feuille Fr eguli :ere, au temps t, une amalgamation a
lieu sur les cellules du bord interne (ordonn+ee t−1 pour les cellules nord) de la boule,
ce qui engendre une perte de temps d’une unit+e puisque au temps t+1 les cellules du
bord de B(0;0)(t) n’ont pas reKcu de nouvelles donn+ees. A ce temps-l a est alors initi+e
sur la feuille Fanticipation un calcul qui consiste  a di=user “aussi vite que possible le plus
d’informations possibles”.
Cela signi5e qu’au temps t+1, sur les cellules du bord interne de la boule B(0;0)(t)
5gure une information issue d’une amalgamation partielle des donn+ees provenant, pour
les cellules nord, hors diagonale, de la boule, de leurs voisines nord et nord-est ou nord-
est (les autres cas +etant analogues), contenant chacune des donn+ees d+ej a 2-group+ees du
bord externe de B(0;0)(t) au temps t comme on peut le voir sur la Fig. 15. Il s’agit
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Fig. 15. Mouvement des donn+ees dans la preuve du Th+eor eme 2 du temps 0 au temps 16 sur les feuilles
Fr eguli :ere et Fanticipation.
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Ces donn+ees 5gurent donc au temps t sur des cellules (x; t); (x+1; t), ce qui implique
que ces informations peuvent ne pas correspondre  a une donn+ee globale coh+erente de
la con5guration initiale. L’amalgamation partielle consiste  a ne conserver que la partie
coh+erente des donn+ees-mot et 5l. On obtient ainsi des donn+ees de type (
u
; w), mais
w, qui indique alors comment le 5l entre et/ou sort de l’espace cod+e par u peut tr es
bien eˆtre ind+etermin+e. Le calcul se poursuit alors  a vitesse maximale sur Fanticipation
jusqu’ a ce qu’il coMPncide avec des donn+ees sur la feuille Fr eguli :ere. Alors les donn+ees de
Fanticipation sont mises  a jour et le processus pr+ec+edent continue.
Fin du calcul
Lors de l’arriv+ee de la marque du temps r+eel, la cellule origine prend en compte le
calcul de Fanticipation qui coMPncide +eventuellement avec celui de Fr eguli :ere.
5.3.2. Un exemple d’obtention du temps reel1
Consid+erons un mot d’entr+ee de longeur 51. Sa derni ere lettre est sur H(50) qui est
la cellule (6; 10) (Fig. 4b)). D’apr es la d+e5nition 6, le temps r+eel est obtenu au temps
12 (voir la Section 4.3) et la derni ere donn+ee signi5cative est celle de H(49)=(7; 11)
qui doit arriver sur l’origine au temps 11. Sur la feuille Fr eguli :ere, la donn+ee de (7; 11)
est amalgam+ee aux meˆmes temps que celle de (11; 11) qui se trouve sur la diagonale
et dont le trajet dans le temps se lit sur la Fig. 13:
• sur Fr eguli :ere, la donn+ee de (7; 11) est amalgam+ee avec celles de (7; 10), (6; 10) et de
(6; 11) sur la cellule (3; 5) au temps 6.
• La donn+ee, r+esultat de l’amalgamation pr+ec+edente en (3; 5), est  a nouveau amalgam+ee
en (1; 2) au temps 9 sur Fr eguli :ere. Puis, la nouvelle donn+ee reste sur (0; 1) jusqu’ a
l’amalgamation qui a lieu au temps 14 et arrive  a l’origine au temps 15.
• Au temps 6, il y a cr+eation sur la cellule (2; 4) d’une amalgamation sur Fr eguli :ere
(voir la Fig. 15). La donn+ee partielle repr+esente celles de (6; 10), (7; 10), (8; 10) et







Cette nouvelle donn+ee atteint la cellule (1; 2) au temps 8.
• Au temps 8, sur Fanticipation, il y a une nouvelle amalgamation partielle sur la cellule






1 Cet exemple est illustr+e dans [6].
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arrive sur la cellule (0; 1). A ce meˆme temps 9, il y a amalgamation des donn+ees

















a rejoint l’origine. Sur Fanticipation, la donn+ee de l’origine devient alors
0−47
 (q0):
A ce temps 10, il n’apparaPˆt pas de nouvelles anticipations sur les cellules (0; 1) et
(1; 1) (voir la Fig. 15).








de Fr eguli :ere reste sur la cellule (0; 1). Mais, sur la feuille Fanticipation, la mise  a jour




qui est sur la cellule origine au temps 11. Ainsi, sur Fanticipation, la donn+ee de l’origine
devient, au temps 11,
0−50
 (q0).
• A l’arriv+ee de la marque “temps r+eel”, cette donn+ee, pr+esente sur l’origine, est prise
en compte pour donner le r+esultat au temps 12.
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6. Conclusion
Nous avons pr+esent+e deux algorithmes parall eles en dimension 2 +etablissant que tout
langage rationnel est reconnu en temps r+eel par un automate cellulaire 2-dimensionnel
muni du 5l d’Archim ede d’une part, du 5l de Hilbert d’autre part, qui exploitent tous
deux la r+egularit+e de ces 5ls, forte dans le cas d’Archim ede, plus distendue dans le
cas de Hilbert. Ces di=+erences se reU etent bien dans la di/cult+e des algorithmes: si le
premier est simple, le second ne l’est pas vraiment.
La rationalit+e du langage est impliqu+ee par l’usage des fonctions
u
, qui assurent la
5nitude de l’ensemble des +etats de l’automate cellulaire, et par le roˆle de la cellule
origine qui ach eve le calcul de l’automate 5ni reconnaisseur du langage. Certains choix
au niveau de l’automate cellulaire am enent des questions. Ainsi, par exemple, que se
passe-t-il si on substitue au voisinage de Moore celui de Von Neumann? Il est facile
de voir que, dans le cas d’Archim ede, le meˆme r+esultat vaut, mais qu’en est-il du cas
Hilbert?
La conception purement g+eom+etrique des algorithmes permet d’+echapper comp-
l etement  a l’arithm+etisation des courbes sous-jacentes, qui en explique pourtant bien
l’aspect fractal, comme on peut le voir dans [15]. Cependant elle permet de g+en+eraliser
nos r+esultats  a d’autres 5ls, le 5l de Hilbert en 5gurant d’une certaine mani ere le plus
simple. Il a la propri+et+e remarquable de produire la seule faKcon de remplir un carr+e de
taille 2n par rotation d’un motif lorsque le point d’entr+ee est le coin inf+erieur gauche
et le point de sortie le coin sup+erieur droit. Les courbes dites de Peano dans [15],
obtenues graˆce aux meˆmes transformations g+eom+etriques, remplissent des carr+es de
taille 3n avec point d’entr+ee au coin inf+erieur gauche et point de sortie au coin sup+erieur
droit. Mais plusieurs possibilit+es de remplissage existent alors. La Fig. 16a en illustre
une pour le carr+e de taille 9, alors que la partie b en montre une autre. Il est alors
facile d’obtenir des courbes non r+ecursives remplissant le quart de plan: il su/t de
choisir,  a chaque +etape et de faKcon non r+ecursive, un des motifs a ou b comme sur la
Fig. 16c.
La preuve du Th+eor eme 2 devrait s’adapter sans di/cult+e aux courbes de Peano.
Le point d+elicat, sur le 5l de Hilbert, de la premi ere compression des donn+ees sur
les segments horizontaux devient sans objet. La proposition 2 ne s’+etend +evidemment
pas directement: la non r+ecursivit+e de la construction ne permet pas de d+e5nir une
homoth+etie H(O; 13 ). Mais le corollaire 1 reste vrai en amalgamant maintenant 3
2i
cellules. A chaque amalgamation de 81 cellules, l’observation des 9 cellules en bas  a
gauche permet d’induire la disposition du 5l dans un bloc de 81 cellules. Le 2-groupage
devient un 9-groupage. On obtiendrait ainsi un exemple de reconnaissance en temps
r+eel par 2D-CA des langages rationnels sur une courbe non r+ecursive. Cela justi5e que,
dans la d+e5nition de la notion de 5l, nous n’ayons pas suppos+e que la fonction ! soit
r+ecursive.
Tous les exemples de 5ls que nous avons imagin+es conduisent aux meˆmes r+esultats.
La di/cult+e est en fait de trouver des 5ls vraiment complexes qui ne se construisent
pas  a partir d’une partition en carr+es du plan tels que le 5l n’entre et ne sorte de ces
motifs que par un nombre 5ni born+e de points. Il apparaPˆt 5nalement que les vraies
questions ne proviennent, malgr+e le titre de l’article, ni de la rationalit+e, ni du mod ele
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Fig. 16. Courbes de Peano. (a) Un motif d’une courbe de Peano. (b) Un autre motif d’une courbe de Peano.
(c) Un exemple de courbe de Peano non r+ecursive.
de machine, mais bien de l’ensemble des plongements de N dans Z2 et de leurs liens
avec les pavages du plan discret.
Le point de vue des classes de complexit+e m ene bien au-del a des langages rationnels.
L’appartenance  a une telle classe signi5e une relation tout  a fait particuli ere entre la
complexit+e du langage lui-meˆme, celle du 5l et les possibilit+es que donne l’espace
de calcul 2-dimensionnel. Si l’on d+esigne par RArch, RHilb les classes de langages
reconnus en temps r+eel par automate cellulaire de dimension 2 avec 5l d’Archim ede
et de Hilbert, et par R1D la classe des langages reconnus en temps r+eel par automate
cellulaire de dimension 1, nous avons +etabli [5] que RArch⊂R1D et RHilb⊆R1D. Cela
augure-t-il de l’existence d’une hi+erarchie (RF>)> dans R1D tenue par une famille de
5ls? En particulier le temps r+eel 2D d’une demi-droite est-il le temps r+eel 1D [9]? Par
ailleurs, savoir si tout langage reconnu en temps lin+eaire par un automate cellulaire de
dimension 1 l’est en temps r+eel, soit L1D⊆R1D?, est une question toujours ouverte. Il
est facile de voir que R1D⊆L2D, qu’en est-il de L2D⊆R1D?
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