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Selecting the most appropriate heuristic for solving a specific problem is not easy. The 
reasons are manifold. This article focus on one of these reasons: traditionally, the solution 
search process has operated in a given manner regardless of the specific problem being 
solved, and the process has been the same no matter the size, complexity, and domain of the 
problem. To cope with this situation, search processes should mould the search into areas of 
the search space that are meaningful for the problem. This article builds on previous work 
in the development of a multi-agent paradigm through the use of techniques derived from 
knowledge discovery (data mining techniques) on databases of so-far visited solutions. The 
aim is to improve search mechanisms, increase computational efficiency, and enrich 
through rules the formulation of optimization problems – while reducing the search space 
and catering to realistic problems. 
Keywords: evolutionary optimization, data mining, rule extraction, PRIM 
 
1. Introduction 
Many optimization problems in engineering have recently transcended the spectrum of what 
might be called standard optimization (Nicklow et al., 2010; Nguyen, Hartmann, and König, 
2012). The well-known reasons are manifold. Among others, problems exhibit non-linearities 
and lack good conditions of differentiability, are multimodal, and are conditioned by various 
hard-to-handle constraints. For these problems, global optimization is challenging, and often 
unattainable. In addition, the numerical methods used to evaluate optimization criteria and 
constraints are often severely affected by the noise and uncertainty inherent in real-world 
problems. Consequently, new methods are needed which allow virtually any optimization 
criterion and constraint and proper handling of the singularities (non-linearity, coexistence of 
mixed variables, etc.) associated with objective and constraint functions. Such problems have to 
be addressed through suitable optimization techniques in combination with simulation and data 
analysis processes. 
Evolutionary algorithms (EAs) are stochastic optimization techniques that avoid various 
mathematical complications (Reed et al., 2013). EAs handle a number of variable populations of 
solutions for the problem in hand, in pursuance of the best individual(s) who represent the best 
solution(s) to the problem. The flexibility introduced by evolutionary algorithms has enabled the 
use of virtually any objective function for evaluating solutions, even when these evaluations 
require running complex mathematical and/or procedural simulations of the systems under 
analysis. The literature is very extensive in examples, in particular, in urban hydraulics (Liong 
and Atiquzzama, 2004; Geem, 2006; Izquierdo et al., 2008b; Jin et al., 2008; Montalvo et al., 
2010; Shean and McBean, 2010; Bei and Dandy, 2012; Berardi, Laucelli, and Giustolisi, 2012; 
Wu and Behandish, 2012; Montalvo et al., 2014; Marchi et al., 2014). See also (Zheng, 
Simpson, and Zecchin, 2013a) for a review.  
Nevertheless, each algorithm has its own drawbacks and is better adapted to certain problems 
than to others. The heuristics behind a certain evolutionary algorithm endow its elements with 
specific capabilities for efficiently solving some kinds of problems, while being inefficient with 
problems of a different nature. For example, particle swarm optimization (PSO) experienced 
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major difficulties in the design of water distribution systems (WDS) – the case study of this 
article – when the candidate diameters for the pipes were listed in an unordered way (Montalvo, 
2011). In these cases, the main reason is clearly the lack of a logical order in the options, which 
produces overly abrupt roaming through the search space. 
Clear improvements must be made for EAs to be able to cater to realistic problems. This article 
considers a multi-agent approach that wraps three elements: hybridization; self-adaptive 
parameters; and incorporation of knowledge into the search process. In this article, focus is 
mainly on this last element and its integration in a multi-agent structure in which the other 
elements are already integrated. 
Firstly, it seems reasonable to think that there is no solution to the problem of obtaining a 
strategic combination of methods that enables any problem to be robustly and efficiently 
resolved in terms of global optimality. One of the approaches found in the literature in this 
direction is based in hyper-heuristics (Burke et al. 2009, 2010), where domain-specific low-
level heuristic elements, such as mutation operators are created automatically (McClymont et 
al., 2013, 2014) using such techniques as genetic programming (Koza, 1992). Another approach 
consists in the joint (hybrid) use of different optimizers, such as PSO, ACO, GA, etc., in the 
same platform through swarms that share all the resources in a multi-agent structure. There are 
numerous examples in the literature of multiple optimizers being used together (Onwubolu and 
Babu, 2004; Javadi, Farmani, and Tan, 2005; Hwang and He, 2006; Vrugt and Robinson, 2007; 
Shang, Zhao, and Shen, 2009). The proposal in this article considers hybridization of heuristics 
of different nature within a joint multi-agent based platform (Montalvo et al., 2014).  
Also, mechanisms to determine the most appropriate methods for suitable parameter handling 
(tending toward self-adaptation) (Maier et al., 2014) are also needed. Various self-tuning 
algorithms have been developed (Vrugt and Robinson, 2007; Vrugt, Robinson, and Hyman, 
2009; Hadka and Reed, 2012; McClymont et al., 2013; Johns et al., 2014). Adaptive and self-
adaptive parameters are also considered in the proposal considered here (Montalvo et al., 2014). 
However, as noted by various authors, the significant step will not only derive from combining 
various heuristics, using hyper-heuristics, or better adjusting parameters to the problem being 
solved, but also from more directly influencing the way the search is performed. To develop 
algorithms that adapt their behaviour to the problems being solved, so that the algorithms have 
more chances to succeed, may be of great interest. A way to achieve this is by combining 
evolutionary optimization with the introduction of (among other knowledge carriers) rules based 
on the domain of the problem being solved.  
Examples of uses of heuristic knowledge in combination with the search algorithm may be 
found in the recent literature. For example, in the optimal design of water distribution networks 
(WDNs), Zheng, Simpson, and Zecchin (2013b) use shortest path methods to reduce the search 
space by eliminating areas of the search space obtained through the use of classical optimization 
techniques. Even though initialization with good solutions does not change the optimization 
algorithm, computational efficiency is often improved by this type of preconditioning. Domain 
specific rules may be used for this task before starting an EA run. See (Kang and Lansey, 2011; 
Keedwell and Khu, 2005; Bi, Dandy, and Maier, 2014), among others.  
In (Montalvo, 2011) and (Montalvo et al., 2014) problem domain knowledge is used to produce 
rules that are incorporated into the solution search process. In this approach, during the search, 
the ranges of certain decision variables are dynamically modified (reduced, if possible) 
depending on the values already given to other decision variables. Rules developed in this 
research were exclusively derived from specific knowledge of the problem in hand, specifically, 
water distribution system design. For example, for the sizing of pipes in a WDN, it is a rule of 
thumb to reduce or maintain the diameter of the pipes as the system progresses from upstream 
to downstream. In some sense, using domain rules can be considered a method to better define, 
in a non-standard way, the objectives and constraints of a given problem. 
These ideas work quite well, although there are a couple of drawbacks. Firstly, rules are “hard-
coded”: changing the existing source code or adding new code to support the algorithms is 
necessary for rule enforcement. Secondly, it is hard to discover new rules to help further 
improve the search process. Developing rule-based agents within EAs to improve their 
performance requires the active participation of specialists from the problem domain. It is 
difficult to develop good rules without a good understanding of the problems in the context of 
their domain. But even for people with a deep understanding of the problem domain it is hard to 
define rules that can be generalized and applied to work in combination with evolutionary 
techniques. It is much easier to analyse how to improve the search in a specific problem 
instance than to define a generalized way to do it. Even if a generalized way is found, it will 
need adjusting to be expressed in a programming language and effectively used. 
This article concentrates on applying data mining (DM) techniques to the set of solutions 
evaluated after several generations of a single run of an EA in order to extract rules initially 
intended to be used by future evolutionary generations so that the search is improved. The 
objective is to create, together with appropriate computational techniques and simulation, better 
conditions for optimization. Other attempts in this same direction (Michalski, 2000) have been 
performed previously. For example, in (Pelikan et al., 2002) use is made of probability 
distributions of promising solutions to guide the exploration; in (Jourdan et al., 2005) rule 
induction is used to produce rules to create new individuals. This article uses PRIM (Friedman 
and Fisher, 1999), and the rules obtained are automatically incorporated in the multi-agent 
platform. 
The global objective of this article is to innovate in solution search quality in complex real 
optimization problems using a (non-standard) computational methodology that is based on the 
multi-agent system paradigm. This methodology integrates: various heuristics; auto-adjusting 
parameters; and knowledge carriers based on problem-based knowledge and on the exploration 
of the analysed solutions. This methodology will also enable the control and interaction of one 
or more users as high level agents in the system so that the optimization process is interactive, 
and can, thus, be guided more efficiently. A computational platform, ASO (for agent swarm 
optimization), already built by the authors (Montalvo et al., 2014) that uses these ideas has been 
suitably modified and now enlarged (with the incorporation of knowledge obtained during the 
optimization process) to offer the possibility of exploring emergent high-level behaviour in rule-
based optimization processes based on low-level interaction. 
The road map of the article is the following. In the following section, after shortly introducing 
the multi-agent approach, which includes all the elements of the present proposal, and the use of 
problem-dependent rules, it is reasoned how other kinds of knowledge extracted from the 
evolution history may also be useful, and focus on rule extraction mechanisms. Section 3 
presents a case study. Finally, Section 4 provides conclusions.  
 
2. Methodology 
The enclosing structure of the proposal in this article is an agent-based (Sycara, 1998; 
Wooldridge, 2009) approach. Multi-agent systems (MASs) have provided an appropriate 
theoretical and computational basis for solving various problems in different fields.  
In addition to ASO (Montalvo et al., 2014), several articles have been published that address 
agent-based optimization for complex problems. Examples include (Weichhart et al., 2004) who 
develop a multi-agent optimization system for scheduling problems; while (Persson et al., 2005) 
use MASs combined with optimization techniques in dynamic distributions of resource 
allocation; and (Xie and Liu, 2009a,b) use MASs in combinatorial optimization. 
ASO is a software platform over which the approach described in this article is built. The 
application of ASO to the most popular benchmarking problems in the WDN-design literature 
has produced the best known solutions for these problems (Montalvo, 2011). The authors have 
also used this package for addressing other real-world complex problems such as the design of 
waste water systems (Izquierdo et al., 2007); the calibration of a WDN (Izquierdo et al., 2008b); 
the optimal design of a biomass supply chain at regional level (Izquierdo et al., 2008a); and the 
clustering of a water company database to classify pipes with the aim of rehabilitation (Díaz et 
al., 2008). 
ASO hybridizes various algorithms in runtime on a single platform. Also, by introducing several 
parameters into the inner mechanisms of its various EAs, ASO uses adaptive and auto-adaptive 
parameters, thus leaving the manual effort that is usually made to initialize new optimization 
runs in the hands of the agents. Finally, agents are endowed with specific, problem-dependent 
rules purposely designed to heuristically deal with the solution process. These rules attempt to 
mimic the judgment of a human expert when approaching a solution to a problem. The next 
subsection focuses on the main contribution of this article, namely, using knowledge discovery 
to enrich the search.  
 
2.1 Knowledge discovery enriched search 
Evolutionary algorithms have not generally taken advantage of this use of rules, and so have 
been bound to analyse larger search spaces than necessary. The inclusion of rules may reduce 
search space by several orders of magnitude. This can also be seen as a way of improving the 
problem definition by including information that either cannot be easily expressed or depends 
on the current solution. 
As a consequence of using this feature, solutions are efficiently obtained and are closer to 
reality. Efficiency derives from the fact that simply checking a number of usually simple rules 
avoids many expensive calculations or simulations (hydraulic simulations in the case study 
presented in this article). Finally, the fact that the rules have strong problem-dependent meaning 
definitely brings the solution nearer to reality (Montalvo, 2011). 
This idea may be approached by combining the way evolutionary algorithms work with the 
introduction of knowledge extracted from a suitable database of solutions visited during 
previous steps of the optimization process. This idea is further developed next. 
During the execution of EAs, typically the number of solutions evaluated represents a small 
percentage of the total solution space corresponding to the problem being solved. Nevertheless, 
the number of solutions evaluated is still considerable, and most evolutionary techniques use 
just a small proportion at a time. Many of the solutions evaluated during the search process are 
“forgotten” after one generation, and the combined experience of several generations is often 
poorly exploited. 
DM techniques can enable a deeper insight into the many “good” solutions that have been 
glimpsed and then rapidly disregarded because they were dominated by better solutions during 
an ephemeral moment in the evolution process. Based on a database obtained by suitably 
recording those disregarded solutions, DM techniques can help better understand and describe 
how a system could react or behave after the introduction of changes. 
The main proposal of this article is to integrate DM techniques within the evolutionary work as a 
step for dynamically generating knowledge that can be used to improve the efficiency of 
solution search processes. 
The description of the process, summarized in Figure 1, is the following. 
When initializing an evolutionary process only random solutions are generally available. At the 
beginning the algorithm uses its specific search mechanisms, perhaps aided by some clear 
problem-dependent rules, until some iteration point. At the same time, analysed solutions are 
stored in a suitable database. The knowledge extraction algorithm is then launched, thus 
generating a number of facts and/or rules. This new knowledge is automatically encoded. 
During a new batch of iterations these rules are applied, while a new database is generated. 
After this iteration, a new knowledge extraction process is launched that may take advantage of 
the old rules. The new knowledge is then enforced and the process is repeated until 
convergence. This will eventually accelerate convergence to the desired solutions.   
Before descending to specifications, a number of factors influencing this process must be 
pinpointed. Section 3 will provide specific examples when presenting the case studies. 
Firstly, if there are well-defined problem-dependent rules that can be clearly encoded, they 
should be implemented from the outset, thus forcing the process to produce solutions closer to 
reality. Advantage should also be taken of mechanisms as in (Bi, Dandy, and Mayer, 2014) that 
include problem domain knowledge during initialization. 
Secondly, iteration points where the evolutionary process can be stopped may be devised in 
several ways, for example, after a fixed number of iterations or when a significant improvement 
has been achieved and stabilized. 
 
(FIGURE 1 NEAR HERE) 
Figure 1. Putting knowledge extraction and EA to work together 
 
Thirdly, for a typical database, it may happen that some of the variables are irrelevant for 
discovering new rules since they exhibit an almost constant value in a very high percentage of 
registers. At a given stage of the evolution, these “constant” values may correspond either to 
optimal (target) values or to variables that have not been completely explored. A decision must 
be made according to the evolution stage. In early evolution stages these values may be 
disregarded since they very likely correspond to poorly explored solutions, thus corresponding 
to local minima from where the EA should escape by using its stochastic abilities. On the other 
hand, in advanced evolution stages, these values should be directly transformed into hard rules 
for those variables, since the solutions may correspond to so-far good solutions. In any case, 
these variables may be (temporally) eliminated from the database for the current situation. 
Various data mining techniques may be used to extract knowledge from the database of the so-
far analysed solutions. In general, any of these databases is composed of a collection X of n-
dimensional vectors (corresponding to the decision variables) and a set of target vectors Y 
(corresponding to the objectives; in the case where there is only one objective, objects in Y are 
scalars). In this article, the PRIM rule extraction algorithm (Friedman and Fisher, 1999) is used. 
 
2.2 Rules to tailor the search process 
Data mining techniques have been successfully applied to areas that handle large volumes of 
data as tools to scan the available information and thus track down understandable and useful 
knowledge (Friedman and Fisher, 1999), (Hastie, Tibshirani, and Friedman, 2001), (Bouguessa 
et al., 2009), (Hsu and Chen, 2009). IF-THEN rules are a common way of passing knowledge, 
since they are both easy to understand and implement in software programs. Moreover, adaptive 
techniques enable new rules to be added and existing rules to be removed or modified. For this 
reason, rules are used by most existing techniques to produce knowledge (Gonçalves et al., 
2006), (Kamwa, Samantaray, and Joos, 2009), (Hasperué, Lanzarini, and de Giusti, 2012). 
Rules based on the domain of the problem can be enforced and amalgamated with evolutionary 
techniques. The use of rule-based agents is, for example, one of the principles in ASO, which 
includes rules for taking the EA in use closer to the problem being solved, as stated above. 
A process that endows an evolutionary optimization process with the ability to dynamically 
generate rules aimed at being used to improve the efficiency of the solution search process is 
here explored. 
In many applications, interesting associations among variables often occur at a relatively high 
concept level. For example, design patterns in a database made out of solutions for a water 
distribution network obtained during an EA run may not show any substantial regularity at the 
primitive data level, such as the individual solution fitness level, but may show some interesting 
regularities at several high concept level(s), including, for example, relationships among certain 
variables, such as pipe diameters.  
Given a database of solutions obtained during a run of an evolutionary optimization process, it 
would be interesting to discover associations among decision variables showing that the 
presence of some values for certain variables in a solution implies the presence of other specific 
values for other variables in the same solution. Some rule induction algorithms can 
automatically select attributes and ranges of attributes that occur in their premises. 
Focus is here on the so-called subgroup discovery (Klosgen, 1996; Wrobel, 1997; Lavrac et al., 
2004), which aims at finding patterns in the data corresponding to subgroups with interesting 
properties. This contrasts with the development of global models (such as classification trees or 
logistic regression models) that aim at a good global performance.  
The patient rule induction method (PRIM) suggested by Friedman and Fisher (1999) is referred 
to as a “bump-hunting” algorithm. Bump-hunting algorithms are used to find regions in the 
input variable space that are associated with a relatively high (or low) mean value for the 
outcome(s). A region is described by conjunctive conditions using the input variables and is 
associated with the mean value of the output in that region. 
PRIM can be used for questions of data analysis in which the analyst is interested in finding 
combinations of values for the input variables that result in similar characteristic values for the 
outcome variables. Specifically, a set of subspaces of the input variable space is sought within 
which the values of the output variables are significantly different from the average value over 
the entire domain. 
This results in a very concise representation, since usually only a limited set of dimensions of 
the input space variable is restricted. That is, a subspace is characterized by upper and/or lower 
limits in just a few of the input dimensions. 
PRIM is easy to interpret, does not need variable transformations and imputation for missing 
values, and no prior assumptions on data are necessary. 
Several successful applications of the PRIM have been presented in various areas such as: 
geology (Friedman and Fisher, 1999); marketing (Friedman and Fisher, 1999); finance (Becker 
and Fahrmeir, 2001); medicine (Kehl and Ulm, 2005); bioinformatics (Cole, Galic, and Zack, 
2003; Liu et al., 2004); process optimization (Chong and Jun, 2005; Chong and Jun, 2008); and 
human water use (Kwakkel and Timmermans, 2012). 
 
3 Case study 
In this paragraph the above ideas are applied to the design of a WDN. It studies the San José de 
las Lajas network, a small city in Cuba, to test PRIM. Also, the results obtained are discussed. 
This system is a medium size real-world network with a fixed layout (see Fig. 3 for the layout) 
fed by a tank, and consisting of 273 pipes and 183 consumption nodes with distinct 
consumptions amounting to 176 l/s. A population of about 58,000 inhabitants is served by this 
network. 
The design considers minimizing the investment cost while maintaining a pressure of 30 meters 
of water column at every consumption node. This pressure should be maintained even under 
failure conditions in any single pipe.  
The set of available diameters consists of six different values ranging from 12 to 40 inches. 
Considering that the network has 273 pipes, the solution space of the problem will contain 
6^273=2.72×10^212 possibilities. 
As said, the objective for this case study tried not only to minimize the initial investment cost of 
the network, but also to maximize its tolerance against pipe failures, see (Martínez-Rodríguez et 
al., 2011). To this purpose, satisfaction of the stated minimum pressure in the network was 
imposed not only for normal conditions, but also for failure conditions. This evaluation of the 
tolerance implied running the analysis of the network as many times as existing pipes plus one 
(normal condition) every time the objective functions were evaluated. That is to say, network 
analyses were performed without considering any pipe failure and then considering one pipe 
failure at a time. Simultaneous failures in pipes were not considered. 
Four swarms with four different types of agents were introduced for optimizing the design of 
the water network taken as the case study: standard PSO particles; PSO-based agents that were 
dynamically changing the range of the decision variables based on the results of the PRIM 
algorithm; PSO-based agents that used rules introduced a priori for deciding diameter values 
trying to maintain or reduce them from upstream to downstream; and a fourth type of agent with 
similar characteristics to the third type, but also considering knowledge derived from PRIM. 
These different agents shared the principles of PSO but had their own rules for deciding the 
ranges where solutions would be searched for each decision variable. 
A total of 25 executions were run under the same conditions. Each of these executions tried to 
improve the best solutions obtained until reaching 800 iterations without any improvement in 
the best solution found (termination condition). Iterations are understood as changes of position 
of all the agents participating in the search. 
All the types of agents were trying to find a dominant solution and the most successful were 
able to reproduce (clone) themselves during the search. See clonation details in (Montalvo et al., 
2014). 
In the search for the Pareto front several agents are able to find a dominant solution. 
Nevertheless, there are agents acting as leaders of the remaining agents during the search 
(Montalvo et al., 2014). These leaders also belong to the Pareto front but are closer to the utopia 
point, where the best of all the objectives are found. After 25 runs, results showed that in 19 
cases the agent leading the swarm was directly influenced by the performance of PRIM. 
Therefore, these agents dynamically moved the range of the decision variables following the 
results of the PRIM algorithm.  
 
(FIGURE 2 NEAR HERE) 
Figure 2. Pareto front obtained without (swarm 1) and with (swarm 2) PRIM 
Figure 2 represent the difference between the swarms using PRIM and the swarms that did not 
include PRIM in their calculations. For the sake of clarity and since the main focus is on the 
differences between using PRIM or not, the four classes of swarms have been grouped into two, 
namely, those taking advantage of PRIM and those not considering the additional information 
provided by PRIM. In this figure, Swarm 1 consists of both particles from the standard PSO 
algorithm and the PSO algorithm using the rule ‘lower diameters downstream’ introduced a 
priori. Swarm 2 consists of particles from the standard PSO using, additionally, PRIM, and 
particles of PSO using the rule ‘lower diameters downstream’ introduced a priori and combined 
with PRIM. 
The use of PRIM gives a competitive advantage to some particles. In effect, one has to note that 
particles using PRIM are the first to reach positions close to the utopia point and this means they 
become search leaders. Their leadership implies that they influence those particles that are not 
using PRIM, guiding them to improve their positions in the solution space. This indirect benefit 
enables particles not using PRIM to reach the Pareto front. Nevertheless, leadership positions 
and the closest positions have been mainly dominated by particles using PRIM and this reveals 
their competitive advantage. These particles show a better ability to dominate other particles 
when competing to be part of the Pareto front. It can also be seen that these particles are much 
closer to the utopia point as a group, because it is there where the swarm leaders are and, as 
consequence, where the “desirable” solutions can be found. Reducing the space to get closer to 
those “desirable” solutions forces particles using PRIM to explore the zone near the utopia point 
much more than the rest of the particles that are not following the PRIM results. 
These results show the convenience of using the knowledge obtained through data mining for 
guiding the search. Even when the partial results of the PRIM algorithm at early stages do not 
show a clear “understanding” of which rules to follow in order to improve the search, the 
repeated use and improvement of the results obtained with PRIM can successfully help agents 
in their search. It is worth noting here that agents just based on a priori rules did not perform 
better than the agents that tried to “learn” during the search process. Nevertheless, their 
participation and also the participation of the classic PSO agents were crucial for identifying 
niches of good solutions during the “learning” process. Agents using “knowledge” generated 
during several iterations were in a better situation to choose the best way towards good positions 
in the solution space.  
The larger presence of agents using PRIM in the Pareto front is a clear sign that: 
 This type of agent is able to find good positions in the objective space faster than the 
others. Agents taking more time to find Pareto positions cannot replace those already 
positioned and, as a consequence, will not be shown as part of the Pareto front. It is 
difficult to measure exactly how much faster agents using PRIM reach the Pareto front; 
it is even harder to extrapolate the measurement to different execution conditions. The 
intention of the tests executed in this research was not to focus on obtaining an exact 
performance measurement but to check which agents are able to arrive first in Pareto 
front positions. 
 This type of agent is able to maintain dominant solutions. Only the dominance of others 
opens the possibility for integration into the Pareto front. In the long term, the other 
agents have fewer chances to succeed in dominating the solutions found by the agents 
supported by PRIM; that is why the presence in the Pareto front of agents not using 
PRIM (swarm 1 in Figure 2) is less notable – especially near the utopia point. 
 This type of agent has a better chance of success in a wider scope of problems. The 
value brought by PRIM into the search process is not the result of rules created a priori 
by experts, but the result of the analysis of many solutions of a specific domain. This 
implies an adaptation of the relation between variable ranges to the problem itself, 
based on the analysis of many solutions and its corresponding projection in objective 
space. 
 This type of agent is compatible with the a priori introduction of rules based on the 
criteria of experts in the problem domain. These rules, expressed also as relations 
among variable ranges, have a clear influence on the solutions obtained.  
In the particular problem studied here, this last point may be emphasized. The resulting 
solutions show a relatively good organization of the diameters in the network. This enhances the 
influence of the rules introduced a priori devoted to maintaining or reducing diameters from 
upstream to downstream. Figure 3 clearly shows this effect. In effect, pipe diameters closer to 
the tank are bigger (represented by thicker lines) than the diameters found when moving away 
from the tank in any direction. The size of nodes in Figure 3 is also an indicator of pressure. 
Maintaining or reducing diameters from upstream to downstream not only helps to improve the 
solutions obtained in an engineering sense but also reduces the solution space of the problem. 
Reducing the solution space of a problem increases the chances of finding good solutions and is 
an advantage when the evaluation of the objective function requires significant computational 
effort. The tolerance to failure, for example implied running the analysis of the network not only 
for normal condition, but also for the cases defined by every pipe of the network when out of 
service. This kind of evaluation, requiring more time and resources than a single evaluation, 
encourages the idea of taking and exploiting as much as possible all the results obtained from 
the objective function(s) in order to learn from them and then decide the next zone to explore. 
Simultaneous failure in more than one pipe or any other device was not considered in this 
example. Including simultaneous failure and other objectives will further encourage the idea of 
reducing the solution space by identifying those zones where the combination of variable values 
does not make sense for the problem being solved.  
 
(FIGURE 3 NEAR HERE) 
Figure 3. Design of the network with problem-based rules and the influence of PRIM 
 
4. Conclusions 
This article has presented an approach based on distributed optimization to solve realistic 
optimization problems. The proposed approach is a structure that integrates several 
metaheuristics with different characteristics cooperating together. The parameters used by the 
various metaheuristics are adjusted adaptively and self-adaptively, using the mechanisms built 
into each optimization metaheuristic. The agents rely on a knowledge-based system that 
encapsulates both problem-dependent rules, and other relevant rules obtained through the 
integration of elements of artificial intelligence technologies such as DM. Specifically, rule 
extraction through PRIM has been considered.  
To manage the complexity associated with the solution of realistic problems in engineering in 
general, and water resources in particular, used has been made of a multi-agent system, ASO, on 
which a distributed simulation and experimentation platform has been developed. This platform 
provides the appropriate general-purpose infrastructure for numerical optimization using various 
categories of heuristics. 
The results for the case study presented a multi-objective optimization problem that includes 
nonlinear properties and mixed continuous-integer variables, and demonstrates that agent-based 
optimization is a promising and effective approach for solving sophisticated optimization 
problems in an adaptive and distributed manner. At least, the agent based approach is as good as 
the isolated execution of the same optimization methods used. However, the interaction 
provided by the exchange of information and the adaptive mechanisms may help the 
development of emerging and synergistic effects – and lead to more effective solutions for a 
wide variety of realistic optimization problems, and improved effectiveness in terms of 
convergence speed and reduction of the search space. 
Several advantages of the proposed optimization approach can, in addition, be mentioned. 
Firstly, the search results are reused and selectively stored in a dynamic database from where 
likelihood areas and/or rules are extracted with the aim of improving the search efficiency; 
secondly, the defined environment is scalable with respect to its expandability by further 
optimization methods or technologies encapsulated in agents; thirdly, modelling complexity for 
implementing hybrid optimization approaches is relatively low, due to the fact that it is not the 
global behaviour of the environment that has to be defined explicitly, but only the local 
behaviour of the agents; as a result, and fourthly, the approach is directly applicable to other 
water resources and engineering problems. Last but not least, the interaction of one or more 
users with the platform provides improved usability of the computational framework. In 
contrast, the main drawback of this approach is the increasing complexity of design and 
implementation of software for agent-based optimization. 
Considering the existing technology from the points of view of software and hardware, the 
capabilities for solving complex optimization problems have significantly increased when 
compared with the situation ten years ago. In the water field, as in other engineering problems, 
the biggest challenge today remains less in the capacity for solving a problem and much more in 
the ability to identify the proper problem statement corresponding to the real needs of the 
situation to be solved. For several years, problem statements have been constrained by the 
techniques available to solve them. Today, techniques such as the one presented here, open the 
door to a world of many possibilities. In the case of water distribution system design, for 
example, good engineering solutions will not come from a super optimization algorithm but 
from a proper problem statement and an algorithm able to reproduce engineering thinking.  
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Figure 1. Putting knowledge extraction and EA to work together 
 
Figure 2. Pareto front obtained without (swarm 1) and with (swarm 2) PRIM 
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