Abstract: This paper develops a new approach based on Least Squares Support Vector Machines (LS-SVMs) for parameter estimation of time invariant as well as time varying dynamical SISO systems. Closed-form approximate models for the state and its derivative are first derived from the observed data by means of LS-SVMs. The time-derivative information is then substituted into the system of ODEs, converting the parameter estimation problem into an algebraic optimization problem. In the case of time invariant systems one can use least-squares to solve the obtained system of algebraic equations. The estimation of time-varying coefficients in SISO models, is obtained by assuming an LS-SVM model for it.
INTRODUCTION
Parameter estimation is widely used in modelling of dynamic processes in physics, engineering and biology. Various methods have been previously investigated in the literature for handling this problem. Mainly they fall into two categories. In the first category the approaches are based on a classical parameter estimator, usually the least square estimator [Biegler et al., 1986] , or the maximum likelihood (MLE). First the dynamical system are simulated using initial guesses for parameters (if the initial condition is unavailable they will be appended to the parameters of the model). Then model predictions are compared with measured data and an optimization algorithm updates the parameters. The process of updating the parameters continues until no significant improvement in the objective function is observed. These approaches require numerical integration of differential equations for each update of the parameters. Therefore there is a large amount of computational work involved. Studies show that more than 90%
The second category includes methods, originally proposed by Varah [1982] , that do not require repeated numerical integration and are referred to as two-step approaches. In [Varah, 1982] first a cubic spline is used to estimate the system dynamics from observational data. The predicted model then can be differentiated with respect to time to obtain the estimate of the derivative of the solution. In the second step these estimates are plugged into a given differential equation and the unknown parameters are found by minimizing the squared difference of both sides of the differential equation.
Recently Dua [2011] proposed a method where an artificial neural network model is used to find numerical values for parameters of a time invariant dynamical systems. It is the purpose of this paper to introduce an approach based on least squares support vector machines for estimation of time invariant as well as time varying systems in statespace and transfer function form.
Throughout this paper, we assume that the dynamical system is uniquely solvable and that the parameters of the model are identifiable.
The paper is organized as follows: In section 2, the problem formulation for parameter estimation of time invariant systems is given. Section 3 describes an approach for time varying parameter estimation in dynamical systems described by ordinary differential equations. In section 4, examples are given in order to illustrate the effectiveness of the proposed method. Finally conclusions are discussed in section 5.
PARAMETER ESTIMATION FOR TIME INVARIANT NONLINEAR DYNAMICAL SYSTEMS

Problem Statement
Suppose that we are given a dynamical system in statespace form
subject to certain boundary or initial conditions which may be imposed on the basis of observation data. t denotes the independent variable (usually time). X is the state vector of the system where
.., θ p ] are unknown parameters of the system and X 0 are initial values.
In order to estimate the unknown parameters θ, the state variable X(t) is observed at N time instants {t 1 , ..., t N }, so that we have
are independent measurement errors with zero mean. The objective is to determine appropriate parameter values so that errors between the outputs of the estimated model and the measured data are minimized.
General Methodology
First we approximate the trajectoryX(t) = [x 1 , ...,
. Note that Y (t i ) are the experimentally observed values of the state variables at time instant
T . Then the estimation of the state derivative is obtained by differentiating the model with respect to time. In this paper we model the state x k for k = 1, ..., m as a Least-Squares Support Vector Machine [Suykens et al., 2002 [Suykens et al., , 2001 . Therefore the goal is to find a model of the formx k (t) = w T k ϕ(t) + b k . For the k-th state variable we formulate the following convex primal LS-SVM problem [Suykens et al., 2010] ,
is the feature map and h is the dimension of the feature space. The dual solution is then given by
where
is the (i, j)-th entry of the positive definite kernel matrix.
...; y k (t N )] and I N is the identity matrix. The model in dual form becomes:
where K is the kernel function. Differentiating (3) with respect to t, one can obtain an analytical approximate expression for the derivative of the model
Making use of Mercer's Theorem [Vapnik, 1998 ], derivatives of the feature map can be written in terms of derivatives of the kernel function [Lázaro et al., 2005] . Therefore ϕ(t) Tφ (s) is given by the derivative of K(t, s) with respect to s. If we denote K s (t, s) = ∂K(t,s) ∂s , then equation (4) can be written as
Eqs. (3) and (5) (1), so that the unknown parameters appear in an algebraic expression, resulting in linear (if the system is linear in the parameters) or nonlinear (otherwise) least-squares estimation. Therefore the estimation of time invariant parameters is obtained by solving the following optimization problem
(6) When the ODE model is linear in the parameters this problem is a convex optimization problem . As it has been remarked in [Varah, 1982] , what we really are interested in to minimize is the error between the observed and model predicted values of the state variables i.e. the integrated residual errors
whereX(t k ) is obtained by simulating the system with the estimated parameter θ est .
TIME VARYING PARAMETER ESTIMATION
Consider a first order dynamical system of the form:
subject to certain initial conditions which may be imposed on the basis of observation data. The technique can be extended to higher order systems. f is an arbitrary known function and θ(t) is the time varying parameter of the system and is considered to be unknown. The state x(t) has been measured at certain time instants
, which can be non-equidistant, i.e. 
The problem is to estimate the function θ(t) so that the solution of (8) with the estimated parameter θ(t) is as close as possible to the given data.
First we approximate functionsx(t) andĝ(t) on the basis of observations at
by means of least squares support vector regression. Therefore the convex primal LS-SVM model forx(t) can be written as follows,
is the feature map and h is the dimension of the feature space. Lemma 1. Given a positive definite kernel function K :
T ϕ(s) and a regularization constant γ 1 ∈ R + , the solution to (9) is given by the following dual problem
...; y N ], and I N is the identity matrix. The model in dual form becomeŝ
where K is the kernel function. The same procedure can be applied to obtain the LS-SVM approximation of the excitationĝ(t).
Note that the analytic LS-SVM expression for the state trajectory allows us to obtain a closed-form approximation for its derivative by differentiating (10) with respect to t,
(11) Here K s (t, s) is defined as previously. Eqs. (10) and (11) are approximations for the solution of the differential equation (8) and its derivative respectively. Therefore the derivative of the solution at some set of sample points {t k } M k=1 can be obtained from (11). These time-derivative information together with values of the state variable at points {t k } M k=1 are then substituted into the model description (8). But since the parameter present in (8) is time-varying, it can not be estimated by Eq. (6). Therefore let us assume an explicit LS-SVM model θ(t) = v T ψ(t) + b θ as an approximation for the parameter θ(t). Having available the state and its derivative at {t k } M k=1 points, we can estimate the time-varying coefficient θ(t) by solving the following optimization problem.
Lemma 2. Given a positive definite kernel functionK : R × R → R withK(t, s) = ψ(t) T ψ(s) and a regularization constant γ ∈ R + , the solution to (12) is given by the following dual problem
is the (i, j)-th entry of the positive definite kernel matrix. Also
and I M is the identity matrix. D is a diagonal matrix with the elements of f (x) on the main diagonal.
Proof. The Lagrangian of the constrained optimization problem (12) becomes
are Lagrange multipliers.
Then the Karush-Kuhn-Tucker (KKT) optimality conditions are as follows,
After elimination of the primal variables v and {e i } M i=1 and making use of Mercer's Theorem, the solution is given in the dual by
and writing these equations in matrix form gives the linear system in (13).
The model in the dual form becomeŝ
whereK is the kernel function.
EXPERIMENTS
To illustrate the applicability of the proposed method, we list the computed results of the parameter estimation for three systems with time invariant coefficients and two first order systems with time varying parameter. For all the experiments, the RBF kernel is used, i.e. K(x, y) = exp(− (x−y) 2 σ 2 ). The procedure is outlined in Algorithm 1. solve Eq. (13) to get the estimate of the time varying parameter of the dynamical system. 8: end if Example 1. Consider the nonlinear Bellman's problem originated from a chemical reaction [Bellman et al., 1967] dx dt = θ 1 (126.2 − x)(91.9 − x) 2 − θ 2 x 2 , x(1) = 0. (15) The observations of the state x with one decimal place accuracy are given in Table 1 . [Varah, 1982] . −5 respectively. It should be noted that in the described approach in [Varah, 1982] the spline knots have been chosen interactively. Whereas in our proposed method one does not need to work with the knots and instead the regularization constant γ is chosen automatically to avoid overfitting. Therefore in contrast with the approach of [Varah, 1982] in our proposed method less human effort is needed.
Example 2. Consider Barne's problem which is based on the Lotka-Voltra differential equations consisting of two ordinary differential equations with three parameters θ 1 , θ 2 and θ 3 [Varah, 1982] dx
The observed data values as given by [Varah, 1982] are reported in Table 2 . Table 2 . Observations of the states x 1 and x 2 for Barne's problem [Varah, 1982] . The estimated parameter values are obtained by taking the average over 50 simulation runs. Table 3 , shows the values of the parameters reported in [Varah, 1982] , [Shiang, 2009] , Matlab diffpar [Edsberg et al., 1995] toolbox and the computed results obtained by the proposed method in this paper. It can be seen that they all are in good agreement. Table 3 . Estimated parameters of Barne's problem.
x 10 x 20 [Varah, 1982] 0.85 2.13 1.91 1.02 0.25 [Edsberg et al., 1995] 0.81 2.29 2.00 0.99 0.21 [Shiang, 2009] The standard deviation of our approach for the parameters θ 1 , θ 2 and θ 3 are 6.78 × 10 −2 , 1.83 × 10 −1 and 1.69 × 10
respectively. In our approach the R I (θ est ) = 0.11 which is also less than that (i.e. R 2 I = 0.35) reported in [Varah, 1982] .
Example 3. Consider the Lorenz equation [Lorenz, 1962] which form a system of three differential equations that are important in climate and weather predictions. It is well known that the Lorenz equation is an example of a nonlinear and chaotic system
where a, b and c are the unknown parameters within the system. The initial condition at t = 0 is taken to be (x 1 (0), x 2 (0), x 3 (0)) = (−9.42, −9.34, 28.3). The correct parameters we are trying to reconstruct are a = 10, b = 28 and c = 8/3. The solution of the Lorenz system is prepared by numerically integrating the Lorenz equations using MATLAB built-in solver ode45, on domain [0,3] with the relative error tolerance RelTol= 10 −6 . Then the model observation data are constructed by adding Gaussian white noise with zero mean to the true solution. The level of noise (standard deviation of the noise) is denoted by η. In this problem η is considered to be η = 0.0, 0.2 and 0.5. The observation points are prepared within the domain of [0, 3] at every ∆t = 0.05. After obtaining the closed-form approximation for the states x 1 , x 2 and x 3 by means of LS-SVM, we used 301 equally spaced sample points in the interval [0, 3] to solve optimization problem (6). Table 4 reports the estimated parameters of the Lorenz system by averaging over 50 simulation runs. Example 4. Consider the following linear time varying system, dx dt − sin(t) t + 1 x(t) = cos(t), x(0) = 1.
The aim is to estimate the time varying coefficient
from measured data. For collecting the data, the solution of this equation has been obtained using Matlab builtin solver ode45, with the relative error tolerance RelTol= 10 −6 , over the domain of [0, 20] . Thereafter the process is observed at N discrete time instants. Then we have artificially introduced random noise (Gaussian white noise with noise level η) to the true solution in order to create observational data. After obtaining the LS-SVM closed form approximation for the state x, we used M = 200 equally spaced sample points in the interval [0, 20] to solve optimization problem (12). The mean square error (MSE) for the test set (500 sample points in interval [0, 20] ) are tabulated in Table 5 . Fig 2, shows the influence of noise level on the parameter estimation. 10-fold cross-validation is used for the model selection by choosing one of several models that has the smallest estimated generalization error. Example 5. Consider the following nonlinear and time varying dynamical system,
In order to estimate the time varying coefficient
sin(t)+2 , we generate the solution to (17) with the true parameter. Then random noise (Gaussian white noise with noise level η) is added to the true solution in order to create observational data. The mean square error (MSE) for the test set (500 sample points in interval [0, 20] ) is tabulated in Table 6 . Fig 3, shows the influence of noise level on the parameter estimation. The kernel bandwidth σ and regularization constant γ are tuned by 10-fold cross validation, while the preference is given to less complex models. Remark 3. In the case of nonlinear time varying dynamical systems, the result is sensitive to the choice of kernel parameter and regularization constant. Therefore the user should supply a suitable range for σ before applying cross validation. 
CONCLUSIONS
In this paper a new approach based on LS-SVMs is proposed for parameter estimation of dynamical systems. 
