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Abstract—Traditionally, middleware technologies, such as CORBA, Java RMI, and Microsoft’s DCOM, have provided a set of
distributed computing services that essentially abstract the underlying network services to a monolithic “black box.” In a mobile
operating environment, the fundamental assumption of middleware abstracting a unified distributed service for all types of applications
operating over a static network infrastructure is no longer valid. In particular, mobile applications are not able to leverage the benefits of
adaptive computing to optimize its computation based on current contextual situations. In this paper, we introduce the Mobile Platform
for Actively Deployable Service (MobiPADS) system. MobiPADS is designed to support context-aware processing by providing an
executing platform to enable active service deployment and reconfiguration of the service composition in response to environments of
varying contexts. Unlike most mobile middleware, MobiPADS supports dynamic adaptation at both the middleware and application
layers to provide flexible configuration of resources to optimize the operations of mobile applications. Within the MobiPADS system,
services (known as mobilets) are configured as chained service objects to provide augmented services to the underlying mobile
applications so as to alleviate the adverse conditions of a wireless environment.
Index Terms—Middleware, mobile applications, mobile computing support services, mobile environments.

1I NTRODUCTION
T
HE rapid growth of wireless technology, coupled with
advances in mobile computing devices, such as PDAs,
cellular phones, smart cards, etc., have fundamentally
changed the landscape of distributed computing. Unlike
fixed network computing, mobile computing operating in a
wireless environment suffers from limited resources and
often experiences constant changes in the availability of
resources that significantly impacts the underlying perfor-
manceofthesystem.Generally,toreduceitssizeandweight,
mobile devices are often equipped with limited resources,
such as a small display size, limited power, comparatively
lower CPU speed, and memory size. In addition, the
operating environment of these devices over a wireless
network is often hostile and the availability of resources is
changing, where the connection may be subjected to high
error rates and temporary disconnections. The unique
characteristics of mobile computing have resulted in a recent
drive to revisit the fundamental design and challenges of
distributed computing to include mobility support.
Middleware technology has played in important role in
facilitating the development of distributed applications by
abstracting the network to create a single-system image,
thereby providing network transparency. Importantly,
middleware technologies, such as CORBA [1], Java RMI
[2], and Microsoft’s DCOM [3], provide a set of distributed
computing services that essentially abstract the underlying
network services to a monolithic “black box [4].” With the
black box abstraction, the middleware is able to hide the
details of the underlying low-level network operations and
interfaces, thus allowing the application developer to focus
on the important aspects of implementing the application’s
logic. While the distributed application development model
based on a monolithic middleware paradigm clearly
benefits the applications in terms of ease of development
and robustness, this may not be true in developing
distributed mobile applications. In a mobile operating
environment, the fundamental assumption of middleware
to abstract a unified distributed service for all types of
applications operating over a static network infrastructure
is no longer valid [5]. In particular, mobile applications are
not able to leverage the benefits of adaptive computing to
optimize their computation based on current contextual
situations. For example, a mobile Web client application
browsing a graphical Web site can request that the
middleware service progressively degrades the picture
quality if it detects a drop in bandwidth availability or
increased rates of error. The benefits of middleware in
supporting context-awareness can be extended to provide
mechanisms for the dynamic deployment and reconfigura-
tion of underlying services to optimize the overall opera-
tions of the mobile application. These services may be
configured to provide optimized delivery of contents to
minimize bandwidth usage, alleviate the impact of error
rates by locally performing error control over the wireless
link, data compression on contents, and content transcod-
ing. The placement of adaptation can occur either at the
middleware layer or at the application. By providing
adaptation at the middleware layer, the application is
relieved from the need to monitor the environment and can
leave the adaptation completely to the decision of the
middleware. In this application-transparent approach, the
middleware is designed to provide best effort adaptation to
general mobile computing, where context information is
completely hidden from the application. This approach
significantly limits the amount of adaptation space available
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of adverse conditions, the application itself is in the best
position to make critical decisions on operating conditions
and, hence, on the adaptation strategy.
In this paper, we introduce the Mobile Platform for
Actively Deployable Service (MobiPADS) system, which is
a middleware that extends the WebPADS system [6].
MobiPADS supports the active deployment of services for
mobile computing over a wireless environment. Impor-
tantly, MobiPADS is designed to support context-aware
processing by providing an executing platform to enable
active service deployment and reconfiguration [7] of the
service mix in response to an environment where the
context varies. Unlike most mobile middleware, MobiPADS
supports dynamic adaptation at both the middleware and
application layers to provide flexible configuration of
resources to optimize the operations of mobile applications.
Within the MobiPADS system, services (known as mobilets)
are configured as chained service objects to provide
augmented services and protocols to the underlying mobile
applications so as to alleviate the adverse conditions of a
wireless environment. An abstraction of service object
interactions and configurations is expressed in a high-level
declarative language written in XML format, while the
dynamic composition of service objects is customizable
directly by the applications to adapt to the operating context
of the environment. The following section highlights the
design issues of mobile middleware. It presents the concept
of reflection and how this can be used to effectively model a
highly configurable middleware system based on metaob-
ject reflection techniques. The MobiPADS system employs
the use of reflection and metaobject as the baseline
technology to achieve robust and efficient adaptation of
service objects in a context-aware middleware system for
mobile computing.
2M IDDLEWARE FOR MOBILE ENVIRONMENT
An important requirement of a middleware system to
support mobile computing applications is the provision of a
highly configurable and adaptive execution environment
that dynamically reacts to changes in operating context.
This requirement translates to the need for middleware to
organize and implement its system components as a
collection of services that are highly configurable and
robust enough to enable the system itself to respond to
the varying conditions in the environment. In addition,
mobile applications are presented with open programming
interfaces to enable application introspection and, if
required, to reconfigure the underlying services to adapt
to changes in the environment.
2.1 Reflective Middleware
Computational reflection [8] is a unique approach to
achieving adaptation and reconfiguration in a mobile
middleware system. In general, reflection characteristic
refers to the ability of a system to monitor its computation
and possibly change the semantics of the way it is
performed. In other words, a reflective middleware
possesses the unique ability to model itself through
self-representation, such that manipulation of its behavior
may be changed through introspection and interception [9].
In this case, introspection refers to the ability of the system
to observe and, therefore, reason about its own state, while
interception is the ability of the system to modify its own
execution state or its own interpretation or meaning. A
middleware system with self-representation is causally
connected if changes made to the self-representation
directly affect the implementation of the middleware. The
opposite is true if changes to the middleware implementa-
tion will change the self-representation.
2.2 Service Adaptation and Configuration
Middleware systems operating over a wired environment
are often static, so the service configuration between the
components does not internally react to the executing
context. To allow middleware systems to respond to
changes in the operating context, it is necessary that
notification mechanisms are in place to enable the operating
system to monitor and trap context events. These events
represent important signals to both the middleware and
applications to perform reflective computation and, if
necessary, to adapt and deploy a new service configuration
to the system. The questions still remain: How do the
middleware and applications know what context information to
react to, and how do they know how to react to the context
changes? There are three levels of adaptations that can be
applied to the mobile middleware system:
Interservice adaptation refers to adaptation of the middleware
system by reconfiguring the composition of the service
objects. The reconfiguration is triggered by the occur-
rence of a composite set of events that represents changes
in the context environment which signals the middle-
ware to react to it. For example, the adaptation may be
triggered by the occurrence of a drop in bandwidth
availability and signal that the error rate is above a
certain level. In this case, a reconfiguration of the service
composition at the middleware is necessary to alleviate
the conditions. This can be done by introducing a service
object to perform content transcoding of images from
color to grayscale in order to improve bandwidth
utilization, and a service object to perform local error
control mechanism over the wireless link. The service
configuration profile associated with composite events
can be maintained by the middleware or supplied by the
application.
Intraservice adaptation refers to adaptation of the middleware
system by allowing the service object to react to a set of
composite events. The service object is required to
subscribe to the contextual events of it is interested in
being notified. Upon triggering the event, the service
object can be programmed to change its behavior to react
to the executing context. For example, a transcoding
service object may be programmed to receive an event
associated with the change of bandwidth availability. For
a high availability of bandwidth, the service object may
transfer full-colored graphical objects, while medium
availability may result in lower color depth, and low
availability may result in gray-scale image.
Application adaptation refers to adaptation of the application
by reacting to a change in context information. The
application is required to subscribe to a set of composite
events that it is interested in monitoring. Upon the
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adapt its application logic to react to the executing
context. For example, a video streaming application may
be programmed to reduce the frame transmission rate
upon detecting a drop in bandwidth availability. Alter-
natively, the application may directly interact with the
underlying middleware to request interservice or in-
traservice adaptation.
3S YSTEM OVERVIEW
As shown in Fig. 1, the MobiPADS platform is composed of
two agents: a MobiPADS server at the wired network and a
MobiPADS client at a mobile device attached to the
Internet through wireless or cellular networks. The two
agents marshal the traffic over the wireless link and
provide an optimal operating environment for mobile
applications. The MobiPADS server is located at or close
to the network of the wireless access point, to which the
mobile device is connected. The MobiPADS server is
designed to support multiple MobiPADS clients and is
responsible for most of the optimization computations. The
MobiPADS client is an intermediary that provides a
comprehensive set of network and system services for
mobile applications. These services enable ease of intro-
duction of context-awareness and adaptation for mobile
applications, so that the mobile application can adaptively
react to varying context environments.
3.1 The MobiPADS Framework
Fig. 1 shows that each MobiPADS agent is composed of two
parts: the system components and the MobiPADS service
space. The system components provide essential services
for the deployment, reconfiguration, and management of
user service pairs—the mobilet pairs, which form the units
of service for execution under a MobiPADS environment.
The system components also provide common facilities that
serve mobilets, which in turn provide value-added services
to the wireless environment. These mobilets can be added,
updated and removed dynamically.
In the MobiPADS service space, a series of mobilets is
linked together to form a processing chain—the service chain,
which allows mobile applications to benefit from the
aggregated functionalities of a collection of mobilets.
Mobilets access the services of the system components
though the mobilet API, which also provides interfaces to
allow the system components to communicate and config-
ure the mobilets. To monitor the contextual changes, the
MobiPADS employs composable event objects that report
any contextual change to entities that subscribe to them. The
composition of events can be initiated at start-up time and
also allows runtime modification to the event compositions.
At the top level of the service space, there is a set of
metaobjects that reflects the configuration of the composite
events and service chain, as well as the adaptation policies.
Through the metaobjects, both the middleware and the
mobile application can inspect and reconfigure the event
compositions and service chain when adaptation is needed.
3.2 Mobilet Service Model
A Mobilet (pronounced as mo-be-let) is a service entity that
can be downloaded, pushed or migrated to a MobiPADS
platform for execution within an environment. The name,
mobilet, bears a strong resemblance to applet. Applets are
active codes executed within Web browsers while mobilets
are active mobile codes that run within the MobiPADS
environment.
Mobilets exist in pairs: a master mobilet resides at the
MobiPADS client and a slave mobilet resides at the
MobiPADS server. A pair of mobilets cooperates to provide
a specific service. A typical case would be: While a slave
mobilet shares a major portion of the processing burden, the
master mobilet instructs the slave mobilet what actions to
take and also presents the processed output to the
MobiPADS client.
The mobilets are chained together on the client in a
specified order, and the corresponding peer mobilets are
chained together in a nested order on the server-side. The
service chaining model of mobilet supports a general
service composition paradigm that enables utmost flex-
ibility in deploying service aggregation, while providing
ease of reconfiguration in response to the varying char-
acteristics of a wireless environment. A consistent synchro-
nization and data flow model can be established through
the abstraction of channel objects and the employment of
data encapsulation between services.
In order to support a robust service configuration, all
mobilets can be dynamically deployed across a MobiPADS
client and server. In other words, it is possible for a mobile
node to carry with it relevant mobilets as it travels across
foreign domains. As the need arises, mobilets from the
client can be dynamically pushed to a MobiPADS server
and configured to operate in a coordinated manner.
Conversely, it is possible for a MobiPADS server to push
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Fig. 1. The MobiPADS system architecture.mobilets to a MobiPADS client to actively install new
services to operate across a wireless link.
3.3 System Components
The components of the MobiPADS system are briefly
described, as follows:
. Configuration Manager: The configuration manager is
responsible for negotiating the connection between
the client and the server. It also has a service
controller for initializing, interconnecting, and
managing the service objects.
. Service Migration Manager: The service migration
manager manages the process of importing and
exporting service objects between the MobiPADS
server and the MobiPADS client. It also cooperates
with the service directory to activate, store, and keep
trackofthechangesmadetotheactiveserviceobjects.
. Service directory: The service directory records all the
known service types. The object codes are stored in a
service repository, which is used for service activa-
tion and service migration.
. Event Register: The event register allows objects to
register for event sources. When an event occurs, the
objects that have registered for that event source are
notified. Event sources include various changes in
network status, machine resources status, and
connectivity status.
. Channel Service: The channel service provides virtual
channels for the service objects to communicate.
Instead of opening separate TCP connections for
each message, messages are multiplexed into a
single persistent TCP connection, which then elim-
inates the overheads of opening new TCP connec-
tions and avoids the slow-start effect on overall
throughput [10].
3.4 Context-Aware and Adaptive Service
The MobiPADS achieves context-awareness by using an
event notification model, which monitors the status of the
interested context and reports the event to the subscribed
entities. The event notification model supports subscription
from all entities within the MobiPADS platform. These
include the system components, the mobilets and the
mobile application, which can all act as subscribers to the
event service. The event notification model allows the
composition of several primitive events to form a hierarch-
ical composition of events in the form of an event graph. For
example, a composite event graph called “high_resource”
can be composed of events that monitor the network,
battery, and CPU utilization, where simultaneous occur-
rence of the individual events will signal the triggering of
the composite event. Once composed and subscribed, the
event service is responsible for maintaining, monitoring,
and analyzing the primitive events and for matching them
against the flow of the event graphs.
With the subscription of contextual events that are of
interest to the MobiPADS entities, various degrees of
adaptations can be applied to dynamically respond to the
changing contextual environment. For example, a service-
chain may be reconfigured to add and delete services, while
the mobilet itself may respond to the contextual events by
changing its operating behavior. At a higher level, applica-
tions running over a MobiPADS execution environment
may choose to reflect upon an existing service composition
and to dynamically change the composition by accessing
the metarepresentation of the metaobjects. Through the
reflected metachain, both the MobiPADS system and the
mobile application can identify the mobilets running in the
current service chain. To reconfigure the current service
chain, an adapted metachain that specifies the new
configuration will have to be supplied to the configuration
manager, which will adjust the current service chain
accordingly.
4C ONTEXTUAL EVENT NOTIFICATION
One of the unique features of the MobiPADS system is the
provision of a highly composable service chaining of
mobilets that reacts and adapts to the varying character-
istics of a wireless environment. To react dynamically to the
changes in the environment, the MobiPADS system must
provide an effective means to monitor the changes in the
environment and to disseminate the relevant information to
all of the interested entities.
4.1 Event Model
As shown in Fig. 2, the event model is comprised of three
primary interacting entities: the event source, event listener,
and event condition. The event source object is designed to
decouple the binding of events from listeners and to
provide the basic implementation for adding, removing
and notifying event listeners. The object is actively deploy-
able so that a MobiPADS client can push a new event
source, upon its initialization, to a MobiPADS server. In
other words, an event source, like a mobilet, is implemented
as a serializable object that can be bound to a local context to
provide abstract monitoring of the previously registered
event on the server. An event listener is any object that is
interested in a specific event and subscribes to that event.
In a mobile environment, a direct implementation of an
event source is to report every change in the context that it
monitors (for example, the bandwidth and error rate of a
wireless link) as the context change over time. However, it
is usually not the intention of an event listener to receive
every event-update message, which may incur unnecessary
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Fig. 2. The event—condition-action cycle.computing overheads in processing these messages. In-
stead, the event listener should be provided with the option
of constraining the scope associated with the status of an
environmental context. To facilitate the provision of this
option, the event listener is required to supply a description
of the conditions under which the listener will be informed
of any change. In this connection, an event-condition object
is created that keeps track of the status of the event source,
and issues a notification only when the specified condition
is fulfilled. Each event listener has a corresponding event
condition, and there can be multiple event-condition objects
monitoring the same event source.
4.2 Contextual Information
Inspired by the work of the Global Grid Forum Performance
Working Group [11], we have defined a list of context event
types that are essential for adaptation in a wireless
environment. As shown in Table 1, our list includes events
from five sources: CPU, memory, storage device, network,
and power. Besides these primitive contextual events,
various information on the status of the MobiPADS system
is represented by the contextual events generated by
MobiPADS itself.
4.3 Event Composition
Thus far, we have described the abstractions of an event
source and event condition to provide subscription and
notification services by event listeners interested in the
changes in the context. While this is sufficient for most
applications, there are situations where more complex event
compositions are required by service objects to monitor
composite events occurring across various environmental
contexts. To monitor the environmental changes in a more
structured manner, an environment monitor object was
created. As shown in Fig. 3, the environment monitor is a
composite event object that inherits the characteristics of an
event source object. Importantly, the environment monitor
can be applied and bound to monitor multiple event
sources. Thresholds and conditions can be set to compare
against each reference value of a monitored event source.
Only when all of the specified conditions are fulfilled will
the environment monitor notify its listener, corresponding
to an AND event model. We have also implemented the OR
event model that will respond when any one of the
specified conditions is satisfied. Furthermore, we can have
different environment monitors representing different en-
vironmental setups. Adding another environment monitor
that oversees all of these environment monitors can
establish a hierarchical monitoring structure on the event
sources, which can represent a flexible and detailed
representation of a specific environmental setup. Fig. 4
shows a hierarchical composite event that consists of
multiple levels of environment monitors. Using this
structure, a very complex environmental setup can be
composed.
Unlike the event systems [12], [13] for active databases,
which are interested in what has already happened, our
event system is interested in what is currently happening.
In particular, an active database focuses on the history of
the changes in data entities, whereas the event system of
MobiPADS focuses on the current status of a wireless
environment. Although the two models act in the same way
when only a single event is involved, they behave
differently when there is a composite event. In an active
database, the action associated with a composite event will
be carried out when the specified conditions of its primitive
events are all fulfilled, irrespective of when the primitive
events were generated. Some systems [13] allow a condition
to be specified with an expiry period for an individual
primitive event so that older events are discarded. How-
ever, these systems are still dealing with historical events.
When considering adaptation in a mobile environment,
the status of monitored environmental contexts may change
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TABLE 1
Contextual Events for a Wireless Environment
Fig. 3. Script-controlled event composition and adaptation.very rapidly. Therefore, a status report sampled a couple of
seconds ago might no longer be valid. As such, it is
important that before an environment monitor sends out
any notification, it has to verify the concurrent occurrence of
all of the primitive events that it has received. This ensures
that the current environment does, in fact, reflect and satisfy
the conditions. In other words, we need to ensure that the
collection of interested events is obtained in real-time,
within a prescribed time interval. This relates closely to a
quasi-distributed snapshot. We employ a validation me-
chanism similar in vein to the distributed deadlock
detection validation; the environment monitor queries all
of the previously received events when these recorded
events fulfill the conditions that trigger a notification. To
ensure that all of these events are checked against the
specified conditions, the records for all invalid events are
removed. If the conditions can still be fulfilled after this, the
notification is issued.
4.4 System Profile
To regulate the adaptive policies, the MobiPADS system
utilizes XML to maintain a system profile that describes the
metalevel configuration of the system components and
entities. Fig. 5 shows the partial listing of document type
definitions (DTD) of the system profile. Lines 1 to 3 allow
the definition of the required events, specify the code-base
of these events, and describe the events as either composite
or primitive. Lines 4 to 8 define the relational operators for
event composition, which allow the use of “AND,” “OR,”
and “NOT” operators in manipulating the conditions. There
is also a pair of “BEGIN” and “END” elements to enable the
scope of the conditions to be specified, which supports the
composition of a complex event. The environment element
is specified, as shown in Fig. 5, on lines 9 to 13. It consists of
one or more conditions, where each condition specifies an
event, a relation operator and a reference value that will
satisfy that condition.
For example, Fig. 6 shows a portion of a system profile,
which contains a description of the service composition and
reconfiguration. Lines 1 to 40 define four environments
using composite events. Lines 2 to 16 define the first
environment as “HighCPUAvailability,” which specifies
the following conditions:
(CPU_type = “XScale PAX 250”) AND
[(CPU_clock_rate = 400 AND CPU_loading < 50%) OR
(CPU_clock_rate = 200 AND CPU_loading < 10%)] AND
(Power_warning = false)
Lines 17 to 29 show another definition of an environment
“LowCPUAvailability,” which specifies the following
conditions:
(CPU_type = “XScale PAX 250”) AND
[(CPU_clock_rate = 400 AND CPU_loading > 80%) OR
(CPU_clock_rate = 200 AND CPU_loading > 60%)]
Lines 30 to 39 show two other environments, which are
“HighBandwidth” and “LowBandwidth.”
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Fig. 4. Hierarchical event composition.
Fig. 5. The partial listing of the DTD of the system profile.
Fig. 6. XML segment specifying context composition.5D YNAMIC SERVICE RECONFIGURATION
To adapt dynamically to the changes in an environment,
MobiPADS employs the environment monitor and event
system to monitor and communicate the changes. After
changes have been detected, the MobiPADS system can
respond in two ways. The first way it can respond is by
reconfiguring the current service chain. By adding and
removing mobilets within the service chain, the optimum
set of mobilets can be selected based on the constrained
environment. The second way it can respond is by
communicating the changes in the environment to each of
the mobilets so that they can readjust their service provision
to adapt to the mobile environment.
5.1 Active Deployment
As the number and variety of services being provided
though the Internet continue to grow, a static service
configuration that offers a limited set of functionalities will
not be able to cope with the increasing demands placed
upon these services. The MobiPADS system must be able to
be updated dynamically with newly developed and
upgraded functionalities, to ensure compatibility and to
best match the operating environment.
To actively deploy the service code, the MobiPADS client
has to carry with it the service code of the mobilets that it
needs. The argument in favor of this approach is that the
MobiPADS client should know in advance about the
mobilets that it requires, whereas the MobiPADS server is
considered to be more passive and has little information
concerning the requested mobilets. Thus, it is a straightfor-
ward idea that the MobiPADS client should carry with it the
service code of the mobilets and push this code to the
MobiPADS server if necessary. However, the disadvantage
of this approach is that the active service deployment
procedure takes a significant time to complete under
limited bandwidth and when the data size of the service
codes is large.
5.2 Adaptation Policies
Fig. 7 shows the conceptual initialization procedures of the
service chain. When a MobiPADS client starts executing, the
service controller (of the configuration manager) invokes
the profile parser, which will then load and process the
system profile. Based on the description in the system
profile, the default metachain is created, as well as a
number of alternative metachains, which are specified in
the DTD of the system profile, on line 17-18 in Fig. 5. The list
of metachains is then returned to the service controller,
which will then deploy the default service chain and the
event monitors of the metachains. Each metachain is
attached to an environment monitor, which regulates the
time and conditions that determine when the reconfigura-
tion is to take place. When all of the conditions of a specific
environment monitor are fulfilled, the corresponding
metachain will be reflected onto the current service chain,
and reconfiguration will take place.
5.3 Service Chain Reconfiguration
Service chain reconfiguration takes place when the context
environment changes to a state that fulfills all of the
conditions of a specific environment monitor. The corre-
sponding metachain will then be reflected onto the current
service chain to best adapt to the changes. Fig. 8 shows the
procedures of service chain reconfiguration when an
environment monitor EnvMonitor_C is qualified for recon-
figuration. First, the eligible metachain will be compared to
the active metachain (of the current service chain), so that a
list of instructions is generated to perform the actual
operations needed for reconfiguring the current service
chain. As shown in Fig. 8, the active metachain consists of
mNodes_A, mNodes_B,a n dmNodes_C, while the new
metachain consists of mNode_B, mNode_C, and mNode_D.
The configuration manager compares each mNode in the
active metachain to the new metachain, and any unmatched
mNode in the active metachain will be marked for deletion.
In this case, the mNode_A is not found in the new meta
chain, thus the instruction remove(A) is generated. After all
mNodes in the active metachain are compared, a suspen-
sion instruction suspendAll() is added. Then the comparison
is repeated but reversed: Each mNode in the new metachain
is compared to the active metachain, and any unmatched
mNode in the new metachain will be marked for addition.
Subsequently, the instruction insert(D, 2) is generated,
where 2 is the insert index position in the current service
chain. Last, the list of the instructions is passed to the
service controller, in which the actual service chain
reconfiguration operations are carried out.
5.3.1 Service Deletion
The deletion-addition process reconfigures the current
service composition to match the description of the new
metachain. The service deletion process checks each mobilet
in the current service composition against the new
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Fig. 7. Establishment of the metachains and initial service chain. Fig. 8. Service reconfiguration process.metachain. Any mobilet that does not exist in the new
metachain is removed. To remove a pair of mobilets, a
service deletion synchronization process is introduced to
guarantee a smooth message flow, which is shown in
Fig. 9. As there may be unprocessed messages in the
message queues of a mobilet pair that is to be deleted, as
well as messages in transit that are generated by this
mobilet pair, such messages must be handled before the
mobilet pair is destroyed; otherwise, data may be lost.
To start the service deletion synchronization process, the
client service controller commands the master mobilet A
(referred to as mobilet A in the following discussion) to
enter the half-delete s t a t eb ys e n d i n gt h em e s s a g e
SET_HALF_ DELETE. At the same time, it also informs
the server service controller to delete the slave mobilet A’
(referred as mobilet A’ in the following discussion), which
in turn takes the same steps as mobilet A.
After finishing the onTerminate() method call, mobilet A
returns a SERVICE_TERMINATE _READY message to the
client service controller, which can then destroy mobilet A.
Similarly, mobilet A’ reports to the server service controller,
which in turn informs the client service controller about the
deletion of mobilet A’. At this point, the deletion of the
mobilet pair A and A’ is complete.
As the service deletion synchronization process ensures
data integrity and no interfere with the operations of other
mobilet pairs, deletions of multiple mobilet pairs can be
carried out simultaneously. This means that the half-delete
state and the onTerminate() method call of different mobilet
pairs can overlap with each other to operate concurrently.
5.3.2 Service Suspension
After all unwanted mobilets have been removed in the
service deletion synchronization process, the service chain
will undergo a service suspension. The service suspension
takes place only after the service deletion. The reason for
this approach is, as follows: Before a pair of mobilets is
actually deleted, intermediate messages generated by either
mobilet must be processed by the corresponding mobilet at
the other side. Suspension of the service chain will freeze
the message flow, including these intermediate messages.
Deleting the mobilet pair would then render these inter-
mediate messages meaningless and cause data loss. There-
fore, during service deletion, we must allow continuous
execution of the service chain and let the targeted mobilet
pair finish processing all the intermediate messages.
After completing the service deletion synchronization
process, the service composition is suspended for service
addition. The need for suspension arises because a new pair
of mobilets has to be added to the service composition
simultaneously. Otherwise, without the corresponding
mobilet acting at the receiving end, the messages generated
by the new mobilet will be meaningless. One thing worth
noting is that, during suspension, a mobilet is still free to
receive messages using its message queue, thus avoiding
the loss of messages and the blocking of other components.
5.3.3 Service Addition
The service addition takes place first at the MobiPADS
client side. The new metachain will be used to check against
the current service chain. Any newly required mobilets will
be initialized and then inserted into the current service
chain. After completing the client side reconfiguration, the
client service controller instructs the server service con-
troller to carry out the corresponding service addition of the
peer mobilets. Once the server service controller completes
the service addition, it will resume the service chain
operation and inform the client service controller to also
resume its service chain operation. The execution threads of
all the mobilets will then be resumed and service provision
will recommence.
5.4 Mobilet Reconfiguration
Simply adding or removing mobilets within the service
chain is not adequate to adapt to the changes in a wireless
environment. To allow a finer-grained adaptation, the
MobiPADS programming platform should allow reconfi-
guration at the level of individual mobilets. To develop a
reconfigurable mobilet, the service object can leverage and
dynamically extend the event system and environment
monitor. In particular, the mobilet can subscribe to an event
and allow it to react to the event messages by adjusting its
internal parameters to best adapt to the changes in the
environment. If necessary, the mobilet may change the
subscription of EnvMonitor to adapt to the changing
requirements of context monitoring. An example is an
image transcoding mobilet that provides different levels for
the compression ratio. It can use a different compression
ratio, based on the reported bandwidth from an event
source that monitors the bandwidth. However, it is not
desirable to have the mobilet adapt to the contextual
changes implicitly. Rather, a set of operation modes should
be defined, which will allow external entities to override the
adaptation logic of the mobilet and enforce a specific mode
of operation.
6A PPLICATION ADAPTATION
While the adaptation policies within MobiPADS offers
some degree of context adaptation, at times mobile
applications are still in the best position to make critical
decisions on the operating context and, hence, the adapta-
tion strategy. For this reason, the MobiPADS provides the
mobile application with an extensive set of APIs and
reflective interfaces. Through the metalevel object repre-
sentation of the internal event system and service reconfi-
guration mechanism, a mobile application can access the
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Fig. 9. Service deletion synchronization process.contextual information, service configuration and adapta-
tion strategy of the MobiPADS, and modify these entities to
obtain optimal service provision from the MobiPADS.
To have a clearer picture of the capabilities and roles of
each entity in the MobiPADS platform in supportting
adaptation, Table 2 shows the relationships between
adaptation initiators and reconfiguration entities. There
are three entities that can subscribe and react to contextual
events: the mobile application, the MobiPADS system itself,
and the mobilet running within the MobiPADS. On the other
hand, there are three entities that can be reconfigured to
adapt to the changes in the context environment: the mobile
application, the service chain of MobiPADS and the mobilet
within the service chain.
A mobile application can respond to the contextual
changes by changing its internal logic, or by changing the
configuration of the service chain or even the behavior of
individual mobilets within the service chain. By contrast,
the MobiPADS cannot alter the internal logic of the mobile
application, but can only supply the mobile application
with the contextual information. Within a service entity, the
mobilet can only change its own operation logic to adapt to
the changes, while not affecting the other mobilets or the
overall service chain.
6.1 Reflective Adaptation
To support the development of context-aware mobile
applications, the MobiPADS exposes three metalevel objects
that abstract the contextual information and the service
adaptation of the system, which are shown in Table 3.
Through these metaobjects, the mobile application can
subscribe to the contextual changes and is highly flexible in
selecting and adjusting the adaptation policy of the
MobiPADS. The three metaobjects are the Context metaob-
ject, the Configuration metaobject, and the Adaptation
metaobject. The Context metaobject allows examination
and modification of the context composition and allows a
mobile application to initiate subscription to a contextual
event. A mobile application can also create new context
composition through the Context metaobject. The Configura-
tion metaobject reflects the configuration of the current
service chain that serves the mobile application. Through
the Configuration metaobject, a mobile application can add
or remove mobilets in the service chain, as well as change
the operation mode of individual mobilets. The Adaptation
metaobject reflects the adaptation policies of the Mobi-
PADS. Through the Adaptation metaobject, a mobile
application can modify the service composition of meta-
chains and also the context composition of environment
monitors. Table 3 also shows the interface of the Con-
textNode, which represents the nodes that assemble the
context composition tree, and the interface ContextListener
that is used for subscribing and receiving notifications of
contextual events.
6.2 A Case Example
To have a clearer understanding of the metaobjects, we give
an example in Fig. 10 to show how a mobile Web
application can 1) adjust the adaptation policy of Mobi-
PADS and 2) adjust its internal logic and the service chain of
MobiPADS, in response to environmental changes. Using
the MobiPADS API, the application may add a new
metachain to MobiPADS, which specifies that when the
system experiences limit in network bandwidth but with
sufficient battery power, a service chain with image transcod-
ing and compression services shall be configured. Using
transcoding and compression, the data volume of all images
and text passing through the service chain are reduced to
achieve a faster transfer time over the wireless link, which,
in turn, reduces the delay experienced by the user. The
application also subscribes to an event on network
disconnection. The application receive notification when
the network disconnects, upon which the application will
insert an asynchronous data service to the current service
chain, such that the MobiPADS system will be able to serve
continuously, even the network connection of the mobile
device is lost.
Fig. 11 shows the sample code of the mobile Web
application. On lines 2-16, the setAdaptation() method shows
the way to add a new metachain to the MobiPADS. Lines 3-5
created three ContextNodes. Line 6 instructs node2 to send a
notification when the maximum network transfer rate is
lower than 10,000 bits per second. Line 7 instructs node3 to
reportwhenthebatterypowerlevelishigherthan50percent.
Lines 8-10 add node2 and node3 to node1 as the child node,
and set the relationship of these two nodes as conjunction
(AND condition). Lines 11-12 add this newly created context
tree to the MobiPADS, and name it “User_lowNetwork
HighPower.” Last, on lines 13-15, the “User_lowNetwork
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TABLE 2
Relationships between Adaptation Initiators and Reconfiguration EntitiesHighPower” Contextual event is used as an event monitor
for a new metachain, which consists of “HTP_Image
Transcoding” and “HTTP_Compression” mobilet pairs. As
such, the MobiPADS will be able to reconfigure the service
chain to provide the “HTTP_Image Transcoding” and the
“HTTP_Compression” service when the network is low in
bandwidth and the battery level is high.
On lines 17-26, the MyListener class shows the way to
subscribe to a contextual event and react to the contextual
change by modifying the current service chain. To receive
the contextual event of MobiPADS, the mobile application
has to provide an object that implements the ContextListener
interface and use it to subscribe to a specific contextual
event. Line 20 shows the subscription of the contextual
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TABLE 3
Reflective Mobipads API for Context-Aware Mobile Applications
Fig. 10. A case example for context-aware mobile application. Fig. 11. Sample code context-aware mobile application.event “Network_disconnect.” Lines 22-25 show the notify-
Context() method, which will be called back when the event
occurs. Line 24 shows that the mobile application adapts to
the change by inserting an “AsynchronousData” service
into the current service chain; Index -1 means at the last
position of the service chain.
7E XPERIMENTAL METHODOLOGY AND TEST BED
Dynamic reconfiguration aims to maximize the perfor-
mance of Web access under a vigorously changing wireless
environment. However, the reconfiguration process of
service composition brings a certain number of perfor-
mance penalties that are unavoidable. It is important to
justify the use of reconfiguration so that the operations
overhead is comparatively small compared with the
performance gain in the reconfigured service composition.
In this section, our focus is on the reconfiguration time and
the suspension time. Reconfiguration time indicates the
level of responsiveness to the environment. In particular,
reconfiguration time is the time taken for the MobiPADS
system to adapt to changes in the wireless environment.
Suspension time is the duration in which all execution
threads of the mobilets are paused, and the service
provision of the service composition is temporarily sus-
pended. In other words, suspension time is the amount of
time in which a user will find the MobiPADS system
inactive due to reconfiguration.
7.1 Reconfiguration and Suspension Time
In this experiment, three PC machines were used to act as a
MobiPADS server, a mobile node and a router. The router is
a Linux machine that runs NIST net [14], which emulates
numerous complex performance scenarios, including: tun-
able packet delay distributions, congestion and background
loss, bandwidth limitation, packet reordering, and packet
duplication. The two other PCs are connected through this
router to emulate the dynamics of a wireless environment.
In this experiment, we had the MobiPADS server already
running. At the Linux router, the round trip time (RTT)
between the MobiPADS client and the MobiPADS server
was set to 100 ms. The MobiPADS client was then started,
which set up a service composition by coordinating with the
MobiPADS server. Then the MobiPADS client initiated the
reconfiguration process.
The initialization time ðTÞ is the summation of the
following components:
.  : establishing a TCP socket between the MobiPADS
client and server.
. 2 RTT: delay incurred in the exchange of messages
during initialization.
.
 
B: transmission time of the metachain, where   is the
data size and B is the bandwidth.
.
 
B: transmission time of the mobilet code request,
where   is the data size of the request.
.  
B: transmission time of the mobilet codes, where   is
the data size of the codes.
. C: all computational overheads introduced by
MobiPADS, such as the execution environment, the
system services, and internal object messaging,
excluding the time used for the transfer of data over
the network.
The initialization time can then be represented as:
T ¼   þ
  þ   þ  
B
þ 2RTT þ C: ð1Þ
In this experiment, as the TCP socket establishment uses
three way handshaking [15], which take three control
messages to establish the connection between the sender
and receiver. Without considering other overheads, each
control message takes half RTT, thus we assume that  , the
TCP connection establishment time ﬃ 1:5 RTT, so that:
T ¼
  þ   þ  
B
þ 3:5 RTT þ C: ð2Þ
Reconfiguration involves the following factors:
.
 þ þ 
B þ 3:5 RTT þ C: active deployment phase of (2).
. Maxðm1;m2;...;mi;...;mjÞþRTT: deletion phase,
as shown in Fig. 9, where mi is the deletion
synchronization time of mobilet i, and j is the
number of mobilets to be deleted. This factor is
based on maxðm1;2;...;i...;jÞ and not  mi due to the
fact that the service deletions of all unwanted
mobilets are carried out in parallel, thus only the
longest service deletion time will be counted. The
RTT component represents service termination
messaging between the client and server service
controllers.
. 2
Pk
i¼1 ni þ RTT: addition phase, as described in
Section 5.3.3, where n is the mobilet initialization
time and k is the number of mobilet pairs to be
added. The coefficient of two is needed since the
mobilet addition is carried out sequentially at the
MobiPADS client and server. The RTT is for service
addition messaging between the MobiPADS client
and server.
Thus, the reconfiguration time ðT2Þ can be represented as:
T2 ¼
  þ   þ  
B
þ 2
X k
i¼1
ni þ maxðm1;2;...;i...;jÞþ5:5 RTT þ C:
ð3Þ
In this experiment, since the tested mobilets are null
mobilets (a null mobilet refers to a normal mobilet that
inherits the characteristics of a mobilet class, but contains no
logic processing routine), the deletion time of every mobilet
is almost the same. A similar effect is seen for the addition
time of every mobilet. Therefore, (3) can be rewritten as:
T2 ¼
  þ   þ  
B
þ 2kn þ m þ 5:5 RTT þ C: ð4Þ
The service composition maintains the service provision
throughout the whole dynamic reconfiguration process,
except for the addition phase. Therefore, the suspension
time ðSÞ is the time of the addition phase:
S ¼ 2kn þ RTT: ð5Þ
7.2 Measurement Analysis
We measured reconfiguration time under different band-
widths for different mobilet sizes and different numbers of
mobilets to be deleted and added. In this experiment, we
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200 kbps, and 1 Mbps. Mobilets with sizes of 5 KB were
used. In the experiment, the deletion time, addition time
and total reconfiguration time were measured. Based on
these three data items, we deduced the system overhead
and active deployment time. This experiment has four
parts, and the results are plotted in Figs. 12, 13, 14, and 15
corresponding to the following reconfiguration arrange-
ments:
1. Five mobilet deletions and five mobilet additions
and the newly added mobilets needing active
deployment.
2. Same as 1, but without active deployment.
3. Two mobilet deletions and two mobilet additions,
and the newly added mobilets needing active
deployment.
4. Same as 3, but without active deployment.
Comparing Fig. 12 with Fig. 13, it was found that, when
active deployment is needed, the reconfiguration time is
dominated by the active deployment process. Figs. 14 and
15 show similar behaviors. When active deployment is
needed, the active deployment process and other system
overheads contribute 56.3 to 87 percent of the overall
reconfiguration time. Figs. 13 and 15 show that, without
active deployment, the reconfiguration time is relatively
insensitive to variations in bandwidth. Such a characteristic
is due to the fact that, during the reconfiguration process,
only a few control messages are exchanged over the
network, and these messages are small in size. Without
active deployment, the system overhead is relatively
constant between 21.4 and 28.5 percent of the overall
reconfiguration time. The suspension time, which is
represented by the service addition time, is between 0.528
to 0.316 seconds. The short suspension time is hardly
noticeable by users.
8R ELATED WORK
In the past, the development of middleware platforms has
taken the approach of a black box concept, where the
detailed operations of invocations, dispatching and instan-
tiation of processes at the remote end are completely hidden
away from the programmers developing the applications.
For example, in platforms such as CORBA and DCOM, the
middleware abstracts the distributed applications as a
unified collection of objects operating over a virtual bus.
The use of language-independent IDL (Interface Definition
Language) to specify the object’s interfaces and boundaries
enables the separation of the object implementations from
the services provided by the middleware. Importantly, the
application objects are completely oblivious to the detailed
operations of the middleware, and the architecture does not
present any option for the application to inspect or alter the
middleware services. In a mobile computing environment,
it is desirable for middleware systems to support some
degree of configurability to enable mobile applications to
adaptively reconfigure and optimize the services in
response to varying context environments.
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Fig. 12. Cumulative time for reconfiguration with active deployment
[mobilets of 5 KB x (5 deletions + 5 additions)].
Fig. 13. Cumulative time for reconfiguration without active deployment
[mobilets of 5 KB x (5 deletions + 5 additions)].
Fig. 14. Cumulative time for reconfiguration with active deployment
[mobilets of 5 KB x (2 deletions + 2 additions)].
Fig. 15. Cumulative time for reconfiguration without active deployment
[mobilets of 5 KB x (2 deletions + 2 additions)].The need to create a more robust and configurable
middleware system is realized in the development of the
Open ORB [16]. The design and implementation of Open
ORB is based on a reflective middleware platform. Access to
the underlying platform is achieved through the metainter-
face, which exposes the metaspace that represents the
support environment for the component. The Open ORB
architecture is designed as a general middleware that
supports system reconfigurations by allowing applications
to inspect (through reflection) and to adapt (through
reification) the behavior of the underlying system compo-
nents. The architecture does not have specific mechanisms
to support mobile computing applications so that context
awareness can be seamlessly integrated into the program-
ming model to facilitate dynamic configuration and deploy-
ment of mobile services. The Open ORB component
composition employs the component graph to represent
the complex relationship between the bindings of the
components. While it is a generic and flexible model, the
model requires careful handling and management of the
component placements, dependencies and underlying
structure. If unconstrained, it may lead to binding incon-
sistency and potential operation deadlocks. By contrast,
MobiPADS uses the concept of service chaining as the
underlying technique to support flexible composition of the
mobile services offered by the middleware by dividing the
system services into a service chain of mobilets. The
organization of the system services into mobilets provides
a clean separation between service implementations and
specifications. The communication between mobilet services
is based on the notion of object encapsulation, where data
pertaining to a service is encapsulated in a header object,
while the encapsulation protocol remains open-ended to
allow arbitrary data to be sent to the peer mobilet service.
The peer-to-peer mobilets are therefore responsible for
implementing their own service protocols to define the
format of the encapsulated object data. The separation of
peer-to-peer protocols between services and open-ended
interfaces between mobilets minimizes the dynamic depen-
dencies, while promoting ease of maintenance and reconfi-
guration of mobilets.
In addition to dynamically configurable middleware,
there are systems that have been developed to directly
address issues pertaining to mobile computing for a specific
environment. For example, the Mowgli middleware [17]
designed specifically to operate over the WWW, separates
the communication path into two communication subsys-
tems: One is wired and the other is wireless. Based on the
Mowgli architecture, the Mowgli WWW is a set of Web
services that enhances the Web browsing experience in a
mobile WAN environment. The Mowgli WWW Agent and
Proxy is a pair of mediators that serves HTTP. The agent
and proxy communicate with each other using Mowgli
HTTP (MHTTP), which is optimized for the wireless
environment. The Mowgli WWW predictive uploads the
embedded object to the mobile client, providing compresses
data, intelligently filters the large embedded object, and
manages the cache. The WebExpress [18] is another split
connection approach that aims at improving the Web
browsing experience in a wireless environment. It features
a pair of agents at the ends of the wireless link. Unlike
Mowgli WWW, WebExpress uses normal TCP/IP protocols
on the wireless network, and its enhancements focus on
improving HTTP across the wireless link. The optimization
techniques of WebExpress include caching, differencing of
CGI requests and HTTP protocol optimization.
Middleware to address file systems operating over a
wireless environment was first introduced in the Coda
system [19]. In particular, Coda middleware was designed
to deal with the problems of file accesses that arise out of
disconnected operations. The work shows how Coda
exploits the caching of data to apply it to improving data
availability operating in a hostile or even disconnected
wireless environment. In the event of disconnection, the
middleware serves file system requests based on the
contents of its cache. Upon reestablishment of the connec-
tion, the middleware is responsible for performing data
synchronizations and for propagating modifications to the
servers.
In the Rover toolkit [20], the middleware supports the
development of both mobile-transparent and mobile-aware
applications. The key idea of Rover is the introduction of
the relocatable object (RDO) and the queued remote
procedure call (QRPC). Object codes extended from RDO
can be easily relocated from the server to mobile client (or
vice-versa) to allow disconnected operations. On the other
hand, QRPC permits applications to perform remote
procedural calls even when connection is unavailable, by
queueing the calls locally and serves as the connection is
reestablished.
As mobile computing continues to gain popularity, there
is an increasing need to develop and extend middleware to
support adaptations brought about by the dynamic char-
acteristics of the wireless environment. Previous research
has mainly focused on developing middleware systems to
address specific issues and operating environments. These
middleware have functionalities that are static, so that they
require a priori installation of services to the underlying
systems. Once deployed, it is difficult for the middleware to
evolve to match the varying characteristics of mobile
applications. In fact, most of these middleware do not
allow applications to actively interact with the services and
to adapt these services to the evolving needs of applications.
The concept of configurable and active service deployment
applied in the MobiPADS offers a new paradigm for the
next generation of context-aware mobile middleware.
9C ONCLUSIONS
The growing importance of mobile computing has given
rise to a need to revisit the design requirements of future
middleware to cope with the diverse challenges of operat-
ing over a dynamic context. The fundamental assumption
of a static operating environment, which resulted in a
monolithic “black-box” approach to implementing existing
middleware, is invalidated in a mobile computing environ-
ment. An important requirement in the formulation of a
context-aware middleware is the need to devise suitable
control mechanisms that allow applications to directly
p a r t i c i p a t ei nr e s o u r c ea d a p t a t i o ni nr e s p o n s et ot h e
dynamic operating environment. In this paper, we have
presented the overall architectural design of the MobiPADS
system. The MobiPADS represents a reflective-based
mobile middleware that is designed to support the active
deployment of augmented services for mobile computing.
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of active-service entities, known as a mobilets, which are
constructed as a series of primitive services that form a
service-chain composition. The reflective model provides
metainterfaces for applications to directly participate in
c o m p u t a t i o na d a p t a t i o ni nr e s p o n s et ot h ec h a n g i n g
context. Through the metalevel object representation of
the internal event system and service reconfiguration
mechanism, a mobile application can access contextual
information, the service configuration and adaptation
strategy of MobiPADS, and examine and modify these
entities to obtain optimal service provision from the
MobiPADS.
The entire MobiPADS system is implemented and
deployed in a Java platform. To demonstrate the function-
ality of the middleware and verify its interactions between
components, we have developed and implemented an
adaptive Web access application [7] running over the
MobiPADS execution environment. Importantly, the com-
plete implementation of the MobiPADS and the application
framework provides us with a unique opportunity to truly
exercise the system, which provided us with important
insights on the complex interactions between the different
software components and objects. The design choice of
modeling the platform with a crisp boundary of classes to
promote clear distribution of responsibilities and code
reusability needs to be balanced against the impact on
computation overheads incurred in instantiating too many
objects. Further experiments are planned to evaluate the
performance of the system in terms of the computational
overheads incur in executing MobiPADS platform on both
the server and client proxies. This would provide us with
insights on the performance issues of MobiPADS in
supporting concurrent threads of mobilet chains across
different platforms such as PCs, PDAs, J2ME, and note-
books. As part of our future work, we intend to investigate
ways to improve the performance in terms of supporting
more mobilets without significantly reducing the overall
processing rate. We would also like to investigate the
support of more flexible compositions of the mobilets, while
providing support for consistency checking, security, and
access control.
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