I nferring information from a set of acquired data is the main objective of any signal processing (SP) method. The common problem of estimating the value of a vector of parameters from a set of noisy measurements is at the core of a plethora of scientific and technological advances in recent decades, including wireless communications, radar and sonar, biomedicine, image processing, and seismology.
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Developing an estimation algorithm often begins by assuming a statistical model for the measured data, i.e., a probability density function (pdf), which, if correct, fully characterizes the behavior of the collected data/measurements. Experience with real data, however, often exposes the limitations of any assumed data model, since modeling errors at some level are always present. Consequently, the true data model and the model assumed to derive the estimation algorithm could differ. When this happens, the model is said to be mismatched or misspecified. Therefore, understanding the possible performance loss or regret that an estimation algorithm could experience under model misspecification is critical for any SP practitioner. Furthermore, understanding the limits on the performance of any estimator subject to model misspecification is of practical interest.
Motivated by the widespread and practical need to assess the performance of a mismatched estimator, the goal of this article is to help bring attention to the main theoretical find-ings on estimation theory, and, in particular, on lower bounds under model misspecification, that have been published in the statistical and econometrical literature in the last 50 years. Additionally, some applications are discussed to illustrate the broad range of areas and problems to which this framework extends and, consequently, the numerous opportunities available for SP researchers.
A formal theory of statistical inference under misspecified models
The mathematical basis for a formal theory of statistical inference was presented by Fisher, who introduced the maximum likelihood (ML) method along with its main properties [9] . Since then, ML estimation has been widely used in a variety of applications. One of the main reasons for its popularity is its asymptotic efficiency, i.e., its ability to achieve a minimum value of the error variance as the number of available observations goes to infinity or as the noise power decreases to zero. The concept of efficiency is strictly related to the existence of some lower bounds on the performance of any estimator designed for a specific inference task. Such performance bounds, one of which is the celebrated Cramér-Rao bound (CRB) [8] , [33] , are fundamentally important in practical applications, as they provide a benchmark of comparison for the performance of any estimator. Specifically, given a particular estimation problem, if the performance of a certain algorithm achieves a relevant performance bound, then no other algorithm can do better. Moreover, evaluating a performance bound is often a prerequisite for any feasibility study. The availability of a lower bound for the estimation problem at hand makes the SP practitioner aware of the practical impossibility to achieve better estimation accuracy than the one indicated by the bound itself. Another fundamental feature of a performance bound is its ability to capture and reveal the complex dependences among the various parameters of interest, thus offering the opportunity to more deeply understand the estimation problem at hand and, ultimately, to identify an appropriate design choice of parameters and criteria for an estimator [23] .
Before describing specific performance bounds, it is worth mentioning that estimation theory explores two different frameworks: one is deterministic and one is Bayesian. In the classical deterministic approach, the parameters to be estimated are modeled as deterministic but unknown variables. This implies that no a priori information is available that would suggest that one outcome is more or less likely than another. In the Bayesian framework, the parameters of interest are assumed to be random variables, and the goal is to estimate their particular realizations. Unlike the classical deterministic approach, the Bayesian approach exploits this random characterization of the unknown parameters by incorporating a priori information about the unknown parameters in the derivation of an estimation algorithm. The joint pdf of the unknown parameters is assumed to be known and, therefore, can be taken into account in the estimation process through Bayes' theorem [23] .
Basics about performance bounds
When discussing lower bounds, the first distinction that needs to be made is between local (small-error) bounds and global (large-error) bounds. A bound can be considered a local-error bound if its calculation relies exclusively on the behavior of the pdf of the data at a single point value of the parameter (or perhaps a very small local neighborhood around this point). If the calculation of a bound requires knowledge of the pdf behavior at multiple (more than one) distinct and well-separated (nonlocal) points, then the bound can be characterized as a global-error bound. Local-error bounds at best determine the limits of the asymptotics of optimal algorithms like ML, whereas the characterization of nonasymptotic performance must somehow take into account the possible influence of parameter values other than the true value.
A bound is said to be tight if it reasonably predicts the performance of the ML estimator. If a bound is only asymptotically tight, then it is reliable only in the presence of a high signal-to-noise ratio (SNR) or a sufficiently large number of measurements. However, if a bound is globally tight, then it is a reliable bound for the error covariance of an ML estimator, irrespective of the SNR level or of the amount of available data. The deterministic bound that can be regarded as the most general representative of the class of global bounds is the Barankin bound (BB) [3] . However, due to its generality, the calculation of the BB is not straightforward, and it usually does not admit a closed-form representation. The most popular local bound is the aforementioned CRB. Unlike the BB, the CRB is easy to evaluate for many practical problems, but it is only asymptotically reliable. In the nonasymptotic region, which is characterized by a low SNR and/or by a low number of measurements, the CRB can be too optimistic with respect to (w.r.t.) the effective error covariance achievable by an estimator [44] .
The second subdivision of the performance bounds is a direct consequence of the dichotomy between the deterministic and the Bayesian estimation frameworks. In particular, we can identify the class of deterministic lower bounds and the class of Bayesian lower bounds [43] . Without any claim of completeness, the class of the deterministic lower bounds includes the (global) BB [3] and two local bounds, the Bhattacharyya bound [5] and the CRB [8] , [33] . We stress that the most common forms of these bounds, including the CRB, apply only to unbiased estimators. Versions of these bounds exist, however, that can be applied to biased estimators whose bias function can be determined. Concerning the Bayesian bounds, they can be divided into two classes [34] : the Ziv-Zakaï family and the Weiss-Weinstein family, to which the Bayesian version of the CRB belongs. The first family is derived by relating the mean squared error (MSE) to the probability of error in a binary hypothesis testing problem, while the derivation of the latter is based on the covariance inequality. For further details on Bayesian bounds, refer to [43] .
An estimation theory under model misspecification: Motivations
Regardless of the differences previously discussed, both the classical deterministic estimation theory and the Bayesian framework are based on the implicit assumption that the assumed data model (the pdf) and the true data model are the same, i.e., the model is correctly specified. However, much evidence from engineering practice shows that this assumption is often violated; the assumed model is different from the true one. There are two main reasons for model misspecification. The first is the imperfect knowledge of the true data model, which leads to an incorrect specification of the data pdf. However, there could be cases where perfect knowledge of the true data model is available, but, due to an intrinsic computational complexity or to a costly hardware implementation, it is not possible nor convenient to pursue the optimal "matched" estimator. In these cases, one may prefer to derive an estimator by assuming a simpler but misspecified data model, e.g., the Gaussian model. Of course, this suboptimal procedure may lead to some degradation in the overall system performance, but it ensures a simple analytical derivation and real-time hardware implementation of the inference algorithm. In such a misspecified estimation framework, the possibility to assess the impact of the model misspecification on the estimation performance is of fundamental importance to guarantee the reliability of the (mismatched) estimator. Misspecified bounds are then the perfect candidates to fulfill this task: they generalize the classical framework by allowing the assumed and true models to differ, yet they establish performance limits on the estimation error covariance in a way that indicates how the difference between the true and assumed models affects the estimation performance. Having established the main motivations, we can now briefly review the literature on the estimation framework under model misspecification, with a focus on the two classical building blocks, i.e., the ML estimator and the CRB.
Some historical background
The first fundamental result on the behavior of the ML estimator under misspecification appeared in the statistical literature in 1967 and was provided by Huber [20] . In that paper, the consistency and the normality of the ML estimator were proved under very mild regularity conditions. Five years later, Akaike [1] highlighted the link between Huber's findings and the Kullback-Leibler divergence (KLD) [7] . He noted that the convergence point of the ML estimator under model misspecification could be interpreted as the point that minimizes the KLD between the true and the assumed models. In the early 1980s, these ideas were further developed by White [46] , where the term quasi-ML estimator was introduced. Some years later, the second fundamental building block of an estimation theory under model misspecification was established by Vuong [45] . Vuong was the first to derive a generalization of the Cramér-Rao lower bound under misspecified models. The Bayesian misspecified estimation problem has been investigated in [4] and [6] .
Quite surprisingly and despite the wide variety of potential applications, the SP community has remained largely unaware of these fundamental results. This topic has only recently been rediscovered and its applications to well-known SP problems investigated [10] - [12] , [14] , [18] , [19] , [22] , [28] , [32] , [35] - [38] , [48] , [50] . Of course, every SP practitioner was aware of the misspecification problem, but some approaches commonly used within the SP community to address it differed from some of those proposed in the statistical literature. The effect of the misspecification has been modeled by adding into the true data model some random quantities, also called nuisance parameters, and by transforming the estimation problem at hand into a higher dimensional hybrid estimation problem. The performance degradation due to the augmented level of uncertainty generated by the nuisance parameters could be assessed by evaluating the true CRB when possible, the hybrid CRB (see, e.g., [16] , [29] , [31] , and [39] ), or the modified CRB (see, e.g., [2] , [17] , and [24] ). This approach, although reasonable, is application dependent and not general at all. Other approaches include sensitivity analyses [15] , [44] .
Finally, the relationship between misspecified estimation theory and robust statistics should also be noted (see [49] for a tutorial on robust statistics). As one would expect, these two frameworks share the same motivations, i.e., an imperfect knowledge of the true data model. The aim of robust
The mathematical basis for a formal theory of statistical inference was presented by Fisher, who introduced the maximum likelihood method along with its main properties. estimation theory is to develop estimation algorithms that are capable of achieving good performance over a large set of allowable input data models, even if they are suboptimal under any nominal (or true) model. Even though the development of robust estimators is certainly vital in many SP applications, for some of these, the mathematical derivation and consequent implementation may be too involved or too time and hardware intensive. In these cases, as discussed before, one may prefer to apply the classical, nonrobust estimation theory by assuming a simplified, hence, misspecified, statistical model for the data.
The first aim of this article is to summarize the most relevant existing works in the statistical literature using a formalism that is more familiar to the SP community. The second is to show the potential application of misspecified estimation theory, in both the deterministic and Bayesian contexts, for various classical SP problems. in the mismatched estimation framework, we adopt a different parametric pdf, say, 
Description of a misspecified model problem
Moreover, suppose that the assumed paramet ric m o d e l for data inference is the Gaussian parametric model, i.e.,
. where R + is the set of positive real numbers. This situation clearly represents a matched case, since there exists
r r Suppose now that the collected data are distributed according to a univariate Laplace distribution with a location parameter c r and a scale parameter , b r i.e., ( ) ( , ).
= r r Due to, perhaps, misleading and incomplete information on the experiment at hand or due to the need to derive a simple algorithm, we decide to adopt a parametric Gaussian model F to characterize the collected data. Unlike the previous example, this is obviously a mismatched case, since there does not exist any ( , )
for which the assumed Gaussian model is equal to the true Laplace model.
Many practical examples of model misspecification can be found in everyday engineering practices. Just to list a few, recent papers have investigated the application of this misspecified model framework to ■ the direction-of-arrival (DOA) estimation problem in sensor arrays [22] , [36] , [37] and multiple-input, multiple-output (MIMO) radars [35] ■ the covariance matrix estimation problem in non-Gaussian disturbance [10] , [12] , [18] ■ radar-communication systems coexistence [38] ■ waveform parameter estimation in the presence of uncertainty in the propagation model [32] ■ the time-of-arrival estimation problem for ultra-wideband signals in the presence of interference [19] .
In "The Misspecified CRB" and "The Mismatched ML Estimator" sections, the parameter vector i is assumed to be an unknown and deterministic real vector. The extension to the Bayesian case is discussed in the "Generalization to the Bayesian Setting" section. Suppose, for inference purposes, we collect M independent, iden-
Due to the independence, the true joint pdf of the data set x can be expressed as the product of the marginal pdf as ( ) ( ). The misspecified CRB This section introduces a version of the CRB accounting for possible model misspecification, i.e., the misspecified CRB (MCRB), which can be considered a generalization of the usual CRB. In particular, as we will show later, the CRB is obtained when the model is correctly specified. We start by providing the
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required regularity conditions and the notion of unbiasedness for mismatched estimators.
Regular models
As with the classical CRB, to guarantee the existence of the MCRB, some regularity conditions on the assumed pdf need to be imposed. Specifically, the assumed parametric model F must be regular w.r.t. , P i.e., the family to which the true pdf belongs. The complete list of assumptions that F must satisfy to be regular w.r.t. P are given in [45] and briefly recalled in [10] . Most of them are rather technical and facilitate an order reversal of the integral and derivative operators. Nevertheless, there are two assumptions that need to be discussed here due to their importance in the development of the theory. The first condition that must be satisfied is Assumption 1.
Assumption 1
There exists a unique interior point 0 i of H such that , argmin
ln
where [7] between the true and the assumed pdfs. As indicated by (1), 0 i can be interpreted as the point that minimizes the KLD between ( ) p x X m and ( ), f x X m i and it is called the pseudotrue parameter vector [45] , [46] .
After having defined the pseudotrue parameter vector 0 i in this assumption, let A 0 i be the matrix whose entries are defined as
As with matrix , A 0 i we recognize in B 0 i the second po ssi ble generalization of the FIM. Vuong [45] showed that if ( )
where i r is the true parameter vector of the classical matched theory. The last equation shows that, under the correct model specification, the two expressions of the FIM are equal, as expected [44] . This provides evidence of the fact that the misspecified estimation theory is consistent with the classical one. The reader, however, should note that the equality between the pseudotrue parameter vector and the true one does not imply in any way the equality between the true and the assumed pdfs and, consequently, between the matrices B 0 i and . A 0 i After having established the necessary regularity conditions, we can introduce the class of misspecified-unbiased (MS-unbiased) estimators.
The MS-unbiasedness property
The first generalization of the classical unbiasedness property to mismatched estimators was proposed by Vuong [45] . Specifically, let ( )
be an estimator of the pseudotrue parameter vector ,
where 0 i is the pseudotrue parameter vector defined in (1) . The link with the classical matched unbiasedness property is obvious: if the parametric model F is correctly specified, 0 i is equal to the vector
# which is the classical definition of the unbiasedness property. At this point, we are ready to introduce the explicit expression for the MCRB.
A covariance inequality in the presence of misspecified models
In this section, we present the MCRB as introduced by Vuong in his seminal paper [45] . An alternative derivation was proposed by Richmond and Horowitz in [36] and [37] . A comparison between the derivation given in [45] and the one proposed in [36] and [37] has been provided in [10] .
Theorem 1
In Theorem 1 [45] , let F be a misspecified parametric model that is regular w.r.t. . ,
is the error covariance matrix of the mismatched estimator ( )
where the matrices A 0 i and B 0 i have been defined in (2) and (3), respectively.
The following comments are in order. The major implication of Theorem 1 is that it is still possible to establish a lower bound on the error covariance matrix of an (MS-unbiased) estimator, even if it is derived under a misspecified data model, i.e., it is derived under a pdf ( ) f x X m i that could differ from the true pdf ( ) p x X m for every value of i in the parameter space .
H An important question that may arise under a misspecified model framework is which vector in the assumed parameter space H should be used to evaluate the effectiveness of a mismatched estimator, particularly when no true parameter vector exists, i.e.,
It is certainly reasonable to use the parameter value that minimizes the distance, in a given sense, between the assumed misspecified pdf ( ) f x X m i and the true pdf
Theorem 1 shows that, if one uses the KLD as a measure of distance and by assuming that the misspecified model F is regular w.r.t. the true model , P this parameter vector exists, and it is the pseudotrue parameter vector 0 i defined in (1) . Specifically, the MCRB is a lower bound on the error covariance matrix of any MS-unbiased estimator, where the error is defined as the difference between the estimator and the pseudotrue parameter vector. Moreover, if the model F is correctly specified, then, as stated before, ,
Consequently, the inequality in (5) becomes the classical (matched) CRB inequality for unbiased estimators
The second point concerns the matter of how to exploit Theorem 1 in practice. The MCRB is a generalization of the classical CRB to the misspecified model framework and can play a similar role. Specifically, the MCRB can be used to assess the performance of any mismatched estimator, and it plays the same key role as the classical CRB in any feasibility study, but with the added flexibility to assess performance under modeling errors. For example, consider the recurring scenario in which the SP practitioner is aware of the true data pdf ( ), p x X m but, to fulfill some operational constraints, the user is forced to derive the required estimator by exploiting a simpler, but misspecified, model. In this scenario, the MCRB in (5) can be directly applied to assess the potential estimation loss due to the mismatch between the assumed and the true models.
This scenario can be extended to the case in which the SP practitioner is not completely aware of the functional form of the true data pdf, but the user is still able to infer some of its properties, e.g., from empirical data or parameter estimates based on such data. Such knowledge can be used to motivate surrogate models for the true data pdf, which in turn can be exploited to conduct a system analysis and performance assessment. To clarify this point, consider the case in which the SP practitioner, to derive a simple inference algorithm, decides to assume a Gaussian model to describe the data behavior. However, thanks to a preliminary data analysis, the user knows that the data share a heavytailed distribution, e.g., due to the presence of impulsive non-Gaussian noise. Then, the user could choose as true data pdf a heavy-tailed distribution, e.g., the t-distribution, and, consequently, exploit the MCRB to assess how ignoring the heavy-tailed and impulsive nature of the data affects the performance of the estimation algorithm based on a Gaussian model. This explains that, although the chosen "true" pdf (in this example, the t-distribution) may not be the exact true data pdf, it can still serve as a useful surrogate for the purposes of system analysis and design by means of the MCRB.
The MCRB can also be used to predict potential weaknesses (i.e., a breakdown of the estimation performance) of a system. Suppose one has a system/estimator derived under a certain modeling assumption, but it is of practical interest to predict how well this system will react in the presence of different true input data distributions, perhaps characterizing operational scenarios that the system can undergo. Clearly, the MCRB is well suited to address this task.
Another important question may arise analyzing Theorem 1. To evaluate the pseudotrue parameter vector 0 i in (1) and then the MCRB in (5), we need to know the true data pdf ( ), p x X m since it is required to evaluate the expectation operators. How can we calculate the MCRB in all the practical cases in which we haven't any a priori knowledge of the functional form of ( )? p x
X m
An answer to this fundamental question is given in the section "A Consistent Sample Estimate of the MCRB," where we show that consistent estimators for both the pseudotrue parameter vector 0 i and the MCRB can be derived from the acquired data set.
The proposed MCRB can be easily extended to misspecified estimation problems that require equality constraints. We refer the reader to [11] for a comprehensive treatise on this problem. Additionally, with regard to the possibility of generalizing the previously discussed results to the case of complex unknown parameter vectors, the extension to the complex fields can be achieved in two equivalent ways. We can always map a complex parameter vector into a real one simply by stacking its real and imaginary parts, as, e.g., in [35] , or we could exploit the so-called Wirtinger calculus, as discussed in [13] and [37] .
An interesting case: A lower bound on the MSE via the MCRB
In this section, we focus on a mismatched case that is of great interest in many practical applications. Specifically, we consider the case in which the parameter vector of the assumed model F is nested in the one of the true parametric model , P i.e., the assumed parameter space H is a subspace of the true parameter space , # X H C = where # indicates the Cartesian product. Under this restriction, the true parametric model can be expressed as
while the assumed model is
c C Moreover, the nested parameter vector assumption includes, as a special case, the scenario in which the true parameter space and the assumed one are equal, i.e.,
. / X H This case arises, for example, in array processing applications in which both the true and the assumed pdfs of the acquired data vectors can be parameterized by the angles of arrival of a certain number of sources [37] . A practical example of the more general nested model assumption is the estimation of the disturbance covariance matrix in adaptive radar detection [10] . In this misspecified estimation problem, both the unknown true data pdf and the assumed one can be parameterized by a scaled version of the covariance matrix and by the disturbance power. Both of i.e., the user misspecifies the mean value. Note that, as long as , 0 ! n r the true but unknown pdf ( ) p x X m does not belong to the assumed model .
F Moreover, the reader can easily recognize this mismatched scenario as a simple instance of the particular case discussed in the section "An Interesting Case: A Lower Bound on the MSE via the MCRB." In fact, it is immediately verified that the parameter space R 3 H + that characterizes the assumed model is a subset of the true parameter space, i.e., [ , ] ,
where R0 indicates the set of all the real numbers excluding 0.
According to the theory presented in the section "The Misspecified CRB," we first must check whether the assumed model F is regular with respect to (w.r.t.) ; P in other words, we have to prove the existence of the pseudotrue parameter 0 i (Assumption 1) and the nonsingularity of the matrix A 0 i defined in (2) (Assumption 2). Note that, for the problem at hand, A 0 i is a scalar quantity, so we have to prove that
The pseudotrue parameter 0 i is defined in (1) . Following [7] , the Kullback-Leibler divergence (KLD) can be expressed as
The minimum is obtained for , 0 2 2
i v n = + r r which, according to (1), represents the pseudotrue parameter. Since the pseudotrue parameter exists and is unique, Assumption 1 is satisfied. We can now check Assumption 2. To this end, from (2), A 0 i can be evaluated as
yielding a denominator different from zero since ; 
Finally, from (5), we get
Since this misspecified scenario belongs to the particular class of nested parametric models, as discussed in the section "An Interesting Case: A Lower Bound on the MSE via the MCRB," we can also rewrite the MCRB in (S4) as a function of the true variance . It can be noted that the lower bound in (S5) is always greater than the classical CRB given by ( )
Variance Estimation these applications will be discussed in the "Examples of Applications" section, while here we focus on the theoretical implications of the condition in (8) . The first immediate consequence of (8) is the fact that if the pseudotrue parameter vector 0 i and the true parameter subvector i r belong to the same parameter space , H then the difference vector r 0 _ i i -r is well defined, but, in general, it is different from a zero-vector. As shown in [ 
Note that, here, the lower bound (denoted as LB)
h is considered as a function of the true parameter vector . i r A simple example that clarifies the role of the inequality (9) as lower bound on the MSE is reported in "Variance Estimation."
and they are equal only in the case of perfect model specification, i.e., when the true mean is equal to the assumed mean, i.e., . 0 n = r After having established a lower bound on the mean square error (MSE), we now investigate the properties of the mismatched maximum likelihood (MML) estimator for the estimation problem at hand. In particular, we can say that the MML estimator is not consistent since, from (11) , it converges to , 0 i which is different from the true variance . Figure S1 shows the error covariance of the MML estimator, the ( ), MCRB 0 i and the sample estimate of ( ) MCRB 0 i obtained according to (13)- (15) . As we can see, ( ) MCRB 0 i is a tight bound for the error variance of the MML estimator, and the sample ( ) MCRB 0 i accurately predicts it. Due to the particular nested structure of the true and assumed parameter spaces of this example, we can also evaluate the MSE of the MML estimator w.r.t. the true variance, i.e., ( , ), MSEp
MML
i v t r and the related ( ) LB 2 v r obtained as shown in (9) . Note that the lower bound is denoted as LB.
In Figure S2 , we report the MSE of the MML estimator, the ( ), LB 2 v r and the classical CRB on the estimation of the variance, ( ) CRB 2 v r , as function of the value of the true mean value . n r As expected from (9), ( ) LB 2 v r is a tight bound for the MSE of the MML estimator. Finally, it can be noted that the ( ) LB 2 v r is equal to the ( ) CRB 2 v r only when , 0 n = r i.e., when the assumed mean value is equal to the true one. The mismatched ML estimator
The aim of this section is to present the second milestone of the estimation theory under model misspecification: the mismatched ML (MML) estimator. As discussed in the section "A Formal Theory of Statistical Inference Under Misspecified Models," the theoretical framework supporting the existence and the convergence properties of the MML estimator were developed by Huber [20] and later by White [46] . Here, our goal is to summarize their main findings from an SP standpoint. 
Following the classical definition, the MML estimate is the vector that maximizes the (misspecified) log-likelihood function
The definition of the MML estimator given in (10) is clear and self-explanatory. Furthermore, it is consistent with the classical "matched" ML estimator. But what is the convergence point of ( )? x MML i t As proved in [20] and [46] , under suitable regularity conditions, the MML estimator converges [almost surely (a.s.)] to the pseudotrue parameter vector 0 i defined in (1) . This is a desirable result since it shows that the MML estimator converges to the parameter vector that minimizes the distance, in the KLD sense, between the misspecified and the true pdfs (see "Variance Estimation" and "Power Estimation in Correlated Data"). In addition, Huber and White investigated the asymptotic behavior of the MML estimator, and their valuable findings can be summarized in the following theorem.
Theorem 2
For Theorem 2 [20] , [46] , under suitable regularity conditions, it can be shown that
Moreover,
where . where the matrices A 0 i and B 0 i have been defined in (2) and (3), respectively. Matrix C 0 i is sometimes referred to as Huber's sandwich covariance. Two comments are in order: 1) The MML estimator is asymptotically MS-unbiased, and its asymptotic error covariance is equal to the MCRB, i.e., it is an efficient estimator w.r.t. the MCRB. The analogy with the classical matched ML estimator is completely transparent. In particular, if the model F is correctly specified, i.e., there exists a parameter vector
r with an asymp-totic error covariance matrix given by the classical CRB, which is the inverse of the FIM . B A =i i r r 2) Theorem 2 represents a very useful result for practical applications. In fact, it tells us that, when we do not have any a priori information about the true data model, the ML estimator derived under a possibly misspecified model is still a reasonable choice among other MS-unbiased mismatched estimators, since it converges to the parameter vector that minimizes the KLD between the true and the assumed model and it has the lowest possible error covariance (at least asymptotically).
A consistent sample estimate of the MCRB
In this section, we go back to an issue raised before, i.e., the calculation of the MCRB when the true model is completely unknown. In fact, from (5) , to obtain a closed form expression of the MCRB, we need to analytically evaluate , is completely unknown, we will not be able to evaluate these expectations in closed form, but, as an alternative, we could obtain sample estimates of them. More formally, we define the matrices [46]:
Remarkably, it can be shown (see the proof in [46, Theorem 3.2]) that
In other words, (16) assures us that we can obtain a strongly consistent estimate of the MCRB by evaluating the sample counterpart of A 0 i and , B 0 i i.e., ( ) AM i and ( ), BM i at the value of the MML estimator. This result has strong practical implications, since it provides an estimate of the MCRB when we do not have any prior knowledge of the true pdf ( ). p x X m Hence, it widens areas of applicability of the MCRB. This, of course, requires the data to be stationary over some reasonable period to allow sufficient averaging (as is required in numerous SP applications). This result can also be used to design statistical tests to detect model misspecification [46] , [47, p. 218 ].
Generalization to the Bayesian setting
The Bayesian philosophy adopts the notion that one has some prior knowledge (a belief or perhaps a guess) about the values a desired parameter will assume before an experiment. Once data are observed, then one can update that prior knowledge based on the information provided by the data measurements. Thus, the Another example that clarifies the theory concerns the estimation of the statistical power of a set of zero mean Gaussian vectors. Let
{ } x xm m M 1 = = be a set of M i.i.d. real N-dimensional random vectors sampled from a multivariate Gaussian pdf with a zero mean value and covariance matrix given by M ,
v r is the statistical power and R is a symmetric, positive definite matrix whose trace is equal to N, i.e., ( ) . N tr R = For simplicity, we assume that [ ] ,
is the one-lag correlation coefficient (this is the typical correlation matrix of an autoregressive process of order 1). Suppose now that the user is not aware of the data correlation structure and decides to assume the following parametric Gaussian model:
where IN is the identity matrix of dimension N. Note that, as long as , 0 ! t the true pdf ( ) x pX m does not belong to the assumed model . F We will proceed exactly as in "Variance Estimation" by checking the Assumptions 1 and 2 and then by evaluating the MML estimator and the relative MCRB.
To evaluate the pseudotrue parameter , 0 i we need to find the minimum of the KLD between the true and assumed model. Following [7] again, the KLD between
Keeping in mind that ( ) , N tr R = it is immediately verified that the minimum is given by , 0 2
i v = r i.e., the pseudotrue parameter is equal to the true power. After some basic calculus, the terms A 0 i and B 0 i are obtained as 
The CRB for the estimation of the statistical power of the true model can be easily obtained as ( )
As expected, the CRB is always greater that the MCRB on 2 v r , and they are equal if, and only if, I , N R = i.e., when the model is correctly specified. We can go on to investigate the properties of the MML estimator. Unlike the example in "Variance Estimation," the MML estimator of the statistical power is consistent since, from (11) , it converges to 0 i that is equal to the true power : 
Then, according to Theorem 1, its MSE is lower bounded by the MCRB in (5) . Figure S3 shows Bayesian framework is designed to allow prior knowledge to influence the estimation process in an optimal fashion. Specifically, within a Bayesian framework, estimation of the parameter vector i is derived from the joint pdf
From basic probability theory, the joint density can be expressed as
where clearly the posterior density f x X i i^h summarizes all the information needed to make any inference on i based on the data
The joint density can likewise be related to the conditional density that models the parameter's influence on data measurements, i.e.,
Prior knowledge about parameter vector i is reflected in the prior pdf ( ).
When there is no prior knowledge, all outcomes for the parameter vector can be assumed to be equally likely. Such a noninformative prior pdf often leads to results consistent with standard non-Bayesian approaches, i.e., it yields algorithms and bounds that rely primarily on
. f x X i i^h Thus, the Bayesian framework in a sense can be considered as a generalization of the non-Bayesian framework [27] , [43] , [44] .
When the model is perfectly specified, the optimal Bayesian estimator under cost metrics, such as the squared error and the uniform cost, depends primarily on the posterior distribution
.
where ( ) ( ) ( ) ( ) a a a a From (18) , one can presume that 0 i is the counterpart for the misspecified Bayesian estimation framework of the pseudotrue parameter vector introduced in (1). This conjecture is validated by the fundamental results of Bunke and Milhaud [6] that provide strong consistency arguments for a class of mismatched (or pseudo) Bayesian (MB) estimators. Specifically, let ( , ) L $ $ be a nonnegative, real-valued loss function such that ( , ) . L 0 i i = A familiar example of this type of functions is the one leading to the MSE between a given estimate i t and a given vector , i i.e., ( , ) ( ) ( ). 
Bunke and Milhaud [6] investigated the asymptotic behavior of the class of estimators in (19) and their results can be recast as follows.
Theorem 3
For Theorem 3 [6] , under certain regularity conditions (see [6, Assumptions A1-A11]) and provided that { },
where , =-= r r and, consequently, the asymptotic covariance matrices of the MB estimat o r and the MML estimator are the same, i.e.,
L L A B A L L
While identifying key results from [4] and [6] in this article, reference has been made to several assumptions (e.g., see [6, Assumptions A1-A11]) whose details were omitted here. While important (in particular, the uniqueness of the KLD minimizer is critical in Theorem 3), the inclusion of these details would unnecessarily clutter the discussion. However, the regularity conditions described by [6] characterize a wide spectrum of problems relevant to the SP community.
To conclude, the results discussed in this section are based on a parametric model ( ) f x X i for the data. A similar conver-gence persists in the nonparametric case. Specifically, Kleijn and van der Vaart [25] address convergence properties of the posterior distribution in the nonparametric case as well as the rate of convergence.
Bayesian bounds under misspecified models
As outlined in the section "A Formal Theory of Statistical Inference Under Misspecified Models," when the model is correctly specified, a wide family of Bayesian bounds can be derived from the covariance inequality [43] . As is well detailed in [34] and [43] , this family includes the Bayesian CRB, the Bayesian Bhattacharyya bound, the Bobrovsky-Zakaï bound, and the Weiss-Weinstein bound, among others.
Establishing Bayesian bounds under model misspecification appears to have received very limited attention and represents an area of open research. The only results on the topic to the authors' knowledge are given in [22] and [38] . The approach taken therein differs from the classical approach adopted in [43] with some loss in generality. In fact, the Bayesian bounds obtained in [22] and [38] attempt to build on the non-Bayesian results in [37] . Specifically, it is required that the true conditional pdf ( ) p x X i i and the assumed model f x X i i^h share the same parameter space ;
H thus, any misspecification is exclusively due to the functional form of the assumed distribution. This is essentially the particular case discussed in the non-Bayesian context in the section "An Interesting Case: A Lower Bound on the MSE via the MCRB," and the bound that we are going to derive has a form similar to the non-Bayesian bound in (9) . respectively. As in (9) , the total MSE is given by the sum of the covariance and squared bias. Thus, by use of the covariance inequality [43] , a lower bound on MSE under model mis-expressions can be found in [37] for the case where both the true and the assumed conditional distributions are complex Gaussian, for example. The resulting lower bound on the MSE follows from (24) and is given by Figure 1 plots the square roots of the bounds and of the MSE (RMSE) in units of beamwidths as a function of element-level SNR. The MCRB accurately predicts the performance of the MML estimator. If the system goal is a ten-to-one beamsplit ratio, i.e., -10 dB RMSE in beamwidths, then this could be accomplished with an SNR of 9.28 dB when the model is perfectly known, but not precisely knowing the true sensor positions requires an additional ~10 dB of SNR to achieve the same goal ( 10 MCRB dB ,for . 19 
dB SNR ,
). However, if the system receives an . , 9 3 dB SNR , then the minimum achievable beamsplit ratio in the presence of array errors is three to one, i.e., the 5 MCRB dB , -RMSE in beamwidths. This information can be quite valuable in determining where to focus efforts for improve system performance.
Scatter matrix estimation under model misspecification
Another widely encountered inference problem is the estimation of the correlation structure, i.e., the scatter or covariance matrix, of a data set. The estimation of the covariance/scatter matrix is a central component of a wide variety of SP applications [30] : adaptive detection and DOA estimation in array processing, principal component analysis, signal separation, interference cancellation, and the portfolio optimization in finance, just to name a few. Even if the data may come from disparate applications, they usually share a non-Gaussian, heavy-tailed statistical nature, as discussed in [49] . Estimating the covariance matrix of a set of non-Gaussian data, however, is not a trivial task. In fact, non-Gaussian distribution characterization typically requires additional parameters that must be jointly estimated along with the scatter matrix. Think, for example, of the (complex) t-distribution that has been widely adopted as a suitable and flexible model able to characterize the non-Gaussian, heavy-tailed data behavior [26] , [30] , [40] . A complex, zero-mean, random vector x C m N ! is said to be t-distributed if its pdf can be expressed as 
where ( ) $ C indicates the gamma function while m and h are the so-called shape and scale parameters, and R is the scatter matrix. This multidimensional pdf is obtained by assuming that vector xm follows the compound-Gaussian model with Gaussian speckle and inverse-Gamma distributed texture [40] . For proper identifiability, a constraint on , R e.g., , N tr R = h needs to be imposed. The complex t-distribution has tails heavier than the Gaussian for every ( , ), 0 3 ! m and it becomes the complex Gaussian distribution for . " 3 m As can be clearly seen from (29) , to perform some inference on a t -distributed data set, we must jointly estimate the shape and scale parameters along with the scatter matrix. Unfortunately, as pointed out in [26] , a joint ML estimator of these three quantities presents convergence and even existence issues. Moreover, as discussed in the section "A Covariance Inequality in the Presence of Misspecified Models," the t-distribution may be only an approximation of the true heavy-tailed data model. To overcome these problems, the SP practitioner has fundamentally two choices: 1) to apply some robust covariance matrix estimator (see [30] and [49] for further details) or 2) to assume a simpler, but generally misspecified, model for characterizing the data, gaining the possibility to derive a closed-form estimator at the cost of a loss in the estimation performance [10] , [12] . If option 2) is adopted, the most reasonable choice for the simplified data model is the complex Gaussian distribution:
is an efficient estimator w.r.t. the CMCRB, as predicted by the theory in the section "The Mismatched ML Estimator."
Concluding remarks
The objective of this article is to provide an accessible and, at the same time, comprehensive treatment of the fundamental concepts about CRBs and efficient estimators in the presence of model misspecification. Every SP practitioner is aware of the fact that, in almost all practical applications, a certain amount of mismatch between the true and the assumed statistical data models is inevitable. Despite its ubiquity, the assessment of performance bounds under model misspecification appears to have received limited attention from the SP community, while it has been deeply investigated by the statistical community. The first aim of this tutorial is to propose to a wide SP audience a comprehensive review of the main contributions to the mismatched estimation theory, both for the deterministic and Bayesian frameworks, with a particular focus on the derivation of CRB under model mismatching. Specifically, we have described how the classical tools of the estimation theory can be generalized to address a mismatched scenario. First, the MCRB has been introduced and the behavior of the MML estimator investigated. Second, results related to the deterministic estimation framework have been extended to the Bayesian one. The existence and the asymptotic properties of a MB estimator have been discussed. Moreover, some general ideas about the possibility to derive MBCRBs have been provided. In the last part of the article, we showed how to apply the theoretical findings to two well-known relevant problems: the DOA estimation in array processing and the estimation of the disturbance covariance matrix for adaptive radar detection.
Of course, much work remains to be done. A question that naturally arises is whether it is possible to derive a more general class of misspecified bounds. The first step toward this direction has been outlined by Richmond and Horowitz in [37] , where a generalization of the theory to the Bhattacharyya bound, to the BB, and to the Bobrovsky-Mayer-Wolf-Zakaï bound has been proposed. Next, as discussed in the " Generalization to the Bayesian Setting" section, a future area of research is the derivation of general Bayesian lower bounds that could be obtained by relaxing or, hopefully, removing the constraints given in (27) . Finally, a systematic and deep investigation of a general decision theory under model misspecification is required since it could lead great advantages in a huge number of SP applications. is the recipient of the 1994 Alan Berman Research Publication Award (Naval Research Lab) and the 1999 IEEE Young Author Best Paper Award in the area of sensor array and multichannel signal processing. His research interests include statistical signal processing, detection, estimation, and information theory. He is a Senior Member of the IEEE.
