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Abstract
In this paper, the Vitali-like convergence theorem is established. As its application we
complete the proof of the Riemann Hypothesis.
The Riemann hypothesis is commonly regarded as both the most challenging and the
most difficult task in number theory. It states that all complex zeros of the zeta function,
defined by the following series if R(s) > 1
ζ(s) =
∞∑
n=1
1
ns
and by analytic continuation to the whole plane, are located right on the critical lineR(s) =
1
2 .
In this paper, we prove the following result.
Main Theorem All nontrivial zeros of the Riemann zeta function lie on the critical
line R(s) = 12 .
Keywords the Riemann zeta function; analytic function; generalized analytic function; a
vitali-like theorem.
2010 MR Subject Classification 11M06,11M41
1 Introduction
We now define Wirtinger’s differential operators
∂
∂z
:=
1
2
( ∂
∂x
− i
∂
∂y
), ∂
∂z
:=
1
2
( ∂
∂x
+ i
∂
∂y
).
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The function f (z) = u(x, y) + iv(x, y) fulfills the Cauchy-Riemann system of differential equa-
tions if the identity
∂
∂z
=
1
2
( fx + i fy) = 12((ux + ivx) + i(uy + ivy))
1
2
((ux − vy) + i(vx + uy)) = 0
holds true. Therefore, analytic functions satisfy the partial differential equation
∂
∂z
f (z) = 0 in a region R.
A simple generalization of analytic functions, so-called generalized analytic functions, have
been studied extensively by Vekua(1962). The equation ∂Φ
∂z = 0 is now replaced by a special
form of a ∂ equation, namely
∂Φ
∂z
= A(z, z)Φ + B(z, z)Φ
in a region R, where Φ is the complex conjugate of Φ and A, B are given functions of z and z.
A Vitali-like convergence theorem :
Let fn(z) be a sequence of functions, each generalized analytic in a domain G; let { fn(z)} ⊂
C0(Ω,C)∩Cz(Ω) is locally bounded; and let fn(z) tend to a limit, as n −→ ∞, at a set of points
e having a limit-point inside G. Then fn(z) tends uniformly to a limit in any region bounded by
a contour interior to G, the limit being, therefore, a generalized analytic function of z.
In this paper, the Vitali-like convergence theorem is established. As its application we
complete the proof of the Riemann Hypothesis.
The distribution of prime numbers is an old problem in number theory. It is very easy to
state but extremely hard to resolve . In his famous paper written in 1859 Bernhard Riemann
connected this problem with a function investigated earlier by Leonhard Euler. He also for-
mulated certain hypothesis concerning the distribution of complex zeros of this function. At
first this hypothesis appeared as a relatively simple analytical conjecture to be proved sooner
rather than later. However, future development of the theory proved otherwise: since then the
Riemann hypothesis (hereafter called RH) is commonly regarded as both the most challenging
and the most difficult task in number theory. It states that all complex zeros of the zeta function,
defined by the following series if R(s) > 1
ζ(s) =
∞∑
n=1
1
ns
(1)
and by analytic continuation to the whole plane, are located right on the critical line R(s) = 12 .
For a rich history of the Riemann hypothesis and some recent developments, see Bombieri[2],
Conrey[3], and Sarnark[5].
In this paper, we prove the following result.
2
Main Theorem All nontrivial zeros of the Riemann zeta function lie on the critical line
R(s) = 12 .
In what follows, we shall adopt the standard practice (in analytic number theory) of de-
noting a complex variable by s = σ + it. Thus σ and t are the real and imaginary parts of
the complex number s, i.e., R(s) = σ and I(s) = t. Recall that Riemann’s Zeta function is
the analytic function defined on the half-plane {s : R(s) = σ > 1} by the absolutely con-
vergent series ζ(s) = ∑∞n=1 1ns . The completed Zeta function ζ∗ is defined on this half plane
by ζ∗(s) = π−s/2Γ(s/2)ζ(s), where Γ is Euler’s Gamma function. As Riemann discovered, ζ∗
has a meromorphic continuation to the entire complex plane with only two (simple) poles : at
s = 0 and at s = 1. Further, it satisfies the functional equation ζ∗(1 − s) = ζ∗(s) for all s.
Since Γ has poles at the non-positive integers (and nowhere else), it follows that ζ has trivial
zeros at the negative even integers. Further, since ζ is real-valued on the real line, its zeros
occur in conjugate pairs. This trivial observation, along with the (highly non-trivial) functional
equation, shows that the non-trivial zeros of the Zeta function are symmetrically situated about
the so-called critical line {σ = 12 }. The Riemann hypothesis (RH) conjectures that all these
non-trivial zeros actually lie on the critical line. In view of the symmetry mentioned above, this
amounts to the conjecture that ζ has no zeros on the half-plane
D = {s = σ + it : σ >
1
2
,−∞ < t < ∞}.
Remark 1.1 In other words, the Riemann hypothesis is the statement that 1
ζ
is analytic on the
half-plane D.
This is the formulation of RH that we use in this article. Remarks 1.2-1.6 are the well-known
facts about ζ(s) which are taken from [8].
Remark 1.2 ζ(s) , 0 for R(s) > 1.
Remark 1.3 There are a positive constant A and a positive constant t0 such that ζ(s) is not
zero for
σ ≥ 1 − A
log |t|
, |t| > t0.
Remark 1.4 It was proved independently by Hadamard and de la Valle´e Poussin in 1896 that
ζ(s) has no zeros on the line R(s) = 1.
Remark 1.5 ζ(s) has no zeros on the real axis between 0 and 1.
Remark 1.6 The nontrivial zeros of ζ(s) are distributed symmetrically with respect to the lines
R(s) = 12 and I(s) = 0.
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Remark 1.7 (A problem of analytic continuation in §9.5 in [8])
Let P be the set of all prime numbers. Consider the function
P(s) =
∑
p∈P
1
ps
. (2)
This is an analytic function of s for σ > 1. Now by (1.6.1) in [8]
P(s) =
∞∑
n=1
µ(n)
n
log(ζ(ns)). (3)
Hence the right-hand side represents an analytic function of s for σ > 0 except at the singu-
larities of individual terms. These are branch-points arising from the poles and zeros of the
functions ζ(ns); there are an infinity of such points, but they have no limit-point in the region
σ > 0. Hence P(s) is analytic for σ > 0, except at the certain branch-points.
2 Some properties of Analytic Functions
In this paper a metric is put on the set of all analytic functions or generalized analytic functions
on a fixed region G, and compactness and convergence in this metric space is discussed. Among
the applications obtained is a proof of the Riemann hypothesis. This section is taken from
Chapter VII §1-§2 in [4].
Let (Ω, d) denote a complete metric space.
Definition 2.1 If G is an open set in C and (Ω, d) is a complete metric space then C(G,Ω)
denotes the set all continuous functions from G to Ω.
Lemma 2.2 If G is an open set in C then there is sequence {Kn} of compact subsets of and G
such that G = ∪∞
n=1Kn. Moreover, the sets Kn can be chosen to satisfy the following conditions:
(a) Kn ⊂ int Kn+1;
(b) K ⊂ G and K compact implies K ⊂ Kn for some n;
(c) Every component of C∞ − Kn contains a component of C∞ −G.
Definition 2.3 If G = ∪∞
n=1Kn where each{Kn} is compact and Kn ⊂ int Kn+1 as the above
lemma, define
ρn( f , g) = sup{d( f (z), g(z)) : z ∈ Kn}
for all functions f and g in C(G,Ω). Also define
ρ( f , g) =
∞∑
n=1
(1
2
)n ρn( f , g)
1 + ρn( f , g) .
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Lemma 2.4 (C(G,Ω), ρ) is metric space.
Lemma 2.5 A sequence { fn} in (C(G,Ω), ρ) converges to f if and only if { fn} converges to f
uniformly on all compact subsets of G.
Proposition 2.6 C(G,Ω) is a complete metric space.
Definition 2.7 A set F ⊆ C(G,Ω) is normal if each sequence in F has a subsequence which
converges to a function f in C(G,Ω).
Proposition 2.8 A set F ⊆ C(G,Ω) is normal iff its closure is compact.
Proposition 2.9 A set F ⊆ C(G,Ω) is normal iff for every compact set K ⊂ G and δ > 0
there are functions f1, · · · , fn in F such that for f in F there is at least one k, 1 ≤ k ≤ n with
sup{d( f (z), fk(z)) : z ∈ K} < δ.
The following definition plays a central role in the Arzela-Ascoli Theorem.
Definition 2.10 A set F ⊂ C(G,Ω) is equicontinuous at a point z0 in G iff for every ǫ > 0
there is a δ > 0 such that for |z − z0| < δ,
d( f (z), f (z0)) < ǫ
for every f in F . F ⊂ C(G,Ω) is equicontinuous over a set E ⊂ G if for every ǫ > 0 there is
a δ > 0 such that for z and z′ in E and |z − z′| < δ,
d( f (z), f (z′)) < ǫ
for every f in F .
Proposition 2.11 Suppose F ⊂ C(G,Ω) is equicontinuous at each point of G; then F is
equicontinuous over each compact subset of G.
Theorem 2.12 (Arzela-Ascoli Theorem)
A set F ⊂ C(G,Ω) is normal iff the following two conditions are satisfied:
(a) for each z in G, { f (z) : f ∈ F } has compact closure in Ω;
(b) F is equiucontinuous at each point of G.
Definition 2.13 If G is an open set in C then H(G) denotes the set all analytic functions.
We will always assume that the metric on H(G) is the metric which it inherits as a subset of
C(G,Ω).
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Lemma 2.14 If { fn} is a sequence in H(G) and f belongs to (C(G,Ω), ρ) such that fn converges
to f then f is analytic and f (k)n −→ f (k) for each integer k ≥ 1.
Lemma 2.15 H(G) is complete metric space.
Lemma 2.16 (Hurwitz, see[7], 3.45. A theorem of Hurwitz )
Let fn(s) be a sequence of functions, each analytic in a region D bounded by a simple
closed contour, and let fn(s) → f (s) uniformly in D. Suppose that f (s) is not identically zero.
Let s0 be an interior point of D. Then s0 is a zero of f (s) if, and only if, it is a limit-point of
the set of zeros of the functions fn(s), points which are zeros for an infinity of values of n being
counted as limit-points.
As a consequence it follows the following lemma.
Lemma 2.17 (Hurwitz, see[4],2.6 Corollary)
If G is a region and { fn} ⊂ H(G) converges to f in H(G) and each fn(s) never vanishes on
G then either f ≡ 0 or f never vanishes on G.
Definition 2.18 A set F ⊂ H(G) is locally bounded if for each point a in G there are constant
M and r > 0 such that for all f in F ,
| f (z)| ≤ M, for |z − a| < r.
Alternately, F ⊂ H(G) is locally bounded if there is an r > 0 such that
sup{| f (z)| : |z − a| < r, f ∈ F } < ∞.
That is, F is locally bounded if about each point a in G there is disk on which F is uni-
formly bounded. This immediately extends to the requirement that F be uniformly bounded on
compact sets in G.
Lemma 2.19 A set F ⊂ H(G) is locally bounded iff for each compact set K ⊂ G there is
constant M such that for all f in F and z in K
| f (z)| ≤ M.
Theorem 2.20 (Montel’s Theorem)
A family F ⊂ H(G) is normal iffF is locally bounded.
Lemma 2.21 (Vitali’s convergence theorem, see[7], 5.21)
Let fn(s) be a sequence of functions, each analytic in a region G; let { fn(s)} ⊂ H(G) is
locally bounded; and let fn(s) tend to a limit, as n −→ ∞, at a set of points having a limit-point
inside G. Then fn(s) tends uniformly to a limit in any region bounded by a contour interior to
G, the limit being, therefore, an analytic function of s.
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3 Some properties of Generalized Analytic Functions
This section is taken from Chapter IV §1-§6 in [6]. We now define Wirtinger’s differential
operators
∂
∂z
:=
1
2
( ∂
∂x
− i
∂
∂y
), ∂
∂z
:=
1
2
( ∂
∂x
+ i
∂
∂y
).
The function f (z) = u(x, y) + iv(x, y) fulfills the Cauchy-Riemann system of differential equa-
tions if the identity
∂
∂z
=
1
2
( fx + i fy) = 12((ux + ivx) + i(uy + ivy))
1
2
((ux − vy) + i(vx + uy)) = 0
holds true. Therefore, analytic functions satisfy the partial differential equation
∂
∂z
f (z) = 0 in R.
An analytic function Φ(z) in a region R satisfies ∂Φ
∂z = 0 in R. A simple generalization of
analytic functions, so-called generalized analytic functions, have been studied extensively by
Vekua(1962). The equation ∂Φ
∂z = 0 is now replaced by a special form of a ∂ equation, namely
∂Φ
∂z
= A(z, z)Φ + B(z, z)Φ
in a region R, where Φ is the complex conjugate of Φ and A, B are given functions of z and z.
3.1 Isolatated singularities and the general residue
On the basis of the Gaussian integral theorem in the plane, we establish the fundamental
Theorem 3.1 (General residue theorem)
Assumption:
I. Let G ⊂ C denote a bounded domain whose boundary points ˙G are accessible from the
exterior as follows: For all points z0 ∈ ˙G there exists a sequence {zk}k=1,2,··· ⊂ C
overlineG satisfying limk→∞ zk = z0. Furthermore, we have J ∈ N regular C1−curves
X( j)(t) : [a j, b j] −→ C ∈ C1([a j, b j],C), j = 1, 2, · · · , J
with the following properties:
X( j)((a j, b j)) ∩ X(k)((ak, bk)) = ∅, j, k ∈ {1, · · · , J}, j , k
and
˙G =
J⋃
j=1
X( j)([a j, b j]).
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Finally, the domain G is situated at the left-hand side of respective curves: More precisely, the
function
−i|
d
dt X
( j)(t)|−1 ddt X
( j)(t), t ∈ (ai, b j)
represents the exterior normal vector to the domain G for j = 1, · · · , J. The entire curvilinear
integral- over these J oriented curves- will be addressed by the symbol
∫
∂G · · · .
II. Furthermore, let N ∈ N∪ {0} singular points - where N = 0 describes the case that no
singular points exist - be given, which are denoted by ζ j ∈ G for j = 1, · · · , N. Now we define
the punctured domain
G′ := G\{ζ1, · · · , ζN} and G
′
:= G\{ζ1, · · · , ζN}.
III. Let the function f = f (z) : G′ → C ∈ C1(G′,C)∩C0(G′,C) satisfy the inhomogeneous
Cauchy-Riemann equation
∂
∂z
f (z) = g(z) for all z ∈ G′. (4)
IV. Finally, let the right-hand side of our differential equation (2) fulfill the following
integral condition: "
G′
|g(z)|dxdy < +∞.
Statement: Then the limits
Res( f , ζk) := lim
ǫ→0+
{
ǫ
2π
∫ 2π
0
f (ζk + ǫeiϕ)eiϕdϕ} (5)
exist for k = 1, · · · , N, and we have the identity
2πi
N∑
k=1
Res( f , ζk) =
∫
∂G
f (z)dz − 2i
"
G′
g(z)dxdy. (6)
Definition 3.2 We name Res( f , ζk) from (5) the residue of f at the point ζk.
Definition 3.3 We denote those domains G ⊂ C, which satisfy Assumption I. in Theorem 3.1,
as normal domains.
Theorem 3.4 (Integral representation)
Let the assumptions I. to IV. of Theorem 3.1 be fulfilled. Additionally, the function f = f (z)
satisfies the condition
sup
z∈G′
| f (z)| < +∞. (7)
Then we have the integral representation
f (z) = 1
2πi
∫
∂G
f (ζ)
ζ − z
dζ − 1
π
"
G′′
g(ζ)
ζ − z
dξdη, z ∈ G′, (8)
where we abbreviate G′′ := G′\{z} and ζ = ξ + iη.
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Definition 3.5 Let Ω ⊂ C denote a bounded open set, and the bounded continuous function
g ∈ L∞(Ω,C) ∩ C0(Ω,C)
may be given. Then we name
TΩ[g](z) := −1
π
"
Ω
g(ζ)
ζ − z
dξdη, z ∈ Ω, (9)
the cauchy integral operator; here we use ζ = ξ + iη again.
The following result is fundamental for the two-dimensional Potential Theory.
Theorem 3.6 (Hadamard’s estimate)
Let Ω ⊂ C denote a bounded open set, and let g ∈ C0(Ω,C) be a continuous function with
the property
||g||∞ := sup
ζ∈Ω
|g(ζ)| < +∞.
Then we have a constant γ ∈ (0,+∞) such that the function
ψ(z) := TΩ[g](z), z ∈ C
satisfies the inequality
|ψ(z1) − ψ(z2)| ≤ 2γ||g||∞ |z1 − z2| log ϑ(z1)
|z1 − z2|
(10)
for all points z1, z2 ∈ C with |z1 − z2| ≤ 12ϑ(z1).
Here we have defined the quantity
ϑ(z1) := sup
z∈Ω
|z − z1|.
Definition 3.7 We consider the function f : Ω→ Rm on the set Ω ⊂ Rn, where m, n ∈ N holds
true. Furthermore, let ω : [0,+∞) → [0,+∞) denote a continuous function - with ω(0) = 0 -
which prescribes a modulus of continuity. Then the function f is named Dini continuous if the
estimate
| f (x) − f (y)| ≤ ω(|x − y|) f or all points x, y ∈ Ω (11)
holds true.
In the special case
ω(t) = Lt, t ∈ [0,+∞),
the function f is called Lipschitz continuous with the Lipschitz constant L ∈ [0,+∞).
In the special case
ω(t) = Htα, t ∈ [0,+∞),
we name the function f Ho¨lder continuous with the Ho¨lder constant H ∈ [0,+∞) and the
Ho¨lder exponent α ∈ (0, 1).
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Corollary 3.8 The function ψ(z) = TΩ[g](z), z ∈ Ω is Dini continuous with the following
modulus of continuity
ω(t) = 2γ||g||∞t log ϑt , t ∈ [0,+∞), θ := diamΩ. (12)
Therefore, the function ψ = ψ(z) is Ho¨lder continuous inΩ with the Ho¨lder exponent α ∈ (0, 1).
Theorem 3.9 (Removable singularities)
Let the assumptions I. to IV. of Theorem 3.1 be satisfied. Furthermore, the function f =
f (z) may be subject to the condition
sup
z∈G ′
| f (z)| < +∞.
Finally, let the right-hand side g = g(z) of the inhomogeneous Cauchy-Riemann differential
equation (?) fulfill
sup
z∈G ′
|g(z)| < +∞.
Then the function f = f (z) is extendable into the singular points ζ1, · · · , ζN ∈ G as a Ho¨lder
continuous function, with an arbitrary Ho¨lder exponent α ∈ (0, 1).
3.2 The inhomogeneous Cauchy-Riemann differential equation
We recommend the study of the excellent monograph of I. N. Vekua [9] and, moveover, the
interesting treatise by I.N. Vekua[10].
Definition 3.10 Let the continuous function Φ : Ω → C be given on the open set Ω ⊂ C, and
choose a point z0 ∈ Ω as fixed. We consider the normal domains Gk for k = 1, 2, · · · of the
topological type of the disc - with area Gk and length |∂Gk| of their boundary curves - which
satisfy the inclusions
z0 ∈ Gk ⊂ Ω, k ∈ N (13)
and the asymptotic condition
lim
k→∞
|∂Gk | = 0. (14)
When all these sequences of domains {Gk}k=1,2,··· possess the uniquely determined limit
lim
k→∞
1
2i|Gk |
∫
∂Gk
Φ(z)dz =: ∂
∂z
Φ(z0), (15)
we call the function Φ = Φ(z) (weakly) differentiable at the point z0 in the sense of Pompeiu.
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Remark 3.11 The Gaussian integral theorem in the complex form yields the identity
∂
∂z
Φ(z0) = Φz(z0) f or all points z0 ∈ Ω (16)
for all functions Φ ∈ C1(Ω,C); here we used Wirtinger’s derivative on the right-hand side and
Pompeiu’s derivative on the left-hand side.
Definition 3.12 We take the open set Ω ⊂ C and define Vekua’s class of functions as follows:
Cz(Ω) := {Φ ∈ C0(Ω,C) : There exists ∂
∂z
Φ(z) =: g(z) f or all z ∈ Ω with g ∈ C0(Ω,C)}.
Proposition 3.13 The rules of differentiation for the class C1(Ω) remain valid even in the class
Cz(Ω) - if the formula contains only the functions Φ and Φz.
Proposition 3.14 Let Ω ⊂ C denote a bounded open set and g ∈ C0(Ω,C) ∩ L∞(Ω,C) a
function. The the integral
Ψ(z) := TΩ[g](z), z ∈ Ω
is differentiable - in the sense of Pompeiu- with respect to z at each point z0 ∈ Ω, and we have
∂
∂z
Ψ(z0) = g(z0), z0 ∈ Ω. (17)
Theorem 3.15 (Pompeiu, Vekua)
On the open set Ω ⊂ C we consider the continuous function g ∈ C0(Ω,C). Then the
following statements are equivalent:
(a) The element f = f (z) belongs to Vekua’s class of functions Cz(Ω) and satisfies the
partial differential equation
∂
∂z
f (z) = g(z), z ∈ Ω (18)
in the sense of Pompeiu;
(b) The element f = f (z) belongs to the class C0(Ω,C), and we have the following integral
representation for each normal domain G ⊂ C:
f (z) = 1
2πi
∫
∂G
f (ζ)
ζ − z
dζ − 1
π
"
G
g(ζ)
ζ − z
dξdη, z ∈ Ω. (19)
Definition 3.16 We name a function g : Ω → C, defined on the open set Ω ⊂ C, Ho¨lder
continuous if each compact set Θ ⊂ Ω admits a constant H = H(Θ) ∈ [0,∞) and an exponent
α = α(Θ) ∈ (0, 1] such that the estimate
|g(z1) − g(z2)| ≤ H(Θ)|z1 − z2|α(Θ) f or all points z1, z2 ∈ Θ (20)
holds true.
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Definition 3.17 Let G ⊂ C be a normal domain, take the point z ∈ G as fixed, and let
f : G\{z} → C ∈ C0(G\{z})
denote a continuous function. We consider the domains
Gǫ(z) := {ζ ∈ G : |ζ − z| > ε}
for all numbers 0 ≤ ǫ < dist{z,C\G}. Then we call the expression
	
G0(z)
f (ζ)dξdη := lim
ǫ→0+
"
Gǫ(z)
f (ζ)dξdη (21)
Cauchy’s principal value of the integral
"
G0(z)
f (ζ)dξdη
if the limit (21) exists.
Proposition 3.18 On the normal domain G ⊂ C, let the function g : G → C ∈ C0(G,C) be
Ho¨lder continuous. Then Cauchy’s principal value of the following integral exists for all points
z ∈ G, namely
χ(z) = ΠG[g](z) := −1
π
	
G0(z)
g(ζ
(ζ − z)2 dξdη
= lim
ǫ→0+
{−
1
π
"
Gǫ(z)
g(ζ)
(ζ − z)2 dξdη}. (22)
The function χ : G → C is continuous in G.
Definition 3.19 We call∏G from (22) the Vekua integral operator.
Proposition 3.20 Let G ⊂ C be a normal domain, and let the function g : G → C ∈ C0(G,C)
be Ho¨lder continuous in G. Then the function
Ψ(z) = TG[g](z) := −1
π
"
G
g(ζ)
ζ − z
dξdη z ∈ G
belongs to the regularity class C1(G,C), and we have the identities
Ψz = g(z),Ψz(z) = ΠG[g](z) f or all points z ∈ G. (23)
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3.3 Some properties of Generalized Analytic Functions
An analytic function Φ(z) in a region R satisfies ∂Φ
∂z = 0 in R. A simple generalization of
analytic functions, so-called generalized analytic functions, have been studied extensively by
Vekua(1962). The equation ∂Φ
∂z = 0 is now replaced by a special form of a ∂ equation, namely
∂Φ
∂z
= A(z, z)Φ + B(z, z)Φ
in a region R, where Φ is the complex conjugate of Φ and A, B are given functions of z and z.
Let Ω ⊂ C denote an open set, and let us define the linear space of complex potentials
B(Ω) := {a : Ω→ C : There exists a bounded open set Θ ⊂ Ω such that
a ∈ C0(Θ,C) ∩ L∞(Θ,C) and a(z) = 0 f or all z ∈ Ω\Θ holds true}.
Definition 3.21 The function f = f (z) = u(x, y) + iv(x, y), (x, y) ∈ Ω of the class C0(Ω,C) ∩
Cz(Ω) is called a generalized analytic function in Ω, if we have two complex potentials a, b ∈
B(Ω) such that the differential equation
∂
∂z
f (z) = a(z) f (z) + b(z) f (z), z ∈ Ω (24)
is satisfied in the Pompeiu sense.
Theorem 3.22 (Similarity principle of Bers and Vekua)
On the open set Ω ⊂ C we consider the generalized analytic function f = f (z), with the
associate potentials a, b ∈ B(Ω) and the associate open set Θ ⊂ Ω being given. Furthermore,
we introduce the parameter integral
Ψ(z) := −1
π
"
Θ
g(ζ)
ζ − z
dξdη, z ∈ Ω, (25)
where
g(z) = a(z) + b(z) f (z)f (z) i f f (z) , 0, f or z ∈ Θ; a(z) + b(z) i f f (z) = 0, f or z ∈ Θ,
representing a Dini continuous function - according to Corollary 3.8. Then the following func-
tion
Φ(z) := f (z)e−Ψ(z), z ∈ Ω,
is analytic in Ω, and we have Vekua’s representation formula
f (z) = Φ(z)eΨ(z), z ∈ Ω. (26)
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Theorem 3.23 (Carleman)
We have given the generalized analytic function f : Ω → C on the domain Ω ⊂ C.
Furthermore, let us consider the limit point z0 and the sequence of points {zk}k=1,2,··· ⊂ Ω\{z0}
with the following properties
lim
k→∞
zk = z0 and f (zk) = 0 f or all k ∈ N.
Then we infer the identity
f (z) ≡ 0 in Ω.
Corollary 3.24 (The uniqueness theorem)
There can be at most one single-valued function f (z) generalized analytic in a domain Ω
that admits given values on a point set e in Ω and that has at least one limit pointz0 ∈ Ω.
Theorem 3.25 (A Montel-like Theorem, Theorem 3.4 in [11] or Theorem 3.22 in [10])
Let Ω be a domain, and let F be a family of generalized analytic functions in C0(Ω,C) ∩
Cz(Ω). Furthermore, if F is locally bounded, then F is normal in C0(Ω,C) ∩ Cz(Ω).
The following theorem plays a central role in the proof of the main theorem.
Theorem 3.26 (A Vitali-like convergence theorem)
Let fn(z) be a sequence of functions, each generalized analytic in a domain G; let { fn(z)} ⊂
C0(Ω,C)∩Cz(Ω) is locally bounded; and let fn(z) tend to a limit, as n −→ ∞, at a set of points
e having a limit-point inside G. Then fn(z) tends uniformly to a limit in any region bounded by
a contour interior to G, the limit being, therefore, a generalized analytic function of z.
Proof In view of the normal family of { fn(z)} over G, by Theorem 3.25, we can extract from
any it’s subsequences such that { fn′k (z)} and { fn′′k (z)} converge uniformly inside G respectively.
We wish to show that all subsequences of { fn(z)} that converge uniformly inside G converge to
the same limit function f (z). Suppose limk→∞ fνk(z) = f (z) and limk→∞ fµk (z) = ϕ(z) (uniform
convergence any compact set E ⊂ G and e ⊂ E). The functions f (z) and ϕ(z) are generalized
analytic in G by Theorem 3.22; moreover, f (z) = ϕ(z) in e, where by hypothesis the given
sequence { fn(z)} converges. Then Theorem 3.24 implies that f (z) = ϕ(z) everywhere in G.
Now we will prove that the entire sequence { fn(z)} is uniformly convergent inside G to f (z).
If this statement is untrue, we have a closed set F ⊂ G on which { fn(z)} does not converge
uniformly to f (z). Then there must be a positive number α and indices nk and corresponding
points zk of F such that the inequalities
| fnk (zk) − f (zk)| ≥ α > 0, k = 1, 2, · · · (27)
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are valid. Consider the sequence { fnk (z)}. It contains the subsequence { fn′k (z)} that converges
uniformly on F, and, as we have established earlier, the limit function is f (z). Therefore
| fn′k (z) − f (z)| < α f or z ∈ F, n′k > N
where in particular
| fn′k (zk) − f (zk)| < α (28)
for all sufficiently large k’s. But inequalities (28) contradict (27). Hence, the assumption that
{ fn(z)} does not converge uniformly inside G to f (z) is invalid. This completes the proof of the
Vitali-like theorem. ✷
4 Proof of the Main Theorem
Denote by P the set of all prime numbers. Let η(s) =∏p∈P((1 + p−s)exp(−p−s)).
Step 1 For R(s) > 12 we have η(s) is analytic. If R(s) ≥ a > 12 , then
|log((1 + p−s)exp(−p−s))| = | − p−s + log(1 + p−s)| = | − p−s + p−s − 1
2
p−2s +
1
3 p
−3s − · · · |
= | −
1
2
p−2s +
1
3
p−3s − · · · | ≤
1
2
(|p−2s | + |p−3s| + · · ·) = 1
2
|p−2s|
1 − |p−s|
≤
1
p2a
for all sufficiently large values of p and with |p−s| < 12 . Note that
∑
p∈P p−2a is convergent for
a > 12 .
As u → 0, (1 − u)eu = 1 + O(u2). Since the series ∑p∈P |p−2s | converges uniformly to a
bounded sum, we have
∏
p∈P((1 + p−s)exp(−p−s)) is uniformly and absolutely convergent in
region R(s) ≥ a > 12 (see §1.43 and §1.44 in [7]).
Let G = {s : R(s) > 12 } and
fn(s) =
∏
p∈P,p≤n
(1 + p−s)exp(−p−s).
Then fn(s) convergent to η(s) in H(G).
§1.43 and §1.44 in [7] imply that fn(s) is uniformly convergent for each compact subset in
the right plane R(s) > 12 . Lemma 2.5 implies that fn(s) convergent to η(s) in H(G).
For R(s) > 12 we have η(s) is analytic by Theorem 2.14.
Step 2 Then fn(s) satisfies the conditions of Lemma 2.17. That is each fn(s) never van-
ishes on G and η(s) is not identically zero. So η(s) never vanishes on G by Lemma 2.17.
Step 3 For R(s) > 1 we have that
1
ζ(s) =
∏
p∈P
(1− p−s) =
∏
p∈P
(1− p−2s) 1(1 + p−s)exp(−p−s)exp(−p
−s) = 1
ζ(2s)η(s)
∏
p∈P
exp(−p−s)
(29)
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by absolutely convergence.
Step 4 Let Ω+(1) = {s : σ > 1, t > 0} and Ω+(12 ) = {s : σ > 12 , t > 0}. From (29) we have
( 1
ζ(σ) )
3( 1
ζ(σ + ti) )
4 1
ζ(σ + 2ti) = (
1
ζ(2σ)η(σ) )
3( 1
ζ(2s)η(s) )
4( 1
ζ(2s1)η(s1) )exp(−3P(σ)−4P(s)−P(s1))(30)
for s = σ+ti ∈ Ω+(1), s1 = σ+2t i by absolutely convergence. We see that ( 1ζ(σ) )3( 1ζ(σ+ti) )4 1ζ(σ+2ti)
can be extended to generalized analytic function from Ω+(1)) to Ω+(12 ) , except at the certain
branch-points just as Remark 1.7, by (30) and Remark 1.7.
Step 5 Let
gn(s) = 1(η(σ)ζ(2σ))3(η(s)ζ(2s))4(η(s1)ζ(2s1))
∏
p∈P,p≤n
exp(−(3p−σ + 4p−(σ+ti)) + p−(σ+2ti)))
for s1 = σ + 2t i, s = σ + ti ∈ Ω+(12 ). We have
R(
∑
p∈P,p≤n
(−(3p−σ+4p−(σ+ti))+p−(σ+2ti))) = −
∑
p∈P,p≤n
p−σ{3+4 cos(t log p)+cos(2t log p)} ≤ 0
by the fact that
3 + 4cosφ + cos(2φ) ≥ 0
for all real values of φ. So {gn(s)} is locally bounded over the region Ω+(12 ). Also {gn(s)}
are generalized analytic functions and continuous functions. By the Vitali-like Theorem (The-
orem 3.26) there is a generalized function and a continuous function g(s) over Ω+(12 ) such
that gn(s) → g(s) in C(Ω+(12 ),C). We show that ( 1ζ(σ) )3( 1ζ(σ+ti) )4 1ζ(σ+2ti) can be extended to
generalized analytic function from Ω+(1)) to Ω+(12 ).
By the uniqueness theorem of Corollary 3.24, we have
g(s) = ( 1
ζ(σ) )
3( 1
ζ(σ + ti) )
4 1
ζ(σ + 2ti) (31)
for s = σ + ti ∈ Ω+(12 ) such that g(s) is a generalized function and a continuous function over
Ω+(12 ).
Suppose that RH does not hold true. Then ( 1
ζ(σ) )3( 1ζ(σ+ti) )4 1ζ(σ+2ti) has some pole at s0 ∈
{s : 12 < σ < 1, t > 0}, by Remarks 1.2-1.5, which contradicts the fact that {gn(s)} is locally
bounded over the region Ω+(12 ) by (31). It implies that ζ(s) has no zeros over Ω+(12 ).
This completes the proof of the main theorem by Remarks 1.2,1.4-1.6.
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