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Zusammenfassung
Im Rahmen des Projektes "Wiederaufarbeitung und Abfallbehandlung" wurde
die für das Vorhaben "DV-System für Laborautomatisierung" relevante Li-
teratur gesichtet.
Die Laborautomatisierung ist eine interdisziplinäre Aufgabe. Die Litera-
tursammlung gibt neben chemischen und verfahrenstechnischen Grundlagen
der Wiederaufarbeitung einen überblick der Systeme zur Laborautomatisie-
rung. Das Schwergewicht liegt auf dem Gebiet der Datenverarbeitung. Es
sind besonders folgende Themen von Bedeutung: Systementwicklung~ Rechner-
systeme und Rechnerauswahl ~ Datenverwaltung~ Programmierung~ Sicherheit
und Zuverlässigkeit. Vielfach mangelt es an systematischen~ für die La-
borautomatisierung spezifischen Arbeiten~ so daß auf die allgemein aner-
kannten Grundlagen der Datenverarbeitung zurückgegriffen werden muß.
Die wichtigsten Literaturbeiträge werden inhaltlich zusammengefaßt und
bewertet. Ein Autoren-~ ein Sach- und ein Titelregister (keyword-in-
context index) erleichtern die gezielte Suche nach bestimmten Beiträgen.
Die Literatursammlung wird rechnergestützt dokumentiert und soll laufend
ergänzt werden.
Data Processing in Laboratory Automation - Annotated Bibliography with
Abstracts
Abstract
Within the scope of the project 'Reprocessing and Waste Management' the
relevant literature has been collected according to the subject of the
project group 'Data Processing System for Laboratory Automation'.
Laboratory automation is a task in which activities from several differ-
ent fields are involved. This bibliography contains not only chemical
and technical fundamentals of reprocessing but also a survey of systems
for laboratory automation. Yet, the emphasis is put on the field of data
processing. There are the main topics: system development, computer sys-
tems and acquisition, data management, programming, security and relia-
bility. As there are very few papers dealing with systematic approaches
which are specific for laboratory automation, it is to be referred to
the accepted basic results in data processing.
The references are abstracted and evaluated. There are registers of au-
thors, subjects and titles (keyword-in-context index) which support the
search for an article. The bibliography shall be updated periodically.
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1. PWA-Vorhaben IDV-System fuer Laborautomatisierung l
Im Rahmen der Planung einer grossen Wiederaufarbeitungsanlage fuer
Brennstoffe aus Leichtwdsserreaktoren in der Bundesrepublik
Deutschland stellt sIch im Hinblick auf die sichere und
wirtschaftliche Fuehrung des Aufarbeitungsprozesses die Frage nach
einer zuverlaessigen und schnellen Erfassung der Prozessparameter.
Es zeichnet sich ab, dass wegen mangelnder Betriebserfahrungen mit
in-li ne-Instrumenten der Hauptteil der Informationen Deber die
Zusammensetzung der Prozessloesungen in einem analytischen Labor
gewonnen wird.
Waehrend des Betriebs der Wiederaufarbeitungsanlage werden pro Tag
mehrere hundert chemische Analysen durchgefuehrt. Es ist daher
sinnvoll, alternative Methoden euer die Probennahme, -kennzeichnung
und -verteilung, fuer analytische Verfahren, Geraete und Systeme
und fuer die Erfassung, Auswertung und Protokollierung der
Analysenergebnisse zu diskutieren. Es soll versucht werden, unter
Einsatz von Datenverarbeitungsmethoden ein moeglichst
zuverlaessiges und wirtschaftliches Konzept fuer das analytische
Labor auszuarbeiten.
Nachdem mit der Wiederaufarbeitungsanlage Karlsruhe (WAK) in
Deutschland seit 1971 eine Pilotanlage zur Aufarbeitung
abgebrannter Kernbrennelemente In Betrieb ist und die
Planungsarbeiten fuer eine grosse Wiederaufarbeitungsanlage
angelaufen sind, stellt sich die Frage, welche Verbesserungen im
Bereich des analytischen Labors einer Aufarbeitungsanlage durch den
Einsatz von DV-Methoden und -Systemen zu erreichen sind. Zur
Bearbeitung dieses Aufgabenbereichs wurde im Rahmen des Projekts
Wlederaufarbeitung (PWA) des Kernforschungszentrums Karlsruhe (KfK)
1975 das Vorhaben IDV-System fuer Laborautomatisierung f begonnen.
In diesem Vorhaben wurde das Ziel gesetzt, fuer die geplante grosse
Wiederaufarbeitungsanlage einen Vorschlag fuer den Entwurf eines
DV-Systems zu machen, mit dem Routinearbeiten im analytischen Labor
automatisiert, eine sichere Verfolgung der Proben durch das Labor
erreicht und eine schnelle und zuverlaessige Erfassung und
Verarbeitung der Analysendaten gewaehrleistet werden. In der WAK
soll unter dieser Zielsetzung ein DV-System aufgebaut werden, aus
dessen Betriebserfahrungen wesentliche Erkenntnisse fuer den
Entwurf des DV-Systems fuer die grosse Wiederaufarbeitungsanlage
erwartet werden.
Zu Beginn des Vorhabens wurde eine eingehende Literaturanalyse
durchgefuehr-t.
2. Literatufsammlung zur Laborautomatisierung
_____. 0 - _
Der Begriff Laborautomatisierung umschliesst die rechnergestuetzte
Ueberwachung, Steuerung und Auswertung chemischer und
physikalischer Analysen. Die betrachteten Analysenverfahren reichen
von einfachen Titrationen bis zu komplizierten spektrometrischen
Verfahren. Der Grad der Automatisierung erstreckt sich von der
Uebernahme routinemaessiger Auswertungen durch einen Rechner ueber
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die Ueberwachung und steuerung einzelner Analysengeraete bis zur
Integration automatisierter Analysenstaende zu einem
rechnergefuehrten Labor.
Das Schwergewicht dieser Literatursammlung liegt auf
Analysenmethoden und Laborsvsternen, denen chemische Prozesse,
insbesondere die bei AUfarbeitungsanlagen ueberwiegend angewandte
Fluessig-Fluessig-Extraktion, zugrunde liegen, und weniger auf
datenintensiven oder zeitkritischen physikalischen
Experimentauswertungen.
Es ist inzwischen allgemein erkannt worden, dass man in der
Laborautomatisierung zu vernuenftigen Loesungen nur durch
interdisziplinaere Zusammenarbeit kommt. Folgende Gebiete wurden
bei der Literatursammlung beruecksichtigt:






7) Sicherheits- und Zuverlaessigkeitsnachweis
Es wurden mehr als 550 wissenschaftliche Originalarbeiten,
Uebersichtsartikel und Buecher gesichtet. In die vorliegende
Literatursammlung wurde nur eine Auswah\ der wichtigsten Artikel
aufgenommen. Die Literatur ist unter 4.1 mit vollstaendigen
Bibliografien nach Signaturen alphabetisch geordnet. Sie wurde mit
dem IBM-Programm 'KWIC' ausgedruckt. Die Signaturen wurden mit
anderen Vorhaben des Instituts fuer Datenverarbeitung in der
Technik (IDT) des KfK abgestimmt, die ebenfalls Literatursammlungen
erstellt haben oder erstellen wollen.
In drei Registern sind die Literaturzitate nach folgenden Kriterien
sortiert: im Autorenregister 4.2 nach den Autoren und Coautoren, im
Titelregister 4.3 nach den in den Titeln enthaltenen Begriffen
(KWIC = keyword-in-context), im Sachregister 4.4 nach Sachgebieten
und stichwoertern.
Die Literatursammlung soll auf dem laufenden Stand gehalten werden.
Ausserdem ist eine Erweiterung um die Kapitel
'Mensch-Maschine-Kommunikation' und 'Simulationstechniken' geplant.
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3. Bewertung der Literatur
Die Literatur ist nach den in Kapitel 2 aufgezaehlten Sachgebieten
geordnet. Die Bewertung der Literatur soll insbesondere aUfzeigen,
inwieweit in den einzelnen Bereichen eigene Anstrengungen notwendig
sind oder vorliegende Erkenntnisse oder S~steme verwendet werden
koennen ..
3.1 Chemie und Verfahrenstechnik der Wiederaufarbeitung
Seit der friedlichen Nutzung der Kernenergie gibt es das Problem
der sicheren Aufarbeitung und Endlagerung der verbrauchten
Kernbrennelemente. Zusaetzlich besteht der Wunsch nach
RuecKgewinnung des spaltbaren Materials. nie historische
EntwicKlung zwischen Faellungs- und Extraktionsverfahren zur
Aufarbeitung verlief mehr und mehr in Richtung auf die
Gegenstromextraktion, wie sie im PUREX-Verfahren verwirklicht ist.
In /BAUF 691 findet man wichtige chemische Grundlagen der
Aufarbeitung wie Mehrkomponentenextraktion, Verteilungs-
koeffizienten, die Reduktidnsmethode, autokatalytische Reaktionen,
erreichbare Dekontaminationsfaktoren, Einfluss der Temperatur auf
das Extraktionsverfahren u. a. Die Probleme bei der AUfarbeitung
werden diskutiert: Kritikalitaet des Plutoniums, Radiolyseprobleme,
Zersetzung der Loesungs- und Reduktionsmittel, Abgasprobleme. In
einer Tabelle bestehender AUfarbeitungsanlagen sind die jeweils
angewandten Verfahren zusammengestelt. Schllesslich werden einige
unkonventionelle Aufarbeitungsverfahren angegeben.
Relativ leichten Zugang zum technologischen Entwicklungsstand des
PUREX-Verfahrens bekommt man auch ueber /KOCG 74/. Hier verden
ebenfalls alternative Verfahren und Probleme bei der Aufarbeitung
angegeben. Es verden Ueberlegungen zur Auslegung des
Extraktionsfliessschemas und Programme fner Forschungs- und
Entwicklungsarbeiten abgeleitet, Insbesondere zur Loesung der
'scale-up'-Probleme und in Richtung auf die Optimierung von
Fliessschema und Apparaten im Hinblick auf Sicherheit,
VerfuegbarKeit und Abfallverminderung ..
In /KOCG 711 wird das Gegenstromverfahren sowohl fuer
Uran-PI utoni um-Brennstoffe (PUREX-Prozess) al s auch fuer
Thorium-Uran-Brennstoffe (THOREX-Prozess) beschrieben. Auch hier
werden Ziele fuer Entwicklungsarbeiten genannt, insbesondere die
Verbesserung und Vereinfachung der Trennung von Kernbrenn- und
Kernbrutstoffen, die Beherrschung der Radiolyseeffekte und die
Isolierung der als Nebenprodukte anfallenden Transurane Neptunium,
Americium und Curium.
Ueber Notwendigkeit und Entschluss zur Errichtung einer deutschen
Pilotanlage zur Wiederaufarbeitung berichtet ITEBH 67/. Das fuer
die Wiederaufarbeitungsanlage Karlsruhe (WAK) gewaehlte Verfahren
der Loesungsmittelextraktion wird anhand eines vereinfachten
Verfahrensschemas im einzelnen beschrieben ..
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Das Verhalten von Uran und Plutonium bei der Gegenstromextraktion
wurde experimentell ueberprueft und mit den aufgrund von
McCabe-Thiele-Diagrammen errechneten Extraktionsbedingungen
verglichen /OCHW 73/. Die Untersuchungen fuehrten zu Aenderungen im
Fliessschema. Ausserdem wurde daraufhin die Anzahl der Kammern in
den Mischabsetzer-Batterien erhoeht.
Die hohen Anforderungen an die Zuverlaessigkeit und die
Wartungsfreiheit fuehrten zu kerntechnischen Besonderheiten bei der
apparativen Ausstattung der WAK /ISSW 67/. Angesprochen werden
neben Problemen des Verschleisses, der Zugaenglichkeit, Wartung und
Auswechslung von Anlagenteilen die Kritikalitaetskontrolle durch
geometrisch sichere Auslegung der Behaelter bzw. durch
Neutronenabsorber und die zur Fluessigkeitsfoerderung benutzten
Dampfstrahier und Airlifts.
Aus /EITA 70/ sind die Notwendigkeit der WIederaufarbeltung,
Verfahren zur AUfarbeitung und Kenndaten von Kernbrennstoffen zu
entnehmen. Neben Angaben ueber Ziele, Aufgaben und Ablauf des
Projekts wird der Gebaeudeaufbau der WAK gezeigt.
Auf besondere Maschinen und
Brennelemente, nuklear
Zentrifugalextraktoren, das
Airlifts geht /GEIH 70/ ein.
Apparate wie Zerlegemaschinen fuer die
kritisch sichere Mischabsetzer,
Probennahmesystem, Rohrpostsysteme und
Nach einem mehrstufigen Inbetriebnahmeprogramm wurden in der WAR
einige Wiederaufarbeitungskampagnen erfolgreich abgeschlossen. Die
Mengen des zurueckgewonnenen Urans und Plutoniums und des
angefallenen Abfalls gibt /SCHW 75/ an. Es wird auf die in der
Zwischenzeit vorgenommenen Verbesserungen in der Anlage
eingegangen. Aus den Analysenstatistiken geht hervor, dass von den
seit Inbetriebnahme durchgefuehrten 150000 Analysen 82% auf die
vier haeufigsten Bestimmungsgroessen Plutoniumkonzentration,
Gamma-Gesamt-Aktivitaet, Saeuremolaritaet und Urankonzentration
entfielen und 69% des analytischen Zeitaufwands ausmachten. Bei der
Diskussion der zwar zuverlaessigen und hinreichend genauen, aber
zeitraubenden und personalaufwendigen Analysenverfahren wird der
Wunsch nach zuverlaessigen direkten Messmethoden ausgesprochen.
Das angesprochene Problem der schnellen Erfassung von
Prozessparametern mit moeglichst geringem Personalaufwand wird
angegangen durch EntWicklung von in-line-Messmethoden und
-Instrumenten. Dieses Gebiet wird innerhalb des Vorhabens
Laborautomatisierung nicht bearbeitet und deshalb nur gestreift~
Grundsaetzlich muss zwischen zwei Gruppen von in-Ilne-Messverfahren
unterschieden werden: Methoden, die ohne Zusatz von Reagenzien ein
Messlgnal erzeugen, und solchen, bei denen zur Messung ein Reagenz
zugesetzt werden muss. Aus der ersten Gruppe werden In /BAUG 70/
Alpha-Monitoren, Gesamt-Gamma-Detektoren, Methoden zur dispersiven
und nichtdispersiven Roentgenfluoreszenzanalyse, die Gamma-
Absorptionsmethode, ein kombinierter Dlchte-Leitfaehigkelts-
Messstand, Durchfluss-pH-Wert-Messzellen und verschiedene Varianten
zur Absorptionsspektrometrie diskutiert. Colorimetrische und
polarographische Verfahren sind zur in-line-Messung auf den Zusatz
von Reagenzien angewiesen. Ueber einige in-line-Messverfahren
liegen in den USA bereits Betriebserfahrungen vor /JONH 72/.
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Neben der Beschreibung der Arbeitsweise einiger in-line-Messgeraete
werden in /GROP 77/ die wesentlichen Eigenschaften von
in-Ilne-Instrumenten und von Analysenmethoden im Labor
gegenuebergestellt. Einen Ueberblick ueber Analysenmethoden fuer
uran- und plutoniumhaltige Proben gibt /RODe 72/.
Speziell auf die Prozessanalytik beim PUREX-Verfahren geht
/ERTD 76/ ein. Aus der Diskussion der Ziele und Aufgaben der
Prozessanalytik und der wichtigsten Bestimmungsgroessen werden als
Basis-Analysenmethoden die Roentgenfluoreszenzanalyse zur
Bestimmung schwerer Elemente und die hochaufloesende
Alpha-/Gamma-Spektrometrie zur Bestimmung alpha-aktiver
Spurenelemente und gamma-aktiver Spaltprodukte abgeleitet. Neben
diesen Basis-Analysenmethoden, nach denen etwa zwei Drittel aller
Prozessanalysen ausgefuehrt werden, sind die Potentiometrie,
Photometrie, Gaschromatographie, Atomabsorptionsspektrometrie sowie
fernbediente Volumetrie und Densitometrie beschrieben. Es wird
ueber Erfahrungen mit Einrichtungen und Geraeten, Abschirmungen,
Arbeitsplaetzen und Probentransportsystemen berichtet und die
Anzahl und Verteilung der Einzelbestimmungen angegeben. Die
Automatisierung der Prozessanalytik konzentriert sich zunaechst auf
den Einsatz von Rechnern zur Auswertung der anfallenden Messdaten.
Probenwechsler und Titrationsautomaten werden dort eingesetzt, wo
freie Zugaenglichkeit und Eingriffsmoeglichkeiten gegeben gind~
Der Problemkreis der Laborautomatisierung ist im Rahmen des
Projekts Wiederaufarbeitung (PWA) des Kernforschungszentrums
Karlsruhe zu sehen /KROR 74/. Selbst wenn die Wiederaufarbeltung
durch die Wertstoffgewinnung nicht rentabel sein sollte, muss sie
aus Sicherheitsgruenden durchgefuehrt werden /SCHW 77/. nie
Bundesregierung verfolgt das Ziel, mit Hilfe staatlicher Foerderung
der Forschungs- und Entwicklungsarbeiten zur Wiederaufarbeitung die
nukleare Entsorgung des Brennstoffkreislaufs fuer
Leichtwasserreaktoren zu ermoeglichen. Die PWA-Vorhaben decken in
erster Linie chemische und verfahrenstechnische Probleme ab. Im
Teilprojekt 'Analytik und Prozesskontrolle' wird u. a. untersucht,
inwieweit auf den Gebieten rechnergefuehrte Prozessueberwachung,
Modellbildung und Prozessignalanalyse, Laborautomatisierung sowie
Logistische Probleme durch den Einsatz der Datenverarbeitung
Verbesserungen erreichbar sind /MACH 74/.
Wie wi~htig auf dem Gebiet der Prozessanalytik Entwicklungsarbeiten
zur Erhoehung der Zuverlaessigkeit sind, zeigen internationale
Vergleichsexperimente, bei denen die Analysenergebnisse
verschiedener Laboratorien zu Proben gleicher Zusammensetzung
ausgewertet werden /BEYW 74, BEYW 75/. Insbesondere mit Blick auf
die Spaltstoffflusskontrolle erscheint eine Reduzierung der
systematischen Analysenfehler dringend erforderlich~
Die Entwicklungsarbeiten sind ausgerichtet auf das Ziel,
rechtzeitig eine grosse Wiederaufarbeitungsanlage verfuegbar ZU
haben. In /ZUEP 74/ ist der voraussichtliche Anfall abgebrannter
Kernbrennstoffe der in Europa vorhandenen Aufarbeitungskapazitaet
gegenuebergestellt. Unter der Annahme internationaler
Zusammmenarbeit wird daraus die optimale Groesse einer
AUfarbeitungsanlage abgeleitet.
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Aehnliche Ueberlegungen ueber Anlagengroesse, Aufarbeitungs-
verfahren, Sicherheitsauflagen, Termin- und Kostenplanung werden In
/ISSW 75/ dargestellt.
Die in /KOCG 75/ enthaltenen Ueberlegungen und Vorschlaege zu einem
Referenzentwurf fuer das Fliessschema der geplanten
1500-Jahrestonnen-Wiederaufarbeitungsanlage betreffen den
Extraktionsteil der Anlage. Insbesondere werden Probleme der
Extraktionszyklen, U/Pu-Trennverfahren, Reinigungszyklen, Waesche
und Extraktionsapparate erlaeutert. Eine Weltuebersicht der
Wiederaufarbeitungsanlagen ist angefuegt.
Die Durchfuehrung der Entwicklungsarbeiten eines derart
umfangreichen Projekts innerhalb einer Gesellschaft mit
ausgepraegter Institutsstruktur ist nicht ohne Probleme. Als
Beispiel sei nur eine Meinung aus /SUEG 75/ zitiert: 'Der Erfolg
eines Instituts wird an der Qualitaet von wissenschaftlichen, nicht
notwendigerweise vorbestimmten Ergebnissen gemessen, der eines




Wie bereits in der Einfuehrung gesagt, wird das Schwergewicht bei
der Literaturbesprechung auf die Anwendungsfaelle in
analytisch-chemischen Laboratorien gelegt. In der analytischen
Chemie werden In zunehmendem Masse elektrische und magnetische
Substanzeigenschaften ausgenutzt /FAHE 72/. Neben der chemischen
Analytik, die vorwiegend auf chemische Faellungs- und
Farbreaktionen zurueckgreift, hai sich die instrumentelle Analytik
als interdisziplinaere Hilfswissenschaft entwickelt, die Methoden
wie ~missions- und Atomabsorptionsspektroskopie,
Massenspektrometrie, Rcentgenfluoreszenzanalyse, Kern- und
Elektronenspinresonanzspektroskopie, Gaschromatographie und
elektrochemische Methoden verwendet. Die instrumentelle Analytik
hat die Nachweisqrenzen in der analytischen Chemie, die bei der
klassischen Chemie in der Groessenordnung Prozent liegen, um
mehrere Groessenordnungen au~ einige ppm verbessert. Eeschrieben
werden neue apparative Trends auf den Gebieten der Atomabsorptions-
und der Kernresonanz-Spektroskopie sowie der Massenspektrometrie.
Die Verbe3serunq der Nachweisgenaufgkeit in der instrumentellen
Anal~tik muss allerdings erkauft werden dUrch immer hoehere
finanzielle Aufwendungen fuer Grossgeraeie, die ohne Unterstuetzung
durch Prozessrechner oft nicht mehr handhabbar sind.
Die Fuelle der Literatur ueber Laborautomatisierung ist inzwischen
unueberschaubar gross gevorden. Es muss daher von vornherein auf
Vollstaendigkeit verzichtet werden. Auch ein geschichtlicher
Ueberblick kann aus Platz- und Zeitmangel nicht gegeben werden. Ein
Beispiel aus dem Anfangsstadium der Laborautomatisierung soll
genuegen.
Bereits 1963 wurde ein automatisiertes Diffraktometer beschrieben,
bei dem nicht nUr die gesamte Datenerfassung und -auswertung,
sondern auch die steuerunq der Schrittmotoren ZUr Drehung des
untersuchten Kristalls um vier Achsen und die statusueberwachung
der StrahlwinkeJ von einem Digitalrechner ausgefuehrt wird
leOLH 63/. Die gesamte steuerunq erfolgt digital von einem
IBM-1620-Rechner ueber eine serielle Ein-IAusgabe-Einheit und eine
Diffraktometer-Kontrolleinheit, welche die digitalen Steuerbefeh1e
in Abhaenqiqkeit von ihrem Format als gewuenschte Strahlwinkel, als
Kontrollinformationen fuer das Ein- oder Ausschalten von
Schrittmotoren oder als Intervallzaehler interpretiert ..
)or jeder Entscheidung zugunsten einer Automatisierung im Labor mit
Hilfe von Datenverarbeitungssvstemen muessen die Ziele klar
definiert werden. Als wichtigste Gruende fuer die
Laborautomatisierunq werden genannt: Erhoehung der Zuverlaessigkeit
und Genauigkeit de~ Analysenergebnisse, Entlastung des Menschen im
Labor von Routin~arbeiten der Datenerfassung und -auswertung,
Eroeffnunq neuer experimenteller Mceglichkeiten /FRAJ 68/.
Prinzipiell kann man zur Eteuerung und Datenauswertung eines
Analysengeraets jeweils einen gesonderten Rechner vorsehen
('dedicated svstems') oder mehrere Anal~sengeraete an einen Rechner
anschliessen. der im Zeitscheibenverfahren arbeitet. Einige
Laborautomatisierungssysteme werden kurz vorgestellt und manche
Problemkreise angespro~hen: Sollen Wissenschaftler ihre
Rechenprogramme selbst schreiben, kann man hoehere
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Programmiersprachen einsetzen, wie kann man die wachsenden Kosten
fuer die Software eindaemmen, soll man wegen der hohen
Softwarekosten 'dedicated systems' vorziehen, welche Modifikationen
sind am Analysengeraet notwendig, damit eine Laborautomatisierung
moeglich wird!
Neben grundsaetzlichen Angaben zur Hardware und Software fuer die
Laborautomatisierung werden auch in /FRAJ 70/ einige Systeme
vorgestellt, insbesondere die time-sharing-Systeme auf der IBM-1800
des San Jose Research Laboratory, auf einer PDP-10 des
Max-Planck-Instituts fuer Kohleforschung in Muelheim und auf einer
PDP-7 des Lavrence Radiation Laboratory (LRL) in Llvermore. Es
folgt eine Kurzbeschreibung einiger 'dedicated systems· fuer
verschiedene Analysenverfahren.
Einen Ueberblick ueber Anwendungsfaelle bringt
findet eine Llteraturuebersicht ueber die





Der einfuerende Artikel /KIEH 69/ diskutiert grundsaetzliche Fragen
der Analytik, u. a. Genauigkeit der Analysenergebnisse und
Nachweisgrenzen. Die Vielzahl der genannten modernen Verfahren wird
auch im Hinblick auf Automatisierung durch Einsatz von DV-Methoden
diskutiert.
Das Buch /ZIEE 73/ legt das Schwergewicht auf den Einsatz von
Rechnern in der instrumentellen Analytik. Nach der Beschreibung von
Einsatzbereichen und einer Einfuehrung fuer DV-Laien in die
Wirkungsweise eines Computers werden die Problemkreise
Datenerfassung aus analytischen Messge~aeten, Verarbeitung der
digitalisierten Messwerte im Computer, Kommunikation mit dem
Rechner, numerische Bearbeitung digitalisierter Messkurven,
Interpretationshilfe durch den Computer, Vergleich off-line- gegen
on-line-Systeme und Programmiersprachen behandelt und ein Ausblick
auf ein automatisiertes Labor gegeben. Als Beispiele werden das
Muelhelmer und das BASP-System beschrieben.
Eine zusammenfassende Beschreibung des ProzessrechnerS und seiner
Anwendung als Automatisierungshilfsmittel gibt der praxisnahe
Leitfaden /MART 76/. In geschlossener Form werden die Technik und
der Einsatz des elektronischen Digitalrechners in technis~hen
Prozessen beschrieben. Das erste Kapitel fuehrt in die Begriffswelt
ein. Kapitel 2 beschreibt Struktur und Funktionen des zentralen
Prozessors und die Prinzipien des Anschlusses von
Peripheriegeraeten. Kapitel 3 erIaeutert die Systemprogramme,
insbesondere das Realzeit-Betriebssystem. das Programmiersystem und
Dienstprogramme. Kapitel 4 konzentriert sich auf die haeufig
wiederkehrenden programmierten Grundfunktionen von
Anwenderprogrammsystemen. Abschliessend werden als
Anwendungsbeispiel Aufbau und Funktionen eines
Anwenderprogrammsystems zur Ueberwachung und Fuehrung von
Kernkraftwerken beschrieben.
Das Buch /PERS 74/ beschaeftigt sich speziell mit dem Einsatz von
Computern in der Chemie. Es gibt einen verstaendlichen Ueberbllck
und fuehrt die Hardware- und Software-Problemkreise konkret an. Es
erscheint geeignet, bei Hardware- und Software-Experten
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Verstaendnis fuer die Problematik auf der jeweiligen Gegenseite zu
wecken. Durch verstaendliche Erklaerung der Logik einfacher
Schaltungen und durch Flussdiagramme wird der Leser direkt an die
Probleme herangefuehrt. Schliessllch wird ein Vergleich zwischen
den Assemblersprachen fuer die HP-2100, die VARIAN-620 und die
PDP-ß gebracht.
In /GUEH 70/ wird das DV-System fuer das anal~tische Labor der BASF
beschrieben, das zur on-line Datenerfassung und Auswertung
verschiedenartiger Analysen (insbesondere Massenspektrometrie,
Ultrarotspektrometrie und Gaschromatographie) eingesetzt wird. Nach
einer Aufzaehlung der moeglichen Verbesserungen durch DV-Methoden
werden einige fuer einen tluessigen Arbeitsablauf wichtige
Gesichtspunkte zusammengefasst: Unabhaengigkeit der einzelnen
Laboratorien, geringer Anfall von manuellen Nebenarbeiten,
Anpassbarkeit an kurzfristige Belastungsschvankungen einzelner
Methoden und Geraetegruppen, Flexiblitaet hinsichtlich des
Anschlusses weiterer Geraete und der Auswerte-Software.
Das Labor-DV-System des National Bureau of Standards (NBS) wird in
/VOEJ 73/ beschrieben. Es wurde so ausgelegt, dass 70 Experimente
gleichzeitig den Computer belegen koennen. Das System baut auf
einem Rechner EHR Modell 6135 auf. Verschiedenartige
Analysenverfahren erfordern Datenuebertragungsraten von bis zu
10000 viersteiligen Zahlen pro Sekunde. nie Antvortzelten fuer
Kontrollsignale liegen zwischen einigen Millisekunden und wenigen
Minuten. Beschrieben werden die Konfiguration des Rechnersystems,
das Interface und die Grundzuege der Software.
Im pharmazeutischen Forschungszentrum der Firma Schering entschloss
man sich 1969 zum Aufbau eines zentralen
Laborautomatisierungssystems auf der Basis einer IBM 1800 mit dem
Hehrprogramm-Betriebss~9tem MPX IMAND 74/. Eine Reihe
unterschiedlicher Laborgeraete ist ueber Multiplexer angeschlossen,
die Daten der schnellen Geraete werden vor der Uebertragung an den
Rechner zwischengespeichert. Schwierigkeiten ergaben sich bei der
Anpassung vorhandener Messgeraete an das System und bei der
Integration neu entwickelter Assemblerprogramme.
Bei der Firma Clba-Geigy In Basel wurde seIt 1974 stufenweise ein
DV-System um einen VARIAN-620-f-Rechner mit 28 kW Kernspeicher
aufgebaut /FENK 76/. Das Echtzeit-Datenverarbeitungssystem erfuellt
in Kombination mit mechanisierten und automatisierten
Analysenmethoden hauptsaechlich folgende Funktionen: Registrieren
der Auftraege, Erstellen von Arbeitslisten fuer die Laboratorien,
Ueberwachen der termingere~hten Auftragserledigung, Sammeln,
Speichern und Auswerten der anfallenden Resultate, Treffen
einfacher Entscheidungen sowie Erstellen und Ausdrucken der
Anal~senbefunde. Von weitgehend autonomen, mit TIschrechnern und
Beleglesern ausgeruesteten Arbeitsplaetzen in den Laboratorien
werden die Daten on-line an den uebergeordneten Rechner
uebertragen. Dieses hierarchische Datenverarbeitungss~stem
gewaehrleistet die staendige Servicebereitschaft der Laboratorien
auch bei Ausfall des uebergeordneten Rechners. Fuer die
Analysenauftraege werden maschinenlesbare Formulare benutzt, so
dass nach Behebung einer Stoerung im uebergeordneten Rechner alle
inzwischen angefallenen Labordaten maschinell eingelesen werden
koennen. Jedes Analysenergebnis durchlaeuft ein Pruefprogramm, das
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entscheidet, ob ein Analysenbefund ausgegeben wird oder nur ein
Zwiscnenbefund, weil eine der Pruefungen negativ ausgefallen ist,
oder ob automatisch eine Wiederholung der Analyse verlangt wird. Am
Ende eines jeden Arbeitstages werden alle erledigten Auftraege, die
zu einem Analysenbefund fuehrten, geloescht, Auftraege mit noch
nicht durchgefuehrten Bestimmungen werden zu neuen Arbeitslisten
fuer den folgenden Arbeitstag verkettet.
stellvertretend fuer den wachsenden Rechnereinsatz in
klinisch-chemischen Laboratorien sei /KILK 74/ zitiert. In solchen
S~stemen laufen neben der on-line-Messwerterfassung
Mensch-Maschine-Dialoge ueber Ein-/Ausgabestationen ab. Die
Arbeitsplaetze sind ueber eine genormte Schnittstelle an den
Rechner angeschlossen und bleiben auch bei StQerung der
on-line-Verbindung arbeitsfaehig. Neben der Diskussion
verschiedener on-line-Anschlussarten von Analysengeraeten werden
das Schema eines tabellengesteuerten Mensch-Maschine-Dialogs und
die Messwertkontrolle beschrieben.
Auch am Institut fuer Klinische Chemie der Universitaet
Muenchen-Grosshadern wurden autonome Arbeitsplaetze realisiert, die
In ein DV-System integriert sind, das geraeteorientierte
Verarbeitungen im uebergeordneten Laborrechner durchfuehrt und mit
einer Notfalldatenpraesentation der Rohmesswerte am Arbeitsplatz
ausgeruestet ist /KOCH 76/. Mikroprozessors~steme unterstuetzen die
Datenein- und -ausgabe und die Steuerung und stellen die
on-line-Kopplung zur Labordatenverarbeitungsanlage her, gewaehr-
leisten jedoch gleichzeitig die off-llne-Funktionstuechtigkelt. Die
steuerung uebernimmt keine DV-Aufgaben, sondern nur
Datenanpassungs- und Pufferfunktionen. Als Anwendungsbeispiel wird
ein Automat beschrieben, der zu einem Untersuchungsgut eine
variable Anzahl aus bis zu dreissig verschiedenen Anal~senverfahren
durchfuehrt. Das Geraet arbeitet mit einem Markierungsleser, mit
dessen Hilfe der auf Probenidentifikationskarten angebrachte
l-aus-10-Code gelesen wird. Die Datensicherung am Arbeitsplatz
erfolgt durch Ablichtung der Markierungskarte und Druck der
Ergebnisse unter das Bild. Die Behaelter mit dem Probengut werden
bei der Blutabnahme an die Untersuchungsanforderung angeklebt.
Dadurch wird eine zuverlaessige Probenzuordnung von der Probennahme
bis zur Befundpraesentation erreicht.
In einem 'systemanal~tischen Ansatz' beschreibt /KILK 76/ die
Problemstellungen und Loesungswege bei der Wahl der optimalen
Datei- und Programmstruktur, die bei der EntWicklung von
Laborsystemen erkannt bzw. eingeschlagen wurden. Basierend auf dem
unteilbaren Systemelement des durch die Identifikation und die
Verfahrenszugehoerigkeit gekennzeichneten Messwertsatzes wird ein
Dateisystem entwickelt. Die Hauptdateien fuer die Anforderungen und
Messwertsaetze haben doppelt gekettete baumartige Struktur_ Die
Unterbringung solcher Dateiformen auf dem Externspeicher der Anlage
wird theoretisch untersucht. Fuer den Direktzugriff zu den
Stammbloecken wird ein auf Aequivalenzklassen basierendes
Zugriffsverfahren angegeben. Die programmierten
Verarbeitungsfunktionen (Programmoduln) mit ihren extern oder
intern gesteuerten interaktiven Variationsmoeglichkelten werden
detailliert beschrieben. Die intermodularen Schnittstellen werden
ausfuehrlich diskutiert. Die Erfassung von Laboranforderungen, die
Entschluesselung von Markierungsbelegen, die Probenflusssteuerung
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mit Hilfe von Verteilerlisten und die Messwertverarbeitung und
-kontrolle werden exemplarisch erlaeutert. Die Arbeit stellt zwar
einen umfassenden Ueberblick ueber die Laborautomatisierung dar;
sie zeIgt aber auch, wie weit man in einzelnen Teilgebieten,
insbesondere bel der Programm- und Datenstruktury noch von eIner
systematischen Loesung entfernt ist, die auf den Erkenntnissen
fortschrittlicher Software-Technologie basiert.
In einer Nutzwertanalyse konnte fuer ein klinisch-chemisches
Laboratorium der Gewinn durch rechnergefuehrte Datenerfassung und
Datenverarbeitung klar gezeigt werden /BMPT 75/. Durch das
DV-S~stem ist es gelllngen, eine zahlenmaesslge Zunahme der
Laboruntersuchungen um ueber 150% ohne Personalvermehrung ZU
bewaeltigen. Die gesamten Betriebskosten sind gleichzeitig nur um
82% gestiegen. Oie Kosten pro EInzeluntersuchung konnten sogar
gesenkt werden.
Die Firma IBM hatte ihre Laborautomatisierung in San Jose auf der
Basis einer IBM 1800 mit dem Betriebssystem MPX aufgebaut
/RAID 72/. Das Betriebssvstem bietet 12 prioritaetsgesteuerte
Unterbrechungsebenen und erlaubt Vordergrund-Hintergrund-Betrieb.
Die Software, auch fuer die Experimentsteuerung und fuer die
Datenpruefung aktiver Prozesse, ist teilweise in FORTRAN
geschrieben. Unter Beachtung der wesentlichen Erfordernisse bei der
Kommunikation zwischen Experiment und Computer wurde ein einfaches
Prozesskontroll-Betriebssystem konstruiert /RAID 73/. Ein
speicherresidentes Programm ueberwacht die Zaehl- und
Kontrollphasen aller aktiven Prozesse. Puer jeden aktiven Prozess
werden Tabellen nach dem Experimentfortschritt abgeaendert. Bei
jedem Interrupt werden benutzerdefinierte ttasks' in eine
Warteschlange eingetragen. Die Svstemgenerierung ist fuer
unterschiedliche Experimentkonfigurationen moeglich.
Fuer 57 Instrumente des IBM-Forschungslabors in San Jose, die zum
Teil ueber mehrere Jahre an einen Rechner angeschlossen waren,
wurden die Kosten der Laboruntersuchungen ohne und mit
Rechnernnterstuetzung verglichen und die Durchsatzsteigerungen
aufgrund der Automatisierung der Verfahren ermittelt /KAYR 75/. Die
Ergebnisse zeigten wesentliche Kostensenkungen bei etwa 80% der
Verfahren. Bei den uebrigen 20% erschien die Automatisierung vegen
der erhoehten Produktivitaet gerechtfertigt. Aus der Betrachtung
der Automatiserungskosten ergab sich der Hinweis auf einen relativ
hohen Kostenanteil fuer die Entwicklung der Anwendersoftware.
In /GRAP 72/ wird ueber vier IBM-SYSTEM/7-Satelliten mit je 2-16 K
berichtet, die an eine IBM-370/195 angeschlossen sind, jedoch auch
bei Ausfall des Grossrechners arbeitsfaehig bleiben. Waehrend der
Grossrechner in erster Linie zur Programmvorbereitung und zur
Datenanalvse dient, obliegt den Satelliten die Datenerfassung und
die Vor-Ort-Oatenreduktion.
Zur Experimentkontrolle wurde LABS/7 (Laboratorv Automation Basic
Supervisor) entwickelt. Alle zeitkritischen 'tasks' laufen auf
einer Unterbrechungsebene, alle uebrigen auf einer niedrigeren
/AYLR 73/. Zum Umschalten von einem Experiment zu einem anderen
hoeherer Prioritaet werden etwa 30 Mlcrosekunden benoetigt.
Spezielle Anwendungen mit sehr hoher Datenrate koennen den
Supervisor umgehen. Zur Verfuegung steht ein Interpreter fuer
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LABS/7, das eigentlich keine Sprache darstellt, sondern eher eine
'macro facilit~' des /7-Assemblers, die jedoch FORTRAN-aehnliche
Befehle erlaubt. Anwenderprogramme tuer langsame bis mittelschnelle
Experimente erfordern 600-1500 Worte. Das S~stem erlaubt eine
d~namische Zuordnung von Terminals zu den verschiedenen Programmen.
In /HULH 74/ wird die Implementierung einer dreistufigen
Computerhierarchie fuer Anwendungen der Laborautomatisierung
beschrieben. IBM-S~stem/7-Satelliten werden von einer IBM-370/145
unterstuetzt. Der Rechnerverbund erscheint dem Benutzer als eine
einzige Maschine. Das Zelt- und Leistungsverhalten der drei
Hierarchiestufen (Realzeit-, Teilnehmer- und Stapelbetrieb) wird
diskutiert.
Welch unterschiedliche Richtungen
werden, zeigt /BIRJ 70/, in dem
Kanaelen vorgeschlagen wird.
innerhalb einer Firma verfolgt
ein Konzept mit modifIzierten
Bei der Laborautomatisierung geht der Trend mehr und mehr zu
dezentralen S~stemen. In /WOOS 74/ werden Entwurf und Realisierung
eines Vieltachzugriffssystems beschrieben, das die
Experimentkontrolle und die Datenauswertung in einem chemischen
Forschungslabor unterstuetzt. Das S~stem sieht INTEL-BODa
Mikroprozessoren als intelligente Unterstationen zur Kommunikation
zwischen Operateur und chemischer Apparatur vor. Die
Mikroprozessoren sind ueber eine Busleitung an einen Zentralrechner
angeschlossen. Die charakteristischen Eigenschaften des
Systemkonzepts, Gesichtspunkte beim Entwurf der einzelnen Moduln
und die AUfgaben des Zentralrechners werden diskutiert.
Ein Labo~automatisierungssystemauf der Grundlage von CA MAC stellt
/WESG 160/ zur Experimentsteuerung und -auswertung auf dem Gebiet
der Neutronen-, Festkoerper- und Niederenergiekernphysik vor. Der
URlBUS einer PDP-l1/45 ueberwindet vom Rechner zum Experiment eine
Strecke von 70 m. Anstelle der Kopplung an einen CDC CYBER-74
Rechner auf hoher Prioritaetsstufe, was zu einer Beeintraechtigung
des Realzeitbetriebs an der 11/45 fuehrte, wurde inzwischen eine
PDP-11/05 als HIntergrundprozessor vorgesehen. Aus den gleichen
Ueberlegungen wurde fuer Datenbankzugriffe eine NOVA-1200 an das
System angekoppelt.




ein Netz von Kleinrechnern
Dabei wird gefordert, dass bei





Das Prinzip voneinander unabhaengiger Untersysteme bei der
Laborautomatisierung wird von /STUD 75/ systematisch diskutiert.
Die einzelnen Unters~steme ('private nodes l ) koennen voellig
unabhaengig voneinander betrieben und veraendert werden, koennen
ueber ein starres Protokoll Nachrichten miteinander austauschen und
von einem 'common node' Dienstleistungen anfordern. Kern des
Nachrichtenaustauschs ist das Konzept der 'transaction 1 , das im
Zusammenhang mit der Systemorganisation eingehend beschrieben wird.
Bei der Laborautomatisierung Im Rahmen der Vorhaben des KfK wird
ein Konzept mit unabhaengigen Untersystemen verfolgt. Bel der
Entwicklung eines solchen modularen Systems ist der Einsatz von
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Kleinrechnern und Microcomputern vorgesehen /HEIW 75/, die mit
relativ geringem Aufwand hohe Zuverlaessigkeits- und
Slcherheitsanforderunqen erfuellen. Der bei der ersten
Anal~tikkomponente eingesetzte Microcomputer auf der Basis des
INTEL-BOOa wird beschrieben.
Als Beispiel fuer die Automatisierung einzelner Analysenstaende sei
/EGGA 711 zitiert. Rin LINC (Laboratory Instrument Computer)
steuert einen Analysenstand vom Plpettierschritt bis zur
spektral photometrischen Analyse, erfasst die Daten, gibt die
Ergebnisse f~rmatgerecht aus und trifft darueber hinaus waehrend
des Fortgangs der Analyse Entscheidungen ueber weitere Messpunkte,
so dass mit moegllchst wenigen Messungen die Reaktionsrate einer
Enzymreaktion bei moeqlichst geringer Standardabweichung durch eine
geschlossene Kurve dargestellt werden kann.
Ein Analysenstand zur automatisierten Roentgenfluoreszenzanalyse
wird In /BROß 771 beschrieben. Er dient zur Bestimmung der
Konzentration verschiedener Elemente (U, Th, Fe, S, P, Al u. a.) in
Prozessstroemen und wird in der Kernforschungsanlage Juelich
eingesetzt. Zur Probenidentifikation wird ein Probenaliquot auf ein
Filterplaettchen pipettiert, eingetrocknet, In einem Raehmchen
fixiert und per Rohrpost an die Messstrecke verschickt. Durch eine
strichcodierte Probenkennung ist es mceglich, die Filterplaettchen
bei der Praeparation, bel der Verteilung im Rohrpostsystem und bei
der Messung automatisch zu identifizieren. Die Praeparation und die
Rohrpostanlage verfuegen jeweils ueber eine autonome elektronische
steuerung. deren Programme in Halbleiter-Lesespeichern abgelegt
sind. Die Steuerunq der Verteilerstaticn ist per Relaistechnik
realisiert. Ein uebergeordneter Rechner gibt die
Praeparationsparameter vor und nimmt die Probenkennung an den
entsprechenden Stellen auf.
Dieses Steuerungskonzept erscheint fuer den experimentellen Betrieb
in einer Pilotanlage ZU starr und fuer den integrierten Einsatz in
einer Grossanlage zu wenig anpassungsfaehig in Bezug auf einen
Verbund mit anderen Analysenautomaten. Um jederzeit ueber den
aktuellen ZUstand des Automaten zu verfuegen und um die Bedienung
flexibel zu gestalten, empfiehlt es sich, den gesamten
Analysenstand per Rechner zu ueberwachen und zu steuern.
In dem zunehmenden Einsatz chemisch-physikalischer Messgeraete
anstelle konventioneller chemischer Methoden liegt der Einsatz von
Computern beqruendet, die zunaechst die Routineauswertungen
automatisieren sollen /GROP 72/. Die bei der Automatisierung eines
Systems anfallenden Aufqaben von der Analyse des Systems ueber die
Entwicklunq der Hardware, des Interface und der Soft~are ~erden an
einem Beispiel, dem Rechneranschluss von Gaschromatographie und
Massenspektrometrie, demonstriert. Inzwischen laufen im KfK
Entwicklunqsarbeiten zur Automatisierung weiterer Analysenstaende
wie Photometer-Leitfaehiqkeits-Messstand, Alpha-Messplatz und
kolorimetrische Uranbestimmun~.
Geht man ueber einzelne Geraete hinaus in Richtung auf die
Automatlsierunq Qanzer Laboratorien, so ist die Probennahme und
-identifizierung in die Diskussion einzubeziehen. Auf ein
automatisiertes Probennahmesvstem wurde bereits hingewiesen
IGEID 70/. Maschinenlesbare Probenkennzeichnungen, zunaechst bei
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Bahn und Post und auf Waren in Supermaerkten angewandt lYASE 75,
SAVD 75/. werden inzwischen auch in klinischen Laboratorien benutzt
IBLAE 74/. Hi~r sind die Etiketten neben der maschinenlesbaren
Strichcodierung mit einer Kennung in Klarschrift versehen, um bei
einer stoerung am Rechnersystem jeder~eit eine manuelle
Identifizierung zu ermoeglichen. nie geeignete Wahl von Buchstaben
oder Ziffern zur Kennzeichnung und Moeglichkeiten zur




In /FRAJ 73/ wird ueberzeugend dargelegt, dass Laborautomatisierung
nicht allein ein Computerproblem ist, sondern ein 'systems
problem', das nur dann effizient geloest werden kann, wenn alle
betroffenen Bereiche ausreichend beruecksichtigt werden,
insbesondere der zugrunde liegende Prozess, der automatisiert
werden soll, alle Instrumente, Rechner-Hardware und Interface,
Software-Erstellung, die Anforderungen an das Bedienpersonal, die
Protokollierung und die Archivierung. Fuer die Durchfuehrung von
Projekten zur Laborautomatisierung werden RichtlinIen gegeben. Eine
klare .Definition der Anforderungen an das System wird erleichtert
durch Auf teilung in Eingaben an das System, Ausgaben vom System und
Uebertragungsfunktionen. Erst nach dem vollstaendigen funktionalen
Entwu~~ des Systems, der Auskunft darueber gibt, was erreicht
werden soll, wird im Implementierungsentwurf geklaert, vie diese
Anforderungen erfuellt werden koennen. Erst hier sollten
Hardwarekomponenten und Programmiertechniken diskutiert werden. Es
wird allerdings zugestanden, dass die gesamte Entwurfsprozedur
nicht ohne Iterationen zwischen den einzelnen Entwurfsphasen
auskommt.
Auch /PERS 73/ gibt Richtlinien zur Erstellung eines guten Entwurfs
fuer Anal~senautomaten an. Es wird eine klare Trennung In die vier
Bntwurfsphasen Projektdefinition, Systemspezifikation, funktionaler
Entwurf und Implementierung empfohlen, wobei die ersten drei Phasen
ohne Festlegung von Hardware-Spezifikationen ablaufen sollen. Im
funktionalen Entwurf werden die einzelnen operationalen Schritte
aufgeluest und Grenzbedingungen und Systemeinschraenkungen
angegeben. Am Beispiel eines Gaschromatograph/Massenspektrometer-
Systems werden die Dateneingabe-Spezifikationen aus den
Systemspezifikationen abgeleitet.
Das Buch /WEDH 73/ ist als Leitfaden fuer Entwickler von
Anwendungssystemen fuer DV-Anlagen gedacht. Nach einem einleitenden
Kapitel ueber Systembegriffe und Projektmanagement werden in der
Istanalyse die Methoden der Systemerhebung beschrieben~
Prueflisten, Datenerhebung, Zustands- und Funktionsdiagramme,
Entscheidungstabellen. In der Durchfuehrbarkeitsstudie wird das
Anwendungssystem spezifiziert. Weitere Kapitel gehen auf die
Implementierung, die Abnahme, den Betrieb und die Leistungsmessung
ein.
Der ~benszyklus eines Computersvstems, das ist der Zeitraum
zwischen Planungsbeginn und Betriebsende, setzt sich aus mehreren
Phasen zusammen. Die einzelnen Phasen sind in der Literatur weder
einheitlich abgegrenzt noch benannt. Eine klar gegliederte
Uebersicht der Arbeitsabschnitte zur Systementwicklung wird in dem
Buch /BICG 74/ gegeben. Die einzelnen Abschnitte lassen sich wie
folgt zusammenfassen:
Definitionsphase ('definition stud~'): Festlegung der Ziele und
Aufgaben des Gesamtsystems unter Beruecksichtigung bestehender
Loesungen
Grobentwurf (tpreliminary design'): Festlegung der Anforderungen,
Auf teilung des Gesamtsystems in unabhaengige Teilsysteme und der
Teilsysteme in Prozesse
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- Detailentwurf ('detail design' ):Festlegung der Programm-Moduln,
Datenbasis und manuell zu verrichtenden Taetigkeiten
- Programmentwicklung und Beschreibung manueller Arbeitsschritte
- Tes t phase
- Datenkonversion und Inbetriebnahme ('data conversion and system
implementation t ): Ablegen der existierenden Daten in der Daten-
basis und Einrichtung des Gesamtsystems
- Betrieb und Wartung
Das Buch zeichnet sich dadurch aus, dass die Beschreibung jeder
Phase einheitlich gegliedert ist, und zwar werden die Teilschritte
einer Phase (meist tabellarisch) dargestellt anhand der
Gliederungspunkte: Aktivitaeten, Methoden, ZIel produkte
(Dokumentat ion) und erforderl iche Unterlagen (vorausgesetzte
Arbeiten). An Beispielen wird die Vorgehensweise erlaeutert. Obwohl
das Buch in einzelnen Punkten nicht mehr auf dem heutigen Stand der
Software-Technologie ist, bietet es doch ein gut gegliedertes
Planungsgeruest, an dem fortschrittliche Verfahren zur
Software-Erstellung aufgehaengt werden koennen ..
Um den Gedankenprozess bei der Entwicklung eines Systems zu
strukturieren und zu dokumentieren, werden Darstellungshilfsmittel
angewandt. Man unterscheidet zwischen manuellen (z. B. SADT, HIPO)
und rechnergestuetzten Verfahren (z. B.. PSL/PSA).
In /ROSD 77/ wird die Sprache SA ('Structured Analysis')
beschrieben. Die darin enthaltenen Strukturetemente sind auch unter
der Bezeichnung SADT ('structured Analysis and Design Technique')
als Verfahren bekannt. SADT dient in der Phase des Grobentwurfs zur
Festlegung von Anforderungen ('requirements definition').
Man betrachtet zunaechst das Gesamtsystem mit seinen globalen
Schnittstellen. Das anschliessende gedankliche Zerlegen wird
hierarchisch top-down durchgefuehrt und bezieht sich auf die
Grundelemente Dinge, Daten ('things') und Vorgaenge, Aktionen
('happenings t ). Der Entwurfsprozess wird mit Hilfe von Diagrammen
aus den Grundsymbolen Rechteck (Block) und Pfeil bildlIch
festgehalten. Die vorgeschlagene duale Vorgehensweise sieht vor,
zum einen die Aktionen in den Mittelpunkt der Betrachtungen zu
stellen, d. h. Rechtecke entsprechen Aktionen und Daten werden
durch Pfeile dargestellt, und zum anderen von den Daten auszugehen,
wobei die Bedeutung von Rechtecken und Pfeilen genau umgekehrt ist.
Jedes Rechteck wird auf der darunterliegenden Detailliernngsstufe
verfeinert. Man unterscheidet je nach Lage eines Pfeiles relativ
zum jeweiligen Block zwischen Eingabe-, Ausgabe-, Kontroll- und
Mittel-Pfeilen. Zur Strukturierung eines Diagramms gibt es
Vorschlaege ebenso wie fuer die Bezeichnungsweise der einzelnen
Bloecke.
'structured Analysis' wird in /RüSD 77/ mit SADT-Dlagrammen
erlaeutert. Ein Leser ohne SADT-Erfahrung wird
Verstaendnisschwierigkeiten haben. Leider hat es der Autor
unterlassen, Bedeutung und Anwendungsiegeln der einzelnen
Sprachmittel vollstaendig und uebersichtlfch zu erlaeutern und
Hinweise zur Durchfuehrung der naechstetl' Entwurfsphase auf der
Basis der SADT-Diagramme zu geben.
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Bei der Planung eines DV-Systems ist man selten an allen
Einzelheiten inter~ssiert, sondern meist nur an den wesentlichsten,
aus der komplexen Realitaet abstrahierten Eigenschaften. Unter
diesem Aspekt wurde die Systemplanungs- und Dokumentationstechnik
HIPQ (Hierarchy plus Input-Process-Output) entwickelt IKATH 761. In
schrittweiser Verfeinerung werden die Strukturen eines Systems mit
Schwergewicht auf den jeweiligen Ein-/Ausgabeparametern und den
zwischen ihnen notwendigen Transformationen beschrieben. Aus den
HIPQ-Diagrammen gehen die In jedem Schritt erstellten Unterlagen
hervor. Die Entwicklung eines HIPO-Pakets wird exemplarisch
beschrieben an drei wichtigen Systemerstellungsphasen: initial
design phase, detail design phase, und documentation and
maintenance phase. Es wird zugestanden, dass die HIPQ-Technik
insbesondere waehrend der Implementierung ggf. durch andere
Techniken ergaenzt werden sollte, beispielsweise durch
Flussdiagramme oder Entscheidungstabellen.
Das computergestuetzte Dokumentationshilfsmittel PSL/PSA (uer den
Entwurf von DV-Systemen wird In /TEID 771 vorgestellt. Mit der
Sprache PSL ('problem statement language i ) kann der Benutzer die
Anforderungen an das geplante System beschreiben, und zwar unter
den Hauptaspekten: Ein-/Ausgabe, System- und Datenstruktur,
Datenbenutzung, Systemumfang, -dynamik, -eigenschaften und
Projektmanagement. PSL enthaelt eine Reihe von Qbjekttypen (z. B.
INPUT, PROCESS, ATTRIBUTE, ENTITY) und Relationstypen (z. B. USE,
GENERATE, IDENTIFY, CONTAINED), aus denen die Beschreibung
aufgebaut wird. Die gesamte Information ueber das geplante System
wird automatisch in der Datenbank abgelegt und steht zu Analyse-
und Pruefzwecken mit PSA ('problem statement analyzer 1 ) zur
Verfuegung. PSA erzeugt auf Anfrage bestimmte Berichte, die unter
verschiedenen Aspekten Auskunft ueber die Systembeschreibung geben.
Beispielsweise gibt der 'extended pictu~e report' eine g~arische
Darstellung des Datenflusses oder der fdata process interaction
report' eine Liste aller unbenutzten Datenobjekte. Die gesamte
Dokumentation kann computergestuetzt erfolgen. Bei Aenderungen der
Systembeschreibung aktualisiert PSL/PSA automatisch die Datenbasis.
Die Uebersicht ILUDJ 781 beschreibt 14 Verfahren !uer die
Spezifikation und den Entwurf von Software. Die einzelnen
Verfahren, die sich auf unterschiedlichem Entwicklungsstand
befinden, werden nach einem einheitlichen Beschreibungsverfahren
gegenuebergestellt. Zunaechst wird jeweils eine Kurzbeschreibung
des Verfahrens gegeben. Dann wird die Phase der SQftwareentwicklung
abgegrenzt, die durch das betreffende Verfahren unterstuetzt werden
soll. Inhalt und Form der Darstellung werden so detailliert
erlaeutert, wie es die ueber das Verfahren verfuegbaren Unterlagen
erlauben. Sofern das Verfahren methodische Unterstuetzung bietet,
folgen Aussagen ueber die Entwicklung9methode. Jedes Verfahren wird
an einem Beispiel veranschaulicht. Abschliessend werden die
Verfahren nach unterschiedlichen Kriterien tabellarisch
klassifiziert und bewertet.
Der derzeitige Entwicklungsstand in der Entwurfsmethodik wird von
IDAVC 771 so gesehen:
- Es gibt keine einheitliche, hinreichend detailliert ausge-
arbeitete Methode fuer die Spezifikation und den Entwurf von
Real-Time Software. Die fuer gewisse Phasen der Software-
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Entwicklung anwendbaren Methoden sind nicht ohne weiteres ein-
setzbare Die echtzeitspezifischen Aspekte sind im allgemeinen
nicht ausreichend beruecksichtigt.
- Die Systeme sagen allgemein wenig darueber aus, wie die
Spezifikationen festzulegen sind. Die entwickelten Systeme sind
entweder noch nicht implementiert, oder es gibt spezielle
Implementierungen, bei denen die Definition allgemeingueltiger
Grundlagen fehlt.
- Viele automatisierte Hilfsmittel sind verfnegbar, aber sind
nicht zu einem brauchbaren System integriert.
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3.4 Rechnersysteme, Rechnerauswahl
Die Frage, ob einem mittelgrossen oder grossen Rechner der Einsatz
mehrerer Mini- oder Microcomputer vorzuziehen ist, wurde schon oft
diskutiert und kann weder allgemein noch speziell fuer die
Laborautomatisierung grundsaetzlich beantwortet werden IEBLC 761.
Vielmehr ist in jedem Einzelfall eine Aufstellung der Anforderungen
(Rechnerleistung, Umfang und Antwortzeiten des
Ein-/Ausgabeverkehrs, Speicherbedarf und Zugriffshaeufigkeit,
Mensch-Maschine-Kommunikation u. a.) und eine Gewichtung der
Auswahlkriterien wie Verfuegbarkeit und Ausfallsicherheit,
Wirtschaftlichkeit, Benutzerfreundlichkeit erforderlich.
In der Praxis findet man Teilnehmersysteme auf groesseren Rechnern
ebenso wie 'dedlcated systems' der verschiedensten Arten. Der Trend
geht jedoch klar in Richtung auf Rechnernetze: Autonome
Arbeitseinheiten hoher Verfuegbarkeit werden von kleineren Rechnern
unterstuetzt, die vor Ort die steuerung, die Datenerfassung und die
Vorauswertung uebernehmen IKASJ 171. Diese Arbeitseinheiten sind an
ein u eber geordnet es Dat enverarbel t ungssys tem gekoppel t , das
Endauswertung, Ergebnisdarstellung und Datenarchivierung uebernimmt
und eine Wiedergewinnung und vielfaeltige Nutzung der gespeicherten
Informationen gestattet. Anwendungsbeispiele aus dem Bereich der
Laborautomatisierung sind bereits in Kapitel 3.2 aufgefuehrt
IGRAP 12, WOOS 74, BAAE 74, FENK 76, KOCH 76/.
Inzwischen sind unterschiedliche Philosophien ueber die
Aufgabenteilung in Rechnernetzen entwickelt worden /HOLE 120/.
Neben hierarchischen Konfigurationen wurden verteilte Rechnernetze
entwickelt, deren Intelligenz voellig dezentralisiert angeordnet
ist und die auf einen uebergeordneten Reehner ('master') voellig
verzichten IPARD 73/.
Mit der Entwicklung von preisguenstigen, leistungsfaehigen
Mikroprozessoren oeffnet sich eine neue Welt von Anwendungen
IALTL 14/. Eine umfassende Einfuehrung in Aufbau und Arbeitsweise
von Mikroprozessoren gibt das zum Selbststudium geeignete Buch
IBARI 761. Der Uebersichtsartikel IDAVS 74/ ist gleichzeitig als
Hilfe fuer den Systemplaner bei der Auswahl geeigneter Micro- und
Minicomputer gedacht. Als Schritt in Richtung auf die Verlagerung
der Rechnerintelligenz an die Peripherie von Rechnersystemen ist
der Einbau von Mikroprozessoren in Terminals anzusehen IWHIJ 75/.
Die Zusammenstellung IBIRH 75/ zeigt Elnsatzmoeglichkeiten von
Mikroprozessoren und Mehrprozessorsystemen fuer die Prozesslenkung
auf.
IBIRK 731 beschreibt ein aus Microcomputern aufgebautes
ringfoermiges Rechnernetz. Die eingesetzten INTEL MCS-8
Microcomputer sind in PL/M programmiert. Ein Beispiel fuer ein
PL/M-Programm und eine Fallstudie, die Methoden zum
Software-Entwurf fuer Microcomputer aufzeigt, ist in /KILG 751 zu
finden. Weitere Angaben ueber den derzeitigen Stand und die
Entwicklungsperspektiven bel der Programmierung von
Mikroprozessoren sind den Artikeln IBASC 76, WATI 761 zu entnehmen.
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Als Einfuehrung in die Thematik der Rechnerauswahl sei
stellvertretend das Buch /JOSE 68/ angefuehrt. Voraussetzung fuer
die Rechnerauswahl ist die Systemspezifikation, d. h. die
Beschreibung der Anwenderanforderungen. Die Rechnerauswahl wird
erleichtert, wenn aus den Anforderungen unbedingt notwendige und
wuenschenswerte Systemeigenschaften abgeleitet werden. Diese
Abgrenzung ist jedoch oft schwierig. Nur die eingereichten
Angebote, welche die unbedingt notwendigen Systemeigenschaften
haben, werden nach Angleichung der vorgeschlagenen Systemloesungen
anhand eines Kriterienkatalogs bewertet. Um eine gemeinsame Basis
fuer den Vergleich zu haben, wird vorgeschlagen, alle
wuenschenswerten Eigenschaften des DV-Systems in Geldwert
umzurechnen und den Kosten fuer das Rechner- und Programmsystem
gegenueberzustellen.
Die Hauptschwierigkeit bei der Bewertung beruht darauf, dass die
Relevanz der Systemeigenschaften hinsichtlich der
Anwenderanforderungen beurteilt werden muss. Dabei kommt man nicht
umhin, die Bewertungskriterien mit subjektiven Gewichtsfaktoren zu
versehen. Darueber hinaus lassen sich fuer viele Kenngroessen nur
statistische Mittelwerte, Schaetzverte oder indirekt ermittelte
Werte, z. B. fuer das Zeitverhalten ueber Simulationen oder
Benchmark-Tests, angeben.
Es wird darauf hingewiesen, dass es fuer das Erarbeiten der
Konfigurationsalternativen nuetzlich ist, sich fruehzeitig mit den
Herstellern in Verbin~ng zu setzen. Bei der abschllessenden
Festlegung der Systemeigenschaften sollten die Hersteller jedoch
ausgeschlossen werden, damit sie dIe endgueltige Spezifikation
nicht beeinflussen.
Das Buch beschreibt abschliessend wichtige Gesichtspunkte bei der
Einholung der endgueltigen Angebote und der Bewertung und Auswahl
des Rechnersystems. Eine Offenlegung des Kriterienkatalogs
gegenueber den Herstellern wird empfohlen, weil es den Anbieter
ermutigt, die fuer die gegebene Aufgabensteilung beste Loesung
anzubieten.
Als systemtechnische Hilfe zur Entscheidungsvorbereitung wird von
/ZANC 71/ eIn Nutzwertmodell, im folgenden Nutzwertanalyse genannt,
vorgeschlagen. Es wird haeufig als das einzige geeignete
Hilfsmittel zur systematischen Analyse einer Entscheidungssituation
angesehen, wenn eine Vielzahl von entscheidungsrelevanten
Zielkriterien zu beachten ist (multidimensionales Ziel system). Bei
der Nutzwertanalyse sind in der Praxis folgende Teilschritte
erforderlich:
- Beschreibung der m projektspezifischen Ziele bzw. Zielkriterien
- Beschreibung der zielrelevanten Konsequenzen, d. h. der n mal m
Zielertraege fuer die untersuchten n Loesungsalternativen
- Umsetzen der Zielertraege in Zielwerte (Nutzwerte der Alter-
nativen bezueglich eines Kriteriums)
- Bewertung, d. h. praeferenzgerechte Ordnung der AlternatIven
aufgrund ihrer Zielwerte
Die Loesung des Bewertungsproblems erfolgt zweckmaessigerweise,
indem man die Zielertraege der Alternativen direkt vergleicht und
die Bewertung in einer Folge von Teilbewertungen vornimmt, die
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jeweils nur eine der m Wertdimensionen beruecksichtigen. Der
eindimensionalen Bewertung wird einer der folgenden Skalent~pen
zugrundegelegt: Nominalskala, Ordinalskala oder Kardinalskala
(Intervall- oder Verhaeltnisskala). Bei der Nominalskala dient
jeder Skalenwert nur der Bezeichnung einer Klasse
nutzenaequivalenter Elemente, z. B. in Form von Noten wie besonders
geeignet, befriedigend, unbefriedigend. Mit Ordinalskalen wird fUer
die Alternativen eine Rangordnung angegeben. In Kardinalskaien wird
der Zielerreichungsgrad quantitativ angegeben. Die Bewertung nach
einer Kardinalskala hat den hoechsten Informationsgehalt, erfordert
jedoch den groessten Aufwand.
AUs den aufgestellten Ordnungen wird in der Wer1s~nthese eine
teilzieluebergreifende Ordnung der Alternativen abgeleitet. Dazu
werden mehrere Entscheidungsregeln angegeben und verglichen, nach
denen man auf logisch durchschaubare Weise zu einer Gesamtaussage
ueber die zur Auswahl stehenden AlternatiVen kommen kann. In einem
eigenen Kapitel wird auf die Problematik bei der praktischen
Beruecksichtigung der Ungewissheit eingegangen, die insbesondere
durch Extrapolationen von Einflussfaktoren auf die Zukunft in die
Bewertung eingehen.
Zusammenfassend wird vermerkt: Zweck der Nutzwertanal~se ist es,
die subjektiv beeinflussten Bewertungen bewusst, gedanklich
kontrolliert und sachlich begruendet vorzunehmen und systematisch
zu einer Gesamtaussage zu verarbeiten. Um die Ergebnisse einer
Nutzwertanalyse interpretieren zu koennen, ist es notwendig, die
vorgenommenen Bewertungen und die benutzten Kriterien und Methoden
dem Entscheldungstraeger offen darzulegen. Wie entscheidend neben
der subjektiven Gewichtung der Zielkriterien auch die Wahl der
Bntscheidungsregeln in die Gesamtaussage ueber die Rangordnung der
Alternativen eingeht, zeigt ein Beispiel, in dem fuer ein und
dasselbe Auswahlproblem allein durch Anwendung verschiedener
Entscheidungsregeln praktisch alle denkbaren Rangordnungen der
diskutierten Alternativen als Ergebnis der Nutzwertanal~se
abgeleitet werden koennen. Die Grenzen der Nutzwertanalyse sollten
deshalb klar gesehen werden.
Obwohl sich abzuzeichnen scheint, dass Sachwissen und
wissenschaftliche Methodik im technokratischen Sinn zur allein
massgebenden Grundlage praktischen Handeins erhoben werden koennte,
muss man sich der Tatsache bewusst bleiben, dass die
Entscheidungsflndung nicht von ihrem politischen Element befreit
werden kann. Die Nutzwertanal~se sollte als operationale Bruecke
zwischen den Extremen der rein politischen und der rein
technokratischen Entscheidungsfindung verstanden werden.
Welche Schritte bei der Rechnerauswahl in der Regel unternommen
werden, ist dem Uebersichtsartikel ITIME 731 zu entnehmen.
Gleichzeitig wird auf alternative Schritte im Auswahlverfahren
hingewiesen, die je nach Umfang des auszuwaehlenden Systems und
Zielsetzung des Auftraggebers empfehlenswert sind. Die zahlreichen
Literaturhinweise sind ueberwiegend veraltet, enthalten jedoch




einzelnen dem Hersteller bei der
ueber ein DV-S~stem zu geben sind und
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welche Informationen das Angebot des Herstellers enthalten sollte,
gibt /GRER 74/ an. Es folgt ein detaillierter Fragenkatalog zur
Bewertung der Hardware und Systemsoftware eines DV-Systems, der
sich bei der Auswahl einer mittelgro9sen Rechenanlage bewaehrt hat.
Wenngleich die Angaben zu den 19 diskutierten Systemen durch die
zwischenzeitliehe Entwicklung ueberholt sind, vermittelt /HERB 73/
eine gute Dokumentationsmethode speziell zum Vergleich von
Prozessrechner-Hardware•. Auf jeweils zwei Formblaettern wird ein
schneller Ueberblick ueber die wichtigsten Leistungsmerkmale der
Zentraleinheit (Arbeits- und Mikroprogrammspeicher, Rechnerkern,
Interruptwerk und Kanaele) und der Standard- und Prozessperipherie
gegeben.
Einen wesentlich ausfuehrlicheren Katalog von Beurteilungskriterien
fuer Prozessrechensysteme gibt /BENE 75/. Neben Hardwarekriterien
werden weitere Beurtellungs~roessen aufgefuehrt und detailliert:
- Software-Eigenschaften (Betriebsprogramme und Programmer-
stellungshilfsmittel )
- Betriebssicherheit (Zuverlaessigkeit und Verfuegbarkeit,
Betriebssicherheitseinrichtungen, Verhalten bei Netzausfall)
- Flexibilitaet (Ausbaufaehigkeit, Kompatibilitaet)
- Herstellerunterstuetzung (Bewaehrtheit des Systems, Uebernahme
der S~stemverantwortung, Unterstuetzung der Entwicklung des
Anwenderprogrammsystems, Systemliteratur, SchUlung, Wartung und
Instandsetzung, Gewaehrleistung)
- Kostenaspekte (einmalige Kosten, laufende Kosten, Zahlungs- und
Lieferbedingungen, Lieferumfang)
- Anforderungen des Systems (Betriebsbedingungen, Stromversorgung,
Anforderungen des Systems an das Personal, organisatorische An-
forderungen)
In der Richtlinie jVDIV 75/ wird ein empirisches Verfahren zur
Auswahl von Prozessrechensystemen vorgeschlagen. Zur Berechnung der
Bevertungskennzahl fuer die Leistungsfaehigkeit wird eine
Linearkombination sog. Leistungskriterien (unabhaengig von der
betrachteten Anwendung quantifizierbare Eigenschaften) gebildet.
Diese Kriterien ~erden aus dem angegebenen Katalog ausgewaehlt, der
sich in seiner Systematik und seinem Inhalt am gegenwaertigen Stand
der Technik orientiert. Die Abhaengigkeit der Bewertungskennzahl
von dem zu automatisierenden technischen Prozess wird durch
Gewichtung der Leistungskriterien beruecksichtigt. Das Problem der
anwendungsabhaenglgen Festlegung der Gewichtsfaktoren wird in der
Richtlinie offen gelassen. Damit eine eindeutige und richtige
Beantwortung der Fragen moeglich ist, werden in einem Anhang die
entsprechenden DIN-Normen aufgefuehrt und neue, noch nicht genormte
Benennungen erlaeutert.
Beim Kauf eines Rechnersystems ist die Verantwortung fuer die
Auslegung der Koppeleinheiten wegen der Vielzahl der auf dem Markt
angebotenen Systeme nur schWer vom Anwender voellig auf den
Rechnerhersteller zu uebertragen. Da an Rechnersysteme zur
Laborautomatisierung neben reinen Ein-/Ausgabegeraeten meIst auch
rechnergestuetzte Analysenstaende und/oder Kleinrechner
anzuschliessen sind, ist eine Vereinheitlichung der Schnittstelle
von entscheidender Bedeutung /BLAE 73/.
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Eine Uebersicht ueber linterfacing' gibt /CLOP 76/. Nach einer
Begriffsdefinition wird der Anschluss ueber ein Bussystem zunaechst
am Beispiel eines Zeilendruckers beschrieben. Ein spezielles
Interface sollte nur noch dann entwickelt werden, wenn die
Ein-/Ausgabearchitektur optimal ausgenutzt werden muss, um die
letzten Prozente an Leistungsfaehigkeit herauszupressen. In der
Regel sind die Vorteile der Wiederverwendbarkeit und der
Verringerung des Entwicklungs- und Wartungsaufwands durch
Standardisierung hoeher zu bewerten. Drei Alternativen zur
Interface-Standardisierung werden verglichen: bit-seriell
(V24-3chnittstelle gemaess den CCITT-Empfehlungen), byte-seriell
(Hewlett-Packard-Interface gemaess Empfehlung des International
Electrotechnical Committee und das British Standard Interface
834421) und wort-seriell (MEDIA-System von ICI und CAMAC).
Abschliessend werden Spezifikationen von CAMAC (Computer
Application to Measurement and Control) im einzelnen und die
Vorteile dieses inzwischen weit verbreiteten Systems beschrieben.
Eine Einfuehrung in das urspruenglich fuer Datenerfassungsaufgaben
bei kernphysikalischen Experimenten entwickelte CAMAC-System gibt
/OTTJ 70/. CAMAC unterstuetzt die dezentrale Datenerfassung und die
Prozesssteuerung /KLEH 74/_ Der 'serial highwaV' ermoeglicht die
Uebertragung hoher Datenraten. Er zaehlt zu den seriellen Systemen,
da Adress- und Kontrollinformationen ueber denselben Datenweg
laufen. nie Normierung vereinfacht die Ankopplung /ABBD 74,
ABBD 75/. Gleichzeitig unterstuetzt CAMAC den Nachrichtenaustausch
zwischen intelligenten Untersvstemen /CONR 75/.
Einen Einblick In die bei der Auswahl eines Kommunikationssystems
wichtigen Parameter (Topologie des Rechnernetzes, Entfernungen und
gegenseitige Abhaengigkelten der Netzkomponenten voneinander,
Bandbreiten, Uebertragungsraten und Fehlerhaeufigkeit der
Uebertragungskanaele, Zwischenspeicherung und Bestaetigung der
Nachrichten, Fehlerbehandlung) und in Auswahlkriterien vermittelt
/SMIS 73/.
Als weitere Koppelsvsteme seien ervaehnt: JOKER (Juelicher
Online-Kopplung fuer Experimentrechner) /COND 73/, der IEC-Bus als
Normierungsvorschlag des International Electrotechnlcal Committee
/RICD 74/ und am Anwendungsfall der chemischen Laboratorien der
August-Thyssen-Huette das von der Firma DEC angebotene 'Partyline
System' mit Uni bus und TCS-Bus /BUCE 77/.
Da der zentrale Rechner an den Gesamtkosten der in /JACH 75/ als
typisch angesehenen Automatisierungsaufgabe nur noch ZU etwa 71
beteiligt ist, waehrend die Verbindungswege zwischen Rechnersystem
und den einzelnen Prozesselementen sowie den Ein-/Ausgabegeraeten
mehr als 601 beitragen, wird deutlich, wo in Zukunft
Rationalisierungsmassnahmen erforderlich sind. Nach der
Praezisierung der Anforderungen an ein Perlpheries~stem und der
prinzipiellen Diskussion von Loesungsmoeglichkeiten verden die




Daten, die in einem DV-S~stem verwaltet werden sollen, muessen
geeignet strukturiert werden. Nach /EARJ 71/ unterscheidet man bei
der F.rstellung von Datenstrukturen zwischen logischem Entwurf und
Implementierung. Im Entwurf werden die Zusammenhaenge der Semantik
beschrieben. Die Struktur laesst sich durch gerichtete Graphen
darstellen, wobei jedem Knoten ein Teil der Datenstruktur und jedem
Pfeil ein Zugriffspfad entspricht. Die hierarchische Gliederung der
Datenstrukturen wird durch verschiedene Stufen im Graphen
festgelegt. Mit Hilfe von Primitiv-Funktionen lassen sich die
Graphen aufbauen und veraendern. Oie Implementierung beschreibt die
Realisierung der Datenstrukturen auf den Speichermedien. Aus den im
logischen 8ntwurf entwickelten Graphen werden auf der
ph~sikalischen f.bene Graphen abgeleitet, die die Datenstruktur in
der Maschine Wiederspiegeln. Beispiele verdeutlichen dieses
Vorgehen.
Mit Hilfe eines Datenmodells kann beim Entwurf der Datenstruktur
eine Vereinheitlichung erreicht werden. Ein Datenmodell bietet
einheitliche Grundstrukturen, auf die von aussen leicht zugegriffen
werden kann und die sich mit gaengigen Methoden Implementieren
lassen. Zur Auswahl eines fuer die Anwendung geeigneten
Datenmodells sind in /MCGW 76/ Kriterien angegeben. Diese sind
gegliedert in Benutzungs- und Implementierungskriterien. Ihre
Anwendung wird verdeutlicht an den bekannten Modellen: am
Relationalen, am Hierarchischen und am Netzwerkmodell.
Der Abstraktionsprozess von Information aus der realen Welt auf ein
Datenmodell wird als 'Information Modeling' bezeichnet.
Voraussetzung dafuer ist die Festlegung der ZU betrachtenden Daten
aus der realen Welt zusammen mit ihren Attributen. Die
Grundelemente dieser Beschreibung (z. B. entit~, propert~) koennen
auf die entsprechenden Strukturelemente eines Datenmodells
abgebildet werden /MCGW 76/.
In den letzten Jahren gewinnt eine verallgemeinerte
Datenbeschreibung, die folgenden Anforderungen genuegt~ immer mehr
an Bedeutung /NIJG 77/:
- Unabhaengigkeit von speziellen Datenverarbeitungskonzepten
Genauigkeit und Vollstaendigkeit
- Verstaendlichkeit fuer alle Beteiligten
- Transformierbarkeit in die verschiedenen Benutzersichten
und - Mo dei I e
Eine Loesung, die sich abzeichnet, ist das Konzeptionelle Schema
(conceptional schema, universe of discourse schema). Es ist eine
Beschreibung aller Elementt~pen und Objekte, die im
Informationss~stem zugelassen sind, und eignet sich zur abstrakten
Beschreibung der ZU verarbeitenden Information in der realen Welt.
Vom Konzeptionellen Schema gibt es sowohl eine Abbildung auf das
Externe Schema (Benutzerebene) in die einzelnen Benutzersichten als
auch auf das Interne Schema in die Zugriffspfade und
Speicherstrukturen /SENM 77/.
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Zur Realisierung des Konzeptionellen Modells existieren
verschiedene Vorschlaege, die in /KERL 76/ verglichen werden.
Allgemeine Kriterien, die beim Entwurf eines Konzeptionellen
Modells zu beachten sind, werden in /KENW 76/ genannt. Sie wenden
sich vor allem gegen das traditionelle satzorientierte Denken in
der Datenverarbeitung.
Ein einfaches Modell wird in /MOUP 76/ vorgestellt. Der
Modeliierungsprozess zerfaellt in drei Schritte:
Erfassung der realen Welt mit Hilfe der Grundelemente
'entity' und 'relationship'
- Festlegung von Eigenschaften ('properties') der
Grundelemente
- Absiraktion; Bildung von disjunkten Typklassen der
Grundelemente
EIne Analyse zeigt, dass die Datenmodelle Relationen-, Netzwerk-
(CODASYL) und ANSI/SPARC-Modell nur sehr eingeschraenkt zur
Implementierung des vorgeschlagenen Modells tauglich sind~
Einen knappen Ueberblick ueber die verschiedenen Aspekte bei
Datenbanksystemen gibt /REMH 76/. Nach einer Rueckschau auf die
EntWicklung werden wichtige Merkmale einer Datenbank genannt, die
sich aus den Anforderungen der Umgebung (Benutzer, Programme,
Hardware) ergeben, beispielsweise minimale Redundanz der
gespeicherten Daten, ein fuer den Benutzer verstaendliches
Datenmodell, Datenschutz und -sicherheit. Die Konzepte
hierarchische Struktur, Netzwerkstruktur und relationale Struktur
stellen drei Grundtypen fuer die Organisationsform einer Datenbank
dar. Der Aufbau der Datenstruktur wird durch eine
Datenbeschreibungssprache festgelegt, die in der Regel auf eine
bestimmte Ebene der Benutzung zugeschnitten ist. Als zusaetzllche
Anforderungen an zukuenftige Datenbanks~steme werden insbesondere
genannt: Steigerung der Leistungsfaehigkeit, Verfuegbarkeit,
Installations- und Benutzerfreundlichkeit.
Die Technologie von Datenba~ken wird ausfuehrlich im Buch /MARJ 75/
erlaeutert. Im ersten Teil werden Methoden zur Beschreibung der
Datenstrukturen und zur logischen Organisation der Datenbank
vorgestellt, u. a. CODASYL- und Relationenmodell. Nach einer
Abgrenzung zwischen logischer und physikalischer Organisation einer
Datenbank werden im zweiten Teil des Buches Hilfsmittel zur
Realisiserung und Verwaltung der Datenbank auf Speichermedien
bereitgestellt. Wichtig dabei sind die Adressler-, Such- und
Zugriffsverfahren sowie Methoden zur Speicherverwaltung. Anhand
eines Zielkatalogs sowohl fuer die logische Struktur als auch fuer
die physikalische Organisation kann der Entwurf einer Datenbank
kritisch geprueft werden. Im Anhang finden sich ausgewaehlte
Beispiele von Datenbeschreibungssprachen.
Die den verschiedenen Datenbanksystemen ZU Grunde liegenden Modelle
(relationales, CODASYL- und hierarchisches Modell) werden in einer
AUsgabe der Computing Surveys erlaeutert /FRVJ 76, CHAD 76,
TAYR 76, TS1D 76, MICA 76/. Die einzelnen Beitraege greifen auf
gleiche Beispiele zurueck und sind mit umfangreichen
Literaturhinweisen ausgestattet, die nach verschiedenen Aspekten
gegliedert sind. Einen Einstieg in die drei genannten Modelle
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bietet /FRYJ 76/. Nach den Zielen einer Datenbankverwaltung werden
die verschiedenen Modelle vorgestellt, und es wird eine
einheitliche Terminologie eingefuehrt. Ein Rueck- und Ausblick auf
die Entwicklung der Datenbanken schliessen sich an.
Das relationale Datenbankmodell wird in /CHAD 76/ erlaeutert. Es
ist in der maihematischen Theorie der Relationen und im
Praedikatenkalkuel 1. Ordnung verankert. Die Relation als eine
Menge von n-Tupeln stellt in ihrer Auspraegung als Tabelle die
Grundstruktur dieses Modells dar. Die n-Tupel bilden die Zeilen der
Tabelle und sind paarweise voneinander verschieden. Ihre
Reihenfolge ist nicht signifikant. Die Spalten werden Attribute
genannt, ihre Reihenfolge ist relevant. Eine oder mehrere Spalten,
die eine Zeile einer Relation eindeutig kennzeichnen, bilden den
Schluessel. Zur Erleichterung der Grundoperationen Aendern,
Loeschen und Einfuegen kann die Relation auf eine Normalform
gebracht werden. Zur Datendefinition, -manipulation,
Datenbankverwaltung und interaktiven Bearbeitung von Anfragen
existieren verschiedene Sprachen. Daneben werden bestehende Systeme
vorgestellt. Als Vorteile der Relationen werden die
Datenunabhaengigkeit, die Einfachheit und das theoretische
Fundament hervorgehoben.
Die Datenstruktur des COOASYL-. oder Netzwerk-Modells /TAYR 76/
setzt sich aus den Grundelementen Satzt~p (record t~pe) und
Sammlungstvp (set t~pe) zusammen. Einzelne Exemplare dieser
Strukturt~pen werden Satz (record occurrence) bzw. Sammlung (set
occurrence) genannt. Eine Sammlung besteht aus einem
ausgezeichneten Satz, dem Kennungssatz (owner record), und mehreren
logisch zusammengehoerigen Saetzen, den Bestandssaetzen (member
records). Aus diesen Grundelementen lassen sich sowohl
hierarchische als auch vernetzte Beziehungen zwischen
Dateneinheiten aufbauen. Die vollstaendige Beschreibung aller
Strukturtypen innerhalb einer Datenbasis wird als Schema
bezeichnet. Ein Unterschema beschreibt die Strukturtypen, die fuer
eine bestimmte Anwendung von Interesse sind. Die Spezifikationen
der Data-Base Task Group (DBTG) schliessen Sprachen ein, die zur
Beschreibung und Manipulation der Daten dienen. Weitergehende
Gesichtspunkte wie Erweiterung des Schemas durch
Datenbasis-Prozeduren, Teilbereiche (areas), Speicherungsstrategien
(Iocation mode), Suchschluessel (aearch ke~), Bestimmung einer
Sammlung (set selection), aktuelle Saetze (currency indicators)
werden anschliessend vorgestellt. Die Definition und Anwendung
einer Datenbank wird an Beispielen eingehend erlaeutert. Einige
Implementierungen sind genannt.
Das hierarchische Datenmodell stellt einen Spezialfall des
Netzwerkmodells dar /T810 76/. Hierarchien lassen sich am
einfachsten durch Baeume veranschaulichen. Jeder Knoten entspricht
einem Satzt~p. Daraus kann man ablesen, welche Satztypen in der
Datenbasis erlaubt sind und wie die zulaessigen Beziehungen
zwischen den Satzt~pen aussehen. Jeder Satz (ausser der Wurzel) ist
an genau einen Vorgaengersatz gebunden. Somit sind unabhaengige
Saetze ausgeschlossen. Ausgehend von der Wurzel kann jeder Satz
ueber einen Zugriffspfad, der sich nach der Baumstruktur richtet,
erreicht werden. Hierarchische Sprachen ermoeglichen den Zugriff
ueber diese Zugriffspfade sequentiell oder direkt durch Angabe von
Schluesseln. Zur Implementierung bieten sich mehrere Methoden an:
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Verzeigerung, fortlaufende Speicherung, logische Adressenzuordnung
(traces). Der Vorteil dieser Datenbankorganisation liegt in der
einfachen Datenstruktur, die leicht zu implementieren ist. Als
Nachtei I kann sich der hohe Aufwand beim Loegchen und Einfuegen von
Saetzen erweisen.
Anhand von Beispielen werden in /MICA 76/ das Relationen- und das
CODASYL-Modell nach den Kriterien Datendefinition, -manipulation,
-schutz, -unabhaengigkeit und Lelstungsfaehigkeit miteinander
verglichen. Dateneinheiten und ihre Beziehungen untereinander
werden beim Relationenmodell durch Tupel und beim CODASYL-Modell
durch Saetze bzw. Sammlungen dargestellt. Das Relationenmodell
bietet mehr Datenunabhaengigkeit als das CODASYL-Modell, da es
keine Aussagen ueber Zugriffspfade und Speicherstrukturen macht.
Beide Modelle beinhalten verschiedene Techniken zum Datenschutz.
Das relationale, das hierarchische und das Netzwerk-Modell werden
in /DATC 77/ eingehend dargestellt. Die Merkmale einer Datenbank
und grundlegende Speicherungsstrukturen werden erlaeutert. Beim
Relationenmodell wird insbesondere auf Daten-Subsprache und -modell
sowie auf die Normalislerung, die Festlegung des Datenmodells und
auf bestehende Systeme eingegangen. Das hierarchische Datenmodell
ist wohl am haeuflgsten in existierenden Systemen ve~wirklicht. Am
Beispiel des Information Management Svstem (IMS) von IBM werden
seine Hauptmerkmale beschrieben. Daneben werden Fragen der
Implementierung, d.h.· der Abbildung des Datenmodells auf die
Speicherstruktur, behandelt. Die fuer das Netzwerk-Modell typischen
Einzelheiten werden am Datenbanksvstem,. das auf den Entwurf der
Data Base Task Group of CODASYL (DBTG) zurueckgeht, verdeutlicht.
Auf die Implementierung wird dabei nicht eingegangen. Das Buch
befasst sich abschliessend mit Datensicherheits- und
-Integritaetsfragen. Es werden sowohl allgemeine Methoden als auch
die Massnahmen, die in den IMS- bzw. DBTG-Svst.emen angewandt
werden, vo~gestellt. Das Buch bietet zu einzelnen Kapiteln jeweils
Uebungsfragen mit Loesungen.
Bei der Einrichtung eines Datenbanksvstems spielt die hierarchische
Gliederung des verfuegbaren Speichers eine entscheidende Rolle. In
/SCHC 76/ wird untersucht, welche AusWirkungen die St~uktur des
Speichers auf die Leistung des Gesamtsvstems hat. Das wichtigste
Kriterium dabei ist die Gesamtzugriffszeit, fuer die ein
Berechnungsverfahren angegeben ist. Daraus laesst sich der
spezifische Datenbankparameter, die zulaessige Anfragerate,
herleiten.
Neben der Speicherhierarchie hat die Datenstruktur und die Art der
Datenverwaltung einen entscheidenden Einfluss auf die
Leistungsfaehigkeit einer Datenbank. Fuer Minicomputer wird in
/SCBJ 73/ ein zweistufiges Datenverwaltungss~stem zur
Produktionsueberwachung vorgestellt. Bei der ersten Stufe handelt
es sich Um ein System zur Verwaltung des virtuellen Speichers.
Darauf aufbauend werden die Grundstruktur der Datenelemente und
einige Routinen zur Datenverwaltung auf der zweiten Stufe
beschrieben. Experimentelle Tests haben gezeigt, dass dieses Svstem










erreichen. Daraus ergibt sich die Aufgabe, bestimmte Daten vor Ort
verfuegbar zu halten, damit jeder einzelne Rechner bei einer
Stoerung im Netz autonom weiterarbeiten kann. In /CASP 75/ werden
verschiedene Methoden der Zusammenarbeit zWischen verteilten
Datenbanken aufgezaehlt. Zur Synchronisation ist ein Kontrollsystem
notwendig, das ueberlappten Zugriff bei gleichzeitigen
Anforderungen verhindert und das die im Rechnernetz verteilten
Kopien des Datenbestands auf dem neuesten Stand haelt.
Da die Daten im analytischen Labor Datenschutzvorschriften
unterliegen, muss die Datenbank gegen unerlaubten Zugriff
geschuetzt und gegen mutwillige oder fahrlaessige Zerstoerung
gesichert werden. /SALJ 74/ gibt einen Ueberblick ueber Techniken
zur Ueberwachung des gemeinsamen Datenzugriffs. Schon beim Entwurf
eines Datenverwaltungssystems sollten gewisse Prinzipien zum
Datenschutz einfliessen. Als wichtigste Schutzmassnahmen sind
genannt: Zugriffskontroll-Llsten, hierarchische Kontrolle der
Zugriffsspezifikationen, Identifikation und Authentifikation des
Benutzers und Schutz des Arbeitsspeichers. Am MULTICS-System des
Massachusetts Institute of Technology, Cambridge, werden
Schwachstellen, die sich waehrend des Ent~urfs des
Schutzmechanismus herausstellten, aUfgezeigt. Es gab
Schwierigkeiten sowohl an der Benutzerschnittstelle (leicht zu
erratende Passwoerter, komplexe Schnittstelle, Missbrauch der
Operator-Konsole) als auch intern im Schutzsystem (grosse Zahl an
Programm-Moduln, schwerfaelliges Back-up- und Retrieval-Verfahren,
ueberprivilegierte Verwaltungsroutinen).
Die Methoden der Identifikation, Authentifikation und
Zugriffshierarchie stehen im Mittelpunkt der Betrachtungen in
/WEDH 76/. nie angegebenen Vorkehrungen reichen vom Kennwort ueber
die maschinenlesbare Ausveiskarte und die Kryptographie bis zum
Fingerabdruck. Systeminterne Sicherungsstrukturen sind:
hierarchische Zugriffssehichten, vertikale Datenbereiche und
Berechtigungstabellen. Diese Massnahmen koennen jedoch vQrsaetzlich
umgangen werden. Deshalb ist im konkreten Fall ZU ueberlegen,
welche Sicherheitsrnassnahmen gebraucht werden, um unberechtigte
Zugriffe zur Datenbank auszuschliessen. Daraus ergibt sich die
AUfgabe, die Sicherheitsbedingungen in Form von Sicherheitsmodellen
sprachlich zu fixieren. Es wird unterschieden zwischen deskriptiven
Sicherheitsmodellen fuer relationale Datenbanksysteme und
prozeduralen Modellen fuer hierarchische Datenbanksvsteme
(insbesondere CODASYL).
8inen umfassenden Literaturueberblick mit 134 kommentierten
Literaturstellen zum Thema Datenschutz gibt /BROP 76/. Es ~urden
nicht nur software- und hardwaretechnische, sondern auch
administrative Massnahmen in Betracht gezogen. Obwohl es keinen
perfekten Datenschutz gibt, wird empfohlen, die Risiken
s~stematlsch zu quantifizieren. Dabei 1st es wichtig, auch gegen




Programmierung ist heute eine Aktivitaet, die mehr und mehr den
Anstrich der Kunst verliert und durch die Anwendung
ingenieurtechnischer Methoden s~stematisiert wird. Eine Sammlung
von Tutorials namhafter Fachleute zur Programmspezifikation und zum
strukturierten Programmentwurf ist in /YEHR 77/ zu finden. In den
Beitraegen w~rden grundlegende Themen behandelt wIe:
die Rolle der formalen Programmspezifikation im Konstruktions-
prozess
der Zusammenhang zwischen Software-Struktur und -Zuverlaessigkeit
- der Einfluss der Programmiersprache auf die Struktur eines
Programms
- Fuer und Wider der GOTa-Anweisung
der Entwurf fehlertoleranter Software
Das Buch enthaelt ueber 200 Literaturhinweise, die jeweils mit
einer kurzen Zusammenfassung versehen sind.
Eine Uebersicht ueber die Entwicklung von Software zur Prozess-
ueberwachunq gibt /SCHJ 72/. Mii einer gemeinsamen Datenbasis
tauschen Systemroutinen, Realzeit-Anwendungsprogramme, Ein-/Aus-
gabe- und Hintergrundprogramme Daten aus. Nach einem Ueberblick
ueber den Stand der Technik werden anstehende Probleme diskutiert,
insbesondere die Frage geeigneter Echtzeitproqrammiersprachen, das
geringe Angebot an leistungsfaehigen Betriebssystemen fuer
preisguenstige Kleinrechner und das Problem der KommunikatiQn
innerhalb von Kleinrechner-Verbundsystemen.
Am Beispiel von Chargenprozessen zeigt /GAGH 72/ wesentliche
Charakteri3tika von Prozess-Software auf. Chargenprozesse enthalten
viele gleichartige Mess-, steuer- und Regelelemente und
-elementgruppen und die z~klische Wiederholung von
Produktionsphasen. Im geschilderten Anwendungsfall sind Reaktoren
parallel zu bedienen. der Anlagenzustand sowie alle
SteuerhandlunQen sind zu ueberwachen. Bei Stoerungen muessen die
normalen ßearbeitungsprogramme unterbrochen und Fehlerroutinen
bearbeitet werden koennen. Beim Sofiware-Entwurf werden zwei Arten
von Bearbeitungsschritten verwendet, um die Ablaufsteuerung
alqorithmisch zu beschreiben: Steuer- und Warteschritte. Wichtig
erscheint die hier durchgefuehrte Zerlegung der Ablaufsteuerung in
Bearbeitungstakte derart, dass nach jedem Takt ein eindeutiger
stabiler Prozesszustand vorliegt. Weitere Software-Massnahmen wie
die Unterbrechbarkeit des Rahmenprograwms ergeben eine flexible
Konzeption zur Prozessueberwachung.
Zwei Artikel ueber rechnergefuehrte Auswertung von Analysenmethoden
seien exemplarisch angegeben. /FREC 69/ ver~leicht zwei Programme
zur quantitativen Auswertung von Gammaspektren. Die 'least squares'
Analyse geht davon aus, dass ein Probenspektrum aUS
Standardspektren, die den Gammaspektren der einzelnen Komponenten
entsprechen. additiv zusammengesetzt werden kann. Voraussetzung
ist, dass sich die Zaehlraten der Standards und der Proben
moeglichst wenig voneinander unterscheiden. Weniger rechenzeit- und
speicheraufwendig ist die Photopeakanalyse, die besonders geeignet
ist fuer die Auswertung von Spektren, die mit Ge(Li )-Detektoren
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aufgenommen wurden. Das Verfahren setzt gaussfoermige Peak form
voraus und ist inzwischen erweitert worden, so dass auch
ueberlappte Peaks ausgewertet. werden koennen.
In /PLEß 74/ wird der grundsaetzl1che Aufbau eines Rechenprodramms
fuer eine Anal~senmethcde von den physikalischen Gegebenheiten her
ausfuehrlich dargestellt. Zugrunde gelegt wird das bei der
Roentgenfluoreszenzanalyse meistens angewandte Verfahren der
Roentgenspektrometrie mit aeusseren Standards. Man geht dabei von
n Standards aus, deren lineare bzw. nichtlineare Eichkurven
vorliegen. Der allgemeine Rechenansatz und die Interpretation der
Messergebnlsse werden im einzelnen diskutiert. Auf Analwsenfehler,
Grenzen des Verfahrens und Ansaetze zu Modifikationen wird
hingewiesen.
Inzwischen qibt es eine Reihe von Analysenmethoden, bei denen
sowohl die Auswertung als auch die Steuerung Mini- oder
Microcomputern uebertragen wurde. Viele dieser Anwendungen wurden
in Assemblersprachen programmier~. Deshalb war bisher kaum eine
Wiederverwendung einmal entwickelter Progr~mmbausteine bei anderen
Anal~senstaenden moeglich. Einige Anal~senmethoden wurden in der
Programmiersprache BASIC programmiert. /PERS 72/ beschreibt die
Verwendung von BASIC fuer die [aborautomatisierung im
Hochschulbereich, insbesondere bei der Datenerfassung und der
Programmsynchronisation.
Die meisten Rechnerhersteller bieten inzwischen FORTRAN-Compiler
an, die ueber Standard-FORTRAN hinaus eini~e Realzeiterweiterungen
aufweisen. Ausser ueberall angebotenen erweiterten Testhilfen hat
CDC eine 'reentrant library' eingefuehrt, die quasi-parallel
ablaufenden Programmen erlaubt, auf unterschiedlichen
Prioritaetsebenen gewisse Routinen gemeinsam zu benutzen /HOHR 68/.
Mit zusaetzlichen Befehlen werden das bit- oder
bitgruppenorientierte Arbeiten und das Einfuegen von Maschinencode
in ein FORTRAN-Programm unterstuetzt.
Honeywell unterstuetzt durch ein Realzeit-Betriebssystem die
Verbindung von Interrupts mit Unterprogrammaufrufen und erlaubt das
direkte Ansprechen von Dateien auf dem Massenspeicher /MENM 68/. Es
wird von einer Produktionssteigerung bei der Programmierung
(tdebugged Nords of machine code per haur') um den Faktor 3 und
mehr tller Realzeit-FORTRAN gegenueber Assemblerprogrammierung bei
einem um nur 15-20% erhoehten Speicherbedarf berichtet.
Die iuer die SIEMENS-Prozessrechner 330 und 340 entwickelten
FORTRAN-Compiler koennen Bit- und Sedezimalmuster In arithmetischen
Ausdruecken verarbeiten und verfueqen ueber den logischen Operator
fuer exklusives Oder lJnd ueber arithmetische und logische
Schiebeoperatoren /DORM 76/. Innerhalb eines Quellsprachenmoduls
duerfen Befehls- und Datenzeilen der Assemblersprache ASS 300 und
Elemente der Macrosprache MAS 300 direkt eingefuegt werden.
Ausserdem unterstuetzt die erweiterte Programmbibliothek die





AUfzaehlung der Compiler-Erweiterungen fuer
ist sicher unvollstaendig, da inzwischen nahezu
Rechnerhersteller eine Art Prozess-FORTRAN
An einer Standardisierung von Prozess-FORTRAN wird
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derzeit gearbeitet IHELG 75/.
Das Konzept einer Programmiersprache fuer Anwendungen in der
industriellen Prozesssteuerung und in der Experimentiertechnlk
beschreiben /BRAJ 70, EICB 73/. In PFARl ('Proces9 and Experiment
Automation Real-Time Language') geschriebene Programme bestehen a~s
einem Problemteil, der die anlagenunabhaengigen
Automationsalgorithmen enthaelt i und einem Systemteil, der auf dem
Niveau einer hoeheren Programmiersprache die Hardwarekonfiguration
des Systems beschreibt und die Verbindung zu der angeschlossenen
Peripherie herstellt. Bei Uebertragung eines PEARL-Programms auf
eine andere Rechenanlage braucht nur der S~stemteil angepasst zu
werden. Jedes Ein-/Ausgabegeraet und Prozess interface wird durch
einen symbolischen Namen identifiziert ebenso wie jede Art von
Interrupt, wodurch eine uebersichtllche und bequeme Verbindung
zwischen Problem- und S~stemteil hergestellt wird. PEARL
unterstuetzt die Behandlung paralleler Prozesse durch Befehle zur
Aktivierung, Unterbrechung und Synchronisation von Tasks.
Einen kurzen Ueberblick ueber PEARL gibt IKAPA 77/. DIe
Eigenschaften der inzwischen festgeschriebenen Sprache PEARL
basieren weitgehend auf ALGOL68 und sind so weit wie moeglich
syntaktisch an PL/I angeglichen worden. Es wird auf Vereinbarungen
und Grunddatent~pen, Felder und Verbunde, Marken und Zeiger
eingegangen. Die Deklaration von PEARL-Prozeduren erlaubt eine
praezise Steuerung des Parameter- und Resultatuebergabemechanismus.
Ausserdem koennen ausgewaehlte Variablen und Prozesse gegen
wertaendernde Zugriffe geschuetzt werden. Der Vielfalt an
Prozessperipherie wurde in PRARL durch ein anpassungsfaehlges
Ein-/Ausgabesystem entsprochen. Es besteht aus einem Netzwerk vQn
Datenwegen mit den Komponenten: Datenstationen als
Verallgemeinerung von reellen oder virtuellen Peripheriegeraeten
bzw. Ein-/Ausgabekanaelen~ und Kanalumsetzern zur Abbildung von
Datenstationen unterschiedlicher Eigenschaften aufeinander mit der
Moeglichkeit, benutzereigene Formate zu definieren. PEARL enthaelt
Echtzeitelemente, welche die Handhabung von parallelen Prozessen
sowie die Reaktion auf Unterbrechungen und Fehlermeldungen
erleichtern.
Den VerlaUf der EntwlcklunR von PEARL beschreibt IMART 771
ausfuehrlich und mit vielen Quellenangaben. Die Definition von
PEARL wurde 1976 eingefroren. 1977 wurden verbindliche
Sprachbeschreibungen fuer FULL PEARL (Gesamtrahmen der Sprache) und
BASIC PEARL (gemeinsamer Mindestumfang aller Subsets (uer
Kleinrechner) vorgeleQt. Der Bericht zeigt g~eichzeitig den Stand
der compilerentwicklung und die Tendenzen der Sprachenentwicklung
fuer Prozessrechner im Ausland auf.
PEARL wird von ISCHA 771 mit anderen Programmiersprachen zur
Steuerung technischer Prozesse (FORTRAN-Erweiterungen, CORAL66,
RTL/2, PROCOL und HALlS) verglichen. Die genannten Sprachen
verwenden zwei grundsaetziich verschiedene Ansaetze: Im Fall von
PEARL und PROCOL wird eine neue Sprache definiert. Die Sprachen
CORAL66 und RTL/2 enthalten nur die Elemente einer
Implementierungssprache, dazu einen Erweiterungsmechanismus, um
alle notwendigen Leistungen der Hardware und des Betriebssystems
nutzen zu koennen. Bei genauer BetrachtunR koennen beide Ansaetze
einige gute Argumente fuer sich beanspruchen, .wie eine
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Geqenueberstellung im Hinblick duf allgemeine Uno fuer die
Echtzeitprogrammierung besonders wichtige Rrlterien ergibt. nie
Sprachelemente zur steuerung von parallelen Ablaeufen und zur
Kommunikation mit der Prozessumqebung werden fuer die verglichenen
Sprachen gegenuebergestellt. Eine abschliessende Wertung ist nicht
moeglich, da Erfahrungsberichte von Implementierern und Anwendern
noch ausstehen. Fuer zeitkritische Anwendungen scheint die
Kombination von algorithmischer Sprache mit einem Satz Von
Task-Anweisungen und erweiterten Ein-/Ausgabemoegllchkeiten nicht
auszureichen, da in keiner der behandelten Sprachen die Einhaltung
bestimmter neaktionszelten garantiert werden kann. Hier scheint die
Assemblerprogrammierung vorlaeufig noch nicht durch hoehere
Programmiersprachen abgeloest werden zu koennen.
Fuer die L"borautomatisierung wurden einige spezielle Sprachen uno
Programmiersvsteme entwickelt. LABTRAN stellt eine einfache
Realzeltsprache dar, die nicht ganz so flexibel ist wie BASIC,
jedoch ueber einen eigenen Editor fuer Programmaenderungen verfuegt
/TORE 72/. Sprache und Programmiersystem wurden zur Automatisierung
von Enzwmanalysen auf dem LINC-Computer eingesetzt. Die Sprache
verwendet eine Reihe von AbkuerzunRen und setzt die Beherrschung
von DV-Kenntnissen beim Anwender voraus.
Eine Weiterentwicklung stellt /CEMG 76/ mit der problem- bzw.
benutzerorientierten Programmiersprache POLAC zur Kontrolle
automatisierter Geraete in der Analytischen Chemie vor. Als
Beispiel wird die Auswertung von Anal~sen an einem
Spektrophotometer angefuehrt. Die Sprache ist maechtig, enthaelt
jedoch neben Kommandos aus der Anwendersprache immer noch
Abkuerzungen, die fuer DV-Lalen schwer verstaendl ich sein duerften.
Mittlerweile ist eine regelrechte Inflation bei hoeheren
Programmiersprachen zU beobachten. /SAMJ 76/ fuehrt eine Liste von
etwa 170 Programmiersprachen auf. die neben kurzen Angaben zum
Anwendungsgebiet und ueber Eigenarten der Sprachen die Rechnertypen
angibt, auf denen die Sprachen verfuegbar sind. In die Liste wurden
nur Sprachen aUfgenommen, die neben dem Entwickler noch von anderen
Anwendern benutzt und weiterhin gepflegt werden.
Bei Prozessrechner-Software wird wegen sicherheitstechnischer und
wirtschaftlicher Belange der angeschlossenen Prozesse die
Zllverlaessigkeit immer wichtiger. /MUSG 75/ nennt die Erhoehung der
Zuverlaessigkeit, die Verbesserung der Wartungsfreundlichkeit, die
Erleichterung von Programmodifikationen und die Uebertragbarkeit
von Programmsvstemen als Ziel kuenftiger Entwicklungsarbeiten. Der
Einsatz hoeherer Programmiersprachen erhoeht die Zuverlaessigkeit
nur dann wesentlich, wenn die Sprachen in Syntax und Semantik
hardwareunabhaengig sind und durch gute Dokumentation Test und
Wartung unterstuetzen. An Beispielen aus der Praxis wird gezeigt,
was Hardwareunabhaengiqkeit und Uebertragbarkeit wirklich bedeuten.
Als bester Weg zur Entwicklung zuverlaessiger Programme werden
Programmerstellungssysteme angesehen, die dem Endbenutzer erlauben,
das zugeschnittene Programmsystemselbstaendig zu generieren und zu
warten. Das Programmsystem muss durch einen Generatorteil an die
spezielle Anwendung anpassbar sein.
Als ein
Artikeln
Programmerstellungssystem wird PRODAS in einer Reihe vqn
vorgestellt /WENR 74/. Aufbauend auf Erfahrungen mit
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umfangreichen Anwenderprogrammsystemen, die im Bereich der
Ueherwachung, steuerung und Regelung ven Prozessen unabhaengig
voneinander entwickelt worden waren, wurde PRODAS erstellt, um die
Programmentwicklung in diesen Bereichen durch vorgefertigte
Loesungen zu unterstuetzen und durch hohen Generier- und
Bedienkomfort die Projektierung und die Inbetriebnahme zu
vereinfachen. PRODAS beschraenkt sich auf bewaehrte Programm- und
Datenstrukturen, die zur Anpassung an unterschiedliche
Einsatzfaelle in Grenzen aenderbar und erweiterbar sind. Weiterhin
werden ßedienungsbausteine zur Verfuegung gestellt und die
Inbetriebnahme durch den Anwender erleichtert.
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3.7 Sicherheits- und Zuverlaessigkeitsnachweis
In dem Buch /HERH 72/ werden verschiedene Verfahren zur Erhoehung
der Zuverlaessigkeit bei der Messwerterfassung in der
Prozesstechnik angegeben. Neben allgemeinen Empfehlungen fuer
Entwurf und Fertigung werden spezielle Massnahmen, die sowohl die
Struktur der Messelnrichtung als auch die Information ueber den
erfassten Messwert betreffen, vorgestellt. Dabei wird unterschieden
zwischen Massnahmen mit und ohne Redundanz. Die verschiedenen
Verfahren zur Erhoehung der Zuverlaessigkeit werden bewertet und
ihre Einsatzgebiete in der Prozesstechnik angegeben. Ihr
praktischer Einsatz wird an mehreren Beispielen verdeutlicht.
In die mathematischen Grundlagen der Zuverlaessigkeit fuehrt das
Buch /GOEW 69/ ein. Mit Hilfe der Wahrscheinlichkeitstheorie und
der Statistik werden Begriffe wie Zufallsfunktion und Ausfallrate
hergeleitet. Bei den Schaltungsmassnahmen zur Erhoehung der
Zuverlaessigkeit spielen Redundanzverfahren eine entscheidende
Rolle. Aktive und passive Redundanz wird fuer parallele und
serielle Systeme auf verschiedenen Schaltungsebenen diskutiert. Es
sind jeweils Berechnungsmoeglichkeiten fuer die
Ueberlebenswahrscheinlichkeit angegeben.
Eine Seminarreihe zur Einfuehrung in die Grundbegriffe, Methoden
und Probleme der Zuverlaessigkeit ist in /WEBG 74/ wiedergegeben.
Die Zuverlaessigkeit und ihre grundlegenden Kenngroessen werden
definiert. Eine Methode zur Verknuepfung einzelner Ausfaller-
eignisse im S~stem stellt der Fehlerbaum dar. Nach der Fehlerbaum-
anal~se kann das Systemverhalten bei bestimmten Kombinationen von
Ausfaellen beurteilt werden. Die Anwendung der Fehlerbaumanal~se
wird am Beispiel des Schnellen Brueters verdeutlicht.
Die vorbeugende Wartun~ orientiert sich an der vorhergesagten
Lebensdauer, die in praktischen Lebensdauertests oder mit
theoretischen Methoden ermittelt wird. Die Fehlerdiagnose dient
nicht nur zur Erkennung von einzelnen Fehlern, sondern auch von
Fehlermustern, indem Daten ueber die Ausfallursachen und
Umgebungsbedingungen gesammelt und ausgewertet werden. Dies ist
Grundlage zur Optimierung der Zuverlaessigkeit. Als Beispiel wird
der rechnergesteuerte Entwurf elektronischer Schaltkreise
aUfgefuehrt. Wirtschaftliche und gesellschaftliche Zusammenhaenge
der Zuverlaessigkeits- und Sicherheitsprobleme werden in einer
Kosten-Nutzen-Risiko-Anal~se aufgedeckt und die Anwendung des
Riskobegriffs auf die Kerntechnik besprochen.
Ein Verfahren zur Berechnung der Zuverlaessigkeit grosser Systeme
mit Hilfe von Listenverarbeitungstechniken ist in /KOEB 74/
angegeben. Das Ausfallverhalten des SV9tems wird als Fehlerbaum
dargestellt, dessen Endknoten die Ueberlebenswahrscheinlichkeit der
Elemente des Svstems enthalten. Die uebrigen Knoten im Fehlerbaum
stellen die logische Verknuepfung her. Die Methode basiert auf
einer fortschreitenden Zerlegung des Saumes mit dem Ziel, bekannte
Unterbaeume zu identifizieren und durch entsprechende Staetter zu
ersetzen, bis man an der Wurzel angelangt ist. In einer Liste sind
die bekannten Unterbaeume als Muster zusammen mit ihrer
mathematischen Auswerteformel abgelegt. Das Rechenprogramm PATREC 1
dient zur Demonstration dieser Technik.
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In /SCHX 76/ wird gezeigt, wie sich die Verfuegbarkeit einfacher
und komplexer Systeme mit Hilfe der Wahrscheinlichkeitsrechnung aus
den Grundbegriffen mittlere Brauchbarkeitsdauer (MTEF) und mittlere
Ausfalldauer (MTTR) bestimmen laesst. Es werden Berechnungsformeln
fuer Systeme mit und ohne Redundanz betrachtet. Die Verfuegbarkeit
eines Systems laesst sich durch vorbeugende Wartung erhoehen~ Auf
die Grenzen der angegebenen Methoden wird eingegangen. Grundlage
fuer eine Zuverlaessigkeitsberechnung bildet die
Zustandsbeschreibung des Systems durch eine boolesche Funktion,
welche die Zustaende der Moduln und der Messgroessen miteinander
verknuepft. Ein kleines Beispiel verdeutlicht die Vorgehensweise
bei einer Zuverlaessigkeitsanalyse.
Bei redundant und modular aufgebauten Systemen mit teilweise
automatischer Fehlerdiagnose lassen sich die Systemzustaende in
fuenf Gruppen unterteilen: Neben Normalbetrieb und totalausfall die
automatische und die manuelle Diagnose sowie die Reparatur waehrend
des Betriebs /LAMB 71/. Die Wahrscheinlichkeit der einzelnen
lUstaende laesst sich per Programm berechnen.
Eine spezielle Form der Redundanz, die r-aus-n-Konfiguration, wird
in /INOK 74/ naeher untersucht. Es handelt sich dabei um Systeme,
die dann noch verfuegbar sind, wenn noch mindestens r von insgesamt
n Einheiten funktionsfaehig sind. Es wird zwischen aktiver und
passiver Redundanz unterschieden. Die Festlegung der Groessen rund
n spielt beim Entwurf eine entscheidende Rolle. Zur Optimierung im
Hinblick auf maximale Zuverlaessigkeit bzw. minimale Kosten werden
Algorithmen erwaehnt und Beispiele angegeben.
Die Optimierung der Zuverlaessigkeit technischer Systeme durch
Rinsatz von Redundanz wird auch in /SCHX 75/ behandelt. Der
Schwerpunkt liegt bei der Struktur des Systems, d. h; bel der
optimalen Festlegung von Teilsystemen. Zur Optimierung wird ein
Algorithmus mit Beispiel vorgestellt.
Zur Optimierung der Systemzuverlaessigkeit ist in /BURR 71/ eine
Methode angegeben, die sich auf die Zuverlaessigkeitsfunktionen der
einzelnen Moduln eines Systems stuetzt. Das Verfahren laesst eine
nicht lineare Fehlerverteilung zu und unterscheidet zwischen kalter,
warmer und helsser Redundanz. Ziel ist es, die Redundanz in den
einzelnen Moduln moeglichst gering zu halten, ohne die
Gesamtzuverlaessigkeit des Systems unter eine vorgegebene Grenze
absinken zu lassen. Anstatt Redundanz einzusetzen, besteht die
Moeglichkeit vorbeugender Wartung oder des Ersatzes einzelner Teile
oder Moduln.
Erfahrungswerte ueber die Verfuegbarkelt von on-line
Prozess-DV-S~stemen lassen sich mit dem Programmsystem von
/WIEG 74/ gewinnen. Die manuell ueber Formblaetter erfassten
Stoerdaten werden ueber einen Grossrechner ausgewe~tet und
protokolliert. Die Protokolle geben Auskunft ueber Zeit und
Auswirkung der Stoerung sowie ueber die Fehlerursache und




FehJerrate von Instrumenten In chemischen Anlagen gibt
Auskunft. In drei chemischen Industrieanlagen wurden die
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Ausfalldaten von etwa 9500 Instrumenten (Ventilen, Schaltern,
Messeinrichtungen fuer Druck, Temperatur und DurchflUSS,
Anal~sengeraeten zur Ermittlung von Wasserhaerte, pB-Wert und
Leitfaehigkeit u. a.) und von der Druckluftversorgung gesammelt.
Die Zahl der Ausfaelle und die jaehrliche Fehlerrate sind fuer die
einzelnen Elemente in Listen zusammengestellt. Es zeigte sich eine
starke Abhaengigkeit zwischen Fehlerrate und der Umgebung, in der
ein Instrument installiert ist. nie guenstigste Umgebung ist ein
sauberer Kontrollraum, dagegen steigt die Zahl der Austaelle eines
Instruments bei direktem Kontakt mit agressiven Prozessmaterialien
bis auf das Vierfache an.
Der Mensch sollte neben den technischen Komponenten in die
Zuverlaessigkeitsanalyse eingeschlossen werden, denn er spielt bei
der Bedienung, Ueberwachung und Wartung eines Systems die
entscheidende Rolle. /SWAA 75/ weist auf eine Methode zur
Berechnung der menschlichen Zuverlaessigkeit und der Fehlerrate
hin. Die Methode beruht auf der Fehlerbaumanal~se. Die
Schwierigkeit liegt darin, Daten ueber das menschliche Verhalten
bei gefaehrlichen Ausnahmesituationen zu erhalten. Beispiele
solcher Situationen sind angegeben.
Im Bereich der Kerntechnik ist es wichtig, dass Fehler im System
nicht nur hinreichend unwahrscheinlich sind, d. h. dass nicht nur
die Zuverlaessigkeit hoch genug ist, sondern dass die nicht voellig
auszuschliessenden stoerCaelle zu vorhersehbaren ungefaehrlichen
Systemzustaenden fuehren. Dieses sicherheitsgerichtete
Ausfallverhalten muss beim Entwurf kerntechnischer Systeme
gefordert werden. In der digitalen Schaltungstechnik kann durch
geeignete Anordnung der Schaltglieder erreicht werden, dass bei
Ausfaellen mit hoher Wahrscheinlichkeit ein definierter sicherer
Zustand erreicht wird /CHUfl 74/. Die Wahrscheinlichkeit fuer beide
Fehlerarten (fail-safe und gefaehrliche Fehler) kann nach
entsprechender Berechnung verglichen werden. Zusaetzlich zum
fail-safe-Verhalten laesst sich die Zuverlaessigkeit eines
Schaltblocks erhoehen durch eine Mehrheitsentscheidungslogik, die
den parallelen Elementen nachgeschaltet ist.
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