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Abstract : We provide a detailed account of the theory of solvation models, especially those involved in the 
calculation of the reduction potentials of biornolecules in a solvent or a membrane The explicit solvation model 
involves a hybrid quantum mechanical-molecular mechanical (QM/MM) treatment of the solvated biomolecule and 
a dynamical treatment of the primary solvent layer through either Molecular dynamics (MD) or Monte-Carlo (MC) 
simulations Contributions of the solvent molecules in the bulk to the free energy change of the reduction process 
is incorporated in the form of the Born free energy of ion-dielectric interaction, the Onsager energy of dipole-
dtelectnc interaction and the Debye-Huckel energy of ion-ionic cloud interaction The implicit solvation treatment 
employs the dielectric polansable continuum model (DPCM) where all the solvent molecules together are represented 
as a continuum with a fixed dielectric constant Whereas the implicit model only accounts for an average 
molecule medium interaction, the explicit model also considers fluctuations of the medium molecules from their 
average coordinates in thermal equilibrium 
The theory and the models are exemplified by calculations on three biornolecules in different 
environments The QM/MM method could successfully reproduce the standard reduction potential of plastocyanm 
m water The QM/MM/MD + Born/Onsager/Debye-Huckel procedure was used to obtain the standard oxidation 
and reduction potentials of Chlorophyll-a in acetonitnle The QM/MM/MC + Born/Onsager/Debye-Huckel technology 
was adopted to determine the one- and two-electron reduction potentials of Pheophytw-a in DMF The implicit 
solvation model along with density functional treatment (DFT-DPCM method) was also used to this end A finite 
difference Poisson-Boltzmann solver along with the DFT-DPCM method was utilized to calculate the reduction 
potential of Pheophytin-a within the thylakoid membrane These examples amply demonstrate the soundness of 
the explicit and implicit models of molecule-medium interaction 
Keywords : Biornolecules, reduction potential, QM/MM/MC/MD, DFT-DPCM 
PACS Nos. : 02 70 Bf, Ns, Ss. 31 15 A-, E-, 71 15 Pd, 74 25 jb 
1. Introduction 
Over the recent years, extensive work has been carried out on the theoretical 
investigation of the electron transport route for the light phase of photosynthesis [1-4]. 
Newton et al investigated electron transfer reactions in condensed phases [5]. A 
density matrix model of photosynthetic electron transfer with microscopically-based 
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estimates of vibrational relaxation times was prepared by Parson and Warshel [6]. Our 
group has successfully obtained the standard oxidation and reduction potentials of 
chlorophyll-a in acetonitrile and the reduction potential of plastocyanin in water by 
employing the hybrid quantum mechanical-molecular mechanical (QM/MM) methodology 
[7]. Our activity in this field involves (1) a thermodynamic study of the biomolecules 
occurring in the Z-scheme of photosynthesis, specifically, the computation of redox 
potential values of these molecules in vivo and in vitro, and (2) the calculation of the 
rate of electron transfer between two biomolecules within the condensed phase of the 
thylakoid membrane [8(a)]. 
This paper gives a detailed account of the theory and methodology we adopted 
to calculate the reduction potential of a general molecule in a specific medium. The 
redox potential of a reaction is related to the free energy change by a simple equation. 
The free energy change of a reaction involves a large number of energy terms like 
electronic, thermal and solvation energies which are required to be evaluated. The 
evaluation of the solvation energy incorporating the molecule-medium interaction is of 
prime importance here. We give an account of the theory involved, and illustrate how 
different solvation models can be obtained from the general treatment. 
We discuss both the explicit and implicit solvation models to calculate the 
solvation energy term. As the name suggests, the explicit solvation treatment is based 
on considering the dynamics of each associated solvent molecule explicitly. The implicit 
solvation treatment is based on treating the solvent implicitly as a dielectric continuum, 
thereby evaluating the effect of solvent molecules. Furthermore, we discuss the finite 
difference Poisson-Boltzmann (FDPB) solver along with the Density Functional Theory-
Dielectric Polarizable Continuum Model (DFT-DPCM method) to obtain the reduction 
potential values within a membrane. 
As an example, we show how the above methods have been successfully 
employed to obtain the one-electron reduction potential of plastocyanin in water, [7(g)] 
oxidation and reduction potentials of chlorophyll-a in acetonitrile [7(h)] and one- and 
two-electron reduction potentials of Pheophytin-a in the solvent N,N-dimethyl formamide 
(DMF). We have also calculated the one-electron reduction potential of Pheophytin-a 
within the thylakoid membrane [9]. 
2. Theory 
The interaction of molecules and a medium is an a^ea that has attracted attention for 
a long time, since the early days of chemistry. Many researchers, both chemists and 
physicists, have contributed to the gaining of a theoretical understanding of the 
modification of properties of molecules in a medium, a solvent, and a rigid or semi-
rigid condensed phase. One of the earliest theoretical advances was made by Max 
Born [10] who calculated the free energy of an ion interacting with a dielectric 
continuum from classical electrostatics. Another classical advancement was made by 
Lars Onsager [11] in the calculation of the free energy of interaction between a dipole 
Computational strategies for redox processes in condensed phase etc. 853 
and a dielectric continuum. Onsager's treatment was quantum mechanical, and the so-
called Onsager free energy is in reality a first-order correction. Born's treatment was 
purely classical, but in the same spirit it can be viewed as a first-order one. 
A very comprehensive and succinct quantum statistical theory of molecule-
medium interaction was constructed by Jack Simons [12]. The basic problem is to 
solve the Schrodinger equation for the whole molecule-medium system which is to be 
statistically averaged over the thermal equilibrium of all molecules of the medium that 
are moving all the time. There are standard techniques of quantum statistical mechanics 
to take care of such averaging [13]. Simons and Banerjee [14] mostly investigated the 
spectral changes on solvation. In one instance, McHale and Simons [15] studied the 
transport of a solvated electron. 
In a recent publication [16], it has been demonstrated that the Simons theory, 
after being updated for the kinetic motion of the solute, gives rise to the general 
transport equations for a fluid medium. In particular, the quantum Langevin equation and 
the Fokker-Planck equation can be derived from the quantum statistical mechanical 
treatment suggested by Simons. 
Besides, use has been made of the updated Simons theory to study the 
propagation of excitation energy in a molecular crystal [8]. This has been applied to 
the numerical investigation of excitation transport in thylakoid membrane [17]. The 
calculated results thereof have been used to solve, for the first time, the kinetics of 
the very complicated process of production of glucose equivalents in C4 plants [18]. 
2.1. Hamiltonian : 
The Hamiltonian for the solute molecule can be written as [16] 
^Mr))-hintemJ{r})^pL/2M. (1) 
In the above, {r} represents the internal coordinates, pcm is the linear momentum 
operator for the center of mass, and M is the total mass of the solute. 
The medium Hamiltonian is represented as a sum of kinetic energy and 
interaction energy for all the molecules of the medium, 
^ed(W) = ^ ( W ) + ^({«}). (2) 
Here ({/?}, {P}) stands for the phase space coordinates of the medium molecules. The 
solute-medium interaction is written as 
u({rl rcm, { * } )= u, +8V({r)t rcm, {A?}). (3) 
It contains information on the internal modes of the solute. The term u0 represents the 
ground state stabilization energy of the solute in medium. The interaction SV accounts 
for the variation of the potential energy as each solvent molecule moves from one 
location to another. It arises from the fluctuation of the medium coordinates from their 
equilibrium values. 
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The total molecule-medium Hamiltonian is 
H = >U. + >>med + U • (4) 
It can be partitioned as 
H=H°+8V (5) 
where 
H° = »,nternal+ ^cm + > W d + 4 ) <6) 
The perturbation SV is small in thermal equilibrium at a relatively low temperature. 
At this point we make clear how our treatment of transport [8,16,17] fundamentally 
differs from the treatment of Simons [14]. The difference is in the kinetic energy term 
of the solute (or the exciton in a thermal bath) which we included in our formalisms 
in the past, and without which the transport cannot be envisaged. 
The grand canonical distribution operator for the medium is defined by 
where //med is the chemical potential of the solvent molecules and A/med is the 
corresponding number. One observes 
4>=3r{pmedu({r}, rcm, {R})}. (8) 
The distribution operator of the solute is not explicitly considered here as the solute 
electronic excitation occurs at very high energy values. The solute molecule is 
nevertheless considered to be in thermal equilibrium thus accounting for its average 
translational, rotational and vibrational energies. 
2.2. The u0 effect : 
The classical Born energy and the semiclassical Onsager energy can be viewed as 
arising from the average interaction uQ. Let the unperturbed wave functions for the 
solute and the medium be i//0^ and Vmed- Th© isolated solute-isolated medium complex 
has the wave function Complex = ^soi Vmed> w ' th m^ed representing the thermal ground 
state of the medium. It is possible to write the average value over y/med by using the 
average values of the medium eigenstates v^s and the distribution operator /c?med. 
The interaction u perturbs the wave functions of the solute, medium and the complex. 
The perturbed functions are ^soll i//^ and c^omplex, the last one being not necessarily 
a simple product of ^so, and y/'^. 
22.1. Bom and Onsager energies : 
Both Born energy and Onsager energy can be obtained as first order corrections. First 
of all, u perturbs the solvent wave function. The perturbed solvent interacts with the 
solute charge distribution. 
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The Born energy [10] is obtained by considering that the statistically averaged 
interaction u0 is given from classical electrostatics, 
where q is the charge of the solute, a0 is its radius, and t?(T) is the temperature-
dependent dielectric constant. The statistical averaging is embedded into the dielectric 
constant. Since uBQ is a constant term, one obtains the Born energy correction 
^B ~ y^comple U* '"complex/ = U0 (10) 
Notice that the correction is always positive. By comparing with the energy correction 
in vacuum for which the dielectric constant is 1, one obtains the Born free energy of 
solvation as 
6Bom= U°(e)-U°W = - £ L 1 
2ao 
1- (11) 
When the solute molecule or ion is electrically unsymmetrical, it is associated with a 
net (ground state) electrical dipole moment (fi0). The net charge, if non-zero, leads to 
a net Born free energy of solvation. But the net charge polarization does not give any 
contribution to Born free energy. It still interacts with the solvent, by polarizing it. In 
turn, the polarized solvent dipoles create a reaction field (iR) at the center of the solute 
dipole, 
_ 2(g-i)a, 
£R
~ 2e
 + 1 4' (12) 
The solute dipole interacts with the reaction field as 
4,o,=
 i^H= 2 f + 1 ^3° (13) 
where ft is the solute dipole moment operator, and SQ now is the radius of the 
spherical cavity in which the solute dipole resides. The dielectric medium exists outside 
this cavity. 
In Onsager's treatment, energy correction to the medium is also evaluated. After 
statistical averaging, one obtains 
Ced=-2<&o. - (14) 
Therefore, the total average interaction is given by 
"?= <C+ <&•*» -"oV 05) 
The first order energy correction is then written as 
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^Onsager " c 0 ~ y complex | u0 | T complex / ?£ + 1 a2 " ' ^ 
2.2.2. Polarized continuum model : 
This method is a quantum mechanical treatment of solute-dielectric interaction, first 
proposed by Newton [5(a)]. In principle, one evaluates the interaction of the solute 
charge density distribution with the dielectric continuum by solving the Schrodinger 
equation in a self-consistent manner. One deals with ^sol, i/s'me6 and Complex- From the 
interaction energy computed, one subtracts t/o(1) if there is a net non-vanishing 
change of the solute. 
The PCM method has several characteristic features. (1) A molecule is rarely 
spherical, or even approximately spherical, in shape. The PCM method considers an 
effective shape and an effective volume. It adds half a diameter of solvent to the 
isolated molecule boundary. In practice, in most cases the solvent is water, and 0.5 
A is added. This gives rise to the forbidden boundary, outside of which the dielectric 
continuum is considered. The use of 0.5 A for water may lead to a slight error, 
especially for other solvents. In any case, no spherical approximation is made for the 
molecular shape. (2) The PCM method relies on self-consistency. Therefore, the results 
are in principle valid for all orders. However, the basic quantum mechanical calculation 
may be carried out at various levels like mean-field, density functional treatment, 
second, third or fourth order perturbation theory, etc. (3) In general, one finds results 
closely tallying with E(^ and Ety, when the parameters a0 for eqs. (9) and (13) are 
very well estimated. One also observes the theoretical soundness, Eamed = -2E0i80l. 
(4) The PCM method also allows molecular geometry optimization. Thus the geometry 
in a medium differs from that of an isolated molecule. (5) The PCM method also 
estimates non-electrostatic contributions like cavitation, dispersion and repulsion energies. 
Because of these characteristics, the PCM calculations are able to generate 
representative numbers for solvation energy. 
The PCM method visualizes the medium as a uniform dielectric. All statistical 
averaging are contained in e(T). So, this method does not explicitly account for any 
fluctuation from the average solvent polarization. 
2.3. The SV effect : 
The fluctuation SV at any instant of time is the difference between the actual 
interaction u at that instant and the average interaction uQ. The quantity S V may be 
viewed as the dielectric fluctuation. However, it goes beyond this point of view. The 
solvent molecules generally have other multipoles. Therefore, it is best to want a 
description of the solvent molecules explicitly and not by an average description of a 
dielectric medium. One would like to make an explicit calculation on the solute-solvent 
complex, with random orientations of the molecules of the medium, and then finally 
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make a statistical mechanical averaging of the energies for different conformations of 
the solvent molecules. In practice, one considers a finite number of associated solvent 
molecules and considers the same to constitute the primary solvation shell. The effect 
of the innumerable solvent molecules in the bulk is then estimated as the very small 
Born free energy and the Onsager energy of the solute-primary solvation layer complex. 
Presently, the number considered for the associated solvent molecules varies 
from 25 to 200. It is envisaged that with the advent of computing power and speed one 
will be able to consider a few thousands of the associated solvent molecules in the 
near future. 
2.3.1. ONIOM - the u0 effect : 
An explicit treatment of solvent molecules around a solute involves a large number of 
atoms, so a quantum mechanical computation of their energy requires a huge amount 
of time and is thus impractical. To reduce the computing time without greatly affecting 
the accuracy, Morokuma et ai [19] employed the ONIOM (our Own N-layer Integrated 
molecular Orbital molecular Mechanics) method. 
ONIOM is a hybrid method which divides the system into several onion-like 
layers, treating the active center with the highest level ab initio QM method while outer 
layers can be treated with less expensive methods, such as low-level ab initio QM, 
semi-empirical QM, or MM methods. The two-layer ONIOM (high : low) is an 
approximation to the energy of the real system at the high level. The energy is given 
by 
•ONIOM _ crhigh , cr low c low ^^7\ 
*- real "~ c model + c real ~ c model * " ' 
where 'high' and 'low' refer to the high- and low-level theoretical methods. The quotes 
model' and 'real' refer to the active site and the whole system respectively. 
Two different approaches exist for the treatment of electrostatic interaction 
between the QM and MM layers. These two approaches are (1) ONIOM with 
mechanical embedding (ONIOM-ME) and (2) ONIOM with electrostatic embedding 
(ONIOM-EE). 
ONIOM-ME : In this method, the electrostatic interaction is included in the MM 
calculation. The energy expression is 
c:ONIOM-ME _ c-hlgh , i-MM c-MM H Q \ 
c rea l " c model + creal ~ c model' v , u / 
HereE^J includes the molecular mechanics electrostatic interaction in the full (real) 
system (E$eal). ESrea, is given by 
£S,ea,= E i r f ^ L (19) 
where qd is the partial charge on the atom J, rJK is the distance between atoms J 
and K, and summation J and K are for all the atoms in the system. Also, sJK is the 
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scale factor of electrostatic interaction introduced in most force field definitions 
(independent of the ONIOM or QM/MM applications). 
ONIOM-EE : In the electrostatic embedding, one includes the electrostatic 
interaction between the QM charges and the MM part as additional scaled electrostatic 
Hamiltonian H' of the QM systems, 
Wmodel = - X L, ~ , (20) 
i J riJ 
where / refers to the electrons in the system and the individual MM atomic charges 
are scaled by a factor Oj. One additional term, representing the energy of interaction 
between the nuclei of the active site and the MM atomic charges, is also considered 
Here polarization of the wave function of the QM region by the MM atomic charges 
occurs. ONIOM-EE is better in describing a very polar system compared to ONIOM-
MM. The EE scheme is more expensive as it requires a self-consistent charge 
iteration. 
By the ONIOM method, we can obtain the optimized geometry of a molecule in 
the presence of the associated solvent molecules for a particular conformation, giving 
the energy of a static system. The solvent conformation can also vary, and the 
optimized geometry for the most stable solute-solvent complex conformation can be 
determined. This accounts for the term uQ. 
2.3,2. Dynamical solvent - the SV effect : 
In order to incorporate the dynamic nature of the solvent molecules during the energy 
calculation, Molecular dynamics (MD) or Monte-Carlo (MC) simulations are carried out 
within a theoretical volume or box. A constant temperature is maintained. Periodic 
boundary conditions are then applied. Mulliken charges are assigned to all the atoms 
present within the box. If the solute has a net charge, suitable counterions are to be 
placed among the solvent molecules. The solvent molecules are initially optimized 
under a molecular mechanics force field, and then allowed to relax for some-time in 
MD and for a regular max delta (maximum trial atomic displacement) in MC. The 
geometry of the biomolecular solute is kept fixed during the simulations. The system 
is allowed to reach equilibrium for sometime. Thereafter, the energy values are noted. 
A Boltzmann average of all the energy values is then carried out to obtain the energy 
of the dynamic primary solvent layer. This treatment gives an account of the average 
kinetic energy of the solvent molecules and the fluctuation (SV effect). 
3. Methology 
The main task is to obtain the difference of electronic, thermal and solvation energy 
of the charged form of a molecule from its neutral form in the presence of a solvent 
or any other polarisable medium. From the difference in the above energy terms, the 
free energy change (AG^d) of a particular reaction can be obtained. The mid-point 
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redox potential for a particular reaction can then be obtained from the knowledge of the 
free energy change involved in that process and the free energy change involved at the 
hydrogen electrode. The latter quantity has been determined by Reiss and Heller and 
also by Cramer et al [20(a-b)]. 
3.7. Geometry optimization : 
It is necessary to consider the effect of the surrounding solvent molecules on the 
geometry of the molecule during optimization. As discussed in the earlier section, this 
can be achieved in two ways. First, one may consider the solvent molecules explicitly 
via QM/MM approach. The second way is to treat the solvent molecules implicitly via 
the polarisable continuum model (DFT-DPCM). Gaussian 03 (G03) suite of programs 
[21] can be used in all the calculations on optimizing the geometry of the solvated 
species. 
3.2. Thermal energy and molecular entropy : 
The thermal energy and molecular entropy are obtained by carrying out frequency 
calculations on the truncated model of the porphyrin ring for both chlorophyll-a [7(h)] 
and pheophytin-a [9]. The truncated model has been adopted for the following reasons : 
(1) most of the quantum chemical softwares calculate the vibrational frequencies by 
normal mode analysis of small molecules involving not more than 50 atoms; (2) 
frequency calculations on large molecules are computationally expensive; and (3) as 
the contribution of the difference in thermal energy towards the free energy change of 
a reduction process is very small (a few electron volts) compared to the contribution 
of the electronic energy term, the adoption of a truncated model that retains the major 
features of the electronic structure differences between the neutral species and its ions 
is very well justified. The molecular geometry of each model system with different 
charges must be separately optimized at first, and the optimized geometries are to be 
used for normal mode frequency analysis. 
3.3. Explicit solvent treatment (QM/MM/MD or QM/MM/MC method) : 
We have employed the QM/MM method with mechanical embedding [19]. 
3.3.1. Electronic energy : 
In the QM/MM/MD or QM/MM/MC method, the neutral and charged forms of the solute 
molecules are optimised by the ONIOM method [19,22] at ROB3LYP (restricted open 
shell Becke 3-parameter Lee, Yang and Parr exchange correlation functional) level using 
a medium size basis set like 6-31 G(d) and the solvent molecules are treated by the 
universal force field (UFF) [23]. Electronic energies of the biomolecules are finally 
obtained by carrying out single point calculations employing a larger basis set like 
6-311 + G(2d,2p) on the ONIOM optimized geometries. 
3.3.2. Solvation energy : 
We employ both the explicit (QM/MM/MD + Born/Onsager/Debye-Hiickel and 
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QM/MM/MC + Bom/Onsager/Debye-Huckel) model and implicit solvation model (DFT-
DPCM) to account for the contribution of the solvent molecules to the free energy 
change of the reduction process. 
In the QM/MM/MD model, several different solvent configurations are considered 
around chlorophyll-a. To incorporate the dynamic nature of the primary solvent layer, 
MD simulations are carried out. A constant temperature ensemble is adopted and the 
initially optimized solvent layer is allowed to relax for 30 ps. Then an MD simulation 
of 60 ps is performed. A time step of 0.001 ps is adopted for the simulations and 
around 6000 data points are averaged by Boltzmann distribution to obtain the 
interaction energy of the biomolecule with the primary solvent layer. Periodic boundary 
condition is applied and Mulliken ROB3LYP/6-31G(d) charges are adopted on all the 
atoms. 
In the QM/MM/MC model, the primary solvent shell of about 45 solvent 
molecules is treated in a constant volume (cubic unit cell of volume of about 25 x 25 
x 25 A3) at a constant temperature (298.15 K). The solvent molecules around the 
neutral and charged species are initially optimized under the molecular mechanics 
(CHARMM 27) force field by employing the Steepest Descent algorithm. The optimized 
configuration is then allowed to relax at a regular max delta (maximum trial atomic 
displacement) of 0.05 A. A total of 1000 run steps is carried out. The system is 
allowed to reach equilibrium for the first 300 run steps. Data are collected after each 
run step thereafter. A Boltzmann average was carried out on the remaining 700 data 
points. Mulliken charges obtained at the ROB3LYP/6-31G(d) level are used for the 
solvent molecules and also for the neutral and charged forms of Pheophytin. Periodic 
boundary condition is applied to mimic the entire system and to remove the finite 
boundary effects. One and two Na+ ions were introduced at the centre of the box to 
neutralize the charges of the anion and dianion respectively. Hyperchem Professional 
Release 7 for Windows [24] can be used in these calculations. 
3.3.3. Perturbative corrections to solvation energy : 
The remaining solvent bulk is treated as a structureless dielectric continuum. The 
contribution of these layers towards the free energy change of the reduction process 
is incorporated by suitable Born, Onsager and Debye-Huckel corrections. 
The Born free energy of the ion-dielectric interaction is given by eq. (11), where 
SQ is the radius and q is the total charge of the solute-primary-solvation-layer complex. 
The quantity e is the dielectric constant of the bulk solvent. 
The Onsager free energy of the dipole-dielectric interaction is given by eq. (12), 
where // is the ground state dipole moment of the solute-layer complex. 
The additional stabilization provided by the medium through the ion-ionic 
atmosphere interaction is estimated by using Debye-Huckel theory. We write 
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The Debye-Huckel reciprocal length K is given by 
where e0 is t h e electronic charge, fcB is the Boltzmann constant, T is the temperature 
of the system in Kelvin, N is the Avogadro number, c, is the concentration of the Mh 
species in molar unit, and zte0 is the charge of the /-th ion [25]. We take 1M 
concentration for each type of the ions (with the corresponding ionic strength 1 M for 
anionic solution and 4 M for dianionic solution). 
For a specific process in a solvent medium, 
AG%t = A(E)modelQM + AEthermal + (AGMC + AGBorn + AG0nsager + AGDH) - TAS (23) 
neglecting the PV contribution as it is negligibly small for solvated species. Gaussian 
03 is employed to obtain the values of a0 and // of the neutral and charged forms of 
the biomolecule--solvent complex at ROB3LYP/6-31G(d) level. 
3.4. Implicit solvent treatment (DFT-DPCM method) : 
3.4.1. PCM (polarisable continuum model) [26] : 
In the DFT-DPCM (Dielectric Polarizable Continuum Model) method, single point SCRF 
calculations are carried out employing the ROB3LYP methodology at 6-311 +G(2d,2p) 
level. These calculations are performed on the vacuum optimized geometries of both the 
neutral and charged forms at ROB3LYP/6-31G(d) level. 
3.4.2. Alternative calculation of medium interaction energy : 
We have also calculated the free energy change of a reduction process within the 
thylakoid membrane. The finite difference Poisson-Boltzmann (FDPB) method [27,28] 
along with the DFT-DPCM method were used to obtain the electrostatic and non-
electrostatic contributions toward the free energy change of the reductive process within 
the membrane. 
We then obtain 
4G^= 4 G e I + 4 ( w (24) 
3.5. Standard reduction potential : 
The standard reduction potential is written as 
O n V) . - ±[A(&(in eV) - A C & ^ w ( l n eV)] ( 2 5 ) 
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where ne is the number of electrons transferred in the half-cell reaction and the AG° 
values are quantities per molecule. 
4. Application 
The above methodologies have successfully reproduced the reduction potential of 
Plastocyanin (PC) in water [7(g)] Chlorophyll-a (Chi) in acetonitrile [7(h)] and Pheophytm-
a (Pheo-a) in DMF and within the thylakoid membrane [9]. 
In the active site of Plastocyanin, the Cu atom is co-ordinated by the N* 
(imidazole) atoms of His 37 and His 87, the Sr (thiolate) atom of Cys 84, and the S* 
(thioether) atom of Met 92 as shown in Figure 1(a). There are 140 and 141 atoms in 
Chl-a and Pheo-a as shown in Figures 1(b) and 1(c) respectively. 
Figure 1. Structure of the active sites of (a) Plastocyanin, (b) Chlorophyll-a and (c) Pheophytin-a (Reproduced 
with permission from J. Phy. Chem. B108 8007 (2004); B109 9066 (2005) and B111 7210 (2007). Copyright 
(2004), (2005) and (2007) American Chemical Society). 
For computational purposes, we worked on the truncated forms PC-76, Chl-46, 
Chl-85, Pheo-47 and Pheo-86, species with 76, 46, 85, 47 and 86 atoms respectively. 
Chl-46 and Pheo-47 have the vinyl group intact and all the other side chains replaced 
by hydrogen atoms. Chl-85 and Pheo-86 retain all the side chains intact except that 
the phytyl chain is replaced by an ethyl group. 
The thermal energy and molecular entropy values for the neutral and charged 
forms of Plastocyanin, Chl-a and Pheo-a are obtained by carrying out frequency 
calculations at ROB3LYP/6-31G(d) level on their vacuum optimized geometries. The 
reasons for the adoption of the truncated model for the frequency calculation has 
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already been explained in Section 2. The optimized geometries employed for thermal 
energy calculations are shown in Figures 2(a), 2(b) and 2(c) respectively. 
(a) (b) 
(c) 
Figure 2. Gas phase optimized geometry of the models used for frequency calculations of (a) Plastocyanin, 
(b) Chlorophyll-a and (c) Pheophytin-a. Chl-46 and Pheo-47 have all substituents except the vinyl group 
replaced by hydrogen atoms. (Reproduced with permission from J. Phy. Chem. B108 8007 (2004); B109 9066 
(2005) and B111 7210 (2007). Copyright (2004), (2005) and (2007) American Chemical Society). 
For the ONIOM calculations on Plastocyanin in water, Chl-a in acetonitrile and 
Pheo-a in DMF, we optimized the structure of PC-76, Chl-85 and Pheo-86 in the 
presence of the respective solvents. Snapshots of the three biomolecules along with the 
primary solvation shell of respective solvent molecules are given in Figures 3(a), 3(b) 
and 3(c) respectively. The geometry was optimized employing the ONIOM methodology 
at ROB3LYP/6-31G(d) : UFF level. The primary solvation shell was further treated by 
MD or MC simulation. 
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Figure 3. Biomolecules with primary solvation shell of solvent molecules. For the sake of clarity, hydrogen 
atoms are not shown here. (Reproduced with permission from J. Phy. Chem. B108 8007 (2004); B109 9066 
(2005) and B111 7210 (2007). Copyright (2004), (2005) and (2007) American Chemical Society). 
In the DFT-DPCM method we employed the vacuum optimized geometries of the 
neutral and charged species at ROB3LYP/6-31G(d) level. 
To obtain the reduction potential value of Pheophytin-a within the thylakoid 
membrane, we have chosen a section of the overall structure of PSIl from 2AXT entry 
in the Brookhaven Protein Data Bank. This section includes all the proteins and 
cofactors within a radial distance of 4 A from Pheo-a. The following residues are 
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present : (a) 4 units of LEU, 4ALA, 1THR, 2ILE, 3PHE, 2TYR, 1GLN, 2PRO, 1MET, 
1GLY, 1VAL, 1TRP; (b) 2 molecules of CLA (Chlorophyl-a), 1MGE [(1 S)-2-(alpha-L-
allopyranosyloxy)-1-[tridecanoyloxy)methyl] ethyl palmitate]; and (c) 1PHO (Pheophytin-
a). All the co-ordinates were taken from the crystal structure of Pheophytin-a (PDB 
code : 2AXT) (Figure 4). 
Figure 4. A section of the overall structure of PSII (from 2AXT entry In the Brookhaven Protein Data Bank). 
The truncated model consists Of (a) 4 units of LEU.4ALA, 1THR,2ILE,3PHE,2TYRt 1GLN.2PRO, 1MET, 1GLY, 
1VAL, 1TRP (shown as narrow sticks); (b) 2 molecules of CLA, 1MGE (shown in ball and stick model); and 
(c) 1PHO (shown as broad lines). (Reproduced with permission from J. Phy. Chem. B111 7210 (2007). 
Copyright 2007 American Chemical Society). 
In the truncated model, the cleaved peptide linkages were converted to free 
carboxylic (COO") or free amino (NH3) groups, as required. The WHAT IF software [29] 
is used to insert both polar and non-polar hydrogen atoms into the amino acid and 
only the polar hydrogen atoms into the cofactors. The co-ordinates of the inserted 
hydrogen atoms was then optimized by the MM+ force field. The FDPB method was 
applied on the above truncated model. Radius was assigned to all the protein atoms 
from the Delphi [30] database (CHARMM22 parameter set). Partial charges on all the 
atoms in the proteins was assigned by employing the CHARMM22 parameter set while 
the DFT electrostatic-potential (DFT-ESP) charges derived by the CHelpG scheme at 
the ROB3LYP/6-31G(d) level were used for all the cofactors. The grid spacing was set 
to 0.29 A, that is, there were 3.5 grid points per angstrom. Changing the grid size did 
not affect the result. A probo radius of 1.4 A was chosen. Periodic boundary conditions 
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were applied with the option "coulombic" and the convergence criterion was set to 
0.001 kT/e. Both linear and non-linear iterations were set to 1000. The dielectric 
constant of the truncated model (6\n) was taken as 4.0, [31] and that of the solvent 
water (*rout) was taken as 80.0. [32]. Performing the above iterations, the electrostatic 
contribution towards the free energy change of the reduction reaction (AGei), can be 
obtained. The non-electrostatic contribution (AGnon.e,) can be obtained by employing the 
DPCM method at ROB3LYP/6-31G(d) level on the 4 A extracted structure. The same 
value of Gnon.e, was obtained for both the neutral and charged species. 
The redox reactions considered are as follows : 
PCT (aq) + e~(aq) -> PC(aq) (26) 
Chl(sol) - * Chr(sol) + e"(g) (27) 
Chl(sol) + e" (g) -> Chi" (sol) (28) 
Pheo(DMF) + e"(g) -> Pheo"(DMF) (29) 
Pheo(DMF) + 2e"(g) -> Pheo2~(DMF) (30) 
Pheo(Thylakoid) + e~ (g) -> Pheo' (Thylakoid) (31) 
The redox potential values calculated for the above reactions using the methods as 
described above are shown in Table 1. 
Table 1. Calculated and observed mid-point potential by explicit solvent treatment 
Reaction Mid-point redox potential (V) 
Calculated Observed 
(26) 0.376 ± 0.038 0 379 
(27) 0.75 ± 0 32 0.76 
(28) -1.18 ±0 31 -104 
(29) -0 92 ± 0 27 -0.9 
(30) -1.34 ±0.25 -1.25 
We have successfully obtained the reduction potential values of Plastocyanin in 
water [7(g)], Chlorophyll-a in acetonitrile [7(h)] and Pheophytin-a by adopting the QM/ 
MM method. The QM/MM calculations gave the redox potential of plastoquinone as 
0.376 ± 0.038 V which is in good agreement with the experimental value of 0.379 V. 
The QM/MM/MD + Born/Onsager/Debye-Huckel method gave the standard oxidation 
and reduction potential of Chl-a as 0.75 ± 0.32 V and -1.18 ± 0.31 V respectively. 
These are also in agreement with the experimental value of 0.76 and -1.04 V 
respectively. Further, the QM/MM/MC + Born/Onsager/Debye-Huckel method gave the 
one- and two- electron reduction potential values of Pheophytin-a as -0.92 V and -1.34 
V. These values are in good agreement with the experimentally reported values of 
Computational strategies for redox processes in condensed phase etc. 867 
0^ 9 V and -1.25 V respectively [33]. The ^G°red calculated by DFT-DPCM method 
and the reduction potential calculated from eq. (25) are given in Table 2 where the error 
m the calculation of &G°re6 is the inherent uncertainty associated with the application 
of QM on large molecules and its magnitude is about 4 kcal/mol. 
Table 2. Calculation of the absolute free energy of reduction (AG?ed) and £°red of Pheophytin-a in DMF by 
DFT-DPCM nethod. We have used la .u = 27.2116 eV [8] 
Reaction AE D P C M AE thermat -TAS m o , AGQ r e d a Midpoint E°T(id(V) 
(eV) calcd obsd 
Pheo(DMF) + e*(g) -» Pheo_(DMF) -3 222 -0 079 -0 027 -3 328 -1 032 -0 9 
±0.173a ±0 173 ±0 173 
Pheo(DMF) + 2e"(g) -> Pheo2~(DMF) - 5 935 - 0 158 - 0 019 - 6 112 - 1 304 - 1 25 
±0 173 ±0 173 ±0 173 
a
^G°rpd = A5 0 P C M + AE t h e r m a l - IAS™, 
The DFT-DPCM method gave the E° values as -1.03 V and -1.30 V respectively. 
Within the thylakoid membrane, the total free energy change of the one-electron 
reduction process (AG°red) is shown in Table 3. The corresponding calculation of the 
reduction potential (E°red) is given in Table 4. 
Table 3. Electrostatic contribution to the free energy of the system (/ e Pheophytin and its neighbors which are 
at a radial distance of 4 A from it) computed using FDPB solver employing the Delphi software [27] 
Free energy of electrostatic interaction (Gel) in eV AGe, (eV) 
Pheo-a Pheo-a 
-12 080 -15.861 3 781 
Table 4. Calculation of the absolute free energy of reduction (AG°red) and E°recJ of Pheophytin-a within trie 
membrane AG,™*! was computed employing DPCM solvation method at ROB3LYP/6-3lG(d) level on the pdb 
geometry We have taken /',n = 4 0 and *out= 80.0 
AGel 
-3.781 
AGnore, 
(eV) 
0 0 
AG°reda 
- 3 781 
Midpoint £°red(y) 
calcd. obsd 
-0 .58 - 0 61 
flAG°fed = AGe, + AGr 
The FDPB method along with the DFT-DPCM technique gave the reduction 
potential value of Pheo-a within the thylakoid membrane as -0.58 V. This is in close 
agreement with the experimentally reported value of -0.61 V [34]. 
In conclusion, theoretical evaluation of the redox properties of solvated species 
is a tedious process that requires an extremely detailed approach, especially since the 
molecule-medium interaction energy plays a major role in determining the redox 
behavior. The reduction potentials are generally small quantities, of the order of 10~2 
a.u., and a slight lack of accuracy in the calculation can result in a large error in the 
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calculated number. The explicit solvation model in general leads to a closer agreement 
with the observed values. This is understandable, because here the solvent molecules 
are explicitly considered and further, their dynamical nature accounts for fluctuations 
(the SV effect). Nevertheless, the DPCM method is computationally much faster. For 
instance, for neutral Pheo-86, the ONIOM calculation took 96 CPU hours in an Intel 
Xeon 3.2 GHz server with 4 GB of virtual memory space, the MC computation needed 
nearly 50 CPU hours, while the DFT-DPCM calculation required about 89 CPU hours. 
In a rigid condensed phase like a biological membrane where the medium molecules 
do not have the translational and rotational freedom, the SV effect is quite small. Use 
of an average dielectric constant for the DPCM method can give rise to a close 
agreement with the observed value. However, a small change in the assumed value of 
the dielectric constant may cause a large change in the calculated potential. 
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