After analysing the forward and inverse problems of radio tomography, a time varying three-dimensional imaging method of the ionosphere from GPS slant TEC data is described and applied at regional scale. Our approach is based on local basis parametrisation of electron density, and constrained by NeQuick ionosphere model and its spatial gradients. Our inversion scheme is fundamentally different from the data assimilation approach because it is not based on a physical ionosphere model. Preliminary results obtained with European GPS receiver data validate the stability of our method which is able to retrieve small-scale ionosphere features in properly resolved volumes.
Introduction
The present development of Global Navigation Satellite Systems (GNSS) receivers, both on ground and onboard satellites, and the advent of new GNSS satellite constellations is opening a new era for ionosphere imaging by increasing greatly the amount of data available for retrieval of time varying 3D electron density models. Moreover, the development of Faraday rotation measurements on-board satellites opens the way to magnetospheric radio tomography (Zhai and Cummer [2006] ) The applications of these observational tools is wide. For example, they allow us to investigate the physical phenomena at work in ionosphere and plasmasphere dynamics (Schunk and Nagy [2000] ). In addition, these observations allow us to image the coupling of the ionosphere with its external forcing such as solar radiation (Basu et al. [2005] ; Stolle et al. [2006] ), atmospheric gravity waves (Hooke [1968] ; Huang et al. [1998] ), oceanic gravity waves (Artru et al. [2005] ; Occhipinti et al. [2006] ) and infrasonic perturbations created by solid Earth vibrations (Ducic et al. [2003] ; Artru et al. [2004] ; ; Lognonné et al. [2006] ).
A short review of slant total electron content data extraction from GPS receiver measurements is first presented with an analysis of the forward radio tomography problem. The level of underdetermination of the inverse problem is discussed, and the different strategies for imposing a priori constraints are explored. The inversion method is then described in detail. Finally, a regional application of the four dimensional ionosphere imaging using the data of European permanent GPS receivers February 7, 2008, 9: 53am D R A F T networks is presented. Preliminary results, limitations and future developments are also discussed.
GPS data and forward problem

GPS data
The main data source for radio tomography of the ionosphere is actually coming from dual-frequency receivers of Global Positioning System (GPS) both on ground and onboard Low Earth Orbit (LEO) satellites. Consequently, we will restrict our analysis to these observations, usually referred to as GPS receiver data. However, the analysis of the forward and inverse problems will remain valid for any dualfrequency bistatic radio measurements with frequencies well above the maximum plasma frequency of the ionosphere (about 30 MHz), and able to provide information on the Slant Total Electron Content (STEC) of the ionosphere along the radio wave ray paths.
The integrated ionospheric electron content is extracted from dual frequency GPS receivers through the Geometry Free (GF) combination of L1 and L2 phases:
where the average is performed over at least 100 epochs at 30 seconds sampling along the same satellite-receiver arc in order to remove the phase ambiguity of geometry free combination. The other parameters are defined by: 
where λ 1 , λ 2 are the wavelengths corresponding to frequencies f 1 and f 2 respectively, e is the charge of the electron, m e is the mass of the electron and 0 is the vacuum permittivity. L 1 and L 2 are the phase signals, P 1 and P 2 are the code signals of GPS receivers respectively at frequencies f 1 and f 2 . The coefficient K is derived from the second order approximation of the refractive index of the ionosphere (Bassiri and Hajj [1993] ). All non-dispersive effects on pseudo-ranges and phase measurements are avoided by the geometry-free linear combinations (2) and (3).
The elementary datum d t i at time t is given by:
where ray(i) is the GPS ray from satellite k to receiver l, N e (r, t) is the ionospheric electron density at position r and time step t, the integral of electron density is called and T GD k (t) and IF B l (t) are the inter-frequency biases of satellite k and of receiver l at time step t. The satellite and receiver biases in this equation system are defined relative to a constant which is fixed by imposing an additional condition on the biases. This condition can be to fix the bias of one receiver to an arbitrary value, or to impose that the sum of the biases is equal to zero. These biases are however Mannucci et al. [1999] ).
In addition to the problem of estimating the satellite and receiver biases, various noise sources are affecting the GF combination. The main noise source is multipath effect which preferentially occurred at low elevation angles. Because of the repetition of the GPS satellite orbits, the multipath noise can be reduced by various methods (Bock et al. [2000] ; Nikolaidis et al. [2001] ; ), once the correct orbit period of GPS satellites is taken into account (Choi et al. [2004] ). Other noise sources are affecting this combination at high frequencies, but their contribution is small compared to the STEC absolute value.
Forward problem
The forward problem summarized in equation (5) imply the knowledge of GPS ray paths for frequencies f 1 and f 2 . Because the relative perturbation of light speed created by the electron content of the ionosphere is of the order of 10
in this frequency range, the ray paths can be approximated by straight lines, and the two frequencies have approximately the same ray paths with a maximum discrepancy of 500 m. This approximation allows a fast computation of the integral in equation (5) by the choice of an appropriate model parametrization ).
Along their paths, the rays are sensitive to refractive index variations inside the Fresnel volume of the radio waves. At GPS frequencies f 1 and f 2 , the size of the Fresnel zone perpendicular to the ray path is smaller than 0.25 km 2 (Crespon [2007] ).
Therefore, the GPS data are sensitive to the ionosphere small-scales. February 7, 2008, 9: 53am D R A F T 3. Underdetermination and a priori information 3.1. An underdetermined and ill-posed inverse problem Equation (5) sets the inverse problem in the class of integral inverse problems (Tenorio [2001] ). At this point, let us investigate its underdetermination level. Because the radius of the Fresnel volume is about 300 m, in order to have an overdetermined inverse problem above Europe (100-700 km altitude range over 45
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• latitude*longitude range) more than 200 million rays with different geometries are required. Therefore, the radio tomography of the ionosphere is necessarily a strongly underdetermined inverse problem.
Moreover, the presence of satellite and receiver biases in the equation (5) makes the inverse problem ill-posed. Effectively, the satellites biases are correlated to the plasmasphere electron content, at altitudes above 1000 km, because all the receivers on ground or onboard Low Earth Orbit (LEO) satellites look at one GPS satellite along approximately the same direction. Consequently, the GPS satellite bias and the plasmasphere electron content along this direction cannot be completely separated from receiver data only.
Strategies using single and double differences of GPS receiver geometry free combinations can remove completely the biases of both GPS receivers and satellites. However, these differential data create a new indetermination because they are defined relative to a constant. Moreover, a proper treatment of this inverse problem requires to take into account the complex data correlations through the a priori covariance matrix, which complicates the resolution of the inverse problem. The problem of biases es- February 7, 2008, 9: 53am D R A F T timates will not be further considered, and we will solve the homogeneous inverse problem corresponding to equation (5) corrected for biases.
A priori information: assimilation versus constrained inversion
Due to the strong underdetermination of the inverse problem, good a priori information is necessary to solve it. The bottom line to constrain under-determined inverse problem is usually "the more physics you put in the problem, the better constrained it is".
With such an assumption, the best way to constrain the inverse problem is to use a physical model of the ionosphere and to invert the data to recover the fundamental parameters governing the spatial and temporal evolution of the electron density model. In that case, data assimilation is performed through 4D variational or Kalman filter methods (Chunming et al. [2004] ; Scherliess et al. [2004] ). The 4D variational method is a simultaneous non-linear inversion of data at different time steps, and Kalman filter method consists of an inversion at each time step and a time evolution of the a priori model. The main advantages of using a physics-based ionosphere model are to reduce the number of inverted parameters to a few parameters justified by the physical model, and to allow a prediction of the ionosphere state evolution.
However, such models present disadvantages. First, the non-linearity of the forward problem precludes a proper estimate of error and resolution of physics-based model parameters. In addition, the differences between the physical model and the true ionosphere dynamics are creating non-linear modeling errors which are difficult to estimate. In particular, the small scales of the ionosphere dynamics cannot be repro- February 7, 2008, 9: 53am D R A F T duced through coarse physics-based model parametrization. And finally, the uneven coverage of the ionosphere is not taken into account into the model retrieval.
Another approach consists in an inversion of the ionosphere electron density model
parameters N e (r, t) at each time step. The a priori model of electron density N 0 e (r, t)
can be an empirical model such as IRI (Bilitza [2001] ) or NeQuick models (Radicella and Leitinger [2001] ; Coïsson et al. [2006] ), a model describing the dynamics of the ionosphere through its physics like SAMI2 (Huba et al. [2000] ), or an electron density model obtained after inversion or assimilation of radio tomography data (Chunming et al. [2004] ). The last type of model should be avoided due to its possible correlation with the data used in the inversion. The advantages of such a priori model and parametrization are to estimate error and resolution of the electron density model parameters, and to recover the small scales of the ionosphere dynamics in regions where the data sampling is high. The main drawback of such approach is that the ionosphere state evolution cannot be predicted. However, because the a priori constraints and model parametrizations are different, we believe that physics-based assimilation models and constrained inversion models are complementary, in particular in regions of dense data sampling such as North America, Europe and Japan. Physics-based models of the ionosphere will not be considered in the following discussion. However, the points discussed hereafter are relevant to the "optimization" of data assimilation algorithms in physics-based models. February 7, 2008, 9: 53am D R A F T
Solving the inverse problem 4.1. A non-linear inverse problem
The parameter to invert is the electron density in the ionosphere N e (r, t). This parameter is strictly positive, so the state of zero information is not corresponding to a constant probability density (Tarantola [1987] ). Because the least square inversion theory imposes a parameter with a Gaussian probability density, the parameter to
. By using such a parameter, the integral equation (5), corrected for biases, is now a non-linear inverse problem of the form:
where the function g i is a non-linear function of m(r, t).
There are two main ways of resolving such a non-linear inverse problem. The first one is to investigate the inverse problem through non-linear inversion schemes by using an a priori probability density of the model parameters centered on
e (r, t)], and investigate the posterior probability density function by model search methods (Tarantola [1987] ). However, owing to the large number of unknown and the strong underdetermination of the inverse problem, the amount of computation time required precludes the use of such methods. The second method is to linearize the problem by solving the forward problem for the a priori model m 0 (r, t), and invert the data residuals to retrieve the model perturbations through least square estimates. By doing so, we implicitly make the assumption of small model perturbations relative to the a priori model. February 7, 2008, 9: 53am D R A F T Such a linearization of the inverse problem is described by the following equations:
In this last equation, the model parameters m(r, t) have been projected onto a finite basis of functions of the model space, and the parameters m j are the coefficients of this projection.
The linearization of the inverse problem is a strong assumption. It imposes the a priori model to be close enough to the true ionosphere state. If the a priori model does not correctly explain the data, the non-linear inverse problem can be solved by successive iterations of linear inversions. However, in that case, the non-unicity of the solutions generates instabilities that are causing divergence of the model. Consequently, our linearized inversion method is limited to small perturbations (about 10-15%) relative to the a priori model, and so the reliability of the results is limited by the accuracy of the a priori model.
Choice of model space basis functions
At this point, it is important to discuss the choice of the model space basis functions, because the inversion results and efficiency will depend strongly on this choice.
In a previous study ), it was demonstrated that constant blocks in cubed sphere coordinates (Sadourny [1972] ; Ronchi et al. [1996] ) allow an optimal computation of the forward ray tracing problem. However, the fast forward compu- February 7, 2008, 9: 53am D R A F T tation is not an argument for the choice of the basis functions, because the electron density projected on the cubed sphere basis can be projected into another basis before solving the inverse problem.
There are three main types of basis functions: non-local, local and wavelet basis functions. The non-local basis functions can be for example spherical harmonics along horizontal coordinates, and radial functions (splines, Chapman profiles...). The main advantages of these basis functions are the possibility to introduce a priori information on the model parameters directly through the choice of the basis functions, and
to produce smooth models with a low numbers of model parameters. For example, if the radial profile is parametrized by a Chapman profile, the shape of the profile is imposed, and only three parameters are needed (altitude, maximum value and width of electron density peak). Another recent example is using a basis of empirical orthogonal functions extracted from the principal component analysis of model simulations (Zhai and Cummer [2006] ). However, the a priori imposed by the choice of non-local basis functions is often too strong, and it can create artifacts in areas poorly sampled by data. In the case of Chapman radial parametrization, the upper part of the model can be biased due to the imposed shape. Moreover, additional a priori constraints on time and space derivatives (see next section) are difficult to incorporate into the inverse problem with non-local basis functions. Whatever the choice of basis functions, a strong idea in the resolution of underdetermined inverse problems is that the final model should depend only on the a priori constraints, and not on the number of model space basis functions, or on the size of grid blocks. The only way to achieve this goal is to properly constrain the time and spatial gradients of the model parameters. Thus, we will prefer purely local basis functions such as blocks of constant electronic density, for which these constraints February 7, 2008, 9: 53am D R A F T can be easily implemented. With such a parametrization, equations (7) and (8) are written:
where L ij is the length of ray(i) in block j, m 
where ∆d is the observation vector, G is the sensitivity matrix of model parameters,
and ∆m is the model perturbation vector of the linearized inverse problem. The time dependence is not explicit in this equation because different time steps may be inverted simultaneously, but the data, the model and the sensitivity are evolving with time.
Constraints on the inversion
The under-determination of the inverse problem is solved by imposing additional constraints on the inverse problem. The usual way to constrain the inverse problem, once it is linearized in (11), is through damping and smoothing of the model param- The solution to the inverse problem is obtained through the following generalized inverse:
where C d is the data covariance matrix, C m is the a priori covariance matrix of the model, and R ∇ is the finite difference model operator normalized to the a priori model finite differences (Ory and Pratt [1995] ). In this matrix, each model gradient 
Because the model space sampling by one GPS ray is sparse, the matrix G is sparse.
The inverse problems involving such large linear systems with sparse matrices have been extensively studied, and various algorithms are available to resolve them (Saad [2003] ).
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Time evolution
The ionosphere state at different time steps can be inverted simultaneously. However, in that case, the a priori model is not improved by the inversion results at previous time step, which are critical to remain in the linear approximation assumption, and the computer time increases significantly due to the inversion of larger matrices. Because the a priori ionosphere state is based on our estimate at previous time step, the linearization of the inverse problem is justified if the ionosphere electron content is changing by less than 15 % during 30 s. The statistical analysis of NeQuick ionosphere model (Coïsson et al. [2006] ) indicates that this criterion is satisfied. However, February 7, 2008, 9: 53am D R A F T ionosphere state evolution can be much faster, in particular during geomagnetically active periods. For such conditions, GPS data at 1 second sampling should be used.
Due to the movement of GPS satellites, the data sampling is changing with time, and so the level of underdetermination of the inverse problem. As a consequence, the smoothing parameter λ is estimated at each time step from L-curve analysis to ensure that this parameter is properly adapted to the actual inverse problem. In addition, 
Some details on inversion algorithm
Our ionosphere tomography approach is applied to European GPS data preprocessed by the "Service for Electron Content and Troposphere Refractive index above
Europe from GPS data" (SPECTRE) ). This service provide the STEC data corrected from satellite and receiver biases which are extracted from a 2D TEC map inversion. Data from about 300 European GPS receivers sampled at Because a priori model computations through NeQuick and ray tracing in the cubed sphere grid are fast, the most time consuming part of the algorithm is the resolution of equations (13), (14) and (15). The resolution of equation (13), including factorization, takes about 3.5 minutes on a 64 bits Sun WS2100 with bi-processor Opteron 250 with sparse sequential SuperLU routines (Demmel et al. [1999] ). However, the computation of the L-curve requires repeating this resolution for each point of the curve. Moreover, the computation of model error and resolution through equations (14) and (15) in the actual state of the code is requiring a factor 100 more time than solving equation (13). However, the configuration of the GPS constellation is changing slowly, so the computation time can be slightly reduced by computing λ parameter, model error and resolution only every 10 or 20 epochs.
Preliminary results
The ionosphere state has been inverted over Europe for the last day of year 2005.
On that day, f10.7 value is 84.5 solar flux units. The inversion is started at 6h UT from NeQuick a priori model. The linear approximation errors can be improved by either performing a GaussNewton non-linear inversion at each time step, at the expense of computation time, and/or decreasing the value of the damping parameter α, at the expense of inversion stability.
Limitations and future evolutions
Our ionosphere imaging method is limited by the linearization of the inverse problem. This assumption imposes to have an a priori ionosphere model reliability of about 10-20 %, and a rate of change of electron density less than 10-20 % at 30 seconds sampling. However, better a priori models and high rate GPS data will overcome these limitations.
These preliminary results validate the inversion approach, the a priori NeQuick . Additional data such as ionospheric sounders, GPS occultation (Garcia-Fernandez et al. [2005] ; Stolle et al. [2005] ), DORIS and altimeter satellite data can be easily included in the inversion process. Finally, long term run and statistical validation by independent data are absolutely necessary to validate completely these very preliminary results.
Conclusion and perspectives
After analysing the forward and inverse problems of radio tomography, a time varying three-dimensional imaging method of the ionosphere through GPS slant TEC data has been described, justified and applied at regional scale. The preliminary results obtained with European GPS receiver data validate the stability of the method, even if a lot of improvements are still possible on the algorithm and a careful validation by independent data is necessary. Because additional slant TEC estimates from different data sources can be easily inserted in the processing, the model resolution and reliability can still be improved. The approach presented here is different of GPS data assimilation in physics-based ionosphere model. However, because of its capability to image small-scale variations in properly resolved areas where assimilation models are limited by their grid cell size, we believe that our approach is complementary to the assimilation approach.
The ionosphere imaging methods discussed here will be greatly improved in the next years due to the advent of new GNSS systems and the improvement of actual ones. Vertical scale is multiplied by a factor of three to enhance readability. Red dots indicate inverted grid points (ranging from 100 km to 700 km altitude). 
