Abstract In this paper, a novel transmission protocol based on polar coding is proposed for the half-duplex degraded relay channel. In the proposed protocol, referred to as the partial message relaying, the relay only needs to forward a part of the decoded source message that the destination needs according to the exquisite nested structure of polar codes. Theoretically, it is proved that the scheme can achieve the capacity of the half-duplex relay channel under the decode-and-forward (DF) cooperation strategy while enjoying low encoding/decoding complexity. Practically, in order to minimize the global transmission power, the optimization of the power allocation is performed between the source and the relay by using information theoretic tools. Furthermore, a joint iterative soft parallel interference cancellation receiver structure is developed to suit to the proposed scheme. Simulation results show that the proposed scheme outperforms the conventional scheme designed by low-density parity-check (LDPC) codes.
Introduction
A widely used relay channel consists of three nodes, 1 of which the relay node helps to forward information from the source node to the destination node. In the past few years, there has been a significant progress in deriving the capacity of relay channels with different relay protocols. [2] [3] [4] [5] [6] [7] In Ref. 8 , the capacity of the half-duplex degraded relay channel is derived based on decode-and-forward (DF) cooperation strategy. A capacity-achieving scheme based on block Markov encoding is proposed but the decoding is based on joint typical sequences, which are of very high complexity. A practical scenario using low-density parity-check (LDPC) codes has been proposed in Ref. 9 to approach the capacity of the half-duplex relay channel with low decoding but high encoding complexity.
Very recently, polar codes have emerged as an efficient capacity-achieving coding scheme. 10 They were initially designed for a point to point binary-input discrete memory less channel (B-DMC) with low encoding and decoding complexity based on a phenomenon called channel polarization. At first, the theoretical bounds of polar codes were extensively studied in Refs. 11, 12 , while the practical performance of polar codes was improved significantly in Refs. [13] [14] [15] Later on, polar codes were used for certain multi-user schemes, such as multipleaccess channels (MAC) 16, 17 and relay channels. [18] [19] [20] Specifically, polar codes were designed for a 2-user MAC in Ref. 16 It has been shown that polar codes can achieve the capacity region of the 2-user MAC with similar complexity as the point to point case. In fact, the literature focusing on polar codes for the single relay channel encompasses, by now, only a few papers. In Ref. 18 , polar codes were applied to constructing a capacity-achieving coding scheme for the physically degraded binary-input relay channel with orthogonal receiver. This work was further extended to arbitrary q-ary input in Ref. 19 Finally, without the assumption of orthogonally as in Ref. 20 , polar codes by implementing block Markov coding were proved to achieve the capacity of the binary input symmetric physically degraded relay channel. However, all the work in Refs. [18] [19] [20] relies on the assumptions that the relay works under a fullduplex mode (i.e., the relay receives and transmits at the same time phases or using the same frequency bands) or the destination has orthogonal receiver components which avoid considering interference between the received signals (at the expense of increased use of spectrum). In practical communication systems, we prefer to consider the relay working under a timedivision half-duplex mode and the destination receives signals in the same frequency band, since these settings can simplify the design of systems and exploit the channel resources efficiently.
In this paper, we will develop a low-cost transmission scheme, called partial message relaying, to achieve the capacity of the time-division half-duplex degraded relay channel proved in Ref. 8 based on the newly proposed polar codes. Specifically, in the first phase, the source broadcasts, and the relay and the destination receive. After decoding, the relay, instead of transmitting side information (additional parity bits) as in Ref. 9 , forwards a part of the decoded source message that the destination needs in the second phase. In this phase, we consider two fundamental extremes where the source and the relay transmit completely correlated or independent messages similarly as in Ref. 9 It is proved that the proposed scheme under successive cancellation (SC) decoding 10 for this half-duplex relay channel inherits the block error probability bound of polar codes while keeping the low encoding/decoding complexity. In practical systems, we compute the optimum fraction of the global power by using information theoretic tools 21 which can maximize the achievable rate for the relay systems. We also develop a practical joint iterative soft parallel interference cancellation (JISPIC) receiver structure when the destination receives completely independent codewords. In this paper, we mainly consider the additive white Gaussian noise (AWGN) channels with binary phase-shift keying (BPSK) modulation. Compared with the conventional LDPC schemes for the half-duplex relay system, we show via simulations that the performance obtained exceeds about 0.1 dB.
The rest of the paper is organized as follows. In Section 2, we introduce briefly the system model and the background of polar codes. We explain in detail the transmission schemes using polar coding for the two time phases in Section 3. Section 4 gives the main result of this paper and establishes the proof of the theorem. The practical scheme for the half-duplex relay channel and the receiver structure are described in Section 5. Section 6 evaluates the performance of our proposed scheme for finite block length by simulations. Section 7 concludes the paper.
Preliminaries

System model
Consider a binary-input discrete memoryless relay channel consisting of one source (S), one relay (R) and one destination (D) which is shown in Fig. 1 . We assume a time-division halfduplex mode. In each normalized block, the overall transmission is divided into two phases, a broadcast (BC) phase and a multiple access (MAC) phase, with durations t and 1Àt, respectively. Specifically, in the BC phase, S broadcasts signal X 0 and the corresponding observations at R and D are denoted by Y 1 and Y 0 , respectively. Upon receiving Y 1 from the source, the relay generates new signal X 1 . In the MAC phase, the relay transmits X 1 and at the same time the source transmits signal X 2 .The corresponding channel output at D is denoted by Y 2 .
According to the landmark work on the general relay channel, 2 the upper bound C U and the lower bound C L on the capacity of the time-division half-duplex relay channels are derived from a new cut-set theorem and a novel coding scheme, 8 which are given, respectively, by
where I(X; Y) denotes the mutual information for the channel with a binary input X and the corresponding output Y. The above mutual information expressions can be computed for AWGN channels with binary inputs by numerical integration and they can be easily evaluated by using Monte-Carlo simulations. 9 If such a relay channel is considered to be physically degraded in the sense that 
, then the achievable lower bound is in fact the corresponding capacity of the half-duplex degraded relay channel which is given by
As proved in Ref. right-hand side of Eq. (4) are equal. 9 Note that in Eq. (4), the optimal joint input distribution may require certain correlation between x 9 that the capacity is insensitive to r. In this paper, we will proposed a practical coding scheme to achieve C in the two extremes of r = 0 and r = 1.
If the relay channel is merely stochastically degraded, i.e., there exists a distribution q(y then the right-hand side of Eq. (4) is only an achievable DF rate. Note that the concept of physical degradation implies that of stochastic degradation.
Polar codes
The uniform distribution of x 0 , x 1 and x 2 in Eq. (4) enables us to achieve the above-mentioned relay channel capacity using polar coding in practice. Polar codes have been proved to be capable of achieving the symmetric capacity of any B-DMC. 10 Their constructions are based on a kernel matrix 10 each channel approaches either a noiseless or a pure-noise channel. We can then transmit information bits via the noiseless polarized channels while sending frozen bits (such as 0 s that are pre-determined and known to the encoder and decoder) through the pure-noise ones.
Let us denote by A # ½N ¼ f1; 2; . . . ; Ng the information set, representing the index set of polarized channels through which information bits are sent. Then the corresponding frozen set is given by F ¼ ½N n A. In practice, A can be determined as follows given an arbitrarily small d > 0,
where ZðWÞ ¼ P y ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi Wðyj0ÞWðyj1Þ p is the Bhattacharyya parameter that quantifies the quality of the channel. That is, the less Z(W) is, the better the channel will be. This leads to a polar code with rate R ¼ jAj=N. The capacity achievability of the above polar codes when N fi 1 has been proved in Ref. 10 in the sense that the fraction of polarized channels becoming noiseless tends to the symmetric capacity denoted by I(W), i.e., R fi I(W) = I(X; Y) with a uniformly distributed X. For any b < 1/2, the reliability of polar coding is evaluated by the block error probability (denoted by P e ) under the successive cancellation (SC) decoding which satisfies
The above polar codes have been extended to a 2-user MAC. 16 It is shown that properly designed polar codes can achieve the capacity region of the 2-user MAC with the similar complexity and the error probability decreasing rate under SC decoding for b < 1/2, i.e.,
3. Partial message relaying using polar codes
In this section, we present the novel transmission protocol, which is essential to derive the main result in the next section.
Transmission in the BC phase
Denote by the source-destination (SD) channel W SD which is degraded with respect to the source-relay (SR) channel denoted by W SR . Let A SD and A SR be the information sets (see Eq. (7) for definition) of polar codes generated for W SD and W SR , respectively, then we have the following Lemma. Considering Lemma 1 and the two polar constructions, we know that all good polarized channels for W SD are also good polarized channels for W SR . Therefore, the whole index set denoted by [N BC ] in the BC phase can be divided into three independent subsets corresponding to the polarized channels as illustrated in Fig. 2: A SR n A SD stands for the information set for W SR and the frozen set for W SD . That is, I(X 0 ; Y 1 ) À I(X 0 ; Y 0 ) fraction of polarized channels consists of those channels which are noiseless for W SR but pure noisy for W SD ; A SD means the information set for W SR and W SD . Alternatively, I(X 0 ; Y 0 ) fraction of polarized channels consists of channels which are noiseless for both W SR and W SD ; F ¼ ½N BC n A SR represents the frozen set for W SR and W SD . In other words, the remaining 1 À I(X 0 ; Y 1 ) fractions of polarized channels are pure noisy for both W SR and W SD . m 0 ¼ u A SR is the information vector at S, where u is a length-N BC source input and u A SR denotes the subvector ½u i : i 2 A SR . Similarly, let m 01 ¼ u A SR nA SD where u A SR nA SD signifies the subvector ½u i : i 2 A SR n A SD and m 02 ¼ u A SD in which u A SD is the subvector ½u i : i 2 A SD . Let m 1 = m 01 if no error propagation occurs through the SR channel and let m 2 be a new message transmitted by S in the MAC phase. Correspondingly,m 1 andm 2 are the estimates of the messages m 1 and m 2 , respectively. By using Lemma 1, in the BC phase, we can directly generate a length-N BC polar codeword x 0 with A SR being the infor-mation set at S and broadcast it to R and D. As the block length N BC fi 1, the rate of this generated polar code, denoted by R 0 ¼ jA SR j=N BC , approaches I(X 0 ; Y 1 ), i.e., lim
Upon receiving vector y 1 , R can fully recover m 0 based on SC decoding and the knowledge of frozen bits 0, while D cannot fully recover m 0 as W SD is degraded with respect to W SR . However, provided that D knows m 01 before decoding, it can recover m 02 as well. The bit vector m 01 belongs to the frozen set of the polar code corresponding to W SD . It is available at both S and R and S and/or R will cooperatively help to deliver this message to D in the MAC phase.
Transmission in the MAC phase
The delivery of m 01 can be accomplished in the MAC phase as follows. Although R can fully recover m 0 , it only re-sends m 1 , a part of m 0 , to D using a length-N MAC polar codeword x 1 with rate
This relaying strategy is referred to as the partial message relaying in this paper, which is different from the work in Ref.
9 that relays side information (additional parity bits) with high encoding complexity.
At the same time, S transmits a codeword x 2 in the MAC phase, which depends on its correlation with x 1 . It has been pointed out in Ref. 9 that any relay coding strategy can be equivalently viewed as a composite of two fundamental extremes for simplicity with negligible rate loss. 22 Therefore, we only consider two extreme cases illustrated in Fig. 2 .
(1) When x 1 and x 2 are completely independent, i.e., r = 0, S transmits the new message m 2 using a length-N MAC polar code at rate
This rate, together with the rate R 1 in Eq. (11), is realizable according to the argument in Ref. 16 where the capacity achievability of a 2-user MAC using polar coding is proved.
(2) When x 2 completely depends on x 1 , i.e., r = 1, S also transmits m 01 using exactly the same polar codeword as that by R. This codeword arrives at D in phase with that transmitted by R such that the amplitude of the received vector is enhanced, from which m 01 can be recovered. This operation is similar to the distributed beamforming operation that is widely used in multi-antenna systems. 23 Upon successful decoding in the MAC phase, D can use the estimated partial messagem 1 as the a priori information to recover m 02 from y 0 received in the BC phase. Note that in this case, for decoding y 0 , the destination treats it as a polar codeword with A SD being the information set. Because of the knowledge of the a priori informationm 1 , the corresponding reduced coding rate, denoted by R 0 0 ¼ jA SD j=N BC , approaches to I(X 0 ; Y 0 ) as N BC fi 1 .
For r = 0, the overall transmission rate R all of the proposed scheme is given by
When both N BC and N MAC tend to infinity, from Eq. (10) and Eq. (12), we have lim
Note that we have assumed equality between the two terms in Eq. (4) after optimizing t. Hence we only need to focus on the first term here.
Similarly, for r = 1,
Note that in this case, I(X 2 ; Y 2 |X 1 ) = 0. Again, we can have
In summary, the rate of the proposed scheme asymptotically achieves the channel capacity Eq. (4) in both cases.
Main results
The asymptotic performance of the above scheme is analyzed in detail below.
Define
as the block error probability of the proposed scheme, where Pr { } denotes the error probability of an event. The following theorem provides an upper bound of P e .
Theorem 1. For any b < 1/2 and sufficiently large blocklengths N BC and N MAC , the block error probability of the scheme using where O(N) denotes the asymptotic behavior of functions.
Proof. Please refer to Appendix. h
The preceding proof only requires W SD to be stochastically degraded with respect to W SR . This coincides with the DF rate of the half-duplex stochastically degraded relay channel. It is well-known that, in general, DF relaying only achieves the capacity C of the half-duplex physically degraded relay channel. 2, 8 However, the same transmission schemes can be applied to the physically degradation as well because physical degradation implies stochastic degradation.
Since the stated main result only depends on the constructed polar coding arguments, a low complexity of O(N lg N) for N channel uses can be achieved by encoders and decoders of the relay channel. In addition, if all links of the relay channel are binary erasure channels (BECs), then the complexity of constructing polar codes only scales as O(N). 10 
Practical system design for the proposed scheme
From the viewpoint of the realization of the practical halfduplex relay system, we have to consider some factors that are essential for the application of our transmission scheme using polar coding.
System specifications
Considering BPSK modulation in AWGN channels and assuming that all the three nodes have perfect channel state information, then we have the following input-output relations:
where h SR , h SD and h RD denote the channel realizations of the SR, the SD and the RD channel, respectively, Z R [i] and Z D [i] are the additive white Gaussian noises for the SR and the SD channel in the BC phase, respectively, and Z 0 D ½i is the noise for the SD channel in the MAC phase. In this model, the distance between S and R is denoted by d, and R is assumed to be located on the straight SD link. Here, the distance of the SD link is assumed to be normalized to unity. In particular,
where a is the channel attenuation exponent. We choose a = 2 in this paper. For the purpose of system design, all noises are assumed to be of zero mean and unit variance real Gaussian distributions. An average global transmission power constraint denoted by H is imposed on the nodes:
where P S is the source transmission power in the BC phase, P 0 S and P R are the source and the relay transmission powers in the MAC phase, respectively, P represents the overall system transmission power. Since all the Gaussian noise powers are assumed to be unity, P is also equivalent to the overall system signal-to-noise ratio (SNR). As mentioned earlier, there are two cases for the relay to transmit cooperatively the partial message with the source to the destination in the MAC phase. The only difference for the case of r = 1 is that there is no interference existing in the MAC phase, thus easily considering this case as a point-to-point polar decoding scheme to decode the same partial message sent simultaneously by the source and the relay. Therefore, we only consider the nontrivial case for r = 0 in the rest of the paper.
In the following text, we explain the impact on the practical half-duplex relay system for r = 0 if we use equal time slots for relay transmission and reception, instead of using the optimum time slot, followed by a description of receiver structure at the destination.
Analysis of the time fraction t
As mentioned in Subsection 2.1, the proposed scheme for the relay system is based on the derived capacity in Eq. (4). Therefore, in order to maximize the capacity C, we should equate the two terms in the min() function of Eq. (4), from which we can compute numerically the optimal power allocation and the optimal t. Fig. 3 compares the information rates of the relay transmission and the direct transmission at different SNRs and in different relay positions when t is chosen as the optimal value and 0.5. For fair comparison, we make the sum of transmission powers at S and R for the relay channel equal to the transmission power at S for the direct transmission. By inspecting Fig. 3 , we find that there are three things becoming clear: Fig. 3 Information rates vs SNR on an AWGN relay system with BPSK modulation.
(1) The transmission between the source and the destination with the help of the relay can evidently yield benefit over the direct transmission and the closer the relay is to the source, the more significant relaying gain the system can get. (2) With the increase of SNR, the superiority of using relay overwhelming the direct transmission gradually diminishes. By comparison, at low to intermediate SNRs using relay obtains most of the relaying gain, and the gain can be maximized at low SNR. (3) The system choosing t = 0.5 has negligible loss in the relaying gain when comparing with that with the optimal t.
The above observations inspire us to centralize our attention to the low SNR regime in which relaying brings most benefit. Moreover, we choose t = 0.5 as our time fraction parameter in the following paper. This setting can obviously simplify the system design with extremely small loss for BPSK AWGN channels.
Receiver structure
At the end of the MAC phase, the destination receives x 1 and x 2 at the same frequency band in the case of r = 0, i.e., x 1 and x 2 interfere with each other. In order to decode the superimposed codewords of x 1 and x 2 that have been interleaved before transmission from S and R, we present a joint iterative soft parallel interference cancellation (JISPIC) receiver structure as illustrated in Fig. 4 . It consists of two fundamental components, namely, two-user multiple-access channel detector (TU-MACD) and two polar code decoders associated with x 1 and x 2 , respectively. The two components are separated by interleavers (denoted by p 1 and p 2 ) and deinterleavers (denoted by p À1 1 and p À1 2 correspondingly). TU-MACD is composed of a soft parallel interference cancellation (SPIC) part and single-user LLR calculation (SU-LLRC) parts. In the following text, we will explain each part of the JISPIC receiver in detail.
(1) TU-MACD We consider a binary rate R k (k = 1, 2) polar encoder of block length N s (Because t = 0.5, we assume in the following paper that N BC = N MAC = N s for the simplicity of expression). The input to the encoder is the block d k ¼ ½d k;1 ; d k;2 ; . . . ; d k;l ; . . . ; d k;R k Ns for 1 6 l 6 R k N s , and the corresponding output is b k ¼ ½b k;1 ; b k;2 ; . . . ; b k;i ; . . . ; b k;Ns for 1 6 i 6 N s . Before transmission, a pair of interleavers is used to reduce the influence of the error bursts at the input of each channel decoder. We employ a soft-input soft-output (SISO) maximum a posteriori (MAP) detector whose objectives are to compute the soft information of the transmitted relay and source symbols from the received noisy superposition signal y ¼ ½y 1 ; y 2 ; . . . ; y Ns , and compute the available a priori information for each symbol bit. The log-likelihood ratio (LLR) of each symbol bit for b 1,i is given by (2) SPIC
In each iteration, SPIC performs a soft interference cancellation by subtracting the soft estimates of b k obtained from the previous iteration from the received signal y. Suppose thatb k is the soft estimates of b k . Then the output of SPIC for the relay user can be written as
where z i is the Gaussian noise andb 2;i is the soft estimate of b 2,i obtained from the previous iteration which is estimated by its expectation, 24 i.e., Fig. 4 Block diagram of the receiver design for polar coded relay system.
Similarly,b 1;i andb 2;i can be calculated as well.
Since there is no a priori information for the code bits b k in the first iteration, their soft estimates are set to zero initially.
(3) SU-LLRC
Since the a priori distributions of code bits b 1 are known from the extrinsic information delivered by the decoder in the previous iteration, the probability mass function ofb 1;i conditioned on b 1,i can be calculated. In the following iterations, SU-LLRC first computes the input extrinsic information about code bits in the form of L e [b 1,i ], which is given as L e ½b 1;i ¼ lg Prðb 1;i jb 1;i ¼ þ1Þ
where the variance for the decoder one is given by the expectation, 25 i.e.,
where E{} is the expectation operation. The SU-LLRC then delivers L e [b 1,i ] as the a priori information to the decoder one. The extrinsic information will become more and more reliable after exchanging the soft estimates and the interference will be suppressed over several iterations. At the last iteration, the decoders output the a posteriori LLR of the information symbol bits denoted by L(d 1,l ), which is used to make a hard decision on the user information bits according tô d 1;l ¼ sgnðLðd 1;l ÞÞ .
Numerical simulations
In this section, we provide the bit error rate (BER) simulation results for the proposed transmission scheme. We first fix the total transmission power P = À6 dB and the time fraction t = 0.5, and then numerically calculate the transmission rates as well as the optimal power allocation to obtain the maximum transmission rate C. We choose both of the BC phase polar codeword and the MAC phase polar codewords to be finite block lengths of 2. 15 Simulation parameters are listed in Table 1 . Belief propagation (BP) decoding algorithm is first used as one choice of decoding algorithms for polar codes in the practical scenarios instead of SC decoding since it is shown in Refs. 26, 27 that BP decoding considerably improves the BER performance compared with SC decoding. We show results for 200 decoding iterations in each decoder.
In the relay systems, it is obvious that the overall performance strongly depends on the robustness of the SR channel.
With the increase of SNR, the SR channel tends to be errorfree. Thus, the system performance is dominated by the reliability of the presented JISPIC receiver. Since the validity of decoding x 1 is of crucial importance to recover the received source message stored at the destination in the BC phase, we first show the performance of decoding x 1 by using the JISPIC receiver. It can be seen from Fig. 5 that as the number of iterations between TU-MACD and decoders in the JISPIC receiver increases, the performance considerably improves. However, iterations will not bring any further gains beyond 2 iterations. This is because after a number of iterations the extrinsic information of the two decoders will become more and more correlated, resulting in less performance improvement.
In Section 4, we have proved that the proposed scheme is asymptotically capacity-achieving when N grows large enough. However, from the observation of Fig. 6 , the system performance by using BP decoder is still far away from the limits when the block length is moderate, which is a common problem of polar codes with finite block lengths. 10 In order to solve this problem, we replace BP decoder with the successive-cancellation list (SCL) decoder proposed in Ref. 15 It can be seen from Fig. 6 that the proposed scheme using SCL decoder shows a significant improvement over that of using BP decoder. Along Table 1 Simulation parameters. with the proposed scheme using BP decoder and SCL decoder, we also compare the performance of the conventional LDPC scheme for the half-duplex relay systems as optimized by using density evolution together with Gaussian approximation in Ref. 9 It is shown that the performance of the proposed scheme using SCL decoder is comparable to that of using state of the art LDPC codes. Although the time complexity is O(L · N lg N) (L is defined as the list size) compared with BP decoder of O (N lg N) , the space complexity is only O(N) when decoded with SCL decoder. As another advantage over LDPC codes, polar codes have low encoding complexity.
Conclusions
In this paper, we have proposed a novel partial message relaying protocol based on polar coding for the half-duplex degraded relay channel. We have proved that our scheme can achieve the corresponding capacity of the channel with low encoding/decoding complexity. Moreover, we have established the relay system from practical point of view by considering the optimal power allocation and the time fraction. We have also developed a practical joint iterative soft parallel interference cancellation (JISPIC) receiver structure when the destination receives completely independent signals. Simulation results show that the proposed scheme using SCL decoder outperforms the conventional LDPC scheme in BER performance. Our scheme has provided a flexible and low-complexity scenario for ensuring reliable transmissions over relay channels. We have only considered a single-relay system in this paper, but the proposed scheme can also be applied to multirelay networks.
