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Abstract
For any object A in a simplicial model categoryM, we construct a topological space Â which classifies
linear functors whose value on an open ball is equivalent to A. More precisely for a manifold M , and
O(M) its poset category of open sets, weak equivalence classes of such functors O(M) −→M are shown
to be in bijection with homotopy classes of maps [M, Â]. The result extends to higher degree homogeneous
functors. At the end we explain a connection to a classification result of Weiss.
Contents
1 Introduction 2
2 Basic results and recollections 5
2.1 The posets ∆˜n, ∂i∆˜n and ∂∆˜n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Model category structure onM∆˜n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 Diagrams indexed by Λ˜nk . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.4 Localization of categories . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3 The simplicial set Â• 13
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3.3 The simplicial set Â• . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
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1 Introduction
LetM be a manifold and let O(M) be the poset of open subsets ofM . In order to study the space of smooth
embeddings of M inside another manifold, Goodwillie and Weiss [3, 10] introduced the theory of manifold
calculus, which is one incarnation of calculus of functors. One can define manifold calculus as the study of
contravariant functors from O(M) to spaces. Being a calculus of functors, its philosophy is to take a functor
F and replace it by its Taylor tower {Tk(F ) −→ Tk−1(F )}k≥1, which converges to the original functor in
good cases, very much like the approximation of a function by its Taylor series. The functor TkF is the
polynomial approximation to F of degree ≤ k. The “difference” between TkF and Tk−1F , or more precisely
the homotopy fiber of the canonical map TkF −→ Tk−1F , belongs to a class of objects called homogeneous
functors of degree k. In [10, Theorem 8.5], Weiss proves a deep result about the classification of homogeneous
functors of degree k. Specifically, he shows that any such functor is equivalent to a functor constructed out
of a fibration over the unordered configuration space Fk(M) of k points in M .
In this paper we classify homogeneous functors of degree k from O(M) into any simplicial model categoryM.
Such functors are determined by their values on disjoint unions of k balls [9, Lemma 6.5]. Let FkA(O(M);M)
denote the category of homogeneous functors F : O(M) −→ M of degree k such that F (U) ' A for any
U diffeomorphic to the disjoint union of exactly k open balls (see Definition 7.3). Let FkA(O(M);M)/we
denote the collection of weak equivalence classes of such functors. For a topological space X, we write
[M,X] for the set of homotopy classes of maps from M to X. We classify objects of FkA(O(M);M) not
through fibrations, but instead by maps from Fk(M) to a certain topological space. Specifically, we have the
following, which is the main result of this paper.
Theorem 1.1. Let M be a simplicial model category, and let A ∈ M. Then there is a topological space Â
such that for any manifold M ,
(i) if k = 1, there is a bijection
F1A(O(M);M)/we ∼=
[
M, Â
]
.
(ii) If k ≥ 2 andM has a zero object, there is a bijection
FkA(O(M);M)/we ∼=
[
Fk(M), Â
]
.
One may ask the following natural questions.
1. How is Â constructed?
2. What do we know about Â?
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3. How is our classification related to that of Weiss?
To answer the first question, let ∆˜n, n ≥ 0, denote the poset whose objects are nonempty subsets of
{0, · · · , n}, and whose morphisms are inclusions. We construct CA ⊆M, a small full subcategory consisting
of a certain collection of fibrant-cofibrant objects ofM that are weakly equivalent to A (see Definition 3.2).
Define Â• as the simplicial set whose n-simplices are contravariant functors ∆˜n −→ CA sending every mor-
phism to a weak equivalence. These functors are also required to be fibrant. Face maps are defined in the
standard way, while degeneracies are more intricate (see Definition 3.8). It turns out that Â• is a Kan com-
plex. We define Â as the geometric realization of Â•. Regarding the second question, we do not know that
much about Â. By definition it is connected, and we believe its fundamental group is the group of homotopy
automorphisms of A. Further computations seem hard. We will discuss the third question in Section 8.
Theorem 1.1 looks like the classification of vector bundles. In fact we believe for G the monoid of self-
homotopy equivalences of A, Â = BG, but we do not know how to prove this.
Nevertheless, one may still use Theorem 1.1 to set up the concept of characteristic classes or invariants of
homogeneous functors. Let F ∈ FkA(O(M);M) and let f : Fk(M) −→ Â denote the classifying map of
F . One can define the characteristic classes or invariants of F as the cohomology classes f∗(H∗(Â)) ⊆
H∗(Fk(M)). If two functors are weakly equivalent, then by Theorem 1.1 they are homotopic and therefore
they are equal in cohomology. It would be interesting to see what kind of characteristic classes one could
recover using our approach, or if other more traditional classifying spaces can be seen as special cases of our
construction.
Strategy of the proof of Theorem 1.1. To prove the first part, we need four intermediate results.
Let us first introduce some terminology. Let C and D be two categories both endowed with a class of weak
equivalences. If C is equivalent to D, we write C 'e D. A functor F : C −→ D is said to be a weak equivalence,
and we write C 'we D, if there is a functor G : D −→ C such that FG ' id and GF ' id, where “' ” means
a zigzag of naturual transformations which are objectwise weak equivalences. The functors F and G are
also required to preserve weak equivalences (see also Definition 5.4). Note that C 'we D implies that the
localization C[W−1] of C is equivalent to the localization D[W−1] of D with respect to weak equivalences.
In that case, isomorphism classes of C[W−1] are in one-to-one correspondence with isomorphism classes of
D[W−1]. Equivalently, weak equivalence classes of C are in one-to-one correspondence with weak equivalence
classes of D.
Now let T M be a triangulation of M , that is, a simplicial complex homeomorphic to M together with a
homeomorphism T M −→M . There is no need for the link condition (which says that the link of any simplex
is a piecewise-linear sphere). Associated with T M is the poset U(T M ) ⊆ O(M), which was introduced in [8,
Section 4.1] and recalled in Definition 4.1. That poset is one of the key objects of this paper as it enables us
to connect many categories. Using the terminology of [8], it turns out that U(T M ) is a “very good cover” of
M . (See Definition 4.4 and Remark 4.5.) Basically, objects of U(T M ) are thickenings Uσ of simplicies σ of
T M in such a way that Uσ ∩ Uσ′ = Uσ∩σ′ for all σ and σ′ (see Definition 4.1). Associated with U(T M ) is
the poset BU(TM ) ⊆ O(M) defined as
BU(TM ) = {B diffeomorphic to an open ball such that B ⊆ Uσ for some σ}.
It turns out that BU(TM ) is a basis for the topology of M . For a subposet S ⊆ O(M), we denote by
FA(S;M) the category of isotopy functors F : S −→ M such that F (U) is weakly equivalent to A for any
U diffeomorphic to an open ball. The first result we need is Lemma 6.5 from [9] which says that
F1A(O(M);M) 'we FA(BU(TM );M). (1.1)
Looking closer at the proof of Lemma 6.5 from [9], one can see that the hypothesis thatM has a zero object
is not needed when k = 1. Since U(T M ) is a very good cover of M , we have the following which can be
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proved along the lines of [8, Proposition 4.7].
FA(BU(TM );M) 'we FA(U(T M );M). (1.2)
(See also Proposition 4.12.) As we can see, (1.1) and (1.2) are just “local versions” of some results from [8, 9].
The following two technical results are new and proved using model category techniques. To state them, let CA
as above. Let F(U(T M ); CA) denote the category of functors from U(T M ) to CA that send every morphism
to a weak equivalence. By definition, there is an obvious functor φ : F(U(T M ); CA) ↪→ FA(U(T M );M).
Though we do not define a functor in the other direction, we succeed to prove that the localization of φ is
an equivalence of categories. That is,
FA(U(T M );M)[W−1] 'e F(U(T M ); CA)[W−1]. (1.3)
(See Proposition 4.19.) To get (1.3), we show that the localization of φ is essentially surjective and fully
faithful, the essentially surjectivity being the most difficult part. The final result we need is stated as follows.
Let Â• as above. One can associate to T M a canonical simplicial set denoted T M• . We have the bijection
F(U(T M ); CA)/we ∼=
[
T M• , Â•
]
. (1.4)
(See Proposition 6.11.) To get (1.4) we construct explicit maps between the sets involved. The hardest part
is to show that those maps are well defined. Defining Â as above, and noticing that the geometric realization
of T M• is M , one deduces Theorem 1.1 -(i) from (1.1)-(1.4).
The second part of Theorem 1.1 is an immediate consequence of the first part and the following weak
equivalence, which is [9, Theorem 1.3].
FkA(O(M);M) 'we F1A(O(Fk(M));M). (1.5)
Theorem 1.1 has many hypotheses including the following: M is a simplicial model category and
M has a zero object. Note that the two underlined terms are not needed to prove (1.2)-(1.4).
Outline The plan of the paper is as follows (see also the Table of Contents at the beginning of the paper).
In Section 2 we prove basic results we will use later. Section 3 defines the simplicial set Â• and proves
Proposition 3.16, which says that Â• is a Kan complex. First we construct a small category CA ⊆ M
out of a model category M and an object A ∈ M. Next we construct a specific fibrant replacement
functor R : C∆˜nA −→ C∆˜
n
A , which is essentially used to define degeneracy maps of Â•. In Section 4 we prove
Proposition 4.19 or (1.3). In Sections 5, 6 we prove Proposition 6.11 or (1.4). Section 7 is dedicated to the
proof of the main result of this paper: Theorem 1.1. Finally, in Section 8, we state a conjecture saying how
our classification is related to that of Weiss.
Convention, notation, etc. These will be as in [8, Section 2], with the following additions. Throughout
this paper the letter M stands for a second-countable smooth manifold. The only place we need M to be
second-countable is Section 6.2. We writeM for a model category [5, Definition 1.1.4], while A is an object
of M. As part of the definition, the factorizations in M are functorial. Wherever necessary, additional
conditions on M will be imposed. In the sequel, the term “simplicial complex” means geometric simplicial
complex. We write [n] for the set {0, · · · , n}, [n]i for [n]\{i}, and [n]ij for the set [n]\{i, j}. Also we let
{a0, · · · , âi, · · · , as} denote the set {a0, · · · , as}\{ai}. If S is a small category and C is a subcategory ofM,
we write CS for the category of contravariant functors from S to C. An object of that category is called
S-diagram or just diagram in C. As usual, weak equivalences in CS are natural transformations which are
objectwise weak equivalences.
Acknowledgments This work has been supported by Pacific Institute for the Mathematical Sciences
(PIMS), the University of Regina and the Natural Sciences and Engineering Research Council of Canada
(NSERC), that the authors acknowledge. We would also like to thank Jim Davis for helping us with PL
topology.
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2 Basic results and recollections
As we said in the introduction, this section establishes basic results we will use later. It is organized as
follows. In Section 2.1 we define the posets ∆˜n, ∂i∆˜n, and ∂∆˜n, and show that the collection {∆˜n}n≥0
is endowed with a natural cosimplicial structure. One should think of ∆˜n as a categorical model for the
standard geometric simplex ∆n. We also prove Proposition 2.8, which roughly says that certain functors with
domain ∂i∆˜n are isomorphisms. In Section 2.2 we endow the category of ∆˜n-diagrams with the injective
model structure and explain how to take fibrant replacements. In Section 2.3 we define the poset Λ˜nk ⊆ ∆˜n,
which can be thought of as a categorical model for the (n, k)-horn. We prove Corollary 2.19, which says that
given a fibrant Λ˜nk -diagram F in which every morphism is a weak equivalence, the canonical map from the
limit of F to each piece of the diagram is a weak equivalence. This latter result will be used in Section 3
to prove two things: every object of CA is weakly equivalent to A and Â• is a Kan complex. Finally, in
Section 2.4, we recall some classical facts about localization of categories.
2.1 The posets ∆˜n, ∂i∆˜n and ∂∆˜n
Definition 2.1. For n ≥ 0, define ∆˜n to be the poset whose objects are nonempty ordered subsets α =
{a0, · · · , as} of {0, · · · , n}. Of course the order on α is induced by the natural order of the set {0, · · · , n}.
Morphisms of ∆˜n are inclusions.
Anytime we write α = {a0, · · · , as}, it will always mean a0 ≤ · · · ≤ as.
Remark 2.2. The poset ∆˜n has distinguished morphisms, namely
di : {a0, · · · , âi, · · · , as} −→ {a0, · · · , as}, 0 ≤ i ≤ s.
One can check that every morphism of ∆˜n can be written as a composition of di’s.
Example 2.3. The following diagram is the poset ∆˜2.
∆˜2 = {0}
d1
zz
d1
$$
{0, 1}
d2
$$
{0, 2}
d1
zz
{0, 1, 2}
{1}
d0
??
d1
// {1, 2}
d0
OO
{2}
d0
oo
d0
__
Varying n we get the collection ∆˜• = {∆˜n}n≥0, which turns out to be endowed with a natural cosimplicial
structure defined as follows. First, define an injective map pi : [n] −→ [n+ 1], 0 ≤ i ≤ n+ 1, as
pi(j) :=
{
j if j < i
j + 1 if j ≥ i. (2.1)
Also define a surjective map qk : [n+ 1] −→ [n], 0 ≤ k ≤ n, as
qk(j) =

j if j < k
k if j ∈ {k, k + 1}
j − 1 if j > k + 1.
(2.2)
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The maps pi and qk are well known. In fact they generate all morphisms of the standard simplicial category
∆. Recall that objects of ∆ are [n] = {0, · · · , n}, n ≥ 0, and morphisms are non-decreasing maps. The
following proposition is well known, but worth noting.
Proposition 2.4. The maps pi and qk from (2.1) and (2.2) respectively satisfy the cosimplicial identities.
Proof. This follows immediately from the definitions.
Definition 2.5. (i) Define a covariant functor di : ∆˜n −→ ∆˜n+1, 0 ≤ i ≤ n + 1, as di({a0, · · · , as}) :=
{pi(a0), · · · , pi(as)}.
(ii) Define a covariant functor sk : ∆˜n+1 −→ ∆˜n, 0 ≤ k ≤ n, as sk({a0, · · · , as}) := {qk(a0), · · · , qk(as)}.
On morphisms, define di and sk in the obvious way.
Proposition 2.6. The functors di and sk we just defined satisfy the cosimplicial identities. So ∆˜• =
{∆˜n}n≥0 is a cosimplicial category.
Proof. This follows immediately from Definition 2.5 and Proposition 2.4.
In the next sections we will use Proposition 2.8 below, which roughly says that certain covariant functors δi
and δij are isomorphisms. To define those functors, we first need the following definition.
Definition 2.7. Let ∆˜n be the poset from Definition 2.1.
(i) For i ∈ {0, · · · , n}, define ∂i∆˜n ⊆ ∆˜n to be the full subposet whose objects are nonempty subsets of
[n]i.
(ii) Define ∂∆˜n :=
⋃n
i=0 ∂
i∆˜n.
The poset ∂∆˜n can also be viewed as the full subposet of ∆˜n whose objects are nonempty proper subsets of
{0, · · · , n}. Now we proceed to define δi. For i ∈ {0, · · · , n}, define first a bijection
f i : [n]i −→ [n− 1] as f i(l) =
{
l if l < i
l − 1 if l > i.
Now define
δi : ∂i∆˜n −→ ∆˜n−1 as δi(α) := f i(α). (2.3)
If α ⊆ α′, then f i(α) ⊆ f i(α′). This defines δi on morphisms. Regarding δij , let i, j ∈ {0, · · · , n} with i < j.
Define first a bijection
f ij : {0, · · · , n}\{i, j} −→ [n− 2] as f ij(l) =

l if l < i
l − 1 if i < l < j
l − 2 if l > j.
Now define
δij : ∂i∆˜n ∩ ∂j∆˜n −→ ∆˜n−2 as δij(α) := f ij(α). (2.4)
On morphisms, define δij in the obvious way.
Proposition 2.8. (i) The functors δi and δij we just defined are both isomorphisms.
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(ii) Consider the functor di : ∆˜n−2 −→ ∆˜n−1 from Definition 2.5, and let θiij : ∂i∆˜n ∩ ∂j∆˜n ↪→ ∂i∆˜n
denote the inclusion functor. Then for every i < j, one has the equations
dj−1δij = δiθiij and d
iδij = δjθjij , (2.5)
Proof. The first part follows from the fact that f i and f ij are both bijections. The second part is straight-
forward to check by using the definitions.
2.2 Model category structure on M∆˜n
To any simplicial complex T , we define the canonical associated poset P (T ), which is isomorphic to ∆˜n (see
Definition 2.1) when T = ∆n. Next we explain the model category structure we consider on the diagram
category MP (T ) (as we said in the introduction, the term diagram refers to a contravariant functor). The
main result here is Lemma 2.15, which will be used in Section 2.3.
Definition 2.9. Let T be a simplicial complex. Define P (T ) to be the poset whose objects are (non-
degenerate) simplices of T . Given two objects α, σ, there is a morphism dασ : α −→ σ if and only if α
is a face 1 of σ.
Remark 2.10. From Definition 2.9, it is clear that P (T ) is isomorphic to ∆˜n when T is the standard
geometric n-simplex. That is, P (∆n) ∼= ∆˜n. The same remark holds for the poset ∂∆˜n introduced in
Definition 2.7. That is, P (∂∆n) ∼= ∂∆˜n.
Definition 2.11. Let T and P (T ) as in Definition 2.9.
(i) For an object σ ∈ P (T ), define ∂σ as the simplicial complex whose simplices are nonempty proper faces
of σ.
(ii) Let F ∈MP (T ). The matching object of F at σ ∈ P (T ), denoted Mσ(F ), is defined as
Mσ(F ) := lim
α∈P (∂σ)
F (α).
(iii) For F ∈MP (T ) and σ ∈ P (T ), the canonical map F (σ) −→Mσ(F ), provided by the universal property
of limit, is called the matching map of F at σ.
Proposition 2.12. Let T and P (T ) as above. There exists a model structure on the category MP (T )
of P (T )-diagrams in M such that weak equivalences and cofibrations are objectwise. Furthermore, a map
F −→ G is a (trivial) fibration if and only if the induced map F (σ) −→ G(σ) ×Mσ(G) Mσ(F ) is a (trivial)
fibration for all σ ∈ P (T ).
Proof. This follows from two facts. The first one is the fact that the poset P (T ) is clearly a direct category in
the sense of [5, Definition 5.1.1]. So any F ∈MP (T ) is an inverse diagram 2 (remember that for us diagram
means contravariant functor). The second fact is [5, Theorem 5.1.3].
For our purposes, when T = ∆n, we need to explain how to construct a fibrant replacement RF of a
diagram F ∈MP (∆n). Note that the same construction can be performed in the model categoriesM∆˜n (by
Remark 2.10) andMU(∆n), where U(∆n) is the poset whose objects are suitable “thickenings” of simplices
1“face” will always mean face of any dimension. For instance one possible choice of α is σ itself.
2An inverse diagram is either a covariant functor out of a small inverse category [5, Definition 5.1.1] or a contravariant
functor out of a small direct category.
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of ∆n (see Definition 4.1). The idea is to first take fibrant replacements of 0-simplices, then 1-simplices, and
so on. So we need to proceed by induction on n ≥ 0.
• If n = 0 then (RF )(σ) := R(F (σ)).
• Assume that we have constructed a fibrant replacement for every diagram of MP (∆k), k ≤ n − 1. Let
F ∈ MP (∆n) and let G := F |P (∂∆n). By the induction hypothesis, we have a fibrant replacement
RG : P (∂∆n) −→M of G. That is, there is an acyclic cofibration η : G ∼−→ RG. Set σ = ∆n ∈ P (∆n) and
consider the following composition (for α ∈ P (∂∆n))
F (σ)
F (dασ) // F (α′) = G(α)
η[α]
∼ // (RG)(α) ,
where dασ is indeed the unique morphism from α to σ in P (∆n). Certainly, that composition induces a map
φ : F (σ) −→ lim
α∈P (∂∆n)
(RG)(α). Factoring φ as an acyclic cofibration follows by a fibration, we get
F (σ)
φ //
!!
∼
!!
lim
α∈P (∂∆n)
(RG)(α).
Z
p
88 88
(2.6)
Now define RF : P (∆n) −→M as
RF |P (∂∆n) := RG, RF (σ) := Z, and RF (dα′σ) := pα′ ◦ p,
where pα′ : lim
α∈P (∂∆n)
(RG)(α) −→ (RG)(α′) is the canonical projection. It is straightforward to check that
RF thus defined is a fibrant replacement of F .
Remark 2.13. This construction tells us that a diagram F : P (∆n) −→ M is fibrant if and only if all of
its k-faces, 0 ≤ k ≤ n, are fibrant P (∆k)-diagrams. By k-face of F , we mean the diagram F ◦ P (τ), where
τ : ∆k ↪→ ∆n is the canonical inclusion map.
We end this section with the following two lemmas. The first one is standard and easy to establish by using
the universal property of limit.
Lemma 2.14. Let C0, C1 and C2 be small categories such that C0 ⊆ C1 ⊆ C2. Let
ΨCi,Cj : limCj
F −→ lim
Ci
F
denote the canonical map induced by the inclusion functor Ci ↪→ Cj. Then, for any diagram F : C2 −→ M,
the following triangle commutes.
lim
C2
F
ΨC0,C2 //
ΨC1,C2 ""
lim
C0
F
lim
C1
F
ΨC0,C1
<<
Lemma 2.15. Let M be a model category, and let T be a simplicial complex. Consider the construction
P (−) from Definition 2.9. If F : P (T ) −→ M is a fibrant diagram, then for any finite subcomplex S ⊆ T ,
for any subcomplex K ⊆ S, the canonical map
ΨP (K),P (S) : lim
α∈P (S)
F (α) −→ lim
α∈P (K)
F (α)
induced by the inclusion P (K) ⊆ P (S) is a fibration.
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Proof. We will proceed by induction on the number NS of simplices of S.
• If NS = 0, then S = ∅ and therefore for any K ⊆ S the map ΨP (K),P (S) is the identity map at the terminal
object. So ΨP (K),P (S) is a fibration.
• If NS = 1, then S has only one simplex. Let K ⊆ S. If K = ∅ then ΨP (K),P (S) is nothing but the matching
map at S, which is a fibration since F is fibrant by hypothesis. If K = S then ΨP (K),P (S) is the identity
map, which is of course a fibration.
• Assume that the statement is true for subcomplexes whose number of simplices is less than or equal to
n. Let S be a subcomplex of T with NS = n + 1, and let K ⊆ S. We want to show that ΨP (K),P (S) is
a fibration. The case K = S is obvious. Now assume that K 6= S. The idea is to write ΨP (K),P (S) as a
composition of fibrations, each obtained by adding one simplex at the time to S. To be more precise, let Σ
denote the set of simplicies σ ∈ S such that σ /∈ K. We will write r for the cardinality of Σ. Let σ1 ∈ Σ
such that NK1 −NK = 1, where K1 := K ∪ σ1, and consider the following commutative square.
lim
α∈P (K1)
F (α)
ΨP (K),P (K1) //
ΨP (σ1),P (K1)

lim
α∈P (K)
F (α)
ΨP (K∩σ1),P (K)

lim
α∈P (σ1)
F (α)
ΨP (K∩σ1),P (σ1)
// lim
α∈P (K∩σ1)
F (α).
It is straightforward to see that this is a pullback square. Since ΨP (K∩σ1),P (σ1) is a fibration by the induction
hypothesis, it follows that ΨP (K),P (K1) is also a fibration. Now let σ2 ∈ Σ such that NK2 −NK1 = 1, where
K2 := K1 ∪ σ2. Using the same reasoning, we have that ΨP (K1),P (K2) is a fibration. Let us continue with
the same process, and let us consider the last step that consists of adding a simplex σr to Kr−1. We have
Kr := Kr−1 ∪ σr = S and
NKr −NKr−1 = 1. (2.7)
Now consider the following pullback square.
lim
α∈P (Kr)
F (α)
ΨP (Kr−1),P (Kr) //
ΨP (σr),P (Kr)

lim
α∈P (Kr−1)
F (α)
ΨP (Kr−1∩σr),P (Kr−1)

lim
α∈P (σr)
F (α)
ΨP (Kr−1∩σr),P (σr)
// lim
α∈P (Kr−1∩σr)
F (α).
To see that the top horizontal map is a fibration, we need to deal with two cases.
- If σr = S, then P (Kr−1 ∩ σr) = P (Kr−1) and lim
α∈P (σr)
F (α) = F (σr) since σr is the terminal object of
the poset P (σr). Therefore the top and bottom horizontal maps coincide, and become
ΨP (Kr−1),P (Kr) : F (σr) −→ lim
α∈P (Kr−1)
F (α).
Moreover, because of (2.7) and the fact that σr is a simplex, one can deduce that Kr−1 is the boundary
of S = σr. So ΨP (Kr−1),P (Kr) is nothing but the matching map of F at σr, which is a fibration since
F is fibrant by hypothesis.
- If σr 6= S then ΨP (Kr−1∩σr),P (σr) is a fibration by the induction hypothesis, and therefore
ΨP (Kr−1),P (Kr) is a fibration as well.
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At the end we have a sequence of small categories P (K) ⊆ P (K1) ⊆ · · · ⊆ P (Kr) = P (S). Applying
Lemma 2.14, we get
ΨP (K),P (S) = ΨP (K),P (K1) ◦ · · · ◦ΨP (Kr−1),P (S),
which is a composition of fibrations. This implies that ΨP (K),P (S) is a fibration. We thus obtain the desired
result.
Corollary 2.16. Let T be a finite simplicial complex, and let P (T ) as in Definition 2.9. Let F : P (T ) −→M
be a fibrant diagram.
(i) The image of every morphism under F is a fibration.
(ii) F (σ) is fibrant for every σ ∈ P (T ).
(iii) For every α′ ∈ P (T ), the canonical projection pα′ : lim
α∈P (T )
F (α) −→ F (α′) is a fibration.
(iv) The limit lim
α∈P (T )
F (α) is a fibrant object ofM.
The same statements hold if one replaces P (T ) by one of the following posets: ∆˜n, ∂∆˜n, Λ˜ni (see Defini-
tions 2.1, 2.7), and U(∆n) (see Definition 4.1).
Proof. This follows immediately from Lemma 2.15.
2.3 Diagrams indexed by Λ˜nk
Definition 2.17. Recall the poset ∂∆˜n from Definition 2.7. For n ≥ 1 and 0 ≤ k ≤ n, define Λ˜nk ⊆ ∆˜n as the
full subposet whose objects are nonempty proper subsets of [n] except [n]k. That is, ob(Λ˜nk ) = ob(∂∆˜
n)\[n]k.
The result we look at in this section is a specific case of a more general statement: Proposition 2.18 below.
Before we state it, we need to introduce some notation. For a simplicial complex T , and an external vertex
v, let Cv(T ) denote the cone on T with apex v. Specifically, Cv(T ) can be defined as the join T ∗ v of T and
v. Clearly Cv(T ) is again a simplicial complex with one more dimension. That is, dim(Cv(T )) = dim(T )+1.
Note that the cone on the empty complex is v (that is, Cv(∅) = v). Also note that the cone on a simplex is
again a simplex. If K ⊆ S is an inclusion of simplicial complexes, and F : P (Cv(S)) −→M a diagram, we
will just write ΨK,S for ΨP (Cv(S)),P (Cv(K)) (see the notation introduced in Lemma 2.14).
Proposition 2.18. Let K ⊆ S be an inclusion of finite simplicial complexes. Let v be an external vertex.
Recall the construction P (−) from Definition 2.9. Let F : P (Cv(S)) −→M be a contravariant functor that
sends every morphism to a weak equivalence. Assume further that F is fibrant. Then the canonical map
ΨK,S : lim
P (Cv(S))
F −→ lim
P (Cv(K))
F is a weak equivalence.
Proof. By induction on the number NS of simplices of S.
• If S is empty then so is K, and therefore ΨK,S = id, which is a weak equivalence.
• Assume that the statement holds for all simplicial complexes T with NT ≤ n. Let S be a simplicial complex
with NS = n+ 1, and let K ⊆ S be a subcomplex. We need to deal with two cases.
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- Assume that S is a simplex. Then the poset P (Cv(S)) has a terminal object, say σvS . In fact σvS is
nothing but Cv(S) itself. The case K = S is obvious. For K 6= S, consider the following commutative
triangle induced by ∅ ↪→ K ↪→ S (see Lemma 2.14).
lim
P (Cv(S))
F
ΨK,S ((
Ψ∅,S // lim
P (Cv(∅))
F
lim
P (Cv(K))
F
Ψ∅,K
66
By the induction hypothesis, the map Ψ∅,K is a weak equivalence. Since σvS is the terminal object of
P (Cv(S)), and since the poset P (Cv(∅)) has only one object and one morphism id : v −→ v, it follows
that Ψ∅,S = F (dvσvS ), where dvσvS : v −→ σvS is a morphism of P (Cv(S)). This implies that Ψ∅,S is
a weak equivalence by hypothesis. Hence ΨK,S is a weak equivalence.
- Assume that S is not a simplex. Clearly the statement holds when K = S. Assume K 6= S. Then
there is a maximal simplex 3 σ ∈ S, which is not a simplex of K. Now consider the following pullback
square.
lim
P (Cv(S))
F
ΨS\{σ},S //
Ψσ,S

lim
P (Cv(S\{σ}))
F
Ψ(S\{σ})∩σ,S\{σ}

lim
P (Cv(σ)) Ψ(S\{σ})∩σ,σ
// lim
P (Cv((S\{σ})∩σ))
F.
Here σ stands for the closure of σ. Since Ψ(S\{σ})∩σ,S\{σ} and Ψ(S\{σ})∩σ,σ are both fibrations (by
Lemma 2.15), and since the latter map is a weak equivalence (by the induction hypothesis), it follows
that ΨS\{σ},S is a weak equivalence. This latter map fit into the following commutative triangle.
lim
P (Cv(S))
F
ΨS\{σ},S
∼
((
ΨK,S // lim
P (Cv(K))
F
lim
P (Cv(S\{σ}))
F
ΨK,S\{σ}
66
Since ΨK,S\{σ} is a weak equivalence by the induction hypothesis, we have that ΨK,S is a weak
equivalence as well.
This ends the proof.
Corollary 2.19. Let F : Λ˜nk −→ M be a fibrant diagram in which every morphism is a weak equivalence.
Then for any α′ ∈ Λ˜nk , the canonical projection pα′ : lim
α∈Λ˜nk
F (α) −→ F (α′) is a weak equivalence.
Proof. The result follows when n = 0, 1. Let n ≥ 2, and let S = ∂∆n−1. Clearly there is an isomorphism
ψ : P (Cv(S))
∼=−→ Λ˜nk of posets. Taking K to be the empty simplicial complex, and applying Proposition 2.18,
we get a weak equivalence
lim
α∈Λ˜nk
F (α) = lim
α∈P (Cv(S))
F (ψ(α))
Ψ∅,S
∼ // lim
α∈P (Cv(∅))
F (ψ(v)) = F (ψ(v)).
Since the poset Λ˜nk is connected, for α
′ ∈ Λ˜nk , there is a zigzag between α′ and ψ(v). Applying F to that
zigzag, and using the two-out-of-three axiom as many times as needed, we get the desired result.
3A simplex σ is said to be maximal if it not a face of any other simplex.
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2.4 Localization of categories
The aim of this section is to recall some classical results about the localization of categories we need. Our
main references are [1] and [5]. The material of this section will be used in Section 4.3.
Let E be a model category and let D ⊆ E be a full subcategory (not necessarily a model subcategory) of E .
One should think of E as the diagram categoryMU(TM ) and D as the category F(U(T M ); CA) that will be
introduced in Definition 4.13. We denote by WD the class of weak equivalences of E that lie in D. We will
use the standard notation D[W−1D ] for the localization of D with respect to WD. Roughly speaking, D[W−1D ]
has the same objects as D, and morphisms of D[W−1D ] are strings (f1, · · · , fr) of composable arrows where
fi is either an arrow of D or the formal inverse w−1 of an arrow w of WD.
For our purposes in Section 4.3, we need to discuss a bit the concept of the homotopy 4 in D, though it is
not a model category a priori. Recall that a cylinder object for X ∈ D is an object X × I of D together with
a diagram in E
X
∐
X
f //
i %%
X
X × I,
p
∼
<<
which factors the canonical map f : X
∐
X −→ X. Since D is a full subcategory and since X × I,X ∈ D,
the map p belongs to D. On the other hand, i and f need not be morphisms of D. A cylinder object
X × I is called good if i is a cofibration. Any cylinder object X × I comes together with two canonical maps
i0, i1 : X −→ X × I.
The following is standard.
Proposition 2.20. Assume that for any X ∈ D there is a good cylinder object X × I for X in D. Then
one has i0 = i1 in the category D[W−1D ].
Proof. This follows immediately from two facts: f is provided by the universal property of coproduct, and
p is an isomorphism in D[W−1D ].
For f, g : X −→ Y in D, if f is homotopic to g (see [5, Definition 1.2.4]), we will write f ∼ g.
Proposition 2.21. [5, Corollary 1.2.6] Let f, g : X −→ Y be morphisms of E. Assume X cofibrant and Y
fibrant. If f ∼ g then there is a left homotopy H : X × I −→ Y from f to g using any good cylinder object
X × I.
The following proposition is also standard.
Proposition 2.22. Assume that D is closed under taking fibrant and cofibrant replacements, and let X,Y ∈
D.
(i) Then there is a natural isomorphism
Hom
D
(QX,RY )/ ∼ ∼=
θ′
// Hom
D[W−1D ]
(X,Y ) .
(ii) If X and Y are both fibrant and cofibrant, the map Hom
D
(X,Y )
ϕ−→ Hom
D[W−1D ]
(X,Y ) induced by the
canonical functor D −→ D[W−1D ] is surjective.
4For us homotopy means left homotopy.
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Proof. Part (i) follows from [5, Theorem 1.2.10]. Part (ii) comes from the fact that the following canonical
triangle commutes and the map pi is surjective.
Hom
D
(X,Y )
ϕ //
pi
))
Hom
D[W−1D ]
(X,Y )
Hom
D
(X,Y )/ ∼ .
∼=θ′
OO
3 The simplicial set Â•
In this sectionM is a model category, and A is an object ofM. The goal here is to construct a simplicial
set Â•, which classifies homogeneous functors in manifold calculus, out of M and A. We also show that
Â• is a Kan complex (see Proposition 3.16). We need Â• to be a Kan complex because of (1.4), which
involves homotopy classes 5 of simplicial maps into Â•. This section is organized as follows. In Section 3.1
we define a small category CA, which will play the role of the target category for many functors including
n-simplices of Â•. In Section 3.2 we define an explicit fibrant replacement functor R : C∆˜nA −→ C∆˜
n
A , which
will be essentially used to define degeneracy maps of Â•. Finally, in Section 3.3, we define Â• and prove
Proposition 3.16.
3.1 The category CA
In Section 3.3, we will define an n-simplex of Â• as a contravariant functor from ∆˜n to a subcategory C of
M that satisfies certain conditions. To guarantee that the collection of all n-simplices is actually a set, we
need C to be small. This section defines a small category CA, which will play the role of C.
For each morphism f : X −→ Y ofM, choose two functorial factorizations:
X
f //
!!
∼
!!
Y
Vf
>> >> X
f //
!!
!!
Y
Wf
∼
>> >>
We construct CA by induction. Let QRA be a fibrant-cofibrant replacement of A. Define C0A := {QRA}, the
full subcategory of M with a single object. Assume we have defined a full subcategory Ci−1A ⊆ M, i ≥ 1,
and recall the poset ∂∆˜n from Definition 2.7. Let X ∈ Ci−1A and let F : ∂∆˜n −→ Ci−1A be a fibrant diagram
with respect to the injective model structure we described in Proposition 2.12. Let φ : X −→ lim
α∈∂∆˜n
F (α)
be a morphism ofM, and consider the functorial factorization
X
φ //
""
∼
τ
""
lim
α∈∂∆˜n
F (α)
Z(X,F,φ)
p
99 99
(3.1)
5If X• and Y• are two simplicial sets, one can consider the homotopy relation (see Definition 5.3) in the set of simplicial
maps from X• to Y•. If one wants that relation to be an equivalence relation, one has to require Y• to be a Kan complex [2,
Corollary 6.2].
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where Z(X,F,φ) := Vφ. Also consider the functorial factorization to the canonical map g : X
∐
X −→ X:
X
∐
X
g //
$$
$$
X
ZX
∼
pi
>> >> (3.2)
where ZX := Wg. Now recall the poset Λ˜nk from Definition 2.17. Let RHomCat
(∂∆˜n; Ci−1A ) denote the set of
fibrant objects of (Ci−1A )∂∆˜
n
, and let R˜Hom
Cat
(Λ˜nk , Ci−1A ) denote the set of fibrant diagrams F : Λ˜ni −→ Ci−1A
sending every morphism to a weak equivalence. Define three full subcategories E iA, HiA and DiA ofM as
ob(E iA) :=
{
Z(X,F,φ) | X ∈ Ci−1A , F ∈ RHomCat (∂∆˜
n; Ci−1A ), φ ∈ HomM (X, limα∈∂∆˜nF (α))
}
,
ob(HiA) :=
{
ZX | X ∈ Ci−1A
}
,
and
ob(DiA) =
{
Qlim
Λ˜nk
F | F ∈ R˜Hom
Cat
(Λ˜nk , Ci−1A ), 0 ≤ k ≤ n
}
,
where Q(−) stands of course for the cofibrant replacement functor. Also define the full subcategory AiA ⊆M
as
ob(AiA) :=
{
Rcolim
Ψ
F | F ∈ Q˜Hom
Cat
(Ψ, Ci−1A )
}
,
where
• R(−) is the fibrant replacement functor.
• Ψ is the poset whose objects are ∅, {1}, · · · , {n} for some positive integer n and whose morphisms are
inclusions.
• Q˜Hom
Cat
(Ψ, Ci−1A ) is the set of covariant functors F : Ψ −→ Ci−1A such that F (f) is an acyclic cofibration
for every morphism f of Ψ.
Definition 3.1. [6, Section 3] A diagram of shape Ψ, denoted by a collection of maps {f1, · · · , fn} in M
with same domain, is called menorah.
Definition 3.2. LetM be a model category, and let A ∈M. Define CA ⊆M as the full subcategory
CA :=
⋃
i≥0
CiA, where CiA :=
{ {QRA} if i = 0
E iA ∪HiA ∪ DiA ∪ AiA ∪ Ci−1A if i ≥ 1
Remark 3.3. From the definition, there are five kinds of objects in CA.
• The distinguished object, QRA, will be used in Lemma 4.16 to prove that a certain functor is essentially
surjective.
• Objects of the form Z(X,F,φ) will be used in Section 3.2, Lemmas 4.16, 5.5, and other places.
• Objects of the form ZX will be used in Lemma 4.18 to prove that a certain functor is faithful.
• Objects of the form Qlim
Λ˜nk
F will be used in Proposition 3.16 to prove that Â• is a Kan complex.
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• Lastly, objects of the form Rcolim
Ψ
F will be used in Section 3.3 to define the degeneracy maps of Â•.
The category CA has nice features given by the following two propositions.
Proposition 3.4. The collection of objects of CA is a set. That is, the category CA is small.
Proof. By induction, it is easy to show that for all i the collection of objects of CiA is a set. This implies the
proposition.
Proposition 3.5. Every object of CA is fibrant, cofibrant, and weakly equivalent to A.
Proof. (i) To see that every object of CA is fibrant, we will proceed by induction on i. If i = 0 then the
statement is clearly true since QRA is fibrant. Assume that every object of Ci−1A is fibrant, and let
Z ∈ CiA. If Z is equal to Z(X,F,φ) as in (3.1) then Z is fibrant since the map p is a fibration and
its target is fibrant (by Corollary 2.16). If Z is equal to ZX as in (3.2), the same argument applies.
If Z is equal to Qlim
Λ˜nk
F for some F ∈ RHom
Cat
(Λ˜nk , Ci−1A ), then Z is fibrant since lim
Λ˜nk
F is fibrant (by
Corollary 2.16). Objects of the form Z = Rcolim
Ψ
F are obviously fibrant.
(ii) Similarly, one can show by induction that every object of CA is cofibrant. Objects of the form Rcolim
Ψ
F
deserve a special attention. They are cofibrant basically because every morphism of the diagram F is
an acyclic cofibration, and thanks to the shape of F , one can compute its colimit by taking “successive
pushouts”. In fact, one can easily show that the map from F (∅) to colim
Ψ
F is an acyclic cofibration
(by using the fact that the pushout of a cofibration is again a cofibration, and the pushout of a weak
equivalence along a cofibration is a weak equivalence). This implies that colim
Ψ
F is cofibrant since F (∅)
is cofibrant by the induction hypothesis.
(iii) We proceed again by induction to prove that every object of CA is weakly equivalent to A. The base
case is obvious. Assume that the statement holds for i − 1. Let Z ∈ CiA. If Z = Z(X,F,φ) or Z = ZX ,
then Z is weakly equivalent to A by the induction hypothesis and the fact that the maps τ and pi from
(3.1) and (3.2) respectively are both weak equivalences. Now assume that Z = Qlim
Λ˜nk
F . Since Q(−) is
the cofibrant replacement functor, we have the weak equivalence Z ∼−→ lim
Λ˜nk
F . Furthermore the limit
lim
Λ˜nk
F is weakly equivalent to A by the induction hypothesis and the fact that the map from the limit
of F to each piece of the diagram is a weak equivalence. This latter fact comes from Corollary 2.19.
Lastly, objects of the form Z = colim
Ψ
F are weakly equivalent to A since the map F (∅) −→ colim
Ψ
F is
a weak equivalence as explained in the previous part.
This ends the proof.
3.2 Specific fibrant replacement functor R : C∆˜nA −→ C∆˜nA
In Section 2.2, we explained how to take fibrant replacements of ∆˜n-diagrams. For our purposes, we need
to construct a very specific fibrant replacement functor R : C∆˜nA −→ C∆˜
n
A that has nice properties (see
Proposition 3.6 below). The idea is to consider factorizations like (3.1) instead of arbitrary factorizations as
we did in (2.6).
We construct R by induction on n.
• If n = 0, define R : C∆˜0A −→ C∆˜
0
A as R(F ) := F . This makes sense since a diagram F : ∆˜0 −→ CA consists
of a single object, F ({0}), which is fibrant thanks to Proposition 3.5.
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• Let n = 1, and let F : ∆˜1 −→ CA be an object of C∆˜1A . We want to define a fibrant diagram R(F ) : ∆˜1 −→
CA. If f is fibrant, defineR(F ) := F . If F is not fibrant, defineR(F ) as follows. Set F = {X0 ← X01 → X1},
where Xi := F ({i}) and X01 := f({0, 1}). Consider the map φ : X01 −→ lim
α∈∂∆˜1
F (α) provided by the
universal property of limit. Also consider the projection pα′ : lim
α∈∂∆˜1
F (α) −→ F (α′), α′ ∈ ∂∆˜1. Replacing X
by X01 and n by 1 in (3.1), we get X01 := Z(X01,F,φ) ∈ CA together with the map p : X01 −→ lim
α∈∂∆˜1
F (α).
Define R(F ) as
R(F ) :=
{
X0 X01
pα0poo
pα1p // X1
}
,
where α0 = {0} and α1 = {1}. Note that by definition the functor R has the following property:
R(Fdi) = R(F )di, for all di : ∆˜0 −→ ∆˜1.
• Assume we have defined R : C∆˜kA −→ C∆˜
k
A for all k ≤ n−1. Also assume that R has the following property:
R(Fdi) = R(F )di for all di : ∆˜n−2 −→ ∆˜n−1. (3.3)
Let F ∈ C∆˜nA . We need to define R(F ) : ∆˜n −→ CA. If F is fibrant, define R(F ) := F . If F is not fibrant,
define R(F ) as follows. The idea is to first take the fibrant replacement of all (n − 1)-faces of F using the
induction hypothesis (this will produce a new functor F : ∆˜n −→ CA), and then substitute F ([n]) by the
appropriate Z in CA. So we will proceed in two steps.
- Construction of F . First recall the functors δi and δij from (2.3) and (2.4). For 0 ≤ j ≤ n, define a
functor F
j
: ∂j∆˜n −→ CA as the composition
F
j
:= R(Fdj)δj , where dj : ∆˜n−1 −→ ∆˜n.
The functors F
j
’s agree on the intersection. That is, for i < j, one has
F
j
θjij = F
i
θiij , (3.4)
where θiij : ∂i∆˜n ∩ ∂j∆˜n ↪→ ∂i∆˜n is the inclusion functor. Indeed, one has
F
j
θjij = R(Fdj)δjθjij by definition
= R(Fdj)diδij by (2.5)
= R(Fdjdi)δij by (3.3)
= R(didj−1)δij by the cosimplicial identity djdi = didj−1
= R(Fdi)dj−1δij again by (3.3)
= R(Fdi)δiθiij by (2.5)
= F
i
θiij by definition.
Now define F : ∂∆˜n −→ CA on the boundary of ∆˜n as F (α) := F i(α) for α ∈ ∂i∆˜n. This is well
defined on the intersection thanks to (3.4). Since the functor F is the fibrant replacement of F |∂∆˜n,
there is a weak equivalence η from the latter to the former. Define F ([n]) := F ([n]). For α ∈ ∂∆˜n,
dα[n] : α ↪→ [n] a morphism of ∆˜n, define F (dα[n]) as the composition
F ([n])
F (dα[n]) // F (α)
η[α] // F (α) ,
where η[α] is the component of the natural transformation η at α. This completes the definition of
F : ∆˜n −→ CA.
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- The boundary of F , that is F |∂∆˜n, is certainly fibrant, but F itself might not be fibrant as the
matching map φ : F ([n]) −→ lim
α∈∂∆˜n
F (α) might not be a fibration. To fix this, consider the object
Z(F ([n]),F ,φ) ∈ CA, which comes equipped with p : Z(F ([n]),F ,φ) −→ lim
α∈∂∆˜n
F (α) (see (3.1)). Define
R(F )|∂∆˜n := F , and R(F )([n]) := Z(F ([n]),F ,φ).
For α′ ∈ ∂∆˜n, dα′[n] : α′ ↪→ [n], define R(F )(dα′[n]) := pα′p, where pα′ : lim
α∈∂∆˜n
F (α) −→ F (α′) is the
canonical projection as usual. This completes the definition of R(F ), which is indeed fibrant and has
the required property by construction.
Since the factorization (3.1) is functorial, a simple induction argument shows that R : C∆˜nA −→ C∆˜
n
A , F 7→
R(F ) is a functor, which has nice properties given by the following.
Proposition 3.6. Let F : ∆˜n −→ CA be a contravariant functor.
(i) If F is fibrant then R(F ) = F .
(ii) If τ : ∆˜k −→ ∆˜n is injective, then R(Fτ) = R(F )τ .
(iii) If τ : ∆˜k −→ ∆˜n is injective and Fτ is fibrant, then R(F )τ = Fτ , equivalently R(F )|∆˜k = F |∆˜k. In
other words, if any face of F is fibrant, it appears in R(F ).
(iv) If F sends every morphism to a weak equivalence, then so does R(F ).
Proof. The first three parts follow immediately from the construction of R. Part (iv) comes from the two-
out-of-three axiom and the fact that R(F ) is a fibrant replacement of F .
3.3 The simplicial set Â•
To prove the main result of this paper (that is, Theorem 1.1), we need to construct a simplicial set X• with
the following properties.
(A) X• is a Kan complex.
(B) There is a pair
F(U(T M ); CA)
Λ //
Hom
sSet
(T M• , X•)
Θ
oo
of maps (for the meaning of “F(U(T M ); CA)”, see Definition 4.13) that satisfies the following four
conditions:
(i) Λ(F ) is homotopic to Λ(F ′) whenever F is weakly equivalent to F ′;
(ii) Θ(f) is weakly equivalent to Θ(f ′) whenever f is homotopic to f ′;
(iii) ΘΛ(F ) is weakly equivalent to F for any F ;
(iv) ΛΘ(f) is homotopic to f for any f .
The natural candidate for X• is the simplicial set Â′• defined as follows. An n-simplex of Â′• is a contravari-
ant functor σ : ∆˜n −→ CA such that the image of every morphism under σ is a weak equivalence. That
condition on σ is a natural requirement since the functors we are trying to classify are isotopy functors (see
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Definition 4.8). The simplicial structure of Â′• is the one induced by the cosimplicial structure of ∆˜• (see
Proposition 2.6). The issue with the simplicial Â′• is that it might not satisfy (A), and whether the other
conditions are satisfied can depend on how Λ is defined. We can show that Â′• satisfies (B)- (i) for some Λ,
and (B)- (iv) for another Λ, but we do not know how to prove that these two conditions are met for the
same Λ. For the natural Λ (with X• = Â′•), we can easily prove that ΛΘ = id and ΘΛ = id, but we do not
how to prove that it satisfies (B) -(i).
Now we define Â•. In proposition 3.16 below we will prove that Â• is a Kan complex. In the upcoming
sections, we will show that Â• meets the remaining conditions.
Definition 3.7. Let CA be the category from Definition 3.2, and let ∆˜n be the poset from Definition 2.1.
Define Ân as the collection of contravariant functors σ : ∆˜n −→ CA that satisfy the following two conditions:
(a) σ sends every morphism to a weak equivalence;
(b) σ is a fibrant ∆˜n-diagram.
Note that by Proposition 3.5, for all x ∈ ∆˜n, σ(x) is weakly equivalent to A. Also note that each Ân is a
set since the category ∆˜n is small by definition, and CA is small as well (by Proposition 3.4).
Definition 3.8. Recall the functor di : ∆˜n−1 −→ ∆˜n from Definition 2.5.
(i) Define the face map di : Ân −→ Ân−1, 0 ≤ i ≤ n, as di(σ) := σdi.
(ii) The degeneracy maps are defined in Section 3.3.1 below.
The functor di(σ) satisfies conditions (a) and (b) above by definition. Intuitively, it can be defined “geo-
metrically” as follows. Thinking of σ ∈ Ân as σ(∆˜n), the object di(σ) is nothing but the (n − 1)-face of σ
“opposite” to the vertex σ({i}). For instance, for n = 2, consider the diagram obtained by applying σ to the
diagram from Example 2.3. For i = {0, 1}, one has
d0(σ) =
{
σ({1}) σ({1, 2})σ(d
1)oo σ(d
0) // σ({2})
}
,
d1(σ) =
{
σ({0}) σ({0, 2})σ(d
1)oo σ(d
0) // σ({2})
}
.
3.3.1 Definition of the degeneracies sj : Ân −→ Ân+1
First we need the following.
Definition 3.9. Let k ≥ 1. Consider the set of sequences (i1, · · · , ik) of length k where ip is an non-negative
integer for every p. Define on that set the equivalence relation ∼ generated by
(i1, · · · , ip−1, ip, · · · , ik) ∼ (i1, · · · , ip + 1, ip−1, · · · , ik), ip−1 ≤ ip (3.5)
This means that when ip−1 ≤ ip, we switch ip−1 and ip, then we add 1 to ip, the other numbers remaining
unchanged.
So two sequences (i1, · · · , ik) and (r1, · · · , rk) are in relation if one can be obtained from the other by using
(3.5) as many times as needed. Given a simplicial set X• and two sets Xm0 and Xmk , we assign to each
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sequence (i1, · · · , ik), with 0 ≤ ik−p+1 ≤ mp−1 for all p, a sequence of degeneracy maps (sik , · · · , si1) between
Xm0 and Xmk :
Xm0
sik // · · · si1 // Xmk
So (i1, · · · , ik) ∼ (r1, · · · , rk) amounts to saying that the composite si1 · · · sik can be obtained from sr1 · · · srk
by using the simplicial identity sisj = sj+1si, i ≤ j, as many times as needed.
Now we define sj : Ân −→ Ân+1, 0 ≤ j ≤ n by induction on n as follows. Recall the functor R from
Section 3.2. Also recall the functor sj : ∆˜n+1 −→ ∆˜n from Definition 2.5. Given a simplex σ ∈ Ân, the
composite σsj is not a priori an element of Ân+1 as it might fail to be fibrant. Actually, σsj is an (n+ 1)-
simplex of Â′•, the simplicial set we defined at the beginning of Section 3.3. We still denote the face maps of
Â′• by di.
For n = 0, s0 : Â0 −→ Â1 is defined as s0(σ) := R(σs0), where s0 : ∆˜1 −→ ∆˜0.
Let n ≥ 1.
(IH1) Suppose that for every m ≤ n we have defined the degeneracy maps sj : Âm−1 −→ Âm, 0 ≤ j ≤ m− 1.
(IH2) Assume that the simplicial identities
disj = sj−1di if i < j djsj = id = dj+1sj
disj = sjdi−1 if i > j + 1 sisj = sj+1si if i ≤ j
are satisfied for all sj : Âm−1 −→ Âm, 0 ≤ j ≤ m− 1,m ≤ n.
(IH3) Assume that for all m ≤ n, for all σ ∈ Âm, there are weak equivalences
• di(σsj) ∼−→ sj−1(diσ), if i < j, and
• di(σsj) ∼−→ sj(di−1σ), if i > j + 1.
(IH4) Suppose that for every m0 ≤ · · · ≤ mk+1 ≤ n+ 1, for any sequences (i0, · · · , ik) and (r0, · · · , rk), with
0 ≤ ik−p, rk−p ≤ mp for all p, such that (i0, · · · , ik) ∼ (r0, · · · , rk), there exists an acyclic cofibration
φ
mk+1
r0···rk : λs
ik · · · si1si0([mk+1]) // ∼ // (sr1 · · · srkλ)sr0([mk+1]) (3.6)
for every non-degenerate simplex λ ∈ Âm0 .
Define sj : Ân −→ Ân+1 as follows. Let σ ∈ Ân. Then there exists a unique non-degenerate simplex
λ ∈ Âm0 and a sequence (sik , · · · , si1) between Âm0 and Ân such that σ = si1 · · · sikλ. (Note that if σ is
itself non-degenerate, then m0 = n, si1 = · · · = sik = id, and λ = σ.) Consider the composite σsj .
• If i < j, by (IH3), there exists a weak equivalence di(σsj) ∼−→ sj−1(diσ). This allows us to replace the
face di(σsj) by sj−1(diσ).
• Similarly, if i > j + 1, replace the face di(σsj) by sj(di−1σ).
• This defines a contravariant functor σ̂sj : ∆˜n+1 −→ CA as σ̂sj([n+ 1]) := σsj([n+ 1]), and
σ̂sj |∂i∆˜n+1 :=

sj−1(diσ) if i < j
sj(di−1σ) if i > j + 1
σ if i ∈ {j, j + 1}.
On morphisms of ∆˜n+1, define σ̂sj in the obvious way.
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• Now we replace σ̂sj([n+ 1]) by an object Y ∈ CA defined as follows. Let i0 := j. Recalling Definition 3.1,
define the menorah D : Ψ −→ CA as the collection of morphisms from (3.6) with mk + 1 = n+ 1. That is,
D :=
{
φn+1r0···rk | (r0, · · · , rk) ∼ (i0, · · · , ik)
}
. (3.7)
Thanks to Lemma 3.11 below, there exists a natural transformation colim
Ψ
D ∼−→ σ̂sj |∂∆˜n+1 given by the
universal property of colimit (here colim
Ψ
D is viewed as the constant diagram). Taking the fibrant replacement
(objectwise) of that morphism, we get a weak equivalence
ϕ : Rcolim
Ψ
D ∼−→ Rσ̂sj |∂∆˜n+1 = σ̂sj |∂∆˜n+1
in CA. (Remember Rcolim
Ψ
D is an object of CA by Definition 3.2.) Define Y := Rcolim
Ψ
D. The map ϕ gives
rise to a contravariant functor σsj : ∆˜n+1 −→ CA defined as σsj([n+1]) := Y and σsj |∂∆˜n+1 := σ̂sj |∂∆˜n+1.
Definition 3.10. The (n+ 1)-simplex sj(σ) is defined as sj(σ) := R(σsj).
By construction, it is straightforward to show that the hypothesis (IH2), (IH3), and (IH4) are verified if one
replaces n by n+ 1.
Lemma 3.11. Consider the menorah D above (3.7).
(i) For any sequence (r0, · · · , rk) such that (r0, · · · , rk) ∼ (i0, · · · , ik), there exists a natural transformation
ψr : (sr1 · · · srkλ)sr0([n+ 1]) −→ σ̂si0 |∂∆˜n+1,
which is a weak equivalence.
(ii) In other to lighten the notation, we denote φr := φn+1r0···rk . For any other sequence (t0, · · · , tk) ∼
(i0, · · · , ik), the following square commutes for every x ∈ ∂∆˜n+1.
λsik · · · si0([n+ 1]) // φr∼ //

φt ∼

(sr1 · · · srkλ)sr0([n+ 1])
ψr∼

(st1 · · · stkλ)st0([n+ 1]) ψt
∼ // γσ(x)
Proof. We begin with the first part. Let 0 ≤ l ≤ n+ 1. We need to define
ψr : (sr1 · · · srkλ)sr0([n+ 1]) −→ (dlσ̂si0)(x)
for every x ∈ ∂l∆˜n+1. We define ψr when x = [n+ 1]l. Then for the other values of x, ψr is defined as the
obvious composition. We will leave to the reader to check that the map ψr is indeed a natural transformation.
Using the canonical isomorphism ∂l∆˜n+1 ∼= ∆˜n (see Proposition 2.8), [n+ 1]l can be identified with [n]. We
treat only the case l < j = i0, the cases l > j + 1 and l ∈ {j, j + 1} being similar.
First of all, define dlsi0si1 · · · sikλ([n]) := si0−1dlsi1 · · · sikλ([n]) and dlsr0sr1 · · · srkλ([n]) :=
sr′0dl′sr1 · · · srkλ([n]), where (r′0, l′, r1, · · · , rk) ∼ (r0, r1, · · · , rk). On the one side we have
dlσ̂si0([n]) = si0−1dlsi1 · · · sikλ([n]) by definition
= dlsi0si1 · · · sikλ([n]) by definition
= dlsr0sr1 · · · srkλ([n]) by hypothesis and (IH2)
= sr′0 · · · sr′kdl′′λ([n]) by definition and (IH2)
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On the other side, we have the weak equivalences
(sr1 · · · srkλ)sr0([n+ 1]) ∼−→ dl((sr1 · · · srkλ)sr0)([n]) ∼−→ sr′0dl′sr1 · · · srkλ([n])
The first one is obvious, while the second is nothing but (IH3). Using (IH2), we get that sr′0dl′sr1 · · · srkλ([n])
= sr′0sr′1 · · · sr′kdl′′λ([n]). We thus obtain the required map
ψr : (sr1 · · · srkλ)sr0([n+ 1]) ∼−→ sr′0sr′1 · · · sr′kdl′′λ([n]) = dlσ̂si0([n]).
If dl happens to disappear when using (IH2) or dl′′λ happens to be a degenerate simplex, we define ψr is in
a similar fashion.
The second part is straightforward. This ends the proof.
Remark 3.12. (i) From the definition, it is straightforward to see that sj(σ) = R(σsj) whenever σ and
all of its faces are non-degenerate.
(ii) A natural question one may ask is to know why we do not define all sj’s by the simple formula R(σsj).
The reason is the fact that if we do so, the simplicial identity sisj = sj+1si, i ≤ j, won’t hold when
i < j.
Example 3.13. Consider the 1-simplex
σ =
{
X0 X01
d1oo d0 // X1
}
,
where Xi := σ({i}), X01 := σ({0, 1}), and di := σ(di). We have
σs0 = X0
X0
id
==
id
  
X01
d1
bb
d0

X01
d1
aa
id
<<
id

X0 X01
d0
//
d1
oo X1
One can notice that the 1-face {X0 id← X0 id→ X0} is not fibrant as the matching map (id, id) : X0 −→ X0×X0
is the diagonal map, which is not a fibration. The two other 1-faces are both equal to σ, which is fibrant.
Since one face is not fibrant, it follows that the whole diagram σs0 is not fibrant as well. If σ is non-degerate,
by applying R to σs0 we get s0σ, which looks like
s0σ = R(σs0) = X0
X˜0
==

X01
d1
aa
d0

X˜01
`` ==

X0 X01
d0
//
d1
oo X1
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Proposition 3.14. The collection Â• = {Ân}n≥0 endowed with di : Ân −→ Ân−1 and sj : Ân −→ Ân+1
forms a simplicial set.
Proof. The simplicial identity didj = dj−1di, i < j, follows from the definition and Proposition 2.6, while the
other four simplicial identities follow immediately from the construction of sj .
Remark 3.15. For every n ≥ 0, for every σ, σ′ ∈ Ân, for any natural transformation β : σ −→ σ′, there
exist two natural transformations diβ : di(σ) −→ di(σ) and sjβ : sj(σ) −→ sj(σ′) for all i, j. This is straight-
forward to prove by induction on n.
3.3.2 Proving that Â• is a Kan complex
Proposition 3.16. The simplicial set Â• is a Kan complex.
Proof. Let n ≥ 0, and let k ∈ {0, · · · , n}. Consider n (n − 1)-simplices σ0, · · · , σ̂k, · · · , σn of Â• such that
di(σj) = dj−1(σi), i < j, and i, j 6= k. Our goal is to construct an n-simplex σ ∈ Ân such that diσ = σi for
all i 6= k. We first need to construct an intermediate functor σ : ∆˜n −→ CA.
Recall the functor δi from (2.3), and the poset Λ˜nk from Definition 2.17. For i ∈ {0, · · · , n}, i 6= k, define
σ : Λ˜nk −→ CA as σ(α) := σiδi(α) for α ∈ ∂i∆˜n. As we did before in the course of the construction of the
functor R, this is well defined on the intersection ∂i∆˜n ∩ ∂j∆˜n. Now define
σ([n]) := Q lim
α∈Λ˜nk
σ(α), σ([n]k) := σ([n]), and σ(dk) := id,
where dk : [n]k −→ [n] is a morphism of ∆˜n. For α′ ∈ Λ˜nk , and dα
′[n] : α′ −→ [n] a morphism of ∆˜n, define
σ(dα
′[n]) as the composition
Q lim
α∈Λ˜nk
σ(α) ∼ // lim
α∈Λ˜nk
σ(α)
pα′ // σ(α′) ,
where pα′ is the canonical projection as usual. Define σ(dτ [n]k) := σ(dτ [n]) for τ ∈ ∂k∆˜n ∩ Λ˜nk . Thanks
to Corollary 2.19 the map pα′ is a weak equivalence. So the functor σ : ∆˜n −→ CA thus defined satisfies
condition (a) from Definition 3.7, but not necessarily condition (b) from the same definition. Now define
σ := R(σ). Using the properties of R from Proposition 3.6, it is straightforward to check that diσ = σi for
all i 6= k. This proves the proposition.
4 The functor categories FA(U(T M);M) and F(U(T M); CA)
Let T M be a triangulation ofM , and let CA ⊆M be the small full subcategory constructed in Section 3.1. In
this section we introduce an important poset U(T M ) and two categories: FA(U(T M );M) and F(U(T M ); CA).
The first one is the category of isotopy functors U(T M ) −→M that send every object to an object weakly
equivalent to A, while the second is the category of isotopy functors from U(T M ) to CA. By the definitions
there is an inclusion functor φ : F(U(T M ); CA) ↪→ FA(U(T M );M). The goal of this section is to prove
Proposition 4.19, which says that the localization of φ with respect to weak equivalences is an equivalence
of categories. We begin with the definition of U(T M ).
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4.1 The poset U(T M)
The poset U(T M ) was introduced by the authors in [8, Section 4.1] but we recall it for the convenience of
the reader. Roughly speaking U(T M ) is the poset whose objects are suitably thickenings of simplices of T M .
Specifically, we have the following definition.
Definition 4.1. First take two barycentric subdivisions of T M , and then define Uσ as the interior of the
star of σ. An object of U(T M ) is defined to be Uσ, σ ∈ T M . There is a morphism Uσ −→ Uσ′ if and only if
σ is a face of σ′. In other words, morphisms of U(T M ) are just inclusions.
To see that each Uσ is diffeomorphic to an open ball, we refer the reader to the paragraph right before
Proposition 4.4 from [8]. By definition, one can see that
σ1 ∩ σ2 = σ if and only if Uσ1 ∩ Uσ2 = Uσ. (4.1)
Thanks to (4.1), one can prove Proposition 4.6 below which roughly says that the collection {Uσ}σ is a “very
good” cover of M (see Definition 4.4). The poset U(T M ) is related to the poset P (T M ) we introduced in
Definition 2.9 as follows.
Remark 4.2. From the definitions, one has a canonical isomorphism U(T M ) ∼=−→ P (T M ), Uσ 7→ σ. When
T M = ∆n, there is an isomorphism U(∆n) ∼= ∆˜n, where ∆˜n is the poset from Definition 2.1.
Remark 4.3. (i) It is clear that every morphism of U(T M ) is a composition of di’s, where
di : U〈va0 ,··· ,v̂ai ,··· ,van 〉 ↪→ U〈va0 ,··· ,van 〉 (4.2)
(ii) It is also clear that every morphism of U(T M ) is an isotopy equivalence since the inclusion of one open
ball of M inside another one is always an isotopy equivalence [4, Chapter 8].
The collection U(T M ) = {Uσ}σ of all objects of U(T M ) is an open cover of M that has very nice properties.
Actually U(T M ) turns out to be a very good cover in the following sense.
Definition 4.4. [8, Definition 4.1] Let U = {Uσ}σ be an open cover of M . We say that U is very good if
it satisfies the following four conditions.
(a) Each Uσ is diffeomorphic to an open ball.
(b) For any σ, σ′, the intersection Uσ ∩ Uσ′ is either the empty set or a finite union of elements from U .
(c) For any σ′, the collection {Uσ| Uσ ⊆ Uσ′} is a finite set.
(d) For any open subset B ⊆ T M diffeomorphic to an open ball such that B is contained in some Uσ′ , there
exists a smallest (with respect to the order Uα ≤ Uα′ if and only if Uα ⊆ Uα′) UσB such that B ⊆ UσB .
Remark 4.5. As a well known fact in manifold calculus, linear functors (see Definition 7.3) are determined
by their values on the so-called good 1-covers (this is the terminology used by Weiss). It turns out that any
very good cover is a good 1-cover, but the converse is not true as condition (d) is not required in the definition
of a good 1-cover. So very good covers are also suitable to study linear functors. For more comments and
examples about very good covers, we refer the reader to [8, Section 4.1].
Proposition 4.6. [8, Proposition 4.4] The cover U(T M ) from Definition 4.1 is very good.
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4.2 The functor categories FA(U(T M);M) and FA(BU(TM );M)
In this section we define a basis BU(TM ) for the topology of M out of U(T M ). Next we introduce the
categories FA(U(T M );M) and FA(BU(TM );M) of isotopy functors. Lastly, we show that they are weakly
equivalent (see Proposition 4.12 below) in the sense of Definition 5.4.
Definition 4.7. Recall the cover U(T M ) from Definition 4.1. Define BU(TM ) to be the collection of all
subsets B of M diffeomorphic to an open ball such that B is contained in some Uσ ∈ U(T M ).
Certainly BU(TM ) is a basis for the topology of M . Often BU(TM ) will be thought of as the poset whose
objects are B ∈ BU(TM ) and whose morphisms are inclusions. Before we state Proposition 4.12, we need the
following three definitions.
Definition 4.8. Let S ⊆ O(M) be a subcategory. A functor F : S −→ M is called isotopy functor if it
satisfies the following two conditions.
(a) The image of every object under F is fibrant.
(b) F sends every isotopy equivalence to a weak equivalence.
Definition 4.9. Let S ⊆ O(M) be a subcategory. Define FA(S;M) to be the category whose objects are
isotopy functors (see Definition 4.8) F : S −→ M such that for every U ∈ S, F (U) is weakly equivalent to
A. Of course morphisms are natural transformations.
We are mostly interested in the case when S = U(T M ) or S = BU(TM ).
Definition 4.10. [9, Definition 6.3] Let C and D be categories both endowed with a class of maps called
weak equivalences.
(i) We say that two functors F,G : C −→ D are weakly equivalent, and we denote F ' G, if they are
connected by a zigzag of natural transformations which are objectwise weak equivalences.
(ii) A functor F : C −→ D is said to be a weak equivalence if it satisfies the following two conditions.
(a) F preserves weak equivalences.
(b) There is another functor G : D −→ C such that FG ' id and GF ' id. The functor G is also
required to preserve weak equivalences.
In that case we say that C is weakly equivalent to D, and we write C 'we D.
Remark 4.11. From Definition 5.4, it follows that if two categories C and D are weakly equivalent, then
their localizations with respect to weak equivalences are equivalent in the traditional sense. Note that no model
structure is required on C and D. So our notion of weak equivalences between categories is not comparable,
in general, with the well known notion of Quillen equivalence.
Proposition 4.12. The category FA(U(T M );M) is weakly equivalent, in the sense of Definition 5.4, to the
category FA(BU(TM );M) (see Definition 4.9). That is,
FA(BU(TM );M) 'we FA(U(T M );M).
Proof. As mentioned in the introduction, this can be proved along the lines of Proposition 4.7 from [8].
Since the categories involved in [8] are not the same as those we consider in this paper, we need to prove
the present proposition. Define ϕ : FA(BU(TM );M) −→ FA(U(T M );M) as the restriction to U(T M ). That
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is, ϕ(G) := G|U(T M ). To define a functor ψ in the other way, let F : U(T M ) −→ M be an object of
FA(U(T M );M). For B ∈ BU(TM ) define ψ(F )(B) := F (UσB ), where UσB is provided by the axiom (d) from
Definition 4.4. Again from the same axiom, one can define ψ(F ) on morphisms in the standard way. If
β : F −→ F ′ is a morphism of FA(U(T M );M), define ψ(η)(B) := β[UσB ]. It is straightforward to see that
ϕ and ψ preserve weak equivalences. It is also straightforward to check that φψ = id and ψφ ' id. This
proves the proposition.
4.3 Proving that FA(U(T M);M) ' F(U(T M); CA)
The goal of this section is to prove Proposition 4.19, which says that the localization of FA(U(T M );M) is
equivalent to the localization of a certain small category F(U(T M ); CA) that we now define.
Definition 4.13. Recall the poset U(T M ) and the category CA from Definition 4.1 and Definition 3.2 re-
spectively.
(i) Define F(U(T M ); CA) as the category of isotopy functors U(T M ) −→ CA (see Definition 4.8). To sim-
plify the notation, we will often write K for F(U(T M ); CA) in this section. That is, K := F(U(T M ); CA).
Weak equivalences of K are natural transformations which are objectwise weak equivalences. We denote
the class of weak equivalences of K by WK.
(ii) Define L := FA(U(T M );M) (see Definition 4.9). We denote the class of weak equivalences of L by
WL .
By Definition 4.13 and Propsotion 3.5, one has K ⊆ L.
Remark 4.14. The category K ⊆MU(TM ) might not be a model subcategory as it might not be closed under
factorizations or under taking small limits. The same remark applies to L.
Nevertheless K and L are closed under certain things described in Proposition 4.15 below. Before we state
it, we need to introduce a functor. Let n be the dimension of M . Consider the fibrant replacement functor
R : C∆˜nA −→ C∆˜
n
A from Section 3.2. According to Remark 4.2, one has an isomorphism U(∆n) ∼= ∆˜n. This
enables us to regard R as a functor R : CU(∆n)A −→ CU(∆
n)
A . From the definition of R, and the fact that the
simplicial complex T M can be built up by gluing together the ∆n’s, the functor R can be extended in the
obvious way to the functor
R : CU(TM )A −→MU(T
M ). (4.3)
Proposition 4.15. (i) For every F ∈ K, RF belongs to K.
(ii) The category L is closed under taking cofibrant and fibrant replacements.
(iii) For every F ∈ K (respectively G ∈ L) there exists a good cylinder object F × I in K (respectively G× I
in L) (see Section 2.4 where we recalled the notion of good cylinder object).
So it makes sense to talk about homotopy in K and L provided that the source is cofibrant and the target
is fibrant.
Proof of Proposition 4.15. (i) This follows from the construction and the properties of R.
(ii) Since cofibrations are objectwise, it follows that L is closed under taking cofibrant replacements. By
the way we constructed fibrant replacements of diagrams intoM (see the comment we made right after
the proof of Proposition 2.12), it is clear that L is closed under taking fibrant replacements.
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(iii) Let F ∈ K and let U ∈ U(T M ). Consider the functorial factorization in CA (exactly as in (3.2))
F (U)
∐
F (U) //
&&
&&
F (U)
ZF (U)
∼
;; ;;
and define F × I : U(T M ) −→ CA on objects as (F × I)(U) := ZF (U), and in the obvious way on
morphisms. Since weak equivalences and cofibrations are both objectwise, it follows that F × I is a
good cylinder object for F . Certainly F × I belongs to K. A similar construction can be performed in
L.
Before we state and prove the main result (Proposition 4.19) of this section, we need three preparatory
lemmas. We will use the notation and terminology from Section 2.4.
Lemma 4.16. Consider the categories K and L from Definition 4.13. Then the functor
φ : K[W−1K ] −→ L[W−1L ], F 7→ F, (4.4)
induced by the inclusion functor K ↪→ L is essentially surjective.
Proof. Let n = dimM . Since the simplicial complex T M can be built up by gluing together the ∆n’s, it is
enough to prove the lemma when T M = ∆n. Set Kn = F(U(∆n); CA) and Ln = FA(U(∆n);M). The idea
of the proof is to proceed by induction on n by showing that for all n ≥ 0, for all F ∈ Ln[W−1Ln ], there exist
G ∈ Kn[W−1Kn ] and a zigzag of weak equivalences F
∼ // RF QRF∼oo ∼
β
// G .
For n = 0, the standard geometric simplex ∆n has only one vertex, say v. So U(∆0) = {Uv}. Let
F : U(∆0) −→M be an object of L0[W−1L0 ]. Define G : U(∆0) −→ CA as G(Uv) := QRA. By the definition
of L0, the object F (Uv) is weakly equivalent to QRA. So QRF (Uv) is also weakly equivalent to QRA, that
is, there exists a zigzag of weak equivalences
QRF (Uv) A1
∼
f0
oo ∼
f1
// A2 · · ·∼oo ∼ // As−1 As∼
fs−1
oo ∼
fs
// QRA. (4.5)
Using standard techniques from model categories and the fact that the objects QRF (Uv) and QRA are both
fibrant and cofibrant, one can replace (4.5) by a direct morphism β[Uv] : QRF (Uv)
∼−→ QRA = G(Uv). This
proves the base case.
Assume that the statement is true for all k ≤ n−1, and let F ∈ Ln[W−1Ln ]. We need to find G ∈ Kn[W−1Kn ] and
a weak equivalence β : QRF ∼−→ G. First of all let ∆n = 〈v0, · · · , vn〉, and define ∂U(∆n) ⊆ U(∆n) as the full
subposet whose objects are Uσ’s with σ be a simplex of the boundary of ∆n. By the induction hypothesis there
exist an isotopy functor G : ∂U(∆n) −→ CA and a natural transformation β : QRF |∂U(∆n) ∼−→ G. From
the base case, there is a weak equivalence g : QRF (U〈v0,··· ,vn〉)
∼−→ QRA. Since QRA and QRF (U〈v0,··· ,vn〉)
are both fibrant and cofibrant, it follows by Proposition 2.22 that g admits a homotopy inverse, say f . Let
H : QRF (U〈v0,··· ,vn〉)×I −→ QRF (U〈v0,··· ,vn〉) denote a homotopy from fg to id. Now define G′ : U(∆n) −→
CA as G′|∂U(∆n) := G,G′(U〈v0,··· ,vn〉) := QRA, and G′(di) := β[U〈v0,··· ,v̂i,··· ,vn〉] ◦ F (di) ◦ f, where di is the
map from (4.2). On the compositions we define G′ in the obvious way (that is, G′(a ◦ b) := G′(b) ◦ G′(a)).
It is straightforward to see that G′ is a contravariant functor. One may take G to be G′ and β to be β′,
where β′ : F −→ G′ is defined as β on ∂U(∆n) and g on U〈v0,··· ,vn〉. The issue with that definition is the
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fact that the square involving G′(di), F (di), g and β[U〈v0,··· ,v̂i,··· ,vn〉] is only commutative up to homotopy.
To fix this, consider the following commutative diagram.
QRF (U〈v0,··· ,vn〉)
g
∼ //
i0 ∼

G′(U〈v0,··· ,vn〉)
p

''
∼
τ
''
Z(A,G′,p)
pwwww
QRF (U〈v0,··· ,vn〉)× I H //
H
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lim
Uσ∈∂U(∆n)
G′(Uσ)
In that diagram the square involving g,H, i0 and p is induced by the commutative square
QRF (U〈v0,··· ,vn〉)
g //

i0

G′(U〈v0,··· ,vn〉)
∼ G′(di)

QRF (U〈v0,··· ,vn〉)× I
β[U〈v0,··· ,v̂i,··· ,vn〉]F (d
i)H
// G′(U〈v0,··· ,v̂i,··· ,vn〉),
while pτ is the factorization of p such that Z(QRA,G′,p) belongs to CA, and H is given by the lifting axiom.
Now define G : U(∆n) −→ CA as
G|∂U(∆n) := G′, G(U〈v0,··· ,vn〉) := Z(QRA,G′,p) and G(di) := PUσi ◦ p,
where σi := 〈v0, · · · , v̂i, · · · , vn〉 and PUσi : limUσ∈∂U(∆n)G
′(Uσ) −→ G′(Uσi) is the canonical projection. Also
define β|∂U(∆n) := β and β[U〈v0,··· ,vn〉] := H ◦ i1, where i1 : QRF (U〈v0,··· ,vn〉) −→ QRF (U〈v0,··· ,vn〉) × I is
the canonical inclusion. It is straightforward to check that G is an isotopy functor. It is also straightforward
to see that β is a weak equivalence. This proves the lemma.
Lemma 4.17. Let K and L as in Lemma 4.16. Then the functor φ from (4.4) is full.
Proof. Let F1, F2 ∈ K[W−1K ]. We need to show that the canonical map
φF1F2 : HomK[W−1K ]
(F1, F2) −→ Hom
L[W−1L ]
(φ(F1), φ(F2)) (4.6)
induced by φ is surjective. To do this, let f1 : QF1
∼−→ F1 be a cofibrant replacement of F1. One can take
QF1 = F1 and f1 = id by Propositions 2.12, 3.5. Also let f2 : F2
∼−→ RF2 be a fibrant replacement of F2,
which lies in K thanks to Proposition 4.15. Consider the following commutative square.
Hom
K[W−1K ]
(F1, F2)
φF1F2 // Hom
L[W−1L ]
(φ(F1), φ(F2))
Hom
K
(F1,RF2)
θ
OO
Hom
L
(F1, RF2) pi
// Hom
L
(F1,RF2)/ ∼
∼=θ′
OO
(4.7)
In that square θ is defined as the string θ(f) := (f, f−12 ), pi is the canonical surjection, and the isomorphism
θ′ comes from Proposition 2.22. The equality comes from the fact that K is a full subcategory of L by
definition. Since the composition θ′ ◦ pi is surjective, and since the square commutes, it follows that φF1F2 is
a surjective map. This ends the proof.
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Lemma 4.18. Let K and L as in Lemma 4.16. Then the functor φ from (4.4) is faithful.
Proof. Let F1, F2 ∈ K[W−1K ]. As we mentioned in the proof of Lemma 4.17, QF1 = F1 and RF2 belongs
to K. We need to show that the map φF1F2 from (4.6) is injective. Consider the diagram (4.6), and let
η0, η1 ∈ Hom
K[W−1K ]
(F1, F2) such that φF1F2(η0) = φF1F2(η1). This latter equality implies that η′0 is homotopic
to η′1, where η′i := θ′−1(φF1F2(ηi)). By Propositions 2.21, 4.15, there is a left homotopy H : F1 × I −→ RF2
for some good cylinder object F1 × I ∈ L for F1. The key point of the proof is the fact that one can always
choose F1 × I in K thanks to Proposition 4.15. Now consider the following commutative diagram in K.
F1
η′0
((
i0

F1 × I H // RF2
F1
η′1
77
i1
OO
Since i0 = i1 in K[W−1K ] by Proposition 2.20, it follows that η′0 = η′1 in K[W−1K ], which implies η0 = η1. This
proves the lemma.
Proposition 4.19. Let K and L as in Definition 4.13. Then the inclusion K ↪→ L induces an equivalence
of categories between the localizations K[W−1K ] and L[W−1L ].
Proof. This follows immediately from Lemmas 4.16, 4.17 and 4.18 as it is well known that a fully faithful
and essentially surjective functor is an equivalence of categories.
5 The map Λ: F(U(T M); CA)/we −→ [T M• , Â•]
Recall the category F(U(T M ); CA) (which was called K for convenience in Section 4.3) from Definition 4.13.
It turns out that it is a small category since U(T M ) and CA are both small. In this section and the next
one, we will view F(U(T M ); CA) as a set. Let T M be a triangulation of M . Choose a well-order on the
set of vertices, and let T M• denote the canonical associated simplicial set. Recall the simplicial set Â• from
Section 3.3, and let Hom
sSet
(T M• , Â•) denote the set of simplicial maps T M• −→ Â•. The goal of this section
is to define a map Λ: F(U(T M ); CA) −→ Hom
sSet
(T M• , Â•) and prove Proposition 5.2 below, which says that
Λ(F ) is homotopic to Λ(F ′) whenever F is weakly equivalent to F ′.
We begin with the construction of Λ. Define Λ(F ) := f : T M• −→ Â•, σ 7→ fσ as follows. First consider
Proposition 4.15 and the fibrant replacement functorR from (4.3). Let n ≥ 0, and let σ = 〈v0, · · · , vn〉 ∈ T Mn .
Depending on the fact that σ is degenerate or not we need to deal with two cases.
• If σ is non-degenerate, define fσ : ∆˜n −→ CA on objects as fσ({a0, · · · , as}) := RF (U〈va0 ,··· ,vas 〉).
On morphisms, it is enough to define fσ on the generators di’s from Remark 2.2. For a morphism
θi : U〈va0 ,··· ,v̂ai ,··· ,vas 〉 ↪→ U〈va0 ,··· ,vas 〉 of U(T M ), define fσ(di) := RF (θi).
• If σ is degenerate, a classical result on simplicial sets claims the existence of a unique non-degenerate
simplex λ of some degree p ≤ n and a unique non-decreasing surjection s : [n] −→ [p] such that
σ = T M• (s)(λ). Define fσ := Â•(s)(fλ). Here T M• and Â• are indeed viewed as contravariant functors
from the standard simpicial category ∆ to sets.
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Certainly fσ belongs to Ân and f : T M• −→ Â• is a simplicial map. This completes the definition of Λ.
Now on the set F(U(T M ); CA) define the equivalence relation “we” as F we F ′ if and only if F is weakly
equivalent to F ′, that is, there is a zigzag of weak equivalences between F and F ′. Let [T M• , Â•] be the set
of homotopy classes of simplicial maps from T M• to Â•.
Definition 5.1. Consider the map Λ: F(U(T M ); CA) −→ Hom
sSet
(T M• , Â•) and the equivalence relation “we”
we just defined. Thanks to Proposition 5.2 below Λ passes to the quotient. Define Λ: F(U(T M ); CA)/
we −→ [T M• , Â•] to be the resulting quotient map.
Proposition 5.2. Let F, F ′ ∈ F(U(T M ); CA). Assume that there is a zigzag of weak equivalences between
F and F ′. Then Λ(F ) is homotopic to Λ(F ′).
The proof of Proposition 5.2 will be given at the end of this section, the key ingredient being Lemma 5.5
below. Before we state and prove the lemma, we need to recall the concept of homotopy between two
simplicial maps. For n ≥ 0, we let ∆[n] denote the standard simplicial model for ∆n. The set of k-simplices,
denoted ∆[n]k, is defined as the set of non-decreasing maps from [k] to [n]. Equivalently, an k-simplex
is a word t0 · · · tk on the alphabet {0, · · · , n} such that ti ≤ ti+1 for all i. Face and degeneracy maps of
∆[n] are induced by the maps pi and qk from (2.1) and (2.2) respectively. There is a canonical simplicial
map di : ∆[n] −→ ∆[n + 1], 0 ≤ i ≤ n + 1, induced by pi. For example, when n = 0, we have two maps
d0, d1 : ∆[0] −→ ∆[1] given by
d0(0 · · · 0︸ ︷︷ ︸
k
) = 1 · · · 1︸ ︷︷ ︸
k
and d1(0 · · · 0︸ ︷︷ ︸
k
) = 0 · · · 0︸ ︷︷ ︸
k
.
Definition 5.3. Let f, f ′ : T M• −→ Â• be simplicial maps. We say that f is homotopic to f ′, and we write
f ∼ f ′, if there exists a simplicial map H : T M• ×∆[1] −→ Â• making the following diagram commute.
T M• ×∆[0]
id×d1

f
((T M• ×∆[1] H // Â•
T M• ×∆[0].
id×d0
OO
f ′
66
(5.1)
Definition 5.4. Let f, f ′ : T M• −→ Â• be simplicial maps.
(i) A morphism β : f −→ f ′ consists of a collection β = {βσ : fσ −→ f ′σ}n≥0,σ∈TMn of natural transforma-
tions such that
diβσ = βdiσ and skβσ = βskσ for all σ, i, k. (5.2)
(see Remark 3.15.)
(ii) We say that β is a weak equivalence if for every σ ∈ T M• , βσ is a weak equivalence.
Lemma 5.5. Let f, f ′ : T M• −→ Â• be simplicial maps. Assume that there is a morphism β : f −→ f ′ which
is a weak equivalence (see Definition 5.4). Then f ∼ f ′.
Idea of proof. To prove Lemma 5.5 we need to construct a homotopy H : T M• × ∆[1] −→ Â• between f
and f ′. So, for all n ≥ 0, σ ∈ T Mn , t ∈ ∆[1]n, we need to define H(σ, t) ∈ Ân. To get a better idea of the
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construction of H(σ, t), let us treat a specific example. Let n = 2, σ = v012 := 〈v0, v1, v2〉 and t = 011.
We need the following equation, which comes from the fact that f is a simplicial map and the definition of
di : Ân −→ Ân−1.
fdiσ([n− 1]) = fσ([n]i), σ ∈ T Mn . (5.3)
Recalling the functor R from Section 3.2, define H(v012, 011) := R(H), where H is the diagram from (5.4)
defined as follows.
H(v0, 0)
H(v01, 01)
∼
d1
88
∼
d0
||
H(v02, 01)
∼
d1
ff
∼
d0
""
H(v012, 011)
∼
d2
ff
∼
d1
88
∼ d0

H(v1, 1) H(v12, 11) ∼
d0 //
∼
d1oo H(v2, 1)
(5.4)
H(vi, 0) := fvi([0]) H(vi, 1) := f
′
vi([0]) H(v012, 011) := fv012([2])
H(v01, 01) := fv01([1]) H(v02, 01) := fv02([1]) H(v12, 11) := f
′
v12([1])
The morphism d2 : H(v012, 011)→ H(v01, 01) is defined as the composition
fv012([2])
fv012 (d
2)
// fv012([1]) = fv01([1]) ,
where the equality comes from (5.3). The map d0 : H(v012, 011) −→ H(v12, 11) is defined as the composition
fv012([2])
fv012 (d
0)
// fv012({1, 2}) = fv12([1])
βv12 [1] // f ′v12([1]).
The other morphisms are defined in a similar fashion. The diagram H thus obtained commutes thanks to
(5.2) and the fact that for every σ, βσ is a natural transformation. Note that there is a weak equivalence
from fv012([2]) to the fibrant replacement of the boundary of (5.4), where fv012([2]) is viewed as the constant
diagram at fv012([2]).
Proof of Lemma 5.5. First of all recall the posets ∂∆˜n and ∂i∆˜n from Definition 2.7. Also recall the canonical
isomorphism δi : ∂i∆˜n+1 −→ ∆˜n from (2.3). Our goal is to define a simplicial map H : T M• ×∆[1] −→ Â•
making (5.1) commute. We will proceed by induction on the skeletons skn(T M• ×∆[1]). More precisely, we
will show that for all n ≥ 0, there exist a simplicial map Hn : skn(T M• ×∆[1]) −→ Â• and a weak equivalence
ηn+1 : fσ([n+ 1])
∼−→ Hσ(n+1)t ∀σ ∈ T Mn+1,∀t ∈ ∆[1]n+1, (5.5)
where Hσ(n+1)t : ∂∆˜n+1 −→ CA, defined as
Hσ(n+1)t|∂i∆˜n+1 := Hn(diσ, dit) ◦ δi, (5.6)
is a fibrant diagram and fσ([n+ 1]) is viewed as the constant functor at fσ([n+ 1]).
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• On the 0-skeleton, define H0 : sk0(T M• ×∆[1]) −→ Â• as H0(v, 0) := fv and H0(v, 1) := f ′v.
Let σ = 〈v0, v1〉 ∈ T M1 and let t ∈ ∆[1]1. Consider the poset
∆˜1 =
{
{0} d1 // {0, 1} {1}d0oo
}
,
and the functorHσ1t : ∂∆˜1 −→ CA from (5.6). We need to define a natural transformation η1 : fσ([1]) ∼−→ Hσ1t.
Depending on the value of t ∈ {00, 11, 01}, we need to deal with three cases.
- If t = 00 then Hσ1t : ∂∆˜1 −→ CA is given by Hσ1t({0}) = fv0({0}) and Hσ1t({1}) = fv1({0}). Note that
by (5.3) one has fv0({0}) = fσ({0}) and fv1({0}) = fσ({1}). Now define
η1[{0}] : fσ({0, 1}) −→ fv0({0}) and η1[{1}] : fσ({0, 1}) −→ fv1({0})
as η1[{0}] := fσ(d1) and η1[{1}] := fσ(d0).
- If t = 11 then Hσ1t is given by Hσ1t({0}) = f ′v0({0}) and Hσ1t({1}) = f ′v1({0}). By hypothesis there is a
weak equivalence βσ : fσ
∼−→ f ′σ. Define η1[{0}] and η1[{1}] as
η1[{0}] := βσ[{0}] ◦ fσ(d1) and η1[{1}] := βσ[{1}] ◦ fσ(d0).
- If t = 01 then Hσ1t({0}) = fv0({0}) and Hσ1t({1}) = f ′v1({0}). Define
η1[{0}] := fσ(d1) and η1[{1}] := βσ[{1}] ◦ fσ(d0).
Clearly, in each of the above cases, the natural transformation η1 is a weak equivalence and the diagram Hσ1t
is fibrant.
• Assume that the statement is true for all k ≤ n− 1. To prove it for k = n, there are two things to do. The
first one is to define Hn : skn(T M• ×∆[1]) −→ Â•, and the second is to get (5.5). To define Hn, let σ ∈ T Mn
and let t ∈ ∆[1]n. Define Hn(σ, t) : ∆˜n −→ CA as
Hn(σ, t) :=

fσ if t = 0 · · · 0︸ ︷︷ ︸
n+1
=: tn+10
f ′σ if t = 1 · · · 1︸ ︷︷ ︸
n+1
=: tn+11
ψn otherwise,
where ψn : ∆˜n −→ CA is defined as follows. By the induction hypothesis, there is a weak equivalence
ηn : fσ([n])
∼−→ Hσnt with Hσnt fibrant. Consider the following factorization of the limit of ηn such that
Z ∈ CA.
fσ([n])
!!
θσ
∼
!!
lim(ηn) // lim
∂∆˜n
Hσnt.
Z
p
<< <<
(5.7)
Now define
ψn|∂i∆˜n := Hn−1(diσ, dit) ◦ δi, ψn([n]) := Z and ψn(di) := pi ◦ p,
where pi : lim
∂∆˜n
Hσnt −→ Hσnt([n]i) is the canonical projection as usual. It is straightforward to check that ψn
belongs to Ân.
To get (5.5), let α ∈ T Mn+1 and let t ∈ ∆[1]n+1. We need to deal with three cases.
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- If t = tn+20 , define ηn+1[[n+ 1]i] := fα(d
i), where di : [n+ 1]i ↪→ [n+ 1] is the inclusion map.
- If t = tn+21 we define ηn+1[[n+ 1]i] := βα[[n+ 1]i] ◦ fα(di).
- If t /∈ {tn+20 , tn+21 }, one has ηn+1[[n+ 1]i] := θdiα ◦ fα(di), where θdiα is the map from (5.7).
On the other objects of ∂∆˜n+1, define ηn+1 as the obvious compositions. Clearly Hα(n+1)t is fibrant. It
is straightforward to check that ηn+1 is a natural transformation which is a weak equivalence. It is also
straightforward to check that the map H thus defined is a homotopy from f to f ′. This proves the lemma.
Now we can prove the main result of this section.
Proof of Proposition 5.2. Let η : F ∼−→ F ′ be a weak equivalence of F(U(T M ); CA). Set Λ(F ) = f and
Λ(F ′) = f ′. For n ≥ 0 and σ = 〈v0, · · · , vn〉 ∈ T Mn , if σ is non-degenerate, define βσ : fσ −→ f ′σ as
βσ[{a0, · · · , as}] := (Rη)[U〈va0 ,··· ,vas 〉]. If σ is degenerate, there exist a unique non-degenerate simplex λ and
a sequence of degeneracy maps si1 , · · · , sik such that σ = si1 · · · sik(λ). By Remark 3.15, we have a map
ϕ : si1 · · · sik(fλ) −→ si1 · · · sik(f ′λ) induced by βλ : fλ −→ f ′λ. Define βσ := ϕ. By definition βσ is a weak
equivalence for all σ. It is straightforward to check that the collection {βσ}σ satisfies (5.2).
Applying Lemma 5.5, we have that f is homotopic to f ′. Now assume that there is a zigzag
F • · · · •∼oo ∼ // F ′ . Applying the first part to each map of that zigzag, and taking the inverse homo-
topy associated to each backward arrow, we have a homotopy between Λ(F ) and Λ(F ′). This proves the
proposition.
6 The map Θ: [T M• , Â•] −→ F(U(T M); CA)/we
In Section 5, or more precisely in Definition 5.1, we defined a map Λ: F(U(T M ); CA)/we −→ [T M• , Â•]. The
goal of this section is to construct its inverse. We continue to use the well-order on the set of vertices of T M
we chose in the previous section.
Definition 6.1. Define a map Θ: Hom
sSet
(T M• , Â•) −→ F(U(T M ); CA) as Θ(f) := F , where F : U(T M ) −→ CA
is defined on objects as F (Uσ) := fσ([n]) for σ = 〈va0 , · · · , van〉. On morphisms, it is enough to define F
only on di’s from Remark 4.3. Define F (di) := fσ(di) : fσ([n]) −→ fσ([n]i).
Definition 6.2. Thanks to Proposition 6.3 below, the map Θ from Definition 6.1 passes to the quotient.
Define Θ: [T M• , Â•] −→ F(U(T M ); CA)/we to be the resulting quotient map.
Proposition 6.3. Let f, f ′ : T M• −→ Â• be two simplicial maps such that f is homotopic to f ′. Then there
exists a zigzag of weak equivalences Θ(f) • · · · •∼oo ∼ // Θ(f ′) in F(U(T M ); CA).
The proof of Proposition 6.3 occupies the section and will be given at the end. Our strategy goes through
two big steps. In the first one we prove the result when the poset U(T M ) is finite. In the case where
U(T M ) is infinite, the idea of the proof is to write F = Θ(f) as the homotopy limit of a certain diagram
E1F1 ←− E2F2 ←− · · · , where Fi is the restriction of F to a finite subposet U(T Mi) ⊆ U(T M ) and EiFi
is the right Kan extension of Fi along the inclusion U(T Mi) ↪→ U(T M ). Using the fact that Fi is weakly
equivalent to F ′i by the first step, one can deduce the proposition.
This section is organized as follows. In Section 6.1 we prove Lemma 6.5 below, which says that if
f, f ′ : T M• −→ Â• are homotopic, then Θ(f) is weakly equivalent to Θ(f ′) provided that T M has finite
number of simplices. Since the proof of that lemma is technical, we begin with a special case: T M = ∆1.
Section 6.2 deals with the case where T M has infinite number of simplices.
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6.1 Case where T M has finite number of simplices
Lemma 6.4. (v0, 0), (v0, 1), (v1, 0), (v1, 1) Let T M = ∆1, and let f, f ′ : T M• −→ Â• be simplicial maps
that are homotopic. Then there exists a zigzag of weak equivalences Θ(f) • · · · •∼oo ∼ // Θ(f ′) in
F(U(T M ); CA).
Proof. Let H be a homotopy between f and f ′. For the sake of simplicity, we will often use
the notation v0···n := 〈v0, · · · , vn〉 in this proof and the next one. Consider the poset U(∆1) =
{ Uv0 d
1
// Uv01 Uv1
d0oo }. Also consider Figure 1, which is a subdivision of ∆1×[0, 1] into two 2-simplices,
namely
〈(v0, 0), (v0, 1), (v1, 1)〉 and 〈(v0, 0), (v1, 0), (v1, 1)〉
Now we explain the algorithm that produces functors out of H and Figure 1. Define the barycenter of
Figure 1: A subdivision of ∆1 × [0, 1] into two 2-simplices
〈(v0, 0), (v1, 0), (v1, 1) as the pair (v011, 001), and that of 〈(v0, 0), (v0, 1), (v1, 1)〉 as the pair (v001, 011). In
general, the barycenter of 〈(vi0 , j0), (vi1 , j1), (vi2 , j2)〉 is defined to be (vi0i1i2 , j0j1j2). Applying the homotopy
H to those barycenters, we get the commutative diagram (6.1) below in which we make the following
simplifications at the level of notation. We write H(v011, 001) for H(v011, 001)({0, 1, 2}), H(v01, 01) for
H(v01, 01)({0, 1}), and so on. Also we write di for H(−,−)(di).
H(v0, 1) H(v01, 11)
d1
∼oo
d0
∼ // H(v1, 1)
H(v001, 011)
∼ d0
OO
d2
∼
uu
d1∼

H(v00, 01)
d0 ∼
OO
∼d1

H(v01, 01)
d0
∼
;;
∼
d1
{{
H(v11, 01)
∼ d0
OO
d1∼

H(v011, 001)
∼ d1
OO
d2∼

∼
d0
55
H(v0, 0) H(v01, 00)
∼
d1
oo ∼
d0
// H(v1, 0)
(6.1)
Now define the bottom of (6.1) as a functor FL0 : U(∆1) −→ CA, where the letter “L” stands for “lower”.
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Specifically, we have
FL0 (Uv0) := H(v0, 0), F
L
0 (Uv01) := H(v01, 00), F
L
0 (Uv1) := H(v1, 0), and F
L
0 (d
i) := di.
Certainly that functor is the same as F . The functor associated to the barycenter of the simplex σ0 :=
〈v0, v1, w1〉 is defined as (“B” stands for “barycenter”)
FB0 :=
{
H(v0, 0) H(v011, 001)
d1d2
∼oo
d0
∼ // H(v11, 01)
}
,
while the functor corresponding to its upper face (which is the same as the functor associated to the lower
face of σ1 := 〈v0, w0, w1〉) is defined as
FU0 = F
L
1 :=
{
H(v0, 0) H(v01, 01)
d1
∼oo
d0
∼ // H(v1, 1)
}
.
Here “U” stands for “upper” of course. Lastly, the functor corresponding to the barycenter of the 2-simplex
σ1 is defined as
FB1 :=
{
H(v00, 01) H(v001, 011)
d2
∼oo
d0d0
∼ // H(v1, 1)
}
,
and that associated to its upper face, denoted FU1 , is defined as the top of (6.1). Clearly one has the following
zigzag of weak equivalences, which are all natural since (6.1) is commutative.
F = FL0 F
B
0
(id,d2,d1)
∼oo
(id,d1,d0)
∼ // F
U
0 = F
L
1 F
B
1
(d1,d1,id)
∼oo
(d0,d0,id)
∼ // F
U
1 = F
′.
This ends the proof.
Lemma 6.5. Let f, f ′ : T M• −→ Â• be simplicial maps that are homotopic. Assume that the sim-
plicial complex T M has finite number of simplices. Then there exists a zigzag of weak equivalences
Θ(f) • · · · •∼oo ∼ // Θ(f ′) in F(U(T M ); CA).
Proof. Since the simplicial complex T M has finite number of simplices, one can assume without loss of
generality that it is a subcomplex of ∆n for some n. Set F = Θ(f) and F ′ = Θ(f ′), and letH : T M• ×∆[1] −→
Â• be a homotopy from f to f ′. We need to construct a zigzag of weak equivalences between the functors
F, F ′ : U(T M ) −→ CA. Following the special case above, the idea is to first subdivide ∆n× [0, 1] into (n+ 1)
(n+ 1)-simplices in a suitable way. Each (n+ 1)-simplex will produce three functors (one for the upper face,
one for the lower face, and one for the barycenter), and two natural transformations like • •∼oo ∼ // • .
Let us consider the prism ∆n × I, I = [0, 1], and set
∆n × {t} = 〈(v0, t), · · · , (vn, t)〉, t ∈ {0, 1}.
We will sometimes write vj for (vj , 0). For 0 ≤ i ≤ n, define an (n+ 1)-simplex
σi :=
〈
(v0, 0), · · · , (vn−i, 0), (vn−i, 1), · · · , (vn, 1)
〉
.
Certainly ∆n × [0, 1] is the union of simplices σi, 0 ≤ i ≤ n, each intersecting the next in an n-simplex
face. As we said earlier, each σi produces three functors FLi , FBi , FUi : U(T M ) −→ CA that we now define.
Consider the diagram
U(T M ) ΨTM∼= // P (T
M )
φUi //
φBi //
φLi
//
P (σi) ∩ P (T M × I) 
 ι // P (T M × I) Φ∼= // U(T
M × I)
H

CA
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defined as follows.
• P (−) is the construction from Definition 2.9.
• The functor ΨTM is defined as ΨTM (Uλ) := λ. Clearly this is an isomorphism of categories. The functor
Φ is defined as Φ := Ψ−1TM×I .
• ι is just the inclusion functor.
• Defining H. Recall the map Θ from Definition 6.1, and let us denote it by ΘTM . Then one has the map
ΘTM×I : Hom
sSet
((T M × I)•, Â•) −→ F(U(T M × I); CA).
The functor H is defined as H := ΘTM×I(H).
• Now we define the functor φBi : P (T M ) −→ P (σi) × P (T M × I). Let λ = 〈va0 , · · · , vas〉 be an object of
P (T M ). We need to deal with four cases.
- If n− i = aj for some j, define
φBi (λ) :=
〈
(va0 , 0), · · · , (vaj , 0), (vaj , 1), (vaj+1 , 1), · · · , (vas , 1)
〉
.
- If aj < n− i < aj+1 for some j, define
φBi (λ) :=
〈
(va0 , 0), · · · , (vaj , 0), (vaj+1 , 1), · · · , (vas , 1)
〉
.
- If n− i < aj for all j, define
φBi (λ) :=
〈
(va0 , 1), · · · , (vas , 1)
〉
.
- If n− i > aj for all j, define
φBi (λ) :=
〈
(va0 , 0), · · · , (vas , 0)
〉
.
• Define φUi as
φUi (λ) :=
〈
(va0 , 0), · · · , ̂(vaj , 0), (vaj , 1), (vaj+1 , 1), · · · , (vas , 1)
〉
if n− i = aj for some j, and φUi (λ) := φBi (λ) otherwise.
• Define φLi as
φLi (λ) :=
〈
(va0 , 0), · · · , (vaj , 0), ̂(vaj , 1), (vaj+1 , 1), · · · , (vas , 1)
〉
if n− i = aj for some j, and φLi (λ) := φBi (λ) otherwise.
For X ∈ {B,L,U}, define FXi as the composite
FXi := H ◦ ι ◦ φXi ◦ ψ.
From the definitions, there are two natural transformations αi : φLi −→ φBi and βi : φUi −→ φBi which are
nothing but the inclusions (that is, for every λ ∈ P (T M ), the components of αi and βi at λ are the obvious
inclusions). These give rise to a zigzag FLi ←− FBi −→ FUi (remember H is contravariant). Each map from
that zigzag is a weak equivalence since the functor H sends every morphism to a weak equivalence by the
definitions. Clearly, one has FL0 = F, FUn = F ′, and FUi = FLi+1 for all i. This ends the proof.
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6.2 Case where T M has infinite number of simplices
In this section we assume that the simplicial complex T M has infinitely many simplices. Since M is second-
countable by assumption (see the introduction), it follows that T M has countably many simplices. This
enables us to choose a family
U(T M1) ⊆ · · · ⊆ U(T Mi) ⊆ U(T Mi+1) ⊆ · · · ⊆ U(T M )
of full subposets of U(T M ) satisfying the following two conditions:
(a) Each U(T Mi) is finite;
(b) U(T Mi+1) = U(T Mi) ∪ {z}, where z /∈ U(T Mi) and for every y ∈ U(T Mi) there is no morphism from
z to y.
If one thinks of an object of U(T M ) as a simplex, condition (b) amounts to saying that U(T Mi+1) is obtained
from U(T Mi) by adding one simplex x at the time which is not the face of any simplex of U(T Mi). Certainly
we have that
⋃
i U(T Mi) = U(T M ).
Let Ri : U(T Mi) ↪→ U(T M ) and Rij : U(T Mj ) ↪→ U(T Mi) denote the inclusion functors. Consider the pair
R∗i : MU(T
M ) //MU(TMi )oo : Ei,
where R∗i is the restriction functor (that is, R∗i (F ) := F |U(T Mi)), and Ei is nothing but the right Kan
extension along Ri, that is,
Ei(F )(x) := lim
y→x,y∈U(TMi )
F (y) = lim
U(TMi )↓x
Di. (6.2)
Here Di : U(T Mi) ↓ x −→M is the functor that assigns F (y) to every (y −→ x). Clearly Ei is a right adjoint
to R∗i . Similarly, we have a pair of adjoint functors
R∗ij : MU(T
Mi ) //MU(TMj )oo : Eij ,
where Eij(F )(x) is defined as the limit of a diagram Dij . Before we prove Proposition 6.3, we need five
lemmas.
Lemma 6.6. Let j ≤ i. Then
(i) For every F ∈MU(TMj ), Ei(Eij(F )) is naturally isomorphic to Ej(F ). That is, Ei(Eij(F )) ∼= Ej(F ).
(ii) Let F ∈ MU(TM ) be a fibrant diagram. Then the diagram Di above as well as Dij is fibrant for any
x ∈ U(T M ).
Proof. Part (i) follows immediately from the definitions. To see part (ii), let x ∈ U(T M ). Then, by
Definition 4.1, there exists a unique simplex σx ∈ T M such that x = Uσx . Associated with σx is the poset
U(σx) = {Uλ| λ ⊆ σx}. Clearly we have U(T Mi) ↓ x = U(T Mi) ∩ U(σx), so that Di is nothing but the
restriction of F to U(T Mi) ∩ U(σx), which is definitely fibrant since F is fibrant by assumption. Likewise,
one can show that Dij is fibrant.
Let Θ be the map that appears in Proposition 6.3, and let f, f ′ : T M• −→ Â• be simplicial maps that are
homotopic. Consider the categoriesM and CA as in Definition 3.2, and set F = Θ(f) and F ′ = Θ(f ′). Then
F, F ′ ∈ CU(TM )A ⊆ MU(T
M ). Because of the fact that the category CA is not closed under taking limits, we
will regard F, F ′ as functors intoM. Define Fi = F |U(T Mi) and F ′i = F ′|U(T Mi). As usual, we endow the
categoryMU(TM ) with the model structure described in Proposition 2.12.
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Lemma 6.7. For every i there exist F i ∈ MU(TMi ) and two weak equivalences Fi F iαi∼oo
α′i
∼ // F
′
i
satisfying the following two conditions: (a) F i is cofibrant. (b) The map (αi, α′i) : F i −→ Fi × F ′i is a
fibration.
Proof. Consider the map Θi : Hom
sSet
(T Mi• , Â•) −→ F(U(T Mi); CA) defined in the same way as Θ, and let
fi = f |T Mi• and f ′i = f ′|T Mi• . Then it is clear that fi is homotopic to f ′i , Θi(fi) = Fi and Θi(f ′i) = F ′i .
Applying Lemma 6.5, there is a zigzag
X0 X01
∼oo ∼ // X1
∼ // · · · ∼ // Xs−1 X(s−1)s∼oo ∼ // Xs, (6.3)
where X0 = Fi and Xs = F ′i . By definition, X0 and Xs are both fibrant and cofibrant. This allows us to
assume without loss of generality that each object of that zigzag between X0 and Xs is both fibrant and
cofibrant. (Otherwise, one can take the fibrant as well as the cofibrant replacement objectwise.) We can also
assume without loss of generality that each map is a fibration: it suffices to factor Xi(i+1) −→ Xi × Xi+1
as an acyclic cofibration follows by a fibration and use the fact that the projections Xi ×Xi+1 −→ Xi and
Xi×Xi+1 −→ Xi+1 are both fibrations. (This latter fact is true because Xi and Xi+1 are both fibrant.) To
define F i, we need to deal with two cases. Assume that s is even, that is, s = 2r. For every 1 ≤ i ≤ r, there
exists a map Xi −→ X(i−1)i making the following square commute.
∅ //

X(i−1)i
∼

Xi
;;
Xi.
Similarly, for each r ≤ i ≤ s − 1 there exists a weak equivalence Xi −→ Xi(i+1) making the obvi-
ous square commute. All this gives us a diagram X0 Xr
∼
βi
oo ∼
β′i
// Xs . Considering the factorization
Xr //
∼ // X
(αi,α
′
i)// // X0 ×Xs of the map (βi, β′i), one defines F i := X. Clearly F i, αi and α′i satisfy condi-
tions (a) and (b) of the lemma. The case where s = 2t+ 1 can be handled in the same way by working with
Xt(t+1) in place of Xr. This proves the lemma.
Lemma 6.8. Let j ≤ i, and let αi and α′i as in Lemma 6.7. Then there exists a map F j ←− R∗ijF i making
the following diagram commute.
R∗ijFi
id

R∗ijF i
∼
R∗ij(αi)
oo ∼
R∗ij(α
′
i)
//
∼

R∗ijF
′
i
id

Fj F j
∼
αj
oo ∼
α′j
// F ′j .
(6.4)
Proof. Since αj is a fibration by Lemma 6.7, and since Fj is cofibrant, by the lifting axiom, there exists a
map α−1j : Fj −→ F j making the obvious square commute. From the construction of the zigzag (6.3) (look
closer at the proof of Lemma 6.5), the following square commutes up to homotopy.
R∗ijFi
R∗ij(α
′
i)R
∗
ij(α
−1
i ) //
id

R∗ijF
′
i
id

Fj
α′jα
−1
j
// F ′j .
(6.5)
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Since α′j is a fibration, and since R∗ijF i is cofibrant (this is because F i is cofibrant by Lemma 6.7, and
cofibrations are objectwise), the lifting axiom guarantees the existence of a map R∗ijF i
φ−→ F j that makes
the righthand square of the following diagram commute.
R∗ijFi
id

R∗ijF i
∼
R∗ij(αi)
oo ∼
R∗ij(α
′
i)
//
∼φ

R∗ijF
′
i
id

Fj F j
∼
αj
oo ∼
α′j
// F ′j .
(6.6)
Combining that fact with the fact that the square (6.5) commutes up to homotopy, we deduce that the
lefthand square commutes up to homotopy. By Lemma 6.9 below, one can then replace φ by a map R∗ijF i
φ−→
F j that makes the whole diagram commute.
Lemma 6.9. Consider the following diagram in a model categoryM.
A0
g0

B
f0oo f1 //
g

A1
g1

D0 C
f ′0
oo
f ′1
// D1.
Assume that each square commutes up to homotopy. Also assume that B is cofibrant. If the map
(f ′0, f
′
1) : C −→ D0 ×D1 is a fibration, then there exists g ∼ g that makes the whole diagram commute.
Proof. Since each square commutes up to homotopy, there exists a homotopy H : B × I −→ D0 ×D1 from
(g0f0, g1f1) to (f ′0, f ′1) ◦ g, which fits into the following commutative diagram.
B
g //

i1 ∼

C
(f ′0,f
′
1)

B //
i0
// B × I
H
//
ψ
99
D0 ×D1.
The canonical inclusion i1 is an acyclic cofibration since B is cofibrant [1, Lemma 4.4]. The map (f ′0, f ′1)
is a fibration by assumption, and the map ψ is provided by the lifting axiom. Now define g = ψ ◦ i0. It is
straightforward to check that g does the work.
We still need an important lemma. From the definition of the right Kan extension (6.2), there is a canonical
map ηi : EiFi −→ Ei−1Fi−1 induced by the universal property of limit. These maps fit into the diagram
E : N −→ MU(TM ) defined by E(i) = EiFi and E(i → (i − 1)) = ηi. Here N is viewed as the poset
{1← 2← 3← · · · }.
Lemma 6.10. The canonical map κ : F −→ holim
N
E is a weak equivalence.
Proof. We begin by claiming that for every x ∈ U(T M ), there exists s ∈ N such that F (x) ∼= ErFr(x) for all
r ≥ s. To see this, let x ∈ U(T M ). Since ⋃i U(T Mi) = U(T M ), there exists s ∈ N such that x ∈ U(T Ms). Let
r ≥ s. Since the sequence {U(T Mi)}i is increasing, the indexed category U(T Mr ) ↓ x has a terminal object,
namely x id−→ x. This implies (by the definition (6.2) of Er) that the canonical map F (x) −→ ErFr(x) is an
isomorphism. Thanks to that isomorphism, we have F ∼= lim
i
EiFi. To end the proof, it suffices to show that
the diagram E : N −→MU(TM ) is fibrant. By Proposition 2.12, we have to show that the matching map of
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E at i is a fibration for any i. This is the case for i = 1 since E1F1 is fibrant (because of the fact that F is
fibrant). Let i ≥ 2. Then the matching map at i is nothing but the canonical map ηi : EiFi −→ Ei−1Fi−1.
Looking at the definition of a fibration (see Proposition 2.12) inMU(TM ), we need to show that the map px
from the following commutative diagram is a fibration for every x ∈ U(T M ) to conclude that ηi is a fibration.
EiFi(x)
px
''
(ηi)x
,,
θxi

PB
λx

βx
// Ei−1Fi−1(x)
θx(i−1)

lim
y→x,y 6=x
EiFi(y)
Mx(ηi)// lim
y→x,y 6=x
Ei−1Fi−1(y)
So let x ∈ U(T M ). Let z ∈ U(T M ) such that U(T Mi) = U(T Mi−1) ∪ {z}. We need to deal with two cases
depending on the fact that x = z or x 6= z.
• If x = z, then θx(i−1) is an isomorphism. Since the pullback of an isomorphism is an isomorphism, it
follows that λx is an isomorphism. Since θxi is exactly the matching map of EiFi at z = x, the map
θxi is a fibration. Thus px is a fibration.
• Assume that x 6= z. We have two cases. If there is no map from z to x, then by the definitions, we have
Ei−1Fi−1(y) = EiFi(y) for all y → x. This implies that Mx(ηi), βx, (ηi)x, and px are isomorphisms. If
there is a map z → x, one can see that θx(i−1) and θxi are both isomorphisms since x /∈ U(T Mi−1) and
x /∈ U(T Mi). This implies that λx and px are also isomorphisms.
We thus obtain the desired result.
Now we are ready to prove the main result of this section: Proposition 6.3.
Proof of Proposition 6.3. We need to show that Θ(f) = F and Θ(f ′) = F ′ are weakly equivalent in
F(U(T M ); CA). By Proposition 4.19, it is enough to show that φF ' φF ′ in FA(U(T M );M) (see Defi-
nition 4.13). Here φ : F(U(T M ); CA) −→ FA(U(T M );M) is the obvious functor defined by φ(G) = G. From
now on, we will regard F and F ′ as objects of FA(U(T M );M). As before, we let Fi (respectively F ′i ) denote
the restriction of F (respectively F ′) to U(T Mi). Taking the adjoint to (6.4), we get (6.7), which is of course
a commutative diagram.
Fi

F i
∼
αi
oo ∼
α′i
//

F ′i

EijFj EijF j
∼
Eij(αj)
oo ∼
Eij(α
′
j)
// EijF ′j .
(6.7)
From Lemma 6.6 -(ii), it is easy to see why the maps Eij(αj) and Eij(α′j) are both weak equivalences.
Applying now the functor Ei to (6.7), and using Lemma 6.6 -(i), we get
EiFi

EiF i
∼
βi
oo ∼
β′i
//

EiF
′
i

EjFj EjF j
∼
βj
oo ∼
β′j
// EjF ′j ,
(6.8)
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where βi := Ei(αi). This gives rise to two weak equivalences: E E
∼
β
oo ∼
β′
// E′ , where E : N −→MU(TM )
is the obvious functor defined by E(i) = EiF i. Recalling the map κ from Lemma 6.10, we have the zigzag
F
∼
κ
// holim
N
E holim
N
E∼
holim(β)
oo ∼
holim(β′)
// holim
N
E′ F ′,∼
κ′
oo (6.9)
which completes the proof 6.
We close this section with the following result.
Proposition 6.11. The map Λ from Definition 5.1 is a bijection. That is,
F(U(T M ); CA)/we ∼=
Λ // [T M• , Â•] .
In fact the inverse of Λ is the map Θ from Definition 6.2.
Proof. From the definitions, it is easy to see that ΘΛ(F ) ' F for every F ∈ F(U(T M ); CA). So Θ◦Λ = id. On
the other hand, let f : T M• −→ Â• be a simplicial map. By construction Θ(f) is fibrant since fσ : ∆˜n −→ CA
is fibrant for any n ≥ 0, σ ∈ T Mn . Therefore RΘ(f) = Θ(f), where R is the fibrant replacement funtor from
(4.3). This implies that ΛΘ(f) = f , and therefore Λ ◦Θ = id, which completes the proof.
7 Proof of the main result
Now we have all ingredients to prove Theorem 1.1, which is the main result of this paper. Roughly speaking it
classifies a class of functors called homogeneous that we now recall. We will first need a couple of intermediate
definitions.
Definition 7.1. A good functor is a contravariant functor F : O(M) −→M that satisfies the following two
conditions.
(i) F is an isotopy functor (see Definition 4.8).
(ii) For any sequence V0 → V1 → · · · of morphisms of O(M), the canonical map F (∪∞i=0Vi) −→ holim
i
F (Vi)
is a weak equivalence.
Definition 7.2. Let F : O(M) −→M be a contravariant functor.
(i) We say that F : O(M) −→M is polynomial of degree ≤ k if for every object U of O(M) and pairwise
disjoint closed subsets X0, · · · , Xk of U , the canonical map F (U) −→ holim
S 6=∅
F (U\ ∪i∈S Xi) is a weak
equivalence. Here S 6= ∅ runs over the set of subsets of {0, · · · , k}.
(ii) The kth polynomial approximation to F , denoted TkF , is the functor from O(M) to M defined as
TkF (U) := holim
V ∈Ok(U)
F (V ), where Ok(U) ⊆ O(M) is the full subcategory whose objects are subsets
diffeomorphic to the disjoint union of at most k open balls.
Definition 7.3. LetM be a model category that has a terminal object denoted 0, and let F : O(M) −→M
be a contravariant functor.
6One may ask the question to know whether the objects that appear in diagrams (6.7), (6.8), and (6.9) belong to
FA(U(TM );M). The answer is yes. This is straightforward by using Lemma 6.6 -(ii) and some classical properties of ho-
motopy limit.
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(i) We say that F is homogeneous of degree k if the following three conditions hold.
(a) F is a good (see Definition 7.1);
(b) F is polynomial of degree ≤ k (see Definition 7.2);
(c) The unique map Tk−1F (U) −→ 0 is a weak equivalence for every U ∈ O(M).
(ii) F is called linear if it is homogeneous of degree 1.
Definition 7.4. LetM be a model category that has a terminal object.
(i) Define Fk(O(M);M) to be the category of homogeneous functors of degree k (see Definition 7.3) from
O(M) toM.
(ii) For A ∈M, define FkA(O(M);M) ⊆ Fk(O(M);M) as the full subcategory whose objects are functors
F : O(M) −→ M such that F (U) ' A for every U diffeomorphic to the disjoint union of exactly k
open balls.
Before we prove Theorem 1.1, we need one more lemma.
Lemma 7.5. Let M be a simplicial model category that has a zero object, and let FkA(O(M);M) as in
Definition 7.4. Let T Fk(M) be a triangulation of Fk(M), and let FA(U(T Fk(M));M) be the category from
Definition 4.9. Then the categories FkA(O(M);M) and FA(U(T Fk(M));M) are weakly equivalent in the
sense of Definition 5.4.
Proof. By using the same approach as that we used to prove [9, Theorem 1.3], one has
FkA(O(M);M) 'we F1A(O(Fk(M));M). (7.1)
Recalling Definition 4.7, consider the good basis BU(T Fk(M)) for the topology of Fk(M). Using the same
approach as that we used to prove Lemma 6.5 from [9], one easily has
F1A(O(Fk(M));M) 'we FA(BU(T Fk(M));M), (7.2)
where FA(BU(T Fk(M));M) is the category from Definition 4.9. Now, by Proposition 4.12, we have
FA(BU(T Fk(M));M) 'we FA(U(T Fk(M));M). (7.3)
Combining (7.1), (7.2), and (7.3), we get the desired result.
Now we are ready to prove Theorem 1.1.
Proof of Theorem 1.1. For the first part, we refer the reader to the introduction. The second part is
proved as follows. Let T Fk(M) as above. From Lemma 7.5 and Remark 4.11, we deduce that the local-
izations of FkA(O(M);M) and FA(U(T Fk(M));M) are equivalent in the classical sense. Furthermore, by
Proposition 4.19, we have that the localization of the latter category is equivalent to the localization of
F(U(T Fk(M)); CA). This implies that weak equivalence classes of FkA(O(M);M) are in one-to-one corre-
spondence with weak equivalence classes of F(U(T Fk(M)); CA). That is,
FkA(O(M);M)/we ∼= F(U(T Fk(M)); CA)/we. (7.4)
Applying Proposition 6.11, we get
F(U(T Fk(M)); CA)/we ∼=
[
T Fk(M)• , Â•
]
. (7.5)
Define Â to be the geometric realization of Â•. That is, Â := |Â•|. Since |T Fk(M)• | ∼= Fk(M), it follows that[
T Fk(M)• , Â•
] ∼= [Fk(M), Â] . This proves the theorem.
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8 How our classification is related to that of Weiss
In this section we briefly recall the Weiss classification of homogeneous functors, and we state a conjecture
saying how our classification (Theorem 1.1) is related to that of Weiss.
Let p : Z −→ Fk(M) be a fibration. Define F : O(M) −→ M as F (U) = Γ(p;Fk(U)), the space of sections
of p over Fk(U). It turns out that F is polynomial of degree ≤ k. Define another functor G : O(M) −→M
as follows. Let Mk/Σk denote the orbit space of the action of the symmetric group Σk on the k-fold product
Mk. Let ∆kM be the complement of Fk(M) in Mk/Σk. (The space ∆kM is the so-called fat diagonal of
M .) Consider the poset N of neighborhoods of ∆kM , and define G(U) := hocolim
N∈N
Γ(p;Fk(U) ∩ N). One
should think of this as the space of sections near the fat diagonal. Certainly there is a map η : F −→ G.
It turns out that η is nothing but the canonical map TkF −→ Tk−1F since Tk−1F is equivalent to G by
[10, Propositions 7.5 and 7.6 ]. Selecting a point in G(M), we define Ep : O(M) −→ Top from O(M) to
spaces as Ep := hofiber(η). It follows from [10, Proposition 7.6] that Ep is homogeneous of degree k. Weiss’
classification says that every homogeneous functor of degree k comes from a fibration. Specifically, we have
the following result.
Theorem 8.1. [10, Theorem 8.5] Let E : O(M) −→ Top be homogeneous of degree k. Then there is an
equivalence E −→ Ep for a fibration p.
Now we state a conjecture about our classification and that of Weiss. Let
M =
{
Top if k = 1
Top∗ if k ≥ 2,
where Top∗ is the standard notation for pointed spaces. Recalling the simplicial set Â• from Definitions 3.7,
3.8, define a new simplicial set A• as An =
∐
g∈Ân g([n]). Degeneracy and coface maps are induced by the
simplicial structure of Â•. (Actually A• is a simplicial space.) Consider the canonical projection pi• : A• −→
Â•. On the other hand, let FkA(O(M);M) be the category from Definition 7.4. Let E ∈ FkA(O(M);M),
and let f• : T Fk(M)• −→ Â• be the image of E under the isomorphism
FkA(O(M);M)/we ∼=
[
T Fk(M)• , Â•
]
,
obtained as a combination of (7.4) and (7.5). The geometric realization of pi• and f• fit into
Z //
p

A
pi

Fk(M)
f
// Â,
(8.1)
where p is the pullback of pi along f . Note that f is our classifying map associated to E.
Conjecture 8.2. (i) For k = 1, the map p from (8.1) is a Weiss classifying fibration of E ∈
F1A(O(M);Top).
(ii) Theorem 8.1 remains true if one replaces Top by Top∗, and in that case, for every k ≥ 2, the map p
from (8.1) is a Weiss classifying fibration of E ∈ FkA(O(M);Top∗).
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