Saul Epstein has called our attention to the fact that in a previous article1 in these PROCEEDINGS, Eq. (22) is incorrect and that the summations in Eqs. (20), (21) and (27) were incorrectly written.
Saul Epstein has called our attention to the fact that in a previous article1 in these PROCEEDINGS, Eq. (22) (21) and (27) should be changed similarly. The statement following Eq. (21) should be replaced by the following: where K(2r,2s) is not subject to variation and therefore need not be known in order to obtain the wave function, -(r1s). Several alternative expressions can be given for K(2r 27), each of which requires knowledge of p("nm) for m > s or for n > r. If Zy f I e(1,k)(4,(rT2s-i) )/,(r-1,J-k)) j=8+1 1=1 k=0
where the asterisk indicates the term j = 2s, 1 = r, k = 2s, i = r is to be omitted from the sum. Thus, in order to evaluate K(2r, 2) , and consequently i(2r,2), we must know t(ntm) for n<r and m . 2s and for n = r and m < s. There is increasing interest in the application of perturbation methods to the solution of quantum-mechanical problems. In most cases of practical interest, the perturbation equations cannot be solved explicitly, so that variational principles are useful for obtaining both the energies and the wave functions in the various orders of perturbation.
In the present paper, variational principles are given for both the upper and lower bounds of the even-order energies. For the upper-bound principles, our contributions are minor. The principle for the second-order energy is well known,'-3 and Knight and Scherr4 derived similar principles for the even-order energies through the twelfth order. Sinanoglu5 obtained variational principles for the general (2n)th-order energies, which are useful for determining the wave functions, but do not reduce to the exact energy when the wave function is exact. The lower-bound principle given here is a generalization of the principle for the secondorder energy given by Prager and Hirschfelder.6 The application of this principle to problems of practical interest is doubtful due to the difficulty in solving the equation of constraint for any potentials involving the interelectronic distance.
We assume nondegenerate unperturbed states and real wave functions. The zeroth-order wave function is normalized to unity, (4(O), ,(°)) = 1. The normalization of each of the other-order wave functions is left arbitrary, except where explicitly discussed. Tilde or double tilde is used to indicate a trial or approximate function. Also, the subscripts indicating the state are omitted to make the notation less cluttered. The Upper Bound.-The Hylleraas principle provides an upper bound for the second-order perturbation energy.2 In this section the Hylleraas principle is generalized to provide upper bounds for all of the even-order energies for both single and double perturbation problems.
Single perturbations: In a single perturbation problem we seek an eigenfunction v and its corresponding eigenvalue E to the perturbed Hamiltonian H,
We know the eigenfunction /A(°) and eigenvalue e(°) for a corresponding state of the unperturbed Hamiltonian Ho,
The difference between the two Hamiltonians may be written as H-Ho = RXV.
In the Rayleigh-Schrodinger perturbation theory, * and E are assumed to be analytic functions of the perturbation parameter X. Thus,
n=O n=O
The nth-order perturbation equation is
In a similar way, we might expand an approximate eigenfunction 'I and an approximate eigenvalue E in the form 1 = jXn(n) and E = xn -:
n=O n=O Thus the functional J =(+1 (H -E)+)
can be expressed in the form
n =O
where the even-order J's may be written ;z:; 2n 2n-1
Since all of the operators involved are Hermitian and the wave functions are assumed to be real, the summation indices in this equation may be juggled to bring it to the form:
We use the notation J(2n) = j (2n) if all of the wave functions of order less than n are exact solutions to the perturbation equations, equation (5), i.e., -= ', for l < n.
With this restriction, thanks to equation (5), the first three terms in equation (10) vanish. After rearranging, we obtain (2n) + j(2n) = (x(fn) (Ho-E(o))t(n)) + 2(n(X),(V-
where n-1
The Ritz variational principle is 51 = 0 in which E, determined by the condition J = 0; is an upper bound for the lowest state of a given symmetry. Since this theorem must apply to each order of perturbation,7 it follows that e(2n) < Z(2n) = (k(n),(Ho -,(o))g(fm)) + 2(,p(n),(Vn -2 i, e(j)(i,1(n) 1/(n-j)) + K(2n). (13) j=2 Here Z(2n) = f (2n) with j(2n) = 0. Note that K(2fl) is independent of ,k(n) and therefore not subject to variation. The explicit proof that e(2n) < i(2n) is given in the Appendix. The normalization that is used affects the form of (2n): (1) If the normalization
is used, equation (13) is simplified somewhat. With this normalization )(k+(iij),J(2r-i-k,2s-i-l)) (19) i=O k=1 j=O 1=1
Let it be assumed that the perturbation wave functions of order less than (r,s) are known exactly. More specifically, wave functions of orders (l,k), (l,s), and (r,k) are known exactly where 1 < r and k < s. These exact lower-order wave functions satisfy the perturbation differential equations, 
k=0s=8-k+l i=Oj=r-i+1
Here the asterisk on the sum means the term i = 0, k = 0, j = 2r, 1 = 2s is omitted.
The Lower Bound.-The Thomson principle of electrostatics has been extended6 to give a lower bound to the second-order Rayleigh-Schr6dinger perturbation energy. In this section it is extended to give lower bounds for all of the evenorder energies both for single and for double perturbation problems.
THEOREM. The lower bound principle for the (2n)th-order single perturbation energy is If Gi(n) is written as the sum of an approximate field and an error, Gi()
it is readily proved that equation (23) provides a lower bound. The proof is analogous to that used by Prager and Hirschfelder8 for the second-order energy, and it will be omitted here.
Similarly the lower-bound principle for the (2r,2s)th-order double perturbation energy is given symmetry. In this case, all of the scalar products (5#,(n),lk(0)) with lower states vanish since 50(n) has the same symmetry as 0(0).
