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Abstract
Let E be an inﬁnite-dimensional locally convex space, let {n} be a weakly convergent
sequence of probability measures on E, and let {En} be a sequence of Dirichlet forms on E
such that En is deﬁned on L2(n). General sufﬁcient conditions for Mosco convergence of
the gradient Dirichlet forms are obtained. Applications to Gibbs states on a lattice and to the
Gaussian case are given. Weak convergence of the associated processes is discussed.
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1. Introduction
This paper continues the author’s research [19] on the Mosco convergence. We recall
that the Mosco convergence was introduced by Mosco in [26]. The main result of
[26] states that the Mosco convergence of quadratic forms is equivalent to strong
convergence of the corresponding semigroups. If the semigroups are associated with
stochastic processes, then form convergence implies weak convergence of the ﬁnite-
dimensional distributions of the corresponding processes.
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Another important step was made by Zhikov in [41] and Kuwae and Shioya in [20].
In these works, the case of a sequence of Hilbert spaces was studied. More precisely,
they introduced some natural convergence of a sequence of Hilbert spaces {Hn} to a
Hilbert space H. Kuwae and Shioya introduced the Mosco convergence of quadratic
forms En → E , where every En is deﬁned on Hn. We emphasize that this situation is
typical for applications, having in mind the basic example of a sequence of forms {En}
deﬁned by
En(f ) =
∫
E
|∇f |2 dn.
Here E is a ﬁnite- or inﬁnite-dimensional space, {n} is a weakly convergent sequence
of probability measures, and ∇ is some gradient operator on E (e.g. the standard
gradient on the ﬁnite-dimensional Euclidean space or the Malliavin gradient on Wiener
space, etc.) and every form En is deﬁned on L2(n).
In this paper we give applications of the Mosco convergence to some typical Dirich-
let forms appearing in analysis and mathematical physics. In contrast to [19] we
deal mainly with inﬁnite-dimensional spaces. Some partial results on convergence
of semigroups and processes in the inﬁnite-dimensional case have been obtained in
[12,21,22,36]. The Mosco convergence and convergence of stochastic processes in the
ﬁnite-dimensional spaces have been studied in [4,18,19,23,24,28,29,37,38,40]. We refer
the reader to [19] for a more detailed review.
It is well known that tightness of the ﬁnite-dimensional distributions of processes
can be proved in many cases by a probabilistic method, the so-called Lyons–Zheng
decomposition (see [16,35,39]). Therefore, we are able to prove convergence of forms
if we identify the limiting point. This problem can be solved by applying the Mosco
convergence techniques. We emphasize that the description of the limiting point can be
rather non-trivial (for example, the following situation is possible: n →  in L1loc(dx)
and En → E Mosco, where En(f ) =
∫
Rd
|∇f |2n dx, but E(f ) =
∫
Rd
|∇f |2 dx). In
fact, it was shown in [19] that in general the Mosco-limits of classical Dirichlet forms
on R1 are non-local and deﬁned on BV-functions. See also [8] for examples of Dirichlet
forms of diffusion type which converge Mosco to a Dirichlet form with a non-trivial
jumping part and [9] for the characterization of the Mosco limits of diffusion forms in
Rd , where d3.
The organization of the paper is as follows. In Section 2 we recall the main deﬁnitions
and results from [20]. We also prove some useful lemmas. In Section 3 we prove
the main result of the paper. We establish some sufﬁcient conditions for the Mosco
convergence of inﬁnite-dimensional Dirichlet forms, which are easy to check in concrete
applications. The Dirichlet forms considered in this paper are deﬁned on a vector space
E of a quite general type (cf. [5], where some fundamental properties of Dirichlet
forms were studied). However, the reader may assume that E is a separable Banach
space. According to [5], the closability of the partial Dirichlet forms is equivalent to
some integrability conditions of the corresponding conditional densities (the Hamza
condition). Our convergence result is established under an appropriate convergence
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requirement for the conditional densities. In order to demonstrate the power of the
Mosco convergence method we formulate the following theorem, which is a direct
consequence of the general results of the paper.
Theorem 1.1. Let m be a fully supported measure on E and let {gn} be a sequence
of m-a.e. positive functions such that gn dm are probability measures, gn dm → g dm
weakly and g > 0 m-a.e. Consider a sequence of forms {En}, where each En is the max-
imal extension of (En,FC∞0 ), En(f ) =
∫
E
|∇f |2gn dm for every f ∈ FC∞0 . Suppose
that one of the following conditions holds:
(1) E is Rd , m is Lebesgue measure on Rd , ∇ is the standard gradient, {ei} is an
orthonormal basis, mi is the (d − 1)-dimensional Lebesgue measure on the hyperplane
Ei := {x : (x, ei) = 0};
(2) E is a locally convex Polish space, m is a centered Gaussian measure, ∇ is the
Malliavin gradient, {ei} is an orthonormal basis in the Cameron–Martin space H such
that every eˆi ∈ E′, mi is the projection of m onto the space Ei := {x : eˆi (x) = 0}.
Suppose that {gn} is an m-equi-integrable sequence and for every i ∈ N and
mi-almost every x ∈ Ei the sequence of locally ﬁnite one-dimensional measures{ ds
gn(x + sei)
}
vaguely converges to the measure
ds
g(x + sei) . Suppose in addition that
FC∞0 is dense in D(E) with respect to the norm
f → (‖f ‖L2(g dm) + E(f ))
1
2 , E(f ) =
∫
E
|∇f |2g dm.
Then En → E Mosco.
Note that many ﬁnite-dimensional results were obtained under the requirement of
convergence (gn)−1 → g−1 in L1loc(dx) or vaguely in the sense of measures (see
[4,19,41]). Here we obtain convergence under much weaker assumptions. It is worth
noting that convergence of measures considered in Theorem 1.1 is equivalent to vague
convergence of the conditional measures.
Although all the measures in this theorem do admit densities with respect to some
ﬁxed measure, we emphasize that we are able to prove convergence also in cases
when this property does not hold. In particular, we prove in Section 5 the Mosco
convergence of the forms f →
∫
E
|∇Hnf |2Hnn, where {n} is a weakly convergent
sequence of Gaussian measures and ∇Hn is the corresponding Malliavin gradient.
Although we are mainly interested in the case when the corresponding reference
measures do not possess logarithmic derivatives, in Section 4 we give some applications
especially for this case. We prove Mosco convergence in the ﬁnite-dimensional case
under requirement that the logarithmic derivatives are bounded in the corresponding
L2-spaces.
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Finally, in Section 6 we turn to essentially non-Gaussian cases. Namely, we give
applications to a concrete model from statistical mechanics—Gibbs states on a lat-
tice. In particular, we obtain that the Dirichlet form E = ∑k∈Zd Ek associated with
a Gibbsian distribution  on the conﬁguration space  = RZd , where Zd is the inte-
ger d-dimensional lattice, can be obtained as a Mosco limit of the essentially ﬁnite-
dimensional forms E,n =
∑
k∈n E
k
n
, where n is an exhausting sequence of subsets
in Zd and {n} is a sequence of the corresponding ﬁnite-dimensional Gibbsian distri-
butions which converges to  weakly.
Throughout the paper we assume that the limit form (E,D(E)) satisﬁes the follow-
ing property: the space of smooth cylindrical functions FC∞0 is dense in (D(E), E1)
(see the precise deﬁnitions below and some sufﬁcient conditions for this to hold). This
property is known for the Dirichlet form E associated with a Gibbsian measure  on
the lattice (see [1]). It is also known that the stochastic process corresponding to E
exists (by [25]). In particular, we obtain an approximation of the process associated
with a Gibbsian measure, by (essentially) ﬁnite-dimensional processes.
2. General results on Mosco convergence
Following [20] we deﬁne convergence of Hilbert spaces, vectors, operators, and
forms. It should be noted that a close approach was developed earlier in [41] (cf.
Lemma 2.7).
Deﬁnition 2.1. We say that a sequence of Hilbert spaces {Hn} converges to a Hilbert
space H if there exists a dense subspace C ⊂ H and a sequence of operators
n : C → Hn
with the following property:
lim
n→∞ ‖nu‖Hn = ‖u‖H (1)
for every u ∈ C.
Deﬁnition 2.2 (Strong convergence). We say that a sequence of vectors {un} with un ∈
Hn strongly converges to a vector u ∈ H if there exists a sequence {u˜m} ⊂ C with the
following properties:
‖u˜m − u‖H → 0
lim
m
lim
n
‖nu˜m − un‖Hn = 0.
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Deﬁnition 2.3 (Weak convergence). We say that a sequence of vectors {un}, un ∈ Hn
weakly converges to u ∈ H if
(un, vn)Hn → (u, v)H
for every sequence {vn}, vn ∈ Hn strongly convergent to v ∈ H .
Deﬁnition 2.4. We say that a sequence of bounded operators {Bn}, Bn ∈ L(Hn)
strongly converges to an operator B ∈ L(H) if for every sequence {un}, un ∈ Hn,
that is strongly convergent to u ∈ H , the sequence {Bnun} strongly converges to Bu.
We deﬁne the space H := ⋃n Hn as the disjoint union of Hn and deﬁne convergence
in H according to Deﬁnition 2.1. Now we consider convergence of quadratic forms in
H. Recall that a quadratic form is a bilinear mapping E : D(E) × D(E) → R, where
D(E) ⊂ H is some subspace of H. We will only consider non-negative and symmetric
quadratic forms. Recall that a form E is closed if D(E) equipped with the inner product
E1(u) = (u, u)H + E(u) is complete. We identify a quadratic form E with the function
E(u) : u →
{ E(u, u), u ∈ D(E),
∞, u /∈ D(E).
It is well known that E is closed if and only if E : H → R is lower-semicontinuous
(see [26]).
Deﬁnition 2.5. We say that a sequence {En : Hn → R} of quadratic forms Mosco
converges to a quadratic form E on H if the following conditions are fulﬁlled:
(M1) If a sequence {un} with un ∈ Hn weakly converges to u ∈ H , then
E(u) limnEn(un).
(M2) For every u ∈ H there exists a strongly convergent sequence un → u with
un ∈ Hn such that
E(u) = lim
n
En(un).
With every closed form E we associate a non-negative self-adjoint operator −A with
D(√−A) = D(E) such that E(u, v) = (−Au, v), u, v ∈ D(E). We will denote the
associated semigroup etA, t0 by {Tt } and the resolvent (−A)−1,  > 0, by {G}.
The main result of [20] is the following generalization of the Mosco theorem.
Theorem 2.6. Let {En : Hn → R} be a sequence of closed forms and let E be a closed
form on H. The following statements are equivalent:
(1) {En} Mosco converges to E ,
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(2) {Gn,} strongly converges to G for every  > 0,
(3) {Tn,t } strongly converges to Tt for every t > 0.
The following lemma gives a simple criterion of strong convergence un → u.
Lemma 2.7. A sequence {un}, un ∈ Hn, converges to u ∈ H if and only if ‖un‖Hn →
‖u‖H and (un,n())Hn → (u,)H for every  ∈ C.
Proof. Note that n() →  strongly. Then the “only if” part follows from the results
of [20]. Let us prove the “if”-part.
Let m → u in H, m ∈ C. Then
lim
m
limn‖un − n(m)‖2Hn = limm (‖u‖
2
H − 2(u,m)H + ‖m‖2H )
= lim
m
‖u − m‖2H = 0.
The proof is complete. 
Lemma 2.8. Let a sequence of forms {En} satisfy the ﬁrst condition of the Mosco
convergence (M1). Suppose that there exists a set of vectors C˜ ⊂ C such that C˜ is
dense in the Hilbert space (D(E), E + ‖ · ‖2H ), n() ∈ D(En) and En(n()) → E()
for every  ∈ C˜. Then En → E Mosco.
Proof. Let us take u ∈ H . It is enough to construct a sequence {um} such that um ∈ Hm,
um → u in H and Em(um) → E(u). By [19, Proposition 7.2] the space H = ⋃∞n=1 Hn
is metrizable by some metric d. Let us choose a sequence {u˜n}, u˜n ∈ C˜, such that
u˜n → u in H and E(u˜n) → E(u). By the hypothesis of the lemma Em(m(u˜n)) →
E(u˜n) if m → ∞. Let {M(n)} be a sequence of natural numbers such that M(n+1) >
M(n), d(u˜n,m(u˜n)) 1n and |Em(m(u˜n)) − E(u˜n)|
1
n
for every m > M(n). Now
we construct the following sequence: um = m(u˜k(m)), where k(m) is chosen in such
a way that M(k(m)) < mM(k(m)+1) if m > M(2) and k(m) = 1 if mM(2). The
sequence {um} possesses the desired properties. The proof is complete. 
Recall the important notion of -convergence, introduced by De Giorgi (see [11] for
review of related results).
Deﬁnition 2.9. We say that a sequence {En : Hn → R} of quadratic forms -converges
to a quadratic form E if the following conditions are fulﬁlled:
(G1) If a sequence {un} with un ∈ Hn strongly converges to u ∈ H , then
E(u) limnEn(un).
(G2) For every u ∈ H there exists a strongly convergent sequence un → u with
un ∈ Hn such that
E(u) = lim
n
En(un).
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Obviously, -convergence is weaker than the Mosco convergence.
3. Main result on Mosco convergence
Before we consider the problem in the most general setting, let us brieﬂy discuss
the one-dimensional case. Under the condition 1n ∈ L1loc( dx) (a simpliﬁed version of
the Hamza condition) the Dirichlet form En, En(f ) =
∫
R
(f ′)2n dx is closable. It has
been shown in [19] that if the measures dx
n
converge vaguely to some (not necessarily
absolutely continuous!) measure , then En → E Mosco, where E is associated with 
(see [19] for details). We emphasize that even if n →  a.e.,  may differ from 1
and in that case E differs from f →
∫
R
(f ′)2 dx. In fact, the domain of deﬁnition of
the limit form consists in general on the so-called BV functions. Recall that a function
f is called BV if the weak derivative of f is a measure of bounded variation (see [13]).
Some results on the BV functions from the point of view of the Dirichlet forms theory
are obtained in [14,15].
Such examples can be easily generalized to higher dimensions. However, in this
paper we are particularly interested in the case when the Mosco limit coincides with
the natural “pointwise” limit. In the multi- and inﬁnite-dimensional situation, the Mosco
convergence of the gradient forms can be reduced in many cases to convergence of the
corresponding partial forms. According to [5], the closability of an inﬁnite-dimensional
partial form follows from the Hamza condition for the conditional densities of the
reference measure. In this section we generalize the one-dimensional result and obtain
some sufﬁcient conditions for the Mosco convergence in terms of convergence of the
corresponding conditional densities.
We consider a Hausdorff locally convex space E. To have a nice measure theory, E is
supposed to be a Souslin space. For the sake of simplicity the reader may assume that
E is a separable Banach space. Let B(E) denote the Borel -ﬁeld of E. The topological
dual space will be denoted by E′.
Let {n} be a sequence of Borel probability measures. Recall that a Borel measure 
is called k-quasi-invariant for some k ∈ E if the “shifted” measure ◦−1tk is absolutely
continuous with respect to  for every t ∈ R, where tk(z) = z − tk. Throughout the
paper we deal with tight sequences of measures. We warn the reader that the space
E in general may not be Prohorov, hence a weakly convergent sequence of measures
may not be tight.
We say that a sequence of locally ﬁnite measures {mn} on Rd converges vaguely to
a measure m if
∫
Rd
 dmn →
∫
Rd
 dm for every  ∈ C∞0 (Rd).
The following assumptions hold throughout the paper.
Assumption I. n →  weakly.
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Assumption II. There exists a dense set K ⊂ E such that  is k-quasi-invariant for
every k ∈ K.
Assumption II implies, in particular, that  has full support. We will apply the
deﬁnition from Section 2 to the sequence {Hn} = {L2(n)}. Set C := FC∞0 , where
FC∞0 := linear span{u : E → R : there exist l1, . . . , lm ∈ E′ and f ∈ C∞0 (Rm)
such that u(z) = f (l1(z), . . . , lm(z)), z ∈ E}
and let n be the identity operator. Note that since supp() = E, the operator n is
well deﬁned. Recall that the space ∪nHn is denoted by H.
Let us consider a weakly convergent sequence kn → k of vectors from E, i.e.,
l(kn) → l(k) for every l ∈ E′. We ﬁx some l ∈ E′ such that l(kn) = 0 if kn = 0. We
denote by 	kn the projection 	kn : E → 	kn(E) = E0, kn = 0
	kn(z) := z −
l(z)
l(kn)
kn, z ∈ E.
It is well known that every measure n has conditional measures ˆn(x, ·) on the real
line such that letting ˆn := 	kn(n) be the image of n under 	kn one has
∫
E
u(z)n(dz) =
∫
E0
∫
R
u(x + skn)ˆn(x, ds)ˆn(dx). (2)
We use a more general form of this classical result, namely we do not assume what
the conditional measures are normalized. This means that we consider a function n :
E0 × B(R) → R+ such that for every bounded, B(E)-measurable function u : E → R
one has
∫
E
u(z)n(dz) =
∫
E0
∫
R
u(x + skn)n(x, ds)n(dx), (3)
where n is a ﬁnite measure that is equivalent to 	kn(n).
Remark 3.1. We emphasize that unlike [5] the measures n(x, ds), n are not nec-
essarily probability measures! The reader will see that an appropriate choice of non-
normalized conditional measures is important. Hence representation (3) is not unique,
but as soon as n is ﬁxed, n(·, ds) is n-uniquely determined.
In addition, for every n, we choose its own disintegration. We denote sets of the
type
{skn + v, s ∈ A ⊂ R, v ∈ B ⊂ E0}
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by A×B. Suppose that we are given a Borel measure 
 on R and a Borel measure 
on E0. Then there is a unique Borel measure  deﬁned by (A × B) = 
(A) × (B).
Let  = 
×. Note that in these formulas we do not explicitly indicate that the product
is taken “along kn”, but it will be clear which direction kn is chosen. For instance,
“f (x + skn) ds(dx)” or “f (x + skn) ds · (dx)” means that we consider the measure
given by its density f with respect to the product of Lebesgue measure and  taken
“along kn”.
We deﬁne the following subspace F lC∞0 ⊂ FC∞0 by
F lC∞0 := linear span{u ∈ FC∞0 , u(z) = f (l(z), l1(z), . . . , lm(z)),
f ∈ C∞0 (Rm+1), z ∈ E}.
Note that if u ∈ F lC∞0 , then supp(u) ⊂ {z : |l(z)|N} for some N > 0.
We denote by ds the one-dimensional Lebesgue measure and by [a,b] ds the re-
striction of ds to the interval [a, b]. The following lemma is well known (see [6]).
Lemma 3.2. Let u ∈
⋂∞
n=1 L
1([−n,n] ds × d). Then the following conditions are
equivalent:
(1) For  almost all x ∈ E0 ux := s → u(x + ks) has an absolutely continuous
(ds)-version u˜x such that
(
du˜x
ds
)
∈
⋂∞
n=1 L
1([−n,n] ds × d).
(2) There exists a function v ∈
⋂∞
n=1 L
1([−n,n] ds × ) such that for every
 ∈ F lC∞0
∫
E0
∫
R
us ds d = −
∫
E0
∫
R
v ds d.
Now we consider the following sequence of partial forms:
D(Eknn) :=
{
u ∈ L2(n) : for n-a.e. x ∈ E0, s → u(x + skn) has an absolutely
continuous ( ds)-version u˜x and
u
kn
:=
(
du˜(x + skn)
ds
)
∈ L2(n)
}
Eknn(u, v) :=
∫
E
u
kn
v
kn
dn, u, v ∈ D(En).
If kn = 0, we set Eknn = 0.
Assumption III. Every n is kn-quasi-invariant and kn → k weakly.
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This assumption implies (see [2]) that the conditional measures n(x, ds) have den-
sities with respect to Lebesgue measure, i.e., n(x, ds) = n(x + skn) ds for n-a.e.
x. It can be easily shown that one can choose a n-measurable version of the kernel
n(x + skn) : E0 × R → R+.
Assumption IV. The following sequence of Borel measures
˜knn :=
ds
n(x + skn)
n(dx)
is uniformly bounded on all sets of the type
EN0 := {z : |l(z)|N},
i.e., the sequence
∫
E
u(z) d˜knn :=
∫
E0
∫
R
u(x + skn) ds
n(x + skn)
n(dx)
is bounded for every bounded Borel function u : E → R with support in EN0 .
In particular, for n-almost every x (hence, 	kn(n)-a.e.) the function
1
n(·, x)
is
locally integrable. This implies that the form Eknn is closed (see [5, Theorem 3.2]).
Obviously, Eknn is a closed extension of the form (Eknn ,FC∞0 ). This extension is usually
called “maximal”.
In what follows we consider a sequence of forms
En =
∞∑
i=1
Ekinn
with the domain of deﬁnition D(En) =
⋂n
i=1D(E
kin
n) (“maximal” extension). It is well
known that the sum of closed form is closed. If, in addition,
∑∞
i=1 l2(kin) < ∞ for
every l ∈ E′, then FC∞0 ⊂ D(En) (see [25]).
Let us introduce some notation. Consider a closed quadratic form E on L2(m) such
that FC∞0 ⊂ D(E). Denote by (E0,D(E0)) the minimal closed extension of (E,FC∞0 ).
It is assumed throughout the paper that for a (Mosco) convergent sequence of forms En,
the limiting form E has the property (E0,D(E0)) = (E,D(E)). This means that FC∞0 is
dense in the space D(E) with the norm E1/21 , where E1(f ) =
∫
X
f 2 dm + E(f ). This
assumption turns out to be very helpful for verifying condition (M2) of the Mosco
convergence.
392 A.V. Kolesnikov / Journal of Functional Analysis 230 (2006) 382–418
This property holds true for many forms considered below (see [1]), see also [12]
for a survey on Markov uniqueness, and [10,33,34]. In [41], some counter-examples
in ﬁnite dimensions can be found. Let us mention some sufﬁcient conditions in ﬁnite
dimensions for (E0,D(E0)) = (E,D(E)) to hold. Let E() =
∫
Rd
|∇(x)|2(x) dx for
every  ∈ C∞0 (Rd). Then (E0,D(E0)) = (E,D(E)) if  satisﬁes one of the following
conditions:
(I) The Muckenhoupt condition
sup
B
( 1
|B|
∫
B
 dx
)( 1
|B|
∫
B
dx

)
< ∞.
Here the supremum is taken over all balls B ∈ Rd and |B| means Lebesgue measure
of B.
(II) The function √ belongs to the Sobolev space W 2,1(Rd):
∫
Rd
 dx +
∫
Rd
|∇|2

dx < ∞.
The ﬁrst fact follows from the Muckenhoupt inequality for maximal functions (see
[27,41]). The second fact was proved in [34], see also [10] for a short proof.
We note that the sum of two non-closable partial forms may be closable. A highly
nontrivial example was constructed in [31].
In the following lemma we prove that FC∞0 is dense in (D(Ek), (Ek)1/21 ) for every
partial form Ek . This was veriﬁed in [33] for the case when the reference measure
admits the logarithmic derivative in the corresponding direction.
Lemma 3.3. Let (Ek,D(Ek)) be a partial form as deﬁned above and (Ek,0,D(Ek,0))
be the minimal closed extension of (Ek,FC∞0 ). Then
(Ek,0,D(Ek,0)) = (Ek,D(Ek)).
Proof. Let f ∈ D(Ek). One can approximate f by functions of the form (f ∧n)∨(−n).
Hence we may assume without loss of generality that |f | < K for some K > 0.
Approximating f by functions of the type f, where  ∈ F lC∞0 , we may assume
that supp(f ) ⊂ EN0 for some N > 0. Choose a -version f˜ of f such that f˜ (x, ·)
is absolutely continuous -almost everywhere. Let n →
f˜ (x + sk)
s
in L2(), where
n ∈ F lC∞0 and supp(n) ⊂ EN0 .
Let us consider the following sequence of functions:
Kn =
(∫ s
−N
n(x + tk) dt ∧ K
)
∨ (−K).
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Note that for every A ∈ R+ and s ∈ [−N,A] one has
∫ A
−A
∫
E0
∣∣∣∫ s
−N
n(x + tk) dt − f˜ (x + sk)
∣∣∣ ds · (dx)

∫ A
−A
∫
E0
[ ∫ A
−N
∣∣∣n(x + tk) dt − f˜ (x + tk)t
∣∣∣ dt] ds · ( dx)
= 2A
∫
E0
∫ A
−N
∣∣∣n(x + tk) dt − f˜ (x + tk)t
∣∣∣ dt · (dx)
2A
[∫
E
∣∣∣n − f˜ (x + tk)t
∣∣∣2(dz)] 12 [∫
E0
∫ A
−N
dt
(t, x)
( dx)
] 1
2 → 0.
This means that
∫ s
−N
n(t, x) dt → f in L1([−A,A](s) ds · (dx)), hence one can
extract a subsequence (denoted again by n) such that
∫ s
−N
n(t, x) dt → f -a.e.
Hence Kn → f -a.e. Since |Kn | are uniformly bounded by K, we have Kn → f in
L2().
Obviously,
kn
s
=
{
n, |
∫ s
−N n(x + tk) dt | < K,
0, | ∫ s−N n(x + tk) dt |K
almost everywhere with respect to .
Since {x:| ∫ s−N n(x+tk) dt |K} → 0 -a.e. and n →
f˜
s
in L2(), we obtain
Kn
s
→ f˜
s
in L2(). This yields that Kn → f in D1(Ek).
It remains to approximate every Kn by FC∞0 -functions. One can easily verify that
every function
∫ s
−N
n(x + tk) dt can be represented as
gn(li1n
(z), . . . , limn (z))
for some li1n , . . . , limn ∈ E′ and a smooth bounded function gn : Rm → R such that
Im(li1n (z), . . . , limn (z)) = Rm. Hence Kn = gKn (li1n (z), . . . , limn (z)), where
gKn =
(
gn ∧ K
)
∨ (−K).
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Since K is dense, the image of  under the ﬁnite-dimensional mapping
z → (li1n (z), . . . , limn (z))
has a density with respect to Lebesgue measure. Note that gKn is bounded along with
its ﬁrst derivatives. Hence there exists a sequence of functions Nn ∈ C∞0 (Rm) that
are uniformly bounded along with their ﬁrst derivatives such that Nn → gKn and
iNn → igKn , i ∈ {1, . . . , m} a.e. with respect to Lebesgue measure if N → ∞ (this
sequence can be constructed by the standard technique of smoothing convolutions).
Hence Nn (li1n (z), . . . , limn (z)) → gKn (li1n (z), . . . , limn (z)) in D1(Ek). 
The main theorem of this paper gives a sufﬁcient condition for the Mosco conver-
gence of the partial and gradient Dirichlet forms. This condition can be easily veriﬁed
for the concrete applications considered below.
Theorem 3.4. Suppose that there exist disintegrations n = n(x + skn) ds · n( dx)
such that
(1) n →  weakly,
(2) n →  weakly,
(3) there exists an increasing sequence of numbers {ni}, ni → ∞ such that {Eni0 ˜
kn
n }
is tight and, moreover,

E
ni
0
˜knn → Eni0 ˜
k
weakly for every ni as n → ∞.
Then Eknn → Ek Mosco.
Proof. Let {fn}, fn ∈ L2(n) be a sequence of functions such that
c := limnEn(fn) < ∞.
Choose a subsequence (denoted again by {fn}) such that c = limn En(fn). Since the
sequence of measures 
E
ni
0
˜knn is tight, one can ﬁnd for every ε > 0 a compact set
K ⊂ Eni0 such that ˜knn (Eni0 \ K) < ε for every n. Then by the Cauchy inequality
[∫
E
ni
0 \K
(
fn
kn
)
ds dn(x)
]2

∫
E
(
fn
kn
)2
dn
∫
E
ni
0 \K
d˜knn < cε.
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This implies that the sequence of measures 
E
ni
0
∣∣∣∣fnkn
∣∣∣∣ ds dn(x) is tight, hence by the
Prohorov theorem and by the standard diagonal procedure one can extract a subsequence
of measures (denoted again by 
E
ni
0
(
fn
kn
)
ds dn(x)) such that

E
ni
0
(
fn
kn
)
ds dn(x)
weakly converges to a ﬁnite measure 
E
ni
0
m for every ni .
Now let  ∈ F lC∞0 , supp() ⊂ Eni0 . Then
[∫
E
ni
0
 dm
]2 = lim
n
[∫
E
ni
0

(
fn
kn
)
ds dn(x)
]2
c lim
n
∫
E
ni
0
2 d˜knn
= c
∫
E
ni
0
2 d˜k. (4)
This implies that m is absolutely continuous with respect to ˜k , consequently, with
respect to ds d(x).
Now suppose that supn ‖fn‖2L2(n) < ∞. We can do the same with the sequence of
measures {fn ds dn(x)}. Finally, we obtain that there exist ds d-measurable functions
f and g on E such that

E
ni
0
fn ds dn(x) → Eni0 f ds d(x) (5)
and

E
ni
0
(
fn
kn
)
ds dn(x) → Eni0 g ds d(x)
weakly for every Eni0 . Let us take  ∈ F lC∞0 with support in Eni0 . Then
∫
E0
∫
R
g ds d(x) = lim
n
∫
E0
∫
R

(
fn
kn
)
ds dn(x)
= − lim
n
∫
E0
∫
R
sfn ds dn(x) = −
∫
E0
∫
R
sf ds d(x).
By Lemma 3.2 we obtain that for -almost all x the function s → f (s, x) = f (sk+ x)
has an absolutely continuous version f˜ (., x) such that fk := s f˜ (s, x) = g(s, x). From
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(4) we obtain
[∫
E

(
f
k
)
ds d(x)
]2
c
∫
E
2 d˜k.
Let {n} be a uniformly bounded sequence of F lC∞0 -functions such that
n →
f
k
(s, x)(s, x)MN
ds d-almost everywhere, where
MN =
{
z :
∣∣∣∣f (s, x)k
∣∣∣∣ (s, x) < N}.
By the Lebesgue dominated convergence theorem we obtain
∫
E∩MN
(
f
k
)2
dc = lim
∫
E
(
fn
kn
)2
dn.
Letting N to inﬁnity we have
∫
E
(
f
k
)2
d limn
∫
E
(
fn
kn
)2
dn.
In the same way we show that f ∈ L2(). Hence f ∈ D(Ek) and Ek(f ) limnEknn(fn).
Now let us prove (M1). Suppose in addition that fn → f˜ weakly for some
f˜ ∈ L2().
We have to show that f˜ = f -a.e. Indeed, set: n =
(x + skn)
n(x + skn)
, where
 ∈ F lC∞0 .
Let us show that n →
(x + skn)
(x + skn) =  strongly. Note that weak convergence of
vectors kn → k and weak convergence of measures n →  imply that
∫
E
 ds dn →
∫
E
 ds d
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for every  ∈ F lC∞0 . Take ˜ ∈ FC∞0 . Then∫
E
n˜ dn =
∫
E
(x + skn)
n(x + skn)
˜ dn =
∫
E
˜ ds dn →
∫
E
˜ ds d
=
∫
E
˜ d
and
∫
E
2n dn =
∫
E
2(x + skn)
2n(x + skn)
dn =
∫
E
2 d˜knn →
∫
E
2 d˜k =
∫
E
2 d.
By Lemma 2.7 we have n →  strongly. Hence
∫
E
fnn dn →
∫
E
f˜ d. Note that
(5) implies
∫
E
fnn dn =
∫
E0
∫
R
fn ds dn(x) →
∫
E0
∫
R
f ds d(x) =
∫
E
f d.
Hence f = f˜ -a.e.
(M2) follows easily from the fact that Eknn() → Ek() for  ∈ FC∞0 , Lemma 2.8
and Lemma 3.3. 
In the following corollary we consider a sequence of forms
En =
∞∑
i=1
Ekinn .
Recall that the domain of deﬁnition is deﬁned by D(En) =
⋂n
i=1D(E
kin
n).
Corollary 3.5. Let {n} and {kin}, i, n ∈ N satisfy conditions (1)–(3) of Theorem 3.4
for every i. Suppose that (E,0,D(E,0)) = (E,D(E)) and
sup
n
∞∑
i=1
l2(kin) < ∞ (6)
for every l ∈ E′. Then En → E Mosco.
Proof. Condition (M1) follows from the fact that (M1) is fulﬁlled for every sequence
of partial forms {Ekinn}. Let us verify (M2). Since FC∞0 is dense in (D(E), (E)
1
2
1 ),
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Lemma 2.8 implies that it sufﬁces to show that En(f ) → E(f ) for every f ∈ FC∞0 .
Take f = (l1(x), . . . , ld (x)),  ∈ C∞0 (Rd); then
En(f ) =
∞∑
i=1
∫
E
d∑
j1,j2=1
j1(l1, . . . , ld )j2(l1, . . . , ld )lj1(k
i
n)lj2(k
i
n) dn.
The claim follows from the Cauchy inequality, weak convergence n →  and (6). 
In the following theorem we consider a partial case of the general situation, namely,
we suppose that the measures are given by densities with respect to some ﬁxed measure.
Theorem 3.6. Let m be a ﬁnite fully supported measure on a Prohorov space E, k ∈ K,
K is dense in E, mk := 	k(m) and k(s, x) be the normalized conditional density:
m(ds dx) = k(s, x) ds · mk( dx).
Let {gn} be a sequence of probability densities such that {gn} is m-equi-integrable on
every set EN0 . Suppose in addition that gn dm → g dm weakly and for 	k(m)-almost
all x ∈ E0
ds
gn(s, x)k(s, x)
→ ds
g(s, x)k(s, x)
vaguely in the sense of one-dimensional measures. Then Ekgn dm → Ekg dm Mosco.
Proof. Let us apply Theorem 3.4. It follows from the proof that Theorem 3.4 works
under weaker assumptions. Namely, it is enough to show that for every ﬁxed N all the
measures {n} admit a decomposition depending on N
n = n,N (x + sk) ds · n,N (dx)
such that n,N → N weakly and EN0 ˜
k
n,N → EN0 ˜
k
N weakly, where ˜
k
n,N = dsn,N (x+sk) ·
n,N (dx). Let us ﬁx N > 0 and deﬁne for every x ∈ E0
Fn,N(x) = 1∫ N
−N
ds
gn(s,x)k(s,x)
.
Set:
n := gn dm, n,N = Fn,N(x) dmk, ˜kn,N =
F 2n,N (x)
gn(s, x)k(s, x)
dmk.
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It is enough to show that n,N → N weakly and
∫
X
 d˜kn,N →
∫
X
 d˜kN for every
 ∈ C with supp() ∈ EN0 . Let us show to this end that Fn,N → FN in L1(mk).
Indeed, by the hypothesis of the theorem Fn,N → FN mk-a.e. (this follows from vague
convergence and the fact that the limit measure has no atoms). It is enough to show
that {Fn,N } is an mk-equi-integrable sequence. Note that for every B ∈ E0 by the
Cauchy inequality
4N2 =
(∫ N
−N
dx
)2

∫ N
−N
ds
gnk
∫ N
−N
gnk ds,
hence
∫
B
Fn,N dmk 
1
4N2
∫
B
∫ N
−N
gn(s, x)k(s, x) ds dmk(x)
= 1
4N2
∫
B×[−N,N]
gn(s, x) dm.
Hence the equi-integrability of {Fn,N } follows from the equi-integrability of {gn}. Now
let us ﬁx  ∈ C, supp() ∈ EN0 . Set
n(s, x) = Fn,N(x)
∫ N
−N
(s, x)
gn(s, x)k(s, x)
ds.
By the deﬁnition of Fn,N the sequence {n(s, x)} is uniformly bounded by sup().
Moreover, it converges to FN(x)
∫ N
−N
(s, x)
g(s, x)k(s, x)
ds mk-a.e. Hence it follows from
the L1(mk)-convergence of {Fn,N } that
∫
E
 d˜k,n =
∫
E0
n(x)Fn,N (x) dmk(x) →
∫
E0
(x)FN(x) dmk(x) =
∫
E
 d˜k.
The proof is complete. 
The following corollary can be proved exactly in the same way as Corollary 3.5.
Corollary 3.7. Suppose that {n} = {gn dm} and {ki}, i ∈ N, satisfy the conditions of
Theorem 3.6 for every i. Suppose that (E,0,D(E,0)) = (E,D(E)) and
∞∑
i=1
l2(ki) < ∞ (7)
for every l ∈ E′. Then En → E Mosco.
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As a direct consequence of Theorem 3.4 we give the following simple example for
product measures. See Sections 5–6 for some examples of non-product cases.
Example 3.8. Let E = R∞ and n =
∏∞
k=1 kn. We suppose that every kn is a
probability measure on R1 with a density kn such that kn > 0 almost everywhere,
1
kn
∈ L1loc(ds), kn(s) ds → k(s) ds weakly and
ds
kn(s)
→ ds
k(s)
vaguely. For every n
consider the maximal extension En of the form (En,FC∞0 ), where
En(f ) =
∞∑
i=1
∫
E
( f
xi
)2
dn.
Suppose that FC∞0 is dense in (D(E), (E)1/21 ), where
E(f ) =
∞∑
i=1
∫
E
( f
xi
)2
d,  =
∞∏
k=1
k(xk) dxk.
Then En → E Mosco.
Remark 3.9. One can ask what happens if ˜knn has a limit which does not coincide
with ˜k . In this case the Mosco limit always differs from Ek = E if d = 1 (see [19]).
Following the proof of [19], the reader can easily verify that the same holds for the
partial forms in the multidimensional and inﬁnite-dimensional case. The situation with
the gradient forms is not so obvious, since the gradient forms may converge even when
the partial forms do not converge (see [31,19]).
4. Approach via logarithmic derivatives
In this section we discuss some sufﬁcient conditions for the Mosco convergence in the
case of measures with logarithmic derivatives. Assume that a sequence of probability
measures {n} on E is tight and converges weakly to a fully supported probability
measure .
We recall that a measure  admits a logarithmic derivative along h if there exists a
measurable function h ∈ L1() such that
∫
E
h d = −
∫
E
h d
for every  ∈ FC∞0 .
The techniques of Mosco convergence provides a simple proof (given in the propo-
sition below) of the well-known fact that L2-convergence of the logarithmic derivatives
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of measures implies strong convergence of the corresponding semigroups. We ﬁx some
h ∈ H such that every n has the logarithmic derivative nh ∈ L2(n) along h and
consider the sequence of partial forms {Ehn} deﬁned by
Ehn(f, g) =
∫
E
f
h
g
h
dn
for f, g ∈ FC∞0 . The assumption nh ∈ L2(n) implies the closability of these forms
(see [25]). As usual, the maximal closure of {Ehn ,FC∞0 } is considered. It was proved
in [35] that FC∞0 is dense in (D(Eh ), (Eh )1/21 ) for every partial form Eh if  admits
a logarithmic derivative along h.
Proposition 4.1. Let supn ‖nh ‖L2(n) < ∞. Then  possesses a logarithmic derivative
and {Ehn} -converges to Eh . If, in addition, ‖
n
h ‖L2(n) → ‖

h‖L2(), then Ehn → Eh
Mosco.
Proof. Condition (2) of the Mosco convergence can be veriﬁed as in Lemma 2.8. Let
us verify condition (1). Extract from {nh } an H-weakly convergent subsequence (in
the sense of convergent Hilbert spaces), denoted in the following again by {nh }, such
that nh →  ∈ L2(). Then by the properties of weak convergence in H
∫
E
 d = lim
n
∫
E

n
h dn = − limn
∫
E
h dn = −
∫
E
h d
for every smooth . Hence  has the logarithmic derivative h :=  ∈ L2() and,
moreover, 
n
h → h H-weakly. Now let fn → f strongly in H. The tightness of
measures {n} and the Cauchy inequality
(∫
E\K
∣∣∣fn
h
∣∣∣ dn)2n(E \ K)
∫
E
(fn
h
)2
dn
imply that the sequence of measures {n} =
{fn
h
n
}
is tight. Extract a weakly con-
vergent sequence (denoted in the following again by {n}) n → . In the same way as
in Theorem 3.4 one can show that  is absolutely continuous with respect to . Since
fn → f strongly and nh → h weakly, we get∫
E
 d = lim
n
∫
E

fn
h
dn = −
∫
E
hfn dn −
∫
E
fn
n
h dn →
−
∫
E
hf d−
∫
E
f h d.
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This yields that f admits a weak derivative along h and, moreover, d
d = fh . Hence
∫
E

f
h
d = lim
n
∫
E

fn
h
dn
(
lim
n
∫
E
(fn
h
)2
dn
)1/2(∫
E
2 d
)1/2
.
Choosing a sequence n → fh in L2() one can easily complete the proof.
It can be easily seen from the proof that the stronger assumption ‖nh ‖L2(n) →
‖h‖L2() implies that nh → h H-strongly and Enh → Eh in the Mosco sense. 
In the following result we obtain simple sufﬁcient conditions for Mosco convergence
in the ﬁnite-dimensional case. Note that unlike Proposition 4.1 we don’t assume the
strong L2-convergence of the logarithmic gradients. We recall that the Sobolev space
Wp,1(Rd) consists on functions possessing partial Sobolev derivatives and, in addition,
f ∈ Lp(Rd) and |∇f | ∈ Lp(Rd). We say that f ∈ Wp,1loc if f ∈ Wp,1(Rd) for every
 ∈ C∞0 (Rd).
Theorem 4.2. Let {n} = {n dx} be a sequence of probability measures on Rd such
that n dx →  dx weakly, 0 :=  and n > 0-a.e. for n0. Suppose that
‖√n‖W 2,1(Rd ) =
(∫
Rd
n dx
) 1
2 +
(∫
Rd
(∇n)2
n
dx
) 1
2
< C.
Then En → E := E0 Mosco, where En(f ) =
∫
Rd |∇f |2 dn.
Proof. Let us ﬁx a ball B ⊂ Rd . Since √n is bounded in W 2,1(Rd), by the com-
pactness embedding theorem √n has a subsequence √nm which converges in L2(B).
Since this can be done for every B, by the standard diagonal procedure one can choose
{√nm} in such a way that {√nm} converges in L2loc and almost everywhere. Hence
{nm} converges in L1loc and the limit coincides with . This implies that the initial
sequence {n} converges to  in L1loc.
By the deﬁnition of the logarithmic derivative

n
h =
hn
n
, ‖nh ‖2n =
∫
Rd
(hn)2
n
dx.
Note that all the forms are closed and according to [34] (see also [10]) the condition∫
Rd
(∇n)2
n
dx < ∞ implies that
(En,D(En)) =
(
(En)0,D((En)0)
)
.
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By Proposition 4.1 the partial forms Ehn -converges to Eh. Hence, condition (G1)
of -convergence holds also for sums of partial forms, i.e. for {En}. Then following
the arguments from Lemma 2.8 one can easily prove that {En} -converges to E . Now
let us show that in fact En → E Mosco. It remains to prove (M1). To this end we ﬁx a
H-weakly convergent sequence fn → f . We note that fnn is bounded in W 1,1(Rd).
Indeed,
sup
n
(∫
Rd
|fnn| dx
)2
 sup
n
(∫
Rd
f 2n n dx
)
< ∞
and
sup
n
(∫
Rd
|∇[fnn]| dx)2  2 sup
n
(∫
Rd
|∇fn|2n dx
+
∫
Rd
f 2n n dx
∫
Rd
(∇n)2
n
dx
)
< ∞.
By the compactness embedding of W 1,1(B) → L1(B) and the same arguments as
above we can assume that some subsequence fnmnm converges in L
1
loc. In addition,
by the weak H-convergence ∫Rd fnmnm dx → ∫Rd f  dx for every  ∈ C∞0 (Rd).
Hence fnn → f  in L1loc. Since n > 0 and  > 0 almost everywhere, one can
extract a subsequence (denoted again by {fn}) such that fn → f almost everywhere.
Fix some  ∈ C∞0 (Rd) such that 1 and  = 1 on B1. Denote K(x) := (x/K).
Now set: f N,Kn =
(
fnK ∧ N
) ∨ −N . Obviously, f N,Kn → f N,K H-strongly. Hence
by the -convergence
E(f N,K) limnEn(f N,Kn ).
In addition, by the contraction properties (see [25]) En(f N,Kn )En(fnK). Obviously,
E(f N,K) → E(fK) as N → ∞. Hence E(fK) limnEn(fnK). Since E(fK) →
E() as K → ∞ and |En(fnK) − En(fn)|A/K , where constant A depends only
on supn ‖fn‖L2(n), supn En(fn) and on the uniform bounds of ,∇, one can easily
obtain that
E(f ) limnEn(fn)
The proof is complete. 
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5. Gaussian case. Applications to measures absolutely continuous with respect to
a Gaussian measure
Now we give applications of Theorems 3.4, 3.6 to the case of weakly convergent
measures which are Gaussian or absolutely continuous with respect to a Gaussian
measure. First, we recall some facts about Radon Gaussian measures (see [7] for
details). Let  be a centered Radon Gaussian measure on E with a covariance operator
Q : E ′ → E. The space
H = H() = {h : (· + h) is absolutely continuous with respect to }
of all vectors of quasi-invariance of  is called the Cameron–Martin space. One can
associate with every h ∈ H a function hˆ that belongs to the closure of E′ in L2()
such that h = Qhˆ and l(h) =
∫
E
l(x)hˆ(x) d(x) for every l ∈ E′. The natural Hilbert
inner product on H is introduced by (h1, h2)H =
∫
E
hˆ1(x)hˆ2(x) d(x).
Theorem 5.1. Let {n} be a tight sequence of centered Gaussian measures with co-
variance operators Qn weakly converging to a fully supported Gaussian measure .
Suppose that hn ∈ Hn for every n and one of the following conditions holds:
(1) ‖hn‖Hn → ‖h‖H and for every l ∈ E′ l(hn) → l(h), l(h) = 0;
(2) for every l ∈ E′ l(hn) → 0.
Then Ehnn → Eh Mosco. We have Eh = 0 if condition (2) holds.
Proof. Suppose that ‖hn‖Hn → ‖h‖H and ‖h‖H = 0. Since Ehnn = 1c2 Echnn for c = 0,
we can assume without loss of generality that ‖hn‖Hn = 1, hence hˆn(hn) = 1. Fix some
l ∈ E′ such that l(h) = 0. Denote by 0n the projection of n on E0 = {x : l(x) = 0}.
Apply the following disintegration formula from [7]:
∫
E
u(z)n(dz) =
1√
2	
∫
E0
∫
R
u(x + shn)e− (s−hˆn(x))
2
2 ds0n(dx),
where z = x + shn and s = l(z)l(hn) , x ∈ E0.
Let us apply Theorem 3.4. Take
n = e− (hˆn(x))
2
2 0n(dx), n(x + shn) =
1√
2	
e−
s2−2shˆn(x)
2 .
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Then
1√
2	
˜n = exp
( s2 − 2shˆn(x) − (hˆn(x))2
2
)
ds0n(dx) = es
2
e−
(hˆn(x)+s)2
2 ds0n(dx).
Changing the variables s → −s we obtain by the disintegration formula the following
relation for every measurable set A ⊂ E and every function  ∈ FC∞0 :
∫
A
 d ˜n =
√
2	
∫
A
es
2
e−
(hˆn(x)+s)2
2 ds0n( dx) =
√
2	
∫
A(·−)
(z − 2shn)es2n(dz).
Here A(·−) := {z : z − 2shn ∈ A}. Obviously, {{s:|s|k}˜n} is tight for every k > 0.
Taking  ∈ F lC∞0 we obtain∫
E
 d ˜n =
√
2	
∫
E
(z − 2shn)es2n( dz) →
√
2	
∫
E
(z − 2sh)es2(dz)
=
∫
E
 d ˜. (8)
Indeed, let
 = 
(
l(z), l1(z), . . . , lk(z)
)
.
Convergence in (8) follows from the fact that weak convergence is preserved by contin-
uous mapping z → (l(z), l1(z), . . . , lk(z)) := (t0, t1, . . . , tk), and uniform convergence
of
(t0, . . . , tn) → 
(
−t0, t1 − 2l1(hn) t0
l(hn)
, . . . , tk − 2lk(hn) t0
l(hn)
)
e
(
t0
l(hn)
)2
to
(t0, . . . , tn) → 
(
−t0, t1 − 2l1(h) t0
l(h)
, . . . , tk − 2lk(h) t0
l(h)
)
e
(
t0
l(h)
)2
on Rk . Hence conditions (1) and (3) of Theorem 3.4 are fulﬁlled.
It remains to show that n → e− (hˆ(x))
2
2 0( dx) =  weakly. Let us compute ˆn.
Take a ∈ E′ and set l˜n = ll(hn) . One can easily show (for instance, by choosing an
appropriate basis in the Cameron–Martin space) that the measure
√
1 + ‖h‖2He−
(hˆ(z))2
2 d
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is Gaussian with the covariance operator l → Ql − 11+‖h‖2H l(h)h. Hence
∫
E0
ei〈a,x〉n( dx) =
∫
E0
ei〈a,x〉e−
(hˆn(x))
2
2 0n(dx)
=
∫
E
ei〈a,z−l˜n(z)h〉e−
(hˆn(z)−l˜n(z)h))2
2 n(dz)
=
∫
E
ei〈a,z−l˜n(z)h〉e−
(hˆn(z)−̂Qnl˜n(z))2
2 n(dz)
= 1√
1 + ‖hn − Qnl˜n‖2Hn
e−
1
2 〈Q˜na,a〉,
where Q˜na = Qna − 11+‖hn−Qnl˜n‖2Hn
〈
hn − Qnl˜n, a
〉
(hn − Qnl˜n).
Let n = 1 + ‖hn − Qnl˜n‖2Hn . Let us show that n → . Indeed,
n = 1 + ‖hn − Qnl˜n‖Hn
= 1 + ‖hn‖Hn − 2
〈
hn,Qnl˜n
〉
Hn
+
〈
Qnl˜n,Qnl˜n
〉
Hn
= 2 − 2l˜n(hn) + Qn(l˜n)l˜n = Qn(l˜n)l˜n → Ql˜(l˜) =  = 0.
Hence n(E) → (E). The tightness of {n} follows from the tightness of {0n}. Note
that every weak limiting point of n coincides with , since
〈
Q˜na, a
〉
→
〈
Q˜a, a
〉
for
every a. Hence, n →  weakly.
Suppose that
〈
l, hn
〉
→ 0 for every l ∈ E′. Then condition (M1) is obviously fulﬁlled.
Clearly, Ehnn () → 0 for every  ∈ F lC∞0 . Hence Lemma 2.8 implies (M2). The proof
is complete. 
Remark 5.2. It is possible to apply the proof of Theorem 5.1 to the case when the
reference measures have the form n = gn dn. For example, the reader can easily
verify that the Mosco convergence holds if every gn is continuous, gn → g uniformly
on X and gn > c > 0 for every n. However, we do not formulate more general results,
since the optimal conditions on {gn} for the Mosco convergence to hold are not clear.
We just emphasize that the case of measures without logarithmic derivatives can be
investigated using this technique. We remind that the case of n = gn d is considered
in Theorem 1.1.
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Corollary 5.3. Let {n} satisfy the assumptions of Theorem 5.1 and
En =
∞∑
i=1
Ehinn
be a sequence of Dirichlet forms such that every sequence hin of vectors satisﬁes condi-
tion (1) or (2) of Theorem 5.1. Suppose in addition that (E,0,D(E,0), ) = (E,D(E))
and
sup
n
∞∑
i=1
l2(hin) < ∞ (9)
for every l ∈ E′. Then En → E Mosco.
Proof. The claim follows from Theorem 5.1 and Corollary 3.5. 
Corollary 5.4. Let {n} be a tight weakly convergent sequence of centered Gaussian
measures such that the limit measure  has full support and let ∇Hn be the Malliavin
gradient for n. Then En → E Mosco, where En(f ) =
∫
E
|∇Hnf |2Hn dn.
Proof. Let us choose an orthogonal basis {hi} in L2(), consisting on functions from
FC∞0 . Then we construct an orthogonal basis {hni } in every L2(n) in the following
way. Let N(n) be the biggest number such that the vectors {h1, · · ·hN(n)} are linearly
independent in L2(m) for every mn (N can be equal to ∞).
We apply to {h1, . . . , hN(n)} the standard orthogonalization procedure in L2(n) and
obtain
l˜n1 = h1, l˜n2 = h2 − l˜n1
(l˜n1 , h2)L2(n)
(l˜n1 , l˜
n
1 )L2(n)
,
l˜n3 = h3 − l˜n1
(l˜n1 , h3)L2(n)
(l˜n1 , l˜
n
1 )L2(n)
− l˜n2
(l˜n2 , h3)L2(n)
(l˜n2 , l˜
n
2 )L2(n)
, · · ·
and take hni =
l˜ni
‖l˜ni ‖L2(n)
. Then we ﬁx some orthogonal basis in L2(n) such that the
ﬁrst N(n) vectors coincide with {hni }, i ∈ {1, . . . , N(n)} (we denote in the sequel this
complete system again by {hni }).
Weak convergence n →  implies that hin satisfy condition 1) of Theorem 5.1.
The coincidence (E0,D(E0)) = ((E,D(E)) of weak and strong Sobolev spaces is well
known (see [7,12]). Condition (9) is satisﬁed, since ∑∞i=1 l2(Qnhin) = ‖l‖L2(n). The
proof is complete. 
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Finally, we turn to the case when the reference measures are absolutely contin-
uous with respect to a ﬁxed Gaussian measure. We prove Theorem 1.1 from the
introduction.
Proof of Theorem 1.1. The Gaussian case follows directly from Corollary 3.7 and
properties of the Gaussian measures. Indeed, the vague convergence
ds
gn(x + sei) →
ds
g(x + sei) implies the vague convergence
ds
gn(x + sei)(x + sei) →
ds
g(x + sei)(x + sei) , where (s, x) := (x + sei) is the corresponding conditional
density. It follows from the fact that the conditional densities for Gaussian measures
are smooth and locally bounded away from zero. Corollary 3.7 is not directly applicable
to the ﬁnite-dimensional case, since Lebesgue measure is not ﬁnite, but the analysis of
the proof of Theorem 3.6 shows that the same arguments work also in this case if we
take (d − 1)-dimensional Lebesgue measure for mk and set: k(s, x) = 1. 
6. Applications to Gibbs states on a lattice
In this section we apply the results from Section 2 to the model described in [3].
Let Zd , d ∈ N be the integer lattice with the Euclidean distance |k−j |, k, j ∈ Zd ⊂
Rd .  = RZd be the conﬁguration space equipped with the product topology.
Deﬁne the scale of Hilbert spaces
Sp := Sp(Zd) :=
{
x ∈ 
∣∣∣|x|p := [∑
k∈Zd
(1 + |k|)2px2k
] 1
2
< ∞
}
, p ∈ Z1,
and the mutually dual nuclear spaces
S := S(Zd) =
⋂
p=1
Sp(Z
d), S′ := S′(Zd) =
⋃
p=1
S−p(Zd)
with the tangent space
H := 0 =
{
x ∈ 
∣∣∣|x|0 := [∑
k∈Zd
x2k
] 1
2
< ∞
}
and the orthonormal basis in H
ek = {k,j }j∈Zd ∈ 0.
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The duality between S and S′ can be expressed in the following way:
(, x) = (x,) :=
∑
k∈Zd
kxk,  ∈ S, x ∈ S′.
We consider a sequence of energy functionals
En(x)=
∑
{k,j∈Zd }
Wnk,j (xk, xj ) +
∑
{k∈Zd }
V nk (xk),
n ∈ N ∪ {0}, Wk,j := W 0k,j , Vk := V 0k (10)
and the associated Gibbs states (see [2,3] for details). Similarly to [3] we impose the
following assumptions:
(A1) The two particle-interactions Wnk,j are continuously differentiable, symmetric
and satisfy the polynomial growth condition, i.e.,
Wnk,j = Wnj,k,
|Wnk,j |(s1, s2)Jk,j (1 + |s1| + |s2|)N ,
|s1Wnk,j (s1, s2)|Jk,j (1 + |s1| + |s2|)N−1,
where k ∈ Zd , N2 and J = {Jk,j }k,j∈Zd , Jk,j = Jj,k0.(A2) For any p ∈ N
‖J‖p := sup
k∈Zd
‖{Jk,k+j }‖p∞.
(A3) The self-interaction are continuously differentiable, satisfy the polynomial
growth condition
|V nk (s)|C(1 + |s|)L,
∣∣∣∣ dds V nk (s)
∣∣∣∣ C(1 + |s|)L−1, s ∈ R
and the coercitivity estimate
d
ds
V nk (s)sA|s|N+ − B
with some constants A,B,C,  > 0, L1 uniformly for all k ∈ Zd , n ∈ N and x ∈ .
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There exist different approaches to Gibbs states. The Dobrushin–Lanford–Ruelle
(DLR) formalism gives a description through the so-called local speciﬁcations ,
 ⊂ Zd , || < ∞; these are stochastic kernels, deﬁned by the energy functional. The
Gibbs states can be deﬁned as the measures satisfying the DRL equilibrium equation
(see [17,30] for details). Another approach describes Gibbs states via Radon–Nikodym
derivatives with respect to local shifts of the conﬁguration space  and the corre-
sponding integration by parts formulas. The equivalence of these approaches was well
known for many concrete models and was shown in the general setting by Albeverio,
Kondratiev and Röckner in [2]. In this paper we consider the model from [3]. We call
a Borel probability measure n a Gibbs state for the energy functional En (see (10))
if the following conditions are fulﬁlled:
(1) “Temperedness condition”
n(S−p(Zd)) = 1, for some p >
d
2
,
(2) n is quasi-invariant with respect to all shifts x → x + tek , t ∈ R, k ∈ Zd , with
the Radon–Nikodym derivatives
dn(x + tek)
dn(x)
= ntek := exp
{
−
∑
j∈Zd
[
Wnk,j (xk + t, xj ) − Wnk,j (xk, xj )
]
−[V nk (xk + t) − V nk (xk)]}, x ∈ S′. (11)
The set of Gibbs states with energy En will be denoted by Mnt .
The logarithmic derivative of n ∈ Mnt along ek is deﬁned by
nk(x) := (antek )′t=0 = −
∑
j∈Zd
kWnk,j (xk, xj ) − kV nk (xk), x ∈ S′.
Assumptions (A1)–(A3) imply that every nk is continuous on the balls in S−p for
p > d2 . For every nice function f the following integration by parts formula holds:
∫

kf (x) dn(x) = −
∫

f (x)nk(x) dn(x).
Let us take p1 > d2 and p2 > p1+ d2 ,  := max{L,N} − 1. For every k0 ∈ Zd we
introduce a family of equivalent Hilbert norms deﬁned by
|x|−p2,k0 :=
[∑
k∈Zd
(1 + |k − k0|)−2p2x2k
] 1
2
, k0 ∈ Zd .
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The main result of [3] is the following a priori estimate: for every n
sup
n∈Mnt
sup
k0∈Zd
∫

e

|x|N−p2,k0 dn(x) < ∞, ∀
 > 0 (12)
(see the proof of Theorem 3.2 in [3]). In particular, this result implies that every
n ∈ Mnt is supported by
⋂
p>d2
S−p.
We consider the sequence of Dirichlet forms Ekn(f, g) =
∫

f
k
g
k
dn, where {n}
is a sequence of probability measures such that n ∈ Mnt . Let FC∞0 denote the set of
smooth cylinder functions of the type f (x) = fN(xk1 , . . . , xkN ), x ∈ RZ
d
, with some
N ∈ N, {k1, . . . , kN ⊂ Zd} and fN ∈ C∞0 (RN).
Now we prove the main result of this section.
Remark 6.1. We emphasize that we do not use the existence of logarithmic derivatives
in the proof but only a priory estimate (12) and the bounds on Wk,j , Vk .
Theorem 6.2. Let En be a sequence of energy functionals satisfying assumptions (A1)–
(A3), k ∈ Z and p > d2 . Suppose that a sequence of measures {n} ∈ Mnt , considered
as measures on the Hilbert space S−p, converges weakly to a measure  ∈ Mt on
S−p. Suppose in addition that
∑
j∈Zd
Wnk,j (xk, xj ) →
∑
j∈Zd
Wk,j (xk, xj )
uniformly for all x = (xi)i∈Zd on balls in S−p and that for some sequence of numbers
ni , ni < ni+1, ni → ∞
eV
n
k (s){s:|s|ni } ds → eVk(s){s:|s|ni } ds (13)
weakly on R. Then Ekn → Ek Mosco.
Proof. Let 	k(x) := z = x − xkek be the projection onto hyperspace Lk = (x, ek) = 0
and ˜kn = n ◦ 	−1k . Then the following disintegration formula holds (see [2] for the
proof):
∫

u(x) dn(x) =
∫
Lk
∫
R
u(z + xkek)˜n(z, xk) dxk d ˜kn(z),
412 A.V. Kolesnikov / Journal of Functional Analysis 230 (2006) 382–418
where
˜n(z, xk) =
(∫
R
ntek dt
)−1 = exp
{
−∑
j∈Zd W
n
k,j (xk, xj ) − V nk (xk)
}
∫
R exp
{
−∑
j∈Zd W
n
k,j (xk + t, xj ) − V nk (xk + t)
}
dt
.
(14)
We apply Theorem 3.4 and deﬁne the measure kn as the measure given by its Radon–
Nykodim density
[ ∫
R exp
{
−∑
j∈Zd W
n
k,j (xk + t, xj ) − V nk (xk + t)
}
dt
]−1
with respect
to ˜kn, i.e.,
kn =
1∫
R exp
{
−∑
j∈Zd W
n
k,j (xk + t, xj ) − V nk (xk + t)
}
dt
d ˜kn.
The conditional measures kn for n and kn are deﬁned by the formula
kn = exp
{
−
∑
j∈Zd
Wnk,j (xk, xj ) − V nk (xk)
}
,
n(dx) = kn(z, xk) dxk · kn(dz).
According to Theorem 3.4 we have to show that for every ni
kn = (kn)−1 dn → (k)−1 d = k (15)
and
{xk :|xk |ni }(
k
n)
−2 dn → {xk :|xk |ni }(k)−2 d (16)
weakly (considered as measures on S−p). Indeed, we show ﬁrst that
exp
(∑
j∈Zd
Wnk,j (xk, xj )
)
dn → exp
(∑
j∈Zd
Wk,j (xk, xj )
)
d
weakly. We obtain from (A1)–(A3) (see also [3]) that ∀p ∈ N
∣∣∣∣∣∣
∑
j∈Zd
Wnk,j (xk, xj )
∣∣∣∣∣∣ C1 + C2|x|N−p,
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where C1, C2 depend from N,p, J . Together with (12) this implies that for every
A ⊂  one has
[∫
A
exp
(∑
j∈Zd
Wnk,j (xk, xj )
)
dn
]2
kn(A)
∫
A
e
2(C1+C2|x|N−p2 ) dnC′kn(A).
Since {n} is tight in S−p, this yields that the sequence of measures
{
exp
(∑
j∈Zd
Wnk,j (xk, xj )
)
dn
}
is tight in S−p. Taking a subsequence we may assume that
{
exp
(∑
j∈Zd
Wnk,j (xk, xj )
)
dn
}
converges weakly to some measure . Let us take a function g that is continuous and
has bounded support in the topology of S−p. Then
exp
(∑
j
Wnk,j (xk, xj )
)
g(x) → exp
(∑
j
Wk,j (xk, xj )
)
g(x)
uniformly on S−p, hence
∫
S−p
exp
(∑
j
Wnk,j (xk, xj )
)
g(x) dn →
∫
S−p
exp
(∑
j
Wk,j (xk, xj )
)
g(x) d
and
∫
S−p g d =
∫
S−p exp
(∑
j Wk,j (xk, xj )
)
g d. This yields that
 = exp
(∑
j∈Zd
Wk,j (xk, xj )
)
d.
Note that
exp
(∑
j∈Zd
Wk,j (xk, xj )
)
d
is the product of the measures kn and e−V
n
k (xk) dxk . Hence kn → k weakly in S−p.
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In the same way as above we show that conditions (A1)–(A3) and (12) imply the
tightness of the sequence of measures in (16). Condition (13) implies that
mn := {xk :|xk |ni }eV
k
n (xk) × kn → {xk :|xk |ni }eV
k(xk) × k = m
weakly. Uniform convergence of
∑
j∈Zd W
n
k,j (xk, xj ) to
∑
j∈Zd Wk,j (xk, xj ) on the balls
in S−p implies that every limiting point of
{{xk :|xk |ni }(kn)−2 dn} =
{
exp
(∑
j∈Zd
Wnk,j (xk, xj )
)
dmn
}
coincides with
exp
(∑
j∈Zd
Wk,j (xk, xj )
)
dm = {xk :|xk |ni }(k)−2 d.
This means that (16) holds. The proof is complete. 
As above, we assume that the class FC∞0 is dense in (D(E), (E)1/21 ). Note that in
this section we understand FC∞0 in the sense of the product topology on , i.e., we
set FC∞0 = {(xk1 , . . . , xkn), ∈ C∞0 (Rn)}. However, one can easily verify that the
equality
(E,D(E)) = ((E)0,D((E)0)) holds in the sense of topology of any Sp if
and only if it holds in the sense of the product topology. The next corollary follows
immediately from Theorem 6.2 and Corollary 3.5.
Corollary 6.3. Suppose that a sequence of energy functionals and measures n satisﬁes
the hypotheses of Theorem 6.2. Consider the sequence of forms En =
∑
k∈Zd Ekn .
Suppose that (E,D(E)) = (E,0,D(E,0)). Then En → E Mosco.
Remark 6.4. Some sufﬁcient conditions for the equality
(E,D(E)) = (E,0,D(E,0))
are given in [1] and [12, Chapter 5e] .
Another important application of Theorem 6.2 is a construction of an approximating
sequence of ﬁnite-dimensional Dirichlet forms for the gradient form E. Following [3]
we take a sequence of ﬁnite-dimensional Gibbs distributions {n(dxn |y)}∞n=1 with
ﬁnite sets n ⊂ Zd , n ⊂ n+1 , ∪nn = Zd , and a ﬁxed boundary condition y ∈ S′
such that supj |y|j ∞:
(dx|y) := 1
Z
e−E(x×yc ) ×k∈ dxk,
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where
E(x × yc ) :=
∑
{k,j}⊂
Wk,j (xk, xj ) +
∑
k∈,j∈c
Wk,j (xk, yj ) +
∑
k∈
Vk(xk),
and
Z(y) :=
∫
R
exp{−E(x × yc )} ×k∈ dxk.
For simplicity we take y = 0. Then every En can be considered as a sequence of
energy functionals with two particle-interactions
Wnk,j (xk, xj ) :=
{
Wk,j (xk, xj ), k, j ∈ 
0, k ∈ c or j ∈ c. (17)
and self-interactions V nk (xk) = Vk(xk) +
∑
j∈c Wk,j (xk, 0).
One can easily verify that the sequence of energy functionals En satisfy Assumptions
(A1)–(A3) (possibly, with different constants A,B,C) uniformly in n.
It was shown in [3] that n →  weakly on S−p′ for some sufﬁciently large p′
(see Theorems 2.3 and 3.1) and some  ∈ Mt .
Corollary 6.5. Suppose that (E,D(E)) = (E,0,D(E,0)) (see Remark 6.4). Then the
sequence of forms {En}, where
En =
∑
k∈n
Ekn ,
converges Mosco to E.
Proof. We show ﬁrst that Ekn → Ek . Let us verify that the hypotheses of The-
orem 6.2 are fulﬁlled. Take k ∈ n. Then ∑j Wk,j (xk, xj ) − ∑j Wnk,j (xk, xj ) =∑
j∈c Wk,j (xk, xj ). Let us ﬁx some p ∈ N and a ball BR,p = {‖x‖−pR} ⊂ S−p.
Then assumptions (A1)–(A3) imply
∣∣∑
j
Wk,j (xk, xj ) −
∑
j
Wnk,j (xk, xj )
∣∣  ∑
j∈c
Jk,j (1 + |xk| + |xj |)N
 C(N,BR,p)
∑
j∈c
Jk,j (1 + |xj |N)
 C(N,BR,p)
[
C|PcJk,j |D + |PcJk,j |Np
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×
(∑
j∈c
|xj |2N
(1 + |j |)Np
) 1
2
]
 C(N,BR,p)
[
C|PcJk,j |D
+|PcJk,j |Np|Pcx|N−p
]
,
where Pc is the projection to R
c
, D > d2 and C =
(∑
j
1
(1 + |j |)2D
) 1
2
< ∞. This
estimate implies that
∑
j Wk,j (xk, xj ) →
∑
j W
n
k,j (xk, xj ) uniformly on balls in S−p
for every p ∈ N. A similar estimate shows that V n(xk) → V (xk) uniformly on every
set {x : |xk|R}. Hence, Theorem 6.2 implies that Ekn → Ek Mosco. The claim
readily follows by Corollary 3.5. 
7. Convergence of laws
Now we brieﬂy discuss convergence of the distributions of the associated processes.
Let us show that the Mosco convergence implies weak convergence of the ﬁnite-
dimensional distributions of the associated processes.
Indeed, let {En} be a Mosco convergent sequence of quasi-regular (see [25]) Dirichlet
forms on H = ⋃n L2(E; n), where every n be a probability measure, and let
(,F, (Xnt )t0, (P nx ))
be the associated stochastic processes. We suppose that  = C([0,∞) → E), i.e., the
trajectories of the processes (Xnt )t0 are continuous and these processes are conserva-
tive. Then the ﬁnite-dimensional distributions of the measure
Pnn
=
∫
E
Pnx n( dx)
converge vaguely to P =
∫
E
Px(dx).
Indeed, this follows from the formula∫
f0(X
n
0 )f1(X
n
t1)f2(X
n
t1+t2) · · · fm(Xnt1+···+tm) dPn
=
∫
f0T
n
t1 (f1T
n
t2 (f2 · · · T ntm(fm)) · · ·) dn,
applied to f0, f1, . . . , fm ∈ FC∞0 (E) strong convergence of T nt in H, and the estimate
sup
n
‖T nt ‖L∞(Hn) < ∞.
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Here we use the fact that un → u in H implies (un, v)Hn → (u, v)H in H for
v ∈ C = FC∞0 (E).
If, in addition, we know that the sequence {Pnn} is tight, then using the standard
subsequence argument we obtain that Pnn → P weakly. The tightness of {Pnn} can be
established in many cases with the help of the well-known probabilistic method—the
so called Lyons–Zheng decomposition (see [16,35,39]).
Remark 7.1. According to [32], under the assumption that (E,D(E)) = (E0,D(E)0),
all Dirichlet forms in this paper are quasi-regular if E is a separable Banach space.
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