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Curvature calculations for the level-set method
Karl Yngve Lervåg and Åsmund Ervik
Abstract The present work illustrates a difficulty with the level-set method to accur-
ately capture the curvature of interfaces in regions that are of equal distance to two
or more interfaces. Such regions are characterized by kinks in the level-set function
where the derivative is discontinuous. Thus the standard discretization scheme is not
suitable. Three discretization schemes are outlined that are shown to perform better
than the standard discretization on two selected test cases.
1 Introduction
This article addresses the calculation of interface curvature with the level-set method.
In the level-set method, the normal vector and the curvature of an interface can be
calculated directly from the level-set function. These calculations are usually done
with standard finite-difference methods, typically the second-order central differ-
ence scheme (CD-2) [10, 12, 4].
A problem with these calculations may arise when the level-set function is
defined to be a signed-distance function. The signed-distance function is in general
not smooth, as can be seen in Figure 1. Here the derivative of the level-set function
will be discontinuous at the regions that are of equal distance to more than one inter-
face. When two droplets as in Figure 1 are in near contact, such discontinuities, or
kinks, may lead to significant errors when calculating the interface geometries with
standard finite difference methods.
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(a) Droplets in near contact
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(b) A slice of the level-set function
Fig. 1 (a) Two droplets in near contact. The dotted line marks a region where the derivative of the
level-set function is not defined. (b) A one-dimensional slice of the level-set function ϕ(x). The
dots mark points where the derivative of ϕ(x) is not defined.
2 Governing equations
2.1 Navier-Stokes equations for two-phase flow
Consider a domain Ω = Ω+ ∪ Ω−, where Ω+ and Ω− denote regions occupied
by two respective phases, divided by an interface Γ = δΩ+∩δΩ−. The governing
equations for incompressible and immiscible two-phase flow in the domain Ω with
an interface force on the interface Γ are
∇ ·u= 0, (1)
ρ
(
∂u
∂ t
+u ·∇u
)
=−∇p+∇ · (µ∇u)+ρfb+
∫
Γ
σκnδ (x−xI(s))ds. (2)
Here u is the velocity vector, p is the pressure, fb is the specific body force, σ is
the coefficient of surface tension, κ is the curvature, n is the normal unit vector
which points into Ω+, δ is the Dirac delta function, xI(s) is a parametrization of
the interface, ρ is the density and µ is the viscosity.
It is assumed that the density and viscosity are constant in each phase, but may
be discontinuous across the interface. The jump conditions across the interface are
[[u]] = 0, (3)
[[p]] = 2[[µ]]n ·∇u ·n+σκ, (4)
[[µ∇u]] = [[µ]]
(
(n ·∇u ·n)nn+(n ·∇u · t)nt+(n ·∇u · t)tn+(t ·∇u · t)tt), (5)
where t is the tangent vector along the interface and [[·]] denotes the jump across an
interface, that is [[µ]]≡ µ+−µ−. Note that ∇u and (e.g.) nt are rank-2 tensors. See
[4, 3] for more details and a derivation of the interface conditions.
Curvature calculations for the level-set method 3
2.2 Level-set method
The interface is captured with the zero level set of the level-set function ϕ(x, t),
which is prescribed as a signed-distance function. It is updated by solving an advec-
tion equation for ϕ ,
∂ϕ
∂ t
+ uˆ ·∇ϕ = 0, (6)
where uˆ is the velocity at the interface, extended to the entire domain by solving
∂ uˆ
∂τ
+S(ϕ)n ·∇uˆ= 0, uˆτ=0 = u, (7)
to steady state, cf. [15]. Here τ is a pseudo-time and S(ϕ) = ϕ/(ϕ2+2∆x2)1/2 is a
smeared sign function which is equal to zero at the interface.
When (6) is solved numerically, the level-set function loses its signed-distance
property due to numerical dissipation. The level-set function is therefore reinitial-
ized regularly by solving
∂ϕ
∂τ
+S(ϕ0)(|∇ϕ|−1) = 0,
ϕ(x,0) = ϕ0(x),
(8)
to steady state as proposed in [13], where ϕ0 is the level-set function that needs to
be reinitialized.
Normal vectors and curvatures can be readily calculated from the level-set func-
tion as
n=
∇ϕ
|∇ϕ| and κ = ∇ ·
(
∇ϕ
|∇ϕ|
)
. (9)
3 Numerical methods
The Navier-Stokes equations (1) and (2) are solved using a projection method on a
staggered grid as described in [3, Chapter 5.1.1]. The spatial terms are discretized
with CD-2, except for the convective terms which are discretized by a fifth-order
WENO scheme. A third-order strong stability-preserving Runge-Kutta (SSP RK)
method is used for the momentum equation (2), and a second-order SSP-RK method
is used for the level-set equations (6) to (8) [2].
The interface conditions are treated in a sharp fashion with the Ghost-Fluid
Method (GFM), which incorporates the discontinuities into the discretization sten-
cils by altering the stencils close to the interfaces, cf. [1, 4, 6]. When using the GFM,
the curvature is linearly interpolated from the grid points to the interface before it is
used in the discretization stencils for the flow equations unless otherwise stated.
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4 Curvature discretizations
The normal vector and the curvature (9) are typically discretized with the CD-2 at
the grid points, cf. [4, 12, 14]. A problem with this is that CD-2 will not converge
across kinks, and it may therefore introduce potentially large errors. The errors in the
curvature will lead to erroneous pressure jumps at the interfaces, and the errors in the
normal vector affect both the discretized interface conditions and the extrapolated
velocity (7) which is used in the advection equation (6).
A direction difference scheme is presented in [7] which uses a combination of
one-sided and central difference schemes to ensure that the differences never cross
kinks. The same scheme is used in the present work to calculate the normal vector.
The idea is choose which difference scheme to use based on the values of a quality
function,
Q(x) = |1−|∇ϕ(x)|| . (10)
The quality function is itself calculated with central differences. It effectively detects
the regions where the level-set function differs from the signed-distance function.
Let Qi, j = Q(xi, j) and η > 0, then Qi, j > η can be used to detect kinks. The para-
meter η is tuned such that the quality function will detect all the kinks. The value
η = 0.1 is used in the present work.
In the following, three different improved discretization schemes for the curvature
are outlined. Note that the first two schemes use the quality function to detect when
the improved schemes should be used in favor of CD-2. Also note that the curvature
is only calculated at grid points in a narrow band along the interface. At the points
where it is not calculated, it is set to zero.
Macklin and Lowengrub’s method (MLM) was presented in [8, 9]. With this
method, the interface is parametrized with a second-order least-squares polynomial.
The curvature is then calculated directly from the parametrization at the desired
position on the interface.
To enable easy comparison with the other methods, the estimated curvature val-
ues are extrapolated from the interface to the adjacent grid points.
Lervåg’s method (LM) was presented in [5] and is based on MLM, specifically
[8]. The curve parametrization is used to create a local level-set function from which
the curvature is calculated on the grid points using CD-2.
The main difference from MLM is that the curvature is calculated at the grid
nodes and then interpolated to the interface afterwards. This is argued as a slight
simplification of MLM, although an important consequence is that it becomes more
important to have an accurate representation of the interface. Instead of using a
least-squares parametrization, LM uses monotone cubic Hermite splines.
Salac and Lu’s method (SLM) was presented in [11] and is a different approach
than MLM and LM. Consider the 2D case of two circles in near contact, see Fig-
ure (2). SLM reconstructs two independent level-set functions φ1 and φ2 for the two
circles. The reconstructed functions are then used to calculate the curvature. Since
the two reconstructed cones have no kinks, the curvature can be calculated with CD-
2. For points close to both circles, a weighted average of the curvature from φ1 and
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Fig. 2 Simple sketch of how SLM works. The two circles are represented by separate level-set
functions.
from φ2 is stored. For points close to only one circle, the appropriate curvature is
stored. The weighted average is κ = (κ1φ2+κ2φ1)/(φ1+φ2), where the subscripts
refer to values calculated on the reconstructed level-set functions. This weighting
will prefer κ1 when closest to circle 1, and vice versa.
5 Comparison of the discretization schemes
5.1 A static disc above a rectangle
Consider a disc of radius r positioned at a distance h above a rectangle, see Fig-
ure 3(a). In this case, only the level-set function and the geometrical quantities are
considered. None of the governing equations (1), (2) and (6) to (8) are solved.
The parameters used for this case are r = 0.25 m and h = ∆x. The domain is
1.5 m×1.5m, and the rectangle height is 0.75 m. The grid size is 101×101.
Figure 4 shows a comparison of the calculated curvatures. The figure shows that
CD-2 leads to large errors in the calculated curvatures in the areas that are close to
two interfaces. In particular note that the sign of the curvature becomes wrong. The
analytic curvature for this case is κ =−1/r=−4, and the curvature spikes seen for
the standard discretization is of the order of |κ| ∼ 1∆x ' 67.3. All of the improved
methods give much better estimates of the curvature, as expected.
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(b) Initial setup, second test case
Fig. 3 Initial setup for the circle and rectangle test, (a), and for the drop collision in shear flow test,
(b). In (a), the dotted line depicts the kink location, and there is no flow. In (b) the flow is indicated
by the velocity profile.
(a) CD-2 (b) MLM (c) LM (d) SLM
Fig. 4 A comparison of curvature calculations between standard discretization and the improved
method. The standard discretization leads to large errors in the curvatures in areas that are close to
two interfaces.
5.2 Drop collision in shear flow
Now consider two drops in a shear flow as depicted in Figure 3(b). Both drops have
radius r and are initially placed a distance d = 5r apart in the shear flow, where the
flow velocity changes linearly from us = −U < 0 at the bottom wall to un =U at
the top wall. The computational domain is 12r×8r, and the grid size is 241×161.
The density and viscosity differences of the two phases are zero.
The shear flow is defined by the Reynolds number and the Capillary number,
Re=
ρUr
µ
and Ca=
µU
σ
. (11)
The following results were obtained with r = 0.5 m, h = 0.84r = 0.42 m, Re = 10
and Ca= 0.025.
Figure 5 shows a comparison of the interface evolution and the curvature between
the different discretization schemes. The first column shows the results with the
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t = 2.30 s
t = 2.75 s
t = 3.10 s
(a) CD-2 (b) MLM (c) LM (d) SLM
κ [1/m]
Fig. 5 A comparison between the different discretization schemes of the interface evolution and
the curvature κ of drop collision in shear flow.
CD-2. The next three columns show the results with the three improved schemes re-
spetively. The kinks between the drops lead to curvature spikes with CD-2, whereas
the improved discretizations calculate the curvature along the kink in a much more
reliable manner. LM and SLM give very similar results. This is most likely due to
the fact that both these methods calculate the curvature at the grid points and then
interpolate, resulting in very similar algorithms as long as the curvature calculations
are accurate. MLM on the other hand removes the interpolation step and calculates
the curvature directly on the interface. Note that the difference is mainly that the
MLM results in slightly earlier coalescence in the given case.
The curvature spikes in obtained with CD-2 are seen to prevent coalescence. This
is due to the effect they have on the pressure field as displayed in Figure 6. Here it is
shown that the errors in the curvature with CD-2 lead to an erroneous pressure field
between the drops. The distortion of the pressure in the thin-film region leads to a
flow into the film region that suppresses coalescence. The corresponding result with
LM shows that when the pressure is not distorted, it leads to a flow directed out of
the thin-film region.
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(a) CD-2 (b) LM
Fig. 6 Comparison of the pressure field in the thin film between the droplets at t = 2.75 s. The
contour legends indicate the pressure in Pa.
6 Conclusions
Three discretization schemes have been implemented to accurately calculate the
curvature in regions close to kinks in the level-set function. It has been demonstrated
in two test cases that the standard second-order central difference scheme (CD-2)
leads to relatively severe errors across the kinks. Macklin and Lowengrub’s method
(MLM), Lervåg’s method (LM), and Salac and Lu’s method (SLM) all give better
results. In the second test case where two droplets are put in a shear flow, CD-2
gives a qualitatively different result than all the three improved schemes due to an
erroneous pressure field in the thin film region.
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