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a b s t r a c t
The parabolic analogue of the Kazhdan–Lusztig and R-polynomials
has been introduced by Deodhar [V. Deodhar, On some geomet-
ric aspects of Bruhat orderings. II. The parabolic analogue of Kazh-
dan–Lusztig polynomials, J. Algebra 111 (1987) 483–506]. Answer-
ing a question of Brenti, we give closed combinatorial product for-
mulae for the parabolic R-polynomials and for the parabolic Kazh-
dan–Lusztig polynomials of type q in the case where the index-
ing permutations are smaller than the top transposition in Bruhat
order. These formulae are valid in complete generality on the
parabolic subgroupWJ .
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
For a Coxeter group W , Kazhdan and Lusztig [8] introduced a family of polynomials, indexed
by pairs of elements in W , which have important Lie theoretic applications (with connections
to geometry, representation theory and combinatorics). In particular, their coefficients give the
dimensions of the intersection cohomology modules for Schubert varieties (see [9]). To prove the
existence of these polynomials, known as the Kazhdan–Lusztig polynomials, Kazhdan and Lusztig
defined another family of polynomials, the R-polynomials (see, e.g., [6]), whose knowledge is
equivalent to that of Kazhdan–Lusztig polynomials.
In order to find a method for the computation of the dimensions of the intersection cohomology
modules corresponding to Schubert varieties in G/P , where P is a parabolic subgroup of the
Kac–Moody group G, Deodhar [4] defined two parabolic analogues of the Kazhdan–Lusztig and R-
polynomials, which correspond to the roots x = q and x = −1 of the equation x2 = q + (q − 1)x.
These polynomials have applications in several contexts (see, for example, [7,10,15]). Despite this,
there are very few explicit formulae for them. Deodhar [5] and Tagawa [13] give combinatorial
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formulae for the parabolic Kazhdan–Lusztig polynomials of both types by introducing the parabolic
analogue of Brenti’s R-polynomials for multichains (see [1] for ordinary definitions). In [2], Brenti
investigates the case of the maximal parabolic Kazhdan–Lusztig and R-polynomials of the symmetric
group. Under an appropriate restriction on J (i.e. |J| = |S|−1), Brenti finds explicit formulae that hold
for all indexing pairs of permutations. In this paper, we proceed in the opposite way. We consider
parabolic Kazhdan–Lusztig and R-polynomials indexed by Boolean permutations (i.e., permutations
smaller than the top transposition in Bruhat order), under no restriction on J . In particular, we give
closed combinatorial product formulae for the R-polynomials of both types (Theorem 4.2), and for the
Kazhdan–Lusztig polynomials of type q (Theorem 5.2). The parabolic Kazhdan–Lusztig polynomials of
type −1 are actually ordinary ones in the way of Proposition 2.7. The results obtained in this paper
answer a question posed by Brenti and imply themain results of [11,12] for ordinary Kazhdan–Lusztig
and R-polynomials, which are obtained in the special case J = ∅.
Furthermore, Brenti [3] conjectures that the coefficients of the parabolic Kazhdan–Lusztig
polynomials of type q are in reverse order with respect to the inclusion of the underlying parabolic
subgroups: P J,qu,v(q) ≤ P I,qu,v(q) coefficientwise whenever I ⊆ J . In particular, for every J , the coefficients
of the parabolic Kazhdan–Lusztig polynomials are conjecturally smaller than the coefficients of the
ordinary ones (I = ∅). Our results support this conjecture.
The paper is organized as follows. In Section 2, we recall some basic definitions and results about
Coxeter groups and about (ordinary and parabolic) Kazhdan–Lusztig and R-polynomials. In Section 3,
we provide some notation and some preliminary results on Boolean elements. In Sections 4 and
5, we state the formulae for the parabolic R-polynomials and for the parabolic Kazhdan–Lusztig
polynomials, illustrating themwith examples. The two formulas are proved, respectively, in Sections 6
and 7. Our methods are combinatorial.
2. Basic notions
This section reviews the background material on Coxeter systems that is needed in the rest of
this work. We let P = {1, 2, 3, . . .}, N = P ∪ {0}, Z be the set of integers; for a, b ∈ N, we let
[a, b] = {a, a+ 1, a+ 2, . . . , b} (where [a, b] = ∅ if a 6≤ b) and [a] = [1, a].
We follow [6] for general Coxeter system notation and terminology. In particular, given a Coxeter
system (W , S) and u ∈ W , we denote by l(u) the length of u with respect to S, and we let DL(u) =
{s ∈ S : l(su) < l(u)}, DR(u) = {s ∈ S : l(us) < l(u)} and T (W ) = {usu−1 : s ∈ S, u ∈ W } (the set of
reflections ofW ). We denote by e the identity ofW and bym(s, s′) the order of the product ss′ (write
∞ if this is not finite). We will always assume that W is partially ordered by (strong) Bruhat order.
Recall (see [6] §5.9) that u ≤ v means that there exist t1, . . . , tr ∈ T (W ) such that tr · · · t1 u = v
and l(ti · · · t1u) > l(ti−1 · · · t1u) for i = 1, . . . , r . It is well known that u ≤ v if and only if for any
(equivalently every) reduced expression of v there exists a reduced expression of uwhich is a subword
of it.
Given a set G, we denote by |G| its cardinality, andwe let S(G) be the set of all bijectionspi : G→ G
and Sn = S([n]). It is well known that (Sn, S), where S = {(1, 2), (2, 3), . . . , (n− 1, n)}, is a
Coxeter system, that T (Sn) = {(i, j) : 1 ≤ i < j ≤ n} and that every transposition (i, j) admits
sisi+1 · · · sj−2sj−1sj−2 · · · si+1si as a reduced expression, where sk = (k, k + 1). We abuse notation by
referring to this Coxeter system simply by Sn.
For the reader’s convenience, we record the following easy and well known fact.
Proposition 2.1. Given a Coxeter system (W , S), let u ∈ W. If s ∈ DL(u), then there exists a reduced
expression s1 · · · sr of u such that s1 = s. Analogously, if s ∈ DR(u), then there exists a reduced expression
s1 · · · sr of u such that sr = s.
We now recall a result due to Tits [14]. Given s, s′ ∈ S such that m(s, s′) < ∞, let αs,s′ = ss′ss′ · · ·︸ ︷︷ ︸
m(s,s′)
,
with exactlym(s, s′) letters. Two expressions are said to be linked by a braid move (resp. a nil move)
if it is possible to obtain the first from the second by changing a factor αs,s′ to a factor αs′,s (resp. by
deleting a factor ss).
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Theorem 2.2 (Tits’ Word Theorem). Let u ∈ W. Then:
• any two reduced expressions of u are linked by a finite sequence of braid moves;
• any expression of u (not necessarily reduced) is linked to any reduced expression of u by a finite
sequence of braid and nil moves.
In introducing the (ordinary and parabolic) R-polynomials and Kazhdan–Lusztig polynomials,
among all the equivalent definitions, we choose the combinatorial ones, since they suit our purposes
best. We first define the ordinary ones through the following results (see [8] for proofs). As usual, we
set l(u, v) = l(v)− l(u).
Theorem 2.3. Let (W , S) be a Coxeter system. Then there is a unique family of polynomials
{Ru,v(q)}u,v∈W ⊆ Z[q] satisfying the following conditions:
1. Ru,v(q) = 0 if u 6≤ v;
2. Ru,u(q) = 1;
3. if s ∈ DL(v), then
Ru,v(q) =
{
Rsu,sv(q), if s ∈ DL(u),
qRsu,sv(q)+ (q− 1)Ru,sv(q), if s 6∈ DL(u).
Theorem 2.4. Let (W , S) be a Coxeter system. Then there is a unique family of polynomials
{Pu,v(q)}u,v∈W ⊆ Z[q] satisfying the following conditions:
1. Pu,v(q) = 0 if u 6≤ v;
2. Pu,u(q) = 1;
3. deg(Pu,v(q)) ≤ 12 (l(u, v)− 1), if u < v;
4. ql(u,v)Pu,v
(
1
q
)
=∑u≤z≤v Ru,z(q)Pz,v(q).
The polynomials {Ru,v(q)}u,v∈W and {Pu,v(q)}u,v∈W are, respectively, the well known (ordinary) R-
polynomials and Kazhdan–Lusztig polynomials. As the coefficient of q
1
2 (l(u,v)−1) in Pu,v(q) plays a very
important role, we denote it, as is customary, by µ(u, v).
Given a Coxeter system (W , S) and J ⊆ S, we letWJ be the parabolic subgroup generated by J and
W J be the set of minimal length representatives for the right cosets:
W J = {w ∈ W : DL(w) ⊆ S \ J}.
So multiplication gives a bijectionWJ ×W J → W . Note thatW∅ = W . IfWJ is finite then we denote
bywJ0 its longest element. Given u, v ∈ W J , we let
[u, v]J = {z ∈ W J : u ≤ z ≤ v},
and considerW J and [u, v]J as posets with the partial ordering induced byW .
The following two results are due to Deodhar, andwe refer the reader to [4, §§2–3] for their proofs.
Theorem 2.5. Let (W , S) be a Coxeter system, and J ⊆ S. Then, for each x ∈ {−1, q}, there is a unique
family of polynomials {RJ,xu,v(q)}u,v∈W J ⊆ Z[q] such that, for all u, v ∈ W J :
1. RJ,xu,v(q) = 0 if u 6≤ v;
2. RJ,xu,u(q) = 1;
3. if u < v and s ∈ DR(v), then
RJ,xu,v(q) =

RJ,xus,vs(q), if s ∈ DR(u),
(q− 1)RJ,xu,vs(q)+ qRJ,xus,vs(q), if s 6∈ DR(u) and us ∈ W J ,
(q− 1− x)RJ,xu,vs(q), if s 6∈ DR(u) and us 6∈ W J .
Theorem 2.6. Let (W , S) be a Coxeter system, and J ⊆ S. Then, for each x ∈ {−1, q}, there is a unique
family of polynomials {P J,xu,v(q)}u,v∈W J ⊆ Z[q], such that, for all u, v ∈ W J :
1. P J,xu,v(q) = 0 if u 6≤ v;
2. P J,xu,u(q) = 1;
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3. deg (P J,xu,v(q)) ≤ 12 (l(u, v)− 1), if u < v;
4. ql(u,v)P J,xu,v
(
1
q
)
=∑z∈[u,v]J RJ,xu,z(q)P J,xz,v(q).
The polynomials RJ,xu,v(q) and P
J,x
u,v(q) of Theorems 2.5 and 2.6 are called the parabolic R-polynomials
and parabolic Kazhdan–Lusztig polynomials of W J of type x. By definition, R∅,−1u,v (q) (= R∅,qu,v(q)) and
P∅,−1u,v (q) (= P∅,qu,v (q)) are the ordinary R-polynomials and Kazhdan–Lusztig polynomials ofW .
The parabolic Kazhdan–Lusztig and R-polynomials are related to their ordinary counterparts also
in the following way (see [4, Propositions 2.12 and Remark 3.8] for a proof).
Proposition 2.7. Let (W , S) be a Coxeter system, J ⊆ S, and u, v ∈ W J . Then we have
RJ,xu,v(q) =
∑
w∈WJ
(−x)l(w)Rwu,v(q),
for all x ∈ {−1, q}, and
P J,qu,v(q) =
∑
w∈WJ
(−1)l(w)Pwu,v(q).
Moreover, if WJ is finite then
P J,−1u,v (q) = PwJ0u,wJ0v(q).
Wenotice that, by the second identity of Proposition 2.7,µ(u, v) is also the coefficient of q
1
2 (l(u,v)−1)
in P J,qu,v(q).
The Kazhdan–Lusztig polynomials of type q have the following recursive formula (see [4,
Proposition 3.10]).
Theorem 2.8. Let (W , S) be a Coxeter system, J ⊆ S, and u, v ∈ W J , u ≤ v. Then for each s ∈ DR(v) we
have
P J,qu,v(q) = P˜ −
∑
w∈[u,vs]J :s∈DR(w)
µ(w, vs)q
1
2 l(w,v)P J,qu,w(q)
where
P˜ =

P J,qus,vs(q)+ qP J,qu,vs(q), if us < u,
qP J,qus,vs(q)+ P J,qu,vs(q), if u < us ∈ W J ,
0, if u < us 6∈ W J .
Remark. We notice that, if us 6∈ W J , then the polynomial P J,qu,v(q) is zero. This follows by induction
on l(v) from Theorem 2.8. Recall that, if u ≤ v, the ordinary Kazhdan–Lusztig polynomial Pu,v(q) is
always non-zero.
Corollary 2.9. Let (W , S) be a Coxeter system, J ⊆ S, and u, v ∈ W J , u ≤ v. Then, for each s ∈ DR(v),
we have
P J,qu,v(q) = P J,qus,v(q).
In particular, if s ∈ DR(v) \ DR(u), then µ(u, v) = 0.
We refer the reader to [6,4] formore details concerning general Coxeter group theory and parabolic
Kazhdan–Lusztig polynomials.
3. Preliminaries on Boolean elements
Let (W , S) be any Coxeter system and t be a reflection inW . As in [12], we say that t is a Boolean
reflection if it admits a Boolean expression, which is, by definition, a reduced expression of the form
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s1...sn−1snsn−1...s1 with sh ∈ S, for all h ∈ [n], and si 6= sj if i 6= j. We call any element x ∈ W a Boolean
element if x is smaller than a Boolean reflection.
The following lemma says what one gains in Tits’ Word Theorem in the case of Boolean elements
and it is proved in [12]. A short braid move is, by definition, a braid move of the shortest type (namely
αs,s′ = ss′); given s ∈ S and any expression v of an element v ∈ W , we denote by v(s) the number of
occurrences of the letter s in the word v.
Lemma 3.1. Given a Coxeter system (W , S), let u ∈ W be a Boolean element and let u be a reduced
expression of u which is a subword of the Boolean expression s1 · · · sn · · · s1. Then:
• any other reduced expression u of u which is a subword of s1 · · · sn · · · s1 is linked to u by a sequence
of short braid moves;
• any expression u of u (not necessarily reduced) which is a subword of s1 · · · sn · · · s1 is linked to u by a
sequence of short braid and nil moves;
• for any reduced expression u of u which is a subword of s1 · · · sn · · · s1 and for any i ∈ [n], we have
u(si) = u(si).
From now onwe specialize to the caseW = Sn+1. Recall that T (Sn+1) = {(i, j) : 1 ≤ i < j ≤ n+1},
and (i, j) admits sisi+1 · · · sj−2sj−1sj−2 · · · si+1si as a reduced expression. So every reflection in the
symmetric group is Boolean and an element v is Boolean if and only if it is smaller than the top
transposition (1, n + 1). Equivalently, an element v is Boolean if and only if it admits a reduced
expression which is a subword of s1 · · · sn−1snsn−1 · · · s1. Note that, in general, a Boolean element can
have several reduced expressions which are subwords of s1 · · · sn−1snsn−1 · · · s1.
The following theorem collects two explicit closed product formulae for ordinary R-polynomials
and Kazhdan–Lusztig polynomials appearing respectively in [11] and [12].
Theorem 3.2. Let u, v ∈ Sn+1 be Boolean permutations. Fix a reduced expression v of v which is a
subword of s1 · · · sn−1snsn−1 · · · s1 and a reduced expression u of u which is a subword of v. Then
1. Ru,v(q) = (q− 1)l(u,v)−2a(q2 − q+ 1)a,
2. Pu,v(q) = (1+ q)b,
where
a = |{i ∈ [n] : v(si) = 2, u(si) = 0, u(si+1) = 0}|
b = |{i ∈ [n] : v(si) = 2, v(si+1) = 2, u(si+1) = 0}|.
The following corollary of Theorem 3.2 is proved in [12] and will be needed later.
Corollary 3.3. Let u, v ∈ Sn+1 be Boolean permutations such that l(u, v) > 1. Then µ(u, v) ∈ {0, 1},
and µ(u, v) = 1 if and only if there exist 1 ≤ l1 < l2 < n such that
v(sk) = u(sk), if 1 ≤ k < l1,
v(sk) = 2 and u(sk) = 1, if k = l1,
v(sk) = 2 and u(sk) = 0, if l1 < k ≤ l2,
v(sk) = u(sk), if k > l2.
For all J ⊆ S, we introduce some notation on Boolean permutations of S Jn+1 that will be used in
what follows. For convenience, we identify J with the set {i ∈ [n] : si ∈ J}. Let w be a Boolean
permutation of Sn+1. The permutation w can have several reduced expressions which are subwords
of s1 · · · sn−1snsn−1 · · · s1. We consider all these expressions as obtained from s1 · · · sn−1snsn−1 · · · s1 by
deleting some letters. For example, consider the Boolean permutation w ∈ S4 whose cyclic notation
is (1, 2)(3, 4). Then w has the following two reduced expressions which are obtained from s1s2s3s2s1
in two different ways:
1. s3s1 = sˆ1sˆ2s3sˆ2s1
2. s1s3 = s1sˆ2s3sˆ2sˆ1
where sˆmeans that s has been deleted. We say that s1 is ‘‘on the right’’ in (1) and ‘‘on the left’’ in (2).
Given twoBoolean permutations u, v ∈ S Jn+1, u ≤ v, we construct two (2×n)-rectangular tableaux
with entries in the set {0, 1l, 1r , 2}. Suppose first that v 6≤ s1 · · · sn−1sn. After Lemma 3.1, we choose
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- the unique reduced expression v of v which is a subword of s1 · · · sn−1snsn−1 · · · s1 and satisfies the
condition that, for all k ∈ [n− 1] such that v(sk) = 1 and v(sk+1) = 0, the letter sk is on the right;
- the unique Boolean expression u of u which is a subword of v and satisfies the further condition
that, for all k ∈ [n− 1] such that u(sk) = 1, u(sk+1) = 0 and v(sk) = 2, the letter sk is on the right.
We call (u, v) the right Boolean expressions of (u, v). ThenφR(u, v) is the 2×n-rectangular tableau
. . .
u1 u2 u3 . . .u4 un
v1 v2 v3 v4 vn
where vi (resp. ui) is 2, 1l, 1r , or 0 according as to whether v (resp. u) has two letters si, one letter si
on the left, one letter si on the right or no letters si. Finally, we mark the i-th column with d if i ∈ J ,
with× if i 6∈ J .
Analogously, we define the left Boolean expressions of (u, v) and the (2× n)-rectangular tableau
φL(u, v).
For convenience, in both tableaux φR(u, v) and φL(u, v), we set vn = 1l if v(sn) = 1, un = 1l if
u(sn) = 1. For example, if v = s1s3s5s6s7s8s6s5s4 and u = s7s5s3 are permutations of S9, then the right
Boolean expressions (u, v) of (u, v) are
- v = s3s5s6s7s8s6s5s4s1;
- u = s3s7s5;
the left Boolean expressions (u, v) of (u, v) are
- v = s1s3s5s6s7s8s6s5s4;
- u = s3s5s7;
and, assuming J = {2, 4, 6}, we have
φR(u, v) = 0 0 1l 0 1r 0 1l 0
1r 0 1l 1r 2 2 1l 1l
× d dd× × × ×
φL(u, v) = 0 0 1l 0 1l 0 1l 0
1l 0 1l 1r 2 2 1l 1l
d d d× × × × ×
.
If v ≤ s1 · · · sn−1sn, we define the right and the left Boolean expressions to be equal, with all letters
on the left. Thus, in this case, φR(u, v) = φL(u, v) and all non-zero entries are equal to 1l.
Furthermore, we introduce the following notation. Suppose we have chosen one of the two
tableaux φR(u, v) or φL(u, v). We denote by
|
. . .
α β γ . . .δ
a b c d
|
the cardinality of the set:
{i ∈ [n] : (vi, vi+1, vi+2, vi+3, . . .) = (a, b, c, d, . . .), (ui, ui+1, ui+2, ui+3, . . .)
= (α, β, γ , δ, . . .)}.
We let a, b, c, d, . . . , α, β, γ , δ, . . . ∈ {0, 1l, 1r , 2, 06 , 26 , ∗} where by 06 (resp. 26 ) we mean that
the entry is 6= 0 (resp. 6= 2) andwhere ∗ stands for any entry. As above, if necessary, we use d or× to
further require that a column belong to J or not. In the previous example,
| 1l 0
1l ∗
×
| = 2
both in φR(u, v) and φL(u, v). In other words, we are counting the sub-tableaux of φR(u, v) and of
φL(u, v)matching 1l 0
1l ∗
×
.
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Table 1
vi−1 vi vi+1
0
1l 1l
2, 1l 2
1r 06
1l 1r 0
Now, let v be a Boolean permutation in Sn+1 and v be any of its reduced expressions which
are subwords of s1 · · · sn−1snsn−1 · · · s1. By Proposition 2.1 and Tits’ Word Theorem, we have that
si 6∈ DL(v) if and only if we are in one of the (mutually exclusive) possibilities in Table 1, where vi−1,
vi, vi+1 encode the types of occurrences of si−1, si, si+1 in v, and empty space stands for any entry. In
particular, if v is a Boolean permutation in S Jn+1, then this must be true for all i ∈ J .
4. Parabolic R-polynomials for Boolean elements
In this section, we give a closed formula for the parabolic R-polynomial RJ,xu,v(q) indexed by Boolean
elements u, v ∈ S Jn+1, u ≤ v, with no restriction on the subset J of S and for each x ∈ {−1, q}.
Let (u, v) be the right Boolean expressions of (u, v) and consider φR(u, v). First we need the
followingproposition (which canbe easily generalized to anyCoxeter element in any arbitrary Coxeter
group).
Proposition 4.1. Let u, v ≤ s1s2 · · · sn. Then
RJ,xu,v(q) = (q− 1)l(u,v)−E(u,v)(q− 1− x)E(u,v)
where
E(u, v) = 0 0
∗ 1l
d
|.
Proof. Weproceed by induction on n, the case n = 1 being clear. If v ≤ s1s2 · · · sn−1, thenwe conclude
by induction. So assume that sn is the rightmost letter of v (i.e. vn = 1l). Apply Theorem 2.5, part (3),
to sn. If un = 1l, then RJ,xu,v(q) = RJ,xusn,vsn(q), and we conclude by induction. If un = 0, then sn 6∈ DR(u).
By Table 1, usn 6∈ S Jn+1 if and only if n ∈ J and un−1 = 0. In this case RJ,xu,v(q) = (q − 1 − x)RJ,xu,vsn(q).
Otherwise, usn ∈ S Jn+1 and RJ,xu,v(q) = (q− 1)RJ,xu,vsn(q)+ qRJ,xusn,vsn(q). But usn 6≤ vsn since sn ≤ usn and
sn 6≤ vsn. So RJ,xu,v(q) = (q− 1)RJ,xu,vsn(q), and the assertion follows by induction. 
Form ≥ 1, we let
Am(u, v) = |{i ∈ J : [i+ 1, i+m− 1] ⊆ J,
(vi, vi+1, . . . , vi+m−1) = (2, 2, . . . , 2),
(ui−1, ui, . . . , ui+m) = (1l, 0, . . . , 0) and
either i+m 6∈ J or (vi+m, ui+m+1) = (1r , 06 )}| +
|{i 6∈ J : [i+ 1, i+m− 1] ⊆ J,
(vi, vi+1, . . . , vi+m−1) = (2, 2, . . . , 2),
(ui, ui+1, . . . , ui+m) = (0, 0, . . . , 0) and
either i+m 6∈ J or (vi+m, ui+m+1) = (1r , 06 )}|.
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Equivalently,
Am(u, v) = | 1l 0 0 · · · 0 0
∗ 2 2 · · · 2 ∗
d d d· · · ×
| + | 1l 0 0 · · · 0 0 6 0
∗ 2 2 · · · 2 1r ∗
d d d· · · d
|
+ | 0 0 0 · · · 0 0
2 2 2 · · · 2 ∗
d d d· · ·× ×
| + | 0 0 0 · · · 0 0 6 0
2 2 2 · · · 2 1r ∗
d d d· · ·× d
|
where the columns of type 0
2
d
are exactlym in the first two tableaux,m− 1 in the other two.
Furthermore, we let
l(θ(u, v)) = | 0
2
| + |1r
2
| + | 0
1l
|,
B(u, v) = | 1l 0 0
∗ 1r ∗
d
| + | 0 06
1r ∗
d
| + | 0
1r
×
| + | 0 06
2 ∗
| + | 1l ∗
2 ∗
×
| + | 1l 2
2 ∗
d
| + | 1l 1r 06
2 ∗ ∗
d
|,
C(u, v) = | 0 0
∗ 1l
d
| + |1r 0
∗ 1l
d
| + | 0 0
∗ 2
d
| + |1r 0
∗ 2
d
| + | 0 1r
∗ 2
d
| + |1r 1r
∗ 2
d
|
Mu,v(q) =
∞∏
m=1
[
(−x)m+1
q− 1 + (q− 1− x)
m
]Am
.
To simplify the notation, we omit writing the dependence on (u, v)when no confusion arises.
The following result provides a closed product formula for the parabolic R-polynomial RJ,xu,v(q). Its
proof is given in Section 6.
Theorem 4.2. Let J be any subset of S. We have
RJ,xu,v(q) = (q− 1)B+l(θ)−C (q− 1− x)l−l(θ)−
∑
mAm−B+CMu,v(q). (4.1)
Example. Let us compute the parabolic R-polynomial RJ,xu,v(q) of S12, where the Boolean permutations
v and u, and the subset J of S are as follows:
v = s1s2s3s4s5s6s8s9s11s10s9s8s7s6s4s3s2
u = s1s6s11s7
J = {2, 3, 4, 9, 10}.
By Table 1, the permutations u and v belong to S J12. As the given expressions are right Boolean, we
have
φR(u, v) = 1l 0 0 0 0 1l 1r 0 0 0 1l
1l 2 2 2 1l 2 1r 2 2 1r 1l
d d d d d× × × × × ×
and
φR(θ(u, v)) = 1l 0 0 0 0 1l 0 0 0 0 1l
1l 1l 1l 1l 1l 1l 0 1l 1l 0 1l
d d d d d× × × × × ×
.
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Now l(u, v) = 13, l(θ(u, v)) = 6 and
A2(u, v) = |{8}| = 1,
A3(u, v) = |{2}| = 1,
Am(u, v) = 0 form 6= 2, 3.
Hence
Mu,v(q) =
[
(−x)3
q− 1 + (q− 1− x)
2
] [
(−x)4
q− 1 + (q− 1− x)
3
]
.
Furthermore B(u, v) = 2, with contributions given by | 0 06
1r ∗
d
| = 1 and | 1l ∗
2 ∗
×
| = 1, and C(u, v) = 3,
with contributions given by | 0 0
∗ 2
d
| = 3.
By (4.1), we have
RJ,xu,v(q) = (q− 1)5(q− 1− x)3
[
(−x)3
q− 1 + (q− 1− x)
2
] [
(−x)4
q− 1 + (q− 1− x)
3
]
,
that is
RJ,xu,v(q) =
{
q3(q− 1)3(q3 − q2 + 1)(q4 − q3 + 1), if x = −1.
(q− 1)3(q3 − q+ 1)(q4 − q+ 1), if x = q.
Remark. The result in Theorem 4.2 for J = ∅ (ordinary R-polynomials) implies (1) of Theorem 3.2.
5. Parabolic Kazhdan–Lusztig polynomials for Boolean elements
In this section we give a closed combinatorial formula for the parabolic Kazhdan–Lusztig polyno-
mials of type q indexed by Boolean elements u, v ∈ S Jn+1, u ≤ v, with no restriction on the subset J of S.
Let (u, v) be the left Boolean expressions of (u, v) and considerφL(u, v). Firstweneed the following
proposition (which can be generalized to any Coxeter element in any arbitrary Coxeter group).
Proposition 5.1. Let u, v ≤ s1s2 · · · sn. Then
P J,qu,v(q) =
{
0, if E(u, v) > 0,
1, otherwise
where E(u, v) = | 0 0
∗ 1l
d
|.
Proof. Weproceed by induction on n, the case n = 1 being clear. If v ≤ s1s2 · · · sn−1, thenwe conclude
by induction. So assume that sn is the rightmost letter of v, that is vn = 1l. Apply Theorem 2.8 to sn.
As sn 6≤ vsn, {w ≤ vsn : wsn < w} = ∅, and hence the sum on the right hand side of the recursive
formula of Theorem 2.8 is always empty.
If un = 1l, then usn < u, u 6≤ vsn since sn ≤ u but sn 6≤ vsn, and hence P˜ = P J,qusn,vsn(q). So we can
conclude by induction. Suppose that un = 0. In this case u < usn 6≤ vsn since sn ≤ usn but sn 6≤ vsn.
If un−1 = 0 and n ∈ J , then, by Table 1, usn 6∈ W J and P˜ = 0 as desired. Otherwise usn ∈ W J and
P˜ = P J,qu,vsn(q). So the result follows by induction. 
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We let
a(u, v) = | ∗ 0
2 2
d
|,
b(u, v) = | ∗ 0
2 2
×
|,
c(u, v) = 1l 1l
2 ∗
d
| + | 0 0 0
∗ 1r ∗
d
| + | 0 0 0
∗ 2 ∗
d
| + | 0 0
6 2 2
d
| + | 0 0
∗ 1l
d
| + | 0 1r
∗ 2
d
| + |1r 1r
∗ 2
d
|,
and we omit to write the dependence on (u, v)when no confusion arises.
The following result gives a closed product formula to compute the parabolic Kazhdan–Lusztig
polynomial P J,qu,v(q). Its proof is given in Section 7.
Theorem 5.2. Let J be any subset of S. We have
P J,qu,v(q) =
{
0, if c > 0,
qa(1+ q)b, otherwise. (5.1)
Example. Let us compute the Kazhdan–Lusztig polynomial P J,xu,v(q) of S10, where the Boolean
permutations v and u, and the subset J of S are as follows:
v = s1s2s3s4s5s7s8s9s8s7s6s5s4s2s1
u = s1s4s9s6
J = {2, 8}.
By Table 1, the permutations u and v are in S J10. As the given expressions are left Boolean, we have
φL(u, v) = 1l 0 0 1l 0 1r 0 0 1l
2 2 1l 2 2 1r 2 2 1l
d× × × × d× × ×
.
Therefore a(u, v) = 2, b(u, v) = 1, and c(u, v) = 0, and by (5.1) we have
P J,qu,v(q) = q2(1+ q).
Remark. The result in Theorem 5.2 for J = ∅ (ordinary Kazhdan–Lusztig polynomials) implies (2) of
Theorem 3.2.
We explicitly state the following easy consequence of Theorem 5.2. This proves, in the case of
Boolean permutations, a conjecture of Brenti [3].
Corollary 5.3. Let I ⊆ J . Then
P J,qu,v(q) ≤ P I,qu,v(q)
in the coefficientwise comparison.
6. Proof of Theorem 4.2
In this proof we use Tits’ Word Theorem and Lemma 3.1 without explicit mention.
Recall that (u, v) are the right Boolean expressions of (u, v). We let θ(u, v) be the pair of elements
that we obtain from (u, v) by deleting all the letters on the right. In other words, we define a map
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θ : {(u, v) ∈ [e, (1, n+ 1)]× [e, (1, n+ 1)] : u ≤ v} → {(u, v) ∈ [e, s1 · · · sn]× [e, s1 · · · sn] : u ≤ v}
as follows. Given (u, v) in the range, we obtain φR(θ(u, v)) from φR(u, v) by changing all 2 to 1l and
all 1r to 0. Note that θ does not depend on J . For example, if we have
φR(x, y) = 0 0 0 0 0 0 1l 2 1r 1l
2 2 2 2 2 1r 1l 2 2 1l
d d× × ×× × × ×d
,
then
φR(θ(x, y)) = 0 0 0 0 0 0 1l 1l 0 1l
1l 1l 1l 1l 1l 0 1l 1l 1l 1l
d d× × ×× × × ×d
.
By Proposition 4.1, (4.1) is equivalent to
RJ,xu,v(q) = (q− 1)B(q− 1− x)l−l(θ)−
∑
mAm−BMu,v(q)RJ,xθ(u,v)(q), (6.1)
where the polynomial RJ,xθ(u,v)(q) can be computed using the formula in Proposition 4.1. In fact,
RJ,xθ(u,v)(q) is the product of a power of (q − 1 − x) and a power of (q − 1), and C(u, v) counts the
sub-tableaux of φR(u, v) that give rise to sub-tableaux of type 0 0
∗ 1l
d
in φR(θ(u, v)).
Let us prove (6.1) by induction on l(v). If v ≤ s1s2 · · · sn, we are done since θ(u, v) = (u, v),
B(u, v) = 0, and Am(u, v) = 0 for allm. So assume v 6≤ s1s2 · · · sn. Let si be the letter at the rightmost
place in v anduse the recursive property of Theorem2.5 applied to si. Case by case,we find the quotient
between RJ,xu,v(q) and R
J,x
u′,v′(q), where u
′ and v′ are the elements represented by u and vwith the letters
si at the rightmost place (if any) deleted. So v′ = vsi and u′ = u or usi. Let us collect the cases that are
analogous.
If both v and u have a letter si at the rightmost place, then R
J,x
u,v(q) = RJ,xu′,v′(q), and we conclude by
induction.
Using Table 1, we find that u ≤ usi ∈ W J and usi 6≤ vsi precisely in the cases given in the following
table:
vi−1
ui−1
vi
ui
vi+1
ui+1
vi+2
ui+2
i ∈ J i+ 1 ∈ J
1l
1r
0 0 yes
1r
0 6= 0 yes
1r
0 no
2
0 6= 0
2
1l
no
2
1l 2
yes
2
1l 1r 6= 0 yes
where empty space stands for any entry. In all these cases, we have RJ,xu,v(q) = (q − 1)RJ,xu′,v′(q),
B(u, v) = B(u′, v′)+ 1, and Am(u, v) = Am(u′, v′) for allm ≥ 1. So the result follows by induction.
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Similarly, u ≤ usi 6∈ W J precisely in the cases given in the following table:
vi−1
ui−1
vi
ui
vi+1
ui+1
vi+2
ui+2
i ∈ J i+ 1 ∈ J
0
1r
0 0 yes
0
2
0 0 yes
2
1l 1l
no yes
2
1l 1r 0
no yes
1l
2
1l 1l
yes yes
1l
2
1l 1r 0
yes yes
when RJ,xu,v(q) = (q − 1 − x)RJ,xu′,v′(q), B(u, v) = B(u′, v′), and Am(u, v) = Am(u′, v′) for all m ≥ 1. So,
also in this case, the result follows by induction.
By Table 1, we have that u ≤ usi ∈ W J and usi ≤ vsi exactly in the two following cases.
Case (i) For some m ≥ 1, (vi, vi+1, . . . , vi+m−1) = (2, 2, . . . , 2), (ui−1, ui, . . . , ui+m) =
(1l, 0, . . . , 0), [i, i+m− 1] ⊂ J , and either i+m 6∈ J , or i+m ∈ J and (vi+m, ui+m+1) 6= (2, 0).
Suppose first thatm = 1. By Theorem 2.5, we have
RJ,xu,v(q) = (q− 1)RJ,xu,vsi(q)+ qRJ,xusi,vsi(q).
Since l(vsi) = l(v)− 1, by our induction hypothesis we have
RJ,xu,vsi(q) =

(q− 1)RJ,xusi,vsi(q), if i+ 1 6∈ J ,
(q− 1)RJ,xusi,vsi(q), if i+ 1 ∈ J and vi+1 = 1r , ui+2 6= 0,
(q− 1− x)RJ,xusi,vsi(q), if i+ 1 ∈ J and vi+1 ∈ {2, 1l},
(q− 1− x)RJ,xusi,vsi(q), if i+ 1 ∈ J and (vi+1, ui+2) = (1r , 0),
and hence
RJ,xu,v(q) =

(
q2 − q+ 1
q− 1
)
RJ,xu,vsi(q), if i+ 1 6∈ J ,(
q2 − q+ 1
q− 1
)
RJ,xu,vsi(q), if i+ 1 ∈ J and vi+1 = 1r , ui+2 6= 0,
(q− 1− x)RJ,xu,vsi(q), if i+ 1 ∈ J and vi+1 ∈ {2, 1l},
(q− 1− x)RJ,xu,vsi(q), if i+ 1 ∈ J and (vi+1, ui+2) = (1r , 0),
(6.2)
since (q− 1)+ qq−1−x = (q− 1− x)whenever x ∈ {−1, q}.
Now, for all m ≥ 1, we investigate the relation between RJ,xu,v(q) and RJ,xu,vsi···si+m−1(q). A priori,
RJ,xu,v(q)/R
J,x
u,vsi···si+m−1(q) could be function of all the entries inφR(u, v) andwe abuse notation by setting
f (m) = R
J,x
u,v(q)
RJ,xu,vsi···si+m−1(q)
.
We claim that f (m) only depends onm, vi+m, ui+m+1 and on whether i+m is in J or not. We prove the
claim by induction onm. The claim is true form = 1 since, by (6.2), we have
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f (1) =

(
q2 − q+ 1
q− 1
)
, if i+ 1 6∈ J ,(
q2 − q+ 1
q− 1
)
, if i+ 1 ∈ J and vi+1 = 1r , ui+2 6= 0,
(q− 1− x), if i+ 1 ∈ J and vi+1 ∈ {2, 1l},
(q− 1− x), if i+ 1 ∈ J and (vi+1, ui+2) = (1r , 0).
(6.3)
If m > 1, RJ,xu,v(q) = (q − 1)RJ,xu,vsi(q) + qRJ,xusi,vsi(q) by Theorem 2.5, RJ,xu,vsi(q) = (q − 1 − x)m−1
RJ,xu,vsi···si+m−1(q) by our induction hypothesis on (6.1), and, by our induction hypothesis on the claim,
we have
RJ,xusi,vsi(q) = f (m− 1)RJ,xusi,vsi···si+m−1(q).
Again by the induction hypothesis on (6.1), we find RJ,xu,vsi···si+m−1(q) = (q− 1− x)RJ,xusi,vsi···si+m−1(q),
and hence f (m) satisfies the following recursive property:
f (m) = (q− 1)(q− 1− x)m−1 + q
q− 1− x f (m− 1) (6.4)
for any choice of vi+m, ui+m+1 and J . This proves the claim.
Now we can conclude that
f (m) =

(−x)m+1
q− 1 + (q− 1− x)
m, if i+m 6∈ J ,
(−x)m+1
q− 1 + (q− 1− x)
m, if i+m ∈ J and vi+m = 1r , ui+m+1 6= 0,
(q− 1− x)m, if i+m ∈ J and vi+m ∈ {2, 1l},
(q− 1− x)m, if i+m ∈ J and (vi+m, ui+m+1) = (1r , 0).
(6.5)
In fact, for x ∈ {−1, q}, this function verifies both the recursive property (6.4) and the initial conditions
(6.3). Hence the result follows by induction.
Case (ii) For some m ≥ 1, (vi, vi+1, . . . , vi+m−1) = (2, 2, . . . , 2), (ui, ui+1, . . . , ui+m) = (0, 0,
. . . , 0), i 6∈ J , [i+1, . . . , i+m−1] ⊂ J , and either i+m 6∈ J , or i+m ∈ J and (vi+m, ui+m+1) 6= (2, 0).
As in Case (i), we can show by induction that RJ,xu,v(q)/R
J,x
u,vsi···si+m−1(q) only depends on m, vi+m,
ui+m+1 and on whether i+m is in J or not. We abuse notation by setting
g(m) = R
J,x
u,v(q)
RJ,xu,vsi···si+m−1(q)
.
By Theorem 2.5 and the induction hypothesis on (6.1), we have
RJ,xu,v(q) = (q− 1)RJ,xu,vsi(q)+ qRJ,xusi,vsi(q)
= (q− 1)(q− 1− x)m−1RJ,xu,vsi···si+m−1(q)+ qf (m− 1)RJ,xusi,vsi···si+m−1(q)
where f (m) is as in (6.5). Now, by our induction hypothesis on (6.1),
RJ,xu,vsi···si+m−1(q) = (q− 1− x)RJ,xusi,vsi···si+m−1(q)
and hence we have
g(m) = (q− 1)(q− 1− x)m−1 + q
q− 1− x f (m− 1) (6.6)
for any choice of vi+m, ui+m+1 and J .
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We claim that g(m) = f (m) for all m. By (6.4) and (6.6), it suffices to prove that g(1) = f (1). So
assumem = 1. By Theorem 2.5, we have RJ,xu,v(q) = (q− 1)RJ,xu,vsi(q)+ qRJ,xusi,vsi(q), and by induction we
have
RJ,xu,vsi(q) =

(q− 1)RJ,xusi,vsi(q), if i+ 1 6∈ J ,
(q− 1)RJ,xusi,vsi(q), if i+ 1 ∈ J and vi+1 = 1r , ui+2 6= 0,
(q− 1− x)RJ,xusi,vsi(q), if i+ 1 ∈ J and vi+1 ∈ {2, 1l},
(q− 1− x)RJ,xusi,vsi(q), if i+ 1 ∈ J and (vi+1, ui+2) = (1r , 0),
obtaining the same values of Case (i). So g(1) = f (1) and g(m) = f (m) for allm ≥ 1.
This concludes the induction step and hence the proof. 
7. Proof of Theorem 5.2
In this proof we use Tits’ Word Theorem and Lemma 3.1 without explicit mention.
Recall that (u, v) are the left Boolean expressions of (u, v). We define a map γ : {(x, y) ∈
[e, (1, n + 1)] × [e, (1, n + 1)] : x ≤ y} → {(x, y) ∈ [e, s1 · · · sn] × [e, s1 · · · sn] : x ≤ y} as
follows. Given (x, y) in the range, we obtain φL(γ (x, y)) from φL(x, y) by the following steps:
1. change the leftmost sub-tableau of type 0 0
2 2
∗ d
to a sub-tableau of type 1l 0
1l 2
d∗
(where ∗ can be eitherd or×);
2. if there are still sub-tableaux of type 0 0
2 2
∗ d
, go to step (1); otherwise, change all 2 to 1l and all
1r to 0 .
For example, suppose that
φL(x, y) = 0 0 0 0 0 0 1l 2 1r 1l
2 2 2 2 2 1r 1l 2 2 1l
d d× × ×× × × ×d
.
After the following intermediate steps:
0 0 0 0 0 0 1l 2 1r 1l
2 2 2 2 2 1r 1l 2 2 1l
d d× × ×× × × ×d
↓
1l 0 0 0 0 0 1l 2 1r 1l
1l 2 2 2 2 1r 1l 2 2 1l
d d× × ×× × × ×d
↓
1l 1l 0 0 0 0 1l 2 1r 1l
1l 1l 2 2 2 1r 1l 2 2 1l
d d× × ×× × × ×d
↓
1l 1l 0 1l 0 0 1l 2 1r 1l
1l 1l 2 1l 2 1r 1l 2 2 1l
d d× × ×× × × ×d
↓
1l 1l 0 1l 0 0 1l 1l 0 1l
1l 1l 1l 1l 1l 0 1l 1l 1l 1l
d d× × ×× × × ×d
,
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we obtain
φL(γ (x, y)) = 1l 1l 0 1l 0 0 1l 1l 0 1l
1l 1l 1l 1l 1l 0 1l 1l 1l 1l
d d d× × × × × ××
and so γ (x, y) = (s1s2s4s7s8s10, s1s2s3s4s5s7s8s9s10).
We get the assertion if we prove the following identity:
P J,qu,v(q) =
0, if | 1l 1l
2 ∗
d
| + | 0 0 0
∗ 1r ∗
d
| + | 0 0 0
∗ 2 ∗
d
| > 0
qa(1+ q)bP J,qγ (u,v)(q), otherwise,
(7.1)
where the polynomial P J,qγ (u,v)(q) can be computed as in Proposition 5.1. In fact (5.1) is equivalent to
(7.1) since c(u, v) is the number of the sub-tableaux nullifying P J,xu,v(q) in (7.1) or nullifying P
J,x
γ (u,v)(q)
by Proposition 5.1.
Let us prove (7.1) by induction on l(v). If v ≤ s1s2 · · · sn, we are done since γ (u, v) = (u, v),
a(u, v) = 0, and b(u, v) = 0. So assume v 6≤ s1s2 · · · sn. Let si be the letter at the rightmost place in v.
The recursive property of Theorem 2.8 applied to si gives
P J,qu,v(q) = P˜ −
∑
w∈[u,vsi]J :si∈DR(w)
µ(w, vsi)q
l(v)−l(w)
2 P J,qu,w(q). (7.2)
Let us proceed case by case.
Suppose first that φL(u, v) contains one of the following two tableaux:
. . .
1l h 0 . . . 0 0 g
∗ 2 2 2 f ∗
d
. . .
h 0 . . . 0 0 g
2 2 2 f ∗
×
where, in both cases, h ∈ {1l, 0}, (f , g) 6= (2, 0), the column h
2
is the i-th, and the column 0
f
is the
(i + m)-th. First of all, by Corollary 2.9, we can assume h = 0 since si ∈ DR(v) and u(si+1) = 0. We
claim that, ifm > 1, then
P J,qu,v(q) = q|A|(1+ q)m−2−|A|P J,qu′,v′(q)
where A = {k ∈ [i, i + m − 2] : k + 1 ∈ J}, v′ = vsisi+1 · · · si+m−2 and u′ is represented by the
expression that we obtain by inserting sk to the left in u for all k ∈ A. Let us prove the claim. For
convenience, we denote by vsi the expression that we obtain from v by deleting the letter si at the
rightmost place. The sum in (7.2) gives no contribution. In fact, let w be a reduced expression of an
element w ∈ {w ≤ vsi : wsi < w} which is a subword of vsi. Then w has a factor si on the left and
no factors si+1. Hence si+1 ∈ DR(vsi) \ DR(w) and µ(w, vsi) = 0 by Corollary 2.9. Let us compute the
polynomial P˜ . We have
P˜ = qP J,qusi,vsi(q)+ P J,qu,vsi(q) =
{
qP J,qusi,vsi(q), if i+ 1 ∈ J ,
(q+ 1)P J,qu,vsi(q), if i+ 1 6∈ J .
In fact, if i+ 1 ∈ J , then si+1 ∈ DR(vsi), u < usi+1 6∈ W J , and P J,qu,vsi(q) = 0. If i+ 1 6∈ J , by the induction
hypothesis P J,qusi,vsi(q) = P J,qu,vsi(q). The claim follows by iteration.
It remains to consider the casem = 1. Letw be a reduced expression of an elementw ∈ {w ≤ vsi :
wsi < w}which is a subword of vsi. Thenw has a factor si on the left and no factors si+1. In particular,
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w(si) = 1 and w(si+1) = 0. Hence, by Corollary 3.3, we have that µ(w, vsi) can be non-zero only if
l(w, vsi) = 1 (f cannot be 0 otherwise v would not be reduced). Let us distinguish the three cases:
f = 2, f = 1r , f = 1l.
If f = 2, the sum gives no contribution since l(w, vsi) > 1 for all possible w. By the induction
hypothesis,
P J,qu,vsi(q) =
{
0, if i+ 1 ∈ J ,
P J,qusi,vsi(q), if i+ 1 6∈ J .
and then
P˜ =
{
qP J,qusi,vsi(q), if i+ 1 ∈ J ,
(q+ 1)P J,qu,vsi(q), if i+ 1 6∈ J ,
as in the casem > 1.
If f = 1r we have
µ(w, vsi) =
{
1, ifw = vsisi+1,
0, otherwise,
and the sum contributes exactly with one summand. Hence
P J,qu,v(q) = qP J,qusi,vsi(q)+ P J,qu,vsi(q)− qP J,qu,vsisi+1(q).
By induction P J,qusi,vsi(q) = P J,qu,vsisi+1(q); thus P J,qu,v(q) = P J,qu,vsi(q). If f = 1l, we get that µ(w, vsi) can be
non-zero only if w is the element represented by the expression that we obtain from vsi by deleting
the factor si+1. We have to see whether w is inW J or not. By Table 1, w 6∈ W J if and only if i + 2 ∈ J
andwi+2 ∈ {2, 1l}. Butwi+2 = vi+2. So
P J,qu,v(q) =
{
qP J,qusi,vsi(q)+ P J,qu,vsi(q), if i+ 2 ∈ J and vi+2 = {2, 1l}
qP J,qusi,vsi(q)+ P J,qu,vsi(q)− qP J,qu,w(q), otherwise.
By the induction hypothesis, P J,qusi,vsi(q) = P J,qu,vsi(q) = P J,qu,w(q). Hence
P J,qu,v(q) =
{
(q+ 1)P J,qu,vsi(q), if i+ 2 ∈ J and vi+2 ∈ {2, 1l}
P J,qu,vsi(q), otherwise.
We claim that P J,qu,v(q) = P J,qu,vsi(q) in any case, since, if i + 2 ∈ J and vi+2 ∈ {2, 1l}, then P J,qu,vsi(q) = 0.
In fact, the restrictions on vi+2 imply g ∈ {2, 1l, 0}, and i + 2 ∈ J forces g = 0 since u ∈ W J . Hence,
by the induction hypothesis, P J,qu,vsi(q) = 0 since columns i-th and (i + 1)-th of φL(u, vsi) form either
a tableau of type 0 0
26 2
d
or a tableau of type 0 0
26 1l
d
. So the assertion follows by induction.
Now suppose that φL(u, v) contains one of the following tableaux:
1l 1l
2 ∗
d
0 0 0
∗ 1r ∗
d
0 0 0
∗ 2 ∗
d
where the last column is the (i+ 1)-th. Clearly si ∈ DR(v) \DR(u). But usi 6∈ W J , and then P J,qu,v(q) = 0.
Finally, in all the remaining cases, we have
P J,qu,v(q) = P J,qu′,v′(q),
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where v′ = vsi and u′ is the element represented by the expression that we obtain from u by deleting
the letter si at the rightmost place, if any. The proof of this fact uses the same technique as above, but
is much simpler, and it is left to the reader.
This concludes the induction step and the proof. 
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