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This paper is concerned with solutions to the Dirac equation: −i∑αk∂ku+aβu+M(x)u =
Ru(x,u). Here M(x) is a general potential and R(x,u) is a self-coupling which is super-
quadratic in u at inﬁnity. We use variational methods to study this problem. By virtue of
some auxiliary system related to the “limit equation” of the Dirac equation, we construct
linking levels of the variational functional ΦM such that the minimax value cM based on
the linking structure of ΦM satisﬁes 0 < cM < Cˆ , where Cˆ is the least energy of the “limit
equation”. Thus we can show the (C)c-condition holds true for all c < Cˆ and consequently
obtain one least energy solution to the Dirac equation.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction and the main result
1.1. Introduction
In this paper, we consider the existence of least energy solutions to the following nonlinear Dirac equations{
−i
∑
αk∂ku + aβu + M(x)u = Ru(x,u) for x ∈ R3,
u(x) → 0 as |x| → ∞,
(1.1)
where x ∈ R3, u ∈ C4, ∂k = ∂∂xk , a is a positive constant, α1, α2, α3 and β are 4× 4 complex matrices (in 2× 2 blocks):
β =
(
I 0
0 −I
)
, αk =
(
0 σk
σk 0
)
, k = 1,2,3,
with
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
,
M(x) denotes a 4 × 4 real symmetric matrix function which in physics represents the external potential (see [4]), and
R ∈ C1(R3 × C4,R+), where R+ := [0,∞).
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−ih∂tψ = ich
3∑
k=1
αk∂kψ −mc2βψ − P (x)ψ + Gψ(x,ψ), (1.2)
where h is the Planck’s constant, c is the speed of light, m > 0 is the mass of the electron, P (x) is a 4 × 4 real symmetric
matrix standing for the external ﬁeld, ψ :R × R3 → C4 represents the wave function of the state of a relativistic electron,
and G :R3 × C4 → R represents a nonlinear self-coupling.
Stationary states of (1.2) are considered as particle-like solutions. These solutions are solitons in some sense which
propagate without changing their shape.
Assume G satisﬁes G(x, eiθψ) = G(x,ψ) for all θ ∈ [0,2π ]. Stationary solutions are functions of the type
ψ(t, x) = e iθth u(x).
Here u(x) is a non-zero solution of the following stationary Dirac equation
−i
3∑
k=1
αk∂ku + aβu + M(x)u = G˜u(x,u) for x ∈ R3 (1.3)
with a = mch , M(x) = P (x)hc + θ I4 and G˜u(x,u) = Gu(x,u)hc .
In recent years there are many papers dealing with the existence of stationary solutions of (1.3) via variational methods.
In [3,8,12,15], the authors considered this problem when
M = ωI4, G˜(u) = 1
2
H(u˜u), H ∈ C2(R,R), H(0) = 0, (1.4)
where ω ∈ (−a,0) is a constant and u˜u := (βu,u)C4 . (1.4) corresponds to the so-called Soler model. In this condition, using
a particular ansatz for the solution u, (1.3) can be reduced to a system of ODE’s. By a shooting method, inﬁnitely many
localized solutions are obtained, see also [9,10]. There are models of self-coupling for which the ansatz is no more valid. For
example,
G˜(u) := 1
2
|u˜u|2 + b|u˜αu|2, (1.5)
where b > 0, u˜αu := (βu,αu)C4 and α := α1α2α3 (see [3,9,10]). Under the additional assumption that H ′(s)s  θH(s) for
θ > 1, [9] considered nonlinearities of type (1.5) while with a weaker growth
G˜(u) := μ|u˜u|τ + b|u˜αu|σ , 1< τ,σ < 3
2
, μ,b > 0.
Ref. [9] also considered G˜ growing more slowly than |u|3 at inﬁnity and not necessarily satisfying (1.5).
When M(x) and G˜(x,u) are periodic in x, [2] treated nonlinearity G˜(x,u) which may be super-quadratic or asymptotically
quadratic in u as |u| → ∞. If G˜(x,u) is additionally even in u, the authors obtained inﬁnitely many solutions. They also
considered the case where the nonlinearity has a non-vanishing quadratic part on the origin, so that the linearized equation
has a potential.
To the non-periodic system, [5] considered the function G˜(x,u) which is asymptotically quadratic in u at inﬁnity and
the potential M(x) is of either Coulomb-type or is of the scalar one. Under suitable assumptions, the authors obtained
the existence and multiplicity of solutions of (1.3). If G˜(x,u) is super-quadratic in u at inﬁnity, there is much diﬃculty
to obtain solutions of (1.3) via the variational methods because the Palais–Smale condition isn’t satisﬁed in general. Just
recently, in [16], the authors considered (1.1) with the nonlinearity Ru(x,u) := g(x, |u|)u. Using some auxiliary problem
related to the “limit equation” of (1.1) which is autonomous and whose least energy solutions with least energy Cˆ are
known, the authors constructed linking levels of the functional ΦM such that the minimax value cM based on the linking
structure of ΦM satisﬁes 0< cM < Cˆ . They proved (C)c-condition and thereby obtained one solution of (1.1).
1.2. The main result
Motivated by [16], in this paper, we also consider (1.1) with R(x,u) being super-quadratic in u at inﬁnity.
For convenience, in the following, any real symmetric matrix U (x)I4 will be written simply U (x). For a symmetric
real matrix function L(x), let λL(x) (respectively, λ¯L(x)) be the minimal (respectively, the maximal) eigenvalue of L(x),
|L(x)| := max{|λL(x)|, |λ¯L(x)|}, |L|∞ := ess supx |L(x)| and L(∞) := lim|x|→∞ L(x) if and only if |L(x)− L(∞)| → 0 as |x| → ∞.
For two given symmetric real matrix functions L1(x) and L2(x), we write L1(x) L2(x) if and only if
max
4
(
L1(x) − L2(x)
)
ξ · ξ¯  0.ξ∈C , |ξ |=1
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ΦM(u) :=
∫
R3
(
1
2
(
−i
3∑
k=1
αk∂k + aβ + M(x)
)
u · u¯ − R(x,u)
)
dx. (1.6)
Set
cM := inf
{
ΦM(u): u = 0 is a solution of (1.1)
}
.
We call a solution u0 = 0 of (1.1) a least energy solution if it satisﬁes ΦM(u0) = cM . Let SM denote the set of all least
energy solutions of (1.1).
Set
R˜(x,u) := 1
2
Ru(x,u)u − R(x,u).
We make assumptions on the self-coupling R as follows:
(A1) R ∈ C1(R3 × C4,R+). There exist 0 < r1 < 1, γ > 2 and c1 > 0 such that |Ru(x,u)|  c1|u|γ−1 for all x ∈ R3 and
|u| r1;
(A2) There is μ > 2 such that R(x,u)|u|−μ → ∞ as |u| → ∞ uniformly in x ∈ R3;
(A3) infx∈R3 R˜(x,u) > 0 for u = 0. There exist r2, c2, c3 > 0 and σ > 3 with either 2γ+13 < 2σσ−1 < γ or γ  2σσ−1 < 3γ−12
such that for all x ∈ R3 and |u| r2, R˜(x,u) c2|u|2 and |Ru(x,u)|σ  c3 R˜(x,u)|u|σ ;
(A4) There is c4 > 0 and r3 > 0 such that for all (x,u) and |v|  r3, |Ru(x,u + v) − Ru(x,u)|  c4|v|(|v|γ−2 + |u|γ−2 +
|u|2/σ−1);
(A5) There is R∞ ∈ C2(C4,R+) with R∞(0) = 0 such that R∞(u) R(x,u) and
(1) Ru(x,u) → R ′∞(u) as |x| → ∞ uniformly in bounded sets of u;
(2) R ′′∞(u)v · v > 0 for all u, v ∈ C4\{0} and R ′∞(u) · (u+2v) R ′′∞(u)(u+ v) · (u+ v) for all u, v ∈ C4. Here R ′∞(u) :=∇R∞(u).
Our main result reads as follows:
Theorem 1. Let (A1)–(A5) be satisﬁed and either
(R1) M is a symmetric continuous real 4× 4-matrix function on R3\{0} with 0> M(x)− k|x| , where k < 12 , or
(R2) M is a symmetric continuous real 4×4-matrix function onR3 with |M|∞ < a, M(x) < M(∞) for all x, and either (1) M(∞) 0
or (2) M(∞) =m∞ I4 , where m∞ is a constant,
then (1.1) has at least one least energy solution u ∈ W 1,q(R3,C4) for all q 2.
Remark 1.1. The function M(x) satisfying (R1) is called Coulomb-type potential. If M(x) := − k|x| , it is called Coulomb poten-
tial. See [4] for discussion on external ﬁelds.
Remark 1.2. There are functions satisfying (A1)–(A5). For example,
R(x,u) :=
(
1+ 1
1+ |x|2
)
|u|μ, μ ∈ (2,3).
Remark 1.3. (A3) was used by Bartsch and Ding in [2], where a periodic Dirac equation was considered. Later Ding used it
to study periodic Hamiltonian systems [18]. In our paper, (A3) is used to control the growth of R(x,u) for |u| large since
the variational space E embeds continuously into Lq only for q ∈ [2,3]. Indeed, by (A3), there exists C > 0 such that∣∣Ru(x,u)∣∣ C |u| 2σσ−1−1 for all |u| r2. (1.7)
In fact, since
R˜(x,u) = 1
2
Ru(x,u) · u − R(x,u) > 0 for u = 0,∣∣R˜(x,u)∣∣ C ∣∣Ru(x,u)∣∣|u|.
Thus, ∣∣Ru(x,u)∣∣σ  C ∣∣R˜(x,u)∣∣|u|σ  C ∣∣Ru(x,u)∣∣|u|σ+1
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to ensure the possibility of some embedding in the later argument.
(A4) was used to deal with non-periodic super-quadratic Hamiltonian systems by Ding and Girardi in [1], which in our
paper is crucial to ensure the functional ΦM possesses some translational property. Precisely, if (u j) is a (PS)c-sequence of
ΦM and u j ⇀ u. Under (A4), we have u1j := u j − u is a (PS)c0 -sequence of ΦM with c0 = c − ΦM(u) and u1j ⇀ 0. The above
property is very important to deal with non-periodic systems, which often is used to establish some compactness when
(PS)c-condition or (C)c-condition is diﬃcult to check. If R ∈ C2(R3 × C4,R+), (A4) can be replaced by the following∣∣R ′′uu(x,u)∣∣ C(1+ |u| 2σ−1 ) for |u| r2.
Remark 1.4. In [16], it was assumed that Ru(x,u) = g(x, |u|)u and g(x, s) satisﬁes the following Ambroseti–Rabinowitz
conditions:
(g1) g(x, s) 0, g(x, s) = o(s) as s → 0 uniformly in x, and there exist p ∈ (2,3), c1 > 0 such that g(x, s) c1(1+ sp−2);
(g2) There is a μ > 2 such that 0< μG(x,u) g(x, |u|)|u|2 for u = 0, where G(x,u) =
∫ |u|
0 g(x, s)sds.
(g1) and (g2) are assumed in saddle-type critical point theory, which are essential to establish the (PS)-condition. It is
easy to check that (g1) and (g2) imply (A1)–(A3) while the converse proposition isn’t true. See, e.g., the following example
R(x,u) :=
(
1+ 1
1+ |x|2
)(
|u|μ + (μ − 2)|u|μ− sin2
( |u|

))
,
where μ ∈ (2,3) and 0 <  < μ− 2.
Thus our result can be regarded as an extension of [16].
2. The variational setting
We will use variational methods to obtain solutions of (1.1). Hence we ﬁrst construct a variational setting for the
system (1.1). In what follows by | · |q we denote the usual Lq-norm, and by (·,·)2 the usual L2-inner product. Let
H0 := −i∑3k=1 αk∂k + aβ denote the selfadjoint operator on L2(R3,C4) with domain H1(R3,C4). For any real symmet-
ric matrix function M , set HM := H0 + M . The spectrum and continuous spectrum of HM are denoted by σ(HM) and
σc(HM), respectively.
Lemma 2.1. (See [16].) Let M be a real symmetric matrix function.
(1) σ(H0) = σc(H0) = R\(−a,a);
(2) If M satisﬁes (R1), then HM is selfadjoint with D(HM) = H1(R3,C4) and σ(HM) ⊂ R\(−(1− 2k)a, (1− 2k)a);
(3) If M satisﬁes (R2), then HM is selfadjoint with D(HM) = H1(R3,C4) and σ(HM) ⊂ R\(−a + |M|∞,a − |M|∞).
By Lemma 2.1, L2 possesses the orthogonal decomposition
L2 = L− ⊕ L+, u = u− + u+
so that H0 is negative deﬁnite on L− and positive deﬁnite on L+ . Let |H0| and |H0| 12 respectively be the absolute value and
square root of H0.
Denote E := D(|H0| 12 ) be the domain of the selfadjoint operator |H0| 12 , which is a Hilbert space under the inner product
(u, v) = (|H0| 12 u, |H0| 12 v)2
with the induced norm ‖u‖ = (u,u) 12 . E possesses the decomposition
E = E− ⊕ E+,
where E+ = E ∩ L+ and E− = E ∩ L− are orthogonal with respect to both (·,·)2 and (·,·) inner products.
By a standard argument, we can obtain the following result (see [2,11]).
Lemma 2.2. E embeds continuously into H
1
2 (R3,C4), hence E embeds continuously into Lq for all q ∈ [2,3] and compactly into Lqloc
for all q ∈ [1,3).
On E , we deﬁne the functional
ΦM(u) := 1
2
∥∥u+∥∥2 − 1
2
∥∥u−∥∥2 + 1
2
∫
R3
M(x)uu¯ − Ψ (u), (2.1)
where Ψ (u) = ∫ 3 R(x,u).R
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(u, v)M := 
(|HM | 12 u, |HM | 12 v)2
and norm ‖u‖M := (u,u)
1
2
M . E has a decomposition
E = E−M ⊕ E+M ,
and ΦM can be represented as
ΦM(u) = 1
2
(∥∥u+∥∥2M − ∥∥u−∥∥2M)− Ψ (u). (2.2)
In order to study the critical points of ΦM , we now recall some abstract critical point theory developed recently in [6];
see also [10] and [13] for earlier results on that direction.
Let E be a Banach space with direct sum decomposition E = X ⊕ Y and P X , PY be projections onto X, Y , respectively.
For a functional Φ ∈ C1(E,R) we write Φa = {u ∈ E: Φ(u) a}, Φc = {u ∈ E: Φ(u) c} and Φca = Φa ∩ Φc . Recall that Φ
is said to be weakly sequentially lower semi-continuous if for any un ⇀ u in E one has Φ(u)  lim infn→∞ Φ(un). Φ ′ is
said to be weakly sequentially continuous if limn→∞ Φ ′(un)w = Φ ′(u)w for each w ∈ E . A sequence {un} ⊂ E is said to be
a (C)c-sequence if Φ(un) → c and (1+ ‖un‖)Φ ′(un) → 0. Φ is said to satisfy the (C)c-condition if any (C)c-sequence has a
convergent subsequence. From now on we assume that X is separable and reﬂexive, and let S be a countable dense subset
of X∗ . For each s ∈ S there is a semi-norm on E deﬁned by
ps : E → R, ps =
∣∣s(x)∣∣+ ‖y‖
for u = x+ y ∈ X ⊕ Y , which induces a topology denoted by TS . Let w∗ be the weak∗-topology on E∗ .
Assume:
(I1) For any c ∈ R,Φc is TS -closed, and Φ ′ : (Φc, TS ) → (E∗,w∗) is continuous;
(I2) For any c > 0, there exists ζ > 0 such that ‖u‖ < ζ‖PY u‖ for all u ∈ Φc ;
(I3) There exists ρ > 0 with k := infΦ(SρY ) > 0 where SρY := {u ∈ Y : ‖u‖ = ρ}.
The following theorem is a special case of Theorem 3.4 of [11].
Theorem 2. Let (I1)–(I3) be satisﬁed and suppose there is R with R > ρ and e ∈ Y with ‖e‖ = 1 such that supΦ(∂Q )  k where
Q := {u = x + te: t  0, x ∈ X, ‖u‖ < R}. Then Φ possesses a (C)c-sequence with k  c  supΦ(Q ). If Φ satisﬁes the (C)c-
condition for all c  supΦ(Q ) then Φ has a critical point z with kΦ(z) supΦ(Q ).
3. An auxiliary problem—the limit equation
In this section we study the following autonomous equation⎧⎪⎨
⎪⎩
−i
3∑
k=1
αk∂ku + aβu + (b + L)u = R ′∞(u) for x ∈ R3,
u(x) → 0 as |x| → ∞,
(3.1)
where b is a real number and L is a real symmetric constant matrix with
b ∈ (−a,a) and b − a < L  0. (3.2)
Without loss of generality we may assume b 0, otherwise we replace b and L by b˜ = 0 and L˜ = b+ L. (3.2) shows that
|L| < a − b. (3.3)
Eq. (3.1) can be regarded as a “limit equation” of (1.1), which services to constructing linking levels of the functional ΦM
in the proof of our main result. In our later application, we are concerned with b = 0 and L = 0 in case (R1), b = 0 and
L = M(∞) in case (1) of (R2) and b =m∞ and L = 0 in case (2) of (R2).
Let Hb := H0 + b, a selfadjoint operator in L2 with D(Hb) = H1 and σ(Hb) ⊂ R\(−a + b,a + b). On E = H 12 we deﬁne
an equivalent inner product as follows
(u, v)b = 
(|Hb| 12 u, |Hb| 12 v)2 (3.4)
with the deduced norm ‖u‖b := ||Hb| 12 u|2.
It is easy to check that the decomposition E = E− ⊕ E+ is also orthogonal with respect to the inner product (·,·)b and
‖u±‖2b = ‖u±‖2 ± b|u±|22 for u± ∈ E± and
‖u‖2  (a − b)|u|2. (3.5)b 2
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Lemma 3.1. The limit R∞ possesses the following properties:
(A′1) R∞(0) = 0, R∞(u) > 0 if u = 0 and |R ′∞(u)| c1|u|γ−1 for |u| r1;
(A′2) R∞(u)|u|−μ → ∞ as |u| → ∞;
(A′3) R˜∞(u) > 0 if u = 0. For |u| r2 , R˜∞(u) c2|u|2 and |R ′∞(u)|σ  c3 R˜∞(u)|u|σ ;
(A′4) R∞ is strictly convex in R3\{0}.
Proof. (A′1) R∞(0) = 0 is assumed.
By (A1) and (1) of (A5),∣∣R ′∞(u)∣∣ c1|u|γ−1 for |u| r1.
By (A3), R˜(x,u) > 0 if u = 0, then 12 Ru(x,u)u  R(x,u) 0. Consequently R(x,0) = 0 and R(x,u) =
∫ 1
0 Ru(x, su)u ds > 0
if u = 0.
Note that
0 R(x,u) − R∞(u) =
1∫
0
(
Ru(x, su)u − R ′∞(su)u
)
ds.
By (A5),
R(x,u) → R∞(u) as |x| → ∞
uniformly in bounded sets of u.
This, together with infx∈R3 R˜(x,u) > 0 for u = 0 implies that R˜∞(u) > 0 if u = 0.
Therefore, R ′∞(u)u > 0 and
R∞(u) =
1∫
0
R ′∞(su)u ds > 0 if u = 0.
(A′2) By (A2), for any M > 0, there is RM > 0 such that
R(x,u)
|u|μ  M if |u| RM .
Hence
R∞(u)
|u|μ =
R∞(u) − R(x,u)
|u|μ +
R(x,u)
|u|μ
 R∞(u) − R(x,u)|u|μ + M
for all |u| RM .
Letting |x| → ∞, we obtain
R∞(u)
|u|μ  M for all |u| RM .
Then (A′2) follows.
(A′3) By the arguments of (A′1), we have
R˜∞(u) > 0 if u = 0
and
R˜(x,u) → R˜∞(u) as |x| → ∞
uniformly in bounded sets of u.
Therefore by (A3) one has
R˜∞(u) c2|u|2 for |u| r2.
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|R ′∞(u)|
|u| 
|R ′∞(u) − Ru(x,u)|
|u| +
|Ru(x,u)|
|u|
 |R
′∞(u) − Ru(x,u)|
|u| + c
1
σ
3 R˜(x,u)
1
σ .
Letting |x| → ∞, we have
|R ′∞(u)|
|u|  c
1
σ
3 R˜∞(u)
1
σ .
That is (A′3) holds true.
(A′4) By (A′1), (A′3) and (2) of (A5), for u = 0 and v = 0, we have
R ′′∞(u)u · u  R ′∞(u) · u > 0.
This implies (A′4). 
Set Ψ∞(u) :=
∫
R3
R∞(u) and deﬁne
Φb(u) := 12
∥∥u+∥∥2 − 1
2
∥∥u−∥∥2 + 1
2
∫
R3
(b + L)uu¯ − Ψ∞(u)
for u = u− + u+ ∈ E− ⊕ E+ .
The following lemma shows that Φb possesses the linking structure.
Lemma 3.2. Under (A1)–(A3) and (A5), the following conclusions hold:
(1) Φb is weakly sequentially upper semi-continuous and Φ ′b is weakly sequentially continuous. For c > 0 there is ζ > 0 such that‖u‖b < ζ‖u+‖b for all u ∈ {u; Φb(u) c};
(2) There exist r0 > 0 and ρ > 0 such that Φb|B+r0  0 and Φb|S+r0  ρ , where B
+
r0 := {u ∈ E+: ‖u‖b  r0} and S+r0 := {u ∈ E+:
‖u‖b = r0};
(3) For any ﬁnite dimensional subspace Z ⊂ E+ , Φb(u) → −∞ as u ∈ E− ⊕ Z , ‖u‖b → ∞.
Proof. (1) is clear by Lemma 2.2.
(2) Letting p := 2σσ−1 , (A′3) implies∣∣R ′∞(u)∣∣ C |u|p−1 for all |u| r2, (3.6)
where and below C stands for some generic positive constant.
(3.6) and (A′1) yield for any  > 0, there exists C > 0 satisfying∣∣R ′∞(u)∣∣ |u| + C |u|p−1
and
R∞(u) |u|2 + C |u|p .
Therefore,
Ψ∞(u) |u|22 + C |u|pp  C
(
‖u‖2b + C‖u‖pb
)
, (3.7)
and then by (3.3) and (3.5),
Φb(u) = 12‖u‖
2
b +
1
2
∫
R3
Luu¯ − Ψ∞(u)
 1
2
‖u‖2b +
|L|
2(b − a)‖u‖
2
b − C
(
‖u‖2b + C‖u‖pb
)
.
One can easily see that (2) holds true.
(3) Let P : Lp → Z denote the natural projection. Then there exists C > 0 such that C |Pu|pp  |u|pp for all u ∈ Lp .
By (A′1) and (A′2), for any  > 0, there are ρ , C > 0 such that∣∣R∞(u)∣∣ |u|2 as |u| ρ
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Therefore, together with (3.3) and (3.5),
Φb(u) = 12
∥∥u+∥∥2b − 12
∥∥u−∥∥2b + 12
∫
R3
Luu¯ −
∫
R3
R∞(u)
 1
2
∥∥u+∥∥2b − 12
∥∥u−∥∥2b + |u|22 − C |u|μμ
 1
2
∥∥u+∥∥2b − 12
∥∥u−∥∥2b + a − b ‖u‖2b − CC
∣∣u+∣∣μ
μ

(
1
2
+ 
a − b
)∥∥u+∥∥2b −
(
1
2
− 
a − b
)∥∥u−∥∥2b − C∥∥u+∥∥μb
→ −∞
as ‖u‖b → ∞. 
Lemma 3.3. Any (C)c-sequence for Φb is bounded.
Proof. Let (u j) ⊂ E satisfy Φb(u j) → c and (1+ ‖u j‖b)Φ ′b(u j) → 0.
Then,
C Φb(u j) − 12Φ
′
b(u j)u j =
∫
R3
R˜∞(u j). (3.8)
Arguing indirectly, assume up to a subsequence, ‖u j‖b → ∞ as j → ∞. Set v j := u j‖u j‖b , then |v j |s  γs for s ∈ [2,3].
By (A′3), for any δ > 0, there exists Cδ > 0 such that
R˜∞(u) Cδ |u|2 for |u| δ. (3.9)
Set Q j(δ) := {x ∈ R3: |u j(x)| δ}. It follows from (3.8) and (3.9) that∫
Q j(δ)
|u j|2  C . (3.10)
Thus we obtain∫
Q j(δ)
|v j|2 = 1‖u j‖2b
∫
Q j(δ)
|u j|2  C‖u j‖2b
→ 0.
For s ∈ (2,3), by Hölder inequality,∫
Q j(δ)
|v j|s =
∫
Q j(δ)
|v j|2(3−s)|v j|3(s−2)

( ∫
Q j(δ)
|v j|2
)3−s( ∫
Q j(δ)
|v j|3
)s−2
 C
( ∫
Q j(δ)
|v j|2
)3−s
→ 0. (3.11)
Note that
Φ ′b(u j)
(
u+j − u−j
)= ‖u j‖2b +
∫
R3
Lu ju
+
j − u−j −
∫
R3
R ′∞(u j) ·
(
u+j − u−j
)
= ‖u j‖2b
(
1+
∫
R3
Lu ju
+
j − u−j
‖u j‖2b
−
∫
3
R ′∞(u j) · (v+j − v−j )|v j|
|u j|
)
.R
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Lu ju
+
j − u−j
‖u j‖2b
− |L|
a − b
and
1− |L|
a − b > 0,
we will obtain a contradiction by establishing
∫
R3
R ′∞(u j) · (v+j − v−j )|v j|
|u j| → 0. (3.12)
By (A′1), for any  > 0, there exists δ > 0 such that
|R ′∞(u)|
|u|   whenever |u| < δ. (3.13)
For the above δ, by (A′3), there is Cδ > 0 such that( |R ′∞(u)|
|u|
)σ
 Cδ R˜∞(u) for |u| δ. (3.14)
Therefore, using the Hölder inequality, combining (3.8), (3.11) and (3.14), we obtain
∫
R3
R ′∞(u j) · (v+j − v−j )|v j|
|u j| =
( ∫
|u j |<δ
+
∫
Q j(δ)
) |R ′∞(u j)||v+j − v−j ||v j|
|u j|
 |v j|22 +
( ∫
Q j(δ)
( |R ′∞(u j)|
|u j|
)σ) 1σ ( ∫
Q j(δ)
|v j|σ ′
∣∣v+j − v−j ∣∣σ ′
) 1
σ ′
 C2 + C
( ∫
Q j(δ)
R˜∞(u j)
) 1
σ
( ∫
Q j(δ)
|v j|p
) 1
p
 C2 + o(1),
where σ ′ satisﬁes 1σ + 1σ ′ = 1. 
Let Kb := {u ∈ E: Φ ′b(u) = 0} be the critical set of Φb . Since Φb is R3-invariant, i.e., Φb(a∗u) = Φb(u) where (a∗u)(x) :=
u(x+a) for all a ∈ R3, by Theorem 2 and the concentration compactness principle, one can show that Kb\{0} = ∅. Moreover,
a standard bootstrap argument shows that Kb ⊂⋂q2 W 1,q (see [2,9]).
Denote cb := inf{Φb(u): u ∈ Kb\{0}}. We have
Lemma 3.4. cb > 0, and there is u ∈ Kb\{0} with Φb(u) = cb.
Proof. Assume by contradiction that cb = 0, then there exist (u j) ⊂ Kb\{0} such that Φb(u j) → 0.
Observe that
Φb(u j) = Φb(u j) − 12Φ
′
b(u j)u j =
∫
R3
R˜∞(u j),
then ∫
3
R˜∞(u j) → 0.
R
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‖u j‖2b = −
∫
R3
Lu ju
+
j − u−j +
∫
R3
R ′∞(u j) ·
(
u+j − u−j
)
 |L|
a − b ‖u j‖
2
b +
∫
R3
R ′∞(u j) ·
(
u+j − u−j
)
.
By (3.13), (3.14) and the Hölder inequality, one sees(
1− |L|
a − b
)
‖u j‖2b 
( ∫
|u j |<δ
+
∫
|u j |δ
)
R ′∞(u j) ·
(
u+j − u−j
)
 |u j|22 + C
∫
R3
R˜∞(u j)
1
σ |u j|
∣∣u+j − u−j ∣∣
 |u j|22 + C
( ∫
R3
R˜∞(u j)
) 1
σ
|u j|p
∣∣u+j − u−j ∣∣p
 C‖u j‖2b + C
( ∫
R3
R˜∞(u j)
) 1
σ
‖u j‖2b . (3.15)
Hence 1 C , a contradiction.
Let (u j) ⊂ Kb\{0} be such that Φb(u j) → cb . Then (u j) is bounded. By the concentration principle, one has u j ⇀ u ∈
Kb\{0}. Therefore,
cb = lim
j→∞
Φb(u j) = lim
j→∞
∫
R3
R˜∞(u j)
∫
R3
R˜∞(u) = Φb(u) cb.
That is, Φb(u) = cb . 
Just as [14], for a ﬁxed u ∈ E+ , we consider the functional φu : E− → R deﬁned by
φu(v) := Φb(u + v).
Then we have
φ′′u (v)[w,w] = −‖w‖2b +
∫
R3
Lww¯ − Ψ ′′∞(u + v)[w,w]
= −‖w‖2b +
∫
R3
Lww¯ −
∫
R3
R ′′∞(u + v)w · w (3.16)
for all v,w ∈ E− , which implies φu(·) is strictly concave. Moreover
φu(v)
1
2
(‖u‖2b − ‖v‖2b)→ −∞ as ‖v‖b → ∞.
It is easy to check φu is weakly sequentially upper semi-continuous. Thus there is a unique strict maximum point hb(u)
for φu(·), which is also the only critical point of φu on E− and satisﬁes:
v = hb(u) ⇔ Φb(u + v) < Φb
(
u + hb(u)
)
, (3.17)
Φ ′b
(
u + hb(u)
)
w = 0 (3.18)
for all u ∈ E+ and v,w ∈ E− .
Consider the equation P−Φ ′b(u + v) = 0 on E = E+ ⊕ E− , where P− is the projection in E onto E− along E+ . By (3.16)
and (3.18), the implicit function theorem implies hb ∈ C1(E+, E−) and hb(0) = 0.
Lemma 3.5. For any U = U+ + U− ∈ Kb, one has U− = hb(U+).
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Φ ′b
(
U+ + hb
(
U+
))
w = 0 for all w ∈ E−.
Obviously,
Φ ′b
(
U+ + U−)w = 0 for all w ∈ E−.
Therefore U− = hb(U+). 
Lemma 3.6. For U = U+ + U− ∈ Kb\{0}, supΦb(sU+ + hb(sU+)) = Φb(U+ + hb(U+)).
Proof. Let e := U+ and deﬁne f (s) := Φb(se + hb(se)).
Obviously, f (0) = 0. We check f (s) > 0 for s suﬃciently small.
In fact, by (3.5) and (3.7),
f (s) = ‖se‖
2
b
2
− ‖hb(se)‖
2
b
2
+ 1
2
∫
R3
L
(
se + hb(se)
)
se + hb(se) −
∫
R3
R∞
(
se + hb(se)
)
= ‖se‖
2
b
2
+ 1
2
∫
R3
L(se)se + (Φb(se + hb(se))− Φb(se))−
∫
R3
R∞(se)

‖se‖2b
2
− |L|
2
|se|22 −
∫
R3
R∞(se)

‖se‖2b
2
− |L|‖se‖
2
b
2(a − b) − C‖se‖
2
b − CC‖se‖pb .
By (3.3), |L| < a − b, and then f (s) > 0 for s small enough.
Just along the argument of (3) of Lemma 3.2, one can easily check f (s) → −∞ as s → ∞.
Therefore there exists se > 0 such that f ′(se) = 0. That is,
Φ ′b
(
see + hb(see)
)(
e + h′b(see)e
)= 0.
Or equivalently,
Φ ′b
(
see + hb(see)
)(
see + hb(see)
)= 0. (3.19)
Letting z := see, u := z + hb(z) and v := h′b(z)z − hb(z) ∈ E− , then u = 0.
(3.19) can be rewritten as
Φ ′b(u)u = 0.
Therefore∥∥u+∥∥2b − ∥∥u−∥∥2b +
∫
R3
Luu¯ = Ψ ′∞(u)u. (3.20)
By (3.18),
−(u, v)b + 
∫
R3
Luv¯ = Ψ ′∞(u)v. (3.21)
Combining (3.20), (3.21) and (A5), one has
f ′′(se)s2e = Φ ′′b (u)[u + v,u + v]
= ∥∥u+∥∥2b − ∥∥u−∥∥2b + 2(u+ − u−, v)b − ‖v‖2b +
∫
R3
Luu¯ +
∫
R3
Lv v¯ + 2
∫
R3
Luv¯
− Ψ ′′∞(u)[u,u] − 2Ψ ′′∞(u)[u, v] − Ψ ′′∞(u)[v, v]
= Ψ ′∞(u)u + 2Ψ ′∞(u)v − ‖v‖2b +
∫
3
Lv v¯ − Ψ ′′∞(u)[u,u] − 2Ψ ′′∞(u)[u, v] − Ψ ′′∞(u)[v, v]
R
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∫
R3
(
R ′′∞(u)(u + v) · (u + v) − R ′∞(u) · (u + 2v)
)+ ∫
R3
Lv v¯ − ‖v‖2b
< 0,
which implies se is the unique one satisfying f ′(s) = 0.
It is easy to see f ′(1) = Φ ′b(e + hb(e))(e + h′b(e)e) = Φ ′b(U )(U+ + h′b(U+)U+) = 0, and then se = 1. Therefore the conclu-
sion holds true. 
4. Proof of the main result
We consider the functional ΦM deﬁned by (2.1) or equivalently (2.2). Let KM := {u ∈ E: Φ ′M(u) = 0} be the critical set
of ΦM and cM := inf{ΦM(u): u ∈ KM\{0}}. Set Ψ (u) :=
∫
R3
R(x,u).
Choose γ ′ with 2 < γ ′ < γ , by (A1), (A3) and (A5), for any  > 0, there is C > 0 such that∣∣Ru(x,u)∣∣ |u|γ ′−1 + C |u|p−1 (4.1)
and ∣∣R(x,u)∣∣ |u|γ ′ + C |u|p . (4.2)
In virtue of (4.1), (4.2) and Lemma 2.2, we can easily prove the following lemma, which implies (I1).
Lemma 4.1. ΨM is weakly sequentially lower semi-continuous and Φ ′M is weakly sequentially continuous.
From the form (2.2), since R(x,u) 0, it is clear that ΦM veriﬁes (I2). (I3) is satisﬁed by the following lemma.
Lemma 4.2. There exist r > 0 and ρ > 0 such that ΦM |B+r  0 and ΦM |S+r  ρ .
Proof. We only check the Coulomb-type potential case and the other case can be treated similarly.
Set Vk(x) := k|x| . By (R1),
|Mu|22  |Vku|22.
Since a > 0, by Kato’s inequality (see [17]),
|Vku|22  4k2|H0u|22 =
∣∣(2kH0)u∣∣22.
Then ∫
R3
k
|x|uu¯ =
∣∣V 12k u∣∣22  ∣∣|2kH0| 12 u∣∣22 = 2k∣∣|H0| 12 u∣∣22 = 2k‖u‖2.
Thus,
−
∫
R3
M(x)uu¯  2k‖u‖2.
For u ∈ E+ , from (4.2), one obtains
ΦM(u) = 1
2
‖u‖2 + 1
2
∫
R3
M(x)uu¯ −
∫
R3
R(x,u)

(
1
2
− k
)
‖u‖2 −
∫
R3
R(x,u)

(
1
2
− k
)
‖u‖2 − |u|22 − c |u|pp

(
1
2
− k
)
‖u‖2 − C‖u‖2 − Cc‖u‖p,
so the conclusion follows. 
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Φ0(u) := 1
2
(∥∥u+∥∥2 − ∥∥u−∥∥2)− ∫
R3
R∞(u),
the critical set by K0 := {u ∈ E: Φ ′0(u) = 0}, the least energy by Cˆ0 := min{Φ0(u): u ∈ K0\{0}}, the least energy solution set
by Sˆ0 := {u ∈ K0: Φ0(u) = Cˆ0}, and the induced map from E+ → E− by h0. For the case (1) of (R2) we consider b = 0 and
L = M(∞) in (3.1). Denote the corresponding functional by
ΦI (u) := 1
2
(∥∥u+∥∥2 − ∥∥u−∥∥2)+ 1
2
∫
R3
M(∞)uu¯ −
∫
R3
R∞(u),
and the critical set, the least energy, the least energy solution set and the induced map respectively by KI , Cˆ I , Sˆ I and hI .
Similarly in the case (2) of (R2) we take b =m∞ and L = 0 in (3.1) and denote correspondingly
ΦII(u) : = 1
2
(∥∥u+∥∥2 − ∥∥u−∥∥2)+ m∞
2
|u|22 −
∫
R3
R∞(u)
= 1
2
(∥∥u+∥∥2m∞ − ∥∥u−∥∥2m∞)−
∫
R3
R∞(u)
(where ‖ · ‖m∞ denotes the norm given by (3.4) with b = m∞) with notations KII , CˆII , Sˆ II and hII . If without confusion,
sometimes we shall write simply Φ , K, Cˆ , Sˆ and h standing for one of the cases.
The next lemma shows that ΦM satisﬁes the linking condition.
Lemma 4.3. There is R > 0 such that, for any e ∈ E+ and Ee := E− ⊕ Re, ΦM(u) < 0 for all u ∈ Ee\BR .
Proof. It is easy to check that
ΦM(u)Φn(u) for n = 0, I, II.
By Lemma 3.2,
Φn(u) < 0 for all u ∈ Ee\BR , n = 0, I, II,
and henceforth the conclusion holds true. 
By Theorem 2, there is a (C)c-sequence (u j) with k c  supΦM(Q ). Along the argument of Lemma 3.3, it isn’t diﬃcult
to check
Lemma 4.4. Any (C)c-sequence for ΦM is bounded.
By Lemma 4.4, any (C)c-sequence (u j) is bounded, hence along a subsequence also denoted by (u j),u j ⇀ uM . It is
obvious that uM is a critical point of ΦM . Moreover there holds the following
Lemma 4.5. Either (1) u j → uM , or (2) c  Cˆ and there exist a positive integer , points u¯1, . . . , u¯ ∈ K\{0}, a subsequence denoted
again by (u j), and sequences (aij) ⊂ Z3 , such that, as j → ∞,∥∥∥∥∥u j − uM −
∑
i=1
(
aij ∗ u¯i
)∥∥∥∥∥→ 0,∣∣aij∣∣→ ∞, ∣∣aij − akj∣∣→ ∞ if i = k,
and
ΦM(uM) +
∑
i=1
Φ(u¯i) = c. (4.3)
Proof. It is obvious (u j) is a (PS)c-sequence and
c ← ΦM(u j) − 12Φ
′
M(u j)u j =
∫
3
R˜(x,u j) 0. (4.4)
R
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c − ΦM(uM) and u1j ⇀ 0 (see [1]).
We claim (u j) is a (PS)c0 -sequence for Φn .
For simplicity, we only consider the case of n = 0. The other cases can be proved similarly.
Since
ΦM
(
u1j
)= Φ0(u1j )+
∫
R3
M(x)u1j u¯
1
j −
∫
R3
(
R
(
x,u1j
)− R∞(u1j ))
and
Φ ′M
(
u1j
)
v = Φ ′0
(
u1j
)
v +
∫
R3
M(x)u1j v¯ −
∫
R3
(
Ru
(
x,u1j
)
v − R ′∞
(
u1j
)
v
)
,
the claim can be shown by establishing∫
R3
M(x)u1j u¯
1
j −
∫
R3
(
R
(
x,u1j
)− R∞(u1j ))→ 0 as j → ∞ (4.5)
and ∫
R3
M(x)u1j v¯ −
∫
R3
(
Ru
(
x,u1j
)
v − R ′∞
(
u1j
)
v
)→ 0 as j → ∞ (4.6)
uniformly in ‖v‖ 1.
For a > 0, set Γ aj := {x ∈ R3; |u1j (x)| a} and Caj := R3\Γ aj .
Since the Lebesgue measure
∣∣Caj ∣∣
∫
Caj
|u1j |k
ak

C‖u1j‖k
ak
 C
ak
→ 0 (4.7)
as a → ∞ with k ∈ [2,3], for any  > 0, there is A > 0 such that∣∣∣∣
∫
Caj
(
R
(
x,u1j
)− R∞(u1j ))
∣∣∣∣ C
∫
Caj
(∣∣u1j ∣∣2 + ∣∣u1j ∣∣p)  (4.8)
for all a A and all j.
From
0 R(x,u) − R∞(u) =
1∫
0
(
Ru(x, su) − R ′∞(su)
)
u ds,
by (1) of (A5), one can see
R(x,u) → R∞(u) as |x| → ∞ uniformly in bounded sets of u.
Thus, there exists T > 0 such that∫
{|x|T ; x∈Γ Aj }
(
R
(
x,u1j
)− R∞(u1j )) C
∫
{|x|T ; x∈Γ Aj }
∣∣R(x,u1j )− R∞(u1j )∣∣α(∣∣u1j ∣∣γ ′ + ∣∣u1j ∣∣p)1−α
 C
∫
R3
(∣∣u1j ∣∣γ ′(1−α) + ∣∣u1j ∣∣p(1−α))
 C
(∥∥u1j∥∥γ ′(1−α)M + ∥∥u1j∥∥p(1−α)M )
  (4.9)
for all j, where α ∈ (0,1) satisfying both γ ′(1− α) and p(1− α) ∈ [2,3].
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{|x|T ; x∈Γ Aj }
(
R
(
x,u1j
)− R∞(u1j ))  (4.10)
for j large enough.
Combining (4.8)–(4.10), we see∫
R3
(
R
(
x,u1j
)− R∞(u1j ))→ 0.
Similarly, it is easy to see∫
R3
M(x)u1j u¯
1
j → 0,
and then (4.5) holds true.
Again by (4.7),∣∣∣∣
∫
Caj
(
Ru
(
x,u1j
)− R ′∞(u1j ))v
∣∣∣∣ C
∫
Caj
(∣∣u1j ∣∣+ ∣∣u1j ∣∣p−1)|v|
 C
((∫
Caj
∣∣u1j ∣∣2
) 1
2
+
(∫
Caj
∣∣u1j ∣∣p
)1− 1p )
  (4.11)
for all j, a A and uniformly in ‖v‖ 1.
Since
Ru(x,u) → R ′∞(u) as |x| → ∞ uniformly in bounded sets of u,
there exists T > 0 such that∫
{|x|T ; x∈Γ Aj }
(
Ru
(
x,u1j
)− R ′∞(u1j ))v
 C
∫
{|x|T ; x∈Γ Aj }
∣∣Ru(x,u1j )− R ′∞(u1j )∣∣β(∣∣u1j ∣∣(γ ′−1)(1−β) + ∣∣u1j ∣∣(p−1)(1−β))|v|
 C
( ∫
R3
(∣∣u1j ∣∣2(γ ′−1)(1−β) + ∣∣u1j ∣∣2(p−1)(1−β))
) 1
2
 C (4.12)
for all j and uniformly in ‖v‖ 1, where β ∈ (0,1) is chosen to satisfy 2(γ ′ − 1)(1− β) and 2(p − 1)(1− β) ∈ [2,3].
Obviously,∫
{|x|T ; x∈Γ Aj }
(
Ru
(
x,u1j
)− R ′∞(u1j ))v   (4.13)
for j large enough uniformly in ‖v‖ 1.∫
R3
M(x)u1j v¯ → 0
can be proved similarly and then (4.6) follows from (4.11)–(4.13).
Since Φ is invariant under the ∗-action of R3, by the concentration compactness principle, a standard argument shows
that there exist a sequence (a1j ) ⊂ R3 with |a1j | → ∞ and a critical point u¯1 = 0 of Φ satisfying a1j ∗ u1j ⇀ u¯1 and
Φ
(
a1j ∗ u1j
)→ c − ΦM(uM) − Φ(u¯1) 0.
Since ΦM(uM) 0 and Φ(u¯1) Cˆ , one sees that c  Cˆ .
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ﬁnish the proof. 
As a straight consequence of Lemma 4.5 we have
Lemma 4.6. ΦM satisﬁes the (C)c-condition for all c < Cˆ .
By Theorem 2 and Lemma 4.6, in order to obtain nontrivial least energy solutions of (1.1), we only have to prove the
linking level supΦM(Q ) < Cˆ .
Let Un ∈ Sˆn for n = 0, I, II. Set e := U+n and Ee := E− ⊕ Re.
Lemma 4.7. d := sup{ΦM(u): u ∈ Ee} < Cˆ .
Proof. By Lemma 4.2 and the linking property we have d ρ .
By Lemma 3.6,
supΦM(Ee) supΦ(Ee) = supΦ(v + se)
 supΦ
(
se + h(se))= Φ(e + h(e))= Cˆ,
we have d  Cˆ . Assume by contradiction that d = Cˆ . Let w j = v j + s je ∈ Ee be such that d − 1j  ΦM(w j) → d. It follows
from Lemma 4.3 that (w j) is bounded and we can assume that w j ⇀ w in E with v j ⇀ v ∈ E− and s j → s. It is clear that
s > 0 (otherwise d = Cˆ = 0, a contradiction), and then w = 0.
If (R1) is satisﬁed, then
d − 1
j
ΦM(w j)Φ0(w j) + 12
∫
R3
M(x)w j w¯ j
 Cˆ0 + 1
2
∫
R3
M(x)w j w¯ j .
Taking the limit one has Cˆ0  Cˆ0 + 12
∫
R3
M(x)ww¯ . Since M(x) < 0, we obtain w = 0, a contradiction.
If (1) of (R2) holds, just as above, from
ΦM(w j)ΦI (w j) + 12
∫
R3
(
M(x) − M(∞))w j w¯ j,
we can see d < Cˆ I .
Similarly, if (2) of (R2) appears, we can check d < CˆII . 
Set
Qn :=
{
u = u− + sU+n : u− ∈ E−, s 0, ‖u‖ < R
}
, n = 0, I, II.
As a consequence of Lemma 4.7 one has
Lemma 4.8. supΦM(Qn) < Cˆ for n = 0, I, II.
We are now in a position to complete the proof of Theorem 1.
Existence of least energy solutions. By Lemmas 4.1–4.8, there exists a (C)c-sequence (u j) with ρ  c  supΦM(Qn) < Cˆ
and u j → u as j → ∞. Then Φ ′M(u) = 0 and ΦM(u) ρ . Therefore KM\{0} = ∅.
Along the same line of proof of Lemma 3.4, one can check that cM > 0. Let (u j) satisfy that ΦM(u j) → cM ,Φ ′M(u j) = 0.
Since cM < Cˆ , we have u j → u in E with ΦM(u) = cM and Φ ′M(u) = 0, hence SM = ∅. A standard argument (see [9]) yields
u ∈ W 1,q(R3,C4) for all q 2.
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In contrast to [16], our main improvements are the following aspects: ﬁrstly, the self-coupling R(x,u) we consider is
more general than the one in [16]. Secondly, the super-quadratic conditions we composed on R are weaker than those
in [16]. Under our conditions, we also obtain the existence of least energy solutions of (1.1). Moreover, we prove our main
result in a direct way and needn’t characterize the mountain pass geometry of the reduce functional as [16]. Thus the
argument seems a little simpler than that of [16]. Our result also applies to the Coulomb-type potential and the Soler
model (see [7]).
For the strongly indeﬁnite problem (1.1), it is easy to see (R1) and (R2) play an important role in our argument which
ensure 0 /∈ σ(HM). For the case of 0 ∈ σ(HM), there isn’t any result by far. The main diﬃculty lies in, given 0 ∈ σ(HM), the
operator HM cannot lead the behavior at 0 of the equation, which leads to the method introduced in this paper is useless.
Hence this is an open problem.
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