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Abstract
In some diseases, such as multiple sclerosis, lesion counts obtained from magnetic
resonance imaging (MRI) are used as markers of disease progression. This leads
to longitudinal, and typically overdispersed, count data outcomes in clinical trials.
Models for such data invariably include a number of nuisance parameters which
can be difficult to specify at the planning stage, leading to considerable uncertainty
in sample size specification. Consequently, blinded sample size reestimation proce-
dures are used, allowing for an adjustment of the sample size within an ongoing trial
by estimating relevant nuisance parameters at an interim point, without compromis-
ing trial integrity. To date, the methods available for reestimation have required an
assumption that the mean count is time-constant within patients. We propose a new
modelling approach that maintains advantages of established procedures but allows
for general underlying and treatment-specific time trends in the mean response. A
simulation study is conducted to assess the effectiveness of blinded sample size rees-
timation methods over fixed designs. Sample sizes attained through blinded sample
size reestimation procedures are shown to maintain the desired study power without
inflating the type I error rate and the procedure is demonstrated on MRI data from a
recent study in multiple sclerosis.
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1 INTRODUCTION
Endpoints attained through magnetic resonance imaging (MRI) are established outcome measures in early phase clinical trials.1
For example, counts of T2 hyperintense lesions or gadolinium-enhanced lesions are accepted measures of inflammatory disease
activity in multiple sclerosis (MS).2 Lesion counts are often observed over regular time intervals, e.g. monthly scans, over the
0Abbreviations:MRI, magnetic resonance imaging; MS, multiple sclerosis; BSSR, blinded sample size reestimation; IPS, internal pilot study; PL, pseudolikelihood;
SD, standard deviation
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course of a previously defined time frame. A number of models have been proposed for such longitudinal count data. These range
from integer times series as Markov chains3–5 and random effects or latent process approaches6–8 to other parametric9–11 and
semi-parametric models.12 In this paper we will adopt an approach based on a gamma frailty model introduced by Henderson
and Shimakura6 and extended in Fiocco et al.8 The model allows for longitudinally dependent count data while maintaining
a negative binomial marginal distribution, which is important for coping with the overdispersion that is often present. One
favourable property of the gamma frailty model, which we will make use of, is the possibility of defining temporal trends while
maintaining the desired marginal negative binomial distributions. The form of temporal trend is kept general in our approach so
as to allow for a broad application of the techniques. Within the gamma frailty model, we are also able to process incomplete data
sequences. This is an important property, as many sequences are still incomplete at interim analysis. Including such observations
can substantially improve the precision of parameter estimates.13
Planning clinical trials includes sample size estimation. Sample size estimates are subject to unknown nuisance parameters,
which have to be assumed from prior studies. The uncertainty introduced by nuisance parameters can be reduced by using blinded
sample size reestimation (BSSR) techniques. These methods are applied after trial onset to estimate nuisance parameters on
blinded data accrued to that point, without compromising trial integrity. Experimenters can then adapt the required sample size
accordingly. Designs with internal pilot studies14 (IPS) for blinded sample size reestimation have been considered for several
different statistical models and endpoints. For an overview we refer to Proschan15,16 and Friede and Kieser17 with more recent
developments, considering count data, given in Schneider et al.,13 Friede and Schmidli18,19 and Asendorf et al.20 Friede and
Schmidli18,19 developed blinded sample size reestimation methods for univariate count data in two-arm placebo controlled trials,
which are applied in experiments involving the number of relapses in MS. These methods were extended by Schneider et al.13
to consider incomplete observation sequences and time trends in event rates, in the context of recurrent event data. Asendorf
et al.20 extended the procedures for longitudinal count data, measured over regular time intervals, also considering incomplete
observations but without trends in time. In this paper, we extend the methods of Asendorf et al.20 by developing sample size
estimation and reestimation techniques for longitudinal count data which can take into account temporal trends.
This paper is organised as follows. In Section 2 we provide context on MS trials and temporal trends. Section 3 introduces
the statistical model upon which our estimation and testing procedures are based, the latter being explained in Section 4. In
Section 5 we derive sample size estimation and reestimation procedures, and demonstrate these on MRI data from a recent
study in MS. We conduct simulation studies to demonstrate the validity of the derived procedures in Section 6 and in Section
7 explore possibilities for adapting the procedures for small sample sizes. Section 8 provides discussion of the advantages and
disadvantages of the proposed methods.
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2 CHALLENGES IN LESION COUNTS OF EARLY PHASE MS TRIALS
There is increasing evidence of a need for methods for the design and analysis of MS clinical trials in the presence of long or
short term temporal trends. For example, a decreasing trend for annualized relapse rates has been shown across trials,21,22 which
Stellmann et al.23 consider responsible for an increase in the sample size of MS phase III trials, which they observed over the
past 20 years. Nicholas et al.22 observe a decrease of the annualized relapse rates over follow-up, within trials. Given the close
relationship between the number of relapses and lesion counts,24 Stellmann et al.23 suspect a similar trend for the number of
new lesions. Another example is given in van Noort et al.,25 who test for significantly decreasing lesion counts in a 36 week trial
and Kappos et al.,26 who show a trend in the proportion of patients free of lesions in a 6 month trial. Other examples in which
temporal trend approaches will be useful include cumulative T1 lesions, as displayed for example in Comi et al.,27 and trials
with baseline to treatment designs.28,29
Whenever planning sample sizes, some parameters have to be estimated from previous studies. Finding suitable reference
studies for sample size planning can be challenging, especially in phase II MS trials, as the studies tend to be heterogeneous
in their lesion types and evaluation methods. Further, as Chalavi et al.30 summarise, the quality and evaluation of MRIs can
depend on a number of factors including the scanner manufacturer, field strength, MRI protocol, scanner drift over time and
employed analysis tools, all of which subsequently influence the number of lesion counts when MRI are examined by different
laboratories. These factors lead to an increased uncertainty in sample size determination, when assuming parameters observed
in previous studies apply also to the planned trial.
3 STATISTICAL MODEL
The negative binomial distribution is commonly applied to overdispersed count data. It can be derived as a gamma frailty
mixture of Poisson random variables. Serial correlation within a longitudinal count sequence can be modelled via a multivariate
gamma distribution described by Henderson and Shimakura6 and extended for more general purposes in Fiocco et al.8 To better
understand the sample size reestimation procedures, we introduce the required notation, briefly explain the model and describe
how general time trends can be incorporated. For more details on the estimation procedure and the gamma frailty model used
here, we refer to Fiocco et al.8
3.1 The longitudinal gamma frailty model
The setting we consider is a two-arm randomised controlled study in which patients are observed at fixed time points over a
specific time frame. To distinguish between the experimental group and the control group, we introduce the index 푖 = 퐸,퐶 ,
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where 퐸 stands for the experimental group and 퐶 for the control group. Further, let 푗 = 1, ..., 푛푖 for 푖 = 퐸,퐶 denote the
patient and 푡 = 1, ..., 푇 denote the time point at which observations are recorded. We begin by assuming that each patient has
an associated unobservable multivariate gamma random variable
퐙푖푗 = (푍
(1)
푖푗 , ..., 푍
(푇 )
푖푗 )
⊤.
Each 푍 (푡)푖푗 has marginal gamma distribution with mean one and variance 휂, which we denote as 푍 (푡)푖푗 ∼ 훾(1, 휂−1). The within-
patient frailties are not independent however, and Cor(푍 (푡)푖푗 , 푍(푠)푖푗 ) = 휌|푠−푡|. For information on how to generate random variables
from a multivariate gamma distribution with this structure, we refer to Fiocco et al.8
The observed counts푋(푡)푖푗 are conditionally independent Poisson variables, given the frailties, which act multiplicatively upon
the means. Thus,
푋(푡)푖푗 |푍 (푡)푖푗 ∼ 푃표푖푠푠표푛(휇(푡)푖 푍(푡)푖푗 )
for some fixed group- and time-specific mean 휇(푡)푖 . The marginal distribution is then negative binomial, 푋(푡)푖푗 ∼ 푁퐵(휇(푡)푖 , 휂) as
required. Further, the within-patient counts are dependent, and following Fiocco et al.8 it can be shown that
퐶표푟(푋(푡)푖푗 , 푋
(푠)
푖푗 ) = 휌
|푡−푠| ⋅ 휇(푡)푖 휇(푠)푖
휂
/⎛⎜⎜⎜⎝
√√√√휇(푡)푖 2
휂
+ 휇(푡)푖
√√√√휇(푠)푖 2
휂
+ 휇(푠)푖
⎞⎟⎟⎟⎠ .
The correlation structure of the observed counts has an autoregressive character inherited from the autoregressive frailty
correlations, but the exact values depend upon the time trends as well as the time separation |푡 − 푠|.
3.2 Incorporating trends
In principle each conditional mean 휇(푡)푖 can be estimated without further assumptions and the proposed method is therefore quite
flexible. However, in practice it is usually convenient to assume a lower-dimensional parametric form. We assume therefore that
휇(푡)푖 = 푓
(푡)
푖 (흀) 푖 = 퐸,퐶
for group-specific functions which are known up to a vector of trend parameters 흀. For technical reasons we will encounter later,
each 푓 (푡)푖 (⋅) is assumed to be a twice differentiable function with respect to the trend parameters.
For example, the standard time-constant model might be parametrised as 흀 = (휆1, 휆2) and
푓 (푡)퐸 (흀) = 푒푥푝(휆1 + 휆2) and 푓 (푡)퐶 (흀) = 푒푥푝(휆1).
This assumes that the effect of treatment is both constant and immediate. A natural extension is to 흀 = (휆1, 휆2, 휆3) and
푓 (푡)퐸 (흀) = 푒푥푝(휆1 + 푡 ⋅ (휆2 + 휆3)) and 푓 (푡)퐶 (흀) = 푒푥푝(휆1 + 푡 ⋅ 휆2).
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Counts at treatment onset now have the same mean, with the treatment effect growing with time. Figure 1 provides illustrations
for both examples.
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FIGURE 1 Illustrative examples of expected new lesion counts in monthly MRI data, given constant rates (left), an underlying
exponential trend (center) and piecewise constant rates (right).
Note that, despite their appearance, the curves in the center panel of Figure 1 are not linear. Depending on the data situation,
different trends might be more appealing. Because the functions 푓 (푡)푖 (⋅) need only be differentiable with respect to 흀 and not with
respect to the time points 푡, there is a high flexibility when choosing other trends. This includes, for example, piecewise constant
rates as displayed in the right panel of Figure 1 , where arbitrary means at each time point can be defined, i.e. 푓 (푡)푖 (흀) = 휆(푡)푖 ,
with 흀 = (휆(1)퐸 ,… , 휆(푇 )퐶 ) is restricted to the 2 ⋅ 푇 -dimensional space of positive real numbers. As trend specifications may differ
depending on future applications, all results in the following sections are in terms of general functions 푓 (푡)푖 (흀).
4 FORMULATING AND TESTING HYPOTHESES
Prior to deriving sample size estimation and reestimation techniques, we give details on how the estimation and testing
procedures proposed in Fiocco et al.8 are adapted to our setting.
4.1 Parameter estimation and asymptotic properties
Given observations 풙, we use composite likelihood methods for estimation and inference. The trend parameters 흀 and shape
parameter 휂 together determine the marginal distributions of counts. Hence we can use a pseudolikelihood (PL) approach with
independence working assumption to obtain estimates 흀̂ and 휂̂ by maximising
푙(휂,흀|풙) = 1
푛퐶 + 푛퐸
∑
푖=퐸,퐶
푛푖∑
푗=1
푙푖푗(휂,흀|풙),
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where
푙푖푗(휂,흀|풙) = 푇∑
푡=1
ln
(
PNB
(
푥(푡)푖푗 , 푓
(푡)
푖 (흀), 휂
))
. (1)
Here PNB(푥, 휇, 휂) denotes the probability function of a negative binomial random variable with mean 휇 and variance 휇2∕휂 + 휇,
see Appendix A.1 for details. An estimate 휌̂ of the correlation parameter 휌 can be attained at a second step by maximising the
pairwise composite likelihood
푐푙(휌|휂̂, 흀̂, 푥) = 1
푛퐶 + 푛퐸
∑
푖=퐸,퐶
푛푖∑
푗=1
푇−1∑
푡=1
푇∑
푠=푡+1
ln(PpairNB
(
푥(푡)푖푗 , 푥
(푠)
푖푗 ; 휌, 푓
(푡)
푖 (흀̂), 푓
(푠)
푖 (흀̂)
)
), (2)
where PpairNB (⋅, ⋅) denotes the bivariate probability function for counts at different times but on the same patient, see Appendix A.2
for details.
Attaining standard errors for the PL estimates proves to be slightly more difficult, as the observations are not independent
over time points. Here, we focus on attaining standard errors for 휂̂ and 흀̂, referring to Fiocco et al.8 for estimating standard errors
for 휌̂. Because we maximise the pseudolikelihood with an independence working correlation, the associated Fisher information
does not lead to consistent estimation of standard errors of the PL estimates. Instead, we consider the sandwich estimator, which
requires the first and second derivatives of the log-likelihood contributions, namely
∇(휂,흀) 푙(휂,흀|풙) = (휕푙(휂,흀|풙)휕휂 , 휕푙(휂,흀|풙)휕휆1 ,… , 휕푙(휂,흀|풙)휕휆퐷
)⊤
and
∇(휂,흀)(휂,흀)푙(휂,흀|풙) =
⎛⎜⎜⎜⎜⎝
휕2푙(휂,흀|풙)
휕휂2
(
휕2푙(휂,흀|풙)
휕휂휕휆푑
)⊤
푑=1,…,퐷(
휕2푙(휂,흀|풙)
휕휂휕휆푑
)
푑=1,…,퐷
(
휕2푙(휂,흀|풙)
휕휆푑휕휆푒
)
푑=1,…,퐷
푒=1,…,퐷
⎞⎟⎟⎟⎟⎠
.
Details on the calculation of these terms are provided in Appendix B and C. For deriving asymptotic properties of 흀̂ and 휂̂ we
require the expected values of the Hessian matrix and expected values of the outer gradient matrix, denoted by
퐻 = 1
푛퐶 + 푛퐸
∑
푖=퐸,퐶
푛푖∑
푗=1
퐸
[
∇(휂,흀)(휂,흀)푙푖푗(휂,흀|풙)] (3)
and
퐽 = 1
푛퐶 + 푛퐸
∑
푖=퐸,퐶
푛푖∑
푗=1
퐸
[
∇(휂,흀)푙푖푗(휂,흀|풙) ⋅ ∇(휂,흀)푙푖푗(휂,흀|풙)⊤] (4)
respectively. Further information on calculating퐻 and 퐽 is in Appendix D. Standard asymptotic theory on likelihood estimators
yields √
푛퐶 + 푛퐸 ⋅
(
(휂̂, 흀̂) − (휂,흀)
)
→ 푁(0,퐻−1퐽퐻−1) (5)
for 푛퐶 , 푛퐸 →∞ with 푘 = 푛퐸∕푛퐶 constant, and where convergence is in distribution. See Appendix E for details. With the help
of this asymptotic property, we will consider suitable hypotheses and derive applicable test statistics.
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4.2 Considered hypotheses
Throughout the remainder of this paper we consider testing hypotheses of the form 퐻0 ∶ ℎ(휂,흀) ≥ ℎ0 where the function
ℎ ∶ ℝ퐷+1 → ℝ is differentiable and monotone in all dimensions. Reconsidering the simple examples from Section 3.2, a
hypothesis for the constant trend could be퐻0 ∶ 휆2 = 0, for the exponential trend it could be퐻0 ∶ 휆3 = 0, and for the piecewise
constant model it might be퐻0 ∶ 휆(푡)퐸 = 휅휆(푡)퐶 for some time-fixed constant 휅. The multivariate delta method in combination with
the asymptotic result in (5) yields
√
푛퐶 + 푛퐸 ⋅
(
ℎ(휂̂, 흀̂) − ℎ(휂,흀)
) 푛퐸 ,푛퐶→∞
→ 푁
(
0,∇(휂,흀)ℎ(휂,흀)⊤퐻−1퐽퐻−1∇(휂,흀)ℎ(휂,흀)
)
with 푘 = 푛퐸∕푛퐶 constant. Using estimators
퐻̂ = 1
푛퐶 + 푛퐸
∑
푖=퐸,퐶
푛푖∑
푗=1
∇(휂,흀)(휂,흀)푙푖푗(휂̂, 흀̂|풙) (6)
and
퐽̂ = 1
푛퐶 + 푛퐸
∑
푖=퐸,퐶
푛푖∑
푗=1
∇(휂,흀)푙푖푗(휂̂, 흀̂|풙) ⋅ ∇(휂,흀)푙푖푗(휂̂, 흀̂|풙)⊤, (7)
we can derive a Wald-Type test statistic 푍 which asymptotically follows a standard normal distribution
푍 =
√
푛퐶 + 푛퐸 ⋅
ℎ(휂̂, 흀̂) − ℎ0√
∇(휂,흀)ℎ(휂̂, 흀̂)⊤(퐻̂−1퐽̂ 퐻̂−1)∇(휂,흀)ℎ(휂̂, 흀̂)
.∼. 푁(0, 1). (8)
On the basis of the test statistic 푍 and its asymptotic properties, we can derive a sample size formula. For improved readability
in upcoming sections, we denote the standard error of ℎ(휂̂, 흀̂) by
휎 =
√
∇(휂,흀)ℎ(휂,흀)⊤(퐻−1퐽퐻−1)∇(휂,흀)ℎ(휂,흀)
and its plug-in estimator by 휎̂.
5 SAMPLE SIZE CALCULATION AND BLINDED REESTIMATION
We first derive a sample size formula for the fixed design and describe blinded sample size reestimation procedures. The
application is then demonstrated on lesion counts from a recent study in MS.
5.1 Sample size formula for fixed designs
Using the asymptotic distribution given in (8), we can derive an approximate formula for calculating the sample size required
for rejecting the null hypothesis퐻0 with probability 1 − 훽 at significance level 훼, given an effect size 휃∗ = ℎ(휂∗,흀∗) − ℎ0. The
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sample size of the control group is given by
푛퐶 =
(푧훽 + 푧훼)2 ⋅ 휎2
(1 + 푘) ⋅ 휃∗2
(9)
where 푧훾 denotes the 훾-quantiles of the standard normal distribution. The sample size of the experimental group is given by
푛퐸 = 푘 ⋅ 푛퐶 with treatment group allocation 푘 ∶ 1 for experimental to control. From the sample size formula, we see that the
choice of power, significance level, expected effect size and sample size allocation factor 푘 influence the sample size. All of
these are known and can be planned within a study. What is not known and cannot be chosen, is the nuisance parameter 휎2,
which in turn can be calculated using the expected trend parameters 흀, shape parameter 휂, correlation parameter 휌 and number
of time points 푇 , as described in Section 4.2. We use simulations to investigate the influence of these nuisance parameters on
sample size in Section 6.2.
5.2 Blinded sample size reestimation
Blinded sample size reestimation is a three step procedure. First, the study parameters, relevant effect size and nuisance param-
eters are defined and an initial sample size is calculated using a sample size formula. Then, after the trial has started and a
proportion of participants has been recruited into the trial, the sample size is reestimated using available blinded data, i.e. all
data available at the interim time point, without information on the treatment allocation and so without compromising the trial
integrity.31 Based on the reestimated sample size, recruitment of participants is adjusted and the final analysis is performed on
the reestimated number of participants. Summarizing, we perform the following steps:
1. Calculate an initial sample size estimate 푛(0)퐶 and 푛(0)퐸 = 푘 ⋅ 푛(0)퐶 for the control and experimental group, respectively, based on
design options and the smallest clinically meaningful effect (푘, 푇 , 휃∗, 훼, 훽) and assumptions on nuisance parameters (흀, 휂, 휌).
2. At a suitable interim time, perform blinded sample size reestimation to obtain sample size reestimates 푛(1)퐶 and 푛(1)퐸 based on
estimates of nuisance parameters from blinded data of patients already recruited into the control and experimental group.
3. Perform the final analysis based on max(푚(0)퐶 , 푛(1)퐶 ) participants for the control group and max(푚(0)퐸 , 푛(1)퐸 ) for the experimental
group, where 푚(0)푖 denotes the number of patients enrolled by interim.
One popular method of blinded estimation for count data is given through the lumping approach,18,19, 32 in which all blinded
observations are treated as if they were from the same negative binomial distribution. However, we will make use of a different
possibility, applied in Asendorf et al.,20 which is given by treating blinded observations as observations from a mixture of two
negative binomial distributions. The two approaches have been shown to give similar results.20 Thus we estimate the parameters
흀 and 휂 in a blinded fashion by maximising the following pseudolikelihood from a mixture of negative binomial distributions:
푙blind(휂,흀|풙) = 1푛퐶 + 푛퐸
푛퐸+푛퐶∑
푗=1
푇∑
푡=1
ln
( 푘
1 + 푘
⋅ PNB
(
푥(푡)푗 , 푓
(푡)
퐸 (흀)), 휂
)
+ 1
1 + 푘
⋅ PNB
(
푥(푡)푗 , 푓
(푡)
퐶 (흀), 휂
))
. (10)
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Whether blinded estimation of nuisance parameters is possible through a mixture distribution depends on how the group specific
trend parameters are interrelated. Usually, the group specific trend parameters are interrelated by assuming the clinically relevant
effect 휃∗ to be true. For illustrative purposes, consider the example of constant trends. Assuming that the clinically relevant
effect holds implies that 휆2 = 휃∗. Therefore, there exists an invertible function 푔(⋅) such that 푔(흀퐶 ) = 푔(휆1) = 푔(휆1, 휃∗) = 흀퐸 ,
where 흀푖 denotes a vector of group specific trend parameters. More generally, for the blinded estimation of nuisance parameters
to be reliable, such a function 푔(⋅) needs to exist. If it does not exist naturally, assumptions on the study design may need to be
imposed to guarantee its existence.
Estimating the correlation parameter 휌 proves to be slightly more difficult: we use a two stage procedure similar to that
presented Section 4.1. In the first stage, we calculate PL estimates for 흀̂ and 휂̂ as presented above. In the second stage, we
maximise with respect to 휌 a composite mixture of bivariate probability functions. This is
푐푙blind(휌|휂̂, 흀̂,풙) = 1푛퐶 + 푛퐸
푛퐸+푛퐶∑
푗=1
푇−1∑
푡=1
푇∑
푠=푡+1
ln
( 푘
1 + 푘
⋅ PpairNB
(
푥(푡)푗 , 푥
(푠)
푗 ; 휌, 푓
(푡)
퐸 (흀̂), 푓
(푠)
퐸 (흀̂), 휂̂
)
(11)
+ 1
1 + 푘
⋅ PpairNB
(
푥(푡)푗 , 푥
(푠)
푗 ; 휌, 푓
(푡)
퐶 (흀̂), 푓
(푠)
퐶 (흀̂), 휂̂
))
.
The estimates 흀̂, 휂̂ and 휌̂ attained from the blinded data are then used to calculate 휎̂2, which is plugged into the sample size
formula to attain a reestimated sample size.
5.3 Incorporating incomplete observations
A frequently encountered problem when performing blinded reestimation on longitudinal data, is the case of incomplete fol-
low up. In most clinical trials, a certain fraction of patients will not have been fully observed when the blinded sample size
reestimation is conducted, resulting in administrative missingness at the reestimation time. This type of missingenss can be con-
sidered to be completely missing at random. Inclusion of partial data from these patients however, can lead to an information
gain and therefore more precise reestimation of nuisance parameters and the required sample size. Incorporating observations
with incomplete follow up into the blinded sample size reestimation is possible by replacing the fixed follow up time 푇 with
patient-specific follow up times 푇푗 in both likelihoods for blinded estimation, (10) and (11).
The problem of incomplete observations may also persist in the final analysis. Under the assumption that observations are
missing completely at random, the same technique described for the blinded sample size reestimation procedure can be applied
for the final analysis. Instead of taking a fixed follow up time 푇 in the pseudolikelihood (1) and composite likelihood (2), each
patient is given a specific follow up time 푇푗 . Subsequent changes to the calculations of the sandwich estimator are straightforward.
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5.4 Application of the BSSR Procedure
For illustration we consider data from Fernandez et al.,33 available online as supplementary material to their publication. In
this MS trial, active T1 lesions were measured at three time points (at baseline, 6 months after randomization, 12 months
after randomization) on patients who were administered different doses of autologous Adipose-derived mesenchymal stem cells
(AdMSC). We consider the placebo group (푛 = 11) and the low-dose group (푛 = 10), in the latter 1 × 106 cells/kg autologous
AdMSC were administered to the patients. Figure 2 illustrates the individual patient data of these two groups (center and right
panel), as well as expected lesion counts from the observed data and the corresponding fit with the exponential trend model (left
panel).
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FIGURE 2 Expected lesion counts of the observed data, estimated by negative binomial regression and the corresponding fit
with the exponential trend model (left). Observed individual lesion counts of the low-dose treatment group (center) and of the
placebo group (right).
Figure 2 suggests that lesion counts are slightly decreasing with time in the low-dose group, and increasing in the placebo
group. The shape parameters attained by negative binomial regression on the observed data and fitting the exponential model
are estimated as 0.4955 and 0.4954, respectively.
For the purpose of illustration, we will pool the data across the treatment groups and demonstrate how a sample size review
could be conducted assuming that this is interim data of an ongoing trial. We will assume an exponential trend with treatment
effect 휃∗ = 휆3 = −0.70 and plan to reject the null hypothesis 퐻0 ∶ 휆3 ≥ 0 with a power of at least 80% at nominal level
훼 = 2.5%. Furthermore, the sample size allocation is 푘 = 1 and the number of time points is 푇 = 3. Then, the blinded sample
size reestimation procedure yields a required sample size of 31 patients per group. To meet these power requirements, the trial
would therefore have to be extended from 21 current patients to a total of 62 patients. For more details on the performed blinded
sample size reestimation including R code, we refer to Appendix F.
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6 OPERATING CHARACTERISTICS OF THE BLINDED SAMPLE SIZE REESTIMATION
PROCEDURE
In this section we investigate the characteristics of the presented BSSR procedure by comparing it to a fixed design without
sample size reestimation. We follow the three step procedure described in Section 5 and compare the results to having only
performed an initial sample size estimation, i.e. the first step of this procedure. We compare type I error and power of the
procedures and demonstrate the benefit of incorporating incomplete observations. Table 1 gives an overview of the simulation
settings considered in this section. We have concentrated on values that are realistic for MRI phase II studies in relapsing- and
remitting MS.
TABLE 1 Overview of parameters considered in simulation settings for superiority tests. The IPS is conducted when complete
follow-up is available on 푛(0)퐶 ∕2 and 푛(0)퐸 ∕2 patients. For each trend type, simulations are conducted with all possible combinationsof parameters. Note, that for the constant and exponential trend the relevant effect 휃∗ corresponds to 휆2 and 휆3, respectively.
Trend Parameter Values
Constant Intercept rate 휆1 -1.0, -0.5, 0.0, 0.5, 1.0
Shape parameter 휂 0.5, 1.0, 1.5
Correlation parameter 휌 0.0, 0.5, 0.9
Null hypothesis ℎ0 0
Sample size Allocation 푘 1
Number of time points 푇 6
Nominal level (one-sided) 훼 0.025
Power 1 − 훽 0.8
Relevant effect (log-scale) 휃∗ -0.3
Exponential Intercept rate 휆1 -1.0, -0.5, 0.0, 0.5, 1.0
Slope rate 휆2 -0.083, 0.0, 0.083
Shape parameter 휂 0.5, 1.0, 1.5
Correlation parameter 휌 0.0, 0.5, 0.9
Null hypothesis ℎ0 0
Sample size Allocation 푘 1
Number of time points 푇 7
Nominal level (one-sided) 훼 0.025
Power 1 − 훽 0.8
Relevant effect (log-scale) 휃∗ -0.05
6.1 Type I error
In a first simulation study, we investigate if adjusting the sample size, through blinded sample size reestimation, has an impact
on the type I error rate, compared to the fixed design. We perform all simulations separately for constant rates and exponential
trend.
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6.1.1 Constant rates
In the presence of constant rates, we are mainly interested in testing the hypothesis퐻0 ∶ 휆2 ≥ 0 vs.퐻퐴 ∶ 휆2 < 0. The nuisance
parameters were expected to be 휆1 = 0, 휂 = 1 and 휌 = 0.5, effectively corresponding to one new monthly lesion per patient
in the control group and 0.74 new monthly lesions per patient in the experimental group. With these assumptions, the initial
sample size estimate for the control group is 푛(0)퐶 = 102.
Additionally to these simulation runs, we also investigate the type I error rates when testing for non-inferiority. Situations
exist in which the type I error rates are inflated depending on the non-inferiority margin.34 To investigate, we also perform
simulations in which we consider the hypothesis 퐻0 ∶ 휆2 ≥ 훿 vs. 퐻퐴 ∶ 휆2 < 훿 for some non-inferiority margin 훿 > 0, while
assuming that experiment and control group have the same underlying effect. Thus, for the non-inferiority trials, we assume
휆∗2 = 0 and set 훿 = ℎ0 = 0.2, resulting in 휃∗ = −0.2, while all other parameters remain as displayed in Table 1 .
Having calculated the sample size for the fixed design, we simulate data under the null hypothesis, but with different than
expected nuisance parameters. Blinded sample size reestimates are attained from half of the initially simulated fixed data set
and the data set is extended as described in Section 5. The settings we evaluted are given through all possible combinations of
parameter values displayed in Table 1 , resulting in a total of 90 different simulation settings, with actually required sample
sizes ranging from 30 to 357 patients. Rejection probabilities for both the fixed design and blinded sample size reestimation, as
well as non-inferiority tests, are displayed in Figure 3 .
The type I error rate of the fixed design seems to be moderately inflated, a property which was observed in similar settings
elsewhere.35,36 A mixed effect multiple logistic regression was performed to assess any correlation between parameters and
type I error rates. Fixed effects were 휆1, 휂, 휌, the type of hypothesis (non-inferiority vs. superiority) and the procedure (fixed
vs. BSSR). The data set, on which the procedure is performed, is modeled as a random effect, as it is partially shared in both
procedures. Only the type of hypothesis was found to have a significant influence on the type I error (p<0.0001), other fixed
effects were not statistically significant. The BSSR procedure does not seem to show higher type I error rates than the fixed
design (Figure 3 ). When testing for non-inferiority, the BSSR procedure did not inflate the type I error rate. Type I error rates
are not as high as observed with superiority tests, mainly due to the lower effect size and therefore higher sample sizes in the
non-inferiority simulation runs.
6.1.2 Exponential trend
When there is an underlying exponential trend in the data, the main interest lies in testing the hypothesis 퐻0 ∶ 휆3 ≥ 0 vs.
퐻퐴 ∶ 휆3 < 0. Following the notation from Section 4.2, we therefore have ℎ(휂,흀) = 휆3 and ℎ0 = 0. The nuisance parameters
were expected to be 휆1 = 0, 휆2 = 0, 휂 = 1 and 휌 = 0.5. With these assumptions, the sample size for the control group is
푛(0)퐶 = 229.
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FIGURE 3 Comparison of type I error rates under constant trend and two different null hypotheses, i.e. superiority (ℎ0 = 0)
and non-inferiority (ℎ0 = 0.2). The nominal level is set at 훼 = 0.025 (one-sided). Nominal 95% random intervals are given for
orientation. Each dot corresponds to one of the settings from Table 1 . Results from non-inferiority tests are coloured gray.
We again simulate the data with nuisance parameter values different from the expected values and no treatment effect. The
settings we evaluate are given through all possible combinations of parameter values as displayed in Table 1 , resulting in a
total of 135 distinct settings with true required sample sizes ranging from 63 to 875 patients. Type I error rates for both the fixed
design and blinded sample size reestimation are displayed in Figure 4 .
The type I error rate of the fixed design again seems to be slightly above nominal level. The type I error rate of the BSSR
procedure is slightly lower, but very similar to that of the fixed design. A mixed effect multiple logistic regression between type
I error rates and parameter setting, with 휆1, 휆2, 휂, 휌 and procedure (fixed vs. BSSR) as fixed effects and the data set as random
effect, did not reveal any correlation between type I error rates and specific parameter settings. Overall, the BSSR procedure,
which uses blinded data from a running trial to reestimate nuisance parameters, does not inflate the type I error rate beyond
levels seen in fixed designs and can therefore be used without any adjustment of the nominal level.
6.2 Power and sample size
The main purpose of considering a blinded sample size reestimation lies in correcting the sample size to achieve a predefined
power, when nuisance parameters are misspecified and the clinical effect assumed is present. Following Birkett and Day,37 we
allow the reestimated sample size to be lower than the initially planned sample size. In practice, however, this is sometimes
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FIGURE 4 Comparison of type I error rates under exponential trend. The nominal level is set at 훼 = 0.025 (one-sided). Nominal
95% random intervals are given for orientation. Each dot corresponds to one of the settings from Table 1 .
discouraged. Estimates of nuisance parameters are always subject to variance, especially early in the study. Therefore, allowing
for a decrease in the sample size increases the risk of an underpowered study, potentially caused merely by the variability of
nuisance parameters estimates.31
6.2.1 Constant rates
Similarly to the type I error simulation, we perform an initial sample size estimation by choosing study parameters and relevant
effect size as in Table 1 . The nuisance parameters are again expected to be 휆1 = 0, 휂 = 1 and 휌 = 0.5, leading to 푛(0)퐶 = 102.
The data are now simulated with the relevant effect size being present, i.e. 휆2 = −0.3. However, the nuisance parameters are
varied away from the a priori expected values in a sequential manner. First we vary 휆1 and simulate data with 휆1 = −1,… , 1
in steps of 0.1 while keeping 휌 and 휂 equal to the expected values. Next we vary 휌 = 0,… , 1 in steps of 0.1 while keeping 휆1
and 휂 constant. Finally, 휂 = 0.5,… , 1.5 is varied in steps of 0.1 while the other two nuisance parameters are kept fixed. In each
setting, a sample size reestimation is performed aimed at correcting the sample size to achieve a power of 80% at the end of the
study. The results are displayed in Figure 5 .
For all of the nuisance parameters, a misspecification leads to the fixed design not achieving the desired power. The sample
size estimated within the BSSR procedure on the other hand corrects the sample size appropriately to attain the desired power.
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FIGURE 5 Power and sample size of the fixed design and the BSSR procedure when nuisance parameters are misspecified
under constant rates.
6.2.2 Exponential trend
For the exponential trend we also compare the fixed design to the BSSR procedure in terms of power and sample size. The study
parameters and relevant effect size are chosen as displayed in Table 1 . The nuisance parameters were expected to be 휆1 = 0,
휆2 = 0, 휂 = 1 and 휌 = 0.5, which gave 푛(0)퐶 = 229. Again the data are simulated with the treatment effect present but nuisance
parameters allowed to vary sequentially, as for the previous section. The power comparisons between the fixed design and BSSR
procedure are presented in Figure 6 .
For all nuisance parameters, the fixed design does not meet the power requirements when there is misspecification. The BSSR
procedure corrects the sample size when nuisance parameters have been misspecified and achieves the desired power of 80% in
the final analysis.
6.3 Incomplete observations
To investigate the effect of incomplete observations being present at interim analysis, we consider the setting described in Section
6.2.1 with an initial sample size estimate of 푛(0)퐶 = 102 in each group. Let us assume that each month a total of 20 patients, 10 in
each group, are enrolled to the trial. The follow-up time per patient is six months (monthly MRI scans), therefore the trial will
be about 16 months long with an enrollment phase of 10 months. We would like to conduct a sample size reestimation before
enrollment ends, for example six months after trial onset. At that time we have only 10 observations in each group which are
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FIGURE 6 Power and sample size of the fixed design and the BSSR procedure when nuisance parameters are misspecified
under an exponential trend.
complete, although 60 patients per group have been enrolled and can provide data. Table 2 shows the benefit of incorporating
the incomplete observations in comparison to only considering complete sequences.
TABLE 2 Mean and standard deviation (SD) of sample size estimates at different review time points, including incomplete
observations and using only complete observations.
Including incomplete observations Complete observations only
Month of review Mean SD Mean SD
6 102.3 20.3 100.5 34.8
7 102.2 17.6 101.1 25.3
8 101.8 15.9 101.2 20.7
9 102.2 14.7 101.8 18.2
10 102.0 13.5 101.8 16.3
We see that the mean sample size estimate is not affected by including incomplete observations but the precision is markedly
improved. This effect is strongest in early sample size reviews, when the number of incomplete observations is high in comparison
to the number of complete observations. For instance, by including incomplete observations, a standard deviation of about 20
can already be achieved at month 6, as opposed to month 8 with complete observations only.
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7 AN EXTENSION FOR SMALL SAMPLE SIZES
The simulations in Sections 6.1.1 and 6.1.2 show the fixed design to have type I error rates slightly above the nominal level. The
observed inflation was rooted in the testing procedure and was not specific to the blinded sample size reestimation procedure.
While the inflation is partially explained through a relatively low sample size implied by the simulation settings, methods have
been studied which might lead to improved control of the type I error rate.38,39 To improve type I error rate control we adapt
an approach as in Mütze et al.,39 in which the variance of the effect size is estimated under the null hypothesis by means of
restricted maximum likelihood estimation. This concept, of restricting the variance estimator to the null hypothesis for improved
inference results, has been studied previously, including Mielke and Munk40 and references given therein. Transferred to the
setting considered here, this implies calculating the expected Hessian and outer gradient matrix analogously to (3) and (4), but
restricted to the one-sided null hypothesis as stated in Section 4.2. The restricted expected Hessian and restricted outer gradient
matrix are denoted as 퐻 (푟) and 퐽 (푟), respectively. The resulting sandwich estimator is referred to as the restricted variance
estimate.
Calculation of the restricted variance estimate is performed in three steps. First, parameter estimates 휂̂푟 and 흀̂푟 for the shape
parameter 휂 and trend parameters 흀, respectively, are attained by restricted pseudolikelihood estimation. Note that the optimiza-
tion is conducted over the half-open space {(휂,흀) ∈ ℝ퐷+1|ℎ(휂,흀) ≥ ℎ0} and not only over the rim of the hypothesis. Secondly,
these restricted estimates are plugged into the composite likelihood to attain a restricted estimate 휌̂푟 of the correlation parameter
휌. Thirdly, the restricted estimates, 휂̂푟, 흀̂푟 and 휌̂푟, are plugged into equations (3) and (4) to attain the restricted expected Hessian
퐻 (푟) and restricted outer gradient matrix 퐽 (푟).
To illustrate the improvements of the proposed extension for small sample sizes, we reconsider the simulation of superiority
trials from Section 6.1.1. We take the same parameter values except we consider two different effect sizes, 휃∗ = −0.3, as
previously considered, and also 휃∗ = −0.6, which reduces the original sample size from 102 to 27 observations per group.
Figure 7 compares results in the fixed design, with inference is based on the original and restricted variance estimator.
At the smaller sample size there is a clear inflation of the type I error rate when the unrestricted method is used, which is
corrected by the restricted variance procedure.
8 DISCUSSION
Motivated by MRI lesion counts, we considered a gamma frailty model for longitudinal count data with overdispersion, depen-
dence and possible time-trends in mean values.8 The model maintains a marginal negative binomial distribution. Correlations
between observations are implied by correlations between the multivariate gamma frailty components.
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FIGURE 7 Comparison of type I error rates when calculating the restricted variance estimate compared to inference based on
the unrestricted variance estimate, as described in Section 4.2. Each dot corresponds to one of the settings for constant rates
from Table 1 . The nominal level for all simulation settings is 훼 = 2.5% (one-sided). Black dots and gray triangles correspond
to a sample size of 102 (휃∗ = −0.3) and 27 (휃∗ = −0.6) observations per group, respectively.
Within the gamma frailty model, using pseudolikelihood estimators and their asymptotic properties, a Wald-Type test statistic
was derived for testing one-sided and two-sided hypotheses of trend parameters. The modelling approach allows for more precise
hypothesis formulation and inference than more simplistic approaches, commonly used in MS studies. The Wald-Type test
statistic was used to derive a sample size formula. Although the sample size can be calculated numerically, a more detailed
expression giving insights on the influence of nuisance parameters on the standard error 휎 could not be found. The difficulty
in attaining a more detailed expression lies in formulating a general inverse of the expected Fisher information matrix for the
sandwich estimator, as well as analytic calculations of specific terms of the expected Fisher information, e.g. 퐸[휓1(푥(푡)푖푗 +휂)], for
which only numerical approximations exist. Nevertheless, the influence of nuisance parameters on the sample size was illustrated
in subsequent simulation results.
On the basis of the sample size formula, techniques for blinded sample size reestimation were developed. Here we adopted
the so-called mixture approach, opposed to the simpler lumping approach, which may also have been possible. The latter could
potentially be implemented using generalized estimating equations, as correspondingly done in the context of longitudinal con-
tinuous data.41 The techniques developed here were demonstrated for two different trends and shown to correct the sample size
to give a power close to the target when nuisance parameters were a priori misspecified. Trend specifications were kept general
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throughout the paper, so that other trends can easily be adopted into the presented framework, facilitating a broader application
of the presented methods. The possibility of sample size estimation and reestimation for longitudinal negative binomial data
with time trends can increase the efficiency of clinical trials with such endpoints. Authorities accept blinded sample size reesti-
mation as a familiar design method which does not introduce statistical bias while maintaining Type I error control, and should
therefore generally be considered for most studies.31
When planning a study, the optimal timing of a sample size review is an important aspect to consider. If the review is carried
out too early, the variability of nuisance parameter estimates is high and with it the variability of the resulting sample size. High
variability at early time points is also apparent in Table 2 . Low variability of the reestimated sample size is always advantageous
and therefore, an interim analysis at a late time point is tempting. However, if the sample size review is conducted very late,
then the sample size may already be larger than required. Considering that the timing is a trade off between the variability of the
reestimated sample size and risking a too high sample size, a number of approaches have been proposed for timing the sample
size review. A summary of these, in the context of sample size reviews with recurrent event outcomes, can be found in Section
6 of Friede and Schmidli.18
We have considered the incorporation of incomplete responses arising for administrative purposes and realistically considered
to be missing completely at random. Our method can also be adapted to situations where data are missing at random (MAR),
in which case we would replace our two-stage estimation approach by simultaneous estimation of all parameters from the pair-
wise composite log-likelihoods (2) and (11) as appropriate. Maximum likelihood estimation is consistent under MAR and this
property is inherited by the pairwise version provided that all parameters can be identified from the bivariate distributions, which
is indeed the case for our model. Simultaneous estimation of all parameters may, however, substantially increase computation
times.
The derived sample size reestimation procedures are based on the longitudinal gamma frailty model from Fiocco et al.8
Consequently, the procedures are limited to this model and may be inaccurate otherwise. Because the longitudinal gamma
frailty model, which the sample size reestimation procedure depends on, cannot be fitted using standard software, the presented
inference, sample size estimation and blinded sample size reestimation methods have been coded in R and made available
on CRAN within the package spass.42 A detailed example using data from Fernandez et al.33 is given in the Appendix F.
Both variance estimators considered are implemented, namely using the observed sandwich estimator as well as the restricted
sandwich estimator calculated under the null hypothesis. The package also includes functions for simulating data from the
gamma frailty model, making custom simulations possible. For detailed help files and further code examples, we refer to the
package spass.
An adjustment for improved type I error rate control in small sample sizes was presented. The estimation of the sandwich
estimator under the null hypothesis improved type I error rate control. Controlling the type I error rate for low sample sizes is
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especially important for phase II clinical trials in MS, as many of these trials tend to have low sample sizes. However, further
methods for small sample sizes exist which were not compared in the scope of this work.38 A comparison of these different
approaches may yield interesting results.
One aspect which was not considered within this paper is the subject of unblinded sample size reestimation. When unblinding
a trial, the effect size can also be estimated, and the sample size can be reestimated not only assuming the effect size is correct,
but using the estimate of the effect size. An unblinded interim analysis would allow to stop for futility, making it attractive from
an ethical point of view. However, the nominal testing level would have to be adjusted to avoid type I error rate inflation.
A further aspect which has received considerable interest is the incorporation of covariates, which can be included in the
trend models with the addition of extra nuisance parameters. How this impacts sample size estimation and blinded sample size
reestimation within the gamma frailty framework is subject to future research.
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APPENDIX
A GENERAL REMARKS ON EMPLOYED DISTRIBUTIONS
A.1 Negative binomial distribution
The negative binomial distribution can be parametrised in several ways. Our form is
PNB(푥, 휇, 휂) =
(
휇
휇 + 휂
)푥 훾(푥 + 휂)
훾(푥 + 1)훾(휂)
(
휂
휇 + 휂
)휂
,
with mean and variance 휇 and 휇2∕휂 + 휇, respectively.
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A.2 Pairwise probabilities in gamma frailty model
Let푋(푡)푖푗 and푋(푠)푖푗 denote two observations from the gamma frailty model described in Section 3.1. Then the probability function
of two realisations 푥(푡)푖푗 and 푥(푠)푖푗 is
PpairNB
(
푥(푡)푖푗 , 푥
(푠)
푖푗 ; 휌, 휇
(푡)
푖 , 휇
(푠)
푖 , 휂
)
=
푥(푠)푖푗∑
푘=0
푥(푡)푖푗∑
푙=0
PNB(푘, 휇(푠)푖 (1 − 휌|푠−푡|), 휂(1 − 휌|푠−푡|))
⋅ PNB(푘, 휇(푡)푖 (1 − 휌|푠−푡|), 휂(1 − 휌|푠−푡|))
⋅ PNB(푥(푡)푖푗 + 푥(푠)푖푗 − 푘 − 푙, (휇(푠)푖 + 휇(푡)푖 )(1 − 휌|푠−푡|), 휂휌|푠−푡|)
⋅ PBIN(푥(푠)푖푗 − 푘, 푥(푠)푖푗 + 푥(푡)푖푗 − 푘 − 푙,
휇(푠)푖
휇(푠)푖 + 휇
(푡)
푖
)
where PBIN(푘, 푛, 푝) denotes the probability function of a binomial distributed random variable. For further information, especially
on the derivation of this formula, we refer to Fiocco et al.8
B CALCULATION OF THE LIKELIHOOD GRADIENT
The likelihood gradient is defined as a vector of partial derivatives:
∇(휂,흀) 푙(휂,흀|풙) = (휕푙(휂,흀|풙)휕휂 , 휕푙(휂,흀|풙)휕휆1 ,… , 휕푙(휂,흀|풙)휕휆퐷
)⊤
Therefore, calculating the gradient amounts to calculating all partial derivatives involved. This is explicitly done in the following.
휕푙(휂,흀|풙)
휕휂
= 1
푛퐶 + 푛퐸
∑
푖=퐸,퐶
푛푖∑
푗=1
푇∑
푡=1
휕 ln
(
PNB
(
푥(푡)푖푗 , 푓
(푡)
푖 (흀), 휂
))
휕휂
= 1
푛퐶 + 푛퐸
∑
푖=퐸,퐶
푛푖∑
푗=1
푇∑
푡=1
1 −
푥(푡)푖푗 + 휂
푓 (푡)푖 (흀) + 휂
+ ln
(
휂
푓 (푡)푖 (흀) + 휂
)
+ 휓(푥(푡)푖푗 + 휂) − 휓(휂)
휕푙(휂,흀|풙)
휕휆푑
= 1
푛퐶 + 푛퐸
∑
푖=퐸,퐶
푛푖∑
푗=1
푇∑
푡=1
휕 ln
(
PNB
(
푥(푡)푖푗 , 푓
(푡)
푖 (흀), 휂
))
휕휆푑
= 1
푛퐶 + 푛퐸
∑
푖=퐸,퐶
푛푖∑
푗=1
푇∑
푡=1
휕 ln
(
PNB
(
푥(푡)푖푗 , 푓
(푡)
푖 (흀), 휂
))
휕푓 (푡)푖 (흀)
⋅
휕푓 (푡)푖 (흀)
휕휆푑
= 1
푛퐶 + 푛퐸
∑
푖=퐸,퐶
푛푖∑
푗=1
푇∑
푡=1
(
푥(푡)푖푗
푓 (푡)푖 (흀)
−
푥(푡)푖푗 + 휂
푓 (푡)푖 (흀) + 휂
)
⋅
휕푓 (푡)푖 (흀)
휕휆푑
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C CALCULATION OF THE LIKELIHOOD HESSIAN
The Hessian is a matrix of all second derivatives:
∇(휂,흀)(휂,흀)푙(휂,흀|풙) =
⎛⎜⎜⎜⎜⎝
휕2푙(휂,흀|풙)
휕휂2
(
휕2푙(휂,흀|풙)
휕휂휕휆푑
)⊤
푑=1,…,퐷(
휕2푙(휂,흀|풙)
휕휂휕휆푑
)
푑=1,…,퐷
(
휕2푙(휂,흀|풙)
휕휆푑휕휆푒
)
푑=1,…,퐷
푒=1,…,퐷
⎞⎟⎟⎟⎟⎠
.
The required terms follow.
휕2푙(휂,흀|풙)
휕휂2
= 1
푛퐶 + 푛퐸
∑
푖=퐸,퐶
푛푖∑
푗=1
푇∑
푡=1
휕2 ln
(
PNB(푥(푡)푖푗 , 푓 (푡)푖 (흀), 휂)
)
휕휂2
= 1
푛퐶 + 푛퐸
∑
푖=퐸,퐶
푛푖∑
푗=1
푇∑
푡=1
푥(푡)푖푗 − 푓
(푡)
푖 (흀)
(푓 (푡)푖 (흀) + 휂)2
+ 1
휂
− 1
푓 (푡)푖 (흀) + 휂
+ 휓1(푥
(푡)
푖푗 + 휂) − 휓1(휂)
휕2푙(휂,흀|풙)
휕휆푑휕휂
= 1
푛퐶 + 푛퐸
∑
푖=퐸,퐶
푛푖∑
푗=1
푇∑
푡=1
휕2 ln
(
PNB(푥(푡)푖푗 , 푓 (푡)푖 (흀), 휂)
)
휕휂휕푓 (푡)푖 (흀)
⋅
푓 (푡)푖 (흀)
휕휆푑
= 1
푛퐶 + 푛퐸
∑
푖=퐸,퐶
푛푖∑
푗=1
푇∑
푡=1
푥(푡)푖푗 − 푓
(푡)
푖 (흀)(
푓 (푡)푖 (흀) + 휂
)2 ⋅ 푓 (푡)푖 (흀)휕휆푑
휕2푙(휂,흀|풙)
휕휆푑휕휆푒
= 1
푛퐸 + 푛퐶
∑
푖=퐸,퐶
푛푖∑
푗=1
푇∑
푡=1
휕2 ln
(
PNB
(
푥(푡)푖푗 , 푓
(푡)
푖 (흀), 휂
))
휕푓 (푡)푖 (흀)2
⋅
휕푓 (푡)푖 (흀)
휕휆푑
⋅
휕푓 (푡)푖 (흀)
휕휆푒
+
휕 ln
(
PNB
(
푥(푡)푖푗 , 푓
(푡)
푖 (흀), 휂
))
휕푓 (푡)푖 (흀)
⋅
휕2푓 (푡)푖 (흀)
휕휆푑휕휆푒
= 1
푛퐸 + 푛퐶
∑
푖=퐸,퐶
푛푖∑
푗=1
푇∑
푡=1
⎛⎜⎜⎜⎝
푥(푡)푖푗 + 휂(
푓 (푡)푖 (흀) + 휂
)2 − 푥(푡)푖푗
푓 (푡)푖 (흀)
2
⎞⎟⎟⎟⎠ ⋅
휕푓 (푡)푖 (흀)
휕휆푑
⋅
휕푓 (푡)푖 (흀)
휕휆푒
+
(
푥(푡)푖푗
푓 (푡)푖 (흀)
−
푥(푡)푖푗 + 휂
푓 (푡)푖 (흀) + 휂
)
⋅
휕2푓 (푡)푖 (흀)
휕휆푑휕휆푒
D CALCULATION OF THE SANDWICH ESTIMATOR
For calculating the sandwich estimator, we require the expected Hessian matrix 퐻 as well as the expected values of the outer
gradient product matrix 퐽 , which are defined as:
퐻 = 1
푛퐶 + 푛퐸
∑
푖=퐸,퐶
푛푖 ⋅ 퐸
[
∇(휂,흀)(휂,흀)푙푖푗(휂,흀|풙)]
and
퐽 = 1
푛퐶 + 푛퐸
∑
푖=퐸,퐶
푛푖 ⋅ 퐸
[
∇(휂,흀)푙푖푗(휂,흀|풙)⊤ ⋅ ∇(휂,흀)푙푖푗(휂,흀|풙)] .
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Explicit calculations of퐻 and 퐽 are provided in the following.
D.1 Expected Hessian matrix
The expected Hessian matrix 퐻 is calculated by taking the expected values of all matrix entries from the likelihood Hessian.
These are:
퐸
[
휕2푙푖푗(휂,흀|풙)
휕휂2
]
=
푇∑
푡=1
1
휂
− 1
푓 (푡)푖 (흀) + 휂
+ 퐸[휓1(푥
(푡)
푖푗 + 휂)] − 휓1(휂)
퐸
[
휕2푙푖푗(휂,흀|풙)
휕휂휕휆푑
]
= 0
퐸
[
휕2푙푖푗(휂,흀|풙)
휕휆푑휕휆푒
]
=
푇∑
푡=1
(
1
푓 (푡)푖 (흀) + 휂
− 1
푓 (푡)푖 (흀)
)
⋅
휕푓 (푡)푖 (흀)
휕휆푑
⋅
휕푓 (푡)푖 (흀)
휕휆푒
D.2 Expected outer gradient matrix
The expected outer gradient matrix is calculated by taking the expected values of all matrix entries from the outer gradient
product. More precisely, we would like to calculate:
퐸
[
∇(휂,흀)푙푖푗(휂,흀|풙)⊤ ⋅ ∇(휂,흀)푙푖푗(휂,흀|풙)] = 퐸[
⎛⎜⎜⎜⎜⎝
(
휕푙푖푗 (휂,흀|풙)
휕휂
)2 (
휕푙푖푗 (휂,흀|풙)
휕휂
⋅
휕푙푖푗 (휂,흀|풙)
휕휆푑
)⊤
푑=1,…,퐷(
휕푙푖푗 (휂,흀|풙)
휕휂
⋅
휕푙푖푗 (휂,흀|풙)
휕휆푑
)
푑=1,…,퐷
(
휕푙푖푗 (휂,흀|풙)
휕휆푑
⋅
휕푙푖푗 (휂,흀|풙)
휕휆푒
)
푑=1,…,퐷
푒=1,…,퐷
⎞⎟⎟⎟⎟⎠
]
This is done in the following:
퐸[
(휕푙푖푗(휂,흀|풙)
휕휂
)2
] = 퐸[
푇∑
푡=1
푇∑
푠=1
(1 −
푥(푡)푖푗 + 휂
푓 (푡)푖 (흀) + 휂
+ ln
(
휂
푓 (푡)푖 (흀) + 휂
)
+ 휓(푥(푡)푖푗 + 휂) − 휓(휂))
⋅ (1 −
푥(푠)푖푗 + 휂
푓 (푠)푖 (흀) + 휂
+ ln
(
휂
푓 (푠)푖 (흀) + 휂
)
+ 휓(푥(푠)푖푗 + 휂) − 휓(휂))]
=
푇∑
푡=1
푇∑
푠=1
(1 + ln
(
휂
푓 (푡)푖 (흀) + 휂
)
− 휓(휂)) ⋅ (ln
(
휂
푓 (푠)푖 (흀) + 휂
)
− 휓(휂) + 퐸[휓(푥(푠)푖푗 + 휂)])
− (1 −
퐸[(푥(푡)푖푗 + 휂)(푥
(푠)
푖푗 + 휂)]
(푓 (푡)푖 (흀) + 휂)(푓
(푠)
푖 (흀) + 휂)
+ ln
(
휂
푓 (푠)푖 (흀) + 휂
)
− 휓(휂) +
퐸[(푥(푡)푖푗 + 휂)휓(푥
(푠)
푖푗 + 휂)]
푓 (푡)푖 (흀) + 휂
)
+ 퐸[휓(푥(푡)푖푗 + 휂)] −
퐸[휓(푥(푡)푖푗 + 휂)(푥
(푠)
푖푗 + 휂)]
푓 (푠)푖 (흀) + 휂
+ 퐸[휓(푥(푡)푖푗 + 휂)] ⋅ (ln
(
휂
푓 (푠)푖 (흀) + 휂
)
− 휓(휂))
+ 퐸[휓(푥(푡)푖푗 + 휂)휓(푥
(푠)
푖푗 + 휂)]
=
푇∑
푡=1
푇∑
푠=1
(1 + ln
(
휂
푓 (푡)푖 (흀) + 휂
)
− 휓(휂)) ⋅ (ln
(
휂
푓 (푠)푖 (흀) + 휂
)
− 휓(휂) + 퐸[휓(푥(푠)푖푗 + 휂)])
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+ (1 + ln
(
휂
푓 (푠)푖 (흀) + 휂
)
− 휓(휂)) ⋅ (퐸[휓(푥(푡)푖푗 + 휂)] − 1)
+
퐸[(푥(푡)푖푗 푥
(푠)
푖푗 ] + 휂
2 + 휂푓 (푡)푖 (흀) + 휂푓
(푠)
푖 (흀))]
(푓 (푡)푖 (흀) + 휂)(푓
(푠)
푖 (흀) + 휂)
−
퐸[(푥(푡)푖푗 + 휂)휓(푥
(푠)
푖푗 + 휂)]
푓 (푡)푖 (흀) + 휂
−
퐸[휓(푥(푡)푖푗 + 휂)(푥
(푠)
푖푗 + 휂)]
푓 (푠)푖 (흀) + 휂
+ 퐸[휓(푥(푡)푖푗 + 휂)휓(푥
(푠)
푖푗 + 휂)]
=
푇∑
푡=1
푇∑
푠=1;푠≠푡
퐸[휓(푥(푠)푖푗 + 휂)] ⋅
(
1 + ln
(
휂
푓 (푡)푖 (흀) + 휂
)
− 휓(휂) − 휂
푓 (푡)푖 (흀) + 휂
)
+ 퐸[휓(푥(푡)푖푗 + 휂)] ⋅
(
1 + ln
(
휂
푓 (푠)푖 (흀) + 휂
)
− 휓(휂) − 휂
푓 (푠)푖 (흀) + 휂
)
−
퐸[푥(푡)푖푗 휓(푥
(푠)
푖푗 + 휂)]
푓 (푡)푖 (흀) + 휂
−
퐸[푥(푠)푖푗 휓(푥
(푡)
푖푗 + 휂)]
푓 (푠)푖 (흀) + 휂
+ 퐸[휓(푥(푠)푖푗 + 휂)휓(푥
(푡)
푖푗 + 휂)]
+
((
휂
푓 (푡)푖 (흀) + 휂
)
− 휓(휂)
)((
휂
푓 (푠)푖 (흀) + 휂
)
− 휓(휂)
)
+
휌|푠−푡|푓 (푡)푖 (흀)푓 (푠)푖 (흀)
휂(푓 (푡)푖 (흀) + 휂)(푓
(푠)
푖 (흀) + 휂)
+
푇∑
푡=1
2 ⋅ 퐸[휓(푥(푡)푖푗 + 휂)] ⋅
(
1 + ln
(
휂
푓 (푡)푖 (흀) + 휂
)
− 휓(휂) − 휂
푓 (푡)푖 (흀) + 휂
)
− 2 ⋅
퐸[푥(푡)푖푗 휓(푥
(푡)
푖푗 + 휂)]
푓 (푡)푖 (흀) + 휂
+ 퐸[휓(푥(푡)푖푗 + 휂)
2]
+
((
휂
푓 (푡)푖 (흀) + 휂
)
− 휓(휂)
)2
+
푓 (푡)푖 (흀)
휂(푓 (푡)푖 (흀) + 휂)
퐸[
휕푙푖푗(휂,흀|풙)
휕휂
⋅
휕푙푖푗(휂,흀|풙)
휕휆푑
] =
푇∑
푡=1
푇∑
푠=1
퐸[
(
1 −
푥(푡)푖푗 + 휂
푓 (푡)푖 (흀) + 휂
+ ln
(
휂
푓 (푡)푖 (흀) + 휂
)
+ 휓(푥(푡)푖푗 + 휂) − 휓(휂)
)
⋅
(
푥(푠)푖푗
푓 (푠)푖 (흀)
−
푥(푠)푖푗 + 휂
푓 (푠)푖 (흀) + 휂
)
⋅
휕푓 (푠)푖 (흀)
휕휆푑
]
=
푇∑
푡=1
푇∑
푠=1
퐸[
(
−
푥(푡)푖푗 + 휂
푓 (푡)푖 (흀) + 휂
+ 휓(푥(푡)푖푗 + 휂)
)
⋅
(
푥(푠)푖푗
푓 (푠)푖 (흀)
−
푥(푠)푖푗 + 휂
푓 (푠)푖 (흀) + 휂
)
⋅
휕푓 (푠)푖 (흀)
휕휆푑
]
=
푇∑
푡=1
푇∑
푠=1
퐸[−(푥(푡)푖푗 + 휂)푥
(푠)
푖푗 (푓
(푠)
푖 (흀) + 휂) + (푥
(푡)
푖푗 + 휂)(푥
(푠)
푖푗 + 휂)푓
(푠)
푖 (흀)]
(푓 (푡)푖 (흀) + 휂)(푓
(푠)
푖 (흀) + 휂)푓
(푠)
푖 (흀)
⋅
휕푓 (푠)푖 (흀)
휕휆푑
+ 퐸[휓(푥(푡)푖푗 + 휂)푥
(푠)
푖푗 ]
(
1
푓 (푠)푖 (흀)
− 1
푓 (푠)푖 (흀) + 휂
)
⋅
휕푓 (푠)푖 (흀)
휕휆푑
− 퐸[휓(푥(푠)푖푗 + 휂)] ⋅
휂
푓 (푠)푖 (흀) + 휂
⋅
휕푓 (푠)푖 (흀)
휕휆푑
=
푇∑
푡=1
푇∑
푠=1;푠≠푡
−휌|푡−푠|푓 (푡)푖 (흀)
(푓 (푡)푖 (흀) + 휂)(푓
(푠)
푖 (흀) + 휂)
⋅
휕푓 (푠)푖 (흀)
휕휆푑
+
(
퐸[휓(푥(푡)푖푗 + 휂)푥
(푠)
푖푗 ] ⋅
휂
푓 (푠)푖 (흀)(푓
(푠)
푖 (흀) + 휂)
− 퐸[휓(푥(푡)푖푗 + 휂)]
휂
푓 (푠)푖 (흀) + 휂
)
⋅
휕푓 (푠)푖 (흀)
휕휆푑
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+
푇∑
푡=1
− 1
(푓 (푡)푖 (흀) + 휂)
⋅
휕푓 (푡)푖 (흀)
휕휆푑
+
(
퐸[휓(푥(푡)푖푗 + 휂)푥
(푡)
푖푗 ] ⋅
휂
푓 (푡)푖 (흀)(푓
(푡)
푖 (흀) + 휂)
− 퐸[휓(푥(푡)푖푗 + 휂)]
휂
푓 (푡)푖 (흀) + 휂
)
⋅
휕푓 (푡)푖 (흀)
휕휆푑
퐸[
휕푙푖푗(휂,흀|풙)
휕휆푑
⋅
휕푙푖푗(휂,흀|풙)
휕휆푒
] =
푇∑
푡=1
푇∑
푠=1
퐸[
(
푥(푡)푖푗
푓 (푡)푖 (흀)
−
푥(푡)푖푗 + 휂
푓 (푡)푖 (흀) + 휂
)
⋅
휕푓 (푡)푖 (흀)
휕휆푑
⋅
(
푥(푠)푖푗
푓 (푠)푖 (흀)
−
푥(푠)푖푗 + 휂
푓 (푠)푖 (흀) + 휂
)
⋅
휕푓 (푠)푖 (흀)
휕휆푒
]
=
푇∑
푡=1
푇∑
푠=1;푠≠푡
휌|푡−푠| 휂
(푓 (푡)푖 (흀) + 휂)(푓
(푠)
푖 (흀) + 휂)
⋅
휕푓 (푡)푖 (흀)
휕휆푑
⋅
휕푓 (푠)푖 (흀)
휕휆푒
+
푇∑
푡=1
휂
푓 (푡)푖 (흀)(푓
(푡)
푖 (흀) + 휂)
⋅
휕푓 (푡)푖 (흀)
휕휆푑
⋅
휕푓 (푡)푖 (흀)
휕휆푒
E ASYMPTOTIC PROPERTIES OF PL ESTIMATORS
In the following we derive asymptotic properties for the presented likelihood, following standard likelihood procedures. Let 휂̂
and 흀̂ denote the pseudolikelihood estimates of 휂 and 흀 respectively, i.e.:
(휂̂, 흀̂) = 푎푟푔푚푖푛
(휂,흀)∈ℝ퐷+1+
푙(휂,흀|풙).
Then it immediately follows that ∇(휂,흀)푙(휂̂, 흀̂|풙) = 0. Using this property and the multivariate mean value theorem, we derive
the following formula:
∇(휂,흀)(휂,흀)푙(휂̃, 흀̃|풙) ⋅ ((휂̂, 흀̂) − (휂,흀)) = ∇(휂,흀)푙(휂̂, 흀̂|풙) − ∇(휂,흀)푙(휂,흀|풙)
⇔
(
(휂̂, 흀̂) − (휂,흀)
)
= −
[
∇(휂,흀)(휂,흀)푙(휂̃, 흀̃|풙)]−1 ⋅ ∇(휂,흀)푙(휂,흀|풙)
⇔
√
푛퐶 + 푛퐸 ⋅
(
(휂̂, 흀̂) − (휂,흀)
)
= −
[
∇(휂,흀)(휂,흀)푙(휂̃, 흀̃|풙)]−1 ⋅ √푛퐶 + 푛퐸 ⋅ ∇(휂,흀)푙(휂,흀|풙)
where (휂̃, 흀̃) denotes some point between (휂̂, 흀̂) and (휂,흀)which fulfills the equation. The existence of such a point is guaranteed
by the multivariate mean value theorem. For convenience, denote:
푙푖푗(휂,흀|풙) = 푇∑
푡=1
ln
(
PNB
(
푥(푡)푖푗 , 푓
(푡)
푖 (흀), 휂
))
.
Then we can write the equation as:
⇔
√
푛퐶 + 푛퐸
(
(휂̂, 흀̂) − (휂,흀)
)
= −
⎡⎢⎢⎢⎢⎢⎣
1
푛퐶 + 푛퐸
∑
푖=퐸,퐶
푛푖∑
푗=1
∇(휂,흀)(휂,흀)푙푖푗(휂̃, 흀̃|풙)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
1
⎤⎥⎥⎥⎥⎥⎦
−1
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⋅
1√
푛퐶 + 푛퐸
∑
푖=퐸,퐶
푛푖∑
푗=1
∇(휂,흀)푙푖푗(휂,흀|풙)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
2
Assuming a constant sample size allocation factor 푛퐸∕푛퐶 = 푘, by the law of large numbers the first term converges to:
1
푛퐶 + 푛퐸
∑
푖=퐸,퐶
푛푖∑
푗=1
∇(휂,흀)(휂,흀)푙푖푗(휂̃, 흀̃|풙) 푛퐸 ,푛퐶→∞→ 푘1 + 푘퐸 [∇(휂,흀)(휂,흀)푙퐸푗(휂,흀|풙)]
+ 1
1 + 푘
퐸
[
∇(휂,흀)(휂,흀)푙퐶푗(휂,흀|풙)] = 퐻
For the second term it holds by the central limit theorem that:
1√
푛퐶 + 푛퐸
∑
푖=퐸,퐶
푛푖∑
푗=1
∇(휂,흀)푙푖푗(휂,흀|풙)→푁(0, 푘1 + 푘퐸 [∇(휂,흀)푙퐸푗(휂,흀|풙)⊤ ⋅ ∇(휂,흀)푙퐸푗(휂,흀|풙)]
+ 1
1 + 푘
퐸
[
∇(휂,흀)푙퐶푗(휂,흀|풙)⊤ ⋅ ∇(휂,흀)푙퐶푗(휂,흀|풙)]) = 푁(0, 퐽 )
By Slutsky’s Theorem we then attain that:
√
푛퐶 + 푛퐸 ⋅
(
(휂̂, 흀̂) − (휂,흀)
)
→ 푁(0,퐻−1퐽퐻−1)
Where the matrix 퐻 is the expected Hessian of the likelihood, 퐽 is the expected outer gradient matrix and 퐻−1퐽퐻−1 is the
sandwich estimator.
F APPLICATION OF THE PROCEDURE IN R
In this sectionwe give a detailed demonstration of the sample size estimation and reestimation techniques available for the gamma
frailty model in the R-package spass. Specifically for the gamma frailty model described in this publication, the R-package
spass contains multiple functions:
• rnbinom.gf() for simulating data from the described gamma frailty model
• fit.nb.gf() for fitting data with a gamma frailty model
• n.nb.gf() for initial sample size estimation
• bssr.nb.gf() for blinded sample size reestimation
• test.nb.gf() for testing the null hypothesis within the gamma frailty model
We now demonstrate the full procedure of sample size estimation and blinded sample size reestimation using the same data
from Fernandez et al.33 as in the application from Section 5.4, i.e. comparing the low-dose treatment group and the placebo
group.
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F.1 Initial sample size estimation
Let us assume that an MS trial is being planned and initial data, in this case consisting of the placebo and low-dose group from
Fernandez et al.,33 has been collected in a pilot study. To assess the required parameters for sample size estimation, assuming
an underlying exponential trend, the data can be fitted using the function fit.nb.gf() as follows:
fit.nb.gf(dataC=dataC , dataE=dataE , trend="exponential", rho=T)
$par
lambda1 lambda2 lambda3 size
-0.1915827 0.2616038 -0.3927572 0.4953651
$value
[1] 3.87595
$counts
function gradient
28 28
$convergence
[1] 0
$message
[1] "CONVERGENCE: REL_REDUCTION_OF_F <= FACTR*EPSMCH"
$hessian
[,1] [,2] [,3] [,4]
[1 ,] -0.9512230686 -0.964165621 -0.4055958993 0.0001999866
[2 ,] -0.9641656211 -1.579388302 -0.6624096683 -0.0026141294
[3 ,] -0.4055958993 -0.662409668 -0.6624096683 0.0009456138
[4 ,] 0.0001999866 -0.002614129 0.0009456138 -1.2254941300
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$ogradient
[,1] [,2] [,3] [,4]
[1 ,] 1.5503759 1.5667449 0.7766687 1.1116493
[2 ,] 1.5667449 1.7490272 0.7601481 0.9890489
[3 ,] 0.7766687 0.7601481 0.7601481 0.1930255
[4 ,] 1.1116493 0.9890489 0.1930255 2.1050299
$rho
[1] 1
The function takes the data in wide format for each group, the control group (dataC) and the experiment group (dataE)
separately. Further, the intended trend is specified and an estimation of the correlation parameter 휌 is demanded. The result
reveals fitted values of 휆1,… , 휆3 and the shape parameter 휂, denoted as size. The correlation parameter is given under rho. In
this case, the correlation parameter is estimated to be 1, the highest possible estimate in the gamma frailty model, indicating a
constant frailty term as appropriate.
In a second step, the results from the fitted model are passed on to the function n.nb.gf() for sample size estimation.
Assuming the rates and shape parameter will hold in a planned larger trial with 푇 = 3 time points, equal group sizes (푘 = 1) and
a slightly larger effect, we would like to reject the null hypothesis 퐻0 ∶ ℎ(휂,흀) = 휆3 ≥ 0 = ℎ0 at level 훼 = 2.5% (one-sided)
with power of 80%. The required sample size is calculated as follows:
h <- function(lambda.eta){ lambda.eta[3]}
hgrad <- function(lambda.eta){c(0,0,1,0)}
ssEst <- n.nb.gf(alpha=0.025, power=0.8, lambda=c(-0.20, 0.25, -0.70),
size=0.50, rho=1, tp=3, k=1, h=h,
hgrad=hgrad , h0=0, trend="exponential")
summary(ssEst)
Initial Sample Size Calculation
---------------------------------
alpha level: 0.025
testing power: 0.8
trend type: exponential
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trend parameters: -0.2 0.25 -0.7
dispersion parameter: 0.5
correlation parameter: 1
time points: 3
allocation factor: 1
Sample Size
---------------------------------
control group: 34.91
treatment group: 34.91
The output reveals that a study with these assumptions would require at least 35 patients per group to prove the clinically
relevant effect size with 80% power. Note that prior to performing the sample size estimation, the functions h() and its gradient
hgrad() were specified. The function h is a function in which the first arguments always refer to 흀 and the last argument refers
to the shape parameter 휂. In this case, we are only interested in testing퐻0 ∶ 휆3 ≥ 0, therefore h() is defined in such a way that
the third entry is returned. For further details on the required arguments and output of the function n.nb.gf() we refer to the
help files of the R-package spass.
F.2 Blinded sample size reestimation
For demonstrating the blinded sample size reestimation we pool the data from the two groups and consider this to be the blinded
data on which a blinded sample size reestimation is to be performed. The data given to the statistician, now without information
on the group assignment, is passed to the function bssr.nb.gf() and yields following result:
bssrEst <- bssr.nb.gf(data=daten.bssr , alpha=0.025, power=0.8, delta=-0.7, h0=0,
tp=3, k=1, trend="exponential")
summary(bssrEst)
Blinded Sample Size Reestimation
---------------------------------
alpha level: 0.025
testing power: 0.8
trend type: exponential
30 Asendorf ET AL
effect size: -0.7
est. trend parameters: -0.18 0.36 -0.7
est. dispersion parameter: 0.54
est. correlation parameter: 1
time points: 3
allocation factor: 1
Sample Size
---------------------------------
control group: 30.82
treatment group: 30.82
Blinded Sample Size Reestimation
---------------------------------
alpha level: 0.025
testing power: 0.8
trend type: exponential
effect size: -0.7
est. trend parameters: -0.18 0.36 -0.7
est. dispersion parameter: 0.54
est. correlation parameter: 1
time points: 3
allocation factor: 1
Sample Size
---------------------------------
control group: 30.82
treatment group: 30.82
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A blinded sample size reestimation with the 21 enrolled patients would have revealed, that 31 patients per group would be
necessary to show a significant effect size of 휆3 = −0.70 with power of 80%. The sample size would have been sufficiently large
and no increase necessary.
F.3 Evaluation
At the end of the clinical trial, when the groups are unblinded, the function test.nb.gf() can be used for testing treatment
effects. Again we refer to the data set from Fernandez et al.33 and test for treatment differences between the placebo and the low
dose strata. Then the null hypothesis퐻0 ∶ 휆3 ≥ 0 can be tested as follows:
h <- function(lambda.eta){ lambda.eta[3]}
hgrad <- function(lambda.eta){c(0,0,1,0)}
test.nb.gf(dataC=dataC , dataE=dataE , h=h, hgrad=hgrad , h0=0,
trend="exponential", H0=TRUE , one.sided=TRUE)
effect stderr Z p-value
-0.3927572 0.4277850 -0.9181182 0.1792785
giving us the result, that the slope of the treatment group in the exponential model is not significantly lower than the slope of
the control group. The argument H0=TRUE was set to calculate a standard error restricted to the null hypothesis, as described in
Section 7. The restriction should be made in this case, as the group sizes are relatively low and an inflation of the type I error
can not be ruled out otherwise. For more information on the described functions and their arguments we refer to the help files
of the R-packge spass.
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