Solution of the incompressible Navier-Stokes equations on unstructured meshes. by Charlesworth, D.J.
Solution of the Incompressible Navier- 
Stokes Equations on Unstructured 
Meshes
by 
David J. Charlesworth
Submitted for the Degree of Doctor of Philosophy 
The Department of Mechanical Engineering 
University College London 
August 2003
UMI Number: U6028B6
All rights reserved
INFORMATION TO ALL USERS 
The quality of this reproduction is dependent upon the quality of the copy submitted.
In the unlikely event that the author did not send a complete manuscript 
and there are missing pages, these will be noted. Also, if material had to be removed,
a note will indicate the deletion.
Dissertation Publishing
UMI U602836
Published by ProQuest LLC 2014. Copyright in the Dissertation held by the Author.
Microform Edition © ProQuest LLC.
All rights reserved. This work is protected against 
unauthorized copying under Title 17, United States Code.
ProQuest LLC 
789 East Eisenhower Parkway 
P.O. Box 1346 
Ann Arbor, Ml 48106-1346
ABSTRACT
Since Patankar first developed the SIMPLE (Semi Implicit Method for Pressure 
Linked Equations) algorithm, the incompressible Navier-Stokes equations have been 
solved using a variety of pressure-based methods. Over the last twenty years these 
methods have been refined and developed however the majority of this work has 
been based around the use of structured grids to mesh the fluid domain of interest.
Unstructured grids offer considerable advantages over structured meshes when a 
fluid in a complex domain is being modelled. By using triangles in two dimensions 
and tetrahedrons in three dimensions it is possible to mesh many problems for which 
it would be impossible to use structured grids. In addition to this, unstructured grids 
allow meshes to be generated with relatively little effort, in comparison to structured 
grids, and therefore shorten the time taken to model a particular problem. Also, 
through the use adaptive refinement, the mesh generation process can be coupled to 
the solution algorithm to allow the mesh to be refined in areas where complex flow 
patterns exist.
Whilst the advantages to unstructured meshes are obvious they have inherent 
difficulties associated with them. The computational overheads of using an 
unstructured grid are increased and the discretisation process becomes more 
complex. Also, it is inevitable that some of the discretisation methods used as 
standard on structured grids, do not perform as accurately when used on an 
unstructured mesh. Therefore, the use of unstructured meshes in computational fluid 
dynamics (CFD) is still an area of active research.
This thesis aims to investigate the use of unstructured meshes to solve the 
incompressible Navier-Stokes equations using the SIMPLE algorithm. A 
discretisation strategy drawing on the work of others is developed, that attempts to 
maintain the accuracy of the solution despite the discretisation problems that 
unstructured grids present. Particular attention is paid to the convective term in the 
momentum equations, which is often the cause of inaccuracy in pressure-based
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solvers. High order convective models, first developed for structured meshes, are 
adapted for use within an unstructured discretisation to ensure stable and bounded 
solutions are calculated. To reduce computational costs, the discretisation is based on 
a pointer system that aims to minimise the amount of connectivity data stored for a 
particular grid. In addition an efficient multigrid algorithm accelerates the solution of 
the equations to achieve more realistic calculation times.
As an initial test of the solver’s accuracy and efficiency, calculated results are 
compared with standard laminar flow problems in both two and three dimensions. 
However, for any solution strategy to be of practical use it must be able to model 
turbulent flow. To that end the algorithm is extended to find solutions to the 
incompressible Reynolds averaged Navier-Stokes equations, using the k-s turbulence 
model to close the equations. Again, two and three-dimensional problems are used to 
test the solver’s accuracy and efficiency at calculating turbulent flow. Finally the 
findings of the research work are summarised and conclusions drawn.
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CHAPTER 1 
1 Introduction
Computational fluid dynamics (CFD) has been an analysis tool used by the 
engineering community for almost thirty years. In it’s infancy CFD was initially 
applied to problems in aerodynamics, however it’s merits were quickly realised and 
it was soon being employed throughout the engineering disciplines, to a wide variety 
of problems. The advantage CFD gives to an engineer is the ability to predict with 
reasonable accuracy the details of complex flow patterns that influence practical 
engineering problems. This is achieved without performing model testing in wind 
tunnels, towing tanks or similar experimental facilities. Instead CFD utilises the 
power of digital computers, to solve the governing equations of fluid dynamics 
through numerical rather than analytic techniques. Clearly, numerical calculations 
can be performed on a digital computer more quickly and with much less manpower 
than model testing. However, these calculations can only really be relied upon within 
the range of parameters and conditions within which they have been validated by 
experiment. Nevertheless, CFD offers a much more cost effective analysis tool than 
experimental testing. Also, the reduction in time to perform an analysis of a given 
fluid flow problem allows that problem to be studied more thoroughly, which in turn 
should result in improved engineering design. Whilst model testing is still and will 
remain an invaluable part of engineering, CFD has gradually been used in addition to 
and in some cases instead of conventional experimental analysis. Inevitably this trend 
will continue as the time and cost benefits of CFD are impossible to ignore, and if 
the advances in computing technology since the nineteen seventies continue these 
benefits will only be amplified.
CFD requires that the domain where the fluid flow of interest exists is split into a 
number of small cells through the use of a grid or mesh. This allows the governing 
equations of the given fluid flow to be discretised and thereby converted into a large 
system of simultaneous algebraic equations which can be solved numerically. The
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first CFD techniques that were developed used structured orthogonal meshes to 
achieve this goal. This form of grid is typically constructed from squares or 
rectangles in two dimensions and cubes or bricks in three dimensions and obviously 
is relatively easy to construct. Also, it’s line structure offers significant benefits when 
creating computer programs to solve the algebraic equations, that result from the 
discretisation process. However, whilst there are significant advantages for structured 
orthogonal meshes these are tempered by the limited number of domains that can be 
meshed using squares or cubes. In most engineering applications of practical interest 
fluid is found in complex geometries and therefore more sophisticated meshing 
techniques are required.
Initial attempts at finding grid generation techniques that could mesh more complex 
geometries still revolved around structured grids. Essentially the orthogonal 
constraint on the mesh was removed resulting in mesh generation techniques that 
were free to conform to more complicated shapes. Typical examples of this strategy 
are the H, O and C grids often found in turbomachinery and aeronautical 
applications. In some cases these new curvilinear meshes were used directly to 
discretise the governing equations, but more often they were transformed along with 
the governing equations to uniform orthogonal meshes before discretisation was 
performed. These new techniques allowed CFD to be used in a wider range of 
engineering applications, but they did not result in a general method that could be 
applied to any geometrical configuration.
In order to achieve this aim a complete rethink of how grids were generated was 
required. This resulted in the development of unstructured grid generation techniques 
that allow almost any geometrical configuration to be meshed. The majority of these 
techniques used triangles and tetrahedrons, in two and three dimensions respectively, 
as the basic element from which to construct meshes. Clearly this change of basic 
element forces the mesh to be unstructured, as maintaining any line structure is 
impossible with anything other than very regular triangles and not possible at all with 
tetrahedrons. However, it is also this change that allows the unstructured grid to 
mesh very complex geometries. In addition, the unstructured mesh also facilitates 
adaptive refinement as part of the solution process. This technique uses information 
from the solution found on a given mesh to create a new mesh that has areas of local
14
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grid refinement where complex flow patterns exist. Clearly this method allows the 
governing equations to control how fine or coarse a mesh should be in a given region 
and therefore should lead to more accurate solutions. Both adaptive refinement and 
the unstructured grid’s basic geometric flexibility, contribute to one other advantage 
over it’s structured counterpart, that is a significant reduction in the time and effort 
required to generate meshes. Often in CFD calculations based on structured grids the 
mesh generation process contributes to more than fifty percent of the overall time 
taken to achieve a solution. Obviously any technique that reduces this time constraint 
is advantageous as ultimately it allows either more analysis of a given problem to be 
performed or reduces the cost of completing a specific study.
On the face of it the unstructured grid offers many of the features that would make up 
a good mesh generation strategy, but inevitably there are disadvantages to the 
technique. The foremost of these is the lack of line structure within the grid which 
introduces the computational overhead of having to store grid topology data. Also, 
structured discretisation techniques are not necessarily readily applicable to 
unstructured grids, and if they are, then they do not always perform with the required 
level of accuracy. Nevertheless these issues can be addressed, as will be shown in 
this thesis, and consequently as CFD continues to develop it is likely that 
unstructured meshes will become more prevalent.
The incompressible Navier Stokes equations govern the fluid flow in and around a 
multitude of engineering applications. Some typical examples from aeronautics and 
turbomachinery are low speed pumps, low Mach number airfoils and ship propellers. 
Consequently, a number of CFD techniques have been developed for the solution of 
these equations and these can be broadly split into schemes based upon finite volume 
or finite element discretisation methods. The finite element method was developed 
initially for structural calculations, although it was soon applied to fluid dynamics. 
Since then, there has been a large body of research dedicated to using this method 
with unstructured meshes to solve the incompressible Navier Stokes equations. See, 
for example, Thomasset1, Gunzburger2 and Lohner3. In contrast research into using 
the finite volume method to solve the incompressible Navier-Stokes equations has 
been largely based around structured grids. Nevertheless, the following authors have 
published relevant literature, Davidson4, Mathur and Murthy5, Thomadakis and
15
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Leschziner, Despotis and Tsangaris , Jiang and Przekwas , de Foy and Dawes , 
Watterson10, Weiss and Smith11, and Anderson et al}1 and a summary of their work 
is presented below.
One of the chief difficulties in solving the incompressible Navier-Stokes equations is 
finding a suitable equation to solve for the pressure field. The solution adopted by 4, 
5, 6, 7, 8, 9 and 10 was to use a pressure correction method to resolve this issue. The 
methods they used took one of three forms, Hirt and Cook’s13 pressure correction 
scheme or Harlow and Welch’s14 marker and cell (MAC) method or in the majority 
of cases, Patankar’s15 Semi Implicit Method for Pressure Linked Equations 
(SIMPLE) or one of it’s derivatives. The remaining authors used Chorin’s16 artificial 
compressibility condition, to recast the incompressible Navier-Stokes equations into 
a form that mimics their compressible counterparts, and therefore removes the 
difficulty of finding an equation for pressure. In addition, to the method by which 
pressure is found, the location at which variables are stored is also significant in 
unstructured incompressible solvers. 4, 5, 8, and 11 stored their variables at the centre 
of the grid cells whilst 9, 10 and 12 all opted for the cell vertices as the storage 
location. An alternative semi-staggered approach similar to Patankar’s15 was adopted
7by and to avoid odd-even decoupling of the velocity and pressure fields. This 
effect was avoided by the other authors through the use of a variety of schemes all of 
which removed the necessity for staggering and allowed them to collocate their 
variables in a given cell. 8, 9 and 11 all published methods that were designed to 
calculate unsteady solutions, whilst the remaining authors presented steady state 
methods. Finally, the published literature also differs on whether the methods 
presented are two or three-dimensional. In the case o f 4, 6, 7, 8 and 11 the schemes 
were two-dimensional whereas 5, 9, 10 and 12 all presented three-dimensional 
solutions.
This thesis seeks to extend existing finite volume techniques that are steady, cell 
centred and based upon the SIMPLE algorithm. As indicated by the summary above 
methods of this nature have been published by Davidson4 and Mathur and Murthy5. 
The difference between the two methods is the way in which the convective and 
diffusive terms in the Navier-Stokes equations are discretised. Davidson4 adopts a 
central differencing approach to both terms whilst Mathur and Murthy5 use a second
16
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order upwinding scheme for the convective term and central differencing for the 
diffusive term. There is a subtle difference between Mathur and Murthy’s5 central 
differencing approach to the diffusive term and Davidson’s4. This allows Mathur and 
Murthy5 to calculate three-dimensional problems but in essence they are the same 
formulation. The convective term however is quite different. As Leonard17 
established central differencing is an unstable approach to discretisation of the 
convective term. To mitigate against this problem Davidson4 added an artificial 
dissipation term to stabilise his central differencing formulation. In contrast Mathur 
and Murthy s5 upwind formulation does not require this stabilisation because, as 
Leonard17 showed, second order upwinding is intrinsically stable. However, both 
formulations are not easily extended to orders of accuracy higher than two. Leonard17 
showed that third order convective models on structured grids could prove 
advantageous and therefore the ability to use higher order convective models on 
unstructured meshes is desirable. Here, a formulation is developed that allows a 
second, third or higher order upwind discretisation of the convective term to be used. 
In addition, whilst Davidson’s4 and Mathur and Murthy’s5 methods could only 
calculate laminar flows, here, the k-s turbulence model is introduced so that turbulent 
flows can also be calculated. The solution algorithm also utilises a form of algebraic 
multigrid specially adapted for unstructured meshes to solve the pressure correction 
equation. This allows solutions on both large and small meshes to be found within a 
reasonable time frame.
The research presented here is essentially divided into four sections. To begin with 
Chapter 2 presents a detailed literature survey. This covers different discretisation 
methods for unstructured grids, convective modelling, turbulence modelling and 
unstructured grid generation. Following this are two chapters that detail the 
methodology used here to solve the incompressible Navier-Stokes equations. Chapter 
3 presents the discretisation procedure and solution algorithm whilst Chapter 4 gives 
details of how the algebraic multigrid method was adapted for unstructured grids. 
Chapters 5 and 6 are the results section of the thesis. Four laminar test cases are 
presented in Chapter 5 and this is followed by three turbulent test cases in Chapter 6. 
Finally, Chapter 7 draws conclusions about the work presented and suggests areas of 
further research that would develop the ideas presented.
17
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CHAPTER 2 
2 Literature Survey
2.1 Introduction
In order to give background to the development of a cell centred, finite volume, 
SIMPLE based algorithm, which facilitates the use of high order convective models 
for both laminar and turbulent flow, a survey of the open literature is presented here. 
To begin with an overview of discretisation methods suitable for unstructured 
meshes is presented. Following this will be background to the development of the 
SIMPLE algorithm and a review of the family of pressure correction algorithms that 
it spawned. This section will also discuss the problems of decoupling of velocity and 
pressure fields and the possible solutions to this problem.
The focus of the survey will then switch to the discretisation of the convective term 
in the momentum equations. As highlighted in Chapter 1, this term has caused 
considerable difficulty for the researchers in this field because standard methods of 
discretising the convective term have been either inaccurate or unstable. A number of 
ingenious solutions to this problem have been put forward although these have been 
based mainly on structured grids. Nevertheless, a discussion of these techniques 
provides an insight into the underlying problems associated with the discretisation of 
the convective term, and can therefore help when trying to solve the same problems 
on unstructured meshes.
Having discussed the pertinent issues associated with the discretisation of the 
governing differential equations and reviewed the solution algorithms used to solve 
the resulting algebraic equations, the attention of this literature survey turns to 
turbulence modelling. This area is still the subject of significant research and 
consequently a brief summary of the development of the field and the important 
issues facing this area of CFD is useful. Also, although not directly an area where 
research has been carried out for this thesis, the topic of grid generation cannot be
18
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overlooked, as it underpins all solution algorithms particularly so for unstructured 
grids. Therefore an overview of this topic is presented before this chapter closes.
2.2 Discretisation Methods
Over the last twenty years the numerical solution of the incompressible Navier- 
Stokes equations has been dominated by two discretisation strategies, the finite 
volume18 and finite element19 methods. Neither method has been proven to be more 
accurate than the other, however as we have seen the application of the finite element 
method to unstructured grids has been much more prevalent than it’s counterpart the 
finite volume method. The research documented in this thesis attempts to develop the 
finite volume method for unstructured grids but for completeness an overview of 
both techniques is presented in this section.
In order to compare the two methods consider the following Poisson equation
V2« -  /  = 0 where u = w(x) and x e V  (2 .1)
Adopting the finite element approach first, an approximate solution to equation (2.1 
) is sought, where the error between the exact and approximate solution is at a 
minimum. The most general way to accomplish this is to use the method of weighted 
residuals i.e.
jw {L(u*)dV = 0 where i —1,2,.......... , m ( 2 2 )
v
where L is the operator on the left hand side of equation (2.1), u is the approximate 
solution and Wt is a set of weighting functions introduced to minimise the error. It is 
generally difficult to find an appropriate set of weighting functions to satisfy 
equation ( 2.2 ) across a complete domain, for all but the simplest of geometries. 
Nevertheless, this problem can be circumvented by splitting the domain of interest 
into a number of sub-domains or elements and applying equation ( 2.2 ) locally. 
These local equations can then be summed over all the sub-domains or elements to 
represent the complete integral i.e.
19
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I  \ w,l(m' W  = o (23)
elements y
The approximate solution, u is then assumed to take the following form 
u* =NJ(x)u* (2 .4 )
where j  takes values from one to the number of discrete points making up an element
i.e. three in the case of a triangle, u j  are the approximate values of u at those points 
and Nj are so called trial functions that can be chosen such that u assumes a 
particular distribution within an element, for example linear or quadratic. 
Substituting equation ( 2.4 ) into equation (2.3 ) yields
1 jdv2M - / k  = 0 (2.5)
elements
Furthermore, applying the divergence theorem and assuming that /  can be expressed 
by an analogous expression to equation (2.4 ) gives
2  u] fv ^ ,.W /F  = 2  / ,  jW'NjdV ( 26)
elements VtUmmt elements VtUm*M
Clearly the trial and weighting functions will be known a priori and therefore their 
integrals can be evaluated. Consequently, given values for/  at all discrete points we 
have a system of simultaneous algebraic equations that can be solved for values u*j 
throughout the domain.
The method outlined above forms the basis of all finite element techniques. 
Frequently, the weighting functions are chosen such that Wi=Nif this is known as the 
Galerkin method. Other choices of weighting function have been suggested such as 
the Petrov-Galerkin and Spectral methods and these offer advantages over the 
Galerkin method in certain circumstances. However, the Galerkin method still 
remains the most frequently used technique for a wide variety of problems.
Returning now to the finite volume method consider again equation ( 2.1 ) integrated 
over a volume V.
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J(v2h-/Vk = o (2 .7 )
v
Applying the divergence theorem we have
fruadA  = jfdV ( 2.8 )
A V
where A is the surface enclosing V and n is normal to that surface. Now assuming 
that V is small i.e. AV, we can make the following approximation
where the summation on the left hand side is over the faces of AVt typically a cube or 
a tetrahedron, the subscript face indicates evaluation at that face and /is  assumed to 
be a known constant over AV. Clearly, all that is required to turn equation ( 2.9 ) into 
a discrete relationship, is to express (VM.A)/ace in terms of discrete points in the 
domain. Typically the discrete points are taken as the volume centres or the volume 
vertices of the grid covering the domain of interest. With a discrete expression for 
(Vu.A)face defined, then equation ( 2.9 ) can be coupled with similar relationships for 
the other volumes in the domain of interest, and then solved simultaneously for 
approximate values of u.
The prevalence of the finite element method in unstructured calculations is 
undoubtedly because the discretisation strategy itself leads to the use of triangular 
elements in two dimensions and tetrahedrons in three dimension. These elements are 
invariably the components that form an unstructured grid and hence it is natural to 
use this form of grid with all it’s flexibility. However, the finite volume method has 
the important advantage that it is easier to ensure that mass conservation is satisfied 
throughout a solution domain, and because of this has become the method of choice 
in most CFD calculations.
I ( v«-a ) ^ = / ak (2 .9 )
faces
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2.3 SIMPLE Based Solution Algorithms
Coupled with the finite volume discretisation technique, the Semi Implicit Method 
for Pressure Linked Equations15 (SIMPLE) and a number of it’s derivatives have 
become some of the most popular methods for solving the incompressible Navier- 
Stokes equations. A number of these methods will be reviewed here however before 
that, it is necessary to discuss a problem that all these algorithms suffer from, 
velocity and pressure decoupling.
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Figure 2.1: “Checkerboard "  Pressure Field
A finite volume discretisation begins by splitting the flow domain into a set of 
discrete volumes. Flow variables are then stored at the centre of these volumes, or at 
their vertices, and the governing equations expressed in terms of algebraic 
relationships linking these discrete points. It would seem logical to store all flow 
variables, i.e. velocity, pressure and turbulent quantities, at the same locations 
throughout the computational domain. However, if velocities and pressures are 
stored at the same locations a highly non-uniform field pressure field can act like a 
uniform field in the discretised momentum equations. To demonstrate this, consider 
the grid and “checker-board” pressure field shown in Figure 2.1. If pressures at the e 
and w locations are obtained through linear interpolation then in two dimensions the 
pressure gradient term at P will be given by
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Vp =
( d p )
dx
d p
p y .
P e ~ P W
dx.
P n - P s
{  fy
P e + P p Pp  +  Pw
\ \
dx
P n + P p P p ^  P s
dy
P e P w 
2dx  
P n ~  P s  
2 dy
( 2 .10 )
Obviously, the central node P  does not appear in the final form of equation ( 2.10 ). 
Therefore, if the appropriate values of the “checker-board” pressure field are 
substituted into equation ( 2.10 ), the resulting discretised gradient is zero throughout 
the domain when clearly this is far from the case. If this result were to be used in the 
discretised momentum equations then it would result in non-physical solutions and 
consequently another discretisation must be sought.
Figure 2.2: Schematic o f  the Staggered Grid. Triangle, Square and Circle Denote u, v  and Pressure Storage
Respectively
Harlow and Welch14 suggested a remedy for the problem of pressure velocity 
decoupling, the staggered grid. In this form of grid the pressure and any other scalar 
variables are stored at the ordinary nodal locations shown in Figure 2.1 whilst the 
velocity components are staggered around these centres. A two-dimensional 
schematic of the arrangement is shown in Figure 2.2. We observe that the control 
volumes used for the two velocity components are different from each other and
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different from the scalar control volumes. This enables the pressure gradient for the x  
momentum equation to be evaluated using the following expression
<k = £ L Z lE L (2.11)
dx &
and similarly for they momentum equation we have
i =E£i r 1L <212>dy dy
If we consider the “checker-board” pressure field again then substitution of the 
appropriate values into equations (2.11 ) and ( 2.12 ) yields significant non-zero 
pressure gradients as would be expected.
Whilst staggering solves the problem of pressure velocity coupling it introduces an 
added level of complexity to the discretisation procedure, and thereby complicates 
the ensuing computational algorithm. In addition to this the ideas of staggering are 
not straight forward with respect to unstructured grids particularly in three 
dimensions. Thomadakis and Leschziner7 and Despotis and Tsangaris7 all attempted 
a semi-staggering approach on unstructured meshes in two dimensions however 
collocating the variables is a more elegant and desirable solution. Rhie and Chow20 
offered such a solution on structured girds by utilising a special form of interpolation 
based upon the idea of staggering, hi their method all variables were collocated at the 
same nodal locations and the pressure gradient used in the momentum equations was 
identical to equation ( 2.10 ). However when the continuity equation is solved,
equation ( 2.10 ) is replaced by equations ( 2.11 ) and ( 2.12 ) where appropriate and
thus pressure and velocity decoupling is avoided. A frill derivation of this method for 
unstructured meshes is presented in Chapter 3 and therefore more details are not 
given here.
2.3.1 The SIMPLE Algorithm
The difficulty in solving the incompressible Navier-Stokes equations is that there is 
no obvious equation to solve for the pressure field. The SIMPLE algorithm15 
overcomes this problem through the use of a guess and then correct procedure for the
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pressure field. In other words, a pressure field is guessed, the momentum equations 
solved and then the pressure field updated through an appropriate mechanism. The 
mechanism used is the continuity equation because given a correct pressure field a 
solution of the momentum equations will also satisfy the continuity equation. This 
fact is used in the SIMPLE algorithm by casting the continuity equation in the form 
of a pressure correction equation. This can then be solved and used to update the 
pressure field and velocities used in the solution of the momentum equations. Again 
a detailed derivation of this pressure correction equation is left until Chapter 3, 
nevertheless for comparison with similar methods it is useful to present the steps 
involved in the SIMPLE algorithm below
1. Guess an initial pressure field
2. Solve the momentum equations
3. Solve the pressure correction equation
4. Correct the pressure and velocities
5. Solve all other discretised scalar transport equations
6. If the solution has converged stop, if not return to step 2
2.3.2 The SIMPLER Algorithm
Patankar15 introduced the SIMPLE Revised (SIMPLER) algorithm in an attempt to 
increase the convergence rate of the standard SIMPLE algorithm. In this algorithm 
rather than deriving a pressure correction equation, pseudo-velocities are introduced 
in order to find a discretised pressure equation. Thus the intermediate pressure field 
is found directly without the use of a correction which is advantageous as the 
pressure correction often does a poor job of correcting the pressure field. However, 
the pressure correction is still found because it performs well at correcting velocities. 
The steps in the SIMPLER algorithm are
1. Calculate pseudo-velocities
2. Solve the pressure equation
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3. Solve the discretised momentum equations
4. Solve the pressure correction equation
5. Correct velocities
6. Solve all other discretised scalar transport equations
7. If the solution has converged stop, if not return to step 2
2.3.3 The SIMPLEC Algorithm
The SIMPLE Consistent (SIMPLEC) algorithm which was developed by Van 
Doormal and Raithby21 is identical to the SIMPLE algorithm with one exception. 
This is that the momentum equations are manipulated so that the velocity correction 
equations omit terms that are less significant than those omitted in SIMPLE. 
Consequently, the steps in the algorithm are identical to SIMPLE, see section 2.3.1.
2.3.4 The PISO Algorithm
Issa22 adapted a pressure velocity calculation procedure, developed originally for the 
non-iterative computation of unsteady compressible flows, into an iterative solution 
for steady state incompressible problems. The method was called the Pressure 
Implicit with Splitting of Operators (PISO) algorithm and it involves one predictor 
step and two corrector steps and can be regarded as an extension of the SIMPLE 
algorithm. Essentially two pressure correction equations are formed in the PISO 
method the first as would be normally done in the SIMPLE algorithm and the second 
using the corrected velocities from the first corrector step. The algorithm can be 
summarised as follows
1. Perform steps 1 to 3 of the SIMPLE algorithm
2. Solve the second pressure correction equation
3. Correct the pressure and velocities
4. Solve all other discretised scalar transport equations
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5. If the solution has converged stop, if not return to step 2 of the SIMPLE
The SIMPLE algorithm is fairly straightforward and has been implemented in 
numerous CFD codes. The other variations of SIMPLE can produce savings in 
computational effort due to improved convergence in certain situations. However, 
comparisons have shown that the performance of each algorithm depends on the flow
equations and on the amount of underrelaxation used. Given all these different 
influences it is difficult to categorically state that any one of the algorithms is better 
than another and therefore unfortunately a particular algorithm must be chosen on a 
problem by problem basis. A comprehensive comparison of SIMPLER, SIMPLEC
judgement on which algorithm is suitable for a given application.
2.4 Convective Modelling
To facilitate a review of convective modelling consider the following differential 
equation
Equation ( 2.13 ) is the unsteady one-dimensional convection-diffiision equation for 
a scalar (f>. It governs a number of different flow problems including the conservation 
of momentum in a Newtonian fluid where ^is taken as the fluid’s velocity multiplied 
by it’s density, T the kinematic viscosity and S the pressure gradient. In multi­
dimensional problems equation ( 2.13 ) can also represent the unsteady transport of 
$  if the extra components of convection and diffusion are grouped into the source 
term S. Therefore, we can regard equation ( 2.13 ) as a general representation of the 
convection and diffusion of (j> through a fluid, and as such it can be used without loss 
of generality to discuss various convective models.
algorithm
conditions, the degree of coupling between the momentum equation and scalar
and PISO is given by Jang et a lP  and this can be used to make an informed
(2.13)
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Figure 2.3: One-Dimensional Control Volume Schematic
Consider then the simple one-dimensional grid shown in Figure 2.3. Adopting the 
finite volume approach to discretisation, discussed earlier in this chapter, equation ( 
2.13 ) is integrated over the control volume surrounding node C shown in Figure 2.3 
i.e.
rcd(f>\^ -d x=  f— + dx + (Sdx
j  dt jd e ' J
d f \
dx j
(2.14)
Equation ( 2.14) can now be approximated by the following expression
d(/> _  1 
dt Ax r dx. F dx),
+ S
(2 .15)
where Ax is defined in Figure 2.3, the overbar indicates an average value for the 
control volume and the subscripts / and r denote evaluation of the relevant 
expression at the points shown in Figure 2.3. Discretising the diffusion term using a 
standard central differencing procedure equation ( 2.15 ) becomes
d(j> _  1 
dt Ax
+ s
(2 .16)
where the nodes R and L are shown in Figure 2.3 and a subscript again denotes 
evaluation of the appropriate expression at a particular point. The unsteady 
convection-diffusion is now in a general discretised form that can be used to 
implement and analyse various convective models.
2.4.1 First Order Upwinding and Central Differencing
The first two convective models to be considered here, first order upwinding and 
central differencing, are perhaps the most simple conceptually and also in terms of
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implementation. However, they both have inherent flaws i.e. instability and 
inaccuracy that will be highlighted in this section.
Leonard17 showed that the stability of a convective model may be defined as the 
sensitivity of the convective term to variations in (f>c- Consider then the situation, 
during the solution of equation ( 2.16 ), in which the convective term becomes too 
large to balance this equation, <f>c will then falsely increase over computational time 
as,
e t c ~&i> ( 2-17) oc —
d t d t
How this increase in fc  will affect the convective term is dependent on the following 
expression
< 0 stable sensitivity (2.18)
= 0 neutral sensitivity 
> 0 unstable sensitivity
where Eccw is the convective sensitivity and INFLUX is the net convective influx 
into the control volume centred at C. Obviously, if tpc has been falsely increased then 
will decrease the convective term producing a stabilising effect over time 
whereas Eccw>0 will increase the convective term leading to further false increases 
in tc  and an unstable solution. An analogous expression for diffusive sensitivity, 
'Ediff, can be calculated and these two expressions combine to give an overall 
measure of the stability of a particular scheme. It should be noted that iterative 
solutions of steady state problems are governed by the same affects, in this case the 
iteration number is substituted for computational time.
Consider now the central differencing convective model. For a face / in Figure 2.3 
this can be expressed as,
^(INFLUX)
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Substituting equation (2.19 ) and a similar expression for into equation ( 2.16 ) we 
have,
= _L
Ax Ax
+ S
Calculating the convective and diffusive sensitivities gives
E™  (CENTRAL) =
and
u , - u r 1 di
2 Ax 2
Z^/FF( CENTRAL) = - 2 r
Ax2
( 2.20 )
( 2.2 1 )
( 2.22 )
Clearly 'Ldiff is always negative and therefore has a stabilising influence on the 
solution. However, the influence of 'Ldiff is related to the local Peclet number, P a , 
defined as
„ ur Ax p. = —— ( 2.23 )
If Pa is large then 'Ldiff will be very small and therefore have a limited stabilizing 
affect. Ecov’s value is dependent on the local flow velocity gradient and in the 
presence of flow deceleration will be positive creating an unstable influence on the 
solution. Therefore, in the case of large local Peclet number, P a > 2 , Ediff may be too 
small to stabilise the solution in areas where flows decelerate. In general it is difficult 
to ensure a stable sensitivity if central differencing is used as the convective model 
and therefore makes it a poor choice of model.
Consider now the first order upwind scheme for face /,
(u(f)l =(u„0)^L (2.24)
where (A,B) denotes the greater of A and B. Here, face / is given the same value as 
the node immediately upstream of it. This upstream bias is based on the physical 
situation being modelled. As convection is essentially the transport of fluid
30
Chapter 2
properties from upstream to downstream any numerical model should represent this 
characteristic. Substituting equation ( 2.24 ) and an analogous expression for face r 
into equation ( 2.16 ) gives,
f  = ( ^
. S $l \ . O 
+rl  Ax2 J+S
Calculating ' L c o n  for the upwind scheme we have,
SCOT (UPWIND) = ,o) + (-», ,0)] (Z 26)
The four combinations of signs of ui and ur produce three stable and one neutral 
sensitivity. In contrast to the central differencing case this yields a very stable 
convective model. However, closer examination of the discretised equation shows 
that stability is being gained by the introduction of numerical diffusion to the 
solution. Consider the situation when the fluid has a uniform velocity uq in the 
positive x direction. Equation ( 2.25 ) then becomes,
d<t> = u Ql -Q c , T( t R - 2 t c +*L) , ^  (2.27)
d  0 Ax y Ax
Equation (2.27 ) can be rewritten in the following form,
^ l - ^ r . /r  . r  \(<t>R-20 c +(f>L) . o (2.28)
¥  o - 2 a7 ~   ^ ””a — s ? — r s
where,
r  = «oAx (2.29)
num ^
The first term in equation ( 2.28 ) is the uniform velocity form of the central 
differencing model given by equation ( 2.20 ). The second term is the normal central 
differencing diffusion term with an added numerical diffusion Tnum. So, the first
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order upwind model is in fact a form of central differencing with an artificial 
diffusion term added to ensure stability. In quasi-one-dimensional flow the 
introduction of Tnum does not present too great a problem. The extra diffusion is in 
the direction of flow and consequently it will be dominated by the convective term 
and therefore have little effect. But, in multi-dimensional flow an artificial cross- 
wind24 diffusion is created that can lead to extremely inaccurate results. In these 
circumstances it essential to ensure that artificial diffusion is insignificant. This can 
be guaranteed by enforcing the following condition on the local Peclet number,
differencing model is often impossible to enforce. For example, Pa is equivalent to 
local Reynolds number in the momentum equation form of equation ( 2.13 ) and 
engineering problems of practical interest often have much larger global Reynolds 
numbers than two. Consequently, to achieve local Reynolds numbers which satisfy
linear equations would be prohibitively large to solve in a reasonable time frame.
suffers from a low order of accuracy. In principle the accuracy can always be 
improved by reducing grid size but analysis shows that this is not necessarily the 
case. Consider equation ( 2.27 ) rewritten in the following form,
the unsteady and diffusive term have been absorbed into the source term leaving just 
the convective term to be evaluated explicitly. The corresponding differential 
equation is given by,
(2.30)
Condition ( 2.30 ) like the restriction to low local Peclet numbers in the central
condition ( 2.30 ) grid size would have to be so small that the resulting system of
In addition to introducing numerical diffusion into the solution upwinding also
(2.31)
(2.32)
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Assuming an exact solution <f exists then S' can be evaluated by integrating 
equation ( 2.32 ) between / and r,
Substituting equation (2.33 ) into equation (2.31) we have,
( 2-34 )
Using the exact solution or computed results an estimate of the error e can be made 
by constructing a graph using equation ( 2.34). Figure 2.4 shows an example of such 
a graph and it can be clearly seen that the error in the upwind solution is given by,
where the derivatives dft/dx, and {d<f/ck)XC{ are the local slope of the exact solution 
and the slope at the corresponding common boundary reference point respectively, 
and the St/F’s are the analogous increases in <jF across a control volume shown in 
Figure 2.5.
Exact Solution (j> (x)
x
Figure 2.4: Graphical Construction o f  the First Order Upwind Solution Given the Exact Solution
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X
Figure 2.5: An Estimate o f  Error Using the Cell Increments
Equation ( 2.35 ) demonstrates that although e is proportional to the grid size Ax it is 
also dependent on variations in (f>. If the gradients of (j> span a large of range values 
then the error may be considerably higher than first order. This problem and the 
restriction that P \« 2  constrains the upwind scheme to accurately modelling only a 
limited number of flow situations and therefore limits it’s practical use.
2.4.2 The QUICK Scheme
FL
Figure 2.6: Three Point Stencil fo r  the QUICK Model
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To avoid the instability of central differencing and the inaccuracy of upwinding
17Leonard suggested a different convective model. His solution was to calculate die 
cell face values by fitting a quadratic profile through three nodes surrounding each 
face, as shown in Figure 2.6. In order to mirror the physical situation of information 
moving from upstream to downstream the three point stencil has an upwind bias. 
Showing a great talent for acronyms Leonard17 named this scheme QUICK 
(Quadratic Upstream Interpolation for Convective Kinematics).
When tii and ur are positive then the QUICK scheme yields the following formulae 
for the face values of
t , = % t L  + t c ) - l { t a  +  t c - 2 + i )  ( 2 ' 3 6 )
0r = 2 ^C  + 0r)~  + ~
Similarly when u/ and ur are negative we have,
^ = j U c  + < 0 - i ( « W t - 2  h )  ( 2 ’ 3 ? )
0r ~ + ^c) “  g’(^ra + 0c ~ ^0 r)
As equations ( 2.36 ) and ( 2.37 ) are constructed using a quadratic interpolation 
scheme the error of the model is proportional to Ax3. This allows accurate solutions 
to be calculated on practical grid sizes. Using equation ( 2.36 ) the convective 
sensitivity is given by the following expression,
1 (ur -u ,)  1 (ut +2u ) (2.38)
W QUICK) = - - ^ - - ^ ^
The first term is similar to the convective sensitivity of the central differencing 
model and by itself could produce unstable solutions. However, QUICK has an extra 
term that has a strong enough stabilising effect to overcome this instability. The 
QUICK scheme would seem to solve the problems of inaccuracy and stability that
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plagued the central differencing and upwind models, but it’s practical 
implementation is not without difficulty.
implicitly and die second term treated as an explicit source term. In other words the 
convective term is modelled using central differencing and a correction is introduced 
into the source term which is lagged by one iteration. A number of papers in the open
QUICK scheme and found that it did not always produce stable or bounded results. A 
number of fixes were offered to guarantee stability including the addition of a 
pseudo-source term25 and the development of the QUICKER26 (QUICK Extended 
and Revised form) model. However, none of these were a rigorous derivation of the 
QUICK scheme, which ensured convergence.
Nevertheless, Hayase et al?% analysed the QUICK scheme using the four rules given 
by Patankar15 that ensure the stable convergence of a finite volume based algorithm 
towards a physically realistic solution. Invoking these rules produced the following 
form of the model,
Clearly, this formulation of QUICK is simply the sum of a simple upwind estimation 
of the face value plus a correcting term. The first term is evaluated implicitly and the 
second term treated as an explicit source term. Although not vastly different to
and therefore makes it a more robust model. The problem of boundedness also found
Leonard17 suggested that the first term in equations (2.36) and (2.37 ) be evaluated
literature, Leschziner25, Han et a l26 and Pollard and Siu27, tested this form of the
(2.39)
for u > 0
< !> r =  0 c + ^ ( ~ 0 L  ~ 2 0 c + 3 0 r )
and,
+ 2 $c Qr )
(2.40)
for u < 0
Leonard’s17 original derivation this form of QUICK satisfies Patankar’s15 four rules
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in the tests of 24, 25, 26 and 27 lead to the development of high order composite 
models, some of which include QUICK as an integral part, these will be considered 
next.
2.4.3 High Order Composite Models
A convective model is regarded as bounded if the computed solution generated by 
the model is free of unphysical overshoots or undershoots. Typically, if a scheme is 
unbounded a step-like profile in $  which should be sharp and monotonic, will be 
calculated with an overshoot at one or both ends. Often these effects are small and 
can be ignored but in some cases the inaccurate prediction of sharp gradients in ^can 
lead to divergent solutions.
Leschziner25 noted that the QUICK scheme suffered from unboundedness and other 
high order upwind schemes such as CUI29 (Cubic Upwind Interpolation) and second 
order upwinding are troubled by the same problem. Although the increased 
accuracy of the high order models is desirable the unboundedness, and as a 
consequence instability in certain situations, is not. This lead Gaskell and Lau31 to 
develop the convective boundedness criterion (CBC) which set out the conditions for 
boundedness and gave birth to a family of bounded, accurate and stable models.
u c f  Q
—~u
Figure 2.7: CBC Stencil o f  Nodes
The CBC is based on a normalised variable formulation (NVF). Consider face/ of a 
control volume and the surrounding upstream (U), downstream (D), and central (Q  
nodes shown in Figure 2.7. As all the convective models discussed essentially have 
the same functional relationship that is,
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« * / = / ( « W c > <* d )  ( 2 -4 1 >
it is useful to introduce a normalised variable defined as follows,
(2.42)
<^D ~$V
Using equation ( 2.42 ) the functional relationship is now simplified to,
7 ,« /{ 7 c )  (2 -43)
as the normalised values of and <pu are 1 and 0 respectively. This simplification is 
helpful in defining the conditions for boundedness and also allows the construction 
of a simple method for analysing stability and accuracy. The following table lists the 
models discussed so far in their original and normalised forms.
Model Original Functional 
Relationship
Normalised Functional 
Relationship
Upwind oII II o
Central differencing
$ f  ~ 2 + &C )
QUICK
$ f  ~ D ~  $ u )  
o
3 3 -$ - ± + ± 4
f  8 4
CUI
$ f  ~ — & u)  
0
1 1
f
Second order upwinding
$ f ~ — $v )
Table 2.1: The Functional Relationships fo r  a Number o f  Convective Models.
Using the NVF the CBC can be expressed as set conditions restricting the functional 
relationship given in equation (2.43 ). The conditions are defined as follows,
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/ ( & )  is continuous (2.44)
/(o)=o 
/ ( l ) =1
f [$ c )  < 1 a n d /( fc) > for 0 < $c < 1
A ? c )  = fc  for <fc < 0 01 fc  > 1
The criterion is illustrated diagrammatically in Figure 2.8.
CBC
Figure 2.8: The Convective Boundedness Criterion
Clearly some of the CBC’s conditions are very restrictive, in fact Figure 2.9 shows 
that the only convective model listed in Table 2.1 which satisfies the CBC in all 
regions is the upwind scheme. But, as has already been established this is achieved at 
the price of excessive numerical diffusion and inaccuracy. Also, it should be noted 
that the four other schemes plotted in Figure 2.9 pass through the point (0.5, 0.75). 
Leonard32 has shown that if a models functional relationship passes through (0.5, 
0.75) then it is a necessary and sufficient condition for second order accuracy. If in 
addition the function has a gradient of 0.75 when it passes through (0.5,0.75) then 
this is a necessary and sufficient condition for third order accuracy. The second of 
these conditions shows that only the QUICK scheme is third order accurate.
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Figure 2.9: Various Normalised Linear Convective Models
It is evident from Figure 2.9 that a linear function cannot simultaneously be accurate 
and satisfy the CBC. In order to create an accurate and bounded scheme a non-linear 
function must relate the normalised values of (f>c and (fr. A number of schemes have 
adopted this approach namely, Gaskell and Lau’s SMART31 scheme, Roe’s 
MINMOD33 scheme, Osher’s OSHER34 scheme, Van Leer’s MUSCL35 and CLAM36 
schemes and Darwish’s STOIC37 scheme. As Darwish37 noted the MINMOD scheme 
is similar to Zhu and Rodi’s SOUCOUP scheme. Five of these schemes normalised 
functional relationships are presented in Table 2.2. Each scheme is a combination of 
linear functions with the exception of the CLAM model, which uses a quadratic 
relationship. The normalised functions of the five schemes are plotted in Figure 2.10. 
Clearly, this shows that all the schemes satisfy the CBC and have at least second 
order accuracy. The SMART and STOIC schemes achieve third order accuracy as at 
point (0.5, 0.75) both schemes have a gradient of 0.75.
Model Normalised functional Relationship
MINMOD or SOUCOUP
(j)f  -  <f)c elsewhere
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OSHER 3 ~ 2 
<*/ = - ^ c fo r0 < ^c < “
?/ = l f o r |< ^ c <1 
<f)f = <f>c elsewhere
SMART $f  =3^c fo r0< ^c < i  
0
2 3 - 1 7 5 <pr = — +—<pr for — <<br < — 
f  8 4 6 6
<f>f  = <f>c elsewhere
STOIC ? / = 3 ^ c f o r 0 < f c < ^
3 3 1 5
^ / = 7 + T ^ c f o r 4 < ? c < |  7 8 4 c 2 c 6
^ r = l f o r f < ^c< 1
~ Qc elsewhere
CLAM = $c{2 ~$c) for0< < 1 
<f>f  = <f>c elsewhere
Table 2.2: The Normalised Functional Relationships fo r  Five Schemes
Although these composite convective models have been widely used on structured 
orthogonal grids their application to unstructured meshes presents some significant 
difficulties. These difficulties are caused in the main by the lack of line structure in 
an unstructured mesh, which makes choosing a second upstream node for the three
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node stencil difficult. However, solutions are possible which incorporate all the 
advantageous features of the composite schemes presented here and they will be 
discussed later in this thesis.
f ,c
(a) (b)
f r
(c) (d)
(e)
Figure 2.10: Normalised Plots o f  Five Composite Convective Models (a) MINMOD or SOUCOUP (b)OSHER
(c) CLAM (d) SMART (e) STOIC
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2.5 Turbulence Modelling
Once the Reynolds number of a given flow exceeds a critical value, laminar flow, 
characterized by it’s stable, orderly behaviour will give way to a new flow regime. 
This new regime has a disorderly, fluctuating nature and is called turbulence. The 
ability to predict the fundamental characteristics of turbulent flow, i.e. velocity, 
pressure, density and viscosity at a given position and time, has been the subject of 
many years of extensive research and this will undoubtedly continue for the 
foreseeable future. Here, a brief overview of the various methods used to predict 
turbulent flow will be given and the merits of the various schemes compared.
To begin with consider a physical description of turbulent flow which characterises it 
using five key elements39. These are,
• Fluctuations in the fluid properties, which are superimposed upon the mean value 
of each property.
• Eddies of fluid packets of various sizes that interact and fill the shear layer near 
any wall
• Random variations in fluid properties that have a particular form and are not just 
white noise.
• Self-sustaining motion that once started can overcome the effects of viscous 
dissipation by producing new eddies to replace those lost.
• Mixing that is much stronger than in laminar flow because turbulent eddies move 
actively about in three dimensions to cause the rapid diffusion of mass, 
momentum and energy.
Whilst these characteristics give us the language to describe turbulent flow they do 
not give us any quantitative information or prediction ability. To do that a 
mathematical description of the flow is necessary and for that we turn to the Navier- 
Stokes equations.
43
Chapter 2
As far as is known the Navier-Stokes equations are as valid for turbulent flows as 
they are for laminar flows. Therefore, solving Navier-Stokes for turbulent flow 
problems, using numerical methods, should provide one very direct method of 
predicting turbulent flow. However, the wide spectrum of flow scales involved in 
turbulent flow inevitably require that grid sizes become prohibitively large and 
therefore other solutions have been sought. Although, with the recent increases in 
computing power the area of Direct Numerical Simulation (DNS) has become a more 
active research area.
Since calculating the raw flow properties of turbulent flow in many cases is not 
practical, Reynolds40 suggested another solution, time or Reynolds averaging. In this 
method each raw flow property is split into a time mean value plus a fluctuating 
value i.e.
where Ut and P are the time averaged components and u{ and p' are the fluctuating 
components of velocity and pressure respectively. Substituting equations ( 2.45 ) and 
( 2.46 ) into the incompressible Navier-Stokes and continuity equations and taking 
the time average of each equation individually yields the following relations
where the overbar indicates average.
Clearly, whilst the Reynolds averaged velocity components satisfy an identical 
continuity equation to the raw velocity components, the Reynolds averaged Navier 
Stokes (RANS) equations are complicated by a new term pu\uj . This new term is 
called the Reynolds stress and introduces nine new variables into the system of
(2.45)
p = P + p ' (2.46)
(2.47)
(2.48)
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equations. As there are only four equations and a total of thirteen unknowns this 
presents a closure problem which can only be solved through the use of additional 
relationships or empirical modelling ideas.
2.5.1 Eddy Viscosity
The majority of methods to close the RANS equations in practical engineering 
applications are based upon the idea of eddy viscosity, first proposed by 
Boussinesq41 in 1877. Essentially Boussinesq’s hypothesis put forward the idea that 
the Reynold’s stress could be modelled by a partially analogous expression to the 
viscous stress i.e.
where t/, is the time mean velocity component, #  it the turbulent viscosity, is the 
kronecker delta and k is the turbulent kinetic energy defined by
It is observed that /it has the same dimensions as viscosity, however it is not a fluid 
property, varying instead with flow conditions and position. Clearly, if an appropriate 
value for the turbulent viscosity can be found then substitution of equation ( 2.49 )
allow them to be solved. The method by which the turbulent viscosity is calculated 
differs between turbulence models and will be the subject of the following sections.
2.5.2 Algebraic Turbulence Modelling
The first methods that successfully closed the RANS equations through the use of the 
Boussinesq hypothesis used algebraic expressions to evaluate the turbulent viscosity. 
These methods were in general designed for modelling two-dimensional turbulent 
boundary layer flows however they have been used more widely with some success. 
One such approach suggested by Prandtl42, by analogy with kinetic theory, was the 
mixing length model. This states that jut is equal to the local product of the density,
(2.49)
(2.50)
into equation ( 2.48 ) will result in the RANS equations becoming closed and hence
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the mean velocity gradient and the square of a characteristic length of the turbulent 
motions, /, the mixing length, i.e.
Mt =Pl:
dU
dy (2.51)
where, with reference to boundary layer theory, U is the mean velocity parallel to the 
freestream and y  is normal to the wall. Clearly to complete the model the mixing 
length must be related to flow conditions which can be achieved through the 
following relationship
/ « xy l - e  A Ky < 0.09Sy  (2.52)
/ « 0.09S Ky > 0.09J
where a:  ~  0.41 is von Karman’s constant, £is the boundary layer thickness and A is a 
constant that varies with flow conditions, but for a smooth impermeable wall with 
zero pressure gradient is approximately 26. y + has units of length and is defined as 
yv*/ v  where v* is the wall friction velocity and u  is the kinematic viscosity.
Spalding43 attacked the problem of evaluating the eddy viscosity in the inner layer of 
a turbulent boundary layer without the mixing length concept. He arrived at the 
following relationship that also allowed him to derive his famous law of the wall.
/ '/.inner *  t*& "*
f  7 2\  kJT
ez _ l - Z - —  Z = —  (2.53)
2 , v
where B « 5.0 is a near-universal constant for flow past smooth impermeable walls. 
Clearly to complete Spalding’s model a comparable expression is required for the 
eddy viscosity in the outer layer and one such expression was derived by Clauser44 
and is given below
(2.54)
where C » 0.016, Ue is the freestream velocity and $  is the displacement thickness.
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To find a solution to the RANS equations using any of the algebraic models detailed 
above requires some sort of iterative strategy. The main reason for this is that the 
relationships for / 4  in the inner layer are functions of v* which is unknown. However, 
another reason is the expression for the outer layer depends on 8  for the mixing 
length model and £  for the Clauser model. To avoid this Baldwin and Lomax45 
suggested an alternative outer layer model that utilised a maximum function 
occurring in the boundary layer. This model has probably become the most popular 
of the algebraic turbulence models to date and takes the following form
0.01 (tC 'pP y^F ^
1 + 5 . 5 1 0 ^ / ^ )
where
= maxmax d u ( i S 'l — e Ady
(2.56)
and where ymax is the value of y  corresponding to Fmax. The parameters Ccp and Cueb 
were originally taken to be constants of the order of unity however Granville46 
proposed that they should in fact be variable. He fitted them to known properties of 
Coles’47 wake law and equilibrium pressure gradients and arrived at
„  _ 2 0.01312 0- _ y ^ d U e
kleb ~ ~ P  ~3 0.1724 + >9* v* dx
“X — A C  \ A . J l  )
q  ^ ______  ^^ kleb___
■^Cueb — 3CUeb + CUeb)
2.5.3 One Equation Turbulence Models
Prandtl42 developed his mixing length theory by proposing that a more representative 
velocity scale in equation (2.51 ) would be the square root of the turbulent kinetic 
energy. This allows equation ( 2.51 ) to be recast in the following form
Ht -  pk^l ( 2 '^  )
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Obviously, to evaluate equation ( 2.58 ) relationships for k  and / must be found. 
PrandtPs previous work yields an expression for /, equation ( 2.52 ), but in order to 
calculate k  some new analysis is required.
An exact transport equation for k  can be found from the Reynold’s stress equation. 
The derivation of the conservation relationship involves subtracting the RANS 
equation from it’s instantaneous value, for both i  and j  directions. The ifh result is 
multiplied by u j  and added to the y'th result multiplied by w,\ This relation is then 
time averaged to yield the Reynolds stress equation, see Chen and Jaw48,
dx. dx.
7\
------------------------   f--------------------------------------------- \  du\u  y
- p u',u'juL -  )+p ~ ^ r ~
- p
7 ~ r d u j , - r - r d U ,
dx.
+ M,M„
'  w  dx
- 2 / i
m
du\ duj 
dx_ dx_
(2.59)
+ P'
du\ du'
KdXj dx, J
Setting i —j  in equation ( 2.59 ) yields the equation for turbulent kinetic energy i.e.
d p U J
dx_ dx.
p  , , ,  — ,  p  8 u '<u '<
2 2 cbc_
—  dU,
~PUiUm —  
dx..
(2.60)
du\ du'. 
dx_ dx_
Equation ( 2.60 ) is extremely complex with many unknowns and therefore 
modelling ideas are required in order to find a solution to this equation and hence 
evaluate k.
The first term on the right hand side of equation ( 2.60 ) represents both the 
molecular and turbulent diffusion of k. It is reasonable to assume that the turbulent 
diffusion will dominate the molecular diffusion, see Libby49, and is therefore 
sensible to only model the turbulent term. A widely used method of modelling the 
turbulent diffusion is to represent it in terms of gradients of k  i.e.
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P ' , ' ——  Pt dkf t i 'Mt iu + p '« n 
2
(2.61)
where cr* is an empirical constant. The production of k, represented by the second 
term on the right hand side of equation ( 2.60 ), can be modelled by invoking the 
Boussinesq hypothesis. The final term on the right hand side of equation ( 2.60 ) is 
the rate of turbulent dissipation of k defined by
e - p  du[ du\ 
p  dxm dxm
( 2.62 )
Applying these approximations and definitions to equation ( 2.60 ), an approximate 
transport equation for k can be written in the following form
dpUtk _ d 
dxt dx.
r \  Pt dk
Gk dxt
+ Gk - p s (2.63)
where G* represents the generation of k and is defined as
Gk =Pt
dU. dUj — - + — -  
 ^dxj dXf
dU(
dx,
(2.64)
Equation ( 2.63 ) can now be coupled with the Reynolds averaged continuity and 
Navier-Stokes equations and an expression for / to solve the closure problem. 
However, closure will not be obtained until the turbulent dissipation of k  is modelled 
and this can be achieved by using the following relationship
s  - CDk>
I
(2.65)
where Q> is an empirical constant. Predictions of turbulent flow using this one 
equation model, commonly known as Prandtl’s k-l model are normally satisfactory, 
however they are often no better than the best of the algebraic turbulence models. 
Consequently one equation models are not at present popular because the added 
complexity of solving equation ( 2.63 ) does not yield significant benefits.
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2.5.4 Two Equation Turbulence Models
Launder and Spalding50 showed that the approximate turbulent kinetic energy 
equation arrives at a better approximation of pt if it is coupled with a comparable 
relationship for the dissipation, s. If £ can be calculated then a combination of 
equations ( 2.58 ) and ( 2.63 ) will eliminate the length scale, /, and result in an 
appropriate expression for the turbulent viscosity i.e.
V, =pC„ — ( 2.66)
where C^is an empirical constant.
An exact equation for the rate of dissipation of turbulent kinetic energy can be 
obtained by the following approach. Subtract the RANS equation from its 
instantaneous value and perform the operation d/dxm on the zth result. Multiply the 
resulting equation by dui'/dxm and then take the time average of this product and 
multiply by two. This results in the following exact transport equation for £, see 
Chen and Jaw48,
dpUme d du', du\ 2 u, du' dp' ds 
~ p u m — ~  ~ ~ ~  +M-
fam dxm P faj faj dx.
,  , du’ d2U, ,  dU,
— 2//
dx, dx„dx. 
j  m  j
dxj
du' du' du' du'nt m i J
dx. dx. dx_ dx. (2.67)
\ f a m f a m  J
As with the RANS equation and the k  transport equation, modelling is required to 
allow a solution to this equation to be found.
Again the first term on the right hand side of equation ( 2.67 ) represent the 
molecular and turbulent diffusion of e. It is assumed that turbulent diffusion will
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dominate molecular diffusion, see Libby49, and with this assumption the term can be 
modelled in an analogous manner to equation (2.61) i.e.
du', du', 2u du' dp' p t de fiu^ ■ . +
P faj dxj ° s dx*
( 2.6 8 )
where <re is an empirical constant. The production of s  is represented by the second 
and third terms on the right hand side of equation ( 2.67 ). The magnitude of the first 
of these two terms can be assumed to be zero, see Chen and Jaw48. Whilst the second 
term was modelled by Hanjalic and Launder51 by contracting indices to arrive at the 
following expression
2p dUf
dx,
du' du' du', du',m m ^  I J
T \
dx, dx, dx_ dx.
dU,— C ,p—u'u', — - = — C. —G, 
1 * ' 1 dx, l k * (2.69)
where C\ is an empirical constant. The final term on the right hand side of equation ( 
2.67 ) represents the destruction of e. This term was modelled by Hanjalic and 
Launder51 as,
du't du\ du) u
2 u — L —  -----------  +  2 —
faj d*m fam P
d2u\ '
dx dxm m
-  c  —  
2 k
( 2.70 )
where Ci is an empirical constant, on the basis that at a high turbulent Reynolds 
number, these two terms can taken as controlled by the dynamics of the energy 
cascade process transporting energy from lower to higher wave numbers. 
Substituting equations ( 2.68 ), ( 2.69 ) and ( 2.70 ) into equation ( 2.67 ) the 
approximate transport equation for e can be expressed in the following form
dpUte _ d 
dx, dx,
M, de
dx,;
+ C , j G k - C 2p  
k k (2.71)
On the basis of experimental data from a wide variety of turbulent flows Launder et 
al. recommended that the empirical coefficients Ci, C2, ok and <j e which appear 
in equations (2.63 ), ( 2.66 ) and ( 2.71 ) should take the values
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Cj = 1.44, C2 = 1.92, CM = 0.09, a k = 1.0 and = 1.3 (2.72)
Combining equations ( 2.63 ), ( 2.66 ) and (2.71 ) with the Reynolds averaged 
continuity and Navier-Stokes equations solves the closure problem and provides a 
complete system of equations for the analysis of turbulent flow. This system is called 
the k-e model and has become the most widely used model for the calculation of 
turbulent flow by fluids engineers. However, the model is only applicable to high 
Reynold’s number flow and because molecular viscosity and sub-layer damping 
effects are ignored, the model should only be used in the outer and overlap layers of a 
boundary layer flow.
In order to calculate turbulent flows near to a wall two options are available. Either 
so called wall functions can be used or an adapted form of the k-e model, designed 
for low Reynold’s number, can be implemented. The wall function approach 
essentially assumes that in near-wall regions the log-law holds. The k-e calculations 
are then begun at a point yp in the log-law region where the turbulent flow variables 
are calculated from the following relationships
V K
+ B kp = ^ j  (2.73)
p
A more detailed description of how wall functions are used in practice can be found 
in Chapter 3.
If more detailed information is required in the near wall region or a low Reynolds 
number flow is to be calculated then the low Reynolds number form of the k-e model 
should be used. At lower Reynolds numbers the constants CM and Cz become variable 
and in near wall regions the effects of molecular diffusion must be considered. Jones 
and Launder53 and Launder and Sharma54 suggested the following modifications to 
equations (2.63) and (2.71) to account for these factors
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dpUjk d
cbcf dxt
r p  +pt dk ^
O’k J
+ Gk -  p s  + 2pu
( iV  
dk2
dxj 
\  J
(2.74)
dpu.e a 
dr. Srx ( 7 ,
(  d 2Uj ^
(2.75)
where the two extra terms with coefficient 2p v  have been added for convenience to 
make £ vanish at the wall and whilst C\, crk, and cr£ take the same values as given in ( 
2.72 ), Cft and Ci are redefined as
3.4
CM = 0.09e { l + R r / S O f
C2 =1.92(l-0.3e_^ )
(2.76)
(2.77)
where the turbulent Reynolds number, R t,  is given by
Rrp ~ ---
£U
(2.78)
By applying these modifications Jones and Launder53 showed that a variety of low 
Reynolds number flows could be predicted successfully. Subsequently other authors 
55 have built on this foundation to offer improvements and additions however the 
underlying structure remains that initially proposed by53.
The k-e model in both it’s high and low Reynolds number form has become the 
workhorse of practical engineering calculations. Despite numerous papers in the 
open literature offering improvements and modifications the fact still remains that 
for a large percentage of problems, the k-e model will reliably produce results that, 
for the computational overheads associated with the model, are reasonably accurate. 
Clearly the model is not perfect and there are plenty of problems that violate it’s 
modelling assumptions, resulting in inaccurate solutions. However, as yet when 
simplicity, accuracy and general applicability are consider the k-e model has not been 
bettered.
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2.5.5 Reynolds Stress Models
A much more complex approach to closing the RANS equations is to discard the 
Boussinesq’s hypothesis and the concept of eddy viscosity and to solve the Reynolds 
stress equation, ( 2.59 ), directly for w'w'. . In order to present this approach consider 
equation ( 2.59 ) rewritten in the following form
Clearly, in order to solve equation ( 2.79 ) each term must be expressed in terms of
continuity, the RANS equations and transport equations for k and s  then the available 
variables are Ut, p, k, e and w'h'. . The production term is already expressed in these 
terms, but the other three terms require modelling. Following the approach suggested
(2.79)
where
D„ = diffusion
Pv -  production = -p\ u'u'm
fty = pressure - strain = p
Sy = dissipation = 2p uui
dx dxm
(2.80)
variables for which we have equations. If equation ( 2.79 ) is coupled with
by Rodi56 the diffusion, pressure-strain and dissapation terms can be modelled with 
the following expressions
Chapter 2
(2.83)
where the suggested empirical constants are
Cs = 0.25, Cj = 1.5 and Cy = 0.6 (2.84)
Despite the Reynolds stress approach being recognised as an improvement over 
coupling eddy viscosity with transport equations for k  and e it has not found wide 
application. The chief reason for this is the large system of equations that must be 
solved. For example in three dimensions a total of twelve partial differential 
equations must be solved which inevitably becomes computationally complex and 
time consuming. Therefore, beginning with Hanjalic and Launder57 considerable 
effort has been devoted to developing algebraic Reynolds stress models. For 
example, Rodi56 suggests the following formula
The computational advantage of equation ( 2.85 ) over ( 2.79 ) is obvious. 
Nevertheless, as computational power increases and programming languages 
improve the barriers to using equation ( 2.79 ) are being removed and turbulent 
calculations will undoubtedly make more use of the Reynolds stress model in the 
future.
2.5.6 Large Eddy Simulation
Although a large percentage of the research carried out into turbulence modelling in 
the last thirty years has been based around the idea of time averaging it has not been 
the only approach. Another approach that has become more popular as computing 
power has increased is large eddy simulation (LES). In this method, rather than 
averaging turbulent quantities over time instead they are averaged in space. 
Essentially a filtering method is used such that small turbulent eddies, i.e. those that 
are too small to resolve over a typical grid scale, are removed from the flow field in
(2.85 )
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such a way that the governing equations only come to apply to the larger resolvable 
eddies. The bases for this approach is that large eddies interact most strongly with the 
mean flow and therefore are mainly responsible for the transport of momentum and 
energy by advection. Also, geometry and flow type dictate the large eddy structure, 
which is often highly anisotropic and their time scales are similar to those of the 
mean flow.
In contrast, the smaller irresolvable eddies are mainly produced by non-linear 
interactions with the large eddies and therefore only influence the large eddies 
themselves and not the mean flow directly. Their time scales are much smaller than 
the mean flow and they are less dependent on geometry and much closer to isotropy. 
Therefore, while the large eddy structure normally varies between flows it is possible 
that a general model can be created for the small eddy structure or at least that any 
model will have a lesser influence on the calculation as a whole.
The small scale eddies are removed from the flow field by applying the following 
convolution operator to the governing continuity and Navier-Stokes equations
where the overbar refers to a spatial volume-averaged value of f(x) and G(x) is a 
filtering function that satisfies the following requirements
• All moments of G(x) exist.
• The convolution operator ( 2.86 ) produces a “smoothed” version of/(x).
• The width of the filter function G(x) over which most of the integration takes 
place is comparable to the shortest resolvable wavelength of the calculation 
grid i.e. for a grid of size Ax this would be 2Ax
The most widely used filter function in LES is the Gaussian filter given by
oo
( 2.8 6 )
oo
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(2.87)
By applying the convolution operator to the continuity and Navier-Stokes equations, 
see58 for details, it can be shown that the filtered form of the governing equations is
where the overbar indicates a space filtered or averaged variable. As in time 
averaging, equations ( 2.88 ) and ( 2.89 ) present a closure problem and again it is the 
non-linear term utUj that causes the difficulty. In order to resolve this problem
consider, in an analgous manner to time averaging, the velocity field separated into 
resolvable and irresolvable components i.e.
where ui is the filtered resolvable velocity field and u\ is the irresolvable or 
subgrid-scale velocity field. Substituting equation ( 2.90 ) into the non-linear term 
and expanding we arrive at
Clearly the first term on the RHS of equation ( 2.91 ) can be evaluated from the 
resolvable velocity components whereas the remaining terms all contain irresolvable 
components and therefore we must again turn to modelling ideas.
Consider then the subgrid scale stresses (SGS) defined as
dx{
( 2.88)
dpu, dpUiU, dp d1ui-J— L +-------   = — —+ u ------—
dt dxj dxi dxjdxj
(2.89)
(2.90)
UtUj =U.Uj +u[Uj +u,iu'j (2.91)
(2.92)
or
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Ry — UfUj — tif u j (2.93)
Furthermore define the off-diagonal subgrid scale shear stresses as
T« =RV (2.94)
and also a modified pressure as
-  = £ + ^ -  (2.95)p  p  3
Substituting equations ( 2.94 ) and (2.95 ) into equation (2.89 ) gives
8p U, + dpuJ uL  = _ 8L + f t _ e ^ _ e I ^  ( 2 % )
dt dxj dx. dxjdxj dx}
The filtered Navier-Stokes equations are now in a form that more readily lends itself 
to modelling of the SGS however before moving onto to modelling these stresses 
consider the advection term on the RHS of equation ( 2.96 ). As Leonard59 first
discussed this term contains the filtered product uiuj , but all that can really be
c o
resolved on a given grid is w, . Therefore following , let the Leonard stress Ay, be 
defined as
AiJ=uiuJ - u .u .* 0  (2.97)
An approximate method to evaluate the Leonard stress using a Taylor series 
expansion and an isotropic Gaussian filter with effective filter width Axm gives, see58
(Ax ) 2 )yL=*— -----^ - ^  + HOT (2.98)
w 6  dxdxm Vtn nt
Leslie and Quarini60 show that for a typical high Reynolds number flow the Leonard 
stress accounts for approximately 14% of the total energy transfer from large eddies 
to subgrid scales. Consequently, the advection term in equation ( 2.96 ) should be 
taken as
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d
(2.99)
Returning now to the SGS, a model is required that represents the transfer of energy 
from the large to small eddies. Generally, this transfer is in the form of a loss or
dissipative in nature. However, although the net energy transfer is to the small 
eddies, in fact energy is transferred in both directions and consequently whilst the 
SGS model should be dissipative it should also model the effect of two way energy 
transfer on the large scale motion. As in time averaging most SGS modellers have 
relied on a simple eddy viscosity approach to represent Ry. This model was first 
introduced by Smagorinsky61 and assumes the SGS are proportional to the modulus 
of the strain rate tensor of the filtered large scale flow i.e.
where the turbulent kinematic viscosity is given by the following relationship
dissipation of energy from the large eddies and therefore any SGS model should be
( 2.100)
ut =  axh 2S 2 ( 2.101)
and
-  du,  |  8uj du,
( 2.102)
dx, dx, dx,\  j t j  j
h =  8 3  ( A x j  Ax2 A x 3  ) 3  
a, =0.176 (2.104)
(2.103)
So in summary the complete set of equations for the resolvable velocity components
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du
dxj
L = 0 (2.105)
dpu{ d 
dt dx,
/  ^ du. d u ^
dXj dx. (2.106)
with jilt and Ay, for a Gaussian filter, evaluated using equations ( 2.98 ) and ( 2.106 ) 
respectively.
Whilst LES techniques undoubtedly provide a greater insight into the internal 
workings of turbulent flow they are not necessarily the ideal choice of turbulence 
model for practical engineering applications. In most instances what is required for 
engineering applications is precisely what time averaging provides i.e. time mean 
values for the primary flow variables. Information on the intricacies of turbulent 
eddies, that LES with it’s space averaging methods provides, is not required as the 
interpretation of this information as an input into a design process is too complex. 
However, LES techniques can be utilised to develop better, more practical time 
average techniques that will be of greater use in realistic engineering applications.
2.6 Grid Generation
CFD techniques, whether they utilise finite difference, finite volume or finite element 
methods, are based on the spatial subdivision of a domain into polyhedra 
immediately implying the need for generating a mesh. Mesh types are as varied as 
the numerical methods that they accompany and can be split into a number of 
different groups. The coarsest classification is whether a mesh is regarded as 
structured or unstructured. As the name indicates structured meshes adhere to a 
regular pattern which will typically be constructed from quadrilaterals in two 
dimensions or hexahedra in three dimensions. A more precise definition of a 
structured mesh is that each point within the grid has the same number of neighbours 
and consequently it’s topology can be stored in a logical matrix structure. In contrast 
in an unstructured mesh, generally constructed from triangles and tetrahedra in two 
and three dimensions respectively, each point will have an arbitrary number of 
neighbours.
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After the coarse structured/unstructured categorisation, mesh types can be further 
classified by their conformity, surface or body alignment and element type. 
Conformity denotes the continuity of neighbouring elements across edges in two 
dimensions and faces in three dimensions. In other words a conformal mesh element 
will have the same number of neighbouring elements as it does faces whilst in a non- 
conformal mesh this will not necessarily be the case. Surface or body alignment is 
achieved in a mesh when boundary faces or edges perfectly match the surface of the 
domain to be meshed. Non-aligned grids in contrast have surfaces that cross the 
domain boundary surface. Finally, element type describes the polyhedra that are used 
to discretise die domain of interest. Typical types of element are quadrilaterals and 
triangles in two dimensions and hexahedra and tetrahedra in three dimensions, as has 
already been mentioned.
Here, as it is the form of mesh that the discretisation strategy presented in this thesis 
is designed for, the focus will be on grid generation of unstructured, conformal, 
surface aligned grids consisting of triangles and tetrahedra. There are two main 
methods of generating this form of grid, the advancing front technique62 and 
Delaunay triangulation63. Both methods are popular and neither has come to the fore 
as being superior to other as yet. Nevertheless, in this thesis all unstructured grid 
generation has been performed using Delaunay triangulation because of the 
availability of the commercial grid generator Gambit which utilises the Delaunay 
triangulation technique.
2.6.1 The Advancing Front Technique
The aim of the advancing front technique is to proceed from the boundary of the 
computational domain adding elements to the unmeshed space until the domain has 
been completely filled with elements. The ‘front* is the boundary between the region 
of space that has been meshed and that which is still empty. Algorithmically the 
advancing front technique consists of the following steps
1. Define the boundaries of the domain to be meshed.
2. Define the spatial variation of element size and shape i.e. areas where the 
mesh should be coarser or finer and the aspect ratio elements should have.
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3. Using the information given for the distribution of element size and shape 
generate sides along the surface patches that make up the boundary surface. 
These form the initial front for the triangulation of the boundary surface.
4. Using the information given for the distribution of element size and shape, 
and the boundary surface definition triangulate the boundary surfaces. This 
yields the initial front of faces.
5. Find the generation parameters (element size and shape) for these faces
6 . Select the next face to be deleted from the front. To avoid large elements 
crossing over regions of small elements, the face forming the smallest new 
element is selected as the next face to be deleted from the list of faces.
7. For the face selected to be deleted
a. Select a ‘best point’ position for the introduction of a new point.
b. Determine whether a point exists in the already generated grid that 
should be used in lieu of the new point. If there is such a point make 
this the new point and continue searching (go to 7b).
c. Determine whether the element formed with the selected new point 
crosses any given faces. If it does, select another new point and try 
again (go to 7c).
8 . Add the new element, point and faces to their respective lists.
9. Find the new generation parameters for the new faces.
10. Delete the known faces from the list of front faces.
11. If there are any faces left in the front, go to 6 .
What appears on paper to be a relatively straight forward algorithm is in fact 
complex to code efficiently for a computer. One of the key issues is the necessity to 
use efficient data structures that allow the grid connectivity data to be searched 
quickly. Also, a reliable and fast method for checking whether two faces intersect is
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essential if the algorithm is to work in a reasonable time frame. More details on these 
issues and others which are beyond the scope of this thesis can be found in 64.
2.6.2 Delaunay Triangulation
Given a set of points P  := xi, X2, ,xn, one may define a set of regions or volumes
V := vi, V2, ,vn assigned to each of the points that satisfy the following property.
Any location within v, is closer to x, than to any other of the points i.e. within v,
|x - x #|< |x - x 7. | v / * /  (2.107)
This set of volumes V, which covers the complete domain, is known as the Dirchlet 
Tessellation. The volumes v, are convex polyhedra and are known as Voronoi 
regions. If all the pairs of points x, and Xy across the polyhedra boundaries are joined 
then this forms the set of triangles commonly called the Delaunay triangulation. The 
set of triangles, or tetrahedra in three dimensions, satisfy the condition that no other 
point is contained within the circumcircle (circumsphere in 3D) formed by the nodes 
of the triangle. A number of practical triangulation procedures based upon the 
Delaunay method are evident in the open literature however most are based upon 
Bowyer-Watson65,66 algorithm summarised below for three-dimensional domains.
1. Define the convex hull within in which all points will lie. This can either be a 
large single tetrahedron or a hexahedron subdivided into five tetrahedral.
2. Introduce a new point x„+/
3. Find all tetrahedra whose circumsphere contains x„+/. These tetrahedra will 
be deleted.
4. Find all points belonging to these tetrahedra.
5. Find all the external faces of the void that result from the deletion of these 
tetrahedra.
6 . Form new tetrahedra by joining all the external faces found in 5 to the new 
point x»+i
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7. Add the new elements and points to their respective lists
8 . Update all data structures
9. If more points are to be introduced go to 2
The algorithm described above assumes a given point distribution, which can be a 
tedious task and may be replaced by a more general specification of desired element 
size and shape in space. A method for achieving this was proposed independently by
6 7  6RFrey and Holmes which is detailed below.
1. Assume that a boundary point distribution is given
2. Generate a Delaunay triangulation of the boundary points
3. Using the information provided on element size and shape compute the 
desired element size and shape for the points of the current mesh.
4. Loop over the elements
a. Add a new point at the centre of each element
b. Compute the distances from the new point to the four nodes of the 
element.
c. Compare the computed distances with the desired size and shape
d. If any of the distances are smaller than a, a fraction of the desired 
element length skip the element and return to 4
e. Compute distances from the new point to the other new points in the 
neighbourhood
f. If any of the distances are smaller than /?, a fraction of the desired 
element length skip the element and return to 4
g. Store the desired element size and shape for the new point
5. Perform a Delaunay triangulation for the new points.
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As with the advancing front technique coding this algorithm for a computer is not 
straightforward. The reasons for this are also very similar to those for the advancing 
front technique and again more details can be found in the open literature64.
2.7 Conclusions
An overview of die relevant literature to the development of a cell centred, finite 
volume based algorithm for both laminar and turbulent flow, which facilitates the use 
of high order convective models has been presented in this chapter. The key areas 
covered were solution and discretisation methods, convective modelling, turbulence 
modelling and grid generation. This has given an insight into the problems faced in 
all these areas of research and identified how they are relevant to the solution 
algorithm developed here. As highlighted in Chapter 1 this thesis now intends to 
build upon this existing work and develop it concentrating particularly in the area of 
high order convective modelling. The following chapters will detail this and present 
the results and conclusions of this research.
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CHAPTER 3 
3 Discretisation and Solution Procedure
3.1 Introduction
The survey of the open literature presented in Chapter 2 indicates that whilst cell 
centred finite volume methods for the solution of the incompressible Navier-Stokes 
equations are well established on structured meshes their extension to unstructured 
grids is a relatively recent innovation4,5’ 6. In this chapter a cell centred finite volume 
discretisation of the governing equations is presented that is based on the work of 
Davidson4 and Mathur and Murthy5. Both 4 and5 used second order discretisations of 
the convective and diffusive toms in the governing equations. Here, in an analogous 
manner to Leonard’s17 QUICK scheme a second order discretisation of the diffusive 
term is coupled with an upwind third order convective model that has been adapted 
from its original use as part of a time-marching algorithm.
The solution strategy used is the SIMPLE algorithm, which, after its development by 
Patankar15 twenty years ago, has become one of the standard method for solving the 
incompressible Navier-Stokes equations. To avoid the complication of using an 
unstructured staggered grid the pressure and velocity fields are prevented from de­
coupling by using an interpolation scheme based on the method developed by Rhie 
and Chow24. In order to model turbulent flows the standard high Reynolds number k- 
e turbulence model50 is used along with wall functions52 to avoid excessive grid 
refinement near wall boundaries. A brief overview of the governing equations for 
both laminar and turbulent flow is given at the beginning of this chapter. This is 
followed by the discretisation of the general governing differential equation and a 
description of the solution algorithm. The chapter concludes with a discussion of the 
most commonly found boundary conditions and how they are applied to the 
discretised equations.
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3.2 Governing Equations
The conservation laws of mass and momentum govern steady, incompressible 
viscous flow. For a Newtonian fluid without body forces in a Cartesian co-ordinate 
system these laws are described by the following equations
dx,
(pu() = 0 (3 .1 )
d_
dx,
puiuj - p du,
dxi  )
dp
dxi (3 .2 )
where w„ p, p  and p  are velocity, pressure, density and viscosity respectively. Whilst 
the Reynolds number of a given flow is low, the flow will remain laminar and 
equations ( 3.1 ) and ( 3.2 ) can be solved directly. Conversely at high Reynolds 
number the smooth, orderly laminar flow will give way to the fluctuating disorderly 
motion of turbulence. All investigations39 indicate that equations ( 3.1 ) and ( 3.2 ) do 
apply to turbulent flow. However, the wide range of flow scales involved would 
require solutions to be sought on meshes that are prohibitively large for the standard 
computing resources available today.
A number of solutions to the problem of calculating turbulent flows have been 
proposed and these have been reviewed in Chapter 2. Here, the time averaging 
philosophy coupled with the two equation k-e turbulence model will be used to 
resolve the problem. This method requires that the continuity and momentum 
equations are recast in the following time-averaged form
dx,
dx,
/ JdU . d u , dP
dx,
(3 .3 )
(3 .4 )
where Ut and P  are the time averaged components of velocity and pressure 
respectively and pt is the turbulent viscosity given by
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Mt =pCM — (3 .5)
where CM = 0.09, k and e are an empirical constant, turbulent kinetic energy and it’s 
rate of dissipation respectively. Clearly, expressions for k and e are also required to 
close this set of equations and to that end the following transport relationships are 
used
dpUfi d
dx. dxt <^7 * dx{
p t dk
+ Gk - p s (3 .6)
dpUis  _ d 
dXf dxi
Ut ds 
\< *' dxiJ
+ c 1 g „ - c 2p ? -
k  k
(3 .7 )
where C\ = 1.44, C2 = 1.92, o* = 1.0 and ae= 1.3 are empirical constants and G* is 
given by
Gt =M,
( e u .  d u  j -  +  -
dxj dxt
dUf
dxj (3 .8)
In conclusion then in order to solve laminar flow problems equations (3.1 ) and (3.2 
) suffice whilst for turbulent problems a solution of equations ( 3.3 ) to ( 3.7 ) is 
required.
3.3 The Pointer System
The control volumes of an unstructured grid can be placed in a domain in a very 
irregular fashion, in contrast to a structured grid, which reflects some type of 
consistent geometrical regularity, see Figure 3.1. Without this regularity it is 
necessary to have a pointer system that explicitly stores information on grid 
topology, rather than using the implicit line structure that a structured mesh provides. 
The system used here is based on the fact that the cells, faces and vertices in the grid 
are all numbered separately and that the Cartesian co-ordinate of each vertex is 
known. Five lists combine to make up the pointer system that contains all the
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necessary connectivity and boundary condition data required to apply the finite 
volume method to equations ( 3.1) to ( 3.7).
• • •
i + l j - 1 i + l j i + i j + i
ij -1
•
id i j + l
i - l j - 1 i - l j i - l j + l
Figure 3.1: Comparison o f  the Grid Data Structure between Structured and Unstructured Meshes
3.3.1 LISTC
When solving discretised equations a pointer is required from a cell to its 
neighbouring cells. A cell’s neighbours are those cells that are adjacent to it. This 
information is stored in LISTC, which has the following form
LISTC(/', l)=total number of neighbouring cells
LISTC(z, 2)=index of neighbour 1
LISTC(i, 3)=index of neighbour 2
LISTC(z, LISTC(U)+l)=index of neighbour LISTC(/, 1)
where i is the index of the cell. It is necessary to store the total number of neighbours 
because grids can be made up of a variety of types of cells and therefore the number 
of neighbours will not be constant.
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3.3.2 LISTCF
In analogous manner to LISTC, LISTCF points to the indices of the faces that go to 
make up a cell. Again this information is a requirement when solving discretised 
equations on an unstructured grid. LISTCF has the following form
LISTCF(z, l)=index of face 1
LISTCF(z, 2)=index of face 2
LISTCF(z, LISTC(z, 1 ))=index of face LISTC(z, 1)
where i is the index of the cell. Clearly there is no need to store the total number of 
faces that a particular cell comprises of, as it will be identical to the total number of 
neighbours.
33.3 LISTF
It is necessary to identify the different types of boundary that surround a domain so 
that appropriate conditions can be applied to the faces that make up those boundaries. 
Also, the discretisation process requires that a number of geometric quantities be 
known about a particular face. Therefore it is important that a faces type, the vertices 
that are joined to construct a face and the geometric shape of a face are all known. 
This information is stored in LISTF, which has the form
LISTF(z, l)=index of vertex 1
LISTF(z, 2)=index of vertex 2
LISTF(z, 3)=index of vertex 3
LISTF(z, 4)=index of vertex 4
LISTF(z, 5)=type
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LISTF(i, 5)=geometric shape
where i is the index of the face. Geometric shape can take three values each 
representing a particular kind of face. These are defined as
2 =line
3=triangle
4=quadrilateral
Line is the only face type used in two-dimensional grids whereas triangle and 
quadrilateral can both be used in three-dimensional meshes. Similarly, type takes 
seven different values that are defined as
l=intemal
2 =wall
3=inlet
4=outlet
6 =symmetry
8 =periodic
1 2 =periodic-shadow
Clearly internal represents all those faces that are not on the boundaries whilst the 
other types are specific forms of boundary, more details of which will be given later 
in this chapter. The number of indices specified in the first four storage areas of 
LISTF is obviously dependent on the geometric shape of the face and therefore a 
simple rale that a storage area not in use should be set to zero is useful to avoid 
confusion. Although LISTF is limited to only three shapes it could be easily adapted 
to include more. However, the three defined shapes are the most commonly used in 
unstructured mesh generation and are adequate for the purposes of this research.
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3.3.4 LISTS
Some forms of finite volume discretisation require that not only is there a pointer 
from a cell to its neighbours but also one that points to the cells that surround it. Cell 
a would surround cell b if cell a was not a neighbour to cell b but a neighbour of cell 
a was one of the neighbours to cell b. For example in Figure 3.1 cells 3,4,8 ,9 and 10 
surround cell 1. LISTS stores this information in a manner identical to LISTC i.e.
LISTS(z, l)=total number of surrounding cells
LISTS(z, 2)=index of surrounding cell 1
LISTS(z, 3)=index of surrounding cell 2
LISTS(z, LISTS(z,l)+l)=index of surrounding cell LISTS(z, 1)
3.3.5 LISTE
The calculation of the volume of a cell is integral to forming discretised equations. 
Consequently the geometric shape of the cell itself is necessary information in order 
that an appropriate formula for the calculation of its volume can be used. This 
information is stored in LISTE, which has the form
LISTE(z)=geometric shape
where i is the index of the cell. Here geometric shape can take four values defined as,
l=triangle
2 =quadrilateral
3=tetrahedron
4=hexahedron
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As with the definition of geometric shape in LISTF some of the shapes defined for 
LISTE are only applicable to two-dimensional grids whilst others only apply to three- 
dimensional meshes.
33.6 LISTP
If periodic boundary conditions are included in a domain then LISTP is also required 
to store additional information about this particular type of boundary condition. 
Leaving a more detailed explanation of periodic boundaries to later in this chapter it 
will suffice to say that there are linked pairs of cells either side of a periodic 
boundary and LISTP stores this information in the following form
LISTP(f, l)=index of first cell in pair
LISTP(z, 2)=index of second cell in pair
where i is the index of the periodic pair, which is an addition to the numbering of the 
cells, face and vertices of the grid.
3.4 Discretisation of the General Convection-Diffusion Equation
Equations ( 3.2 ), ( 3.4 ), ( 3.6 ) and ( 3.7 ) indicate that the dependent variables m„ 
Ui, k and s  all obey a generalised conservation principle. If the dependent variable is 
denoted by ^then the general differential equation is given by
d_
dxt
f  j. ^p U ,* - r - £8x,j
= S  (3 .9 )
The three terms in equation ( 3.9 ) from left to right represent the convection term, 
the diffusion term and the source term. Depending on which variable ^ stands for the 
diffusion coefficient T will take the values //, i&pu pjdk or pj<ys whilst the source 
term S will be -cfc/dct, -dP/cki, Gtrps or CiGk£/k-C2P^/k. The convection term in 
equation ( 3.9 ) has been written in terms of the time averaged velocity £4 This is 
correct for the time averaged momentum equation and the k and s  transport 
equations, however for the laminar flow momentum equation Ui would be replaced 
with the instantaneous velocity w,. The mean velocity will be used without loss of
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generality in the following derivation. Therefore, in vector notation equation ( 3.9 ) 
becomes
v.(pUjit-rV(is)=s (3 .io )
Defining a total flux vector J  as
J  = /r t ty - rV ^  ( 3 .1 1 )
equation ( 3.10 ) can be written in the form
V.J = S (3.12)
Following the finite volume method equation ( 3.12 ) is then integrated over a 
volume V to give
jv jd V  = jsdV  ( 3 13 }
V V
Consider now the divergence theorem, it states that the outward flux of a vector field 
F across an orientated surface A with outward unit normal n equals the integral of the 
divergence of F over the volume V enclosed by the surface i.e.
jfudA = jvjFdf' ( 314 )
A V
Applying the divergence theorem to the left hand side of the equation ( 3.12 ) we 
arrive at the following integral relation
\jn d A  = jsdV ( 3 1 5 )
A V
In this form the general differential equation can now be discretised by replacing the 
integrals with approximate algebraic expressions.
Consider the control volumes shown in Figure 3.2. Assuming that control volume CO 
is taken as V in equation ( 3.15 ) then the left hand side of this equation can be 
approximated by
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(3.16)
where J /is  a flux vector that is assumed to prevail over the whole of face f  A/is the 
area of/  multiplied by its normal outward pointing vector and the summation is over 
all the faces of the control volume. An approximation to the right hand side of 
equation ( 3.15 ) can be made in an analogous manner. Assuming that a constant 
value of the source term prevails throughout the control volume then the right hand 
side of equation (3.15 ) can be replaced by
\sdV =  S 0A V 0 (3 .17)
where So is the constant value of the source term in CO and A Vo is the volume of CO.
b
Ax CO
face /
Figure 3.2: Control Volume Schematic. Solid circles denote nodes, open circles denote face centres and open
squares denote vertices.
To complete the discretisation of equation ( 3.15 ) the approximate expressions ( 
3.16 ) and ( 3.17 ) must be expressed in terms of values of ^ at the nodes of the 
neighbouring control volumes. To facilitate this discussion the approximate 
expression ( 3.16) is expanded as follows
X J/-A/  = I -  rv> )/ -A/  = X  ~ d j (3 .18)
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where m/=(pU.A)/is the mass flow rate across/ and D/=(rV^.A)/is the transport of (j) 
through/ due to diffusion. Substituting equations ( 3.16 ), ( 3.17 ) and ( 3.18 ) into 
equation ( 3.15 ) gives the following relation
- D f  =S0AV0 (3.19)
/
In this form the three distinct terms of the general differential equation can be seen. 
Again from left to right we have the convection term, the diffusion term and the 
source term. How each of these terms is expressed as a function of the node values of 
^in CO and the neighbouring control volumes will now be dealt with separately.
3.4.1 Convection Term
Assume for the moment that the velocity and density fields are known and therefore 
the mass flow rate at any given face can be calculated. The task of evaluating the 
convective term in equation ( 3.19 ) then reduces to expressing the face value $-as a 
function of the node values of ^ at CO and its neighbours.
In Chapter 2 a review of the extensive research carried out into appropriate schemes 
to evaluate $-was given. It showed that two of the most obvious schemes that could 
be used to evaluate first order upwinding and central differencing, have inherent 
problems associated with them. In the case of first order upwinding, solutions that 
contain strong gradients of (f> are not accurately predicted because of numerical 
diffusion. Central differencing on the other hand suffers from numerical instability 
when the Reynolds number of a given flow is above a restrictively low threshold. 
Nevertheless, in the framework of structured grids solutions to these problems have 
been found by using schemes that utilise a second or third order upwind approach to 
evaluating Therefore it is sensible to adopt these ideas when deriving a suitable 
scheme in an unstructured framework. However, because structured second and third 
order upwind schemes use two node points upstream of a face to evaluate (fr, the lack 
of line structure in an unstructured grid presents a problem in that no second 
upstream node exists, see17.
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An obvious solution to this problem is to create an imaginary node on the boundary 
of the upstream cell as shown in Figure 3.3. A value of ^ at the imaginary node can 
be interpolated from the neighbouring nodes and this value used in the functions for 
^already developed for structured grids. Initially this method was adopted here but it 
proved a complicated approach to solving the problem despite providing accurate 
results.
•CO
•Cl
flow
direction
Figure 3.3: Three Node Stencil fo r the Application o f  Structured Convective Models to Unstructured Grids.
Solid square denotes an imaginary node.
A more elegant solution can be developed if we consider the multidimensional 
Taylor series expansion of <f(x) about the centroid of CO i.e.
Error! Objects cannot be created from editing field codes. (3 .20)
where Ax is the vector shown in Figure 3.2 joining the node of CO to the centre off  
the superscript T represents transpose and Ho is the Hessian matrix which in two 
dimensions is defined as
H ,=
a y ,  a y ,
d x 2 dxdy
aVo a y 0
d ydx  d y 2
(3.21)
Analogous expressions to the second and third order upwind functions used on 
structured grids can now be created in an unstructured framework by truncating
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series (3.20 ) at an appropriate point. If only the first term in the series is used then $• 
is represented by a first order upwind approximation, assuming rrif is positive. By 
including the gradient term in the series a second order model or linear 
reconstruction of (fr will be achieved. Third order accuracy or quadratic 
reconstruction of <j>f will result from the inclusion of the Hessian matrix term. 
However, to include these extra terms in the series the gradient of <j> and the Hessian 
matrix must be computed from values of ^ at the nodes of CO and its neighbours.
Mathur and Murthy5 suggested an approximate expression for the gradient term 
derived from the divergence theorem. The derivation begins from a different form of 
the divergence theorem to ( 3.14 ) i.e.
Discretising ( 3.22 ) in a similar manner to ( 3.15 ) the gradient of ^ in CO can be 
approximated by
where fy is linearly interpolated from the nodes of the two cells adjacent to f  
Consequently V$> is expressed purely in terms of the values of ^ at the nodes of CO 
and its neighbours as required.
Due to the success of third order schemes on structured grids extending an 
unstructured model to third order accuracy is highly desirable. However, 
computation of the Hessian matrix cannot be achieved by a simple application of the 
divergence theorem because mixed derivatives are involved. Instead, a method of 
finding the Hessian matrix originally used by Delanaye and Essers69 in an explicit 
time-marching algorithm has been adopted.
Consider the stencil of cells surrounding CO, pointed to by LJSTC and LISTS. In 
Figure 3.1 for cell 1 this stencil would consist of cells 2 tolO. If it is assumed that <f> 
behaves as a quadratic function between the nodes of each of the cells belonging to
j'<padA = Jv ft/V ( 3.22 )
A  V
( 3.23 )
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the stencil, then, from a Taylor series expansion like that given in ( 3.20 ) the 
following system of equations must be satisfied
r < * ]
dx
At, Ay, T At,2 jA y f  Ax,Ay,
Q> 
c\\ 
Q) 
cn
\
jT
* 
jT
-S
* 
£
o 
o =
A0 ,
.Ax, . . Ax„Ay„_ dy2
(S'
To
•
where n is the number of cells in the stencil surrounding CO, Ax„=x„-Xo and A $,=$,- 
$). Clearly, there will not in general be an exact solution to this system of equations.
7 0Nevertheless, a solution can be sought by using a least squares technique to arrive 
at approximate values for the first and second derivatives. Using this technique 
and Ho can be expressed in terms of values (f> at the nodes of CO and its neighbours.
By using the approximate expressions derived for V^b and Ho a second or a third 
order model can be created that is not complicated by the use of imaginary nodes. 
Unfortunately as in structured meshes the use of higher order schemes has its 
drawbacks in the form of unbounded solutions. In order to combat this problem a 
model must have some form of limiter to ensure a solution remains bounded even in 
the presence of shaip gradients of (p. As highlighted in Chapter 2 structured meshes 
solve this problem by using composite schemes. Whilst a limiter for an unstructured 
model works on the same principles as a structured scheme its implementation is 
slightly different. Rather than using different schemes to enforce the monotonicity 
principle, a function is introduced into the convective model to limit the influence of 
the high order terms and thereby ensure monotonicity. This form of unstructured 
limiting has almost exclusively been developed for explicit time-marching codes. 
However, this does not prevent the same ideas being employed in a pressure based 
algorithm because die principles from which limiters are developed are general.
Consider a limited form of the unstructured upwind model developed so far
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«S/ = )(t0 + £ 0C0 L„ s  [0,l] (3.25)
where Co=AxrV0) or AxrV0)+l/2AxrHoAxr for a second or third order model 
respectively and Lq is the function introduced to limit the high order terms. Barth and 
Jesperson71 proposed that Lq should take the largest admissible value while invoking 
the monotonicity principle that values of the reconstructed function for CO must not 
exceed the maximum and minimum of the node values of CO and its neighbours. The 
value of Lq that satisfies this principle is given by
L0 =min(z1 ,Z2 ,....,Zy,...., Ln) (3.26)
where n is the total number faces of CO and Lf is defined as
b  =
m i n ^ , ^ - 0 O) if 0 /  - 0 O > 0
min(l,0omin- 0 o/0 / - 0 o )  if0 / - 0 o < °  (3.27)
1 if 0 / “  0O = 0
0 i^n ( 3.27) is determined by using ( 3.25 ) with Lq= \  and 0> 1 and 0) are defined 
as
= m a x ( ^ , ..... <#„) (3.28)
^0”  =min(^0 ,(S1...............................................................................................(3.29)
where n is the number of cells in the stencil surrounding CO.
Whilst the limiter proposed by Barth and Jespersen71 solved the problem of 
unbounded solutions it was shown by Venkatakrishnan72 to suffer from two serious 
problems. Firstly the limiter was active in near-constant regions of the solution where 
it was not required and therefore reduced the accuracy of the convective model used. 
Also, the non-smooth nature of the function Lf caused convergence difficulties when
7*7solving the general differential equation ( 3.9 ). Venkatakrishnan proposed a new 
form of the function Z/that would solve these problems given by
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if ^  -^o < 0 (3.30)
1 if t f  “ A = °
where the function g is defined as
'  A* "| 1 r  (a * + £2)a_ + 2A2_AJ.
A —  A a 2  . /■» a 2  . A A . ^A_ J A_ LA2+ + 2A2_ + A_A+ + £ 2
(3 .31)
This new function Lf is smooth and has an additional parameter & introduced to it 
that controls the limiter in near constant regions of the solution. S’ is taken to be 
(7A) 3 where A is an average grid size and T is a constant. To explain how & works
without loss of generality assume that A=$~$) and A=$)max-$) since other cases can
zero i.e. limiting appropriately. Clearly, T sets a threshold at which the limiter will be
full benefits of high order accuracy can be realised. Whereas in the case of solutions 
which have large and rapid changes in ^ a lower value of T can be used to ensure a 
bounded solution. There is, therefore, a trade off between high accuracy and bounded 
solutions.
In summary a bounded, accurate and stable upwind convective model has been 
developed for use within an unstructured framework. For a face /  the model is 
defined as
be handled in a similar manner. In near-constant regions of the solution & will 
dominate A 2, A2, A , and A and therefore function g will reduce to unity i.e. no 
limiting will be applied in these regions. Where the solution is not near-constant A 2, 
A2, A , and A  will dominate & as A , A~A and function g will perform as if & was
applied and by varying it, more or less limiting can be introduced to the solution. 
Therefore when a solution is very smooth a high value of T can be applied so that the
(3.32)
or
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m f  $ f  ~(<*o A)Co)(w/»®) (A + A ^ X  m f »®) (3.33)
where (^yS) denotes the greater of ^4 and 5
3.4.2 Diffusion Term
In a similar manner to the convection term we would like to express the diffusion 
term Df in terms of the values of (j) at the nodes of CO and its neighbours. To 
determine the form of this term, consider face /  in Figure 3.2. The £ direction is 
aligned with the vector joining the nodes of CO and Cl and the 77 direction is aligned 
with the vector forming the face itself. We may write
VM /  = + £yAy)+ trfaxAc + VyAy) (3.34)
where Ax and Ay are the cartesian components of A/. Expressing the transformation 
metrics in terms of derivatives of x  andy, we have
V M /  = A
f  y nA* XrjAy ^
x^ n  - W s
r -y ^ A x +X;A} '
y e
(3.35)
For the grid shown in Figure 3.2 consistent approximations for the derivatives can be 
written as follows
_ A ~  A
(3.36)
X^-Xq
(3.37)
y* =
y  1 - ^ o
(3.38)
A  = A  -  A (3.39)
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x b ~ X ax„ =—j— r
7 A\A f \
(3.40)
(3.42)
y b - y a
^ 7 = | A | (3.41)
A/
Substituting equations ( 3.36 ) to (3.41 )into equation ( 3.35 ) we obtain
~ k  XCVt ~ y„ K  ~ (*t ~ Xa)Ay\
’  fo ~ x « h t - y a ) - ( x t ~ x „ h ’l -y<>)
t (& ~ )[- (vi ~ yo R  + (*. ~ *o K 1 
(*. -* o  X n  -^ .X v i - j ’o)
From the geometry in Figure 3.2 it is clear that
Ax = yb - y .  (3.43)
A} =xa - x b (3.44)
We also note that the vector joining the nodes of CO and Cl is
e/  =(*i -■*o)i + 6 'i - .Vo)j (3.45)
and the vector tangential to face/has components
)j (3.46)
Substituting equations ( 3.43 ) to ( 3.46 ) into equation ( 3.42 ) we may write the 
diffusion term on face/ as
«»*/ (3.47)
The previous analysis is identical to that used for non-orthogonal structured meshes 
and is equivalent to a second order central differencing representation of Df. The first 
term on the right hand side of equation ( 3.47 ) represents the primary gradient whilst 
the second term is the secondary or cross-diffusion term. On an orthogonal mesh the
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cross-diffusion term will be zero as ey and e, will be perpendicular and on a very 
regular mesh the term will be dominated by the primary gradient and can then be 
safely ignored. In general, however, the cross-diffusion term can be significant and 
its correct evaluation becomes important. Clearly in order to evaluate the cross­
diffusion term <f>a and must be computed. Typically these values can be found by 
averaging the values of <f> at the nodes neighbouring the vertices a and b. In two 
dimensions this approach to calculating the diffusion term is perfectly adequate. But, 
extending this methodology to three-dimensional polyhedra of arbitrary shape is not 
straightforward, as there are no unique face tangential directions or vertices that can 
be employed to derive an equivalent expression to equation ( 3.47 ). It would be 
possible on a structured hexahedral mesh but clearly this is not what is required.
Davidson4 and Mathur and Murthy5 both arrived at an expression for the diffusion 
term identical to equation ( 3.47 ), although Davidson used a different formulation 
involving an imaginary control volume around face f  As Davidson’s4 work was all 
two-dimensional this expression was sufficient. However, to find an expression that 
could be used in both two and three dimensions Mathur and Murthy5 suggested a 
change to equation ( 3.47 ). Instead of using face tangents and vertices to find the 
cross-diffusion term they suggested it could be written as the difference between the 
total diffusion and the primary component across f  Thus,
✓ J  A A ^  f     A A ^
D f =r($>, +r V M - V f e ^ p  (3.48)
lA .e J r V A. e) ,
where the overbar indicates linear interpolation of from CO and Cl to the face f  
can be calculated using ( 3.24 ) which will result in the diffusion term being 
expressed solely in terms of values of at the nodes of CO and it neighbours as 
required. Since equation ( 3.48 ) is applicable to arbitrary polyhedra that have either 
two or three dimensions it offers greater flexibility and hence will be adopted here.
3.4.3 Source Term
To complete the discretisation of the general differential equation the source term So 
must be assigned a representative value for the source in the cell CO. hi the case of
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the time averaged and instantaneous momentum equation S=-cP/cki and -dp! dx.i 
respectively. An approximate value for these source terms in CO can be calculated 
using equation ( 3.24 ) with <f> substituted with P  or p. The k  and s  transport equations 
take the source terms Gk-ps or C; Gusfk-C2p i / k  respectively. Clearly these 
expressions are functions of the dependent variables of the governing equations they 
belong to. Therefore it is sensible to express this dependence in the discretisation of 
the source term. Patankar15 suggested that approximating this dependence linearly 
would be appropriate i.e.
S0 =Sc + SGfa (3.49)
In order to apply sensible values to the constant and gradient terms of So, Sc and So 
respectively, we must consider that physically realistic values of k and s  are always 
positive. Consequently, if in the course of a practical computation negative values of 
k  and e are calculated then this would have a devastating effect on the rest of the 
calculation. As Patankar15 showed this is easily prevented by ensuring that Sc and Sq 
are positive and negative respectively. This can be achieved by evaluating each term 
in Gk-ps and CjGk£/k-C2p ^ /k  individually and assigning it to Sc or So depending on 
its sign. Obviously the terms assigned to So must first be divided by (fo whilst those 
assigned to Sc remain as they are.
The individual terms in the A: and s  source terms that contribute to Sc and Sq are 
evaluated in the following manner. The generation term Gk is formed from gradients 
of the mean velocity which can be approximated in cell CO using equation ( 3.24 ). 
The values of k and e at the node of CO are assumed to prevail throughout the cell 
and are therefore used to approximate k and s  in the source terms. Density is a 
constant, as the flow is incompressible, and hence all the expressions in the two 
source terms are known. In order to keep the discretisation consistent the time 
averaged and instantaneous momentum equation source terms are cast in the same 
form as ( 3.49 ). Therefore for these source terms Sg=0 and Sc=So with Sq calculated 
as described above.
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3.5 The Discretised General Convection-Diffusion Equation
It is now sensible to draw together all the discretised terms into the final form of the 
discretised general convection-difiusion equation. We have
a 0 ^0  ~ ^ j a nb^nb +  ^0
nb
(3.50)
where the summation is over the neighbouring cells of CO and
A.A
A.e (3.51)
—  . = r  A.Ab0 = (-m f ,Q)L1Cl - ( w/ ,0)zoC0 + T V^.A-V^.e
« o = 2 > * - S cAF0
nb
A.e
+ SCAV0 (3.52)
(3.53)
The terms anb, bo and ao are all evaluated explicitly whilst and (j>nb are evaluated 
implicitly. To amehorate convergence discretised equations are normally under- 
relaxed. Using Van Doormal and Raithby’s21 ^-factor formulation we have
H  — aQ0,
1+ E  0
old
oro (3.54)
where the superscript old indicates evaluated at the previous iteration and E  generally 
takes a value between 1 and 4.
3.6 Discretisation of the Continuity Equation
In vector form the time averaged continuity equation ( 3.3 ) can be written as
V.(pU) = 0 (3.55)
The discretisation of this equation is identical to the method used for the 
instantaneous continuity equation and hence ( 3.55 ) is used without loss of
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generality. In a s i m i l a r  manner to the general convection-diffusion equation applying 
the divergence theorem, ( 3.14 ), to the left hand side of ( 3.55 ) gives
required to evaluate the mass flow rate at the cell face. As described in Chapter 2 
standard forms of interpolation are likely to cause the velocity and pressure fields to
independently, derived an interpolation scheme based upon an original idea by Rhie
values of VP0 are calculated using ( 3.24 ). The first term in equation ( 3.57 ) is
surrounding face f  However, to avoid de-coupling the pressure term that forms part 
of the first interpolation in ( 3.57 ) must be evaluated in a different manner. 
Therefore, the second term in ( 3.57 ) is added to remove the primary interpolated 
pressure gradient term and replace it with an analogous term to the primary diffusion 
term in ( 3.48 ).
Whilst this interpolation function solves the problem of the velocity and pressure 
field de-coupling it has a difficulty associated with it. During an iterative solution of 
the discretised governing equations the interpolated velocity field in the first term of 
( 3.57 ) will have been under-relaxed. Madjumdar showed that this could lead to a 
solution dependent on the under-relaxation factor specified. He offered a solution 
that will be adopted here which relaxes the mass flow rate separately to the 
individual velocity components i.e.
(3.56)
/
As the flow variables are stored at the cell nodes a method of interpolation is
de-couple. To avoid this problem Mathur and Murthy5, and Davidson4
and Chow20. For the face/this interpolation function is
(3.57)
where the overbar indicates interpolation from the two adjacent cells to /  and the
clearly a simple interpolation of the velocity from the two adjacent nodes
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(3.58)
where the superscript nr indicates that no relaxation has been applied to velocity 
field. In this manner the interpolation function can be used without producing results 
which are dependent on the relaxation factor.
E
l + E
p V ^ X f - p
3.7 The Pressure Correction Equation
The time averaged and instantaneous momentum equation, the k  equation and the s  
equation can all be discretised by using an appropriate <p in equation ( 3.50 ). These 
equations are all non-linear and therefore can be solved by iteration. However, there 
exists a problem in the calculation of the velocity field from the momentum 
equation, the unknown pressure field. No obvious equation exists for obtaining the 
pressure but for a given pressure field there is no difficulty in solving the momentum 
equations. In fact the pressure field is indirectly specified via the continuity equation. 
When the correct pressure field is used to solve the momentum equations the 
resulting velocity field will also satisfy the continuity equation. Patankar’s15 SIMPLE 
algorithm converted this indirect specification into a direct algorithm for the 
calculation of pressure and this solution method will be adopted here.
Consider a guessed mean pressure field P*. A solution of the discretised time 
averaged momentum equation based on P* will give an approximate mean velocity 
field U*. Again this method can be applied to the instantaneous momentum equation 
in an identical manner. Using ( 3.57 ) this will result in an approximate mass flow 
rate given by
m , = pU ;.A 7 - p ;  (3.59)
a0 ) \  A.e ) f
Let us propose that the correct mean pressure, mean velocity and mass flow rate are 
obtained from
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P = P* +P'
u=u* +u'
mf =mf + mf
(3.60)
(3.61)
(3.62)
where F,  U' and m'f are the mean pressure, mean velocity and mass flow rate 
corrections respectively. If we subtract (3.59) from (3.57) we arrive at
m'f = pUj.A/  -  -  P ’ -  VP0'.e/
V “ o
(3.63)
Following Patankar15 we drop the first term and the interpolated pressure gradient 
term to arrive at a mass flow rate correction formula i.e.
fAK.'l A.A^
( P - P o ) -----l  a o J \  A.e J (3.64)
This shows how the approximate mass flow rate is corrected in response to the 
pressure correction and allows a discretised equation for the pressure correction to be 
derived. Substituting ( 3.64 ) into the discretised continuity equation ( 3.56 ) gives 
the pressure correction equation
a»Po= 'Ea'd,PL+t>0
nb
( 3.65 )
where
= P
f  bVr. Y  A.A^
V “ o V A.e y
bo = ~ E m/
ao = E a»»
nb
( 3.66 )
(3.67) 
( 3.68 )
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It can be seen that bo in the pressure correction equation is essentially the left hand 
side of the discretised continuity equation ( 3.56 ) evaluated in terms of the 
approximate mass flow rate. Clearly if V  is zero then the guessed pressure field is 
correct and no pressure correction is required. Therefore bo represents a net mass 
imbalance that the pressure corrections through their association with the velocity 
corrections must be removed by.
A solution of the pressure correction equation will not give the exact pressure when 
added to guessed pressure field because of the terms dropped in ( 3.64 ). However, 
the new pressure will be closer to the exact solution than before, and by using this as 
a new guess for P* an iterative procedure can be adopted that will gradually find the 
exact solution. Therefore, after a solution of the pressure correction equation is found 
the mass flow rate is updated via ( 3.64 ) whilst the pressure is updated using the 
following expression
Here, ap is an under-relaxation factor introduced to help convergence and typically 
takes values between 0.1 and 0.5.
A velocity correction formula is derived in a similar manner to equation ( 3.64 ). 
Consider, without loss of generality, the approximate discretised time averaged x- 
momentum equation
subtracting (3.70) from the exact form of this discretised equation we have
(3.69)
( 3.70 )
nb
(3.71)
nb
dropping the summation term and those terms in bo relating to the diffusion and 
convective terms of the governing differential equation we arrive at the mean x- 
velocity correction formula i.e.
Chapter 3
(3.72)
where V/V is calculated using equation ( 3.24 ). Combining all three velocity 
components into a general vector form we have
3.8 Solution Algorithm
The solution algorithm can now be summarised by the following steps
1. Guess initial velocity, pressure k and s  fields.
2. Solve the discretised momentum equations.
3. Calculate the mass imbalance for each cell.
4. Solve the pressure correction equation.
5. Correct the pressure and velocity fields.
6. Solve the discretised k and £ equations.
7. Treat the corrected pressure, velocity k  and e as a new initial guess and return 
to step 2.
8. Repeat steps 2-7 until convergence is achieved.
The pressure correction equation is solved using an adapted form of algebraic 
multigrid for unstructured meshes, which will be described in detail in Chapter 4. 
The convergence criterion for the F  equation is that the normalised residual defined
( 3.73 )
as
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Rr =
cells nb
cells nb
(3 .74)
ref
has reduced to less than 0.25. In equation ( 3.74 ) the numerator is the sum of the 
absolute values of the residuals of all the cells in the domain. This is divided by a 
reference total residual, which is calculated after one iteration of the algebraic 
multigrid.
No convergence criterion is set for the solution of the discretised momentum, k and £ 
governing equations during an individual global iteration. Instead, the Gauss-Seidel 
point by point method used to solve these equations is restricted to only perform one 
sweep of the computational domain for each equation. However, global normalised 
residuals are defined for the continuity, momentum and k  and e equations to allow a 
global convergence criterion to be specified. These are defined as
R = cells
2 X
cells
(3 .75)
ref
f \
I Clnb(l, nb + ^ 0  a O0O
cells \ nb y
Z M i
(3.76)
cells
In the normalised residual of the continuity equation, Rc, the reference residual is 
taken as the largest total residual in the first five iterations.
3.9 Boundary Conditions
At the boundaries of the computational domain special conditions must be applied to 
the discretised equations to reflect the physical characteristics of the boundary. 
Boundaries take a number of forms such as wall, inlet and periodic boundaries to 
name only a small selection. Here, only the conditions applied to the most common
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boundaries will be discussed. However, there are numerous other types of boundaries 
that will require different treatment, examples of which can be found in the open 
literature.
Whilst different boundary conditions are applied to the various governing equations 
in different ways the general convection-diffusion equation effectively has only two 
general types of boundary condition applied to it. These two conditions are the 
Neumann and Dirichlet boundary condition and their application to equation ( 3.50 ) 
is dealt with here. On a Neumann boundary the gradient of ^ normal to the boundary 
is specified. This replaces the approximate value calculated for the diffusion term, 
using ( 3.48 ), in the discretised equation. The convective term is calculated from the 
cell adjacent to the boundary as if it was the upstream cell on an interior face. 
Alterations are required to the calculation of the source term, but they are specific to 
the particular type of physical boundary represented by the Neumann condition, and 
will be dealt with later. The Dirichlet boundary condition specifies values of $ on the 
boundary. The diffusive flux is approximated using an expression suggested by 
Mathur and Murthy5. For the boundary face in Figure 3.4 this is given by
where eb is the vector in Figure 3.4 that joins the cell node to the centre of the 
boundary face b and is the specified boundary variable. As in ( 3.48 ) the first term
Figure 3.4: Boundary Control Volume Schematic
(3 .77)
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in ( 3.77) is treated implicitly and the second term explicitly. The specified value at 
the boundary replaces the approximate value calculated using the convective model ( 
3.33 ) and again adjustments to the source term will be dealt with later. Having 
described the implementation of these two general boundary conditions the specifics 
of applying them to different physical boundaries will now be discussed.
3.9.1 Wall Boundaries
Rigid impermeable walls are probably the most common boundary to fluid flow 
problems. In laminar flow the value of velocity is set to zero because of the no-slip 
condition at wall boundaries. Clearly this is a Dirichlet condition and is imposed on 
the instantaneous momentum equations in the manner described earlier. The pressure 
at the boundary is unknown and therefore an extrapolation is required in order that 
the source term can be calculated with equation ( 3.24 ). The method adopted here is 
to use a first order extrapolation i.e. set the pressure at the boundary equal to the 
adjacent node pressure. As the velocity is known at the boundary the mass flow rate 
will also be specified and hence no mass flow rate correction will be required. This 
conveniently removes the need for values of F  to be known outside of the 
computational domain. If the Poisson-like nature of the pressure correction equation 
is considered this is equivalent to applying a Neumann boundary condition to the F  
equation.
In the case of turbulent flows the implementation of wall boundary conditions needs 
special treatment. This is due to the existence of turbulent boundary layers, across 
which steep variations of flow properties occur. In these circumstances the standard 
high Reynolds number k-e turbulence model becomes inadequate and a different 
approach must be adopted. One method is to employ a very fine grid near the wall 
and use a low Reynolds number form of the k-e turbulence model52. This method is 
computationally expensive and an alternative and popular approach is to use wall 
functions52 to bridge the turbulent boundary layer region. The wall functions are 
developed from a one-dimensional Couette flow analysis, which is assumed to be 
valid near to the wall. Peric74 presented a general method of applying these functions 
to all forms of grid and it is his approach that will be adopted here.
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The aim of a wall function is to replace the calculated diffusive flux in the discretised 
time averaged momentum equation, with a value that more realistically represents 
the velocity gradient between the boundary face and its adjacent node. This is 
achieved by assuming that the node adjacent to the boundary face is outside of the 
boundary layer, and that an empirical relation can model the velocity profile between 
the node and the face. Consider then the wall shear stress, t*,, expressed as a function 
of the adjacent nodal velocity component parallel to the wall, U,, see Figure 3.4. For 
simplicity it is assumed that zw acts in the direction opposite to U, i.e.
T .= -X ,  U, (3 .78)
where the coefficient A„ is determined from a two part universal velocity profile
7 5expression given by
£_  if y + <11.225
Ay
 ^ I
pC*k*K
ln(V+)
( 3.79 )
if y + >11.225
where Ay is the normal distance from the boundary face to the adjacent node shown 
in Figure 3.4 andy+ is calculated from
i i
p C ^ A y  (3 .80)
In the equations above k  is von Karman’s constant and is taken as 0.42. E  is an 
empirical constant, which depends on wall roughness and through which other 
effects such as pressure gradients and mass transfer can be accounted for52. In the 
case of smooth impermeable walls E  is assigned the value 9.81.
Since the discretised time averaged momentum equation is resolved in the directions 
of the Cartesian co-ordinates, the resultant shear wall force, Tw, that will be used to 
replace the calculated diffusive flux, also needs to be expressed in terms of its
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Cartesian components. This force is equal to the product of the wall shear stress zw 
and the area of the boundary face |A*| i.e.
The components of Tw can be readily obtained if the tangential velocity, U,, can be 
expressed in terms of its Cartesian components. This can be achieved by subtracting 
from the total velocity, U, its component in the direction normal to the wall. This 
component is calculated by taking the scalar product of U and the unit normal vector, 
n, shown in Figure 3.4. By performing this analysis we arrive at the following 
expression for the shear wall force
the diffusive flux in the discretised momentum equations. Rather than replacing the 
diffusive flux on the wall boundary directly it is more convenient to introduce an 
imaginary velocity on the wall, Uw. When this velocity is used in the diffusive flux 
calculation at the boundary the resulting flux is equal to the value given by equation ( 
3.82 ). Some simple algebraic manipulations of equation ( 3.77 ) give an appropriate 
expression for Uw as
The convective and source terms of the time averaged momentum equation are 
handled in an identical manner to the method described earlier for laminar flow, as is 
the pressure correction equation. However, the equations for k  and e  also require 
special treatment in cells near to the wall. In the k  equation the diffusive term is set to
zero. Modifications to the source term are also required and will be described below.
Within the turbulent boundary layer a balance between production and dissipation of 
turbulent kinetic energy is assumed50 giving the following relation for s
— | A* | — Aw | A b |Uf (3.81)
( 3.82 )
In incompressible flow the shear wall force is equivalent to the three components of
Ae f T ^A -e fe J1 "  T7TT A (3.83)
£4
zero as is the convective term because the mass flow rate through the wall will be
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3  3
C 4k 2s J l A -  (3 .84)
kAy
The generation of turbulent kinetic energy, G*, in the turbulent boundary layer can be 
approximated, under Couette flow assumptions, by
Using equations ( 3.84 ) and ( 3.85 ) the k equation source term can be approximated 
the following relation
<3-86)Ay K&y
The transport equation for e is abandoned for the cells adjacent to wall boundaries 
due to its inapplicability there. Instead, s  is fixed to the value given by equation ( 
3.84 ).
3.9.2 Inlet Boundaries
At the inlet to a computational domain the velocity is specified. In both laminar and 
turbulent flow this Dirichlet boundary condition is applied to the discretised 
momentum equation in the manner described earlier. The pressure at the inlet, 
required to calculate the momentum equation source term, is found using the first 
order interpolation as it was on wall boundaries. As before if the velocity at the 
boundary is known then the mass flow rate can be calculated and hence a Neumann 
boundary condition is applied to the pressure correction equation.
In turbulent flow values of k  and e must also be specified at the inlet to the 
computational domain. This can be achieved either by using values obtained from 
experimental data or by using empirical formulae. It is generally the case that k  and s  
are unknown and therefore the most common approach is to use empirical formulae. 
k is normally estimated as a percentage of the square of the inlet velocity i.e.
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k = \ i i u j (3.87)
where I  is the intensity of turbulence whose value depends on the particular fluid 
flow under investigation and Ui„ is the magnitude of the inlet velocity. The 
dissipation of turbulent kinetic energy can then be computed from equation ( 2.58 ) 
i.e.
where the turbulent length, /, is determined by the geometry of a given flow domain. 
For a duct flow / will be typically taken as the hydraulic diameter. As in the 
momentum equation the specified values k and s  are Dirichlet boundary conditions 
and are applied to the appropriate discretised equations in the manner already 
described.
3.9.3 Outlet Boundaries
Two possible boundary conditions can be applied to the outflow from a 
computational domain. The first of these is known as the derivative boundary 
condition and can only applied to domains that have just one outlet. The condition 
states that the normal derivative to the boundary of all variables is equal to zero i.e.
This Neumann boundary condition is imposed on the discretised momentum, k  and s  
equations using the procedure described above. However, applying this condition to 
the pressure correction equation requires special consideration.
Previously, Neumann boundary conditions have been applied to the P  equation 
when the mass flow rate at a boundary has been specified. Here no mass flow rate 
has been specified and therefore it must be calculated. On other boundaries 
surrounding a computational domain the mass flow rate will be known and hence 
from the principle of mass conservation the mass flow rate at the outlet can be 
estimated. In fact, if the F  equation is surrounded on all sides by Neumann
3 3
(3.88)
( v H = o (3.89)
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boundaries, satisfying mass conservation in the computational domain is essential if
The method by which the outlet mass flow rate is estimated is as follows, calculate 
an approximation of the outlet mass flow rate using the following adjusted form of ( 
3.64 ) suggested by Mathur and Murthy77
give the net mass imbalance. From this the outlet mass flow rate can be adjusted so 
that mass is conserved by dividing the net imbalance between each of the outlet faces 
in an area-weighted manner. By applying Neumann boundary conditions to all the 
boundaries surrounding a computational domain solutions of the pressure correction 
equation will also be non-unique. This is not a desirable situation and therefore to 
ensure uniqueness one node value in the domain is set equal to zero.
One disadvantage of using the derivative boundary condition is that it can only be 
used when there is only one outflow. For cases where there is more than one outflow 
specifying pressure is a more appropriate condition. For unstructured meshes this 
boundary condition also offers other considerable benefits for cases with just one 
outflow. These will be discussed in Chapter 5 with some illustrative examples. 
Specifying the pressure at outlet only effects the way in which the P  equation 
boundary conditions are implemented. The momentum and k  and s  equations still 
have a Neumann boundary condition applied to them in the same way as the 
derivative condition. If the pressure is known at a boundary then clearly there is no 
need to apply a correction i.e. fy=0. This condition is included in the pressure 
correction equation by applying the following analysis. Consider the boundary mass 
flow correction formula below
the pressure correction is to be guaranteed to converge76.
(3.90)
Then find the sum of b'o for all the cells in the computational domain, which will
(3 .91)
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This formula is derived from equation ( 3.90 ) in an analogous way to the derivation 
of equation ( 3.64 ) from equation ( 3.57 ). Substituting equations ( 3.91) and ( 3.64 ) 
into the discretised continuity equation, ( 3.56 ), we arrive at the following boundary 
pressure correction equation
a 0Pnb ~ ^ i a nb^>nb +  a b ^ b  +  ^0
nb
( 3.92 )
where the summation is over the interior neighbours to CO, a'„b is given by equation ( 
3.66 ), and
=P-
AVn A.A 
fo V A . e ,
( 3.93 )
nb
(3.94)
K ~ mb
f
(3.95)
Clearly the term containing Fb in equation ( 3.92 ) will drop out and leave an 
expression just in terms of the interior cells as required. Also, with pressure specified 
along one boundary unique solutions to the pressure correction equation will be 
found without the need to hold one node value fixed.
3.9.4 Symmetry Boundaries
Many flow patterns are symmetric and this property can be exploited to make a 
considerable reduction in the grid size required to model a particular problem. A 
typical example of this is shown in Figure 3.5. This diagram shows the cross section 
of a square duct and the two lines of symmetry that cut the cross section. Clearly only 
a quarter of the pipe needs to be modelled, as the other three quadrants will all 
contain identical solutions. The appropriate boundary condition to enforce this 
principle is that the velocity normal to boundary is zero and that the normal 
derivative of U, fcand sis  also zero i.e.
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(U-n)t =0 (3 .96)
W , = 0  (3 .97)
Clearly equation ( 3.96 ) and ( 3.97 ) imply that the convective and diffusive fluxes 
in the momentum, k and e equations will be zero at the boundary and as the mass 
flow rate is specified a Neumann boundary condition will be applied to the P  
equation.
lines of symmetry
Figure 3.5: Symmetry Boundaries in a Square Duct Cross-Section
3.9.5 Periodic Boundaries
Another type of symmetry boundary is the periodic boundary. This form of boundary 
is commonly found in turbomachinery applications and will be explained with an 
example from this field. Consider the fluid flowing between two blades of a rotor 
stage in a turbine, it is reasonable to assume that the flow properties of this fluid will 
be identical to the flow between each of the blades of the stator. In other words the 
flow pattern has a periodically repeating nature. It is therefore sensible only to model 
the flow between two of the blades. To illustrate this point consider the two- 
dimensional representation of the passage between two stator blades given in Figure 
3.6. This figure shows two sets of boundaries labelled periodic and periodic-shadow. 
Along these boundaries it is assumed that all variables satisfy the following condition
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(f>(x,y)=<f>(x,y + L) (3.98)
To implement this condition in the governing equations the faces on the periodic and
periodic-shadow boundaries must be grouped into pairs of corresponding faces, an 
example of which is shown in Figure 3.6. The grouped pairs held in LISTP, 
described in section 3.3.6, are then used to adjust LISTC such that the cells adjacent 
to the grouped pairs are treated as if they were geometric neighbours on the grid. In 
this way the periodic boundaries can be treated as any other interior face and hence 
avoid any further complication.
3.10 Conclusions
A finite volume discretisation strategy has been detailed that is appropriate for use 
with non-orthogonal unstructured grids. The scheme can be used to discretise both 
the laminar and turbulent governing equations and includes an accurate, stable and 
bounded convective model. An adapted form of the SIMPLE algorithm for 
unstructured meshes has been presented as the solution method and the 
implementation of the most common boundary conditions described. The thesis will 
now go on to describe a solution method for the pressure correction equation ( 3.65 ) 
in Chapter 4 and then investigate thoroughly the accuracy of the method described in 
this chapter, in Chapters 5 and 6.
grouped faces
periodic 
periodic-shadow ^
x
Figure 3.6: Periodic Boundaries fo r  2D Rotor Blades. Open squares denote vertices.
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CHAPTER 4 
4 Algebraic Multigrid
4.1 Introduction
The pressure correction equation ( 3.65 ) derived in Chapter 3 must be solved to a 
satisfactory accuracy, typically the normalised residual, Rp, reduced to less than 0.25, for 
every iteration of the SIMPLE algorithm. Therefore, for any solution method based on 
SIMPLE, an efficient method of solving ( 3.65 ) is essential for the algorithm to solve 
the complete set of governing equations in a reasonable time frame.
As highlighted in Chapter 3 the simple Gauss-Seidel78 point by point method used to 
solve the discretised momentum, k  and s  equations is not appropriate for the solution of 
the pressure correction equation. This is because of an innate failing of the Gauss-Seidel 
method that causes the number iterations required to solve a given discretised equation 
to increase in a worse than linear scaling with grid size. To alleviate this problem 
SIMPLE solution methods based on structured meshes typically used efficient iterative 
linear solvers such as the line by line method15, Stone’s method79 or incomplete 
Cholesky conjugate gradients80. However, since these rely on their being some structure 
in the mesh they are not practical for use with unstructured meshes. This leaves a 
limited choice of suitable solution algorithms for solving the pressure correction 
equation on unstructured grids and typically the methods are little better than the poor 
performing Gauss-Seidel method. Nevertheless, it is possible to accelerate the 
convergence of the Gauss-Seidel method through the use of multigrid.
Multigrid schemes rely upon using a hierarchy of grids, from fine to coarse, to solve a 
discrete set of equations using a given solution method. Each grid in the hierarchy is 
particularly effective at removing errors of wavelength characteristic of the grid spacing 
associated with that mesh. In this way the errors in a solution are reduced much more 
rapidly thereby reducing the number of iterations to achieve a convergent solution. In
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addition to this the multigrid method uses less computational effort on the coarser 
meshes yielding an additional efficiency gain.
pi #
The hierarchy of grids used in multigrid methods is often chosen a prion , but this 
method relies on a known mesh structure and therefore once again is impractical when 
applied to unstructured grids. A solution to this problem is offered by algebraic 
multigrid that creates the coarser meshes from the equation matrix itself and therefore 
can be applied to structured and unstructured meshes alike. Here, an algebraic multigrid 
scheme is developed for unstructured meshes that is based upon the work of Hutchinson 
and Raithby82. A detailed derivation of the method is presented at the beginning of the 
chapter with particular attention given to the problems of storing and calculating 
connectivity data in the hierarchy of meshes. This is followed by presentation of the 
results from a simple test case to compare calculations using a number of multigrid 
cycling strategies. Finally conclusions are drawn and the appropriate method to use to 
solve the pressure correction equation selected
4.2 Derivation of the Additive Correction Equation
Consider the general form of the Poisson equation,
V2<j> = S (4 .1)
This is analogous to the pressure correction equation ( 3.65 ) and therefore can be used 
without loss of generality throughout this chapter to demonstrate the algebraic multigrid 
strategy.
Following the same method used to discretise the general convection-diffiision equation 
in Chapter 3, i.e. integrate equation ( 4.1 ) over a volume, V, with surface, A, apply the 
divergence theorem and then approximate the resulting expression on a small volume 
AVq, we arrive at the following discretised form of the general Poisson equation,
o^(Po = H an b K +bo ( 4.2 )
where the summation is over the neighbouring cells of CO and
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a nb ~
A. A 
A .e ) (4 .3 )
*.=
—  A.A
V ^.A -V ^.e A .e / " W o
°0 — ^danb
nb
(4 .4 )
(4 .5 )
The vectors A/and e/are shown in Figure 3.2, So is the constant value of die source term 
in CO and the overbar indicates linear interpolation of from CO and C1 to the face f
The discretised set of equations ( 4.2 ) can be solved using Gauss-Seidel point by point 
iteration and although inefficient this method forms the basis of the additive correction 
strategy and therefore it is instructive to describe it here. If an initial guess of the values 
of ^  in a given computational domain is given by and are the values obtained from
iteration k, where k=2, 3, ....... , then the Gauss-Seidel method of solution can be
described by the following expression,
^Janb^ nb
Jfc+1 _  nb—<Po = (4 .6)
where the superscript k  on the RHS of the equation represents the most recently 
calculated value of (j> for a given location in the computational domain. Convergence of 
the discretised equations is judged by monitoring how the residual F? changes with k, 
defined as
cells
Rk =
+*,
i k nb
<Po — (4 .7)
Rl
where the summation is over all the cells in the computational domain.
The slow convergence of the Gauss-Seidel method is caused by it’s inability to remove 
low frequency errors in the solution. That is those errors that are typically of the same 
order of magnitude as the length of the computational domain when Fourier analysis is
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applied to the error in a numerical solution. However, the Gauss-Seidel method is 
efficient in removing errors of high frequency therefore if the damping of low frequency 
errors could be improved then an efficient solution algorithm would be achieved. 
Multigrid improves the damping of low frequency errors by using the Gauss-Seidel 
method to solve the same problem on increasingly coarser meshes. Clearly on a coarser 
mesh what was a low frequency error will become a high frequency error and therefore 
the Gauss-Seidel method will be able to remove it more efficiently.
Figure 4.1: Multigrid Control Volume Schematic: Dotted lines represents the underlying fine mesh, solid lines 
denote the coarse mesh block BO and solid circles denote fine mesh nodes.
The additive correction method forms the coarse grid equations by asserting integral 
conservation over blocks of control volumes. It then solves these new equations on the 
coarser grid and passes back corrections to the finer grid, which ensure integral 
conservation is satisfied over the blocks of the fine grid, and by doing so removes low 
frequency errors which stall the convergence. In order to derive these equations consider 
the grid shown in Figure 4.1. To form the coarse mesh equation block BO from cells CO 
and Cl, see Figure 4.1, consider (4.2) rewritten as follows
(4.8)nb nb
where
(4.9)
and
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a*^  = 0 if is not in the same coarse mesh block as CO
= 0 if is in the same coarse mesh block as CO
Slimming the n equations in the coarse block surrounding CO we have
( \  (
S  a 0 & 0 ~ yjL d a nb1t fnb ~  S  ^ J ^ n b ^ n b  +  ^0
(4.10)
nb
(4.11)
If is the best estimate of $) on the fine grid, the correction obtained on the coarse 
grid is added to and to the values of <jf in the other cells contained within the BO, in 
order to obtain an improved solution. Similarly, cells not contained within BO have 
corrections added to them depending on which coarse block they belong to. This can be 
expressed in mathematical terms by
K  = K + S 0
^ = ^ + ^ 0 i f ^nbisinB0
<t>nb = K b  + s nb if K b is not in BO
(4.12)
where Snb is the correction applied to cells in neighbouring blocks to B0. Substituting ( 
4.12 )into ( 4.11 ) gives
(4.13)I k ( & +*„)  = £  + < u +*,
n >■ nb '  _ n nb
and rearranging yields the final form of the additive correction equation,
f  \
a 0S 0 ~  S  ^L d ^n b ^n b
n  ^nb '  . + bn (4.14)
where
f  \
°0  = S  °0  ~  ^ \da nb
n >■ nb ' . (4.15)
and
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(4.16)
n  ^nb '
Clearly the source term bo is the sum of the residuals of the fine grid equations for the 
cells in BO. This is consistent with our principle that the correction should improve 
upon the existing solution <po, as it is the error in <po that drives what value of will be 
calculated from the coarse grid equations.
The additive correction multigrid strategy now becomes clear. Having achieved an 
approximate solution of the fine grid equations using the Gauss-Seidel point by point 
method, this is used to form the coarse grid equations. These in turn are approximately 
solved using Gauss-Seidel and the result used to correct the fine grid solution. The 
procedure then repeats itself again but now taking the newly corrected solution as the 
starting point. In this way the errors of wavelength associated with each grid are 
removed quickly and hence overall convergence is improved.
However, the algorithm can be extended beyond two grids, because the coarse grid itself 
can be used to create a still coarser mesh and so on until the grids can be coarsened no 
further. This will obviously yield greater improvements in efficiency because with a 
whole hierarchy of grids errors of all wavelengths will be removed quickly on their 
associated grid. Therefore, one cycle of this multigrid strategy consists of moving 
through the grids from finest to coarsest solving the relevant equations on each grid and 
creating the next set of coarse equations from these solutions. Then, when the grid 
cannot be coarsened any further the corrections are passed up through the grids again 
solving the relevant equations again based on the corrected solution.
The cycle described above is commonly know as the V-cycle and is shown 
diagrammatically in Figure 4.2. Also shown in Figure 4.2 are two other more 
complicated strategies, the F-cycle and the W-cycle. These can provide greater 
convergence rates although extra computational time will clearly be used for a cycle, 
and therefore a judgement has to made as to which cycle is most appropriate for a given 
problem. This will be investigated with respect to the solution of the pressure correction 
equation later in this chapter.
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Figure 4.2: Three Multigrid Cycling Strategies (a) V-Cycle (b) F-Cycle (c) W-Cycle, the solid circle denotes an 
application o f  the Gauss-Seidel method, the dotted lines indicates the passing o f  corrections between grids whilst the
solid line denotes the passing o f  residuals.
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4.3 Connectivity Data for the Additive Correction Multigrid Strategy 
on Unstructured Meshes
The principles behind the additive correction multigrid strategy are quite simple, 
however on unstructured grids the calculation of connectivity data for the hierarchy of 
grids can result in a considerable overhead in terms of the computational storage 
requirements and time. Lonsdale83 offered one solution in the form of a coarsening MxN 
matrix, K, where M and N are the number of cells on the coarse and fine meshes 
respectively. If the set of discretised equations ( 4.2 ) are expressed in the following 
matrix form
A ^ = b  (4.17)
then the coarse equations are given by
A '£ = b' (4.18)
where
A' = KAKt (4.19)
and
b' = K (b-A 0) (4.20)
However, despite the obvious attractions of this scheme, for large three-dimensional 
problems the matrix K would become prohibitively large and therefore here, another 
solution is sort.
The problem is to group the cells of a fine grid into blocks and then calculate a pointer 
system as described in Chapter 3 for the set of coarse blocks. The grouping of cells is 
performed using the algorithm described by Lonsdale83. Consider the cell CO, first it’s 
neighbouring cells are ordered according to their strongest connections, that is according 
to the values of the relevant coefficient a„b. Then CO is grouped with the cell it is most 
strongly connected. This is repeated for all cells in the fine grid unless either cell under 
consideration or it’s most strongly connected neighbour already belongs to a coarse grid 
group. Having created a number of groups by iterating once through the set of fine grid
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cells a second pass is made. In this pass any fine grid cells which do not already belong 
to a group are assigned to be a coarse grid cell in their own right unless the coarse grid 
has become half the size of the fine grid in which case the fine cell is attached to the 
group that contains their most strongly connected cell. The data created by this 
algorithm is stored in LISTG, which has the following form,
LISTG(i, l)=total number fine cells in group i
LISTG(i, 2)=index of fine cell 1
LISTG(i, 2)=index of fine cell 2
LISTG(i, LISTG(i, l)+l)=index of fine cell LISTG(i, 1)
Having formed LISTG it is now necessary to form LISTC for the coarse mesh, see 
Chapter 3 for a definition. To do this the fine cells in a coarse block are looped over and 
the neighbouring fine cells for each member of the coarse block tested to see if it 
belongs to the block in question or not. If not, then that neighbour is added to the list of 
fine cells that are adjacent to the particular coarse block. This is repeated for all of the 
blocks in the coarse grid. Each of the adjacent fine cells can then be tested to find out 
which of the coarse blocks it belongs to. Hence, for each coarse block a list of the 
number of neighbouring coarse blocks and their index can be constructed, in other 
words LISTC for the coarse mesh. The other connectivity lists presented in Chapter 3, 
such as LISTCF and LISTF, are not required for coarse meshes because cell face 
information and boundary conditions have already been included implicitly in the coarse 
mesh equations when they are created from the original fine mesh.
Clearly, calculating the coarse mesh connectivity data can be a lengthy process 
particularly for the large grids used in three-dimensional problems. Therefore, when the 
multigrid process is used as part of the SIMPLE algorithm, to solve the pressure 
correction equation, the calculation of the connectivity data for the hierarchy of grids is 
only performed once, during the first global iteration. The connectivity data is stored for
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the remaining iterations taking advantage of the fact that each coarse grid is half the size 
of it’s preceding fine grid, to reduce the size of the arrays used to store the data. In this 
manner whilst the first global iteration takes time to calculate the hierarchy of grids 
connectivity data, subsequent iterations can access the data immediately without too 
great a storage penalty.
4.4 Results
In order to test this multigrid strategy the following form of the Poisson equation was 
solved
V2^ + sin(;zr)cos(/zy) = 0 (4.21)
where
(4-22)
and
0 < y  < 1 (4.23)
The Neumann boundary condition,
V^.n = 0 (4.24)
where n is the outward pointing normal to the boundary, was applied to ( 4.21 ). 
Consequently, in order to obtain a unique solution one node value was set equal to the 
following unique solution of ( 4.21 )
<f> = t —j  sin( nx) cos( 7ty) ( 4.25 )
2  7t
A schematic diagram of the computational domain is shown in Figure 4.3, and Figure
4.4 shows the smaller of the two triangular meshes that were used to calculate solutions 
to (4.21 ). The smaller mesh contained 946 CV (control volumes) whilst the larger grid 
was made up of 2564 CV. Calculations were performed starting from an initial guess of 
(N) throughout the computational domain and were iterated for 500 multigrid cycles.
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Figure 4.3: Schematic o f  the Computational Domain used to test the Multigrid Algorithm
Figure 4.4: 946 CV Triangular Unstructured Mesh used to test Multigrid Algorithm
Solutions were sort using the V, F and W-cycle as well as ordinary Gauss-Seidel point 
by point iteration by way of a reference point. Figure 4.5 shows the convergence rates of 
the various cycles for the 946 CV and 2564 CV meshes. A clear pattern is evident, 
Gauss-Seidel converges very slowly because of it’s inability to quickly remove the
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errors that have longer wavelengths than the underlying fine grid size. Whilst the 
multigrid schemes converge rapidly because they are able to remove all the different 
error wavelengths quickly.
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Figure 4.5: Convergence Histories fo r  (a) 946 CV (b) 2564CV
Nevertheless, there exist differences in the how the individual multigrid schemes 
perform. For both meshes the W-cycle has the highest convergence rate followed closely
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by the F-cycle and then considerably slower is the V-cycle. It is obvious then that the 
added complexity of both the W and F cycles gain considerable benefits in terms of 
convergence rate. Another point to notice about Figure 4.5 is that the convergence rate 
reduces as the grid size increases. For the 946 CV mesh the W-cycle has hit the machine 
error in under 200 iterations whilst for the 2564 CV in 500 iterations the error is of the 
order of 10'9 but still falling. This is to be expected but what is important is that 
increasing grid size does not have the crippling effect that it does on Gauss-Seidel, and 
therefore solutions can still be sort in large meshes within a reasonable time frame.
\ ------------------------------------------------ Gauss-Seidel
\  - ......- V-Cycle
F-Cycle
V --------W-Cycle
0.0 -
__ I__ i__ I___ i___ I__i__ I___ i____I__ i__ l_i____I_i
1 2 3 4  5  6  7
# iterations
Figure 4.6: The First Seven Iterations o f  the Various Schemes on the 946 CV grid
Clearly, adopting the multigrid strategy for the solution of the pressure correction 
equation in the SIMPLE algorithm will result in a more efficient algorithm. However, 
out of the three multigrid cycling strategies which one would be most sensible to adopt. 
On the face of it the W-cycle with it’s high convergence rate would appear to be the 
obvious choice. But, typically the pressure correction equation is only solved to a
tolerance of RJR\ < 0.25, therefore a closer inspection of the early part of the
convergence history of the various cycles is warranted. Figure 4.6 shows the first 7 
iterations on the 946 CV mesh. Although again the W and F-cycles have a higher 
convergence rates, the point at which the normalised residual becomes less than 0.25 is 
only a matter of 3 or 4 iterations apart. Therefore, given that the V-cycle takes less time 
to complete one cycle because of it’s simplicity there is little to choose between the 
schemes and consequently the simplest scheme, the V-cycle, has been chosen here.
1.0
0.8
0.6
0.4
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4.5 Conclusions
A multigrid strategy has been presented here that can be easily applied to equations 
discretised on unstructured grids. It has been tested on a problem analogous to the 
solution of the pressure correction equation in the SIMPLE algorithm and shown to be a 
great improvement on Gauss-Seidel point by point iteration. Three cycling strategies 
were tested and after considering the specific application of the multigrid scheme to the 
solution of the pressure correction equation the simplest, the V-cycle, was chosen. This 
solution method for the pressure correction equation will be adopted throughout this 
thesis.
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CHAPTER 5 
5 Laminar Test Cases
5.1 Introduction
The solution method described in Chapters 3 and 4 must be tested to ensure that it 
accurately predicts the values of the governing equations’ dependent variables over a 
wide range of problems. To begin with, this testing is performed using three 
benchmark test cases that have been widely used throughout the open literature, and 
one test case for which an analytic solution can be found. These four test cases are 
flow in a skew lid driven cavity, flow over a backward facing step, Poiseuille flow 
between two flat plates and flow in a square duct with strong curvature. The first 
three of these cases are two-dimensional geometries whilst the fourth is three- 
dimensional. Each of the test cases are calculated at Reynolds number sufficiently 
small for the flow to be laminar. This removes the complexity of including the 
turbulent kinetic energy and dissipation equations in the solution algorithm, and 
therefore makes analysis of any errors in the results easier to comprehend. However, 
because the two turbulent transport equations are discretised in an identical manner 
to the momentum equations, laminar flow calculations are still representative of the 
accuracy of the complete algorithm.
The results of the calculations for three benchmark test cases i.e. the skew lid driven 
cavity, the backward facing step and the square duct with strong curvature, are 
compared with published data. This data is both experimental and numerical, and 
consequently facilitates a comparison not only with the real flow patterns, but also 
against other codes that have been developed for the solution of the Navier-Stokes 
equations. The analytic solution of the flow between two flat plates is also used to 
validate the code, because values of all the dependent variables can be compared 
throughout the computational domain. This allows a complete check to be made of
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the accuracy of the solution, which is not possible with published experimental or 
numerical data.
The test cases are chosen to include the most important features of the complex 
flows in encountered in practical engineering problems. This allows the algorithm to 
be judged on realistic flow patterns. The first, second and third order convective 
models described in Chapter 3 are compared to ascertain whether higher order 
schemes have significant benefits. Also, the effect of grid refinement on the 
algorithm is considered, as are the convergence characteristics of the different 
convective schemes. The impact that algebraic multigrid has upon the efficiency of 
the algorithm is quantified and compared to the computational cost of it’s 
implementation. By choosing a wide variety of test cases the most common boundary 
conditions are all tested to ensure they are correctly executed and are valid for a 
given situation. Overall these four laminar test cases provide sufficiently complicated 
flow patterns to adequately test the basic solution algorithm, and analyse the effects 
that multigrid and higher order convective modelling have upon the accuracy and 
efficiency of the method.
5.2 Flow in a Skew Lid Driven Cavity
.X L  I
CL2
x
Figure 5.1: Schematic o f  the Skew Lid Driven Cavity
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The lid driven cavity flow has long served as a standard test case for incompressible 
Navier Stokes solvers84. A recirculating flow is generated in a cavity by moving a lid 
across the top of the fluid at constant velocity. Classically the cavity was square in 
shape and a structured orthogonal grid could easily mesh the computational domain. 
However with the advent of solvers intended for use with structured non-orthogonal 
meshes, a cavity formed from a parallelogram has become a more appropriate test 
case. A schematic diagram of the geometry of the parallelogram or skew cavity is 
shown in Figure 5.1.
Demirdzic et al.85 and Oosterlee et al.86 have both published benchmark solutions for 
the skew cavity. Their calculations were both based on structured non-orthogonal 
grids similar to Figure 5.2. Both authors used a second order discretisation of the 
convective and diffusive terms in the momentum equations, and calculated their 
results on a succession of grids with gradually increasing mesh sizes. By varying the 
size of the grids used in calculation the two sets of published data are both shown to 
be grid independent, a necessary property of benchmark solutions. The difference 
between the two calculations was the method used to prevent odd-even de-coupling 
of the pressure and velocity field. Oosterlee et al.86 used the staggered mesh approach 
whereas Demirdzic et al.85 adopted Rhie and Chow’s20 interpolation method. 
However, it can be clearly seen from Oosterlee et al.’s86 data that this difference in 
the interpolation method has little effect on the results in this test case. In fact the 
two sets of published data are virtually identical which is a good indication of the 
suitability of these results for benchmarking purposes.
Figure 5.2: Skew Cavity Structured Non-Orthogonal Mesh
z
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Here, the calculated results are compared to the published data of Demirdzic et al.85. 
As virtually no difference exists between Demirdzic et al.85 and Oosterlee et al.’s86 
data this choice is made arbitrarily. Both authors calculated two different skew cavity 
configurations, one with a comer angle of 45 degrees as in Figure 5.1 and the second 
with the angle decreased to 30 degrees. As the results of both these cases are very 
similar, only the first of the two cases is calculated here. The Reynolds number of the 
calculations, defined using the lid velocity, Ul, and the cavity length, L, was set at 
two separate values, 100 and 1000. For both of these cases L= 1, density p= 1.2 and 
the lid velocity Ui=l hence the viscosity, //, was calculated as 0.012 and 0.0012 
respectively. The boundary conditions applied were, u=Ul and v=0 on the lid of the 
cavity and u=v=0 on the three other walls. All the boundary conditions are 
applications of the no-slip condition and are implemented as described in the wall 
and inlet boundary condition sections of Chapter 3. The calculations were iterated 
until the residual of each of the governing equations was reduced to 10‘4.
(b)
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(c)
Figure 5.3: Skew C avity  Triangular Unstructured M eshes (a) 162 C V  (b) 2684 C V  (c) 16626 C V
Demirdzic et al.85 calculated results on six different structured grids from 10x10 CV 
(control volumes) to 320x320 CV. Seven unstructured triangular meshes are used 
here, in order to compare the accuracy of results calculated using unstructured 
meshes to their structured counterparts. The smallest grid contains 162 CV and the 
number of control volumes increases gradually to the finest grid which contains 
16626 CV. By systematically refining the grids in this manner, it is possible to 
compare the different properties of the various convective models, as a grid 
independent solution is approached. Examples of three o f the grids used can be seen 
in Figure 5.3, whilst a complete list o f the number o f control volumes in each grid is 
given in Table 5.3.
0 . 0  0 . 1  0 . 2  0 . 3  0 . 4  0 . 5  0 . 6  0 . 7  0 . 8  0 . 9
(a)
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Figure 5.4: Velocity Vectors in the Skew C avity  Coloured by their M agnitude (m/s) (a) R e=100  (b) R e=1000
Figure 5.4(a) and Figure 5.4(b) shows the velocity vectors calculated on the 2684 CV 
grid using second order convective discretisation for a Reynolds numbers o f 100 and 
1000 respectively. For Reynolds number 100 the main vortex fills almost the whole of 
the cavity. A second counter-rotating vortex lies deep in the bottom left-hand corner 
of the cavity but it is much smaller in strength. When the Reynolds number is 
increased to 1000 the lower viscosity causes a very different flow pattern. The 
primary vortex now only fills approximately one third of the cavity in its top right- 
hand comer whilst a second much larger counter-rotating vortex, in comparison to 
the ite=100 case, fills the central area of the cavity. Smaller vortices are predicted in 
the bottom left-hand comers of the cavity for both the Re=\00 and 1000 cases but 
they are much smaller in magnitude than either of the two main vortices.
Part of the data published by Demirdzic et al.85 consists of velocity profiles calculated 
along the centrelines of the skew cavity shown in Figure 5.1 as CL1 and CL2. Figure
5.5 shows a comparison of the calculated and benchmark u and v velocity profiles 
along these centre lines for Re= 100 and /te=1000 respectively. The co-ordinates y  
for u and x* for v are the normalised distances along the centrelines and not the actual 
x and y  co-ordinates. The calculations were performed on the 2684 CV grid using the 
first, second and third order convective models detailed in Chapter 3.
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Figure 5.5 clearly shows that all the convective models produce virtually identical 
results to the benchmark solution at /te=100. Close inspection of the v velocity 
profile reveals that the first order model over predicts the maximum and under 
predicts the minimum points of the profile but otherwise it is as accurate as the 
second or third order schemes.
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Figure 5.5: Skewed Cavity Velocity (m/s) Profiles at Re=100 (a) x-velocity on CLl (b) y-velocity on CL2
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Figure 5.6: Skewed Cavity Velocity (m/s) Profiles at R e - 1000 (a) x-velocity on CL1 (b) y-velocity on CL2
In contrast Figure 5.6 shows that increasing the Reynolds number to 1000 severely 
effects the accuracy of the first order model. The areas where high velocity gradients 
exist are those that are most effected by the deficiencies of first order modelling. 
Hence in both velocity profiles it is the areas where the centrelines pass through the
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rapidly changing velocity fields caused by the vortices in the cavity that the largest 
errors exist. Reynolds number and high gradients effecting the accuracy of first order 
modelling are consistent with the idea of numerical diffusion. As described in 
Chapter 2 Leonard17 showed that a first order upwind model could be thought of as a 
second order centred differencing scheme with an additional gradient term added for 
stability. This stabilising term or numerical diffusion would obviously become a 
large in the presence of high gradients but would also increase with Reynolds 
number. Therefore it is not surprising that the first order upwind model produces 
such inaccurate results as the Reynolds number is increased, and in the regions of the 
solution where high velocity gradients exist.
In comparison to the first order model, the second and third order upwind schemes 
both produce results that match the benchmark solution closely at /te=1000. Figure
5.6 shows that the results of two high order models do not differ greatly despite their 
differing order of accuracy. The extrema of the v velocity profile calculated by both 
the second and third order models are slightly inaccurate whilst in the u velocity 
profile the second order model over predicts the increase in u as the moving lid of the 
cavity is approached. Whilst these discrepancies are by no means as inaccurate as the 
first order model they are significant and it should be possible to remove them with 
grid refinement.
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Figure 5.7: Variation o f  the Centreline Velocities (m/s) as a Function o f  Grid Fineness fo r  R e-1000  (a) x-
velocity on CL1 (b) y-velocity on CL2
To test the hypothesis that a more accurate solution will be possible with grid 
refinement, Figure 5.7 shows a comparison of the u and v velocity profiles along the 
centrelines from all the seven grids used at ite=1000. These profiles are calculated 
using the second order convective model, and clearly show that as mesh size 
increases the solutions converge to the benchmark solution. The two coarsest grids 
show strong grid dependence and errors are also visible between the 1506 CV and 
2684 CV meshes and the benchmark solution. However, differences between the 
three finest grids and Demirdzic et al.’s85 data are hardly visible, indicating that a 
grid independent solution has been achieved that matches the benchmark data very 
closely.
Similar patterns to those shown in Figure 5.7 are produced by the third order 
convective model when the velocity profiles are plotted for each of the seven grids. 
The first order model also tends to the benchmark solution as the grid size increases 
but as would be expected the convergence is slower. However, although these graphs 
indicate that all models will eventually converge to the benchmark solution, they do 
not give a quantitative way of evaluating which model is most accurate for a given
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mesh size. In order to do this an average percentage error from the benchmark 
solution was calculated using the following expression
n /=i
(5 .1 )
where n is the number of published data points, <fh is the calculated solution and is 
the benchmark solution at the given data points. In this test case <f> is either u or v. 
The results for the seven different mesh sizes and three convective models are given 
in Table 5.3.
Grid Size
Su(%) *(% )
1st
order
2 nd
order
3rd
order
1st
order
2 nd
order
3 rd
order
162 540.6 321.9 306.6 870.2 789.3 757.3
6 6 6 172.8 127.9 1 2 1 .1 209.0 135.3 122.9
1506 141.9 16.2 15.9 79.6 20.5 19.1
2684 143.1 1 2 .0 10.5 70.7 13.4 1 2 .1
4184 133.8 4.6 4.4 60.0 8.7 7.5
6044 114.1 2.7 2 . 6 44.2 6 . 1 5.9
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16626 69.3 3.6 3.5 23.8 3.51 3.02
Table 5.3: Average Percentage Errors fo r the Skew Cavity Test Case at Re=1000
This table clearly shows the relative accuracy of the various convective models. The 
first order model produces the least accurate solutions followed by the second order 
scheme and the most accurate results are produced by the third order model. As the 
grid size increases the difference between the second and third order model’s errors 
quickly reduces whilst the error in the first order scheme remains significantly higher 
than the other two models. These properties of the three models are to be expected 
and can be understood by considering the magnitude of the terms discarded when the 
Taylor series was truncated to form the different schemes. The errors in the first 
order model should reduce linearly, whilst the second and third order scheme’s errors 
should decrease in a quadratic and cubic nature respectively. As the convective 
model only forms one part of the discretisation of the Navier-Stokes equations this is 
not rigidly the case here but the general pattern is certainly in evidence.
Figure 5.8(a) shows the convergence history of all three governing equations for the 
ite=1000 case using the 2684 CV grid and a second order convective model. Both 
momentum equations converge at virtually the same rate whilst the continuity 
equation takes approximately three times the number iterations of the momentum 
equations. Figure 5.8(b) shows a comparison of the convergence history of the 
continuity equation for the three convective models. Again the convergence data is 
taken from the /te=1000 case using the 2684 CV grid. The continuity equation was 
chosen to compare convergence histories because it was the equation that took the 
most iterations to converge. Both the second and third order models converge in 
approximately three times the number iterations that the first order model takes. This 
can be accounted for by two factors. Firstly, by using the higher order models the 
momentum equations become more explicit in nature, and therefore more iterations 
can be expected to achieve a convergent solution. Also the stabilising effect of 
numerical diffusion allows higher relaxation factors to be used when iterating to a 
solution using the first order model. In this case <2 =0 . 2  and E=4.0 was used for the 
first order model and <2 =0 .1  and £=1.0 for the second and third order schemes. It is
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interesting to note that the third order model does not require a significantly greater 
number of iterations to converge than the second order model despite the more 
explicit nature of the equations.
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Figure 5.8: Skew Cavity Convergence Histories (a) Comparison between Governing Equations (b) Comparison
between Convective Models
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5.3 Poiseuille Flow between Two Flat Plates
5h
Inlet h Outlet
x
Figure 5.9: Schematic o f  the Poiseuille Flow between Two Flat Plates
Poiseuille flows are generated by pressure gradients and named after J.L.M. 
Poiseuille a French physician who first studied them in connection with blood flow. 
In this test case a constant pressure gradient, dpldx, is imposed on the fluid contained 
between two parallel flat plates a distance h apart perpendicular to the y  direction. 
Classical theory shows that an analytic solution to this problem is given by 
expressions of the following form
where P is the constant pressure gradient -dp/dx. A schematic of the computational 
domain used to calculate solutions to this test case is given in Figure 5.9. The 
boundary conditions applied were, u=v=0 along the parallel plates, u and v given by
derivative boundary condition at the outlet of the domain. In the cases where a 
derivative boundary condition is applied the pressure is set to zero at the centre of the 
computational domain. When a constant pressure at the outlet of the domain is 
prescribed then this value is also taken to be zero. The Reynolds number of the
(5.2)
v = 0 (5.3)
equations ( 5.2 ) and ( 5.3 ) respectively at the inlet and either a constant pressure or
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calculations was set at 100 based upon the distance between the parallel plates, h= 1, 
and the average inlet velocity, Uavg= 1. The density, p= 1.2, and the constant pressure 
gradient, P= 1. Each calculation performed was iterated until the residual of each of 
the governing equations was reduced to 10-4.
The purpose of using this test case is to analyse the calculated pressure field and 
highlight some of the inaccuracies that can be caused to this pressure field if certain 
outlet boundary conditions are used. Also a comparison will be made between the 
time taken and computational overheads of solutions calculated using Gauss-Seidel 
point by point iteration or algebraic multigrid to solve the pressure correction 
equation. Figure 5.10 shows examples of the four types of grid used to calculate 
solutions to this test case. The first is a structured orthogonal mesh, the second and 
third consist of regular isosceles and right-angled triangles respectively, and the 
fourth is a completely unstructured triangular mesh. Not only do these three different 
forms of mesh show the flexibility of the solution algorithm to adapt to a wide range 
of mesh types but they will also highlight how the derivative boundary condition is 
not suitable as an outlet boundary condition on unstructured grids.
(a)
a s m
(b)
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(c)
s h m
m a m
(d)
Figure 5.10: Poiseuille Flow G rids (a) structured orthogonal (b) isosceles triangular (c) right-angled
triangular (d) unstructured triangular
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Figure 5.11: Poiseuille F low R elative Pressure (Pa) D istributions using D erivative Outlet Boundary Condition  
(a) analytic solution (b) structured orthogonal mesh (c) isosceles triangular mesh (d) right-angled triangular
mesh (e) unstructured triangular mesh
Consider the results of calculations performed on each of the grids shown in Figure 
5.10, using the derivative boundary condition as the outlet condition and a second 
order convective model. From the conditions prescribed at inlet the pressure field 
should be a linear distribution in the x direction dropping in value by 5 from inlet to 
outlet. Figure 5.11 shows the calculated pressure distributions from the four grids and 
the analytic solution. The results from the structured orthogonal grid, Figure
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5.11(b), shows good agreement with the analytic solution as does the solution found 
using the grid containing regular isosceles triangles, Figure 5.11(c). However, a 
problem is evident in the results from the right-angled triangle grid and unstructured 
triangular mesh, Figure 5.11(d) and (e). In the corners of the outlet on these grids 
there are areas of low pressure, which do not match the regular linear pattern of the 
analytic solution.
- 0 . 1  0 . 5  1 . 1  1 . 6  2 . 2  2 . 8  3 . 4  3 . 9  4 . 5  5 . 1
Figure 5.12: Poiseuille F low  R elative Pressure (Pa) D istribution on an Unstructured Triangular M esh using
Fixed Pressure Outlet Boundary Condition
Further investigation into this problem revealed that the interpolation of the pressure 
field from the cell nodes to the cell faces was the cause of the problem. The 
interpolation method described in Chapter 3 was simply that the face pressure should 
be set equal to value of pressure at the adjacent node. Clearly this method is perfectly 
adequate for grids where the vector joining the boundary face node to the adjacent 
cell node is perpendicular to the boundary, as is the case with the structured 
orthogonal mesh and the grid containing regular isosceles triangles. However where 
this is not the case as in the remaining two example meshes the interpolation scheme 
is clearly highly inaccurate. Implementing a more accurate interpolation scheme 
would appear to be an obvious solution but a number of different schemes were 
tested and none of them removed the inaccuracies entirely. Given that interpolating 
seemed to be a fundamentally flawed method of finding the pressure on the outlet 
boundary a change in boundary condition seemed appropriate. Therefore, instead of 
using the derivative boundary condition at the outlet the fixed pressure condition, 
described in Chapter 3, was applied. The resulting pressure distribution calculated on 
the unstructured triangular mesh can be seen in Figure 5.12. Clearly the inaccuracies 
at the comers of the outlet are completely removed and the pressure field is very 
close to the analytic solution. No disadvantages are entailed from using the fixed
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pressure boundary condition instead of the derivative condition and consequently 
adopting it as the standard outlet condition is sensible.
The effect of using algebraic multigrid to solve the pressure correction equation on 
the time taken to arrive at a converged solution was investigated on four separate 
meshes. One of the grids was the unstructured triangular mesh shown in Figure 5.10. 
The other three grids were the same form of mesh but contained different numbers of 
control volumes. A complete list of the number of control volumes in each grid used 
is shown in Table 5.4. For each mesh a calculation was performed using second 
order convective modelling and both algebraic multigrid and Gauss-Seidel point by 
point iteration to solve the pressure correction equation. The time taken for each 
calculation on a Compaq workstation is recorded in Table 5.4. This table clearly 
shows what a significant difference to the convergence times the algebraic multigrid 
makes. The effect of the multigrid is more significant as the mesh size increases 
because the convergence times of the pressure correction equation will only go up 
linearly with mesh size whilst the Gauss-Seidel method will increase at a much 
higher rate. Although the times displayed are not prohibitively large in this simple 
two-dimensional case for three-dimensional calculations, where typical grids can 
contain 150,000 control volumes or more, it is obvious that the use of multigrid will 
be invaluable. There is however a price to pay for the use of algebraic multigrid, 
increased memory requirements. Clearly, the extra topology information for the 
multigrid method has to be stored in additional arrays which are not required by the 
simple Gauss-Seidel method. Therefore the memory requirements of the multigrid 
scheme are considerably larger than those of the Gauss-Seidel method. Nevertheless, 
this increase in memory is well within the limits of modem computing resources and 
therefore can be regarded as acceptable.
Grid Size (CV)
Time to Convergence (s)
Multigrid Gauss-Seidel
550 3.06 2.31
2018 49.2 1 2 .0 1
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4650 339.19 43.82
9396 1907.6 209.08
Table 5.4: Comparison o f  the Times to Convergence fo r Different Pressure Correction Solution Methods
5.4 Flow over a Backward Facing Step
The phenomena of flow separation in internal flows caused by sudden changes in 
geometry are well known. The importance of such flows to practical engineering 
applications dictates that any useful numerical algorithm must be able to calculate 
accurately the physical properties of this type of flow. A test case that has been used 
throughout the open literature to assess the accuracy of various numerical algorithms 
at calculating regions of separation in internal flows is the backward facing step. The 
test case consists of fluid flowing down a small inlet channel, width h, and then 
passing over a step, height S, into a wider channel. A region of separation forms 
behind the step that reattaches further downstream, a schematic of the geometry is 
given in Figure 5.13. The geometry of this test case is quite simple. Nevertheless the 
resulting flow pattern is representative of separation regions found in much more 
complicated domains and therefore has been proven to be a very useful test case.
h Inlet
Outlet
16S
x
Figure 5.13: Schematic o f  the Backward Facing Step
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Armaly et a/.87 along with many others 88,89,90,91 published both theoretical and
87experimental data for the backward facing step test case. Here, Armaly et al.’s 
experimental data, measured using laser-Doppler anenometry, is used for comparison 
purposes. Testing the results of the solution algorithm against experimental as well 
as calculated benchmark data ensures that the algorithm produces results that are 
consistent with real fluid flows not just theoretical calculations. Also theoretical 
results may suffer from inaccuracies that it would be desirable to remove from a new 
algorithm and these can only be highlighted if experimental data is used as a 
benchmark.
Figure 5.14: 1452 CV Backward Facing Step Mesh
Three grids were used to calculate solutions to the backward facing step test case. 
They contain 1452 CV, 5165 CV and 10704 CV the coarsest mesh is shown in 
Figure 5.14. The control volumes of each of the grids are packed densely in the 
region where the separation is expected to form and gradually become coarser as the 
outlet is approached and the flow pattern becomes simpler. The outlet is set sixteen 
step heights downstream of the step as indicated in Figure 5.13. This is an 
appropriate position for the outlet as the flow will have reattached and returned to the 
fully developed conditions present in the inlet channel. The computational domain 
does not contain the small inlet channel shown in Figure 5.13 because the fully 
developed flow in this channel can be described by ( 5.2 ) and ( 5.3 ). Therefore the 
appropriate boundary conditions for this test case were, u=v=0 along the walls, u and 
v given by ( 5.2 ) and (5.3 )at the inlet and a constant pressure specified at the outlet 
of the domain. The Reynolds number of the calculation was set at 100 based upon 
the hydraulic diameter of the inlet channel, D=2h, and the average inlet velocity, 
Uavg= 1. The density, p==1.2, the constant pressure gradient in ( 5.2 ), P= 1, and the 
pressure at the outlet was set equal to zero. The expansion ratio of the test case was 
1:1.94 which results in /i=1.06 if 5=1. Each calculation performed was iterated until 
the residual of each of the governing equations was reduced to 10*4.
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Figure 5.15: Velocity Vectors over the Backward Figure 5.16: R elative Pressure (Pa) Contours o ver the 
Facing Step Coloured by  their M agnitude (m/s) Backw ard Facing Step
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Figure 5.15 shows the velocity vectors calculated on the 5165 CV grid using the 
second order convective model. A region of separation forms behind the step as 
expected and then the flow reattaches at approximately three step heights 
downstream of the step. This pattern is also clearly shown in the calculated pressure 
distribution shown in Figure 5.16. An area of low pressure in the region immediately 
below the step causes the separation and then gradually the pressure contours change 
to a constant linear pressure gradient, consistent with the fully developed profile 
expected after the flow has reattached. It should also be noted that no spurious 
pressure distributions are found at the outlet of the domain because of the use of the 
constant pressure boundary condition.
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Figure 5.17: Velocity Profiles at Various x/S Locations
87Armaly et al. measured velocity profiles across the expanded channel at a number 
of different locations. Six of these locations were chosen to compare the calculated 
results from the three convective models with the experimental data. These were 
x/S=2.55, 3.06, 3.57, 4.80, 6.12, and 12.04. Plots of the comparison between the 
calculated results on the 5165 CV mesh and experimental results are shown in Figure 
5.17. As with the skew cavity the second and third order convective models match 
the experimental data well, whilst the first order model suffers from the effects of 
numerical diffusion in the presence of high velocity gradients. It is interesting to note 
that at ite=100 in the skew cavity all models performed with a very similar accuracy 
whilst here the differences between the first order model and the second and third 
order schemes are greater. This behaviour indicates that the inaccuracies of first 
order modelling are problem dependent and that this convective model cannot 
necessarily be expected to perform well even at low Reynolds number. Figure 5.18 
shows a comparison of the velocity profile calculated using second order convective 
modelling at x/S=2.55 for the three different grid sizes. Clearly a grid independent 
solution has been reached, as the solutions for the two finest grids are virtually 
identical. A comparison of the continuity equation convergence history for all three 
grids is shown in Figure 5.19. The second order convective model has been used in 
these calculations and as would be expected the number of iterations to convergence 
increases with grid size.
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Figure 5.18: Variation o f  the x/S=2.55 Velocity Profile as a Function o f  Grid Fineness
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Figure 5.19: Backward Facing Step Convergence Histories fo r  Different Mesh Sizes
5.5 Flow in a Square Duct with Strong Curvature
Laminar flow in a curved duct of square cross-section is a standard benchmark test 
case for three-dimensional internal flows92,93,94. As with the skew cavity and 
backward facing step this test case is a simple geometry that creates flow patterns
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that are common in more complicated engineering applications. The experimental 
data measured by Humphrey et al.92 using laser-Doppler anenometry is used here to 
validate the calculated results. The configuration of the experimental rig was a 90° 
bend of mean radius 92mm attached to the end of a 1.8m rectangular channel with a 
cross-section of 40x40mm. The bend was located in a vertical plane with a 1.2m 
length of straight duct of the same cross-section attached to its downstream end. For 
computational purposes the inlet and outlet sections of physical domain were 
reduced to a length of 5h where h is the length of one side of square cross-section. It 
is possible to reduce the computational domain in this way, because it is valid to 
assume a fully developed velocity profile at this inlet location, and a constant 
pressure distribution at the outlet position. In addition, owing to symmetry, only one 
half of the physical domain was modelled. Figure 5.20 shows a schematic of the 
computational domain described above.
in n e r  rad iu s= 1 .8 A
o u te r  rad iu s= 2 .8 /?
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Figure 5.20: Schematic o f  the Square Duct with Strong Curvature
The calculations were performed at a Reynolds number of 790 based upon the 
hydraulic diameter, d=h, and the bulk velocity, Ut- The fully developed velocity 
profile specified at inlet is given by the following expressions
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, 4 h2u(y,z) =-------
Hn /=iXs,...
v = 0 
w = 0
00
I  (-1) 1 -
cosh(inz/h) 
cosh(inh/2h)
cos(iny/h)
(5.4)
(5.5)
(5.6)
where -h/2<y<h/2 and -h/2<z<h/2. The other boundary conditions applied were 
u=v=w=0 along the walls of the duct, zero normal velocity through the symmetry 
boundary and a constant pressure of zero at the outlet. All calculations were iterated 
until the residual of each of the governing equations was reduced to 10"4.
Figure 5.21: Structured and Unstructured Duct Meshes
Six meshes were used to calculate solutions, three unstructured tetrahedral grids and 
three structured hexahedral grids. The tetrahedral meshes contained 49193 CV, 
116415 CV and 148835 CV whilst the hexahedral meshes consist of 20x10x60 CV, 
28x14x84 CV and 40x20x120 CV. An example of each type of grid is shown in
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Figure 5.21. The hexahedral grid has uniformly spaced control volumes whilst the 
tetrahedral grid is refined in the curved section of the grid. This concentration of 
control volumes in the tetrahedral mesh is intended to give the calculated solution 
greater resolution in the region where the most complicated flow patterns are likely to 
occur. Both structured and unstructured grids were used in order that a comparison 
could be made between the accuracy of the solutions calculated with each type of 
grid.
Figure 5.22: Speed (m/s) Contours in the D uct
Figure 5.22 and Figure 5.23 show the speed and pressure distributions calculated in 
the duct using the 148835 CV tetrahedral grid and second order convective 
modelling. The speed contour plot shows the fully developed velocity profile specified 
at inlet is maintained in the duct until the curved section begins. At this point there is 
a general movement of fluid away from the inner-radius wall and towards the outer- 
radius wall. This velocity profile is maintained after the curved
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section of the duct finishes but as the outlet approaches fluid has begun to move back 
from the outer-radius wall to the centre of the duct. The pressure contour plot in the 
inlet straight duct section shows an essentially linear distribution in the streamwise 
direction as would be expected. When the fluid enters the 90° bend there is a 
favourable and adverse longitudinal pressure gradient at the outer and inner wall 
respectively. This, in addition to the centrifugal forces in the duct, causes the 
movement of fluid from the inner to the outer wall of the duct. As the fluid exits the 
curved section of the duct the pressure distribution once again settles into a linear 
distribution in the streamwise direction as it was in the inlet section.
Figure 5.23: R elative Pressure (Pa) Contours in the D uct
Humphrey et al.93 measured the velocity in the duct at five longitudinal locations, 
xlh= 2.5, 0=0°, #=30°, 0= 60° and 0=90°, all shown in Figure 5.20. It is these 
measurements that are used here to compare the three convective models and the 
results from the structured and unstructured grids. Velocity profiles at each o f the
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longitudinal locations are plotted in Figure 5.24 and Figure 5.25, along two lines 
z//j=0.25 and z/h=0 (centreline). The profiles presented are calculated using the 
148835 CV unstructured grid and the 40x20x120 CV structured mesh. For the 
unstructured mesh, results are presented using first, second and third order 
convective modelling. In the case of the structured grid, only results using the second 
order convective model are presented as the performance of the various convective 
models is identical to those of the unstructured grid.
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Figure 5.24: Normalized Streamwise Velocity Profiles at Five Longitudinal Locations along z/h=0.25
Consider the results from the unstructured grid. As in two dimensions Figure 5.24 
and Figure 5.25 show that the first order model suffers from the effects of numerical 
diffusion whilst the second and third order models produce results that are very 
similar and much closer to the experimental data. There are some discrepancies 
between the high order models and the experimental data particularly at the 0=60° 
and #=90° longitudinal locations. Here, the models do not predict the magnitude of 
all the maxima and minima in the velocity profiles correctly although the general 
pattern of the experimental data is certainly evident.
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Figure 5.25: Normalized Streamwise Velocity Profiles at Five Longitudinal Locations along z/h=0
The velocity profiles calculated using the structured grid are consistent with the 
results of Rosenfeld et a l9A, Jessee and Fiveland95, Choi et a l96 and Rogers et al?1. 
However they do not match the results calculated using the unstructured grid at all of 
the longitudinal locations. At x/h=2.5, 0= 0° and <9=30° the velocity profiles 
calculated using the high order models on the unstructured grid are very similar to 
the second order velocity profiles calculated on the structured mesh. There are a few 
differences where the results from one mesh are closer to the experimental data than 
the other but in general both grids produce comparable profiles. The structured 
profiles are in general a lot smoother but this is a product of the regular position of 
the cell nodes rather than an indication of greater accuracy. At the #=60° and 9=90?
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locations the velocity profiles have some significant differences. The unstructured 
grid profiles at #=60° follow the experimental data more closely than the results of 
the structured grid with the exception of the extrema close to the outer-radius wall. 
At #=90° the results from the structured grid are closer to the experimental data than 
the results from the unstructured grid although near to the inner-radius wall the 
structured grid data has some spurious extrema. Although there are differences 
between the two sets of results at the 0=60° and 0= 90° locations both data sets follow 
the same general pattern and this is a reasonable prediction of the experimental data.
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Figure 5.26: Normalized Streamwise Velocity Profile at &=9(f along z/h=0.25 as a Function o f  Grid Fineness
The unstructured and structured grids used for comparison in Figure 5.24 and Figure 
5.25 are clearly of a different size. It could then be possible that the differences 
between the two sets of data are caused by grid dependence. However, Figure 5.26 
shows the velocity profile at #=90° along z/h=0.25 as a function of grid fineness, for 
both the unstructured and structured meshes, and clearly the solutions calculated 
using the finest grid in both cases are grid independent. It is therefore inevitable that 
the grids cause the differences between the solutions. This is possible because the 
calculation of gradients can be grid dependent and therefore terms in the governing 
equations such as the convective and non-orthogonal diffusion term will be effected.
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To conclude this test case Figure 5.27 show plots of the convergence histories of all 
four governing equations and a comparison of the continuity equation convergence 
for the three convective models. The convergence histories in Figure 5.27(a) are from 
the case calculated using second order convective modelling and 148835 CV grid. 
They show a very similar convergence pattern for each of the governing equations 
with the continuity equation ultimately taking the greatest number of iterations to 
converge. The comparison of the convergence of three convective models in Figure 
5.27(b) is also from the calculations using the 148835 CV grid. Interestingly in this 
three-dimensional case with each increase in the order of accuracy of the convective 
model there is an increase in the number iterations it takes the algorithm to converge. 
This was not the case in two dimensions where the third and second order models 
both converged in a similar number of iterations. However in three dimensions it is 
likely that the third order modelling makes a more significant impact on how explicit 
the momentum equations are and hence there will be an increase in the number of 
iterations to convergence.
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Figure 5.27: Duct Convergence Histories (a) Comparison between Governing Equations (b) Comparison
between Convective Models
5.6 Conclusions
Four laminar test cases have been used to assess the capabilities of the solution 
algorithm presented in Chapters 3 and 4. In all cases the solutions calculated have 
shown good agreement with either benchmark numerical solutions or experimental 
data. The accuracy of different convective models has been compared and as would 
be expected the higher order convective models have the highest accuracy. Solutions 
on structured and unstructured grids have shown comparable accuracy, the problems 
associated with the derivative outlet boundary condition demonstrated and the effect 
of the algebraic multigrid tested. Overall the solution algorithm presented here has 
performed well, however laminar flow patterns are not in general found in the real 
world, and therefore Chapter 6 will continue the testing process, by assessing the 
accuracy of the algorithm at modelling turbulent flow.
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CHAPTER 6 
6 Turbulent Test Cases
6.1 Introduction
In Chapter 5 the solution algorithm developed in Chapters 3 and 4, was tested using 
two and three-dimensional test cases, which had Reynolds numbers that were 
sufficiently small for the flow to be considered laminar. As an initial set of trials 
laminar test cases are very useful because they allow the accuracy of the basic 
discretisation of the governing equations to be tested, without the additional 
complexity of introducing a turbulence model. However as the majority of flow 
patterns of practical interest have Reynolds numbers that are well in excess of the 
point where laminar flow becomes turbulent, it is essential that any useful solution 
algorithm must also be able to accurately model turbulent flow.
In this chapter three test cases are used to test the accuracy of the solution algorithm 
developed here at modelling turbulent flow. These test cases are turbulent flow over 
a NACA 0012 airfoil, turbulent flow over a backward facing step and turbulent flow 
through a square duct with strong curvature. Clearly, the second and third of these 
test cases are the turbulent counterparts of laminar test cases already presented in 
Chapter 5. These cases are repeated because as in laminar flow the flow patterns that 
result from these relatively simple geometries are representative of flow patterns that 
occur in much more complicated domains. The first test case is included because it is 
an example of an external flow, in contrast to all the other laminar and turbulent test 
cases that are exclusively internal flows.
Each of the three turbulent test cases are compared against experimental data 
measured for a variety of the dependent variables. The accuracy of the first, second 
and third order convective models are tested to determine whether the benefits of 
higher order modelling shown in laminar flow are maintained when flows become 
turbulent. Also the effect of the wall function approximation is considered and the
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merits of adopting a low Reynolds number version of the k-s model discussed. The 
influence that the introduction of turbulence modelling has upon the convergence 
characteristics of the various convective schemes is also considered as is the effect 
grid refinement has on the accuracy of the algorithm. The three test cases chosen 
allow all the common boundary conditions to be tested to ensure they are correctly 
implemented and appropriate to the boundaries they are prescribed along. As in 
Chapter 5 the test cases chosen here offer sufficiently complicated flow patterns, to 
test effectively the ability of the solution algorithm to accurately model turbulent 
flows in a variety of domains.
6.2 T\irbulent Flow over a NACA 0012 Airfoil
The design of aircraft wings and turbomachinery components over the past eighty 
years has resulted in the publication of a large amount of experimental data relating 
to the flow past wing sections. The majority of this data has been measured at 
Reynolds numbers that exceed the point at which fluid flow becomes turbulent and 
hence this pool of data can be used as a source of benchmark test cases to assess the 
accuracy of the turbulent solution algorithm presented here. The National Advisory 
Committee for Aeronautics (NACA) series of four digit airfoils is one example of a 
family of wing sections for which there is published high quality experimental data. 
The NACA 0012 wing section belongs to this family and has been used by a number 
other authors20 as a benchmark test case and is used for that purpose here. Its 
geometry can be described by the following equation
± — = 0.601
r r~ ( \ 2
0.29690, -  -  0.12600- -  0.35160 X + 0.28430 X
 ^ Me c <Cj
-0.10150
f  \ 4 ^  ' X
\ C )
(6.1)
—  = 0.0158 (6.2)
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where y  is the thickness of the wing section, x is the distance along the wings chord, 
c is the chord length and Rq is the airfoil’s leading edge radius. A schematic of the 
geometry is shown in Figure 6.1.
line of symmetry 
8c
12c
Figure 6.1: Schematic o f  the NACA 0012 Airfoil
Gregory and O’Reilly98 published the experimental data chosen to compare the 
numerical simulation against. Their work was performed in a low speed wind tunnel 
on a two-dimensional model of a NACA 0012 airfoil. The intention of Gregory and 
O’Reilly’s98 research was not only to measure the aerodynamic characteristics of the 
smooth airfoil but also to analyse the effect of upper surface roughness. However, 
here only the data measured over the smooth airfoil will be used for comparison 
purposes. The only flow field variable measured by Gregory and O’Reilly98 was the 
surface static pressure, nevertheless this was measured around the complete airfoil 
and provides a good initial check of the accuracy of the algorithm.
The computational domain used in the numerical simulation can be seen in Figure 
6.1. The inlet and outlet of the domain were located at eight chord lengths away from 
the leading edge and trailing edge respectively, whilst the top and bottom boundaries 
were placed at twelve chord lengths from the airfoil. The free stream velocity, Uao, 
was set at 55 m/s along the inlet, top and bottom boundaries. The Reynolds number 
of the calculation based upon the chord length of the airfoil and the free stream 
velocity was equal to 2.8x106. The density, p, equalled 1.225 and the chord length, c,
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was unity resulting in a viscosity, //, of 2.40625x10*5. Along the surface of the airfoil 
the no-slip condition was applied with standard wall functions allowing for the large 
velocity gradients and inadequacies of the k-e turbulence model in the region close to 
the airfoil. At the outlet of the computational domain a constant pressure of zero was 
defined. Computations were performed with the airfoil at both a zero and six degrees 
angle of attack. For the case with a zero degrees incidence only half the 
computational domain was modelled by applying a symmetry condition along the 
appropriate boundary shown in Figure 6.1. All calculations were iterated until the 
normalized residuals of each of the governing equations had reduced to 10'3.
(b)
Figure 6.2: The Unstructured Grid Around the 0 ° Incidence Case (a) Close to the Airfoil (b) In the Complete
Computational Domain
155
Chapter 6
(b)
Figure 6.3: The Unstructured Grid Around the 6 °  Incidence Case (a) Close to the Airfoil (b) In the Complete
Computational Domain
Three grids were generated around the airfoil for both the zero degrees and the six 
degrees incidence cases. The total number of control volumes used in the six grids 
was 3128, 6334 and 9429 for the zero degrees incidence case and 6854, 15754 and 
28962 for the six degrees incidence case. Examples of the coarsest meshes for both 
cases are shown in Figure 6.2 and Figure 6.3. Each figure shows a close up of the 
grid around the airfoil and a view of the whole mesh. Clearly the grid has been
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refined around the airfoil in comparison to the edges of the domain but more 
particularly mesh has been concentrated at the leading edge of the airfoil in order to 
resolve the rapidly changing fluid properties in this region.
- 7 7 5 . 4  - 1 4 6 . 0  4 8 3 . 5  1 1 1 2 . 9  1 7 4 2 . 4
(a)
2 7 . 9  3 1 . 7  3 5 . 5  3 9 . 3  4 3 . 1  4 7 . 0  5 0 . 8  5 4 . 6  5 8 . 4  6 2 . 2
(b)
Figure 6.4: Contour P lots over the 0 °Incidence Case (a) R elative Pressure (Pa) (b) Speed (m/s)
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Figure 6.5: Contour P lo ts over the 6 ° Incidence Case (a) R elative Pressure (Pa) (b) Speed (m/s)
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The gross details of the flow patterns for both angles of incidence are presented in 
the contour plots shown in Figure 6.4 and Figure 6.5. These results were calculated 
using second order convective modelling and used the 6334 and 15754 CV meshes 
for the zero and six degrees cases respectively. The stagnation point for the zero 
degrees case, as would be predicted by classical airfoil theory, is located at the 
leading edge of the wing section. There then follows a rapid decrease in pressure as 
the fluid moves over the leading edge of the wing, and then a gradual rise in pressure 
as the trailing edge is approached. As Bernoulli’s equation would predict the inverse 
of this pattern is shown in the corresponding speed contour plot. The results from the 
six degrees angle of incidence calculations show similar characteristics to those of 
the zero degrees case. The stagnation point is located below the leading edge and 
there is then a very rapid drop in pressure over the suction surface of the wing, whilst 
a more moderate drop in pressure takes place on the pressure surface. The pressure 
then adjusts itself on both surfaces of the wing to arrive at the trailing edge at an 
equal value thus satisfying the kutta condition. Again the inverse of the pressure field 
is shown in the equivalent speed contour.
The static pressure data measured by Gregory and O’Reilly98 was presented in the 
form of a pressure coefficient, Cp, defined as
C p ~ p °>
’ ~ \ p u l  <6 3 >
where p  is on the upper surface of the blade and poo is the free stream pressure, 
which in the case of the computations presented here is taken as the specified outlet 
pressure i.e. zero. Figure 6.6 shows the calculated surface pressure coefficient at zero 
degrees incidence on the 6334 CV grid compared to the experimental result for all 
three convective models. In general the pressure coefficient shows good agreement 
with the experimental data. All models slightly under predict the value of Cp at the 
leading and trailing edge. This would be expected to improve with grid refinement 
because the strong gradients present in these regions would be more readily resolved. 
However a second possible cause is inaccurate turbulence modelling resulting from 
the use of wall functions.
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Figure 6.6: Surface Pressure Coefficient at 0 ° Angle o f  Incidence
The results of the three convective models shown in Figure 6.6 are virtually identical. 
This is in stark contrast to the results at high Reynolds number shown in Chapter 5. 
Four possible reasons are proposed for this difference. Firstly it is only the 
convective term that has been discretised with different orders of accuracy. All other 
terms are discretised with constant second order accuracy and therefore these terms 
may dominate the accuracy of the solution, rather than convective term, leading to 
comparable results. Secondly, the wall functions used in the control volume 
immediately adjacent to the airfoil will exert a significant influence over the results 
presented. Therefore, as all of the convective schemes use the same wall function 
formulation this will inevitably also produce similar results. Thirdly, the global 
influence of turbulence modelling on the solution algorithm is to increase the 
effective viscosity of the flow field, by adding a turbulent viscosity to the actual 
viscosity. This will in turn clearly lower the effective Reynolds number of the flow, 
and as was seen in Chapter 5 all convective models produce very similar results at 
low Reynolds number. Finally, the effects of numerical diffusion are generally only 
significant in the presence of sharp velocity gradients, and with the exception of the 
leading edge of the airfoil there are no large velocity gradients in the calculated 
solution. Close inspection of the leading edge pressure coefficients reveals that in 
fact the first order model over predicts Cp whilst the higher order models are closer
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to the experimental data. Nevertheless the first reason presented for the similarity of 
the calculated solutions will certainly be most influential, however the other 
hypotheses will undoubtedly also have some affect.
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Figure 6.7: Surface Pressure Coefficient at 6 °  Angle o f  Incidence
Figure 6.7 shows an equivalent comparison of the three convective models to Figure 
6.6, for the six degrees incidence case. These results were calculated using the 15754
Q O
CV grid and in general good agreement is shown between Gregory and O’Reilly’s 
data and the calculated pressure coefficients. However, all the convective models 
over predict the pressure coefficient around the leading edge and slightly under 
predict it at the trailing edge. These discrepancies are in areas where there are rapid 
changes in the flow field and clearly the solution algorithm has difficulty in resolving 
these changes with high accuracy. This was also the situation for the zero degree case 
although the inaccuracies were less pronounced. Nevertheless, the potential causes of 
the inaccuracies are the same in both cases i.e. inaccuracies in the near wall 
turbulence model and inadequate grid refinement in this region. Similarly, the three 
convective models in the six degree case produce virtually identical results as they 
did in the zero degrees case. The possible causes of this effect have already been 
highlighted for the zero degree case and therefore will not be repeated.
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Figure 6.8: NACA 0012 Convergence Histories (a) Comparison between Governing Equations (b) Comparison
between Convective models
Figure 6.8a shows the convergence history of all six governing equations for the zero 
degrees incidence case using the 6334 CV grid and second order convective 
modelling. As was the case in laminar flow the continuity equation has the slowest 
convergence rate of the six governing equations and will be used here for comparison
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of the convergence rates of the different convective models. Figure 6.8b shows this 
comparison and it demonstrates once again that the more explicit nature of the 
governing equations, brought about by the use of high order convective models, 
significantly effects convergence rates. In this test case the continuity equation takes 
approximately four times the number of iterations to converge for the second and 
third order models than it does for the first order model. In laminar test cases this 
decrease in convergence rate for the high order models was normally a factor of 
three. However it is no surprise that this has become four here, as two extra 
equations have been introduced as a result of the turbulence modelling, which will 
inevitably increase convergence rates.
Finally, Figure 6.9 shows a comparison of the calculated pressure coefficients, using 
second order convective modelling, for the three grids used in both the zero and six 
degrees test cases. Clearly, this shows that in both cases a grid independent solution 
has been achieved. However, it has been identified earlier that inadequate grid 
refinement maybe a cause of the discrepancies in the calculated results around the 
leading and trailing edges. The results presented in Figure 6.9 still show this 
discrepancy and would therefore tend to point towards the grid refinement hypothesis 
being misguided. In fact, what is more likely is that Figure 6.9 shows that a grid 
independent solution has been achieved for this form of grid. In order to achieve 
better resolution at the leading and trailing edges, concentrated grid refinement in 
these areas would be required. This could not be achieved with the form of Delaunay 
triangulation used to generate the grids here. Nevertheless by using more advanced 
forms of Delaunay triangulation or other mesh generation techniques, such as the 
advancing front method or adaptive refinement, the required resolution could be 
achieved. However the development of an appropriate grid generation tool to do this 
is beyond the scope of this thesis but it would be an interesting area of further 
research.
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Figure 6.9: Surface Pressure Coefficient as a Function o f  Grid Fineness (a) 0 °  Angle o f  Incidence (b) 6 °  Angle
o f  Incidence
164
Chapter 6
6.3 Turbulent Flow over a Backward Facing Step
The separation of a boundary layer and it’s subsequent reattachment to a solid 
surface is a flow pattern that is found in numerous engineering applications. The 
phenomenon occurs in propellers, gas turbines and pipelines to name just a few of 
the plethora of examples found throughout engineering. Separation in wing sections 
causes loss of aerodynamic efficiency and increased drag whilst in internal flows it 
can causes heat transfer problems and thereby reduces the overall efficiency of a 
thermodynamic system. Consequently, the ability to predict turbulent separated flow 
in addition to it’s laminar counterpart, is essential for a solution algorithm that is 
designed to be applied to a wide variety of problems, as any unstructured algorithm 
is. The backward facing step is one of the least complex geometries that results in 
separated flow and has become a standard test case for turbulent as well as laminar 
solution algorithms. A number of authors have published experimental 
measurements for the turbulent flow through this geometry two examples of which 
are Vogel and Eaton" and Driver and Seegmiller100. Both sets of authors produced 
comparable experimental results and therefore arbitrarily Vogel and Eaton’s"  data is 
chosen for comparison here.
Inlet
3.8S
Outlet
60S
x
Figure 6.10: Schematic o f the Turbulent Backward Facing Step
A schematic of the geometry used in this test case is shown Figure 6.10. It differs 
from the laminar case in that the outlet section has been increased in length to sixty
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step heights and an inlet section has been added of 3.8 step heights. The increase in 
outlet section is to allow sufficient distance after the separation region so that a fully 
developed flow profile will have established itself before the outlet boundary 
condition is applied. Similarly, the inlet section has been added to allow a hilly 
developed flow profile to develop in the channel downstream of the inlet boundary 
condition. This inlet section was not required in the laminar test case because a fully 
developed Poiseuille flow profile could be specified at the step. The applied 
boundary conditions were u=Uoo, the free stream velocity outside the boundary layer, 
and v=0 at inlet, constant pressure at outlet and no-slip condition with standard wall 
functions along all the walls. The Reynolds number of the calculation was set at 
28,000 based upon the free stream velocity outside the boundary layer and the step 
height, S. The expansion ratio of the test case was 1:1.25 which results in h=3.95 if 
5^1. Each calculation performed was iterated until the residual of each of the 
governing equations was reduced to 10'3.
Figure 6.11: 5513 CV Mesh in the Near Step Region
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Figure 6.12: Contours over the Backward Facing Step (a) R elative Pressure (Pa) (b) Speed (m/s)
Three grids were used to calculate solutions to this test case, they contained 5513 
CV, 10135 CV and 17563 CV. The mesh around the step area in the 5513 CV grid is 
shown in Figure 6.11. Clearly this shows that fine mesh has been concentrated around 
the step and downstream of it, so that the greatest resolution of the complicated flow 
patterns in this region can be achieved. As the mesh approaches the inlet and outlet 
boundaries it become less dense reflecting how the flow becomes less complicated as 
these two boundaries are approached. Figure 6.12a and Figure 6.12b show contour 
plots of pressure and speed respectively calculated on the 10135 CV grid and using 
second order convective modelling. These two plots show the gross details of the 
flow quite clearly. An area of separation develops behind the backward facing step 
indicated by the area of low speed and pressure. This separation reattaches itself to 
the lower wall of the channel approximately ten step heights downstream of the step 
and then a fully developed flow profile re-establishes itself. This fully developed 
profile is characterised by the constant linear pressure gradient and the distinctive 
steady speed in the centre of the channel and the rapid reduction to zero in the near 
wall region.
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Figure 6.14: Variation o f  the x/S=2.2 Velocity Profile as a Function o f  Grid Fineness
Vogel and Eaton" measured the velocity profile using laser Doppler anemometry at 
nine locations along the channel downstream of the step and it is these results that 
will be used for comparison purposes here. The nine locations were x/S= 2.2, 3, 3.73, 
4.46, 5.19, 5.93, 6.66, 7.39 and 8.86 where x  is the horizontal distance along the
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channel measured from the step. Figure 6.13 shows a comparison between Vogel and 
Eaton’s"  experimental data and calculated results using the 10135 CV mesh for each 
of the three convective models. Clearly the influence of the convective model on the 
accuracy of the results is minimal as was the case in the NACA 0012 aerofoil test 
case. The same reasoning for this effect can be applied here as it was in the aerofoil 
test case and therefore will not be repeated. Whilst the three convective models all 
produce virtually identical results, by in large this result is a good prediction of the 
experimental data. The region in which the models all perform poorly is near to the 
wall. Here the velocity is generally larger than was measured in Vogel and Eaton’s"  
experiments. This discrepancy is undoubtedly caused by the inadequacies of using 
the wall function approach to modelling the near wall region. As was discussed in 
Chapter 2 an alternative to this would be to use the low Reynolds form of the k-s 
model near to the wall coupled with a suitably refined grid. This approach is not 
without it’s difficulties though, as triangles or more probably quadrilaterals with very 
high aspect ratios would be required near to the wall and this is not a trivial grid 
generation problem. Nevertheless the pointer system detailed in Chapter 3 would 
deal with a hybrid grid of this sort and therefore the solution algorithm as a whole 
could be used in this approach.
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Figure 6.15: Backward Facing Step Convergence Histories (a) Comparison between Governing Equations (b)
Comparison between different Mesh Sizes
Figure 6.14 shows a comparison of the velocity profile calculated using second order 
convective modelling at x/S= 2.2 for the three different grid sizes used in this test 
case. Obviously, a grid independent solution has been achieved as the 10135 CV and 
17563 CV grid arrive at almost identical results. Solutions from all the grids still 
suffer from under predicting the velocity in the near wall region and it appears that 
this effect is completely unaffected by grid refinement. As has already been noted the 
cause of this inaccuracy in the near wall region is the use of wall functions. It can be 
seen from the derivation presented in Chapter 3 that grid refinement has little if any 
influence over the accuracy of wall functions and therefore the results presented in 
Figure 6.14 are to be expected. Finally, Figure 6.15a and Figure 6.15b show 
comparisons between the convergence of the six governing equations and the three 
different grid sizes respectively. In both these figures the convergence rates presented 
are from solutions calculated using second order convective modelling and in the 
case of Figure 6.15a the calculation was performed on the 10135 CV grid. The 
comparison of the six governing equations shows that in this test case, unlike 
previous results, the y momentum equation takes the largest number of iterations to 
converge. As a consequence it is this equation that is used in Figure 6.15b to
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compare the convergence rates of the calculations performed on different grids. As 
would be expected this figure shows that the number of iterations to convergence 
increases with grid size.
6.4 Thrbulent Flow in a Square Duct with Strong Curvature
inner radius=l. 8/7 ^ u /2 
outer radius=2.8/z
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Figure 6.16: Schematic o f  the Turbulent Square Duct with Strong Curvature
The measurement and prediction of the complex internal flow patterns associated 
with turbulent flow in a 90° bend has been a challenge for experimental techniques 
and computational modelling respectively. A number of authors have published 
experimental data for this configuration including Humphrey eta l.m , Taylor et al.102 
and Kliafas and Holt103. Here, the measurements of Kliafas and Holt103 will be used 
for comparison with numerical results. The duct used by these authors for their 
experimental work had a cross section of 100x100mm2 and downstream and 
upstream straight duct sections of 1.2m and lm respectively. The mean radius of the 
90° bend was 92mm i.e. identical to the bend section used in the equivalent laminar 
test case in Chapter 5. The computational domain used for calculation did not mimic 
the actual experimental rig in two respects. Firstly the inlet and outlet straight duct 
sections were reduced to a length of 5h, where h is the length of one side of the 
square cross section, and secondly, owing to symmetry only one half of the physical 
domain was modelled computationally. Both these adjustments are identical to the
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changes made to the computational domain in the analogous laminar test case and 
the schematic of this domain is shown here in Figure 6.16.
Kliafas and Holt’s103 experimental data was measured at a Reynolds number of 
347,000 based upon the hydraulic diameter of the duct, d=h, and the bulk velocity, 
Ub- At the inlet of the computational domain a fully developed turbulent profile was 
specified thereby facilitating the shortening of the straight inlet duct section, as no 
development section was required. On the outlet boundary a constant pressure was 
assumed and along all the walls the no slip boundary condition was applied with 
standard wall functions. The symmetry boundary condition was enforced by ensuring 
that there was zero normal velocity through this boundary. All calculations were 
iterated until the normalised residuals of all the governing equations were reduced to 
10' 3 .
Figure 6.17: Structured and Unstructured Duct Meshes
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As the turbulent computational geometry is identical to the geometry used for the 
equivalent laminar test case the same six meshes were used to calculate solutions. 
These were three unstructured tetrahedral meshes containing 49193 CV, 116415 CV 
and 148835 CV and three hexahedral grids containing 20x10x60 CV, 28x14x84 CV 
and 40x20x120 CV. An example of both forms of grid is shown in Figure 6.17. 
Calculations are performed on both types of grid to facilitate a comparison of the 
accuracy of solutions calculated using structured and unstructured meshes.
Figure 6.18 and Figure 6.19 show contour plots of the speed and pressure 
distributions along the centreline of the computational domain. These contour plots 
were created from data calculated using the 148835 CV unstructured tetrahedral 
mesh and second order convective modelling. In the inlet section of the duct the frilly 
developed velocity profile specified at the inlet boundary is maintained. As the 
curved section of the duct begins the fluid accelerates and decelerates along the inner 
and outer radius walls respectively. As this section ends and the outlet section begins 
there is a general movement of fluid from the inner to outer radius wall, this 
movement then continues throughout the outlet duct section. The pressure contour 
plot indicates the driving force for the flow pattern that develops. On the inner wall 
of the curved duct section a low pressure region develops whilst on the outer wall a 
high pressure region is formed. This tends to slow the fluid on the outer wall and 
accelerate it on the inner wall. Consequently, as the fast moving fluid on the inner 
wall of curved duct section enters the straight outlet section it cannot remain attached 
to the inner wall and therefore moves across the duct. In addition to Figure 6.18 and 
Figure 6.19, Figure 6.20 shows a contour plot of the calculated turbulent viscosity 
through the duct section. This plot gives an indication of the area in which the 
turbulent modelling is most active, and clearly this is through the curved section of 
the duct and downstream of it where the most complicated flow patterns occur.
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Kliafas and Holt103 measured the streamwise velocity and turbulent kinetic energy at 
four locations within the curved duct section, 0=0°, 0=15°, 0=30° and 0=45°, all 
shown in Figure 6.16. It is useful, in addition to velocity data, to have data on the 
turbulent kinetic energy as it gives a direct method of assessing the accuracy of the k- 
e model rather than via a velocity profile as has been done previously. The 
experimental data is compared to numerical results in Figure 6.21 and Figure 6.22. 
The profiles presented are calculated using the 148835 CV unstructured grid and the 
40x20x120 CV structured mesh. Results for first, second and third order convective 
models are presented for the unstructured grid whereas the results from the structured 
mesh are constrained to just second order convective modelling. Results using the 
other convective models on the structured grid are not presented as they show the 
same patterns as the unstructured results.
Consider the velocity profiles for the unstructured results. Clearly, the second and 
third order models produce more accurate results than the first order convective 
modelling. This differs to previous turbulent results presented in this chapter where 
in general all the convective models tested have been of similar accuracy. The 
obvious difference is that the duct test case is a three-dimensional geometry whilst 
previous test cases have only been two-dimensional. Therefore, it seems likely that
the influence of high order modelling is more significant in predicting three-\
dimensional flows than it is in two-dimensional problems. In general, the results 
calculated using the high order models predict the experimental data well in the core 
of the duct. Nevertheless in the near wall region as in previous test cases 
discrepancies exist that are inevitably caused by the inadequacies of the wall function 
approach. Comparison between the unstructured and structured data shows that the 
discretisation strategy performs equally well on either grid. This is in contrast to the 
laminar test case where differences were more apparent. However closer examination 
of the laminar results reveals that the discrepancies existed in downstream locations 
where experimental data was not measured by Kliafas and Holt103. Without this 
experimental data a meaningful comparison between the two grid types could not be 
made in these locations and therefore is not attempted here.
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Figure 6.21: Normalised Streamwise Velocity Profiles a t Four Longitudinal Locations
The profiles of turbulent kinetic energy presented in Figure 6.22 form a similar 
pattern in terms of their accuracy to the velocity profiles shown in Figure 6.21. 
Again, the first order convective model fails to be as accurate as the higher order 
schemes and the results from the structured and unstructured grids are of comparable 
accuracy. The kinetic energy at the core of the duct is by in large in good agreement 
with Kliafas and Holt’s103 experimental data whilst in the near wall region, as with 
the velocity profiles, there are discrepancies with the experimental data. Again this is 
an inevitable product of using wall functions in this region rather than one of the 
more accurate near wall turbulence models. However as in two dimensions the
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implementation of such models would require the development of specialist grid 
refinement techniques that are not within the scope of this thesis.
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Figure 6.22: Normalised Turbulent Kinetic Energy Profiles at Four Longitudinal Locations
Figure 6.23 shows the streamwise velocity profile at 0=45° calculated using second 
order convective modelling for the three unstructured and structured grids 
respectively. Clearly in both cases a grid independent solution has been achieved and 
therefore the comparisons between different sized structured and unstructured 
meshes made earlier are quite valid. Finally, Figure 6.24a shows the convergence 
history for all six governing equations whilst Figure 6.24b shows a comparison of the 
convergence of the different convective models. The convergence histories shown in
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Figure 6.24a were both calculated using the 148835 CV grid and second order 
convective modelling. Clearly the continuity equation has the slowest convergence 
rate closely followed by the transport equation for turbulent kinetic energy. 
Consequently, it is the continuity equation’s convergence history that is used to 
compare the convergence rates of the different convective models in Figure 6.24b. 
This plot shows, as before, that the convergence rate decreases with the increase in 
order of the convective model because of the more explicit nature of the governing 
equations.
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Figure 6.23: Normalised Streamwise Velocity Profile at 9=45 °as a Function o f  Grid Fineness
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6.5 Conclusions
Three test cases have been used in this chapter to assess the ability of the solution 
algorithm presented in Chapters 3 and 4 at modelling turbulent flow. As was the case 
for laminar flow the calculated solutions show good agreement with the measured 
experimental data. There is less of a discrepancy between the high and low order 
convective models however the high order models overall still prove to be the most 
accurate. The wall function approach in near wall regions of the solution produces 
some inaccuracies however this could be rectified by using a suitable near wall 
turbulence model. Again structured and unstructured results are of comparable 
accuracy and overall the solution algorithm, as was the case with in laminar flow, 
performs well.
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7 Conclusions
The aim of this thesis was to present a numerical method that solved the 
incompressible Navier-Stokes equations on unstructured meshes. A close 
examination of the open literature revealed that whilst numerical methods using 
finite element techniques to solve this problem are widely used, the body of work 
utilising finite volume techniques was less developed. Nevertheless a small amount 
of research had been carried out using finite volume methods, but scope existed to 
add to the ideas already presented and move this field of research forward. An area 
identified here as suitable for further work were those finite volume methods that 
were steady, cell centred and based upon the SIMPLE15 algorithm. On structured 
meshes this form of finite volume method had been shown to be particularly 
effective, when high order upwind convective models formed part of the 
discretisation. However, on unstructured meshes only a second order discretisation of 
the convective term had been achieved. Clearly this presented an obvious area of 
research that should be explored and to that end, here, a convective model has been 
developed that can have first, second, third or a higher order of accuracy. In addition 
previous steady, cell centred, SIMPLE based, finite volume methods had been 
restricted to calculating laminar flows. Here the standard k-s model with wall 
functions has been introduced into the discretisation in order that turbulent flows can 
also be modelled effectively. Finally, it was found that standard methods of solving 
systems of algebraic equations did not allow the numerical algorithm to find 
solutions within a reasonable time frame, and therefore a form of algebraic multigrid 
was developed to alleviate this problem.
It is useful now to discuss the different areas of research presented in this thesis and 
examine how successful they have been at solving the particular problem they were 
designed to address. To begin with consider the area of convective modelling. The 
laminar results presented in Chapter 5 showed clearly that high Reynolds number can
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have a drastic influence on the accuracy of the first order convective modelling 
because of the effect of numerical diffusion. As would be expected the second and 
third order models do not suffer from this difficulty however what is perhaps more 
unexpected is that they produce quite similar results. Table 5.1 shows that third order 
results are in fact more accurate however the difference is not large. As detailed in 
Chapter 5 this can be accounted for in two ways. Firstly the difference between a first 
and second order model will always be larger than the difference between a second 
and third order model because of the nature of the polynomials involved. However in 
addition to this the diffusion term in the momentum equation and the discretisation 
of the continuity equation is only second order accurate and therefore these will play 
a dominant role over the third order accuracy of the convective term. In conclusion 
then whilst a second order accurate convective model shows obvious benefits over 
it’s first order counterpart the benefits of using third order accuracy are not so great. 
Nonetheless the fact that a method for third or higher order discretisation has been 
presented here demonstrates that higher order discretisations are possible on 
unstructured grids despite the lack of line structure within the mesh.
The results from the turbulent test cases presented in Chapter 6 show less significant 
differences between all the convective models. As highlighted in this chapter this can 
be attributed to a number of reasons including the effective lowering of the Reynolds 
number of a given flow because of the addition of artificial viscosity into the 
momentum equations. This in turn obviously lowers the amount of numerical 
diffusion present in a solution and therefore similar results are achieved to those of 
the low Reynolds number laminar test cases. This is particularly apparent in the two- 
dimensional test cases although in three dimensions there is still a discemable 
improvement in accuracy between the first and higher order convective models. 
However, the overall accuracy of the solution is probably more influenced by the 
dominate accuracy level of discretisation within the governing equations, highlighted 
above, and the effectiveness with which the k-e models the characteristics of 
turbulent flow. Inaccuracy in the turbulent model is clearly shown in the near wall 
regions in all the turbulent test cases and for all the convective models. As is well 
known wall functions are not the ideal solution to near wall turbulence but it is 
beyond the scope of this thesis to either develop a new model to solve this problem
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or test the multitude of existing turbulence models that may offer a solution. 
However, a framework has been put in place that will allow a large majority of time 
averaged based turbulence models to be used, with little alteration to either the 
solution algorithm or the discretisation strategy, and therefore it is envisaged that 
more accurate turbulence modelling could be achieved.
Comparisons of accuracy, in Chapters 5 and 6, were not only drawn between the 
different convective models, but also between solutions calculated on structured and 
unstructured grids. This is an important comparison to make as the relative 
inaccuracy of some unstructured algorithms in comparison to their structured 
counterparts, has contributed to unstructured methods not being widely adopted, 
despite their obvious advantages. The results shown here demonstrate that 
comparable accuracy between structured and unstructured algorithms can be 
achieved if an appropriate discretisation is adopted. The key to achieving this is 
dealing successfully with the non-orthogonal nature of an unstructured grid. This 
causes extra terms to form part of the discretisation of the governing equations. 
Clearly, the evaluation of gradients in the convective term is one example of this that 
has been handled successfully here through the use of a least square formulation. 
However other terms such as the non-orthogonal part of the diffusion term have not 
been analysed to ascertain whether the discretisation used here is sufficiently 
accurate. Consequently it is likely that further improvements in accuracy of 
unstructured calculations can be made as more analysis of different discretisations 
takes place.
Finally, consider the application of algebraic multigrid to unstructured meshes 
presented in Chapter 4. This idea was developed because standard methods of 
solving large systems of algebraic equations, such as Gauss-Seidel iteration, proved 
to be too slow when applied to the pressure correction equation. Clearly the results 
shown in Chapter 4 and subsequent chapters demonstrate that this scheme is a great 
success and forms an invaluable part of the overall solution algorithm. The scheme 
does have one drawback though and that is the amount of data that it is necessary to 
store for the algorithm to work efficiently. The data takes two forms, topological 
information about the succession of grids that the algorithm relies upon, and solution 
data calculated on those grids. The time constraints placed upon the research
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presented here limited the amount of effort that could be expended on optimising 
data storage. Therefore further work would undoubtedly yield a more efficient data 
storage scheme and thereby lessen the impact the use of the multigrid scheme has on 
the overall memory requirements of the solution algorithm. However, this 
improvement would not alter the fundamental principles of the scheme that are 
presented here.
In conclusion then, three main areas have been identified where the work presented 
here, has added significantly to the body of knowledge relating to solving the 
incompressible Navier-Stokes equations on unstructured meshes. These were the use 
of high order convective modelling, the development of an algebraic multigrid 
scheme and the inclusion of a turbulence model within the solution algorithm. 
Clearly, only a limited number of test cases have been used to assess the accuracy of 
the solution algorithm and therefore the first area of future work should be to use the 
model on a wider variety of test cases. These should include fluid dynamics 
problems from all areas of engineering as one of the principle reasons for developing 
algorithms on unstructured meshes is their ability to be applied to a wide variety of 
problems and therefore this should be tested. Also, testing the model on a broad 
range of problems should allow the conclusions of this thesis to be confirmed and 
possibly highlight other advantages and disadvantages that are inherent to the 
algorithm presented here. After an extensive period of testing it should also be 
possible to develop the algorithm further. Improving the efficiency of the multigrid 
data storage is one possible development area as is investigating fully the accuracy of 
the discretisation of other terms in the governing equations, as was done for the 
convective term here. Also, the area of turbulence modelling could be significantly 
improved. Whilst the k-e turbulence model has undoubtedly become the workhorse 
of turbulent flow calculations it is by no means perfect. New turbulence models are 
being developed all the time and inevitably these will provide greater levels of 
accuracy and therefore should be included within solution algorithms.
Considering now a slightly broader, picture the algorithm developed here is part of a 
family of methods that at some point should be compared. There is the obvious 
comparison to be made between finite volume and finite element methods but even 
within the limits of finite volume based schemes there is scope for comparison.
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Hopefully this would lead to a greater understanding of the merits of the different 
schemes and possibly help to form a generic unstructured method that will become a 
standard for the solution of the incompressible Navier-Stokes equations. Outside of 
the actual solution algorithms there is also plenty of scope for further work on mesh 
generation, whether it be coupling the solution algorithm and the mesh generation 
process through adaptive refinement, or working on hybrid meshes that combine the 
best elements of structured and unstructured grids. Finally solution algorithms of all 
types are beginning to form part of integrated engineering design methods utilising 
inverse design and optimisation ideas. This type of CFD is really in it’s infancy and 
there are many areas within this field which work as not even begun. However 
accurate, geometrically flexible solution algorithms underpin this research and hence 
the relevance of the work carried out here.
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APPENDIX A
Vector Identities
(axb)xc = (a.c )b-(b.c)a ( A.1)
V x V ^= 0  ( A.2 )
V.(VxF)=0 ( A .3)
) = ^ !V J  + F.V tj> ( A.4)
Vx(^SF) = 0VxF + (V^)xF (A.5)
V x (F x G) = (G.V)F -  (F.V)G+ F(V.G) -  G(VF) ( A.6 )
V.(FxG) = G.(VxF)-F .(V xG) (A.7)
V(FG) = F x (V x G)+ G x (V x F )+ (F.V)G + (G.V)F ( A.8 )
(1 'N
(F.V)F = (V x F)x F + V - F 2 ( A.9 )
)
V2F = V (V J)- V x (V x F) ( A. 10 )
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APPENDIX B
The Divergence Theorem
Let the region V be bounded by a simple closed surface S with unit outward normal 
n. Then
Jfjujs = Jv jy K  / B 1 )
S V
In suffix notation, and using the summation convention, this takes the form
\ F‘n>dS = \ ^ dV (B-2 )
S V j
There are many identities which may be derived from the divergence theorem. The 
identity
Jfin dS= \V 4dV  ( B 3 )
S V
is particularly valuable, and may be written
\4njd S = \ ^ - d v  (B.4)
S V j
The following are immediate consequences
l F‘nidS = \ ^ dV (B-5)
S V j
^TytijdS = Q - d V  (B.6)
S V j
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\u lVjn]d S = \-^ -{u ,v I)dV
y j
Other identities derivable from the divergence theorem include
jFxiuiS = -JVxF</F
S V
Jn N(fdS = \ v 2(fdV
( B.7 )
( B.8) 
( B.9 )
( B.10 )
( B . l l )
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