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1. INTRODUCTION 
A classical problem in complex analysis consists in finding the distance 
of a functionfe L” on the unit circle U to H”, the space of functions which 
extend to a bounded holomorphic function in the unit disk D. It is closely 
related to some other questions, such as the Pick-Nevanlinna problem of 
minimizing the supremum norm over the set of bounded holomorphic 
functions in D, subject to a finite or infinite set of interpolation conditions 
[S-lo] or the problem of seeking the largest circular domain of a positive 
harmonic function whose first Taylor coefficients are given [2]. 
The problem has a remarkable variety of applications, especially in 
systems engineering. Recent heightening of theoretical interest was brought 
about by results of Adamyan, Arov, and Krejn [l] on an equivalent 
problem in operator theory. Nowadays a series of related interpolation and 
approximation problems can be handled by several alternative mathemati- 
cal approaches in a unified treatment (problems with matrix-valued 
functions included, cf. [7, 141, introduction, for instance). 
Much less is known about a far-reaching generalization of the above 
problem, which was brought into discussion in the recent paper [6] by 
J. W. Helton and R. E. Howe (Unfortunately, this paper is not available to 
me at present, therefore I refer to [S]). The authors study the following 
optimization problem: Given a function F T x CN + Iw, find 
inf sup F( t, w(t)), 
WEE tt~ 
(1.1) 
where E= (H” n C)” denotes the space of all continuous cCN-valued func- 
tions on U with holomorphic continuation into D. Assuming the existence 
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of a continuous optimum w0 for (1.1) they show that in effect this solution 
can be characterized by two properties: 
(1) I;(& V!+)(t)) =const, (1.2) 
(2) windg(., W0(.))=k31 
(N= 1, wind denotes the winding number about the origin of a complex- 
valued nonvanishing function on U). Under the assumptions t 
F( 2, f(t)) = 0 and F(l, w) > 0 for w  #f(t), it makes sense to consider (1.1) 
as a generalized distance of the function f to E, where E = H” is of 
particular interest. 
In the present paper we propose a new approach for determining (1.1) 
(with N= 1 and E = H”), which is based on recent results about 
parameter-depending boundary value problems [ 13 1. This method gives 
not only the characterization (1.2), (1.3) but also the existence and unique- 
ness of a continuous optimum w0 under some quite general assumptions on 
the distance function F. Note that w0 is the optimum over the whole space 
H” and not only over H” n C. Moreover, we prove Helton’s conjecture 
[S, p. 3621 that k = 1 in (1.3) for generic functions 6;. 
2. BOUNDARY VALUE PROBLEMS OF RIEMANN-HILBERT TYPE 
We begin by sketching some ideas concerning a class of nonlinear 
boundary value problems of complex analysis. Let (M,} fE 71 denote a 
family of curves in the complex plane. We introduce the set ‘9X of all 
manifolds 
M:= u {t}xM,cUx@ es1 
ra-r 
subject to the following hypotheses. 
(i) For each t E U the curve M, is homeomorphic to T. 
(ii) The manifold A4 is a C’submanifold of T x @. 
(iii) M is transversal to each plane {f} x @ (t E U). 
For given ME 9X, the following boundary value problem is considered: 
Find all functions w  = u + iv E H” n C holomorphic in the unit disk D 
which satisfy the boundary relation 
w(t) E M,, VtET. (2.2) 
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Problems of this type are frequently called Riemann-Hilbert problems 
(RHP). In this paper we only deal with problems pertaining to dosed 
curves M,. Another class of problems addresses open curves M,. 
The list of references concerning RHP’s for closed curves M, is com- 
parably small (an exception is, of course, the problem of conformal map- 
ping involved in this case). Above all a paper by A. I. %rirel’man [ll] must 
be mentioned. Snirel’man describes the solution set under the additional 
assumption that 0 E int M,, \dt E T. Further generalizations are due to M. A, 
Efendiev [3,4]. In [12], the author proved existence results by means of 
Leray-Schauder techniques and discussed the influence of the condition 
0 E int M,. Furthermore, in [ 131, a connection between RHP’s and a class 
of extremal problems was pointed out. 
Before summarizing relevant results, some notations must be introduced. 
We denote the bounded and the unbounded component of e\M, by int M, 
and ext M,, respectively. A similar definition is made for int M and ext M. 
Further, for each E > 0, let 
int_,M,:=intM,n(wEa=:dist(w,M,)>&). 
For EE iw we put 
int,M:= u (t}xint,M,. 
telr 
If M,,E!IR and E>O then 
U,(M,):={M~~:int_,M,cintMcint,M,~. 
The local base (U,(M,)},,, of neighborhoods of M0 makes ‘9JI become a 
Hausdorff space. 
We define the trace trf of a function f~ C(T) by 
trf:= u (t}x{f(t)}cTxG. 
fET 
Note that every function w  E H” A C is uniquely determined in D by its 
trace through the Poisson integral formula. The boundary condition (2.2) 
can now be written in the form 
trwcM. (2.3) 
For any solution WE H” n C of the RHP (2.3) we define the winding 
number 
wind, w  := wind(w - m) (2.4) 
BOUNDARYVALUEPROBLEMS 325 
of w  with respect to M. Here m E C(U) is an arbitrary continuous f~~ct~~~ 
with tr m c int 44. The “wind” on the right of (2.4) refers to the usual 
winding number about the origin. The solution set IV(M) c 
of (2.3) splits into the classes 
IVJM) := {w E W(M) : wind, w  = k), k E z. 
If no confusion is possible, we sometimes write Wand Wk instead of W( 
and W,(M), respectively. 
With regard to the solvability of the RHP, the following de~nitio~ is 
given: The manifold ME ‘%I is called regularly (holomorphically) traceable 
if there exists a function wO E H” n C with 
tr wO c int M. (2.5) 
The manifold A4 E %JI is said to be singularly (holomorphically) traceable if 
it is not regularly traceable but there exists a wO E 27” n C with 
tr wO c clos int M 
(~10s denotes the closure of a set). 
If ME ‘!I8 is neither regularly nor singularly traceable, we call it non- 
traceable. 
Finally we define 
A(M) := (w EHrn :w(t)~closintM,a.e.onU}. 
Sometimes the notation A(M) is simply replaced by A. 
After these preparations relevant results of [12, 131 concerning the 
solvability of the considered RHP can be summarized. The sign # denotes 
cardinality. 
THEOREM 1. For every ME YJI the following assertions hold 
(i) M is regularly traceable 
o3k>O: # W,>O 
eVk20: #W,>o 
s+#A>l 
=>Vk<O: # W,=O. 
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(ii) M is singularly traceable 
o3k,<O: # W,,>O 
-#A=1 
*A = Wko= {wo}, wO~HmnC 
+Qk#k,: # W,=O. 
(iii) M is nontraceable 
oQkEZ: # W,=O 
o #A=O. 
The theorem suggests a finer decomposition of ‘$3. For each k E Z + we 
define 
%Rm, := (M~l);n: # W-,(M)>O} 
and put 
YJlm := {MdJl: # W(M)=O}. 
Thus the class of singularly traceable M is split into several subclasses. 
Our first lemma concerns the stability of the relation ME ‘9X,, under 
small perturbations of M. 
LEMMA 1. !I& is an open subset of 9JI. 
ProoJ Let M0 E YJI,, w,, E H” n C, tr w0 c int MO. Then we have 
E := 5: dist(w,(t), M,,) > 0. 
Therefore, for each ME U,(M,), it follows that tr w0 c int M, i.e., 
ME!&,. 1 
Our next intention is to examine how the membership of M to the 
classes ‘3& is changed by elementary transformations of M. As a shorthand 
we introduce the notation (f, gg C’(U)) 
fM+g:= {(t, w)ETxC: [-(t)]-‘(w-g(t))EM,}. 




windr,+,(fw + g) = wind, w  + windf: 
LEMMA 2. Let 1 d k -C co. Then the following implications hold 
(i) MEYJ&*~MEYJI 0, 
(ii) ME~~*~M~~JI~,. 
ProoJ: Let w. E H” n C be a given function an ut WI(Z) := zw,(z). 
Then we have 
tr w. c int M * tr wr c int(tM), (2.7) 
tr w. c M, wind, w. = -k =z- tr w1 c 04, wind,, wr = -k + 1. (2.8) 
Assertion (i) follows from (2.7); assertion (ii) can easily be derived from 
(2.8) and from Theorem l(ii). 1 
LEMMA 3. Suppose ME mk (1 < k < CD ), W-,(M) = {w. ). Then 
(i) wo(0)=Qot~‘M~9JZnk+l, 
(ii) wo(Q)#Ootr1M~9Jlm. 
PVOOJ: (1) If t-‘M$rna, careful use of Lemma 2 yields 1- 1 
kfl. Consequently, either t ~ ‘A4 E %IIk + r 
(2) If w,(O) = 0, the function w1 defi 
satisfies w1 E W-kpl(t-lM), whence t-IA4 
(3) Let w,(O) #Q and assume t-‘&f 
( w1 >. The function 6, defined by Go(z) : 
s GO(0)=O. Hence W-,(M) contains at least two elements 
ut this is impossible due to Theorem I(n). ~onseq~e~tly~ we have 
We are now going to investigate problems depending on a real 
parameter. For this end we consider a family (MA],, ic,;r:i of curves w~~~~ 
satisfy the following conditions 
(ii) 0<1<~<co~0M~,cintM,, (2.9) 
(iii) The mapping R + --f ‘9X, 1 I--, M, is continuous. 
In [ 131 existence and dependence on 1. of solutions to t 
RHP’s tr w  c M, were examined. Since each M, belongs to exactly one 
cfass %R, it is a natural question to ask in which way the index k GUI 
change if 3, varies. 
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LEMMA 4. If MA E 9X, then there exists an E > 0 such that M, E !lJ&, for 
all ,u > L - E. 
ProoJ The assertion immediately follows from Lemma 1 and the above 
hypotheses (ii) and (iii). 1 
LEMMA 5. Suppose A4, E!J& with 1 Q k< co. Then 
(i) ~A<<=-M~E!JJI~ 
(ii) ~A>A*M~E%X~. 
Proofi Since MAE!&, 0 <k < co, the set A(M,) contains exactly one 
element w0 E H” n C. This function satisfies tr w0 c M,(cf. Theorem l(ii)). 
The assumption (ii) leads to tr w0 c int M, if p> 1; for that reason asser- 
tion (ii) holds. On the other hand, A(M,) is a subset of A(M,) for ,u<A 
and can contain at most the function we. But this is impossible because of 
(2.9), since tr w0 c M,. Thus we have #A, = 0 and assertion (i) follows 
from Theorem l(iii). 1 
The next, much deeper, result is, in a sense, a conversion of Lemma 5. 
LEMMA 6. Zf MA, ~1Mz, and MI,~‘%R,, then there exist exactly one 1, 
with A1 < 2, < 1, and exactly one k,, > 0 such that the following implications 
hold: 
Proof We put A., :=inf{l : M,E~J&}. Then, by Lemma 4, Mn,~ !I& 
(1 < k < co). Lemma 5 implies M, E W, if A< 1, while Lemma 4 gives 
M, E %I’&, if A > A,. Now the assertion follows from the proof of Theorem 3 
in [13]. 1 
3. GENERALIZED BEST APPROXIMATION BY HOLOMORPHIC FUNCTIONS 
In this section the above results will be applied to prove existence and 
uniqueness of the generalized best approximation off in H”. This means 
that we seek a w0 E H” satisfying 
dAf, wd = dAf, H”) := w$;m ML w) 
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with 
dF(f, w) := ess sup F(t, w(t)). 
rat- 
We suppose that the distance function F satisfies the following assump- 
tions: 
FEC(TX@), (3.11 
FE C’((T x c)\trf), (3.2) 
F(t, f(t)) = 0, V’tEU, (3.3) 
F(t, w)>O, V(t, w) E (T x C)\trS, (3.4) 
(3.5) 
VCER, x,ER:tET, /w/>CG,*F(t,w)>C. (3.6) 
First of all we fix the function f and denote the class of all P satis~~~~~ 
(3.1)-(3.6) by 3. For FE~$ let 
M~:=((t,w)EuX~:F(t,w)=~~}. 
By introducing the system { V/,(Fo)),,, of neighborhoods 
V-Jr;,) := (FE 3 : M;E U,(A@), VA. E (0, CD)] 
of F. E 5, the set 5 becomes a Hausdorff space. Note that the rnap~i~~s 
@,:ij-+%R, Ft-+ (3.7) 
are continuous. 
The classical distance function 
F(t, w) := lw -f(t)/ 
belongs to 5 iffE C’(T). 
To avoid trivialities, in the sequel it will be assumed that f$ H”. 
LEMMA 7. If f $ If” then dF(f, H”) > 0 for each FE 3. 
ProoJ: From the assumptions on F one can easily deduce 
VtEU, Vs>O, 36>0: F(t, w)<6* lw-f(t)1 <E. (3.8) 
The existence of a sequence (wn} cfP with dF(f, w,)-+O gives that. 
v’6>0, 32,EZ + : n 3 n, 3 ess sup F(t, w,(t)) -=z 6. 
re?T 
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From (3.8), (3.9), and the compactness of U we get that 
V&>O, 3noE~+:n~n~~/IW,-fIILm(a)<E, 
i.e., the convergence of w, to f in L”(U). But this is only possible if 
j”eH”. [ 
The next theorem shows the existence and the uniqueness of the best 
approximation. Moreover, it characterizes the nearest function w,, E H” 
toJ: 
THEOREM 2. For each FE 5 the following assertions hold: 
(i) There exists a unique function WOE H” satisfying 
ML w) = d&i H”). (3.10) 
(ii) A function w0 E H” is the best approximation for f (in the sense of 
(3.10)) if and onZy if 
w,EHmnC, (3.11) 
wind(w,-f)=: -k,<O, (3.12) 
F(t, wO( t)) = const. (3.13) 
Remark 1. Relation (3.11) can be replaced by w0 E H” n Wj 
(1 <p < co), Wj being the Sobolev space on U. 
Remark 2. The equations (3.12) and (3.13) coincide with the charac- 
terization of the best approximation given by Helton and Howe, because 
wind(w, -f) = -wind g ( ., wO). 
ProoJ (1) Lemma 7 implies that M~EYJI, if I<d :=d& H”). 
(2) For A>suprET F(t,O) we have trO=Tx(O)cintM~, hence 
Mfe mm,. 
(3) Lemma 6 in conjunction with the first two steps ensures the 
existence of A,, and k, > 0 with 
M,FE%J& if A<&, 
MS mco if A=&, 
MfiFE m, if A>&. 
From Theorem 1 it follows that d = A,,. Obviously, the only function w0 in 
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AA, is the unique solution of the approximation problem. Theorem l(n) 
gives (3.11))(3.13). 
(4) Conversely, let the function w0 fulfill (3.11) (3.13 ). 
1 
A0 := F(t, w,(t)), the function w. is a solution of the RHP tr w  c MfO 
from (3.13) one sees that WOE W-,,(MfO). Therefore we have ML 
with k, > 1. Lemma 5 gives MfE 11J1, for A > A0 a d MpmJS, for /2<1”,, 
Consequently w. is the best approximation oft 
Our final concern is the influence of small perturbations to the best 
approximation. We first think off as being fixed and only of the distance 
function F as being subject to small variations. 
For given FE iJ we denote by wF the solution of the a~~rox~rn~tio~ 
problem. The set iJ is decomposed into the classes 
gk := (FE 5 : wind(w,-f) = -k), k = I, 2, . . . 
A conjecture raised by Helton [S, p. 3621 states that generic F shoul 
belong to sl. The next theorem (and Theorem 4) confirms this expectation 
(for functions F in 5). 
THEOREM 3. The set g1 is an open dense subset of 5. 
Proo$ (I) Suppose F. E sl, i.e., 
where d, := dFo(f, H”). From Lemma 2 we infer that t&f: E 
Lemma 4 one can now conclude the existence of a positive nu 
that 
tA4y-,mn,. 
The continuity of the maps (3.7) along with Lemma I guarantees t 
existence of 6 > 0 such that tM~o-, E Y.R, for each FE V,(Fo). Hence, 
FE VdFoh A3do-s&f~~ (3.15) 
By reducing 6, if necessary, one can achieve that 
FE V,(F,)*M~oP,cint “5;. (3.16) 
Combining of (3.14) and (3.16) gives 
FE V,(Fo;,)=~~o-,~Wm, 
and this implies 
FE V,(F,,) + I, := dF(A H”) > do-&. 
640.‘61/3-6 
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Therefore (3.15) applies for ;1= A,. The result is that 
FE V,(F,) + tM$!&,. (3.17) 
On the other hand, we have M;F E !I& with 1 G k = k(F) < cc and therefore 
Lemma 2 leads to 
FE V8(Fo)=aM;@J$-1. (3.18) 
Comparing (3.17) and (3.18) we find k= 1, hence M&E!JJI~, and thus 
V,(F,,) c $Ji, i.e., g1 is an open subset of 5. 
(2) It remains to prove that $jl is dense in 5. For this end let F. E fj 
be a function which is not in gl. Then F,E Sk, with 2 <kc co. Put 
do := d& H”). 
We choose a real-valued function y: iw, -+ [w, u (0) satisfying the 
relations 
UEC”, 0 <q(x) < 1, VXER+, 
rb)=O, v’x E (0,4l/2h r(x) = 1, vx E (do, co). 
If the positive number E is sufficiently small then the function F, defined by 
F,(t, w) :=F,(t, w-q(Fo(t, w-c’)) t-‘) 
belongs to 3; moreover FE E V,(F,). Note that 
Mio = Mzo +&t-l, (3.19) 
with the abbreviation M>,, = Mz;, E 3 0. 
From Lemma 2 we obtain 
Mzo E YJ&, tM;,, E !JJL- 1, . . . . tkMio E YJI,. (3.20) 
In particular, the relation 
tM+IX-, (3.21) 
(with k- 1 3 1) shows that the RHP tr w  c tMzo has a unique solution wO. 
An application of Lemma 3 to M := tMzo gives w,(O) = 0. Relation (3.19) 
implies that w  E := w0 + E is the only solution of the RHP tr w  c tM”,,. Since 
w,(O) = E # 0, we have M”d, E !I&,, (see Lemma 3 again). This yields 
4 := d&i H” I> do, 
which together with (3.21) and Lemma 5 implies 
(3.22) 
tlcq& E m,. (3.23) 
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By definition (3.22) we have wd, E %Nn (1 < 12 < co), and by Lemma 2 it 
follows that till”, E IrJz, _ 1. Comparing this with (3.23) one obtains n = 1, 
i.e., F8 E ijl for each E > 0. 1 
In connection with certain applications a slightly modified concept of 
perturbation is suggested. We fix a distance function F satisfying the condi- 
tions (3.1)-(3.6) with respect to f= 0 and define the distance d(f; N”) of 
an arbitrary functionfe CL(T) to H” by 
d(f, H”) := $I$ ess sup F(t, w(t) -f(t)). 
fET 
The best approximation off in this sense is denoted by wP We introduce 
the subclasses E.k of C’(U) by 
6, := {fe C’(U)\P: wind(M;i--f) = -k). 
In addition, we put (5, = H” f7 Cl. This produces the decomposition 
Cl(U) = &, u Cs, u (X5, u ._ Again only the class &I is generic: 
THEOREM 4. 6X;, is an open dense subset of C’(U). 
ProoJ (1) As can easily be checked, for f. E C’(U)\&:, there exists an 
E > 0, such that d(f, H”) > 6 > 0 provided that )I f -fOli cI < a. Therefore a 
perturbation off0 can be interpreted as variation of the distance function 
F for fixed fo. This problem was already considered above. 
(2) For foe6.o we define fJr) :=fo(t) + at-’ and show that f,~ 
for each cc EC\ (0). Let 
M~:={(t,w)E~X~:F(t,w-fo(t)-~at-')=~:). 
The functions w  a := tf, + a extend holomorpbically into D an satisfy 
w,(t) E int t&f;. Therefore 
tM,qE%, Qri>O. (3.24) 
Since f, (with a # 0) does not belong to H” we have .a, := d(f,, 
By the definition of A,, one gets M;= E !& (1~ k < cc ) and taking into 
account (3.24) we conclude from Lemma 2 that MzX E ‘9X,. This means 
fxE& I 
Remark. In a similar manner the implication 
k#L f~%c, aE@\{0~9f+c.K'E~:I 
can be proved. 
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