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Flow-induced vibrations (FIV) of single square column, two side-by-side square columns
and semi-submersible offshore floater are studied numerically by using the Petrov-
Galerkin finite element method and Arbitrary Lagrangian-Eulerian technique. This
work is mainly concerned on the analyses of wake flow fields, force dynamics and vi-
bration characteristics of these configurations in order to understand the fundamental
FIV behavior of offshore semi-submersible structures in deep-water ocean fields. To
begin with, freely vibrating single square column with 2 degree-of-freedoms (2-DoF)
motion in both streamwise and transverse directions is studied and verified with ex-
isting experimental and previous numerical data at low Reynolds number (𝑅𝑒 ≤ 200).
We next investigate the effects of four different non-dimensional fluid-structure pa-
rameters on freely vibrating single square column namely, Reynolds number (𝑅𝑒),
mass ratio (𝑚*), reduced velocity (𝑈𝑟) and damping coefficient (𝜁). The single col-
umn experiences either vortex-induced vibration (VIV), galloping or the combinations
according to the Reynolds number and the range of reduced velocity. The mass ratio
has prominent effects on both VIV and galloping modes of freely vibrating square
column and the vibration amplitudes decrease drastically when the damping coeffi-
cient is more than 1%. Next, the configuration of two side-by-side square columns in
both stationary and vibrating conditions is investigated. This configuration can be
considered as a half symmetrical part of the semi-submersible platform which usu-
ally consists of four square columns with pontoons. As a function of gap ratio (𝑔*)
defined as the ratio of spacing between the inner column surfaces to the diameter of
the column, we observe four flow regimes which compare qualitatively with existing
experimental data at moderate Reynolds number. We next investigate this configura-
tion in 2-DoF vibrating condition, whereby the two square columns are tied together
and mounted elastically as the single rigid body with a fixed relative position between
them. The effects of reduced velocity on the force variation, the vibration amplitudes
and the vorticity contours are analyzed systematically to understand the underlying
FIV physics of the side-by-side configuration in the four flow regimes. Finally, we
demonstrate a 3-D FIV study of the semi-submersible model in a deep-draft condi-
tion at subcritical Reynolds number 𝑅𝑒 = 20, 000 and verify the numerical results
with experimental data of different reduced velocities. The transverse amplitude and
the Strouhal number compare reasonably well with the model test conduced in the
ocean basin at zero current incidence.
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As the oil and gas fields are explored in deeper water depth, floating offshore struc-
tures have been invented and their installations are deployed worldwide to replace
traditional fixed jacket platform. According to [1], more than 120 semi-submersibles,
25 Tension-Leg Platforms (TLP) and 17 Spars are in service worldwide, most of them
are located in the deepwater fields of Gulf of Mexico, North Sea, Brazil, and West
Africa. Figure 1-1 shows several types of offshore platforms for a range of water
depths. Jack-up drilling rigs have relatively simple design and are stationed on the
seabed by using legs and typically used in relatively shallow water depths up to 120
meters. TLPs are tethered to the seabed to minimize vertical movement and used in
water depths up to about 2,000 meters. Spar platforms are similar with TLPs with
respect to station-keeping. In comparison, the conventional TLP has vertical tension
tethers, but spar platforms are moored to seabed by mooring lines and have a verti-
cal cylindrical hull structure. In the current market condition, one of most popular
oil/gas platforms in offshore industry is semi-submersible floating structure. They are
designed with good stability and station-keeping characteristics. Semi-submersible is
an attractive design with respect to large payload capacity, limited sensitivity to water
depth, and the ability to relocate after the field discontinuation. This thesis focuses
on this particular type of semi-submersible platform for the numerical assessment.
Deep-water regions typically pose challenges due to very harsh environmental
condition as compared to shallow water. The combination of wind, waves and current
15
strongly affects the load and motion characteristics of floating structures. Coupled
fluid-structure interactions of offshore structures with environment are complex in
nature, which demand a huge amount of research effort. In particular, the stability
of floating structure is one of the key concern in harsh environment in terms of
safety and operational cost. Usually mooring lines, tendons and tethers are used
to restrain floating platforms in harsh environmental conditions. Compared to fixed
platforms, a floating platform has six degree-of-freedoms and flow-induced vibrations
significantly affect the coupled dynamics and stability of the platform. The coupled
motion strongly impacts on the fatigue of both risers and mooring lines and makes on-
board conditions unsustainable for the on-board staff and engineers. The importance
of flow-induced vibration has been widely recognized in entire offshore industry as well
as among academic researchers. Significant efforts have been made on this topic to
properly design can control a floating structure in the past 30 years. Numerous studies
and researches have been devoted to explain the observed phenomena and to establish
and refine appropriate models and predictive techniques. This thesis is confined
to a sub-class of offshore structures (i.e., semi-submersible floater) undergoing flow-
induced vibration.
1.1 Background
During the design and operation of these floating structures, vortex-induced motion
(VIM) recently emerged as an important issue in offshore and ocean engineering.
VIM of a floater is resulted from the excitation forces by vortex shedding on the
hull of a bluff body, causing response near the resonant period of any of the six
degrees-of-freedom motions. The phenomenon of VIM is similar to vortex-induced
vibration (VIV) in principle, but due to the much longer natural periods of the system,
the vortex-induced oscillations of floating structures are more commonly referred to
as VIM. Such vortex-induced oscillations can occur on any bluff body exposed to
ocean current flow, such as spars, TLPs, semi-submersibles and buoys, provided the





Figure 1-1: Classification of offshore platforms (a) Jack-up drilling rig (b) Spar plat-
form (c) Tension-leg platform (d) Semi-submersible (e) Summary of different types of
offshore platforms according to the feasibilities of water depth (Courtesy: Internet).
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body. In the so-called lock-in scenario, the structural frequency takes over the vortex
wake frequency and there is continuous energy transfer from the ocean current to the
immersed structure. The self-excited oscillations associated with the lock-in or vortex
synchronization causes a large amplitude motion of the structure. In particular, self-
excited oscillation of multi-columns floater is a much more complex phenomenon than
cylindrical structure, such as spars and mono-columns, as a consequence of the wake
interactions of vortices shed from multiple columns.
A generic shape of the semi-submersible platform is composed of submerged pon-
toons and vertical columns. The submerged pontoons and topside deck structure
are connected by vertical columns at a water-plane area. These features of the semi-
submersible provide smaller exciting forces and longer natural period of vertical mode
motions. In addition, the semi-submersible platform has less sensitivity to the direc-
tion of environmental loads due to winds, waves and currents than ship shaped FPSOs
(Floating Production, Storage and Offloading). Due to such favourable global per-
formance which is essential for deep-water operations of floating platforms, there are
now a few hundreds of semi-submersibles operating as mobile offshore drilling units
and deep-water production platforms. As the applied water depth becomes deeper
and deeper, new concepts of semi-submersibles such as ones with deeper drafts and
non-uniform pontoon shapes which were devised to meet higher standards of design
requirements. One of deep-water semi-submersible design trend is to increase draft
and add large damping plate to enhance vertical motion performance so that the use
of dry tree can be a practical solution of deep-water semi-submersibles. As discussed
earlier, the advantages of semi-submersibles are summarized in [2] namely: less ini-
tial investment, wide range of applicable water depths, better performance of stability
and capacious deck area. The deep-draft semi-submersible in this thesis has further
advantage of decreasing heave motion and it can reach around 40 m below sea surface
[3].
Although there exists several semi-empirical and computational research works
on non-linear effects on deep-water and arctic platforms and structures, a consis-
tent approach with reference to industry practice and design codes has been lacking.
18
Through fully-coupled Navier-Stokes simulations, this thesis addresses the important
problems encountered in the modelling of wake interference and flow-induced vibra-
tions in deep-water floating structures. Accurate and reliable prediction of vortex-
induced motion has proved to be challenging at high Reynolds number flows, owing
to non-linear fluid forces and feedback between the structure and the fluid flow. In
the case of multi-column floater, the vortex shedding occurs from each column and
thus the wake interference, different for each current incidence (platform heading),
characterizes the VIM of the unit. There is significant interactions between the flows
around the different columns, whereas the motions of the different columns are cou-
pled. In this thesis, we consider all these non-linear dynamical interactions associated
with the platform motion, the vortex shedding and the wake interference effects.
1.2 Literature Review
In this thesis, the literature review includes two parts focusing on fluid-structure inter-
actions of simple geometry of square columns and complex realistic semi-submersible
model.
1.2.1 Free Vibrations of Square Columns
Structures submerged in flow stream experience fluid forces and they can undergo
flow-induced vibration in certain conditions [4]. Usually a bluff body immersed in
flow stream, refereed to square shaped cross-section columns in this thesis, under-
goes the combination of both vortex resonance and galloping. These two specific
phenomena are fundamentally and technologically important and were observed in
experiments of freely vibrating square cylinder in a wind tunnel conducted by Bear-
man et al. [5]. An experimental study on the FIV of a square cylinder in water flow
at a low mass ratio (cylinder mass to displaced fluid mass) of 2.4 for two different
incidence angles was carried by [6], whereby both VIV and galloping phenomena were
observed. When the natural frequency coincides with the vortex shedding frequency,
the immersed structure experiences lock-in phenomenon. In numerical study [7, 8],
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beating phenomenon was observed in the time history of displacements where the
maximum vibration amplitude occurs at the peak of the lock-in region. A numerical
study for a galloping of single square column at low Reynolds numbers was studied in
[9] and found that galloping would happen for the Reynolds number larger than 140
and the amplitude decreases abruptly for decreasing values of the mass ratio close
to 3. Recently, [10] investigated freely vibrating sharp and rounded square cylinders
with the aid of fully implicit combined field (FICF) scheme using Petrov-Galerkin
finite-element and semi-discrete time stepping. The rounded cylinders underwent
vortex-induced motion alone whereas motion of the basic square was vortex-induced
vibration at low 𝑅𝑒 and galloping at high 𝑅𝑒. The flow has been found to be periodic
for vortex-induced motion and quasi-periodic for galloping. For the square cylinder,
the components of response were the lower branch, desynchronization and galloping.
Removal of the sharp corners of square cylinder drastically altered the flow and vi-
bration characteristics. The lower branch and desynchronization characterized the
response of rounded cylinders [10].
Besides the investigations of single square column, there have been some studies
on two side-by-side square columns in stationary condition. Kolar et al. [11] studied
the characteristics of turbulent flow pass two side-by-side identical square cylinders
(𝑔* = 2) at Reynolds number around 23,100 through a two-component laser-Doppler
velocity-meter system. A symmetric wake flow about the central line has been ob-
served. The Strouhal number was higher than the single square column counterpart.
However, the work was done with high blockage, which resulted strong blockage ef-
fects on the vortex dynamics. Yen et al. [12] conducted experiments in an open-loop
wind tunnel by using the smoke-wire scheme for the flow patterns, and studied the
surface pressure and vortex-shedding frequency using a pressure transducer and a
hot-wire anemometer. In this study, the Reynolds number 𝑅𝑒 and the gap ratio 𝑔*
were 2, 262 < 𝑅𝑒 < 28, 000 and 0.6 ≤ 𝑔* ≤ 12, respectively. The flow dynamics
were classified into three regimes as single mode, gap-flow mode and couple vortex-
shedding mode. The maximum values of drag coefficient and Strouhal number were
found in the single-mode regime, while the minimum drag coefficient and Strouhal
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number have been observed in the gap-flow mode. The authors in [13] and [14] con-
ducted a comprehensive experimental campaign to characterize the wake dynamics
of two side-by-side square columns at the Reynolds number about 47,000 for the
gap ratio 0 ≤ 𝑔* ≤ 5.0. Instead of the three regimes reported in [12], the authors
[14] identified four flow regimes, where the gap flow mode has been divided into two
regimes. In the range 𝑔* = 0.3 − 1.2, the gap flow developed to a certain adequate
strength and separated the wake into a narrow and a broad vortex streets with high
and low vortex-shedding frequencies, respectively. This can be referred to as the
two-frequency regime. The range 𝑔* = 1.2 − 2.0 can be considered as the transition
regime, where the three distinct vortex frequencies were observed intermittently as
compared to the two-frequency mode.
Although several experimental studies on moderate sub-critical Reynolds number
can be traced, a handful of numerical studies can be found in the literature on the
side-by-side configuration of square cylinders at both low 𝑅𝑒 and high 𝑅𝑒 flows. While
it is known that the branching of FIV has its genesis in two-dimensional low 𝑅𝑒 flow,
the FIV regimes of cylinder response can be captured via simulations at low 𝑅𝑒, sim-
ilar in nature to the upper and lower branches seen at higher 𝑅𝑒. Therefore, the 2-D
low Reynolds number study is relevant in identifying the key features of flow-induced
vibrations of offshore structures at higher 𝑅𝑒. Apart from the smaller computational
cost for parametric investigations, the low 𝑅𝑒 computation can eliminate many un-
certainties related to the turbulence modelling for the fundamental understanding of
coupled physics of flow-induced vibration. Sohankar et al. [15] used Direct numerical
simulation method (DNS) to investigate two-dimensional and three-dimensional flow
pass single square column for low Reynolds number (𝑅𝑒 = 150−500) and figured out
that the shedding flow begins to transit from 2D to 3D after Reynolds number at 170
and fully developed to 3D flow after Reynolds number 450. In 2D simulations at low
Reynolds number, the drag and lift coefficients were well agreed with experiments
data, however, the span-wise aspect ratio was predominantly and affected the lift co-
efficient if the flow became to 3D flow. Burattini [16] simulated this two side-by-side
square columns by using Lattice Boltzmann Method (LBM) at Reynolds number 73
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and the gap ratio 𝑔* varied between 0.5 and 6. They observed three different regimes
namely in-phase, anti-phase and quasi-periodic, while the Strouhal number found
around 0.16 and there was a second frequency appeared at lower range. However,
according to Xu et al. [17], the ranges of 𝑔* depended on Reynolds number. A ex-
perimental work on two side-by-side circular cylinders was carried by Sagil [18] which
four different regimes were observed and similar with stationary condition, while the
two cylinders were independent with each other in his experiment. To the best of our
knowledge, there exists no comprehensive study of freely vibrating two side-by-side
square columns. In particular, no studies aimed at identifying the effects of gap flow
on the wake flow and the characteristics of the vibrations for two side-by-side square
columns have been reported to date.
1.2.2 Vortex-Induced Motion of Semi-submersible
Offshore structures interacting with ocean currents are inevitably subject to fluid
forces and they may undergo FIV at certain conditions [19]. Square shaped columns
are widely used in offshore floating structures such as semi-submersible. Predicting
FIV in multi-column floaters is a challenging task due to complex wake interference,
vortex-induced vibrations and galloping and several other self-excited instabilities.
The geometry of semi-submersible experiences much more complex FIM than identi-
cal condition of single structure. These coupled instabilities associated with rhythmic
oscillations are undesirable for the riser and mooring fatigue [20]. The flow interfer-
ence and shielding effects of tandem and side-by-side configurations significantly alter
the wake dynamics and net hydrodynamic forces on offshore floating structures. In
the offshore engineering, there is a growing demand to understand or to optimize the
hydrodynamic loads and flow-induced motions of multi-column floating structures.
Our study presents deep-draft four square columns with four pontoons. Vortex
sheddings form around columns and pontoons, which interfere with each other and
affect the wake dynamics and the motion of semi-submersible. The importance for
this study on VIM of semi-submersible is highly recognized in the industry and our
study is motivated by a practical demand. In this thesis, we only consider two degree-
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of-freedom motions corresponding to streamwise and transverse directions. However,
Waals [21] reported that yaw motion was also important under some circumstances.
Rijken [22] presented field measurements of motions for deep-draft semi-submersible
and compared with prototype test. There was also a numerical comparison simulated
by Hussain [23] showed that semi-submersible with and without Second Tier Pontoon
(STP). This analysis essentially showed the effectiveness of the STP in suppressing
the heave motion. To study VIM, an experimental model test of the semi-submersible
was carried out by [24] and [25]. Their experiments included two parts: part I was
focuses on the effects of current incidence angle and hull appendages. The authors
presented that VIM in transverse direction occurred in a range of reduced velocity
𝑈𝑟 ∈ [4, 14] with amplitude peaks occurs at 7. The largest transverse amplitudes of
30∘ and 45∘ incidences are are 40% higher than 0∘ incidence. Another observation
was yaw motion oscillation, which a synchronization region could be identified as a
resonance phenomenon. The amplitude of yaw motion reached maximum value of 4.5
for 0∘ incidence. In the Part II, the effects of surface waves, external damping and
draft condition were investigated. The experimental tests were performed with regular
and irregular waves. The VIM behaviour was not observed in the presence of waves
and the transverse vibration amplitude with regular wave was markedly lower than
that with irregular wave. Further tests in sea state showed that the amplitudes were
lower than current-only test. The effects of deep-draft condition and damping ratio
were addressed and contributed to decreasing VIM amplitudes. Above mentioned
literature reviews indicate that there are several experimental works on multi-square
columns and semi-submersible. However, a systematic numerical analysis of multi-
column structures with 2-DoF FIV has not been conducted.
1.3 Thesis Layout
The content of this thesis is as follows: Numerical methodology used in our cou-
pled fluid-structure simulations is presented in Chapter 2. The effects of several
fluid-structure parameters of freely-vibrating single square column are investigated in
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Chapter 3. Chapters 4 and 5 focus on two identical square columns in side-by-side
configuration for both stationary and vibrating conditions, respectively. Chapter 6
presents flow-induced vibration results of semi-submersible model along with vali-
dation against ocean basin test data. The last chapter ends with conclusions and




In this chapter, we present a coupled fluid-body solver based on the filtered Navier-
Stokes and rigid-body equations. The rigid-body dynamics for low mass-ratios using
traditional numerical techniques such as loosely-coupled and strongly-coupled par-
titioned staggered schemes may suffer from numerical instabilities and convergence
related issues, respectively [26, 27, 28]. For the sake of completeness, we first present
the coupled equations and a semi-discrete Petrov-Galerkin formulation of the fluid-
body solver. Later we summarize the NIFC formulation in a coupled fluid-structure
matrix form. Further details about numerical formulation and mathematical descrip-
tion can be found in [8, 29].
2.1 Numerical Formulation
2.1.1 The governing equations for flow and rigid body motion
The governing equations for the fluid are written in an arbitrary Lagrangian-Eulerian
(ALE) form while the structural equation is formulated in a Lagrangian framework.








f(?¯?f −𝑤) ·∇?¯?f = ∇ · ?¯?f +∇ · 𝜏 + 𝑏f on Ωf(𝑡), (2.1)
∇ · ?¯?f = 0 on Ωf(𝑡) (2.2)
where ?¯?f = ?¯?f(𝑥, 𝑡) and 𝑤 = 𝑤(𝑥, 𝑡) represent the fluid and mesh velocities defined
for each spatial point 𝑥 ∈ Ωf(𝑡), respectively, 𝑏f is the body force applied on the fluid
and ?¯?f is the Cauchy stress tensor for a Newtonian fluid, written as
?¯?f = −𝑝𝐼 + 𝜇f(∇?¯?f + (︀∇?¯?f)𝑇 )︀ , (2.3)
where 𝑝 denotes the filtered fluid pressure, 𝜇f is the dynamic viscosity of the fluid, and
𝜏 represents the extra stress term due to the subgrid filtering procedure for large eddy
simulation. The spatial and temporal coordinates are denoted by 𝑥 and 𝑡, respectively.
In Eq. (2.1), the partial time derivative with respect to the ALE referential coordinatê︀𝑥 is kept fixed. Due to unsteady fluid forces, an immersed solid body may undergo
rigid body motion if mounted elastically. The present study involves streamwise and
transverse translational degrees- of-freedom of the rigid-body structures concerned
and the body is restricted from having a rotational degree-of-freedom. A rigid-body
structure immersed in the fluid experiences unsteady fluid forces and consequently
may undergo flow-induced vibrations if mounted elastically. The rigid-body motion




+ 𝑐 · 𝑢s + 𝑘 · (𝜙s (𝑧0, 𝑡)− 𝑧0) = 𝐹 s + 𝑏s on Ωs, (2.4)
where𝑚, 𝑐 and 𝑘 denote the mass, damping and stiffness vectors per unit length for
the translational degrees-of-freedom, Ωs denotes the rigid body, 𝑢s (𝑡) represents the
rigid-body velocity at time 𝑡 as
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where 𝜙s denotes the position vector mapping the initial position 𝑧0 of the rigid
body to its position at time 𝑡, and 𝐹 s and 𝑏s are the fluid traction and body forces
acting on the rigid body, respectively. The solid body is rotationally constrained and
thereby the conservation of angular momentum and the velocity corresponding to the
rotations can be ignored. The fluid and the structural equations are coupled by the
continuity of velocity and traction along the fluid-structure interface.
Let Γfs = 𝜕Ωf(0)∩ 𝜕Ωs be the fluid-structure interface at 𝑡 = 0 and Γfs(𝑡) = 𝜙s(Γfs, 𝑡)
is the fluid-structure interface at time 𝑡. The coupled system requires to satisfy the
continuity of velocity and traction at the fluid-body interface Γfs as follows
𝑢f (𝜙s(𝑧0, 𝑡), 𝑡) = 𝑢
s (𝑧0, 𝑡) , (2.6)∫︁
𝜙s(𝛾,𝑡)
𝜎f (𝑥, 𝑡) · ndΓ(𝑥) +
∫︁
Γ
𝐹 sdΓ = 0, (2.7)
where 𝑛 is the outer normal to the fluid-body interface, 𝛾 is any part of the fluid-
body interface Γfs in the reference configuration, dΓ denotes a differential surface area
and 𝜙s(𝛾, 𝑡) is the corresponding fluid part at time 𝑡. In Eq. (2.7), the first term
represents the force exerted by the fluid on 𝜙s(𝛾, 𝑡), while the second term represents
the net force by the rigid body on 𝜙s(𝛾, 𝑡).
2.1.2 Weak form of fluid-rigid body system










𝑢f −𝑤)︀ ·∇𝑢f)︀ · 𝜑f (𝑥)dΩ+ ∫︁
Ωf(𝑡)
𝜎𝑓 : ∇𝜑f (𝑥)dΩ =∫︁
Ωf(𝑡)
𝑏f · 𝜑f (𝑥)dΩ+
∫︁
Γfh(𝑡)




𝜎f(𝑥, 𝑡) · 𝑛f)︀ · 𝜑f (𝑥)dΓ, (2.8)∫︁
Ωf(𝑡)
∇ · 𝑢f𝑞(𝑥)dΩ = 0. (2.9)
Here 𝜕𝑡 denotes partial time derivative operator 𝜕 (·)/𝜕𝑡, 𝜑f and 𝑞 are test functions
for the fluid velocity and pressure, respectively. Γfh(𝑡) represents the non-interface




[𝑚 · 𝜕𝑡𝑢s + 𝑐 · 𝑢s + 𝑘 · (𝜙s (𝑧0, 𝑡)− 𝑧0)] · 𝜑sdΩ =
∫︁
Γ





where 𝜑s is the test function for the rigid-body velocity, which is a constant for any





𝜎f(𝑥, 𝑡) · 𝑛)︀ · 𝜑fdΓ + ∫︁
𝛾
𝐹 s · 𝜑sdΓ = 0. (2.11)
One may observe that the fluid and structural velocities, and their test functions,
respectively, are defined on different domains Ωf(𝑡) and Ωs, and satisfy the matching
condition along the interface
𝜑f (𝑥) = 𝜑s(𝑧0), (2.12)
where 𝑥 = 𝜑s(𝑧0, 𝑡) with 𝜑s being the position vector of the solid.
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The characterization of the moving fluid-body interface is constructed by means
of the ALE technique [30, 31]. The movement of the internal finite-element nodes is
achieved by solving the hyper-elastic model for fluid mesh such that the mesh quality
does not deteriorate as the displacement of the rigid body increases. For the sake of
completeness, we next present a semi-discrete formulation using a standard Petrov-
Galerkin procedure [32] with equal order interpolation for velocity and pressure.
2.1.3 Semi-discrete Petrov-Galerkin formulation
The spatial domain Ωf is discretized into the non-overlapping finite elements Ωe,
𝑒 = 1, 2, ..., 𝑛𝑒𝑙, where 𝑛𝑒𝑙 is the number of elements. We adopt a generalized-𝛼
method to integrate in time between 𝑡 ∈ [𝑡n, 𝑡n+1], which can be unconditionally
stable and second-order accurate for linear problems [33]. The scheme enables user-
controlled high frequency damping, which is desirable for a coarser discretization in
space and time. This is achieved by specifying the single parameter so-called the
spectral radius 𝜌∞. This algorithm dampens the spurious high-frequency responses,
but retains the second-order accuracy. With the aid of the generalized-𝛼 parameters
(𝛼f , 𝛼fm, 𝛼
s, 𝛼sm), the coupled variational fluid-rigid body formulation along with the
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) · 𝜑s𝑑Ω (2.13)
where the lines 4, 5 and 6 represent the stabilization terms applied on each element
locally and the remaining terms with the right-hand side constitute the Galerkin
terms of the variational fluid-body problem. The stabilization parameters 𝜏𝑚 and 𝜏𝑐
appearing in the element level integrals are the least-squares metrics added to the fully













where 𝐶𝐼 is the constant coming from the element-wise inverse estimate [34] and 𝐺
is the size of element contravariant metric tensor [35, 36]. The contravariant metric








where 𝑥 and 𝜉 are the physical coordinates and parametric counterpart, respectively.





where 𝑡𝑟𝐺 denotes the trace of contravariant metric tensor. The stabilization treat-
ment serves two purposes: First, it provides stability to the velocity field in convection
dominated regions of the fluid domain. Second, it circumvents the Babuska-Brezzi
condition, which any standard mixed Galerkin methods are required to satisfy [37].
The definition of metric 𝜏𝑚 is the crucial component which provides the appropri-
ate combination of stability and accuracy. The element metric tensor 𝐺 intrinsically
deals with different element topology for different mesh discretization. This metric
has been greatly studied in the literature [37, 38, 39, 40, 41] of stabilized finite ele-
ment formulation for the Navier-Stokes equations. Next we present a brief review of
partitioned framework to motivate for the development of NIFC.
2.2 Nonlinear Interface Force Correction Scheme
Similar to the FICF [10], the resulting coupled algebraic system of fluid-structure
equations to be solved for each time step can be written in abstract form:
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⎡⎢⎢⎢⎢⎢⎢⎣
𝐴11 0 0 𝐴14
𝐴21 𝐴22 0 0
0 𝐴32 𝐴33 0
















where 𝜙𝑠 denotes structural displacement, 𝑞𝑓 denotes fluid variables, pressure, veloc-
ity and ALE motion solution fields. Since we define additional interface field satisfying
the continuity of tractions and displacements, 𝜙𝐼 and 𝑓 𝐼 denotes interface displace-
ment and force vector, respectively. The right-hand vectors 𝑅1 and 𝑅3 represent
equation systems for the structural and fluid and models; and 𝑅2 and 𝑅4 denote the
imbalances (residual error) in the kinematic compatibility and dynamic equilibrium
conditions.
The derivatives of fluid, solid and interface equations (Jacobian matrices) with
respect to the state variables are given by the left-hand side matrix 𝐴. Notably, 𝐴21
is an extraction matrix which maps from the solid to the interface, 𝐴43 is the force
computation and mapping to the interface and 𝐴22, 𝐴44 are identity matrices. 𝐴11
denotes structure stiffness matrix, 𝐴32 connects the displacement condition through
the ALE mapping, 𝐴14 gets solid load vector from the computed interface forces [42].
𝐴33 denotes coupled fluid velocity/pressure linear system arises from the linearizion of








where 𝐾 is stiffness matrix of the momentum equation, which includes the inertia,
convection, diffusion, source and stabilizing terms;𝐺 is the discrete gradient operator;
𝐺𝑇 is the divergence operator; 𝐶 is the pressure-pressure stabilized term; ∆𝑈 and
∆𝑃 are the nodal velocity and pressure increments; and 𝑅𝑚 and 𝑅𝑐 are the discrete
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residual of the momentum and continuity equations. 𝐴34 represents the linearization
of the Navier-Stokes system with respect to the interface force increment ∆𝑓 𝐼 .
2.2.1 Static Condensation of Coupled Block Matrix
The idea now is to eliminate the off-diagonal term 𝐴14 through the static condensa-
tion (Schur complement) procedure and the obtain the following matrix form for the
staggered cycle:
⎡⎢⎢⎢⎢⎢⎢⎣
𝐴11 0 0 0
𝐴21 𝐴22 0 0
0 𝐴32 𝐴33 0















Using the static condensation, we have from the first row of (2.19)
𝐴11∆𝜙𝑠 = 𝑅1 −𝐴14∆𝑓 𝐼 (2.20)
then from combining (2.20) and second row
𝐴22∆𝜙𝐼 = 𝑅2 −𝐴21(𝐴11−1(𝑅1 −𝐴14∆𝑓 𝐼)) (2.21)
and from (2.21) and third row
𝐴33∆𝑞𝑓 = 𝑅3 −𝐴32(𝐴−122 (𝑅2 −𝐴21(𝐴−111 (𝑅1 −𝐴14∆𝑓 𝐼)))) (2.22)
From the fourth row of force equilibrium condition with algebraic arrangements, we
obtain:
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(𝐴44 −𝐴43𝐴33−1𝐴32𝐴22−1𝐴21𝐴11−1𝐴14)⏟  ⏞  ̃︂𝐴44
∆𝑓 𝐼 =
𝑅4 −𝐴43𝐴33−1(𝑅3 −𝐴32𝐴22−1(𝑅2 −𝐴11−1𝐴21𝑅1))⏟  ⏞  ̃︁𝑅4
(2.23)
In the partitioned staggered procedure, there is no explicit availability of the
Jacobian matrices entered in the above equation (2.23). The interface force correction
terms can be formed by iterating between the solutions of fluid and structure. In the
non-linear iterative force correction, we arrive at the iterative scheme of the following
format:
𝑓𝑘+1 = 𝑓𝑘 + ̃︂𝐴44−1̃︁𝑅4𝑘 (2.24)
the force correction vector ̃︂𝐴44−1̃︁𝑅4𝑘 at the 𝑘𝑡ℎ sub-iteration can be constructed
by successive approximation (without explicitly forming and its inverse), which es-
sentially provides the approximated linearized fluid equation effects along the fluid-
structure interface. This force correction procedure is based on a non-linear sub-
iterations, as we iterate between fluid and structural equations. The sub-iterations
are done by cyclic substitutions within the same time step.
2.2.2 Transformed Interface Force
The NIFC is an iterative method for solving fully discretized Navier-Stokes and struc-
ture equations where evaluation of ̃︀𝑅4 requires a full cyclic computation, i.e., we need
a complete staggered cycle subject to the interface conditions. This scheme is devel-
oped from the error decay or eigenvalue control where the brute-force sub-iterations
perform poorly and lead to severe numerical instabilities for vibrating structure with
strong added-mass effects. The evaluation of interface force can be considered as a
generalization of Aitken’s ∆2 extrapolation scheme [43, 44], with an idea to stabi-
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lize the iterative interface force sequence generated through the non-linear iterations
between fluid and structure. A modified vector sequence transformation having a
generalized kernel of the Aitken’s ∆2 process is constructed within the fixed-point
iterative process. Let 𝑓 0𝐼 be the initial estimate of force while 𝑓
*
𝐼 is the true solution,
then initial force residual vector ∆𝐸0 can be written as:
∆𝐸0 = 𝑓 0𝐼 − 𝑓 *𝐼 (2.25)
and the difference between consecutive iterations





with the assumption of linearity property for the interface difference operator. For
the iterative solution of interface force, we consider the power method for the above
matrix eigenvalue problem and assume an 𝑁×𝑁 iteration matrix𝑀 is diagonalizable
in the sense 𝑀𝑣𝑘 = 𝜆𝑘𝑣𝑘 for each 𝑘 and the eigenvalues 𝜆𝑘 are distinct and non-
zero with corresponding eigenvectors 𝑣𝑘. With the help of the iteration matrix 𝑀












𝑀 𝑖∆𝐸0, 𝑘 = 2, 3, ... (2.29)
From the error amplification analysis [45, 46] and assuming the power-iteration
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series can be expressed as a linear combination of the eigenvectors 𝑣𝑖, the error vectors
∆𝐸 can be written
































and the approximation of 𝜆1 can be constructed from the ratio of error differences
at the 𝑘th iteration. To control the dominant eigenvalue adaptively, we introduce a
dynamic stabilization parameter 𝛼𝑘 at the 𝑘th iteration as:
∆̃︀𝐸𝑘 = 𝛼𝑘∆𝐸𝑘 (2.36)
and then we obtain for the force difference formula as the sequence of transforma-
tion:
𝑓𝑘𝐼 − 𝑓 0𝐼 =
𝛼𝑘∆̃︀𝐸𝑘
‖∆̃︀𝐸𝑘 − 𝛼𝑘∆𝐸𝑘+1‖ (2.37)
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which can be expressed as
𝑓𝑘𝐼 − 𝑓 0𝐼 = 𝛾𝑘∆̃︀𝐸𝑘. (2.38)
Setting the auxiliary sequence 𝛼𝑘 = 1 for all 𝑘, the above formulation recovers to
the standard Aitken’s iterated ∆2 process with 𝛾𝑘 = (1− 𝜆𝑘)−1 where 𝛾𝑘 is a contin-
uous function in the neighbourhood of 𝜆𝑘 and 𝜆𝑘 ̸= 1. The present force correction
scheme can be considered as a generalization of Aitken’s extrapolation with the aid
of dynamic updating of stabilization sequence 𝛼𝑘. The geometric extrapolations with
the dynamic eigenvalue control can provide an interesting and practical possibility
to transform a divergent fixed-point iteration to a stable and convergent iteration.
In general, the ability to extrapolate and dynamically control the solution sequence
expands the scope of application of fixed-point iteration for fluid-structure interac-
tion with strong added-mass effects. The inspiration of this stabilization parameter
comes from the CIBC scheme whereby there is a need of the explicit coupling param-
eter for the traction correction. On the other hand, the NIFC procedure computes
the force control parameter with minimum two sub-iterations between fluid and solid
equations.
2.3 Dynamic Subgrid-Scale Model
Next we present the dynamic subgrid-scale (SGS) model in our variational fluid-
rigid body solver. The model relies on the standard explicit filtering based on a
scale separation that permits to reduce the computational cost with respect to direct
numerical simulation [47]. The dynamic subgrid model applies a filter, denoted by an
overline, to the incompressible Navier-Stokes equations to model the scales smaller
than the spatial resolution ∆. This operation introduces an extra subgrid-scale stress,
𝜏𝑖𝑗 = 𝑢f𝑖𝑢
f
𝑗 − 𝑢𝑖𝑢f𝑗, to the filtered Navier-Stokes equation Eq. (2.1). This stress needs
to be modelled because 𝑢f𝑖𝑢
f






non-linear SGS stress tensor can be expressed as:
𝜏𝑖𝑗 − 𝛿𝑖𝑗
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having norm |𝑆| ≡ (2𝑆𝑖𝑗𝑆𝑖𝑗)1/2, and the filtered rate-of-rotation tensor







. For the Smagorinsky model [48], the theoretical constant
value of 𝐶𝑠 ≈ 0.17 can be derived by assuming a local equilibrium between the
production and dissipation of energy. For 𝐶𝑁𝐿 = 0, Eq. (2.39) recovers to the
standard linear SGS stress model.
The dynamic SGS model [49] then proceeds by defining two filters: the grid filter
with scale dimension ∆ and the test filter with scale dimension ̂︀∆. The first filter is
automatically provided by the mesh discretization and the latter may be any coarser
level filter. An identity between subgrid-scale stresses generated by different filters
exists:
𝐿𝑖𝑗 = 𝑇𝑖𝑗 − 𝜏𝑖𝑗 (2.40)
where the Leonard tensor, 𝐿𝑖𝑗, is the stress generated by performing the test filter on





𝑗 − ̂︀𝑢𝑓𝑖 ̂︀𝑢𝑓𝑗 (2.41)
and the SGS stress 𝑇𝑖𝑗 is
𝑇𝑖𝑗 = ̂︂𝑢𝑖𝑢𝑗 − ̂︀𝑢𝑖 ̂︀𝑢𝑗. (2.42)
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By considering the Smagorinsky model for the unknown stress tensors 𝜏 and 𝑇 , we
arrive at the following relation for the Leonard stress:
𝐿𝑖𝑗 = −2𝐶2𝑠
(︁̂︀∆2̂︁|𝑆|̂︁𝑆𝑖𝑗 −∆2|𝑆|𝑆𝑖𝑗)︁ (2.43)







(︁̂︀∆2|̂︀𝑆|̂︀𝑆𝑖𝑗 −∆2|𝑆|𝑆𝑖𝑗)︁ and < · > indicates some type of smoothing
process such as averaging, planar averaging or Lagrangian averaging and 𝐶𝑑𝑠 now de-
notes the dynamic coefficient as opposed to a constant 𝐶𝑠 in Eq. (2.39). For 𝐶𝑑𝑠 > 0,
we take 𝐶𝑠 =
√
𝐶𝑑𝑠, or otherwise 𝐶𝑠 = 0.
The nodal point eddy viscosity is interpolated to the quadrature points for the
evaluation of the element residual and Jacobian matrices. The Smagorinsky model
requires additional test-filtered data for ̂︀𝑆 and ̂︁|𝑆|̂︁𝑆𝑖𝑗. We apply 𝐿2-projection of the
needed data from the quadrature points to the nodal points. For example, the 𝐿2-
projection for the filtered quantity 𝜑 at the nodal point 𝑎 (ie., the test-filtered data)
can be given by






The lumped mass matrix [50] approach has been employed to evaluate the above
projection. To construct a smooth filtered set of quantities, we loop over the elements
and quadrature points, evaluate the quantities, assemble them in a global vector, and
then scale them by a lumped mass matrix. An algebraic eddy viscosity model [51]
has been used to assure the correct behaviour of 𝜇𝑡 at the wall. As an alternative
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to the dynamic Smagorinsky closure, variational multi-scale (VMS) was introduced
in [52, 53] as a framework to separate the resolved scales into a large- and small-
scale and to rationalize stabilization techniques to circumvent numerical difficulties
using the standard Galerkin method. This multi-scale LES provides a decomposition
of the turbulent stress tensor into large and small-scale parts. Several variants of
VMS are assessed and found to be as accurate as the standard dynamic model for
the turbulent channel problem [54]. Nevertheless, the VMS allows the flexibility and
a general framework for practical geometries and complex flows using finite element
[55], isogeometric [56] or discontinuous Galerkin methods. The systematic assessment
of the current dynamic LES formulation with VMS is beyond the scope of this thesis.
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Chapter 3
Freely Vibrating Single Square
Column
The presence of sharp corners on a square column largely alters the flow characteris-
tics as compared to the ones with circular/elliptical section having smooth contours.
Besides the angle of incidence, the sharp corners appear as a major influencing factor
in the body geometry, that affect the flow separation. The location of the separation
points strongly depends on the body shape which in turn governs the wake dynamics
and fluid loading. Unlike circular cylinder, square column has fixed separation points
of the wake at front corners and flow behaviour is less dependent on Reynolds number.
In this chapter, the 2-DoF freely vibrating square column is simulated to validate
with published data and investigate several fluid parameters for further study. Both
vortex-induced vibration and self-excited galloping are observed in our simulations at
different reduced velocity. The convergence and stability studies are firstly conducted
to access the NIFC procedure. Four key non-dimensional fluid dynamic parameters
are defined below, namely mass-ratio (𝑚*), Reynolds number (𝑅𝑒), reduced velocity

















where 𝑀 is the mass per unit length of the body, 𝐾 and 𝜁 are the damping and stiff-
ness coefficients respectively, for an equivalent spring-mass-damper system of a vibrat-
ing structure. 𝑈 and 𝐷 are the free-stream speed and the diameter of the column, re-
spectively. The natural frequency of the body is given by 𝑓𝑁 = (1/2𝜋)
√︀
𝐾/𝑀 and the
mass of displaced fluid by the structure are 𝑚𝑓 = 𝜌𝑓𝜋(𝐷2/4)𝐿𝑐 and 𝑚𝑓 = 𝜌𝑓𝐷2𝐿𝑐 for
circular and square cross-sections, respectively, where 𝐿𝑐 denotes the span of the col-
umn. In the above definitions, we make the isotropic assumption for the translational
motion of the rigid body, i.e., the mass vector 𝑚 = (𝑚𝑥,𝑚𝑦) with 𝑚𝑥 = 𝑚𝑦 = 𝑀 ,
the stiffness vector 𝑘 = (𝑘𝑥, 𝑘𝑦) with 𝑘𝑥 = 𝑘𝑦 = 𝐾. The fluid loading is computed by
integrating the surface traction considering the first layer of elements located on the
















Here 𝑛𝑥 and 𝑛𝑦 are the Cartesian components of the unit normal, 𝑛. In the present
study, drag coefficient 𝐶𝐷 and lift coefficient 𝐶𝐿 are calculated as derived quantities
using direct evaluation of the Cauchy stress on the boundary.
3.1 Problem Definition
The VIV of the square column at 𝑅𝑒 = 100, 𝑚* = 3 and 𝜁 = 0 is considered for
the convergence study of the NIFC scheme. Figure 3-1 illustrates a schematic of the
two-dimensional simulation domain used in convergence study. The center of square
column is located at the origin of the Cartesian coordinate system. The side length
of square column is unity, denoted as 𝐷. The distances to upstream and downstream
boundaries are 20𝐷 and 40𝐷, respectively. The distance between side-walls is 40𝐷,
which corresponds to the blockage of 2.5%. The square column is free to vibrate in
streamwise and transverse directions. The flow velocity 𝑈 is set to unity at the inlet
and no-slip or wall function is implemented at the surface of square column. The top
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v=0,    xy=0
v=0,    xy=0
(a)
(b)
Figure 3-1: Problem definition of freely vibrating square column at zero incidence:
(a) schematic diagram of domain and boundary conditions (b) a representative mesh
3.2 Convergence and Validation
3.2.1 Grid Convergence
The domain is discretized using an unstructured finite-element mesh. The grid, noted
as𝑀1, comprises of 17,389 elements. There is a boundary layer mesh surrounding the
square column and triangular mesh outside the boundary layer region. Each side of
the square column is discretized with 40 uniformly distributed nodes. The first layer
of boundary layer mesh is placed at 0.01𝐷 from the column wall. Besides, the central
area surrounding the square column contains 9,644 elements. Three more grids are
generated where the mesh elements are successively increased by a factor of 2. They
are designated as 𝑀2, 𝑀3 and 𝑀4, respectively. The discretized domain, along with
a magnified view of right top of square column is shown in Fig. 3-1b. All cases are
run at 𝑅𝑒 = 100, 𝑚 = 3, 𝜁 = 0 and 𝑈𝑟 = 5. Results of grid convergence study are
recorded in Table 3.1 for the "lock-in" region. It can be seen that values recorded for
mesh 𝑀3 and 𝑀4 differ by less than 1%. Therefore, 𝑀3 is selected to proceed with
the time-step convergence study.
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Table 3.1: Grid convergence study with parameters 𝑅𝑒 = 100, 𝑚* = 3 and 𝑈𝑟 = 5.
Parameter M1 M2 M3 M4
No. of nodes 17,622 34,302 71,552 145,608
No. of elements 17,389 34,027 71,199 145,195
Time-step size ∆𝑡 0.01 0.01 0.01 0.01
Average frequency 𝑓 0.1633 0.1633 0.1633 0.1633
root-mean-square amplitude 𝐴𝑟𝑚𝑠𝑌 0.0974 (55.95%) 0.1996 (9.72%) 0.2195 (0.72%) 0.2211
Average drag coeff. 𝐶𝐷 1.6231 (24.07%) 1.9941 (6.71%) 2.1338 (0.18%) 2.1377
Lift coeff. rms 𝐶𝑟𝑚𝑠𝐿 0.4845 (29.71%) 0.6042 (12.34%) 0.6872 (0.30%) 0.6893
3.2.2 Temporal Convergence
To perform temporal convergence study, the cases are run at constant time-steps of
∆𝑡 = 0.1, 0.05, 0.025 and 0.01. Figure 3-2a shows the time histories of transverse
amplitude of the square column recorded for each case. Since a closed-form exact
solution for this physical problem is not available, we consider the values obtained
at ∆𝑡 = 0.005 as a reference value for the error analysis. Transverse amplitudes of
the structure obtained at ∆𝑡 = 0.01 and ∆𝑡 = 0.005 are within 1% difference. To
achieve stationary vibrational response, the time step of ∆𝑡 = 0.01 is selected for the
simulations in this study presented hereafter. Figure 3-2b shows the error for the
amplitude in standard discrete least-square norm 𝐿2. From this figure, it is evident
that the line plotted has a slope of 𝑚 = 2, which clearly confirms the second-order
accuracy of the NIFC scheme.








































Figure 3-2: Temporal convergence study: (a) comparison of different time step (b)
Second order convergence
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3.2.3 Response Characteristics and Verification
To validate the present numerical model, the case of flow past around a 2-DoF square
column at 𝑅𝑒 = 100, 𝑚* = 3, 𝜁 = 0 and 𝑈𝑟 ∈ [1, 20] is simulated and compared with
the data from Zhao’s numerical work [7], in which their computational mesh is struc-
tured mesh with 25,890 nodes, close to 𝑀1 in this study. The transverse vibration
amplitude 𝐴𝑌 /𝐷 in his paper was defined as 𝐴𝑌 = (𝑌 𝑚𝑎𝑥 − 𝑌 𝑚𝑖𝑛)/2, where 𝑌 𝑚𝑎𝑥
and 𝑌 𝑚𝑖𝑛 denote the maximum and minimum displacements of the vibrating cylinder
in transverse direction. Figure 3-3a shows the variations of the vibration amplitude
𝐴𝑟𝑚𝑠𝑌 /𝐷 with respect to the reduced velocity. The range of 𝑈𝑟 < 4 represents the
pre-"lock-in" regime, where vibration amplitudes are negligibly small. The trajec-
tory is shown as "8" shape. As 𝑈𝑟 increases, the vortex shedding frequency (also as
the periodic force frequency) synchronizes with the vibration frequency and the the
vibration enters "lock-in" range. In the first part, the vibration amplitude increases
as 𝑈𝑟 increases before reaching a peak. The difference of 𝐴𝑌 between the two studies
is within 3% for all the reduced velocities in the whole range of 𝑈𝑟 ∈ [1, 20]. The
variation of 𝐴𝑌 is quite sensitive to the change of 𝑈𝑟 in the "lock-in" region from
𝑈𝑟 = 4 to 6, especially around 𝑈𝑟 = 5. Therefore, five more cases are simulated at
𝑈𝑟 = 4.6, 4.7, 4.8, 4.9 and 4.95 to check the change of amplitude depended on the
small variation of reduced velocity. Figure 3-3b shows the 𝑋𝑌 trajectories of the
column. As found in [7], the trajectories in "lock-in" region are in skewed figure-8
shape, whereby the magnitude of streamwise direction is much smaller than that in
transverse direction. At 𝑈𝑟 = 5, the two top and bottom ends of skewed figure-8
trajectory shift to downstream and the middle part reverses to upstream, which is
also larger than other trajectories. After the peak of "lock-in" at 𝑈𝑟 = 5, amplitude
drops rapidly as 𝑈𝑟 increases. Beyond 𝑈𝑟 = 8, this range is known as desynchronized
branch, the vibration amplitude is small and invariant as reduced velocity increases.
The vortex shedding frequency desynchronizes with the vibration frequency and it
follows Strouhal relationship.
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Figure 3-3: (a) Reduced velocity vs. response of transverse vibrating amplitude (b)
𝑋𝑌 Trajectories for different 𝑈𝑟 at "lock-in" region
3.3 Effects of Different Fluid-Structure Parameters
As known, the FIV behaviour of a column strongly influenced by the fluid dynamic
parameters, this section focuses on the effects of these three non-dimensional param-
eters, Reynolds number 𝑅𝑒 , mass-ratio 𝑚* and damping ratio 𝜁 in the range of
𝑈𝑟 ∈ [1, 50].
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3.3.1 Effect of Reynolds Number 𝑅𝑒
The non-dimensional parameter, Reynolds number (𝑅𝑒), is used to classify flow be-
haviours in different fluid flow situations, such as to characterize laminar or turbu-
lent flow. All simulations are conducted at 𝑅𝑒 ≤ 200 to avoid the effect of three-
dimensional flow, as the value is the upper limit for the wake flow remained two-
dimensional and laminar. Since the validation of 𝑅𝑒 = 100, 𝑚* = 3 and 𝜁 = 0
is comparable with published data, two more Reynolds number 𝑅𝑒 = 150 and 200
in same condition are investigated. Figure 3-4 shows the behaviours of different
Reynolds number with the same mass ratio 𝑚* = 3. All three Reynolds numbers
have the same feature in the vortex-induced vibration branch (𝑈𝑟 ∈ [1, 10]) and the
variations among different Reynolds number are less than 5%. Except at the peak
𝑈𝑟 = 5 where 𝐴𝑚𝑎𝑥𝑦 = 0.22 for 𝑅𝑒 = 200 is 26.7% less than that for 𝑅𝑒 = 100. For
𝑅𝑒 = 100, it remains in the desynchronized branch after 𝑈𝑟 over 10, the vibration
amplitudes remain in small vibration amplitudes which are not more than 0.05𝐷 for
up to 𝑈𝑟 = 50. For 𝑅𝑒 = 150, the desynchronized branch ends around 𝑈𝑟 = 15 and
transits into the galloping mode in which the vibration amplitudes keep increasing as
reduced velocity increases and shows linear-alike relationship between vibration am-
plitude and reduced velocity. Notably, the second synchronized kink does not occur
in 𝑅𝑒 = 150. For 𝑅𝑒 = 200, it has shorter desynchronized branch compared with
𝑅𝑒 = 150 and galloping mode starts at 𝑈𝑟 = 11 and the vibration amplitudes are
larger than 𝑅𝑒 = 150 for the similar reduced velocity. The kink reported by Bearman
[5] appears between 𝑈𝑟 = 15 and 16 which is three times of 𝑈𝑟 where the maximum
amplitude happens in VIV branch. The vibrating frequency 𝑓𝐴𝑌 is synchronized with




























Figure 3-4: The effect of Reynolds number: Dependence of transverse amplitude on
reduced velocity at 𝑚* = 3
3.3.2 Effect of Mass Ratio 𝑚*
The non-dimensional parameter, mass ratio (𝑚*), has a strong influence on the flow-
induced vibration. The simulations are conducted at 𝑅𝑒 = 200 where "lock-in", kink
and galloping phenomena are all observed. Different mass ratios at 𝑚* = 3, 5 and
10 are selected for the investigation. Figure 3-5 shows the response of different mass
ratio at the identical Reynolds number 𝑅𝑒 = 200. Firstly, the relationship between
mass ratio and transverse vibration amplitude is non-linear whereas the response
amplitude trends for 𝑚* = 5 and 10 are more similar with each other than 𝑚* =
3. The difference between 𝑚* = 5 and 10 is less than 10%, while the difference is
more than 30% between 𝑚* = 5 and 3 for the most part of reduced velocities. The
increasing mass ratio decreases the magnitude of transverse amplitude in VIV branch
where 𝑚* = 3 gives the largest amplitude 𝐴𝑌 /𝐷 = 0.31 and 𝑚* = 10 gives the
smallest amplitude 𝐴𝑌 /𝐷 = 0.14 at the peak. In the same Reynolds number, the
effect of mass ratio does not influence much on the desynchronized branch and all
three cases end around 𝑈𝑟 = 11. In contrast, large mass ratio increases the transverse
amplitude in galloping mode where𝑚* = 10 gives the largest amplitude 𝐴𝑌 /𝐷 = 1.37
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and 𝑚* = 3 gives the smallest amplitude 𝐴𝑌 /𝐷 = 0.89 at 𝑈𝑟 = 50. The kink also
slightly shifts left to small reduced velocity for large mass ratio from 𝑈𝑟 = 17 to 15.





















Figure 3-5: Dependence of transverse amplitude on reduced velocity for the three
mass ratios 𝑚* = 3, 5 and 10 at 𝑅𝑒 = 200
3.3.3 Effect of Damping Ratio 𝜁
The damping ratio 𝜁 is a non-dimensional parameter to describe how rapidly oscil-
lations decay in a system. Since a damping-free system does not exist in real world,
the effect of damping ratio is significant in engineering applications, especially during
the study of multi-column structures. In Fig. 3-6, the black solid line represents the
amplitude with 𝜁 = 0, i.e. no damping case. From 𝜁 = 0.01% to 1%, the amplitude
only decreases 10%. However, the amplitude drops significantly from 𝜁 = 1% onwards
and decreases more than 60% when the damping ratio reaches 10%. Further detailed
comparison is reported in Table 3.2.
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Table 3.2: Damping Ratio Comparison for 𝑅𝑒 = 100, 𝑚* = 3 and 𝑈𝑟 = 5.
Damping ratio Amplitude Diff(%)
𝜁 = 0 0.2879 –
𝜁 = 0.01% 0.2872 0.24%
𝜁 = 0.1% 0.2828 1.77%
𝜁 = 1% 0.2497 13.27%
𝜁 = 3% 0.1950 32.27%
𝜁 = 10% 0.0982 65.89%










Figure 3-6: Dependence of transverse amplitude on reduced velocity for a range of
damping ratio at 𝑅𝑒 = 100, 𝑚* = 3
3.4 Detailed Physical Investigation of Representa-
tive Cases
Three specific cases of different reduced velocities at 𝑈𝑟 = 5 for maximum peak in
"lock-in" region, 𝑈𝑟 = 16 for kink and 𝑈𝑟 = 40 for galloping are selected and presented
below to show detail behaviours of 𝑅𝑒 = 200 and𝑚* = 3 in each branch. In the "lock-
in" region (𝑈𝑟 ∈ [3, 7]), the maximum transverse amplitude appears around 𝑈𝑟 = 5.
In Fig. 3-7, both the history plots of force responses and vibration amplitudes are
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shown strong beating patterns which were also reported in [7] for 𝑅𝑒 = 100. While
the beating patterns at 𝑅𝑒 = 200 shown in Fig. 3-7 are more obvious than that
of 𝑅𝑒 = 100 where 𝐶𝑟𝑚𝑠𝐿 = 0.49, 𝐴𝑌 /𝐷 = 0.29 and 𝑆𝑡 = 0.17. The vibrating
frequency is locked in the range of vortex shedding frequency, therefore the "lock-in"
phenomenon happens in which the vibration of the column resonates with the vortex
shedding frequency and results large transverse amplitude. The trajectory is skewed
figure-8 shape where top and bottom are stretched downstream.





























































































Figure 3-7: Freely vibrating single square column at 𝑈𝑟 = 5: (a) time history plots
of lift and drag coefficients, (b) lift and transverse vibration response, (c) power
spectrum analysis of lift and transverse amplitude, (d) 𝑋𝑌 trajectory.
As reduced velocity increases to 𝑈𝑟 = 16, which is about three times of the re-
duced velocity where the peak happens in "lock-in" region, the transverse response
amplitude shows the second "lock-in" region (𝑈𝑟 ∈ [15, 17]) as reported experimen-
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tally in [5]. After the desynchronized branch, the characteristics of galloping mode
start to dominate in the vibration of square column. The vibration frequency be-
gins to shift to a low value. At 𝑈𝑟 = 16, both VIV and galloping contribute to the
vibration and the transverse amplitude is a superposition of the combination where
𝐶𝐿
𝑟𝑚𝑠 = 0.61 and 𝐴𝑌 /𝐷
𝑟𝑚𝑠 = 0.32. Figure 3-8 shows detail about the force and
vibrating responses. The vortex shedding frequencies have two dominating value at
𝑆𝑡1 = 0.17 and 𝑆𝑡2 = 0.055, where the first one corresponds to the system natural
frequency 𝑓𝑁 and the second one is one third of the nature frequency. Therefore, the
vibration frequency is synchronized with the low frequency at 0.055. The trajectory
appears to be a "V" shape instead of skewed figure-8 shape.























































































Figure 3-8: Freely vibrating single square column at 𝑈𝑟 = 16: (a) time history plots
of lift and drag coefficients, (b) lift and transverse vibration response, (c) power
spectrum analysis of lift and transverse amplitude, (d) 𝑋𝑌 trajectory.
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When the reduced velocity increases further, the vibration fully develops into the
galloping mode. The features of galloping mode such as large transverse vibration
amplitude and low vibrating frequency can be observed. Figure 3-9 shows the force
responses at 𝑈𝑟 = 40. The lift coefficient is a superposition of two harmonic oscilla-
tions. The high frequency 𝑆𝑡1 = 0.17 is the vortex shedding frequency and the low
frequency 𝑆𝑡2 = 0.02 coincides with the low galloping vibration frequency, and this
results in the time history plot of lift coefficient looks like a "w" shape. The time
history plot of transverse vibration amplitude is also a combination of VIV and gal-
loping where galloping is dominating in this reduced velocity range. The trajectory
shows a "butterfly wings" shape.























































































Figure 3-9: Freely vibrating single square column at 𝑈𝑟 = 40: (a) time history plots
of lift and drag coefficients, (b) lift and transverse vibration response, (c) power






This chapter analyzes two identical square columns in the side-by-side configuration.
The effect of gap distance between two square columns is investigated and based on
the different gap distances, four different flow regimes are classified. The present
chapter is based on published work in [57].
4.1 Problem Definition
The design of computational domain and meshing requirements are similar to the
details covered in Chapter 3. In this study, the gap distance is the length between
two inner surfaces of two columns and the gap ratio is defined by 𝑔* = 𝑔/𝐷, which
is shown in Fig. 4-1a. The mid-point between two square columns coincides with
the origin point of the Cartesian coordinate system. To keep the blockage of the
computational domain similar to the references, the distance from the column outer
surface to side boundary remains as 𝑆 = 19𝐷 while the gap distance varies. To
investigate the effect of gap and cover all the flow regimes, the gap distance varies
from 0.1𝐷 to 8𝐷. Two extreme cases are also simulated for baseline purpose to
compare with the result of the side-by-side configuration. The first case is the single
square column which the gap ratio can be considered as 𝑔* = ∞ and the second one
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is the two side-by-side square columns tied together acted as one rigid body with the
cross-section as 2𝐷 × 1𝐷 with the gap ratio 𝑔* = 0 . Figure 4-1b depicts a typical
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(a) (b)
Figure 4-1: Side-by-side square columns in stationary condition (a) domain descrip-
tion and boundary conditions, (b) a representative mesh at 𝑔* = 1.0
4.2 Numerical Results
Three important non-dimensional parameters, the drag coefficient 𝐶𝐷, the lift coeffi-
cient 𝐶𝐿, the Strouhal number 𝑆𝑡 are investigated in this section at Reynolds number
𝑅𝑒 = 200.
4.2.1 Results for Reference Cases
Two extreme cases are firstly investigated to serve as references to compare with the
configuration of two side-by- side square columns. The first case is the isolated single
square column which can be considered as the gap ratio 𝑔* = ∞ and the second case
is that two square columns are connected together as single bluff body with 𝑔* = 0.
The drag and lift force behaviours of both cases are shown in Fig 4-2. The single
square column reaches steady state at non-dimensional time 𝑡𝑈/𝐷 = 50 and this is
faster than the rectangular column of 𝑔* = 0 which takes 𝑡𝑈/𝐷 = 150 to reach steady
state. From the post-processing, we can obtain 𝐶𝐷 = 1.5305, 𝐶𝐿𝑟𝑚𝑠 = 0.4899 and
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𝑆𝑡 = 0.1465 for the single square column and 𝐶𝐷 = 2.2565, 𝐶𝐿𝑟𝑚𝑠 = 0.8675 and
𝑆𝑡 = 0.1904 for the rectangular column.




































Figure 4-2: Time history plots of drag and lift coefficients for two extreme cases (a)
𝑔* = 0 (b) 𝑔* = ∞
In Fig 4-3, we can observe different flow patterns for the two extreme cases which
can be attributed to different cross-section shapes. Although both cases are leading to
"2S" shedding mode, the clockwise (blue) and anti-clockwise (red) vortices from single
square column are close to each other and proceed forward as a single row. In contrast,
the "2S" pattern of the rectangular column forms two parallel rows for the clockwise
and anti-clockwise vortices, which leads to a wide wake region further downstream.
These differences in the wake vortices affect the net forces on the columns.
(a) (b)
Figure 4-3: Vorticity contour plots for two extreme cases (a) 𝑔* = 0 (b) 𝑔* = ∞
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4.2.2 Effect of Gap Ratio
We next investigate the effect of gap ratio on the flow dynamics of the side-by-
side configuration. The range of gap ratio for each regime may vary with different
Reynolds number. The previous experimental studies [14] are focused at 𝑅𝑒 = 300,
while this thesis considers two-dimensional simulations at 𝑅𝑒 = 200 with emphasis on
the underlying physics of flow-induced vibration. In several previous studies [58, 59],
this value of Reynolds number has been considered as the upper limit at which the
wake flow remains two-dimensional and laminar, and the 3-D instabilities do not
influence the dynamical response of the fluid-structure interaction. Two-dimensional
simulations should be appropriate for a wide-range of parametric investigations of
the gap flow effects on stationary and vibrating side-by-side square cylinders. A
total of 30 simulations are performed for varying gap ratio 𝑔*, including the single
rectangular (𝑔* = 0) and square (𝑔* = ∞) cylinders as the two extreme cases. The
gap ratio changes from 0.1𝐷 to 6𝐷 where the gap increment is 0.1𝐷 from 0 to 2𝐷
and 0.5𝐷 from the distance 2𝐷 to 6𝐷 to span across all the flow regimes. As found
in the experiments [12, 13], we obtain the four flow regimes by varying the gap ratio
in our numerical simulations for the laminar flow.
To illustrate the flows regimes, Figs. 4-4a and 4-4b show the time averaged drag
coefficient and the Strouhal number (𝑆𝑡 = 𝑓𝐷/𝑈), respectively. The gross character-
istics of the four flow regimes are well captured by the simulations. As observed in the
experiments [13, 12] at sub-critical Reynolds number, the high drag associated with
the narrow street and low drag for the wide wake can be seen. Until the gap ratio
𝑔* = 0.4, effective length-scale of this system appears as 2𝐷 rather than 𝐷 despite
the existence of gap and the Strouhal number is nearly half of the single counterpart.
In the couple vortex-shedding mode, the vortex-shedding frequencies are similar and
close to that of the single-square cylinder. Detailed analysis will be presented in the
following subsections. The most left point at 𝑔* = 0.08 effectively represents the
rectangular column 2𝐷 × 1𝐷 where 𝐶𝐷𝑚𝑒𝑎𝑛 = 2.79, 𝐶𝐿𝑟𝑚𝑠 = 2.02 and 𝑆𝑡 = 0.090
and the most right point at 𝑔* = 10 represents the isolated square column where
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𝐶𝐷
𝑚𝑒𝑎𝑛 = 1.57, 𝐶𝐿𝑟𝑚𝑠 = 0.48 and 𝑆𝑡 = 0.128. We next study the flow structures for





























               I                                    II                         III            IV
Broad and Narrow Street
Coupled V ortex
(b)
Figure 4-4: Illustration of the four regimes through the variation of (a) mean drag
coefficient 𝐶𝐷𝑚𝑒𝑎𝑛 (b) Strouhal number 𝑆𝑡 with respect to 𝑔*.
Regime 𝐼
The Regime I or single rectangular regime spans in the range of gap ratio 𝑔* ∈ [0, 0.3].
The side-by-side configuration performs as the single bluff body and is much similar
with the baseline rectangular bulk of 𝑔* = 0. Both the columns share the similar
force values and their differences are less than 1%. The flow does not pass through
between two columns definitely at 𝑔* = 0, and all the characteristics are acted as
that for rectangular column. As long as the two columns are separated and the gap
appears at 𝑔* = 0.1, the gap flow forms and attempts to pass through the gap, which
are providing additional streamwise momentum in the near wake. However, due to
the strong shear layers at the back surface of columns, the gap flow is obstructed
at the outlet of the gap. Thereby it affects the force applied on back surface of the
columns, that results a second peak appeared for every cycle in drag coefficient. The
gap is relatively thin to allow the gap flow deflect and there is light reflection on the
inner surface of the columns. The lift coefficient retains the same value as 𝑔* = 0
and the gap flow does not influence the lift force as shown in Fig 4-5. As the gap
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ratio increases to 𝑔* = 0.3, the jet flow becomes stronger and begins to deflect in the
gap area. Thus, a small peak appears in Fig. 4-6c The gap flow interacts strongly
and dominant on the back surface, the first peak becomes larger than the second
peak. The total value of drag coefficient drops due to the reduced cross-section of
the columns. At 𝑔* = 0.3, the gap flow almost breaks through the back surface shear
layer and it begins to affect the vortex shedding process. The force responses become
complicated and several peaks appear in each cycle, as shown in Fig 4-6.























































































Figure 4-5: Regime I at 𝑔* = 0.1: Force histories for (a) upper column (b) lower col-
umn (c) lift coefficient comparison for both columns (d) numerical vorticity contours
(e) experimental flow structure
Regime 𝐼𝐼
From 𝑔* = 0.4 to 1.2, termed as regime II or gap flow regime, the gap flow develops
strongly enough to split the wake into two streets, resulted in one narrow and one
wide street. The gap flow is biased to one column and form a narrow street, while
the biased gap flow shifts between two columns randomly. The phenomenon of the
shifting biased gap flow is called "flip-flop" in many literature works. It results highly
chaotic and irregular properties in both drag and lift coefficient. The gap flow is un-
stable and can change its direction randomly. Figure 4-7 shows the force and vorticity
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Figure 4-6: Regime I at 𝑔* = 0.3: Force histories for (a) upper column (b) lower col-
umn (c) lift coefficient comparison for both columns (d) numerical vorticity contours
(e) experimental flow structure
characteristics at 𝑔* = 0.5. Due to the high jet in the gap, the low pressure occurs
in the region of the gap vortices which can provide the pressure difference between
the vortex streets in either direction. Besides, due to this "flip-flop" effect, it is diffi-
cult to determine the vortex shedding frequency by standard Fast Fourier transform
(FFT) method. The frequency usually is in broadband and has many interference
effects. The two streets strongly interact with each other and the vortices from the
wide street are dominant and merge with the vortices from the narrow street. The
value of both drag and lift coefficients in the narrow streets are higher around 10-20%
than those in wide streets. The larger drag force in narrow street is the net effect of
the decrease in the width of street and the increase in the wake velocity. Figure 4-8
shows the force and vorticity characteristics at 𝑔* = 1.0 where the greatest difference
of drag coefficient between two columns happens.
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Figure 4-7: Regime II at 𝑔* = 0.5: Force histories for (a) upper column (b) lower col-
umn (c) lift coefficient comparison for both columns (d) numerical vorticity contours
(e) experimental flow structure

























CLNarrow Street Broad Street
(a)

























CLBroad Street Narrow Street
(b)



























Figure 4-8: Regime II at 𝑔* = 1.0: Force histories for (a) upper column (b) lower col-
umn (c) lift coefficient comparison for both columns (d) numerical vorticity contours
(e) experimental flow structure
Merging of Vortices with Gap Flow
In the experiment study of [14] at 𝑅𝑒 = 300, the authors reported that the two streets
created immediately in the wake of side-by-side cylinders and merged into a single
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street at some critical downstream distance 𝑋𝑐. In the gap flow regime, similar to
the experiment, four distinct flow structures can be identified such as gap flow biased
or unbiased, anti-phase or in-phase vortex streets. The merging process is illustrated







Figure 4-9: Illustration of two vortex streets merging into one the gap flow regime II
Relationship between the critical distance 𝑋𝑐 and gap ratio is shown in Fig. 4-10.
The experimental data and curve fitting Eq. 4.1 is included in the plot. The variation
of 𝑋𝑐 as a function of 𝑔* can be given by a third order polynomial, i.e.,
𝑋𝑐 = 𝑎 + 𝑏𝑔
* + 𝑐𝑔*2 + 𝑑𝑔*3 (4.1)
where a=-1.29,b=19.49,c=-14.19, d=4.21.
A reasonable agreement between our numerical results with the experimental data
can be seen in Fig. 4-10. The trend is also fitted to the curve from [14]. Our computed
distance 𝑋𝑐 is about 5% longer than published data due to the difference in Reynolds
number and associated three dimensional effects. Qualitatively, the two separate
streets form from each column and every column consists of its own two rows of
vortex streets. As the vortices move to downstream, the inner vortex from the broad
street shift close to that from the narrow street. These two inner vortices are paired
together due to the low pressure region between them. The paired vortices with
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different rotation directions offset from each other, eventually they merge together
and vanish at a critical distance 𝑋𝑐 [14]. For 𝑔* > 1.2, the critical merging distance
𝑋𝑐 increase rapidly with 𝑔*, with the formation of streets either in-phased or anti-
phased. For 𝑔* < 1.2, the narrow and wide streets are recovered. The transition
between these phases is accurately captured by our numerical simulation. As found
in [14] at 𝑅𝑒 = 300, we also observe an inflection like behaviour at 𝑔* ≈ 1.2.
















Figure 4-10: Dependence of the critical vortex merging distance 𝑋𝑐 on gap ratio 𝑔.
Here  and H denotes present simulation, ○ denotes experimental data with curve
fit Eq. 4.1
Regime 𝐼𝐼𝐼
The Regime III is in the range of 𝑔* ∈ [1.2, 2.5] and also known as coupled vortex
shedding regime. As long as the gap ratio keeps increasing to 𝑔* = 1.2, the biased
gap flow becomes less biased and dissolved eventually and two streets become similar
with each other instead of one narrow and one broad. The vortices from two columns
are coupled and appear as in-phase or anti-phase patterns in near wake and finally
merges as one street in far wake. All the characteristics return to regular and periodic
behaviours. At 𝑔* = 1.5, the upper and lower column are almost in in-phase condition
with a small phase difference and the amplitudes of force response are still variant
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shown in Fig. 4-11. For 𝑔* = 1.8, the upper and lower column are in anti-phase
condition, while the variations in amplitude of force responses are negligible in Fig.
4-12.















































































Figure 4-11: Regime III at 𝑔* = 1.5: Force histories for (a) upper column (b) lower
column (c) lift coefficient comparison for both columns (d) numerical vorticity con-
tours (e) experimental flow structure
Regime 𝐼𝑉
From 𝑔* = 2.5 onwards, the vortex shedding from two columns are independent
with each other and can be either in-phase, anti-phase or with other phase angles.
The Regime IV is in the range of 𝑈𝑟 ∈ [2.5∞] can be considered as single square
column regime. Although there is no interaction with each other visually, the force
responses of 𝑔* = 3.0 still shows small interference in Fig. 4-13, while their average
or root-mean-square values are very close within 1% difference between each other,
but still higher than the value of single isolated square counterpart. When the gap
ratio reaches 𝑔* = 8, all the characteristics are acted as the isolated square column
and the difference of the value is within 1%. Further details can be found in Fig 4-14.
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Figure 4-12: Regime III at 𝑔* = 1.8: Force histories for (a) upper column (b) lower
column (c) lift coefficient comparison for both columns (d) numerical vorticity con-
tours (e) experimental flow structure

























































































Figure 4-13: Regime IV at 𝑔* = 3.0: Force histories for (a) upper column (b) lower
column (c) lift coefficient comparison for both columns (d) numerical vorticity con-
tours (e) experimental flow structure
4.2.3 Assessment of the Uncertainty on Gap Flow Regimes
In order to understand the sensitivity characteristic of the gap flow regime, two sets of
cases are simulated in both 𝑔* = 0.1 at Regime I and 𝑔* = 1.0 at Regime II by varying
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Figure 4-14: Regime IV at 𝑔* = 8.0: Force histories for (a) upper column (b) lower
column (c) lift coefficient comparison for both columns (d) numerical vorticity con-
tours (e) experimental flow structure
the initial inflow velocity 𝑈 = 1.0 with small perturbation 𝜖 = 0.001. From Fig. 4-15,
it shows that a small perturbation in the initial inflow velocity does not change the
properties of lift coefficient in Regime 𝐼. However, the profiles of lift coefficient are
transformed in an irregular way in Regime 𝐼𝐼. This can be attributed to the highly
irregular property and instability of the flip-flop regime. Even 0.1 % of changing
initial condition changes the profile of the plots of the drag and lift coefficient.
4.3 Effect of Three Dimensionality on Gap Flow Dy-
namics
It is known that a wake transition to three dimensionality occurs at fairly low Reynolds
number 𝑅𝑒 ≈ 200 for flow past a bluff body. One of the earliest observations of
the three-dimensional transition was made by Roshko [60] in the wake of a circular
cylinder. The transition region has irregular velocity bursts in the wake, termed as
mode 𝐴 instability. There are fundamental difference between square and circular
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Figure 4-15: Effects of perturbation on the force dynamics of gap flow at 𝑔* = (a) 0.1
(b) 1.0
cylinders: (i) the square cylinder is a bluffer body than the circular cylinder and the
separation points are fixed at the front leading edges, (ii) vortex formation region is
significantly longer and broader for a square cylinder than a circular cylinder. These
differences can also influence the three-dimensional transition process, the nature of
mode A and other possible three-dimensional instabilities. Here we will investigate the
three-dimensional gap flow of the side-by-side square cylinders. The 2-D simulations
only consider one element thick layer in spanwise direction, where the 3-D simulation
study extrudes the 2-D mesh to span width of 5𝐷 (aspect ratio 𝐴𝑅 = 5) with 25
layers, i.e. spanwise mesh size ∆𝑧 = 0.2𝐷.
Table 4.1 and Table 4.2 show the results comparison of 2-D and 3-D analyses for
gap ratio 𝑔* = 0.1 and 0.7 conducted at 𝑅𝑒 = 200. Both tables show that the force
coefficients are generally over-predicted by the 2-D simulation. The changes can be
attributed to the 3D effects of the gap flow behaviour and the complex interactions of
gap flow with side-by-side wake structures. The drag coefficients of 2-D simulations
are about 10% higher than 3-D counterpart, while the fluctuating lift coefficients are
differing up to 40% in the regime II. Since in the regime II, the gap flow has a strong
influence on the inner surfaces of the columns and results greater differences in the
fluctuating lift coefficient. While the Strouhal numbers for both 2-D and 3-D are
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nearly same with the value of 𝑆𝑡 = 0.16, the 3-D results follow the similar trend as
the 2-D counterpart.
Table 4.1: Comparison of 2D and 3D results for stationary side-by-side columns at
𝑅𝑒 = 200 and 𝑔* = 0.1
Flow parameters 2-D 3-D Diff
𝐶𝐿
𝑟𝑚𝑠
1 2.088 2.055 1.61%
𝐶𝐿
𝑟𝑚𝑠
2 2.080 2.032 2.36%
𝐶𝐷1 2.843 2.672 6.40%
𝐶𝐷2 2.849 2.734 4.21%
𝑆𝑡 0.085 0.088 3.41%
Table 4.2: Comparison of 2D and 3D results for stationary two side-by-side columns
at 𝑅𝑒 = 200 and 𝑔* = 0.7
Flow parameters 2-D 3-D Diff
𝐶𝐿
𝑟𝑚𝑠
𝑛𝑎𝑟𝑟𝑜𝑤 0.529 0.362 46.13%
𝐶𝐿
𝑟𝑚𝑠
𝑏𝑟𝑜𝑎𝑑 0.487 0.341 42.81%
𝐶𝐷𝑛𝑎𝑟𝑟𝑜𝑤 1.904 1.986 4.13%
𝐶𝐷𝑏𝑟𝑜𝑎𝑑 1.794 1.854 3.23%
𝑆𝑡 0.149 0.154 3.25%
For flow passing bluff bodies, it is of interest to analyse vertical wake structures
to understand the force dynamics. Figure 4-16 shows the comparison of wake struc-
tures between the 2-D and 3-D simulations. The flows near the columns remain
two-dimensional flow for both 2-D and 3-D simulations, while the flow in the wake
region develops to complex three-dimensional characteristics in the gap flow regime
for 𝑔* = 0.7. The 3D effects in the wake manifest themselves in the form of streamwise
vorticity blobs. This three-dimensional flow in the wake also leads that the values
of the force coefficients drop and this decreases in the force coefficients agrees with
experimental data when flow begins to change from 2-D to 3-D as Reynolds number
increases. Detailed investigation of the three-dimensional instabilities is beyond the
scope of this thesis, hence should be considered in future study. Due to the com-
putational cost, two-dimensional simulations are able to properly capture the trends
and physical mechanisms of the flow and more efficient than three-dimensional sim-
ulations. While there may exist over/under predictions of the accurate values of the
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forces or structural response, 3-D simulations would be more accurate and necessary
to study in detail.
The two-dimensional computational simulations of this thesis should be appro-
priate for a wide-range of parametric investigations of the two side-by-side square
columns. As known that the branching of FIV has its genesis in two-dimensional low
Re flow, the FIV regimes of cylinder response can be captured via simulations at low
Re , similar in nature to the upper and lower branches seen at higher Re. Recent
studies have shown that this simplification works for low Reynolds numbers, but may
over/under predict some parameters ([61] has shown that the 2D analyses over-predict
the lift and drag coefficients of a circular cylinder for 𝑅𝑒 = 1000). Therefore, it is still
important to investigate whether two-dimensional simulations are sufficient enough






Figure 4-16: Flow structures for gap ratio 𝑔* = 0.1 (left) and 𝑔* = 0.7 (right) in terms
of: iso-surfaces of streamwise vorticity (𝜔𝑥 = ±0.5) coloured in red and black, and






The stationary side-by-side configuration has been discussed in the previous chapter
and the four regimes have been classified as a function of gap ratios. The behaviour
of regime I and IV are close to the behaviour of rectangular and square shaped
columns, respectively. Regime II is termed as gap flow regime and regime III is
known for counter vortex shedding regime in the literature. In this chapter, we study
this side-by-side configuration in freely vibrating condition with 2-DoF in streamwise
and transverse directions.
5.1 Problem Description
The computational domain and meshing details remain the identical to the station-
ary counterpart provided in Chapter 4. This freely vibrating configuration can be
considered as a half symmetrical part of the semi-submersible platform which usually
consists of four square columns with pontoons connected among each other. The
motivation of this side-by-side configuration is to understand the fundamental be-
haviour of multi-columns applied in semi-submersible structures. The two identical
square columns are tied together as single rigid body in one system. Visually, there
is no connection between two columns, but are numerically connected and maintain
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their relative positions between each other shown in Fig. 5-1a. A mesh region with
10𝐷× 10𝐷 has been created around the column system, in order to move the bound-
ary layer grid near the columns. The grid of the first gap ratio 𝑔* = 0.1 comprises of
94, 548 elements. As the gap ratio increases, the number of elements in the gap and
its sizes are also increasing accordingly. The grid of largest gap ratio 𝑔* = 6 comprises
of 205, 910 elements. Since the mesh convergence study for single square column has
been presented in previous chapter, the current grid convergence study focuses on
the required grid resolution in the gap region where the complex interactions of gap
flow and wake dynamics exist. The results are recorded in Table 5.1. It can be seen
that the quantities recorded for the meshes 𝑀2 and 𝑀3 differ by less than 1%, thus
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Figure 5-1: Side-by-side square columns connected with a turning table mounted
on spring-damper system with 2-DoF motion: (a) domain description and boundary
conditions, (b) a representative mesh at 𝑔* = 1.0
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Table 5.1: Grid convergence study at 𝑔* = 1.0 of the regime II in stationary condition
Parameter M1 M2 M3
No. of nodes of whole domain 95,932 155,109 284,517
No. of nodes in box region 34,118 69,356 177,530
Percent of box nodes in domain 35.6% 44.7% 62.4%
Mean 𝐶𝐷 of narrow street 2.0682 (1.30%) 2.1139 (0.88%) 2.0955
Mean 𝐶𝐷 of broad street 1.7943 (1.71%) 1.8153 (0.56%) 1.8256
RMS. 𝐶rms𝑙 of narrow street 0.7245 (10.99%) 0.8214 (0.92%) 0.8140
RMS. 𝐶rms𝑙 of broad street 0.5782 (14.63%) 0.6700 (1.08%) 0.6774
5.2 Numerical Results
All the vibrating simulations are computed at 𝑅𝑒 = 200, 𝑚* = 10, 𝜁 = 0 and 𝑈𝑟 ∈
[1, 50] for different gap ratios 𝑔* and the four different regimes are presented in terms
of gap ratios, as shown in a summary plot in Fig. 5-2. At the low gap ratio, regime I
in the range of 𝑔* ∈ [0, 0.4], the characteristics of side-by-side configuration are similar
with the behaviours of rectangular column with 2𝐷×1𝐷 cross-section. Regime IV is
in the range of 𝑔* ∈ [2.5,∞], although there are two square columns in the system, the
key dynamical characteristics of side-by-side configuration follow close to that of the
single square column. Regimes II and III are in the transition range of 𝑔* ∈ [0.4, 2.5],
those characteristics are gradually shifting from the rectangular column to the square
column as the gap ratio increases. The range of regime II is for 𝑔* < 1.2. Due to
the existence of gap flow, no vortex resonance occurs in this range and the vibration
amplitudes increase linearly with the reduced velocity. Regime III is in 𝑔* > 1.2 in
which the couple vortex shedding mode of the upper and lower columns only shows
the anti-phase behaviour. This characteristic dynamics strongly counteracts with
the galloping mode, which results in small transverse vibration amplitude. These
findings are useful to circumvent large vibration amplitudes in offshore structures
and the development of suppression devices based on the jet flow and blowing.
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Figure 5-2: Transverse vibration amplitude as a function of reduced velocity for all
gap ratios 𝑔*
Regime 𝐼
For the regime I with 𝑔* ∈ [0, 0.4], the key characteristics of side-by-side configu-
ration essentially behave as the 2𝐷 × 1𝐷 rectangular column counterpart for both
stationary and freely-vibrating. In Fig. 5-3, three gap ratios are presented where the
rectangular case referred as 𝑔* = 0 is compared with 𝑔* = 0.1 and 0.2. Firstly, we ob-
serve that "lock-in" phenomenon in VIV branch shifts to the higher reduced velocity
(𝑈𝑟 ∈ [9, 19]) as compared to the single square column (𝑈𝑟 ∈ [3, 7]). The correspond-
ing 𝑈𝑟 where the maximum amplitude occurs in this regime is nearly two times that
of the value of single square column. The effective length-scale of this system appears
as 2𝐷 rather than 𝐷 despite the existence of gap, while the calculations of all the
fluid parameters are based on 𝐷 for consistency with larger gap ratio. The range of
"lock-in" region becomes wider for the two side-by-side columns. This is because the
vibrating frequencies become broadband rather than one single dominant frequency
and it simply synchronizes with the shedding frequencies. This side-by-side configu-
ration also undergoes the maximum vibration amplitude in the VIV branch and they
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almost reach 1.5𝐷, nearly seven times to that of the single square column. The shift
of "lock-in" to the high reduced velocity leads to shortening of the desynchronized
branch. We observe that there is an abrupt drop to the desynchronized branch. After
𝑈𝑟 = 19, it goes into the galloping mode with low vibrating frequency and high vibra-
tion amplitude which monotonically increases as the reduced velocity increases. As
the gap ratio increases, the small gap acts as a damper and the vibration amplitudes
for both the VIV and galloping branches decrease. However, the decrease in VIV is
more significant than in the galloping branch.



















Figure 5-3: Transverse vibration amplitude as a function of reduced velocity for
Regime I with 𝑔* ∈ [0, 0.4]
In Fig. 5-4 for 𝑔* = 0.1, the vortex shedding process only occurs from the outer
sides of both columns in this regime and the gap flow has limited effects on the flow
patterns and the force dynamics. The flow separation occurs from the leading edges
of the square columns. Due to the existence of gap, the single rectangular column
divides into the two identical square columns. The flow attempts to pass through
this split but blocks at outlet by strong shear layers on the back surface and has
limited effects on the eddying motion. Therefore, the whole system still retains all
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the characteristics of rectangular column. In the initial branch before the "lock-in"
region, the flow is similar with stationary as "2S" vortex pattern (see Fig. 5-4b). As
shown in Fig. 5-4c for the "lock-in" at 𝑈𝑟 = 15, the frequency resonance and strong
beating phenomenon result in larger vibration amplitude and the flow diverges to
a wide vortex street which eventually leads to irregular vortex patterns. A similar
behaviour also occurs in the galloping mode, as shown in Fig. 5-4d. As the gap ratio
increases further, the gap flow becomes stronger and the shear layers at the back
become weaker that allows the flow to pass through and affects the vortex shedding
process in the wake.
(a) (b)
(c) (d)
Figure 5-4: Vorticity contour plots of 𝑔* = 0.1 for Regime 𝐼 (a) stationary, and
vibrating configuration at 𝑈𝑟 = (b) 7 (c) 15 (d) 40
Three specific cases of 𝑔* = 0.1 in regime I at 𝑈𝑟 = 7, 15 and 40 for different
branches are illustrated below. In pre-"lock-in" and desynchronized branches, force
responses and vibration amplitudes in 𝑋 and 𝑌 directions of this side-by-side config-
uration are invariant with time shown in Fig. 5-5a and 5-5b. Figure 5-5c shows that
lift force and transverse amplitude are in phase that indicates the system reaches the
highest position when its reach the maximum upwards force. However, the existence
of small gap still results light interference on the force responses for each column.
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As shown in Fig. 5-5d, the lift force of upper column experiences the force from the
gap flow when it reaches the highest position, the counterpart happens in the lower
column when it reaches the lowest position. In Fig. 5-5e, only single dominative
frequency is observed for both force and vibration responses that share the same fre-
quency of 𝑆𝑡 = 0.15. The trajectory in Fig. 5-5f remains "8" shape as same as single
square column in pre-"lock-in" region.










































































































Figure 5-5: Time history plots of (a) total force responses (b) vibration amplitude
response (c) 𝐶𝐿 and 𝐴𝑌 (d) force responses of upper column, (e) Power spectrum for
𝐶𝐿 and 𝐴𝑌 (f) Trajectory for regime I of 𝑔* = 0.1 and 𝑈𝑟 = 7
In the "lock-in" region (𝑈𝑟 ∈ [11, 19]), beatings patterns are observed in both force
responses and variation amplitudes as shown in Fig. 5-6a and 5-6b. The maximum
value of drag force for each circulation keeps increasing in each envelope and suddenly
decreases to the beginning value after around ten cycles, while the minimum value
of drag force keeps as the same. This beating phenomenon results into a triangu-
lar shape envelope for the time history plot of drag force, while the lift force does
not show any obvious beating patterns. The transverse vibration amplitude keeps
increasing in first three quarters of one beating envelope and rapidly decreases in the
fourth quarter which makes each beating envelope looks like a diamond. The size of
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each envelope is slightly different from each other. Although the lift force is irregu-
lar in its amplitude, but still keeps in-phase with the transverse vibration amplitude
illustrated in Fig. 5-6c. The frequency of lift force is in broadband rather than one
dominating frequency for transverse vibration in Fig. 5-6e. The trajectory is within
the triangular region but irregular due to beating phenomenon. The vortex shedding
strongly affects backwards to the columns that results force, vibration and vorticity
are complex and irregular.









































































































Figure 5-6: Time history plots of (a) total force responses (b) vibration amplitude
response (c) 𝐶𝐿 and 𝐴𝑌 (d) force responses of upper column, (e) power spectrum for
𝐶𝐿 and 𝐴𝑌 (f) trajectory for regime I of 𝑔* = 0.1 and 𝑈𝑟 = 15
As the reduced velocity keeps increasing after desynchronized branch, the system
comes into galloping mode where the transverse amplitude becomes larger and the
dominating frequency is in low galloping frequency. The frequency of vibrating am-
plitude does not resonate with the frequency of vortex shedding any more. Figure
5-12 shows detail at 𝑈𝑟 = 40. The force responses for both the system and single
column are variant with time history shown in Fig. 5-7a and 5-7d. The vibration
amplitudes in both directions act regularly and the trajectory is close to two triangles
80
and symmetric about the origin point.
















































































































Figure 5-7: Time history plots of (a) total force responses (b) vibration amplitude
response (c) 𝐶𝐿 and 𝐴𝑌 (d) force responses of upper column, (e) Power spectrum for
𝐶𝐿 and 𝐴𝑌 (f) Trajectory for regime I of 𝑔* = 0.1 and 𝑈𝑟 = 40
Regime 𝐼𝐼
For the Regime 𝐼𝐼 in 𝑔* ∈ [0.4, 1.2], the features of single rectangular column disap-
pear gradually and either the "lock-in" phenomenon or kink in the VIV branch is not
observed. Instead, the vibration amplitudes keep increasing as the reduced velocity
increases. Figure 5-8 presents three representative gap ratios as 𝑔* = 0.5, 0.7 and
1.0. The transition happens somewhere in between 𝑔* = 0.3 and 0.5. In this regime,
the natural frequency does not synchronize with the vortex shedding frequency. The
magnitudes of the transverse vibrations for both 𝑔* = 0.2 and 0.5 in the galloping
mode are very close within 10% difference. For example, 𝐴𝑟𝑚𝑠𝑌 at 𝑈𝑟 = 50 are 2.29
for 𝑔* = 0.2, and 2.20 for the gap 𝑔* = 0.5. The gap flow behaviour has strong influ-
ence on both the force dynamics and vibration characteristics. As discussed earlier,
it is randomly biased to one column that results to one narrow vortex street and
one broad vortex street and this biased gap flow randomly shifts between the two
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columns. This "flip-flop" phenomenon causes the force dynamics to be highly irregu-
lar especially for the higher reduced velocity. The trends of vibration amplitude are
much more periodic and regular as compared to the force dynamics. As the gap ratio
increases further, the vibration amplitude drops more with the increase in the reduced
velocity. The relationship between reduced velocity and vibration amplitude shows
somewhat linear trend. In this regime, the frequency resonance does not occur for
all reduced velocities, therefore, the vortex shedding frequency and natural frequency
remain desynchronized. The force variations become more and more irregular and
the interference of frequency becomes stronger and shifts to low frequency of gallop-
ing features when reduced velocity goes beyond 𝑈𝑟 = 25. The vibration amplitudes
are relative more regular than the force response that always shows one dominant
frequency.

















Figure 5-8: Transverse vibration amplitude as a function of reduced velocity for
Regime 𝐼𝐼 with 𝑔* ∈ [0.4, 1.2]
In this regime shown in Fig. 5-9, each column forms its own vortex street. However
due to the gap flow biased to one column, a narrow street and a broad street are
formed. The two streets exist for a short distance (approximate 4−5𝐷) and fuse into
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one street gradually. During the fusion process, the inner vortex from narrow street
may vanish in Fig. 5-9b and Fig. 5-9d or dissolve into the vortex from the broad
street and usually the unpaired outer vortex is left and joins in vortices from the
broad street in 5-9c. The vortex shedding process no longer follows the patterns of
the rectangular column. Therefore, the features of rectangular column fade away after
the gap ratio is wide enough to allow the gap flow passes through with a sufficient
strength. The two columns are close to each other and the gap flow significantly




Figure 5-9: Vorticity contour plots for Regime 𝐼𝐼 at 𝑔* = 0.7 for (a) stationary, and
the vibrating cases at reduced velocity 𝑈𝑟 = (b) 7 (c) 15 (d) 40
For 𝑔* = 0.7, three cases at 𝑈𝑟 = 7, 15 and 40 are selected to present below.
𝑈𝑟 = 7 shows regular characteristics of force and vibration responses. The gap flow
leads to a short pending for the lift force of this configuration to reach the maximum
and minimum values. In Fig. 5-10d, two peaks appear at the upper part in one
circulation in both drag and lift force response for the upper column, while these
peaks appear at the opposite parts for the lower column. The first peak is always
less than the second one and this leads the resultant force shows the short pending in
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the first half of each cycle. The lift force and transverse vibration amplitude always
keep in phase in Fig.5-10c. In Fig. 5-10e, we noticed that the frequency of transverse
vibration is half lower than the frequency of lift force. The trajectory looks like two
twisted "8" shaped loops connected together.










































































































Figure 5-10: Time history plots of (a) total force responses (b) vibration amplitude
response (c) 𝐶𝐿 and 𝐴𝑌 (d) force responses of upper column, (e) Power spectrum for
𝐶𝐿 and 𝐴𝑌 (f) Trajectory for regime II of 𝑔* = 0.7 and 𝑈𝑟 = 7
As reduced velocity increases to 𝑈𝑟 = 15, the force responses become more ir-
regular than the vibration responses where the amplitudes for each circulation are
highly variant in Fig. 5-11a and 5-11b. The lift force response and transverse vi-
bration amplitude still keep in phase with coincidences of maximum and minimum
peaks occur together instantaneously during shown period. The transverse vibration
amplitude becomes larger and its frequency becomes lower than the streamwise vi-
bration. The characteristics of galloping mode become more and more dominating
after 𝑈𝑟 = 15. The frequency of vibration is synchronized with the second peak of
frequency for vortex shedding at low value. The trajectory becomes chaotic since the
irregular behaviour in streamwise direction.
After reduced velocity beyond 40, it fully develops to galloping mode. The large
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Figure 5-11: Time history plots of (a) total force responses (b) vibration amplitude
response (c) 𝐶𝐿 and 𝐴𝑌 (d) force responses of upper column, (e) Power spectrum for
𝐶𝐿 and 𝐴𝑌 (f) Trajectory for Regime 𝐼𝐼 of 𝑔* = 0.7 and 𝑈𝑟 = 15
transverse amplitude are variant in time history with 𝐴𝑟𝑚𝑠𝑌 = 1.2𝐷. The force re-
sponses are even more irregular than in 𝑈𝑟 = 15 and this leads to more interference
but still can figure out the dominating frequency which happens even lower than the
previous value. The transverse vibration response are about a low frequency 𝑓 = 0.05.
The trajectory does not show any patterns which can be described. While this irreg-
ular characteristics avoid the system natural frequency synchronized with the vortex
shedding frequency in any reduced velocity range and keep the vibration amplitude
linearly increases with the increasing reduced velocity.
Regime 𝐼𝐼𝐼
The Regime 𝐼𝐼𝐼 with 𝑔* ∈ [1.2, 2.5], the gap ratio increases to a critical range where
the upper and lower column lead to the anti-phase behaviour of the force variation
and the vortex shedding patterns. The biased gap flow no longer exists to affect this
wake flow system. Each column generates its own street which looks like symmetric
with respect the central-line and the two streets interact after a long distance. In
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Figure 5-12: Time history plots of (a) total force responses (b) vibration amplitude
response (c) 𝐶𝐿 and 𝐴𝑌 (d) force responses of upper column, (e) Power spectrum for
𝐶𝐿 and 𝐴𝑌 (f) Trajectory for Regime 𝐼𝐼 of 𝑔* = 0.7 and 𝑈𝑟 = 40
this regime, the resonance of two dominate frequencies of 𝐶𝐿 and 𝐴𝑌 still do not
occur in the VIV branch, which is similar to the Regime 𝐼𝐼. Instead, the frequency
of vibration amplitude is synchronized with a low frequency of force response which
usually causes by the beating phenomenon. As increase to the higher reduced ve-
locities, the frequency of vibration amplitudes shifts to the lower frequency and the
interactions from each other become much weaker and disappear subsequently. The
characteristics of both force response and vibration amplitudes behave as the single
square column, but still keep in anti-phase that counteract the galloping vibration
amplitude and results in smaller streamwise and transverse vibrations (𝐴𝑟𝑚𝑠𝑌 < 0.6𝐷).
Due to this offset of vibration amplitude in galloping mode, the transverse vibration
amplitudes tend to saturate and even begin to reduce slightly after 𝑈𝑟 > 35, as shown
in Fig. 5-13.
In Fig. 5-14, the biased gap flow disappears and the two columns generate two sim-
ilar and independent vortex streets. These two streets exhibit anti-phase behaviour
for the force responses and vorticity and maintain symmetric patterns along the wake
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Figure 5-13: Transverse vibration amplitude as a function of reduced velocity for
Regime 𝐼𝐼𝐼 with 𝑔* ∈ [1.2, 2.5]
central line for this couple vortex shedding mode. The red anti-clockwise vortex from
upper column and the blue clockwise vortex from lower column in the inner sides are
paired together. However, due to the transverse vibration of this system, the paired
vortices from the inner sides are mis-allocated and interacted at very behind of wake
(more than 10𝐷). This interaction dynamics reflects back to the force response and
leads to a second force peak in the time evolution. For the high reduced velocity range
where the galloping mode is dominating, the vortex mis-allocation is not obvious and
the force and vibration responses strongly counteract with each other which retards
the movement and leads to a smaller vibration amplitude. Conversely, the smaller vi-
bration amplitude and the slow movement make the system relatively stationary-like
which make this regime more stable to remain in the anti-phase mode.
The detail of 𝑔* = 2 elaborates below with three cases at 𝑈𝑟 = 9, 19 and 40.
Regime 𝐼𝐼 and 𝐼𝐼𝐼 are both in the transition range from rectangular to square column.
The differences are that the effect of the gap flow has more influence on Regime 𝐼𝐼




Figure 5-14: Vorticity contour plots for Regime 𝐼𝐼𝐼 at 𝑔* = 2 (a) stationary, and the
vibrating cases at (b) 9 (c) 19 (d) 40
turns to weaken. The initial branches of both Regime 𝐼𝐼 and 𝐼𝐼𝐼 are similar with each
other. 𝑈𝑟 = 9 shows regular characteristics of force and vibration responses shown in
Fig. 5-15a and 5-15b. Unlike Regime 𝐼𝐼 at 𝑈𝑟 = 7, the short pending in each cycle
disappears and the time history plots are almost harmonic-like behaviours. The lift
force and transverse amplitude keep in phase shown in Fig. 5-15c. While there are
still two peaks in one cycle of lift force from upper column, but the amplitudes of
two peaks becomes close which could well compensate with the lift force from lower
column, and results to the harmonic-like resultant force. And the vibration frequency
and vortex shedding frequency do not resonate and no "lock-in" phenomenon happens
in this regime. The trajectory comes back to the "8" shaped as single square column.
As reduced velocity increases further to 𝑈𝑟 = 19, similarly with Regime 𝐼𝐼, the
vibration amplitude are more regular than the force response presented in Fig. 5-
16a and 5-16b. The amplitude of lift force response coincides with the amplitude of
transverse vibration which can be consider as in phase. The life force response of the
upper column shows more regular behaviours than the total resultant force. In this
particular range of gap ratio, the characteristics of upper and lower columns always
88














































































































Figure 5-15: Time history plots of (a) total force responses (b) vibration amplitude
response (c) 𝐶𝐿 and 𝐴𝑌 (d) force responses of upper column, (e) Power spectrum for
𝐶𝐿 and 𝐴𝑌 (f) Trajectory for Regime 𝐼𝐼𝐼 of 𝑔* = 2.0 and 𝑈𝑟 = 9
keep anti-phase. Due the movement of the system in VIV branch, the anti-phase
behaviour in vorticity maybe mis-allocate with each other and this causes the irregu-
lar properties in force response. The frequency of vibration is synchronized with the
second peak of frequency for vortex shedding at low value which keeps the vibration
amplitude coincides with the force response. The trajectory becomes regular patterns
with periodic shifting as shown in Fig. 5-16f.
As 𝑈𝑟 ≥ 35, the galloping mode becomes dominating. The beating patterns ap-
pear in the force responses. The upper and lower columns are in anti-phase state,
that means the directions of forces from two columns are always opposite and leads
to a small resultant force for the whole system. In the meantime, the low frequency
feature of galloping makes the movement of the system very slow. The slow movement
of the system can avoid the mis-allocation of the vorticity and ensure the anti-phase
behaviours in vorticity keeps alone the wake. Therefore, the system become more
stable and inertial on its position. The vibration amplitudes significantly reduces in
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Figure 5-16: Time history plots of (a) total force responses (b) vibration amplitude
response (c) 𝐶𝐿 and 𝐴𝑌 (d) force responses of upper column, (e) Power spectrum for
𝐶𝐿 and 𝐴𝑌 (f) Trajectory for Regime 𝐼𝐼𝐼 of 𝑔* = 2.0 and 𝑈𝑟 = 19
galloping mode of this regime.
Regime 𝐼𝑉
The range of Regime 𝐼𝑉 starts from 𝑔* ∈ [2.5,∞], the characteristics of side-by-side
configuration begin to show the features of the single square column as shown in
Fig. 5-18 which depicts the relationship between 𝐴𝑌 𝑟𝑚𝑠 and 𝑈𝑟 for the gap ratio
𝑔* = 3 and 6 as well as the single square column for a reference. The transverse
vibration response of 𝑔* = 3 shows the VIV synchronized "lock-in" branch which is
the same as the single square column (𝑈𝑟 ∈ [3, 7]) and reaches to peak around 𝑈𝑟 = 5
while the peak value is 30% less than that of single square column. After a short
desynchronized branch (𝑈𝑟 ∈ [7, 11]), the transverse vibration amplitude increases as
the reduced velocity increases and goes into the galloping mode. However, 𝑔* = 3
does not show the kink that usually happens in the range of three times of "lock-in"
range (𝑈𝑟 ∈ [13, 17]) in a single square column. The kink appears again as soon as
90









































































































Figure 5-17: Time history plots of (a) total force responses (b) vibration amplitude
response (c) 𝐶𝐿 and 𝐴𝑌 (d) force responses of upper column, (e) Power spectrum for
𝐶𝐿 and 𝐴𝑌 (f) Trajectory for Regime 𝐼𝐼𝐼 of 𝑔* = 2.0 and 𝑈𝑟 = 40
gap ratio reaches to 6 where the kink happens at 𝑈𝑟 = 15 and the transverse vibration
amplitude 𝐴𝑌 𝑟𝑚𝑠 goes up to 0.4𝐷. After the kink, the transverse vibration amplitude
of 𝑔* = 6 moves into the galloping mode again and behaves similar to the single square
column. In the regime III, the relationship between transverse vibration amplitude
and gap ratio has two aspects. In the VIV branch, the lower gap ratios cause smaller
transverse vibrations. 𝐴𝑌 𝑟𝑚𝑠 is equal to 0.14𝐷 for 𝑔* = 3 and 𝐴𝑌 𝑟𝑚𝑠 is equal to
0.18𝐷 for 𝑔* = 6 at 𝑈𝑟 = 5 and they are 33% and 15% less than 𝐴𝑌 𝑟𝑚𝑠 = 0.21𝐷 for
single square column respectively. In contrast, lower gap ratios cause larger transverse
vibrations in galloping mode. 𝐴𝑌 𝑟𝑚𝑠 is equal to 0.89𝐷 for 𝑔* = 3 and 𝐴𝑌 𝑟𝑚𝑠 is equal
to 0.76𝐷 for 𝑔* = 6 at 𝑈𝑟 = 40 and they are 71% and 46% more than 𝐴𝑌 𝑟𝑚𝑠 = 0.52𝐷
for single square column respectively.
In Fig. 5-19a, the vortex sheddings generate separately from each column and
form two parallel vortex streets. The separation occurs at the leading edges but no
reattachment on the side surfaces. The vortex shedding patterns for both columns are
standard "2S" mode, which remains for the vibrating cases at 𝑈𝑟 = 5, 15. For 𝑈𝑟 = 40,
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Figure 5-18: Transverse vibration amplitude as a function of reduced velocity for
regime IV with 𝑔* ∈ [2.5,∞]
as shown in Fig. 5-19c, the vortex streets tend to curve rather than staying straight
with respect to the centreline. Since the two columns are somewhat independent from
each other, they may exhibit in-phase, anti-phase or with other phase angles.
Although 𝑔* = 6 has already shown all the properties of single square column,
the force responses still perform variantly and slightly irregularly in amplitudes and
the frequency of 𝐶𝐿 is in broadband, especially for 𝑈𝑟 = 5. Three specific cases
of 𝑔* = 6 for Regime 𝐼𝑉 at 𝑈𝑟 = 5, 15 and 40 for "lock-in", kink and galloping
are presented below, respectively. Firstly, the VIV "lock-in" phenomenon happens
at 𝑈𝑟 = 5, the same as that for single square column. The force response shows
beating pattern in Fig. 5-20a and 5-20b. The time periods for beating envelopes
of simultaneous drag and lift force are the same, but not the same length as other
envelope in force response. The amplitude of lift force jumps to a large value at
the node of each envelope, where the amplitude of drag force is in a small value.
The lift force and transverse amplitude keep in phase shown in Fig. 5-20c. The




Figure 5-19: Representative vorticity contour plots for regime IV at 𝑔* = 6 for (a)
stationary, and the vibrating cases at 𝑈𝑟 =(b) 5 (c) 15 (d) 40
the "lock-in" phenomenon occurs in this regime. However, the trajectory is not as the
traditional "8" shaped, but within 0.4𝐷× 0.04𝐷 thin rectangular box that coincides
with 𝐴𝑋 is much smaller than 𝐴𝑌 .
The force responses and the vibration amplitude become more regular and peri-
odic as reduced velocity increases where the power spectrum always shows only one
dominative frequency for both force and vibration responses. The time history plot
of force responses are shown in Fig. 5-21a, in which we could observe that both the
maximum and minimum peaks are separated into two peaks in one cycle of lift force.
At kink occurs at three times of the peak of "lock-in", two dominative frequency are
found for 𝑓1 = 0.05 and 𝑓2 = 0.17 in 𝐶𝐿 and 𝑓2 is the same as single square column
vortex shedding frequency. The frequency of 𝐴𝑌 shows that it is synchronized with
low frequency 𝑓1. Therefore, the vibrating frequency is synchronized with one third
on the vortex shedding frequency as shown in Fig. 5-21e. And the trajectory looks
like a "butterfly wings" shape in Fig. 5-21f.
At 𝑈𝑟 = 40, more interactions happen in galloping mode, drag and lift force
behaviours become more irregular in Fig. 5-22a, however this irregular characteristics
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Figure 5-20: Time history plots of (a) total force responses (b) vibration amplitude
response (c) 𝐶𝐿 and 𝐴𝑌 (d) force responses of upper column, (e) Power spectrum for
𝐶𝐿 and 𝐴𝑌 (f) Trajectory for regime IV of 𝑔* = 6.0 and 𝑈𝑟 = 5





















































































































Figure 5-21: Time history plots of (a) total force responses (b) vibration amplitude
response (c) 𝐶𝐿 and 𝐴𝑌 (d) force responses of upper column, (e) Power spectrum for
𝐶𝐿 and 𝐴𝑌 (f) Trajectory for regime IV of 𝑔* = 6.0 and 𝑈𝑟 = 15
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is only in amplitude but do not affect its frequency which still can be obtained as one
dominating frequency. The time history plots of vibration amplitude show periodic
behaviours for both streamwise and transverse directions in Fig. 5-22b. There is no
resonance between the vibration frequency and vortex shedding frequency, since the
vibration frequency is in very low value. The trajectory is highly twisted "8" shaped
which the top and bottom are pulled to downstream.


















































































































Figure 5-22: Time history plots of (a) total force responses (b) vibration amplitude
response (c) 𝐶𝐿 and 𝐴𝑌 (d) force responses of upper column, (e) Power spectrum for





Square shaped columns are widely used in semi-submersibles and offshore floating
structures. Predicting flow-induced vibrations in multi-column floaters is a chal-
lenging task due to complex wake interference and galloping, self-excited non-linear
instabilities are associated with large amplitude oscillations and are also undesirable
to avoid structural failure. This chapter reports a set of numerical simulations to
understand flow-induced vibrations of four square columns in semi-submersible. This
chapter verifies the 3-D numerical simulations with existing experiments of the model
of semi-submersible. The model was mounted to a horizontal turning plate with 3
ultra low friction air bearings and remained the critical damping of the system was
less than 1% as shown in Fig. 6-1. The model was allowed to freely respond to
the incoming flow in 𝑋 and 𝑌 directions and the surge/sway/yaw rotations. To ad-
just the model into the water, the vertical pretension was applied without restricting
horizontal motions.
6.1 Geometry and Problem Description
All the geometry parameters of the semi-submersible model is followed the dimension
from [21]. The full computational domain and the dimension of geometry are shown
in Fig. 6-2, respectively. The model is scaled at 1:70 to the real operational semi-
submersible with the sharp cornered columns. The model has four columns with four
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(a) (b)
Figure 6-1: Experimental setup: (a) semi-submersible model (b) test condition in
MARIN ocean basin
pontoons and in the full-load and deep-draft condition and is elastically mounted and
free to oscillate only in the streamwise and transverse directions. The test model was
installed with 3 low friction air bearings that slide along a horizontal plate mounted
to the carriage. Detailed free decay tests in sway, surge and yaw directions have
been conducted to ensure the friction of the air bearing to be less than 1% of critical
damping.
(a) (b)
Figure 6-2: Schematic plots of the semi-submersible structure with four pontoons in
deep draft condition (a) domain description and boundary conditions, (b) Detail of
the dimension of semi-submersible
A 3-D unstructured finite-element mesh is generated using the open-source mesh-
ing package [62]. The mesh consists of about 1.7 million nodes and 10 million linear
tetrahedral elements for capturing the turbulent wake dynamics shown in Fig. 6-3.






Figure 6-3: 3D unstructured mesh for semi-submersible model consists of 1,699,392
nodes and 10,373,075 tetrahedral elements: (a) the entire domain (b) close view of
fine grid region (c) cross-section at columns (d) cross-section at pontoons
For our computational study, free-stream condition on velocity is applied at the
inlet. At the top, bottom and side boundaries, the slip boundary conditions are
considered. Stress-free outflow condition is imposed at the domain outlet. No-slip
condition on velocity is applied at the surfaces of semi-submersible. The Reynolds
number of flow is based on the characteristic dimension of single column 𝐿 = 0.2𝐷,
kinematic viscosity of fluid 𝜈 and free-stream speed 𝑈 . A non-dimensional time step
of ∆𝑡 = 0.1 is used for the simulation of the offshore platform. Three non-linear
iterations are performed at each time step. In present study, two simulations are
firstly conducted at 𝑅𝑒 = 20, 000 and 𝑚* = 0.83 at zero incidence with different
damping ratios 𝜁 = 0 and 1% to select suitable damping ratio for this study. The
numerical results are compared by taking the statistics from the time histories as
follows:
99





















6.2 Results and Discussion
The nominal response represents the averaged response amplitude that can be used for
fatigue analysis of moorings and risers. The peak response accounts for the highest
maximum and the lowest minimum excursion. Since reference paper only gave a
range of experimental condition, a suitable damping ratio is firstly determined as
𝜁 = 1% which is the closest result to experimental data shown in Table 6.1. The
two important VIV response parameters agree reasonably well with the experimental
data. The difference in the maximum transverse vibration is about 6%, whereas the
response frequency prediction is about 1%. In this study, we do not consider complex
coupling between transverse motion and yaw motion of semi-submersible platform.
In [21], it was shown that the yaw motion can play significant role in the galloping
behaviour of deep draft floaters at high reduced velocity.
Table 6.1: Damping Coefficient study with 𝑅𝑒 = 20, 000, 𝑚* = 0.83 and 𝑈𝑟 = 6.
Damping Coefficient 𝜁 𝐴𝑌 𝑚𝑎𝑥/𝐷 𝐴𝑌 𝑛𝑜𝑚/𝐷 St
𝜁 = 0 0.2351 0.1924 0.1724
𝜁 = 0.01 0.2239 0.1905 0.1620
𝜁 < 0.01 (experimental) 0.21 – 0.16
Representative instantaneous streamwise velocity field and pressure are illustrated
in Fig. 6-4. The flow patterns are considerable symmetry about the center-line of the
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semi-submersible. The flow is three-dimensional and shedding vortices convey fresh




Figure 6-4: The instantaneous contour plots of semi-submersible at pontoons and
columns level (above) pressure contour (below) velocity contour
Figure 6-5 shows the instantaneous spanwise vorticity fields at two spanwise
planes, horizontal and vertical respectively. Viewing the vortex street in the measur-
ing plane, concentrated vorticity layers are shed at the corner of the square columns,
giving the appearance of negative vortices (blue) and positive vortex in anticlockwise
direction (red). As expected for the VIV mode, the span-wise vorticity at the pon-
toon level shows some symmetry along the gap axis which looks like the behaviour of
single square column in Fig. 6-5a. However, due to the long-scale span at the pon-
toon level, the vortex separation point moves along pontoon as the semi-submersible
vibrates. At the top-column level, Fig. 6-5b illustrates the complex interactions of
vortex streets generated from the four columns and the vortex separation points come
into two square columns. The vortex shedding interactions only happen between front
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and back columns, but not between parallel columns and two vortex streets from two
tandem columns quickly diffuse into one street. The streamwise vorticity at the front
vertical section and the mid-plane section are shown in figure 6-5c and 6-5d in which
could also be observed that the pontoon level vortex ascend to columns level and
interacts with each other. A 3-D plot of iso-surface at 𝑄+ = 0.2 coloured by 𝑢/𝑈 is
presented in Fig. 6-6
(a) (b)
(c) (d)
Figure 6-5: The instantaneous vorticity contour plots of semi-submersible at pontoon
and columns level horizontal (above) vertical (below)
In Table 6.2, three cases of computational results of transverse response ampli-
tudes 𝐴𝑌 𝑚𝑎𝑥/𝐷 are compared against experimental data at 𝑈𝑟 = 6, 7 and 8. All
the three cases are within 10% difference and are higher than the experimental data.
The agreement on maximum transverse response can prove that our simulations set-
ting are close to experimental conditions. However, only two degrees-of-freedoms in
streamwise (𝑋) and transverse (𝑌 )directions are given but restrict all rotations and
vertical translation (𝑍) in our simulations, while free surface and wave effects as well
as yaw motion make significant contributions to reduce the vibration amplitudes in
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Figure 6-6: Wake structures of iso-surface of 𝑄+ = 0.2 coloured by 𝑢/𝑈 at 𝑡𝑈/𝐷 =
500 for 𝑈𝑟 = 8.
the experimental study.
Table 6.2: Comparison computational results with Experimental data
𝑈𝑟 𝐴𝑌
𝑚𝑎𝑥/𝐷
Reduced Velocity Computational Experimental Diff
𝑈𝑟 = 6 0.2239 0.21 6.6%
𝑈𝑟 = 7 0.3129 0.30 4.3%
𝑈𝑟 = 8 0.4332 0.42 3.1%
Figure 6-7 presents the relationship between the reduced velocity and the trans-
verse vibration amplitude. The "lock-in" region of VIV happens at 𝑈𝑟 ∈ [7, 15], which
changes into the galloping mode after increasing the reduced velocity further. Figure
6-8 shows the force and amplitude responses as well as frequency of 𝐶𝐿 and 𝐴𝑌 and
trajectory. This motion represents a typical VIV mode at 𝑈𝑟 = 8 in the "lock-in"
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range. Unlike single square column, the beating phenomenon does not appear for the
semi-submersible. The amplitude and force evolutions show irregular trend, whereby
the vortex shedding frequency is synchronized with the system natural frequency.
The transverse vibration amplitude stays in-phase with the lift coefficient. In sum-
mary, the response amplitude and the Strouhal number agree reasonably well with
the model test conduced in the ocean basin at zero current incidence. This study con-
firms that the coupled solver can handle flow-induced vibration of low mass offshore
structure at higher Reynolds number. In future, the effects of flow incidence at wide
range of reduced velocity will be considered. It is also recommended to consider the
effects of yaw motion and wave-current interactions on the flow-induced vibrations of
semi-submersible.

















Olaf et al (2007)
Figure 6-7: Comparison of transverse amplitude versus reduced velocity between
MARIN experiment and current simulation
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Figure 6-8: Semi-submersible platform at 𝑈𝑟 = 8 for 𝑅𝑒 = 20, 000, 𝑚* = 0.83 and
𝜁 = 1% (a) Force responses (b) Vibration responses (c) Spectrum of transverse force




Conclusions and Future Outlook
This thesis presented a set of numerical simulations of flow-induced vibrations (FIV)
of single square column, two side-by-side square columns and full-scale semi-submersible
platform. For initial parametric investigation and verification, the study has focused
on low Reynolds number being less than 200, in order to avoid the effect of three-
dimensional flow. As this value of Reynolds number has been considered as the upper
limit at which the wake flow remains two-dimensional and laminar, and the 3-D insta-
bilities do not influence on the dynamical response of the fluid-structure interaction.
Two-dimensional simulations should be appropriate for a wide-range of parametric in-
vestigations of square shaped multi-columns. Furthermore, we modelled flow-induced
vibration of 3-D offshore structure in a turbulent flow at moderate Reynolds number,
by employed a partitioned iterative and dynamic subgrid-scale (SGS) schemes for
solving coupled fluid-rigid body interaction with unstructured grid.
Firstly, the 2-DoF freely vibrating single square column was verified against the
published vortex-induced vibration (VIV) results of laminar flow past a square column
and their differences were within 3%. With this benchmark, we next investigated the
effects of four important non-dimensional fluid parameters, namely Reynolds number,
mass ratio, reduced velocity and damping coefficient. The single column experiences
either VIV, galloping or the combinations according to the range of reduced veloc-
ity. For Reynolds number of 100, the single column only experiences VIV where the
frequency of vortex shedding matches the frequency of the structure. The structure
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begins to resonate and vibrate with harmonic oscillations driven by the energy of the
flow. This is also known as "lock-in" phenomenon. As Reynolds number is higher
than 150, galloping mode was observed at high reduced velocity which features as low
vibrating frequency and large vibration amplitude. The transition from VIV to gal-
loping happens in the range of 𝑈𝑟 ∈ [15, 30], in which the force and vibration responses
of single square column are the combination of both VIV and galloping. Usually, the
galloping mode becomes dominating at high reduced velocity. For mass ratio, it has
two different effects for VIV and galloping. At low reduced velocity where VIV is
dominating, increasing in mass ratio decreases the vibration amplitude. Conversely,
in galloping mode, large mass ratio actually increases the vibration amplitude. The
effect of damping coefficient becomes important when the damping coefficient is 0.1%
onwards. The transverse vibration amplitude drops approximate 10% at 𝜁 = 1% and
70% at 𝜁 = 10%.
Secondly, the configuration of two side-by-side square columns in both station-
ary and vibrating conditions were studied at low Reynolds number. The gap ratio
𝑔* varies from 0 to 8 to recover the four flow regimes for the stationary condition.
The flow regimes from the numerical results are consistent with the experimental
counterpart and the flow structures compare reasonably well with the experimental
visualizations. In the regime 𝐼, also denoted as the single-bluff-body regime, the
shear layers only separate alternately from outer sides of the cylinders, a minimal
jet flow passes through the gap in this regime. As the gap ratio is increased further
between 𝑔* ∈ [0.4, 1.2], the regime 𝐼𝐼 or the gap flow mode appears. The gap flow
sprays from the outlet of the gap and it strongly affects the vortex shedding from the
cylinders through intermittent biasing to one of the column and forms a narrow and
a broad vortex streets. Similar to the experimental observations, the gap flow mode
has the lowest Strouhal number and the mean drag coefficient. In the regime 𝐼𝐼𝐼 with
𝑔* ∈ [1.2, 2.5], or the couple vortex shedding regime, the vortex shedding synchro-
nizes in either anti-phase or in-phase and the flow patterns are slightly affected by
each other. For the gap ratio 𝑔* ∈ [2.5,∞], this regime 𝐼𝑉 or the quasi-independent
mode regime starts to appear, the two square cylinders behave similar to the isolated
108
single column counterpart. These four regimes have been systematically investigated
for the vibrating condition as a function of gap ratio. The FIV behaviour in the
regime 𝐼 for 𝑔* < 0.4 is quite similar to that of the rectangular column, 2𝐷 × 1𝐷.
The jet moving through the gap has weaker effects onto the flow structure and the
vortex shedding frequency. The transition from the rectangular column to square
column is in the range of 𝑔* ∈ [0.4, 2.5] consisting of the regimes 𝐼𝐼 and 𝐼𝐼𝐼. The
gap flow determines these two regimes where the flip-flop phenomenon happens in
the regime 𝐼𝐼 and results in no vortex resonance for all the reduced velocities and the
transverse vibration increases as the reduced velocity increases. The range of regime
𝐼𝐼𝐼 is shorter for the vibrating condition than its stationary counterpart. The vortex
from one column is coupled with that from another cylinders and stays in anti-phase
mode. The wake mode becomes more regular and periodic for the higher reduced
velocity and this peculiar characteristic counteracts the vibration of the galloping
mode and the transverse amplitude does not follow the increasing trend with respect
the reduced velocity. In the regime 𝐼𝑉 , the side-by-side system acts as if two single
square cylinders are quasi-independent from each other. The features such as lock-in
or the kink are observed in this regime. Out of the four response regimes observed,
in the context of low motion offshore platform, the gap flow regime has a favourable
property to stabilize vortex-induced vibrations. Correlations for variation of vibration
amplitudes have been proposed for the gap flow regime, which can have implications
for setting of offshore industry guidelines.
Finally, a model of deep draft semi-submersible was studied to verify with ex-
perimental data of different reduced velocity in 3-D simulations. This demonstration
was performed using the SGS-based large-eddy simulation solver at Reynolds number
𝑅𝑒 = 20000, mass ratio 𝑚 = 0.85 and damping coefficient 𝜁 = 1% for representa-
tive reduced velocities 𝑈𝑟 = 6, 7, 8 corresponding to the VIV branch. The transverse
amplitude and the Strouhal number agreed reasonably well with the model test con-
duced in the ocean basin at zero current incidence. This study confirmed that the
coupled solver can handle flow-induced vibration of low mass offshore structure at
higher Reynolds number.
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In future, more 3-D simulations for the side-by-side configuration will be conducted
in detail for each flow regime. For the model of semi-submersible, the effects of
flow incidence at wide range of reduced velocity should be investigated. It is also
recommended to consider the effects of yaw motion and wave-current interactions on
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