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We study the triangular lattice Ising model with a finite number of vertically stacked layers and demonstrate
a low temperature reentrance of two Berezinskii-Kosterlitz-Thouless transitions, which results in an extended
disordered regime down to T = 0. Numerical results are complemented with the derivation of an effective
dimer theory that quantitatively describes the low temperature physics. Qualitative features of the global phase
diagram are obtained by mapping the classical spin model into the single-layer quantum Ising model.
PACS numbers: 64.60.F-, 05.50.+q
Introduction.—The antiferromagnetic triangular lattice
Ising model (TLIM) is the paradigmatic example of geometric
frustration [1–3]. Despite its simplicity, this model exhibits all
the defining features of a highly frustrated magnet. The ex-
tensive degeneracy of its ground-state or Wannier manifold,
which comprises any state without three parallel spins on the
same triangle, leads to a residual entropy density S ≈ 0.323kB.
This property makes the system very sensitive to perturba-
tions, as it is manifested in the algebraic spin-spin correla-
tions and divergent T = 0 susceptibility. Simple perturba-
tions, such as further-neighbor couplings, relieve the frustra-
tion and induce long-range order (LRO) or quasi-LRO [4–8].
The ground-state degeneracy can also be lifted via the order-
by-disorder mechanism [9]. For instance, a vertical 3D stack-
ing of TLIMs produces a low-T partially disordered antiferro-
magnetic (PDA) phase [10–15]. By adding a transverse field,
we obtain the quantum Ising model (QIM) that also contains a
low-T PDA state stabilized by quantum fluctuations [16–18].
In this Letter, we show that an exotic classical spin liq-
uid phase with unusual pseudo-critical correlations exists in
a simple generalization of the TLIM, namely, by vertically
stacking a finite number Nz of triangular layers. This new low-
temperature phase consists of a line of pseudo-critical disor-
dered states. Most strikingly, we demonstrate that spins at
short distances become more correlated with increasing tem-
perature. This study is in part motivated by recent advances
in film-growth techniques [19, 20] and fabrication of artificial
spin systems [21]. The model Hamiltonian is:
H = J
Nz∑
n=1
∑
〈i, j〉
σzi,nσ
z
j,n − Jz
∑
i
Nz∑
n=1
σzi,nσ
z
i,n+1, J > 0, (1)
where σzi,n = ±1 is an Ising spin on site i of the n-th layer,
and 〈i, j〉 runs over pairs of intra-layer nearest-neighbor sites.
We use open (periodic) boundary conditions along the vertical
direction (in the ab plane). Although the sign is not essential,
we assume a ferromagnetic (FM) inter-layer exchange Jz > 0.
We will see that the phase diagram of H changes with Nz,
but there is always an extended disordered regime right above
T = 0, corresponding to the pseudo-critical phase mentioned
above. It is known that the single-layer TLIM has no phase
transition at any finite T . While thermal fluctuations also
destroy the critical state at T = 0, for Nz > 1 the configu-
rational entropy produced by kink excitations along vertical
chains enhances the short-range in-plane spin correlations in
the low-T regime. In contrast to the Nz = 1 case, the effec-
tive power-law decay r−η (up to an exponentially large correla-
tion length ln ξ ∝ J/T ) of the pseudo-critical low-T phase be-
comes slower at higher T (dη/dT < 0). For Nz < Nc1 the sys-
tem remains disordered at any finite T and the peculiar low-T
short-range decay eventually crosses over to the high-T para-
magnetic (PM) state. However, for Nc1 ≤ Nz < Nc2, the intra-
chain kinks induce a Berezinskii-Kosterlitz-Thouless (BKT)
transition to a critical phase that is destroyed by another BKT
transition at a higher temperature of order J. Conversely, the
lowest-T BKT transition defines a reentrant transition back to
the disordered low-T regime. Finally, for Nc2 ≤ Nz < ∞, the
system undergoes four BKT transitions because a PDA phase
emerges in the middle of the BKT phase.
The degenerate ground states of the TLIM are related
to dimer coverings [6, 22] and fully-packed loops [23] on
the dual honeycomb lattice [24]. To account for the exotic
pseudo-critical low-T physics, we derive a low-energy effec-
tive dimer model. Entropic effects generate inter-dimer inter-
actions and topological defects that control the low-T physics
and quantitatively reproduce the results of our Monte Carlo
(MC) simulations of H (1). The global phase diagram is also
obtained by a different mapping ofH into a single-layer QIM.
Dimer coverings and effective low-T theory.— We start
with the highly degenerate ground space consisting of FM ver-
tical chains which can be represented by effective Ising vari-
ables. Then, the ground space of the multilayer modelH also
represents a Wannier manifold. To describe this manifold it
is convenient to map it onto the set of dimer coverings on the
dual honeycomb lattice [6, 22]: a dimer is placed on every
honeycomb lattice link that crosses a frustrated (FM) bond
[see Fig. 1(a)]. Since every triangle has exactly one frustrated
bond, each site in the honeycomb lattice has exactly one dimer
attached to it. The partition function ofH at T = 0 is mapped
onto a partition function for dimers in which each dimer con-
figuration has the same statistical weight.
By assuming |Jz| < 2NzJ, we can include thermal effects
into an effective single-layer dimer model as long as T 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FIG. 1. (color online) (a) Mapping to a dimer state (each arrow
stands for the majority spin of a chain). (b) Physical topological
defects corresponding to height dislocations ∆h = ±2. (c) Example
of a monomer, which however has no physical realization in the spin
model. (d) Renormalization-group flow diagram near the lowest-T
BKT transition (g = 1). The trajectory schematically shows the bare
coupling of the spin model with N ≥ Nc1, while the yv = 0 axis cor-
responds to the close-packed dimer model. (e) Example of a vortex
of the spin operator ψ = σz1 + σ
z
2e
2pii/3 + σz3e
4pii/3 associated with an
isolated topological defect.
|Jz|. To this end, we first consider lowest-energy excitations
that create a single kink in a chain surrounded by 3-up and 3-
down chains. The minimum excitation energy is 2|Jz| because
the inter-chain molecular field is zero. Dressed by such kink
excitations, these chains ( or in the dimer representation)
acquire a higher statistical weight W ≈ 1 + (Nz − 1)w, where
w = exp(−2|Jz|/T ) and the prefactor Nz − 1 accounts for the
possible locations of the kink along the chain. The finite-layer
TLIM is then described by an action
Sdimer = −K3
∑
i
[
ni
( )
+ ni
( )]
+ · · · , (2)
where the dimer-covering constraint is implicit and ni(·) = 1
(0) if the plaquette i has (does not have) a designated dimer
configuration. K3 = (Nz − 1)w + O(w2) and, for simplicity, we
have omitted the second order terms in Eq. (2) [see Supple-
mental Information (SI)].
Because the low-T regime is close to the critical T = 0
state, we pursue an effective field theory to study the critical
properties of the above dimer model. We follow the standard
approach by further mapping the dimer covering to a height
representation [25–30]: we assign a discrete height variable
hi to each plaquette i such that hi changes by 2/3 (−1/3) when
crossing a dimer (empty link) while going counter-clockwise
around a site of one sublattice of the honeycomb lattice [see
Fig. 1(a)]. If the dimer constraints are satisfied, the above
procedure defines a consistent height profile.
The critical spin states correspond to the roughing phase
of the coarse-grained height field h(r) which is described by
a Gaussian theory. Taking into account the locking poten-
tial associated with the discreteness of the microscopic height
variables, the effective long-wavelength theory is given by a
standard sine-Gordon action:
Seff =
∫
d2r
[
pig (∇h)2 + up cos (2ppih)
]
, p = 3. (3)
Here g is the stiffness and up=3 is the amplitude of the locking
potential [31]. In the Coulomb gas description equivalent to
Seff [32, 33], the locking term carries an “electric” charge p
and its scaling dimension is ∆p = p2/(2g). The locking poten-
tial then becomes a relevant perturbation for g > 9/4. Due to
the periodicity in the height variable the dimer operator car-
ries p = 1, i.e., ∆dimer = 1/(2g), and we infer that g = 1/2 for
the TLIM at T = 0 from the exact dimer correlator [34–36].
This is consistent with the observation that up=3 is irrelevant
with this stiffness.
The inter-dimer interaction that appears at finite-T in-
creases the stiffness g because K3 > 0 favors the columnar
dimer state (flat landscape after coarse-graining). In addition,
an exponentially small but finite concentration of defects that
violate the constraint also appear at finite T . The simplest ex-
ample is a triangle of parallel spin chains, which corresponds
to a height dislocation ∆h = ±2 [Fig. 1(b)]. These defects cor-
respond to vortices of the spin operator ψ with winding num-
ber ±1 [Fig. 1(e)]. Another crucial observation is that uni-
tary dislocations (∆h = ±1), which correspond to monomers
[see Fig. 1(c)], are not physical excitations of the spin model.
Monomers are known to induce a 3-state Potts transition [30].
After introducing height dislocations with ∆h = ±2 in
Seff, the effective theory becomes a two-component Coulomb
gas [32, 33], in which the dislocations carry a “magnetic”
charge q = ±2 and have a scaling dimension ∆v = 2g. More
importantly, although the bare defect fugacity, yv, is exponen-
tially small at low T , it is a relevant perturbation that destabi-
lizes the critical T = 0 correlations: ∆v ≈ 1 < d for g ≈ 1/2
(d = 2 is the dimension of the system). However, as the height
field becomes stiffer with increasing T , the defect fugacity be-
comes irrelevant for g > 1. A BKT transition then occurs at
the critical stiffness g = 1 above which the magnetic charges
form bound pairs [Fig. 1(d)]. Because the up=3 term locks
the system into a flat (ordered) phase for g > 9/4, the inter-
val 1 < g < 9/4 corresponds to a massless BKT phase. Our
MC simulations (discussed below) show that this is indeed the
case for Nz ≥ Nc1. Most importantly, our low-T theory pre-
dicts an extended disordered regime right above T = 0 due to
proliferation of unbounded defect triangles.
Quantum-classical (QC) mapping.—We now turn to the
complete phase diagram of H . One can get a glimpse of
its global features by using the quantum-classical correspon-
dence as described in the Suzuki-Trotter formalism. Consid-
ering the single-layer QIM:
ZQ = Tr exp
(
−HQ/TQ
)
, HQ = J
∑
〈i, j〉
σziσ
z
j − Γ
∑
i
σxi , (4)
where σµi are Pauli matrices at site i and we use a different
symbol, TQ, for the temperature of the QIM. The transverse
field Γ selects the PDA state at TQ = 0 for 0 < Γ < Γc [17, 18].
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FIG. 2. (color online) (a) Phase diagram of the QIM (4) (MC results
from Ref. 17) and trajectories of quasi-2D classical systems (Jz/J =
0.5; Nz = 2, 6, and 24). Boundaries are guides to the eye. (b) Phase
diagram of the classical model compared with the QC mapping.
The order parameter space has a sixfold clock symmetry
that arises from a Z3 × Z2 symmetry breaking of the group
generated by three-fold lattice rotations and a global spin ro-
tation by pi around the x-axis. Consequently, the finite-T
phase diagram is described by an effective 2D six-state clock
model [16–18]. For 0 < Γ < Γc, the system undergoes two
BKT transitions enclosing an intermediate critical phase with
emergent U(1) symmetry [33] [see Fig. 2(a)].
By discretizing the imaginary time axis [0,T−1Q ) into Nτ
time slices and identifying Nz = Nτ, the QIM is mapped to
Eq. (1) with a periodic boundary condition in the vertical di-
rection. The effect of the boundary condition becomes negli-
gible in the large Nz limit. The mapping of coupling constants
is given by T = NτTQ and Jz/T = −(1/2) ln tanh[Γ/(NτTQ)].
While this mapping is exact only for Nτ → ∞, it is still a good
approximation if ∆τ ≡ T−1Q /Nτ = T−1  ξτ, where ξτ is the
correlation length along the imaginary time axis. In this way
we obtain Γ(T, Jz) for Nτ < ∞:
Γ(T, Jz) = T tanh−1 exp[−2Jz/T ]. (5)
Eq. (5) implies that varying T of the classical system corre-
sponds to changing both TQ and Γ in the (TQ,Γ) phase diagram
of the QIM, i.e., the classical phase diagram is an isomorphic
deformation of the quantum phase diagram in a good approx-
imation [Fig. 2(b)]. Starting from the Wannier manifold at
T = 0, we expect three different scenarios depending on Nz
and Jz/J [Fig. 2(a)]: (i) four BKT transitions with massless
BKT and massive PDA phases, (ii) two BKT transitions with
an intermediate massless phase, and (iii) a PM state at any
T > 0. In particular, the disordered low-T regime predicted
by the dimer model is confirmed by the QC mapping. Finally,
because ξτ ' Γ−1 for TQ  J, we obtain from Eq. (5) that the
QC mapping is only valid for T . Jz.
MC results of the spin model.— We also confirm the above
features of the global phase diagram with direct MC simu-
lations of H based on a chain-cluster algorithm (see SI for
details). From now on we fix Jz/J = 0.5 and change Nz to
demonstrate the scenarios (i), (ii), and (iii). The order param-
eter of the PDA state is the Q = (2pi/3,−2pi/3, 0) Fourier com-
ponent of the magnetization, Ψ =
∑3
s=1 Ms exp[2(s − 1)pii/3],
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FIG. 3. (color online) (a) T -dependence of the critical exponent η.
The shaded region corresponds to a BKT phase. (b) T -dependence
of C6. (c), (d), and (e) R = G(L/2, 0)/G(L/4, 0) for Nz = 24, 6, and
2, respectively.
where Ms is the the s-th sublattice magnetization (1 ≤ s ≤
3) [17]. We also compute C6 = 〈Re[Ψ6]〉/〈|Ψ|6〉 to distinguish
LRO from quasi-LRO and the correlation function G(r) =
Re 〈ψ∗(r)ψ(0)〉, where ψ(r) = N−1z
∑
n(σzr,n + σ
z
r+e1,ne
2pii/3 +
σzr+e2,ne
4pii/3)eiQ·r is the local order parameter. C6 equals −1
(+1) for perfect PDA (ferrimagnetic) order [17]. If the sys-
tem has LRO, R = G(L/2, 0)/G(L/4, 0) goes to one for a lat-
eral size, L  ξ, while R → 0 in the PM phase. R is par-
ticularly useful for detecting quasi-LRO because it becomes
L-independent when the system is critical [37]. The critical
exponent η [see Fig. 3(a)] characterizing the spin-spin corre-
lation function is estimated from the standard finite-size scal-
ing hypothesis in d = 2 dimensions: |Ψ| ∼ L−η/2 (see Fig. S3
in SI). It is worth noting that η changes continuously between
1/4 and 1/9 in the critical phase.
Our simulation results for Nz = 2, 6, 24 are summarized
in Fig. 3, which clearly shows three distinct behaviors corre-
4sponding to the scenarios (i), (ii), and (iii) discussed above.
For Nz = 24, the ratio R becomes L-independent in two tem-
perature regimes in which the effective exponent η interpo-
lates between 1/4 and 1/9, indicating two extended critical
phases. A massive PDA phase, corresponding to a negative
C6, is sandwiched by the two critical regimes. This LRO
phase disappears in the Nz = 6 system, as also evidenced by
the fact that the effective η never falls below 1/9. Finally, for
the double layer system (Nz = 2), the R(T ) curves for differ-
ent L seem to merge at low temperatures. The corresponding
temperature range decreases systematically with increasing L,
implying a PM state at any finite T [see Fig. 3(e)]. Interest-
ingly, while ηeff  1/4 confirms the PM nature at T > 0, the
exponent approaches the T = 0 value of η = 1/2 from below.
This behavior is in principle unexpected because the high-T
trivial exponent is ηeff = 2 and it indicates a crossover from an
unstable fixed point [38].
The (T/J,Nz) phase diagram is shown in Fig. 2(b). The
phase boundaries agree quite well with those obtained from
the QC mapping. The system undergoes different sequences
of BKT transition depending on Nz. The small systematic shift
of the phase boundaries is due to the different boundary con-
ditions in the vertical direction (open versus periodic in the
classical and quantum models, respectively).
The puzzling low-T physics can be explained with the
aid of our low-energy dimer model. By using the directed-
loop MC algorithm [39], we estimate the stiffness g [27, 28]
by evaluating the winding number fluctuations of the dimer
model Sdimer (without defects) [Eq. (2)] as a function of T , Nz,
and Jz. The exponent η = 1/(4g) must coincide with the expo-
nent obtained from our MC simulations in the pseudo-critical
regime of the spin model (〈σi,nσi+r,n〉 ∼ r−η(T )e−r/ξ) because
ξ ∝ yv−1 is exponentially large in J/T and consequently much
longer than L. For Nz = 6 and 24 we simulate both the first-
[Eq. (2)] and second-order (see SI) effective theories, while
for Nz = 2 we use only the first order expression because sec-
ond order contributions in w do not exist in this case. The
excellent agreement between these results and the values of η
obtained from our MC simulations ofH (Fig. 4) confirms the
validity of the effective low-T dimer model. The discrepancy
at the lowest-T BKT transition (when η = 1/4) for Nz = 6 and
24 is . 5%. Further discrepancies above the critical temper-
ature indicate the breakdown of perturbation theory because
K3 [Eq. (2)] becomes of order one.
In summary, the TLIM with a finite number of vertically
stacked layers exhibits a low-T pseudo-critical disordered
regime. The low-T BKT transitions obtained for N ≥ Nc1
can be described with an effective dimer model that admits
topological defects corresponding to triangles of parallel spins
(∆h = ±2 or q = ±2). The absence of physical realizations of
monomers (∆h = ±1 or q = ±1) implies that the effective
dimer model must undergo a BKT transition before reach-
ing the ordered state. The lowest-T BKT transition signals
the binding of the ∆h = ±2 topological defects. In terms of
the spin field ψ, these defects are usual vortices with winding
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FIG. 4. (color online) Comparison of the exponents in the low-T
regime. The shaded region corresponds to the BKT phase. Typical
error bars for the dimer model results are smaller than the line width.
number ±1 [see Fig. 1(e)]. Such a factor of 2 can be accounted
for by the fact that the vertex operator associated with ψ has
p = 1/2, i.e., ψ ∼ exp(ipih). In addition, a plaquette of three
parallel spins corresponds to |ψ| = 0, as expected for a vor-
tex core. Thus, the highest- and lowest-T BKT transitions
have the same physical character. As it is predicted from the
QC mapping, which leads to an isomorphic deformation of
the quantum phase diagram, the PDA phase is obtained over a
window of finite temperatures as long as Nz ≥ Nc2. The ubiq-
uitous nature of the Ising model offers alternative routes for
realizing this exotic low-T physics. In particular, the multi-
layered TLIM described by H can be realized with thin films
of CsCoCl3 [4, 40], buckled colloidal monolayers [41], or
nanomagnet arrays [21].
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—Supplemental Information—
I. THE EFFECTIVE DIMER MODEL
Here we derive the effective dimer model introduced in the
main text to describe the low-T regime of TLIM with Nz verti-
cally stacked layers. Each chain is ferromagnetically ordered
at T = 0. Therefore, the ground space of H can be mapped
to the dimer-covering of the dual honeycomb lattice [6, 22],
resulting in the extensively degenerate Wannier manifold [1–
3]. For |Jz| < 2NzJ, low temperature (T  |Jz|) thermal ef-
5fects can be described with an interacting dimer model that
allows for topological defects. The interaction terms originate
from entropic fluctuations of low-energy excitations of the
spin model, namely kinks that appear along chains with zero
inter-chain molecular field. Such chains are represented by
triple-dimer plaquettes, or , in the dimer language[42].
The kink costs only in-chain exchange energy of 2|Jz| because
the inter-chain molecular field is zero. As long as most of
their spins remain in the original state, these chains dressed by
kinks will be associated to the original Wannier state (without
a kink). In other words, the statistical weight factors associ-
ated with these plaquettes ( and ) are enhanced in com-
parison to the T = 0 case for which every dimer configuration
has the same weight. Our “majority rule” leads to a small
ambiguity for even Nz because the chain can have no net mag-
netization. However, this subtlety can be properly addressed
by the perturbation theory in Nzw, with w = exp(−2|Jz|/T ), as
we explain below.
A. Single plaquette term
We first consider a single chain surrounded by 3-up 3-down
chains corresponding to, say, the plaquette. A kink is in-
serted from either the top or the bottom layer to obtain first-
order excited states. We allow the kink inserted from the top
layer to move up to the midpoint of the chain, while the one
inserted from the bottom layer can only move up to the site
that is right before the midpoint of the chain. In this way, we
avoid double-counting states that are attributed to the -type
plaquette. Thus, the total number of possible kink positions
associated with the original state is Nz − 1 [see Fig. S1(a)].
The second-order excited states contributing to the single-
plaquette term are obtained by creating a pair of kinks along
a single chain. By starting from a spin chain configuration
c
c
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FIG. S1. (color online) (a) Example of a chain (Nz = 4) surrounded
by 3-up 3-down chains at T = 0 (left) and the low-energy excited
states obtained by inserting a kink (right). We depict dimers on each
layer by using the same rule. (b) (3, 3) state and (c) (3, 2) states.
corresponding to , (Nz−1)(Nz−2)/2 excited states are gen-
erated and the same is true by starting from the -type chain.
The bottom line is that (Nz−1)(Nz−2)/2 configurations should
be attributed as excited states to each of and plaquettes.
These entropic contributions can be described by the K3
term defined in Eq. (2) of the main text. By solving exp(K3) =
W3 ≡ 1 + (Nz − 1)w + 12 (Nz − 1)(Nz − 2)w2 + O(w3), we obtain
K3 = (Nz − 1)w − 12(Nz − 1)w
2 + O(w3). (S1)
B. Two-plaquette terms
There are nontrivial O(w2) contributions when chains of
the type or are next to each other by sharing a dimer
[Fig. S1(b)], to which we refer as the “(3, 3)” state. The rea-
son for the correction is that a kink inserted along one chain
changes the inter-chain molecular field of the other, and there-
fore the kinks cannot be placed independently. A similar cor-
rection arises also for different chain-pair states obtained by
flipping all spins along one of the two chains in the (3, 3) state.
We refer to these configurations as “(3, 2)” states [Fig. S1(c)].
We first consider the (3, 2) states. Apart from the already
discussed first- and second-order excited states, these states
admit the following excitations with one kink per chain. The
first kink is inserted into the chain that corresponds to the
triple-dimer plaquette (zero inter-chain molecular field) from
the top layer, and it can move up to the midpoint of the chain.
Because of the first kink insertion, spins on neighboring chain
segments become flippable (with the minimum energy cost)
from the top layer up to the position of the first kink. In other
words, the second kink may move from the top layer by flip-
ping up to M spins where M is the number of spins flipped
by the first kink. Similar states can be created by inserting
kinks from the bottom layer, but we need to exclude one con-
figuration to avoid double-counting when we interchange the
plaquettes. Hence, the total number of such kink-pair po-
sitions is 2
∑Nz/2
M=1 M − 1 = Nz(Nz + 2)/4 − 1. The corre-
sponding statistical weight associated with the (3, 2) state is
W3,2 = W3 + [Nz(Nz + 2)/4 − 1]w2 + O(w3).
For the (3, 3) states, nontrivial second-order excitations are
obtained by inserting a kink into each chain from opposite
ends. To avoid double-counting of states that are already as-
signed to (3, 2) states, we allow both kinks to move up to
the site that is right before the midpoint of the chain. By
including single-chain excitations discussed previously, the
statistical weight associated with the (3, 3) state is W3,3 =
1 + 2(W3 − 1) + 2(Nz/2 − 1)2w2 + O(w3).
To account for W3,2 and W3,3, we need to include additional
two-plaquette terms in the effective action:
S2 =
∑
〈i, j〉
[
K3,2
(
ni j
( )
+ ni j
( )) − K3,3 ni j ( )] ,
(S2)
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FIG. S2. (color online) Comparison of the exponent η obtained from
the simulations with and without the parallel tempering.
where 〈i, j〉 runs over pairs of nearest-neighbor plaquettes and
ni j(· ·) = 1 (0) if the plaquette pair i, j has (does not have) a
designated two-plaquette dimer configuration, where the left
(right) one corresponds to plaquette i ( j). By solving exp(K3 +
K3,2) = W3,2 and exp(2K3 − K3,3) = W3,3, we obtain
K3,2 =
[
Nz(Nz + 2)
4
− 1
]
w2 + O(w3), (S3)
K3,3 =
1
2
(N2z − 1)w2 + O(w3). (S4)
II. NUMERICAL DETAILS
In most simulations, we used 105 Monte Carlo sweeps
(MCS) based on the chain-cluster update method for ther-
malization and another 105 MCS for measurements, where
the measurements were done every 5 MCS. In each update,
we create a cluster along a chain based on the Wolff algo-
rithm [43] and then make a cluster-flip attempt by taking into
account the inter-chain molecular field. The system reaches
equilibrium after 105 MCS for the largest system size that we
simulated (L = 360 and Nz = 24) near the BKT phase transi-
tion, T/J = 1.9. To estimate the error bar, we used 6 indepen-
dent runs in most cases. The chain-cluster updates are useful
for avoiding a freezing problem in the single-spin flip method,
where the spin chains running along the c-axis become rather
“rigid” for T  Jz (the flip probability is exponentially small
in Jz/T ). In our method, after a cluster extending along the
c-axis is determined, the cluster flip probability is determined
by the inter-chain molecular field, which can be zero.
The other source of numerical difficulty is related to the
fact that the system is massively degenerate at T = 0. The
local cluster algorithm introduced above may not explore the
whole phase space. As a sanity check, we performed addi-
tional simulations for Nz = 2 by using the parallel temper-
ing method [44] in addition to the chain-cluster method. As
shown in Fig. S2, both methods yield consistent results within
the error bars, indicating that our local algorithm is efficient
enough to perform a valid sampling.
III. DIFFERENT SCENARIOS OF PHASE TRANSITION
Here we discuss in detail the three distinct sequences of
thermodynamic transformations depending on the number of
layers Nz.
(i) Four BKT transitions.—We start with Nz = 24. The
largest system size is L = 360. Figure 3(c) (in the main text)
shows that R(T ) becomes L-independent over a finite inter-
val below T/J ≈ 2.1, indicating the presence of an extended
critical regime [? ]. As shown in Fig. 3(a), η decreases con-
tinuously from the expected η ∼ 1/4 value for the first BKT
transition at T η=1/4H /J = 2.13(2). Here, we used finite-size
scaling of the amplitude of the order parameter |Ψ| ∼ L−η/2
[the dependence of |Ψ| on L is shown in Figs. S3(a)–S3(c)].
It is well-known that a system with sixfold clock symmetry
undergoes two BKT transitions in d = 2 [33]. The system
then remains critical over a finite window below T η=1/4H un-
til the clock LRO sets in at a lower BKT transition temper-
ature T η=1/9H /J = 2.05(1). Although size effects are severe
for T ∼ T η=1/9H , the behavior of η(T ) below T η=1/9H is con-
sistent with the onset of a massive phase; ηeff → 0 as L in-
creases as can be seen in Fig. 3(a), or, equivalently, |Ψ| satu-
rates to a constant for large enough values of L, as is shown
in Fig. S3(c) for Nz = 24. The L-dependence of R(T ), at least
for 0.5 . T/J . 1.5 [see the insets of Fig. 3(c)], provides
further confirmation. In addition, the negative value of C6 im-
plies that the massive phase is a PDA state [see Fig. 3(b)].
The R(T ) curves for different L values collapse again into
a single curve at lower temperatures, and the exponent falls
back into the interval 1/9 ≤ η ≤ 1/4. C6 vanishes below
the third BKT transition temperature, T η=1/9L /J = 0.41(1), at
which the exponent η = 1/9 is restored [see Fig. 3(b)]. Below
T = T η=1/9L , η varies continuously, as expected for a line of
critical states. We estimate the fourth BKT transition temper-
ature as T η=1/4L /J = 0.275(6). The exponent seems to keep
increasing continuously below T = T η=1/4L up to the expected
T = 0 value of η = 1/2 [1–3] [Fig. 3(a)]. This result implies
that ξ is finite but bigger than L. Therefore, we observe an
effective exponent describing the short-range algebraic part of
the spin correlations in a pseudo-critical disordered phase.
(ii) Two BKT transitions.—We next discuss the Nz = 6 case.
The main difference relative to Nz = 24 is the absence of LRO.
Figure 3(d) shows that the R(T ) curves for different L merge
below T/J ≈ 1.76, suggesting a BKT transition from the high-
T PM phase. By analyzing η from |Ψ|, we estimate T η=1/4H /J =
1.76(2). According to Fig. 3(a), η(T ) has a non-monotonic
behavior as T is further decreased. Its minimum value (η ≈
0.137) falls into the interval 1/9 ≤ η ≤ 1/4 and C6 vanishes in
the whole T -regime [Fig. 3(b)], indicating the existence of a
7FIG. S3. (color online) L-dependence of |Ψ| for Jz/J = 0.5. The error bar is smaller than the symbol size. The lines are guide to eyes.
FIG. S4. (color online) (a) Specific heat C(T ) for Nz = 2, 6, and 24. (b) L-dependence of the peak value of the specific heat for Nz = 6 and
Nz = 24.
massless phase between T η=1/4H and a second BKT transition at
T η=1/4L /J = 0.491(6), below which η exceeds 1/4 again. The
behavior for T . T η=1/4L is similar to the Nz = 24 case.
(iii) PM state at any T > 0.—For the double layer system
(Nz = 2), the R(T ) curves for different L seem to merge at low
temperatures, but the corresponding temperature range de-
creases systematically with increasing L, implying a PM state
at any finite T [see Fig. 3(e)]. However, the non-monotonic
T -dependence of R(T ) as well as the effective exponent ηeff
shown in Fig. 3(a) approaching η = 1/2 at T = 0 from be-
low, which are not seen for Nz = 1 (not shown), point to the
pseudo-critical behavior due to the kink excitation.
IV. SPECIFIC HEAT
Figure. S4 shows the specific heat curves, C = [〈H2〉 −
〈H〉2]/(T 2L2Nz), for different values of Nz. A hump appears
around T ≈ Jz for the systems that undergo BKT transitions
(Nz = 6 and Nz = 24). As discussed in Refs. 11 and 14,
this hump is produced by chain excitations. The specific heat
becomes exponentially small for T  Jz. The peak of C(T )
for Nz = 6 and Nz = 24 is produced by the high temperature
BKT transition. As expected for a BKT transition, the specific
heat is almost size independent [see Fig. S4(b)].
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