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It is investigated how the solutions of a discretized ODE can be related to 
solutions of the ODE, by using a perturbation analysis based on ,boundary value 
formulations. In particular it is indicated how one can find estimates for discrete 
modes that correspond to certain continuous modes. These estimates are fairly 
sharp in a relative sense as is shown by some examples. As a consequence one can 
deduce that certain properties of the one solution space like a dichotomy, carry 
over to the other. 
1. INTR~DUCTI~N 
Consider the differential equation 
dx(t) - = L(l) x(t) + r(t), 
dt 
a<t<P< co, 
where L(s) is an n x n matrix function and r(.) an n vector function. We 
assume that we have a linear boundary condition for x(m) of the form 
M,x(a) + M,x(/3) = 6, (1.2) 
where M,, M, are n x n matrices. For the analysis of the problem (l.l), 
(1.2) the fundamental solution, i.e., a matrix solution which satisfies the 
homogeneous part of (1. 1 ), viz. 
WI - = L(t) x(t), 
dt 
(1.3) 
plays an important role, either directly (cf. [4, 5, 9, lo]) or indirectly via 
Green’s functions (cf. [ 7, 12, 141). The particular aspect of problems of this 
kind is that there usually exist both increasing solutions and decreasing 
solutions of (1.3). This dichotomy is even an essential ingredient in the well 
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conditioning of the boundary value problem (cf. [5, 71). Therefore it is 
important to know whether this dichotomy is preserved under perturbations. 
For continuous perturbations of (1.3) this has been investigated, e.g., in [ 1 ]. 
From a practical point of view, it makes sense also to examine perturbations 
of a discretized ODE (1.3), where the perturbations may be thought of as 
arising from discretization errors, roundings errors, or errors in measured 
data. Indeed, since most numerical methods for solving (1.1) subject to (1.2) 
use discretizations and in fact compute fundamental solutions or Green’s 
functions of the discrete problem (cf., e.g., multiple shooting 14, 5, 11, 13 ]) 
an analysis of the relationship between unperturbed and perturbed discrete 
fundamental solutions is most important. In particular one should hope that 
a property like the dichotomy carries over from the one problem to the other, 
thus preserving the well conditioning (if present) (cf. 171). Standard error 
estimation techniques, which are based on an initial value approach, only 
show that the fast modes may be approximated quite well, but give over- 
pestimistic-and therefore useless-estimates for the slower modes. To be 
more specific, let the ODE (1.3) be discretized at the points ti, i = O,..., N, 
where 
cx=t,<t, < ... <t,=p, 
so with step sizes defined by 
(1.4) 
hi = li,’ - ti, i = O,..., N - 1, (1.5a) 
h = max hi. (1.5b) 
Then, as is well known, the local discretization errors are bounded by a 
quantity like c/P’+ ‘, where c depends on the smoothness of the solution under 
consideration. Now, if the fastest growing solution behaves like 
exp($P(t - a)), then one gets, at best, global discretization error estimates of 
the type ch”s(t) exp(P(t - a)), where s(.) is a simple function like s(t) = t 
(cf. 121). It goes without saying that such estimates would require unduly 
small h to obtain error bounds that are rehiuely sharp for the slower modes. 
Nevertheless practice shows that the actual situation is not that bad. One of 
the intentions of this paper therefore is to show how one can give accurate 
relative error estimates for perturbed discrete solutions under much more 
relaxed conditions; as a consequence this then justifies the use of 
computational methods, as mentioned above, with not unduly small h. 
Our approach is the following: Since we are interested in the growth of 
solutions from one gridpoint to the other, we investigate their incremental 
recursion (cf. 121). This is further simplified by transforming the recursion 
matrices such that we obtain diagonal matrices, consisting of the increments 
in norm of the various modes. By interpreting the local errors as pertur- 
bations of this diagonal matrix recursion, we give estimates for solutions of 
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the latter recursion that satisfy the same boundary conditions as a certain 
mode of the unperturbed (= diagonal) recursion does. Although the main 
inspiration for this paper was the need to narrow the gap between theory and 
practice in discrete boundary value problems, the analysis can also be looked 
upon as just a discrete analogue of the perturbation theory as appears in, for 
example, [ I]. 
The paper is built up as follows: In Section 2 we formulate and justify 
assumptions regarding the solutions of (1.3). These are induced by 
considerations for autonomous problems. In Section 3 we indicate how we 
obtain an incremental recursion and show how the matrices there can be 
diagonalized. Then in Section 4 we investigate the solution space of a slightly 
perturbed diagonal recursion and find estimates for the various modes by 
formulating suitable boundary value problems for them. In Section 5 this is 
translated into terms of solutions of a perturbed incremental recursion. An 
obvious application of this is considered in Section 6, where the last 
mentioned recursion in fact arises from using a one step discretization 
formula. It is indicated there how several constants that appeared in 
Sections 3-5, can be chosen in particular then. Finally we show for some 
examples how these estimates work out in practice. For this we use a 
computational scheme that can approximate all types of modes of the 
discrete problem without being greatly affected by large errors. We would 
like to remark here that this scheme may also have a value in its own right, 
as it gives a possibility to get information about a solution space by 
inspection of numerical values. 
2. THE FUNDAMENTAL SOLUTION: BASIC ASSUMPTIONS 
Let (1.3) be such that for any solution x(e) with x(a) # 0, there holds 
x(t) # 0, t E [cf,PJ. If F(a) . IS an n X n matrix solution of (1.3), i.e., 
(2.1) 
and moreover F(t,) is nonsingular, then F(-) is called a fundamental 
solution; F(t) then necessarily is nonsingular for t E [a,P]. Let the columns 
of F(t) be denoted by f(t,j), j = l,..., n, so 
F(t) = (f(4 1) I ... I f(t, n)>. (2.2) 
Since we only study solutions at the gridpoints ti (see Sect. l), it is 
convenient to use the shorter notations 
xi = x(ti), (2.3a) 
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./i(j) =.f(li Ij), (2.3b) 
Fj = F(ti). (2.3~) 
We henceforth mean by x,f(j), and F, the sequences {xi/y=,, {fi(j)},yZ,, and 
{FilYzo, respectively. As stated in Section 1 we are interested in ODE having 
solutions of various growth rates. In this section we define more precisely 
what we mean by this. It is not restrictive to assume that a certain 
dichotomy of the solution space corresponds to a certain partitioning in the 
columns of the F(t). As a model we think of an autonomous ODE, where 
L(t) is equal to a constant matrix L for t E [a,P]. If L is diagonalizable with 
eigenvalues A1 ,..., A,, such that Re(n,) > Re(l,) > ... > Re@,) and T denotes 
the matrix of eigenvectors, we choose 
F(t) = Tdiag(e’l’,..., e,‘“‘). (2.4) 
i.e., the jth column is a solution that grows in magnitude a factor 
exp(Re($) dt) per time step dt. If L(t) is not constant and has eigenvalues 
n,(t),..., A,(t) for all t, then it has been shown in [ 171 that there exists such a 
solution that grows approximately like exp(Re kj(t) dt) per time step dt. The 
assumptions below are based on this kind of generalizations; however, 
bearing in mind our objectives, we should realize the following. If L above 
has some equal eigenvalues, we cannot distinguish between certain corre- 
sponding solutions, regarding their growth. One cannot expect such a 
distinction to be very meaningful with respect to the perturbed problem 
either. Indeed, if some eigenvalues are equal, or just close to each other, then 
the directions of the corresponding eigenvectors or principal vectors (so of 
solutions) can exhibit a much more dramatic perturbation. Still, as a whole 
the perturbed solution space should consist of solution that grow like 
-exp(&), where 2 is some perturbation of an eigenvalue A. We can even go a 
little bit further: There is more or less a freedom to choose any basis in such 
a solution subspace, and hence there may not exist a natural perturbed 
analogue. However, as will be shown in Section 5, given a fundamental 
solution for the unperturbed problem, we shall construct a suitable perturbed 
one, that is directionally close to the former one. Let the norm /(. (/ be the 
linear norm (11 . \I,), then we have 
ASSUMPTION 2.5. Let there exist integers ko,..., k, (for some q < n) with 
k,=O<k,<k,<... < k, = n, real valued functions n,(e),..., x,(.) and 
P,(.)~...,P,(-) with Vt E [a,b] 7~,(t) >P&> > W) >p&> > ... > ~~(1) 2~~0) 
and finally positive numbers K, and K~, such that the solution space of (1.3) 
can be split into subspaces Z’, 9’ ,..., /Rq for which there holds 
(i) .A” is (k, - k,-,) dimensional for s = l,..., q, 
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(ii) 9” is spanned by the solutions f (s, j) with indices j = k,_ , + 
1 ,..., k, and ifs, t E [a,P], t > t andf(-, j) E SS then 
(iii) llf(t~j)lllllf(~~j)lI < ~~ exptft ~(a) da), 
(iv) Ilf~~~~~lllllf~~~~~lI > ~ exp(.ft ~,(a> da). 
To provide a subspace 9” with an optimal basis, we assume that the direc- 
tional dependence of the basis solutions of that subspace is minimized 
uniformly over the interval [a,P]. Theoretically, this may be described by 
introducing “subconditionnumbers,” defined as lIF(t)l(/glb(F(t)), where F(t) 
is the matrix representation of such a basis. To our knowledge, however, 
such an analysis has not been carried out yet. Nevertheless, to obtain an 
idea, we may think of how it would be done in the two norm: Then we 
should require that for all t the angle between f(t, j) and the space spanned 
by the other solution vectors is uniformly (i.e., on the whole interval [a,a] 
and for all relevant j) as large as possible. For example in the modelproblem, 
if L has a two-dimensional eigenspace corresponding to some eigenvalue L, 
then one should choose the basis solutions orthogonal. To indicate the 
overall directional dependence of the solutionvectors we now introduce the 
direction matrix Ri, defined by 
Fi = Rt d~agOlNK.~ IIf;: P-6) 
(i.e., Ri consists of normalized solutions). Since we are using the linear norm 
we have 
IlRiII = 1. (2.7) 
As is well known, the conditionnumber of a matrix is a measure for the 
directional dependence of its column vectors. Therefore the quantity x, 
defined by 
x = my IIR;’ II (2.8) 
should not be large if we assume that the basis solutions have well separated 
directions. The special column scaling in (2.6) certainly minimizes the 
conditionnumber of a diagonally scaled F, (cf. [ 15]), from which it follows 
that this choice is optimal. 
3. INCREMENTAL RECURSIONS AND PERTURBATIONS 
Since we only study solutions at the points ti on the interval [a,P], it 
makes sense to consider their incremental recursion, rather than the ODE. If 
we define the matrices Mi by 
Mi=Fi+,F;‘, i = 0, l,..., N - 1 (3.1) 
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(note that Pi is nonsingular), then for any solution x there holds 
xi+l = MiXi, i = O,..., N - 1. (3.2) 
The kind of perturbations we are going to consider is affecting the matrices 
Mi. So let {Ki} be a sequence of (small) matrices, inducing a perturbed 
recursion 
Yitl = (“i + Ki) Yi, i = O,..., N - 1. (3.3) 
Our aim now is to find a fundamental solution G = (Go,..., G,,,} of (3.3) that 
resembles F. Since this resemblance should relate to magnitudes and 
directions, it is natural to reformulate the incremental recursions with the 
direction matrices as bases. So define 
@pi= (@i(l) I *..I ~~(~>)=~~‘~~(=diag(llfi(l>ll~~~~~ Ilfi(nIl>, 
Ai = cDi+, q’. 
(3.4) 
(3.5) 
Then @ trivially obeys the diagonal recursion 
@i+l =ni4Ji, i = O,..., N - 1. (3-e) 
We similarly define 
ri=(yi(l)j...Iyi(n))=Ri’Gi. (3.7) 
Since G satisfies (3.3) it follows that f satisfies the perturbed recursion 
fi+,=(/ii+Ri,llKiRi)Ti, i = O,..., N - 1. (3.8) 
In the next section we show how r can be chosen such that it resembles @, if 
the perturbations (Ki} are small enough; this r then defines a (fundamental) 
solution G of the perturbed recursion (3.3) via (3.7). 
4. ESTIMATES FOR THE SOLUTIONS 
OF A PERTURBED DIAGONAL RECURSION 
Having reduced the perturbation problem to a perturbed diagonal 
incremental recursion, it is fairly simple to give estimates for solutions of the 
latter, by defining obvious boundary conditions for them. Let, for the 
moment, s (1 < s < 4) be a fixed integer and let j be such that k,_, + 1 Q 
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j < k, (cf. 2.5, i.e., j is such that f(-,j) E 2”). In 4.9 we consider the case 
where s = 1 separately. For this s we introduce a partitioning 
/1 f ’ square and of order k, ~, I (4 1) 
Ai+Ri,l,KiRi= Bi square and of order k,_ , . (4.2) 
Any vector ZI will be partitioned correspondingly, i.e., 
v= v’ the first k,- i coordinates. (4.3) 
The difference between the jth column of ri and Qi, respectively (cf. (3.7) 
and (3.4)) is denoted by 
ei(.d = Y,(j) - Sit0 (4.4 ) 
From (3.6) and (3.8), we then derive the following relations: 
ef+ ,(j) = Bief(j) + Clef(j) + ci#f(j)T (4.5a) 
et, ,(j) = Die;(j) + Eief(j) + (Ei -/if’) #f(j). (4Sb) 
(Note that by the present partitioning d;(j) = 0.) 
In order to appreciate the assumptions below, we obseive that we are 
interested in perturbations that are of the order of h, the maximum step 
length. Hence it is not unrealistic (see also Sect. 6) to assume II f ’ z Bi, 
A:* zz Ei, /( C,(J, lIDi/ = O(h). In the next theorem we now show the existence 
of some sequence {ei(j)}yEO satisfying (4.5), such that lIei( is small. This 
then induces the existence of a {yi(j)}yYv=, that is “close” to {#i(j)}yr 0 (recall 
that (yi(j)) was not yet specified) and this finally of a { gi(j)}yzy=, “close” to 
LfXj)lL~ which was our goal. 
THEOREM 4.6. Let V,B, be nonsingular. Let rl,, &, and &s be 
constants such that for all i and m with 0 < m < i < N - 1 there holds 
llcill, lIDill, IIEi -Af’ll G t2shiy 
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Let & := min,@$-](a) - q(u)) and vs :=D ~ls~2s<3s’ If (vi/&)@ - a + 
(l/p,)) < 1, then there exists a solution {e,(j)}~=,, of (4.5) with e:(j) = 0, 
e;(j) = 0; for this solution the following estimate holds 
IIeiWll G (KIICUS + 4)) { [ l + lusCti - a)1 IIS 
+ [2(ti-a) + Cl/~,>1 ~flex~(/i~lr,(o)d~) 
10 
(K, is defined in 2.5(iii)). 
Proof. We omit the ordinals j in this proof. Write u,! = Ci#f and of = 
(Ei - A f2) di. From (4.5a) and the initial condition we formally obtain 
(4.6a) 
Similarly we formally find from (4.5b) and (4.6a) 
e&i: j (~Ii~J1(4+Cl~o (p:g+,&) l%eL+U:j) 1. 
(4.6b) 
Relation (4.6b) for i = O,..., N - 1 gives an inhomogeneous system of 
equations for e: ,..., ek- r . In order to show that they have a unique solution, 
we prove that the corresponding homogeneous problem only has a trivial 
solution. So let {e^! }y:i satisfy the homogeneous equations for i = O,..., N - 1, 
&L 1 f, ;;I i(+ 4-1 c, z. (,;[i+, WL~ll) 1. (4-6@ 
Introducing Eli = /I&i II exp(-i$ z&o) do) (a kind of relative growth bound, cf. 
2.5) we obtain from the assumptions and (4.66) 
(4.6i5) 
From the assumption it follows that (4.6c) can only be fulfilled if ViEi = 0 3 
Vi&?: = 0. Hence we can conclude that {ei} exists and is unique. We now can 
404'101'2 9 
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find in a similar way as in (4.62) an estimate for si =D I/e! 1) 
exp(-j:b n,(o) do). We obtain 
( P-ti+, ‘,) ]- (4.6~) 
Hence 
max Ei < ~il+~~(l-~+~~)/(l-~(~-a+~)). (46d) 
Ps 
From (4.6d) we can find an estimate for 11 ef 11. Combining this with relation 
(4.6a) we obtain 
Finally, combination of these results gives the announced estimate for 
lIeill. I 
Remark 4.7. If the constant <,S{2S&S is small, i.e., if qS is small then an 
estimate for lIei(j is given by ~(~1/~,>[ 1 + kG0 - aI1 rls ew(J:; @> df-7). 
This is a satisfactory result. In particular the appearance of the factor pu, in 
the denominator is “classical,” as it indicates the sensitivity of the problem 
for “close” solutions. The smaller the gap ,u, (being a measure for the 
dichotomy of two consecutive solution spaces) the larger the departure 
11 ei(j)ll may become. 
Returning now to (4.4) we then find 
COROLLARY 4.8. Under the assumptions of 4.6 there exists a solution 
{yi(j)} of the perturbed diagonal recursion with [y,,(j)]’ = [$,,(j)] * and 
M.N = MNWll ([*I’ and [ -1’ denote the partitioning of (4.3)). This 
solution is close to {$i(j)} in the sense that 
II #i(j) - Yi(J)lI G eicjj, 
II diWll 
where 
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(c$ 4.6). (NB Recall that k,- 1 + 1 <j < k,, i.e., Q(j) corresponds to.f(j, a) in 
X.) 
If s = I, then the analysis is more straightforward; we obtain then the 
analogue of 4.4 and 4.8: 
THEOREM 4.9. Let s = 1. Let <, , , &, , and &, be such that 
respectively, then for j = l,..., k, , there exist solutions {y!(j)} of the perturbed 
recursion with y,(j) = #O(j) and for which there holds: 
ProoJ Consider only the “ef” part in the proof of 4.6, and use forward 
recursion. I 
Remark 4.10. By considering bounds for the jlE,lJ, IIB;’ /J rather than 
for IIJFI E,ll and ll(rI 4) -‘I/ we also could have used the estimation 
technique given in [ 161. The final result can be expected to be similar, since, 
as will turn out in Section 6, we effectively will estimate l]n E,)J by n l)E,lJ, 
and so on. 
5. ESTIMATES FOR THE FUNDAMENTAL SOLUTION OF (3.3) 
By application of the estimates as given in Section 4, to {vi(j)] for 
j = l,..., n (with the appropriate partitionings, i.e., with k,- , = 
max,(k, / k, <j), cf. (4.1)) and bearing in mind that Qi is a diagonal matrix, 
we find for the matrix Z’i (see (3.7)) the following: 
LEMMA 5.1. Il(ri-cp~)~~‘Il~8i=maxj=~,.,.,~8i(j)’ 
We now obtain the announced result, regarding the estimate for the solution 
(Gil of the perturbed recursion (3.3): 
THEOREM 5.2. Let Bi be as in 5.1 and x as in (2.8). Then 
ll(Gt - Fi) F,T1 II < 0,x. 
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Proof. (G, - Fi) F;’ = Ri(Ti - @J @;‘R;‘. Using the estimates 
llRill= 1, I(R;‘I) <x and 5.1, the result immediately follows. 1 
Note that 5.2 does not imply that G is a fundamental solution of (3.3), for 
we do not know if the { gi(j)), j = l,..., n, are linearly independent; here gi(j) 
is thejth column of Gi, i.e., 
Gi = (g,(l) I * ** I gi(n)>. (5.3) 
Below we give a sufficient condition to ensure that G is a fundamental 
solution indeed. We base this on estimates for the direction matrix that 
corresponds to Gi, i.e., the matrix Ri defined by (cf. (2.6)) 
Gi = Ri diag(ll gt(l)ll,-, II gdn>II>* (5.4) 
We then have 
THEOREM 5.5. Let Bi be as in 5.1 and ,y as in (2.8). Then 
(I(Ri-&)R;‘II<2Q. 
Proof. Write !P,. = diag((l gi( l)[l,..., I( gi(n)ll). Then 
(Ri-~i)R;‘=(Ri@i-~i@i+~i!Pi-&J’i)@;’R;’ 
=(Fi-Gi)F;‘+l?i(Yi-@i)@;lR;‘. 
(5.5a) 
Since IIRiViWII = II gi(.Ollv II_Ri#iWll = II4i(~>ll and (Y’i - @O @T ’ is a 
diagonal matrix and finally II Rill = 1, we can estimate the second term in the 
last expression of (5.5a) by 
<xmax IIRiYiU)II - IIRi4iU)II 
j Il#iUN 
<x max IIR0d.d - $dj)ll \ j II 4iU)ll 
G x max II YiW - 4iWll 
j II 4iU)ll 
= X Il(r, - pi) ~; ’ 1). (5Sb) 
The estimate for ll(Ri -Hi) R;’ II then follows from (5.5a) using 5.1, 5.2, and 
(5.5b). I 
COROLLARY 5.6. Let maxi 20,x < 1. Then the direction matrix R’i of Gi 
is nonsingular and moreover there holds 
x/(1 + 2eix) < IlR”;’ -R;‘I( <x/(1 -2eiX). 
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Proof. Write Ri = Ri + (Xi - Ri) = (I + (R”i - Ri) R ;‘) Ri. Since 
lJ(Ri - pi) R;’ 11 < 1, it follows that k,:’ exists; since we have the fol- 
lowing estimate llR;‘11/(1 -I((~i-Ri)R;‘II)~lIR”;l -R,T’II<IIR,~‘I//(~ + 
~(~i-~i)R;‘Ilb the b ounds are found from substituting the result of 
. . 
As a final result regarding the existence of a fundamental solution we now 
have 
COROLLARY 5.7. Let maxi 28,x < 1. Then Gi is a nonsingular matrix for 
all i and hence G a fundamental solution of the perturbed recursion (3.3). 
So far we have introduced a number of constants all depending in a way 
on the ODE under consideration. Just to give an idea of the results we take 
recourse to the constant coefficient case, where V,p, = n, and moreover each 
solution subspace 9’ is one dimensional. If the perturbations Ki, see (3.3) 
are sufficiently small in norm, i.e., if the constants rZs in 4.6 are sufficiently 
small, i.e., if the constants qs as defined in 4.6 are sufficiently small (NB C,, 
and rjs are not necessarily small), so finally if VijOi(j) as defined in 4.8 are 
sufficiently small then the perturbed problem (3.3) has a fundamental 
solution G such that V,G, is relatively close to Fi, i.e., l/(G, - Fi) F;‘/I is 
bounded by something like (11 Ki(j/,uhi) x, where ,LI is the minimal gap between 
the “growth factors” of consecutive solution spaces (i.e., min, ,L, as defined in 
4.6). Thinking of discretization errors we expect 11 Kill = O(hf+ ‘) for some 
p > 1. Therefore this estimate is a very satisfactory state of affairs. A second 
result is that the iterates of a solution of the perturbed problem do not make 
small angles with other solution iterates if the corresponding unperturbed 
solutions also do not (cf. a small x in 5.6). Finally-and most impor- 
tantly-the estimate is qualitatively sharp in the sense that it does not 
contain a factor related to dominant growth, such as exp(Y’(p - a)), where 
L? = max, 1 x.7 I. 
6. APPLICATION TO DISCRETIZATION ERRORS 
We now apply the previous estimates to a problem where the pertur- 
bations arise from discretizing the ODE. Suppose we have discretized (1.3) 
by some one step method that gives the following difference equation for an 
approximate solution { yi} of {xi} (where x(.) is a solution of the ODE) 
Yi+ 1 =AiYi, i = O,..., N - 1 
then the sequence {xi} would rather satisfy 
xi+l = A,x, + ai( 
where di(x) is called the local truncation error, for which we have 
(6.1) 
(6.2) 
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ASSUMPTION 6.3. Let there exist a constant C and an integer p > 1, such 
that for any solution x(-) and all i, the local truncation error Ji(x) is given by 
6i(X) = r 
( 
hp’ ’ ~ X(~i(X),). where ti(X) E (ti, ti+ ,). 
For the solution x(.) we shall successively take the basis solutions f(.,j), 
j = l,..., n, and, in addition to 2.5 assume 
ASSUMPTION 6.4. If t, t E [a,P], t > z and f(-,j) E 9” (cf: 2.5) then 
lI(dP+lldtp+l)f(t,j)lI/lIf(~,j)lI < ~3(~,(t))P+1 exp(.fC GJ) da), for SOme con- 
stant rcl. 
From (6.2) and 6.3 we now find that the fundamental solution F must 
satisfy 
F 
dP+‘+’ 
i+l=AiFi+<hf’+‘- dtp+l (f(‘ily 1>1”*If(zin~n))9 (6.5) 
where rij is some value E (ti, ti+ i) for j = l,..., n. By defining 
Ki = -#+ ’ $ (.f(ril, 1) I **a I.f’(rin, n))Fi’, (6.6) 
we may consider Ki as a small perturbation of the increment matrix M, as 
defined in (3.1). Indeed, identifying Mi with Ai - Ki, we can identify (6.1) 
with (3.3). Recalling the direction matrices Ri, we then need estimates for 
Ai, defined by 
Ai = R;.,KiRI, (6.7) 
(cf. (3.8)), in order to apply the results of Sections 3-5. For a typical 
partitioning like the one in (4.2) we write 
(6.8) 
We obtain 
LEMMA 6.9. Let the partitioning in (6.8) be such that k,-, + 1 <j < k, 
then the following estimates hold 
A!’ I 
ll( ill A;’ < & 2 I n,(t,+ Jptl exp (i”” n,(a) do) hy’ I, ti 
~ijl~Irr,+l(ti+,)l”‘exp (J’“‘nS(o)do) hp+‘. 
ti 
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Proof. Since Fi = R,Qi (see (3.4)), we find 
By substitution of Qi = diag(lj f(ti, l)ll,..., (I f(t,, n)jl), the estimates follow 
easily using (2.8) and 6.4. 1 
From this lemma we now can indicate how the constants r,, and &, that 
were used in the results of Sections 4 and 5 (& has nothing to do with 
discretization), can be found in terms of quantities as defined in our basic 
assumptions 2.5, 6.3, and 6.4. 
PROPERTY 6.10. Let s be as in 6.9. Consider the perturbed problem 
(3.3), where Ki is given by (6.6). Then the assumptions in 4.6 hold true for 
the particular perturbation problem under discussion if the constants rzS and 
r 3s are chosen as 
Proof The value &, being an upperbound for a suitable &, follows 
from 6.9. In order to show the bound <, for cls, we write (cf. (4.2)) 
B,=/i:‘+d:‘=(z+d:‘[/1:‘])-‘)/1:‘. (6.10a) 
Recalling 6.9 we have 
u/= lld:‘[~:‘l-‘II 9d$z:t’ IQ,+JP+’ &s. 
So from (6.10a) and (6. lob) 
Ik BTll G i!, 11[411-111 ,_‘! j& I 
G $I llw’l-‘lI exp ([im c,). 
From assumption 2S(ii) we obtain 
(6. lob) 
(6.10~) 
(6.10d) 
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Combining (6.10~) and (6.10d) then yields 
where Cy:t,’ tr, < &(/I - a) as can be seen from (6. lob); (6.10e) shows that 
our choice for ri is sufficient regarding the estimate for ]][ni=, B,] -‘]I. For 
1) ni=,, E,]] the proof is quite similar. I 
In the next section we consider some examples where we use known values 
of {~st~>), pu,, L x, q, x2, ~~~ and h to obtain values for L, t2s, t3s, vs, 
etc., which then give us estimates for the perturbed solutions. 
7. EXAMPLES 
In order to apply the previous results we need a computational procedure 
to find numerical values for the fundamental solution at certain points 
E [a,/J]; this procedure must have the possibility to calculate the various 
modes in a stable way. From what has been observed in Section 1 we know 
that an initial value approach is not appropriate. Therefore we suggest to use 
a multiple shooting-like technique; with some imagination such a technique 
can be considered as a numerical analogue of the use of direction matrices as 
in Section 3. Rather than transforming the incremental recursion on diagonal 
form like we did in Section 3, we seek an uppertriangular recursion. Using 
partitionings for several j (number of first columns) we thus can formulate 
corresponding boundary value problems (cf. Sect. 4); just by analogy we 
may hope for a stable representation this way for a particular mode. The 
succes of this approach has been established in [6]. To be more specific we 
use a modified version of a code as described in [8]. It employs a fifth order 
Runge-Kutta method, where the local error (cf. Sect. 6) is given by 
&(x) = &~t-$xtr,). (7.1) 
If the {ti} are given, it computes discrete fundamental solutions Z”‘(.) on 
[ti, ti+,J for i = 0 ,..., N - 1. They are recursively found as follows: Let IV,, 
be some nonsingular matrix and set 
-wcJ = wo* (7.2) 
Compute Z,(t,) (by applying this method to (2.1) on [to, ti]) and decompose 
this as 
zott,> = ZIP,) u,, (7.3) 
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where Z,(t,) is orthogonal and U, upper triangular (cf. Gram-Schmidt 
orthogonalization). Use this Z,(t,) as an initial value on (ti, tz) to find a 
numerical Z,(t,), etc. In general we thus obtain 
Zi(fi+~)=Zi+l(ti+~) Ui+lT i = O,..., N - 1, (7.4) 
where Zi+ l(ti+,) is orthogonal and Ui+i upper triangular. One can show 
then that for fairly general initial matrices IV,, (cf. (7.2)) the uppertriangular 
matrices Ui have the nice property that for all k, and j < k,, the k, x k, left 
upper blocks reflect the increments of A(j) to fi, I(j), i.e., the k, most 
dominant modes. This fact and the decoupling (cf. the still coupled 
“perturbed diagonal recursion” in Section 3) are utilized in our procedure. 
Quite often the choice W,, = I is a satisfactory one and below we choose W,, 
that way. We therefore may find a fundamental solution as follows. Compute 
a sequence of matrices (Pi} from 
P, = I, 
Pi+, = UiFi, i = 0, l,..., N - 1 
(7.5a) 
(7.5b) 
(i.e., by forward recursion). Because of the decoupling we can expect the 
rows of pi to be computed accurately (in a relative sense). Having arrived at 
t, = /?, we choose some partitioning such that by this IIP,y 11 is “large” and 
ilPi?jl is “not large.” A suitable fundamental solution, though still in upper 
triangular form, is then given by scaling the P’,: 
Pi = P,M, (7.6a) 
where 
M= [P;]-l 
c 
-[P;]-‘P;* 
0 1 I * 
(7.6b) 
(Note that @,,, = ( I o ,,I!); from [6] it can be deduced that l]P, I/ is expected to 
be O(1) and therefore the rounding errors in Pi will be fairly small). Finally 
we transform the Pi back and obtain 
Pi = z,(t) Pi. (7.7) 
Hence, {Pi} can be expected to consist of suitable representatives of the 
various modes of the discrete problem. Since a dominant mode remains a 
dominant mode if we add multiples of subdominant ones we cannot hope to 
obtain “the” dominant modes this way (also not apart from multiplicative 
constants). This appears in the results below mainly at the boundaries. 
Indeed at t = a we can expect “pollution” of the decreasing modes (and at 
460 R. M. M. MATTHEIJ 
t = /I “pollution” of the increasing modes). Nevertheless, from the growth 
character one can deduce that they are appropriate representatives of their 
growth classes. 
EXAMPLE 7.8. Consider the ODE 
dx 1 2cos 2t - 0 
-= 
dt 
0 2 
-1+2sin2t 0 
which has as a fundamental solution F(a) where 
fw = (.m 1) I.m w-(4 3)) = [l: B z:‘j diag(e3’, e2’, e-‘). 
Let (x = 0, p = rr. First consider hi = h = rc/50. The above described method 
then gives discrete solutions that on [7r/18,97r/l8] say, resemble the f(t,j) 
(j = 1,2,3; t a grid point) in approximately 7 decimals. We now use the 
previous theory to explain this. One can simply check that the following 
choices and estimates make sense: 
VW P,(t) = %@I = A, 7 where I,=3,1,=2,A,=-1; 
K1=“;l =rcj=p\/Z and c=i&i. 
Moreover (cf. 4.6), &$ = exp(@/50) I&(), and from 6.10 we find 
(2 = - ‘$ ,I! exp (-$) ($-)’ (< 5.8 lo-‘), 
tl = fi exp(t2n). 
This then finally gives (cf. 4.6-4.9) 
ei(1> < fi rtl1<21<31 Q 1.0 10p5, 
ei(2) G fi(l + n> t21<22<32 < I.3 10m5, 
fi 
O,(3) < 3 - (1 + 37r) &1<32<33 & 1.6 lo-*. 
In order to check these bounds on the entire interval [0, rc] we need more 
appropriate continuous solutions than the f(s,j), viz. solutions satisfying the 
same boundary conditions as the discrete solutions. At least sufficiently 
accurate approximations to those can be found by also performing the 
method with a very small step size (h = 7r/400, e.g.). Comparison then gives 
the following actual values for the ei(j) (see Table I, where we used the 
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TABLE I 
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I S,(l) Q,(2) 0;(3 1 
7d5 1.2 x lo-’ 1.0 x lo-’ 1.4 x 10 -* 
2~15 8.8 x IO-@ 7.5 x lo-” 1.1 x 1o-8 
3n/5 6.1 x lo-* 5.0 x 10-s 1.2 x 1om8 
4nJ5 2.8 x 10-8 2.5 x IO-’ 2.3 x IO-’ 
linear norm). It is not surprising that our bounds for the Si(j) are 
overestimates as we have combined upperbounds of quantities which are 
most unlikely to be attained at the same time. 
To show, however, the qualitative robustness of the analysis we also give 
the values for the 19,(j) when h = n/100, in Table II. Theoretically the S,(j) 
have to be a factor & smaller than the corresponding values in Table 1 and 
this is the case indeed. 
EXAMPLE 7.9. To give an idea about the actual influence of the 71, on the 
error we also performed similar calculations as in Example 7.8 for an ODE 
where the fundamental solution looks like 
a = ( siil i 2:) diag(e2”, ei9’, e-iEr). 
For h = lc/lOO see Table III. We see that, practically, the values are about a 
factor (9.5)(’ larger (for d,(3) somewhat more), showing the influence of the 
factor At in the estimate for r2 (in Example 7.7). 
EXAMPLE 7.10. Finally we show how one can use these computed Pi to 
obtain insight in the growth of the various basis solutions, as were meant in 
2.5. This might be of interest for both analytical and numerical purposes, 
TABLE 11 
t ei(1) W) ffi(3) 
45 3.7 x 1o-9 3.2 x 1O-9 3.5 x 10 -I0 
2~15 2.6 x IO-’ 2.4 x lo-’ 3.6 x lo-‘” 
3x15 1.8 x lo-” 1.6 x lo-’ 4.0 x lo-‘” 
4n/5 8.8 x 10-‘O 8.2 x lo-lo 7.3 x 10-‘O 
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TABLE III 
t 4(l) 4(2) @i(3) 
45 2.1 x lo-’ 1.6 x 1O-3 3.3 x 1o-4 
27+ 1.6 x lo-’ 1.2 x 10-3 1.4 x 10-1 
3np 1.0 x 10-j 8.1 x lo-’ 2.0 x 10-3 
4n/5 5.3 x 1o-4 4.1 x 1o-4 2.7 x 10-j 
e.g., how to choose the interval in the multiple shooting algorithm. Let the 
matrix L be given by 
L= 
t 
30~' - lOcspe-’ -40~ 30~s + lOc’pe-‘x 
-1oyC -10 lOcpe- , 
29~s - lOs’pe-’ -40s 30s2+cz + lOcshe-’ 1 
where ,u and x are free parameters and c and s are a short notation for cosxt 
and sinxt. This operator gives basis solutions growing like exp(30t), 
exp(-lot), and one not significantly growing or decreasing. The latter is a 
constant vector plus some vector decaying like e-‘; if ,D = 0 then this 
constant vector is 0. The quantity x is the angular velocity of the rotation of 
the solutions in the (1, 3) plane. We did several tests where we gave the 
integrator a tolerance of 1O-3 (implying some live figure accuracy say), 
restricting the integration to [0, 11. Table IV gives the norm of the columns 
of Pi on five equally spaced points. Since we know exact solutions having a 
growth as indicated above, we have also printed their corresponding norms 
TABLE IV 
jf=o,x= 1 
t llfi II ll.fll Ilfll 
0 0.9420 x lo-I3 
(0.9358 x lo-=) 
0.20 0.3705 x lo-lo 
(0.3700 x lo-‘O) 
0.40 0.1404 x lo-’ 
(0.1403 x 10-y 
0.60 0.5073 x 10-s 
(0.5071 x 10-s) 
0.80 0.1778 x lo-’ 
(0.1778 x lo-‘) 
1.00 0.8415 
(0.8415) 
0.3679 
(0.3679) 
0.4404 
(0.4404) 
0.5055 
(0.505y 
0.5532 
(0.5532) 
0.5873 
(0.5873) 
0.8415 
(0.8415) 
0.1000 x lo+’ 
(0.1000 x lo+‘) 
0.1353 
(0.1353) 
0.1832 x 10-l 
(0.1832 x 10-l) 
0.2479 x 1O-2 
(0.2479 x lo-*) 
0.3355 x 10-9 
(0.3355 x 10-q 
0.4540 x 1o-4 
(0.4540 x 10-y 
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TABLE V 
x= l,,u= 1000 
Ilf, II llf, II llfi!l 
0 0.9220 x lo-” 
(0.9358 x lo-“) 
0.20 0.3262 x IO-” 
(0.3297 x IO-‘“) 
0.40 0.1286 x IO-’ 
(0.1296 x IO-‘) 
0.60 0.6112 x IO-” 
(0.6138 x IO-“) 
0.80 0.2212x 10-l 
(0.2216 x 10 ‘) 
1.00 0.2868 
(0.2869) 
0.3407 
(0.3679) 
0.5085 
(0.5716) 
0.5546 
(0.6013) 
0.6 108 
(0.6534) 
0.8394 
(0.8968) 
0.776 1 
(0.8666) 
0.1000 x lotI 
(0.1000 x lo+‘) 
0.1355 
(0.1353) 
0.1835 x 10 ’ 
(0.1832 x 10 ‘) 
0.2419 x 10 ’ 
(0.2479 x 10 ~‘) 
0.3309 x 10 i 
(0.3355 x lo-‘) 
0.4011 x 10 ’ 
(0.4540 x 10 -‘) 
between brackets. In this first example we have x = 1, ,D = 0. Note that we 
have normalized the exact and the approximate solution similarly. Their 
resemblance is most striking. 
We did a similar experiment, now with ,D = 1 and x = 1000 (so a very 
rapid rotation of the solution vectors). This forces the integrator to take very 
small steps (it took 30 times more cpu time than the previous test). The 
results are given in Table V. 
Although the estimates in Table V are a little less accurate (as should be 
expected) they are remarkably sharp, taking into account the high value of x. 
8. CONCLUSION 
The discretized problem has modes of a similar growth character as the 
original one. The procedure as proposed in this section may be utilized to 
inspect the solution space of the latter. In this way it may be a 
complementary device to approaches like the one in [lo]. 
Note added in proof: Several considerations that play an important role in the motivation 
of this paper can also be found in 1181. The question of choosing an optimal basis has 
recently been discussed in 1191. The so called kinematic eigenvalues as are introduced in [ 19 / 
may lend themselves even better for indicating the growth rates than the 7[,, p, in 2.5(iii) and 
(iv). 
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