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Resumen
La transmisión de datos a través de canales ruidos o interferentes, puede verse ayu­
dada por la utilización de modulaciones de Espectro Ensanchado. Estas modulaciones 
expanden el rango de frecuencias ocupado por la señal de comunicación, presentando 
cierto grado de inmunidad frente a ruido e interferencia de potencia elevada, que es 
capaz de degradar fuertemente las prestaciones de un sistema de comunicación.
En situaciones donde la potencia de la interferencia sea muy elevada, el grado de 
inmunidad que ofrecen estas modulaciones puede resultar insuficiente, siendo necesario 
recurrir al procesado de la señal recibida, para aumentar las prestaciones del sistema. 
Las técnicas aplicadas en estos casos constituyen una línea de investigación con am­
plios antecedentes y muchas líneas por explorar. Dentro de este ámbito, el trabajo 
realizado se centra en las modulaciones de Espectro Ensanchado mediante Saltos en 
Frecuencia, normalmente usadas en situaciones donde no es posible mantener la cohe­
rencia de fase entre emisor y receptor. Para aumentar la inmunidad de estos sistemas 
de comunicación, se ha recurrido al procesado mediante Transformadas Wavelet de la 
señal modulada recibida.
En concreto* en la tesis se propone un algoritmo de supresión de interferencias de 
banda estrecha, para modulaciones de Espectro Ensanchado mediante Saltos en Fre­
cuencia. Para separar la interferencia y la señal modulada, que combinadas forman 
la señal de entrada al receptor, se añade un nuevo módulo en el proceso de recepción 
encargado de realizar este filtrado. En el módulo se aplica un algoritmo de supresión 
basado en la Transformada Sobremuestreada en Paquetes Wavelet, que permite centrar 
la interferencia en la zona paso-banda de uno filtros en cada nivel de descomposición, 
mediante desplazamientos en frecuencia de la señal recibida, con un bajo coste compu- 
tacional. Este alineado de la interferencia, con la zona paso-banda del espectro de los 
filtros, permite máximizar la eliminación de la potencia de la interferencia y degradar 
mínimamente la señal modulada.
El algoritmo propuesto se ha validado a través de un banco de pruebas formado por 
varios ensayos o partes. En primer lugar se han llevado a cabo simulaciones, con dife­
rentes situaciones en cuanto a las características exactas de la modulación y diferentes 
tipos de interferencias de banda estrecha. Así, se han considerado interferencias del 
tipo onda continua y ruido gaussiano de banda estrecha, por ser las más comúnmente 
tratadas en la bibliografía y las que normalmente suelen aparecer en canales reales. 
En segundo lugar, a fin de poder aplicar el algoritmo de supresión en una situación 
real, el siguiente paso realizado en la tesis se ha centrado en la implementacin de la 
Transformada Sobremuestreada en Paquetes Wavelet. Para ello, se han considerado 
diversas formas que realizan la descomposición de la señal, y de entre todas ellas se 
ha propuesto como mejor implemantación una estructura mediante secciones Lattice, 
porque dichas estructuras permiten obtener el coste computacional más bajo, entre 
todos las métodos considerados.
Una vez decida la estructura final de la implementación, se ha completado la cons­
trucción del módulo de supresión mediante un dispositivo Procesador Digital de Señal, 
que permiten un desarrollo rápido y relativamente sencillo de los algoritmos de proce­
sado de señal. Este desarrollo ha permitido obtener una ecuación de coste real, medida 
en número de ciclos de instrucción necesarios para completar el análisis y la síntesis, 
sobre la secuencia de entrada al receptor.
Finalmente, el último paso en el proceso de validación se ha llevado a cabo me­
diante una aplicación real. Dicha adaptación se ha realizado sobre un sistema de 
control industrial distribuido, aplicado al control y la gestión de grandes comunidades 
de regantes, que utiliza único cable como canal comunicación y alimentación de los 
elementos remotos. Para construir esta aplicación, desarrollada dentro del proyecto 
PRIFEM *, se han determinado las modulaciones y los elementos emisor y receptor, 
que mejor se han adaptado a las condiciones del medio de comunicación, pero siempre 
bajo las premisas introducidas al comienzo de la investigación.
Destacar que este cable de potencia constituye un buen banco de pruebas, porque 
contiene interferencias del tipo onda continua generadas por las bombas inductivas 
presentes en la instalación de pruebas, mediante las que se ha comprobado el buen 
funcionamiento del algoritmo de supresión desarrollado sobre estructuras Lattice.
1Programador para el control de Riego y Fertilización en sistemas Multiusuario (PRIFEM), pro­
yecto financiado por la Generalitat Valenciana en el Plan Tecnológico del IMPIVA 1996 al 1999, y 
desarrollado dentro del Instituí de Robótica de la Universitat de Valencia
Parte I
Punto de partida y  objetivos

Capítulo 1 
Introducción
1.1 Marco de la investigación realizada
En cualquier sistema de comunicación para la transmisión de datos, el canal impone 
una serie de restricciones que determinan la máxima cantidad de información que se 
puede transmitir, y que podrían concretarse en limitación de ancho de banda y ruido 
interferente [58].
La primera de estas restricciones viene dada por el ancho de banda, y acota el rango 
de frecuencias que puede ocupar la señal transmitida, debido a las características físicas 
del canal y a los componentes electrónicos usados en la implementación del emisor y 
el receptor.
La segunda restricción es el ruido contenido en el medio de transmisión. Existen 
muchos tipos de ruido e interferencias que pueden afectar a la señal de comunicación. 
Un ejemplo es el ruido de fondo, modelado normalmente como una señal aditiva con 
distribución gaussiana, que ocupa todo el rango de frecuencias. Otro ejemplo es la 
interferencia de onda continua y banda estrecha, que está constituida por una serie de 
armónicos situados en unas frecuencias concretas. Cuando la interferencia y la señal 
de comunicación ocupan la misma banda de frecuencias, las prestaciones del sistema 
se degradan. En esta situación, es posible minimizar el efecto del ruido aumentando la 
amplitud de la señal transmitida, aunque las limitaciones en el consumo de potencia 
o los componentes electrónicos utilizados pueden limitar dicho incremento.
Además estas restricciones, el canal es responsable de otros efectos nocivos como 
son la atenuación, la distorsión en fase o amplitud de la señal y las interferencias 
autoinducidas provenientes de las reflexiones, generadas en las desadaptaciones [58].
En este ámbito, el procesado de señal aplicado a las comunicaciones se convierte 
en una herramienta, que puede ayudar enormemente a combatir los efectos nocivos
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del canal. Las técnicas integradas en este campo constituyen áreas de investigación 
con larga tradición y numerosas líneas abiertas. El objetivo es la adaptación de los 
sistemas para superar las restricciones impuestas por el medio o canal, mediante el 
estudio de las modulaciones, la ecualización del canal, la supresión de interferencias, 
el diseño de los emisores y los receptores, etc.
En muchas situaciones, para mitigar los inconvenientes del canal, se recurre a las 
modulaciones con Espectro Ensanchado (Spread Spectrum, SS) 1. Estas modulaciones 
tienen un alto nivel de inmunidad frente a interferencias, siendo las candidatas ideales 
para la transmisión de información en canales hostiles o ruidosos, o para compartir 
canales por múltiples usuarios, como en los sistemas de Acceso Múltiple por División 
de Código ( Code División Múltiple Access, CDMA) [24], utilizados en telefonía móvil.
Aparte de las modulaciones de Espectro Ensanchado, otra de las técnicas utiliza­
das están basadas en transformar la señal a diferentes dominios, para poder estudiar 
mejor los efectos nocivos del canal en la señal. Dentro de este conjunto de transforma­
das se encuentra la Transformada Wavelet ( Wavelet Transform, WT) 2. El concepto 
clave de esta transformada es la adaptación en el tiempo y en frecuencias de forma 
simultánea. La última década ha sido la etapa de mayor progreso, en la aplicación de 
esta transformada a problemas de procesado de la señal. Desde los trabajos iniciales 
de Daubechies [12] y Mallat [44], donde se muestra la relación entre las Wavelet y 
los bancos de filtros, se ha producido una constante evolución, que la ha llevado a 
convertirse en una herramienta flexible para la descomposición en multiresolución de 
señales, utilizada en multitud de campos. Algunas de sus aplicaciones en el área de 
las comunicaciones son: supresión de interferencias en modulaciones SS, construcción 
de códigos ortogonales para su aplicación en CDMA, modulaciones multitono, etc [2].
En el marco definido, el objetivo de la investigación realizada se centra en el estu­
dio de las técnicas que mejoren la calidad de servicio de un sistema de comunicación, 
mediante la explotación del ancho de banda con una probabilidad de error reducida, 
en entornos o canales especialmente interferentes. Con este fin, la presente tesis hace 
uso de las modulaciones de Espectro Ensanchado combinadas con el tratamiento de la 
señal mediante Transformadas Wavelet, para eliminar de forma flexible la interferencia 
o ruido introducido. Esta combinación resulta interesante, ya que dichas modulacio­
nes, junto con los algoritmos de supresión de interferencias, constituyen una buena 
técnica con la que incrementar la inmunidad de los sistemas de comunicación sobre 
canales ruidosos. Los métodos aplicados en estos casos constituyen una materia de 
investigación con amplios antecedentes [50], aunque su enorme potencial de aplicación 
la convierte en un área de desarrollo actual, con numerosas líneas abiertas [45].
En concreto, la solución planteada en el presente trabajo aporta una técnica para
xLas modulaciones de Espectro Ensanchado (Spread Spectrum, SS) se muestran con detalle en el 
capítulo 3
2La Transformada Wavelet ( Wavelet Transform, WT) se estudia con detalle en el capítulo 2.
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la supresión de interferencias, en modulaciones mediante Espectro Ensanchado con 
Saltos en Frecuencia (Frequency Hopping Spread Spectrum, FH-SS). Dicha técnica esta 
constituida por un algoritmo de supresión incluido en el receptor FH-SS no-coherente, 
que descompone la señal mediante la Transformada Sobremuestreada en Paquetes 
Wavelet( Undecimated Wavelet Packet Transforms, UWPT), para aislar y eliminar 
el ruido y las interferencias recibidas. El uso de la Transformada Sobremuestreada 
en Paquetes Wavelet permite que el algoritmo minimice la distorsión de la señal de 
comunicación, al ser muy selectivo en el rango de frecuencias sobre el que actúa.
Cabe destacar, que la aplicación de estas modulaciones y algoritmos de recepción 
en sistemas reales, que se propone en la presente tesis, se ha visto ayudada en gran 
medida por las prestaciones de los dispositivos de procesamiento hardware, que pro­
porcionan implementaciones de las técnicas de procesado de señal flexibles y eficaces. 
Los elementos más comúnmente utilizados dentro de este grupo son los Procesadores 
Digitales de Señal (Digital Signal Processors, D SP ), con los que se consigue procesar 
la señal a alta velocidad y bajo coste. Estos temas son tratados en profundidad en el 
capítulo 4.
En la construcción del sistema de comunicación propuesto, para la implementa- 
ción final, una parte fundamental es la programación de los algoritmos de procesado 
para supresión de interferencias. Como se ve en el capítulo 5, para llevarlos a efecto, 
se han considerado diversas formas de realizar la Transformada Sobremuestreada en 
Paquetes Wavelet, cuyo resultado ha sido una propuesta basada en estructuras Lattice 
implementada sobre un Procesador Digital de Señal.
1.2 Aplicación de la investigación realizada
Como prueba del buen funcionamiento del sistema propuesto, la investigación realiza­
da se ha aplicado en la transmisión de datos, a través de un canal de poca capacidad y 
en un entorno altamente ruidoso e interferente, como es el cable de potencia Concreta­
mente, el escenario sobre el que se ha trabajado son los sistemas de control industrial 
distribuido. Aunque no por ello, la investigación realizada deja de tener carácter ge­
neral y ámbitos de aplicación diferentes.
La aplicación particular de la investigación se enmarca dentro del área de los sis­
temas de control industrial distribuido, aplicados al medio agrario. En estos sistemas 
se está produciendo una profunda transformación de las técnicas de control, mediante 
la incorporación de las nuevas tecnologías, que permiten mejorar la productividad, los 
métodos de riego, la fertilización y el ahorro de recursos naturales, tan preciados como 
el agua. Todas estas ventajas han impulsado la implantación de modernos sistemas 
de riego y gestión de las explotaciones agrarias. Con estos antecedentes se concebió el
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proyecto PRIFEM 3, llevado a cabo dentro del Instituí de Robótica de la Universitat 
de Valencia, cuyo objetivo ha sido el desarrollo de una arquitectura computacional, 
aplicada a la gestión y el control de instalaciones agrarias minifundistas, agrupadas en 
Comunidades de Regantes. El sistema construido se basa en un conjunto de unida­
des inteligentes distribuidas, que mediante su interconexión, hace posible el acceso a 
equipos remotos para el control de toda la instalación. El sistema permite la lectura y 
activación, de sensores y actuadores remotos situados a distancias del orden de varios 
kilómetros. Para acceder y alimentar eléctricamente a dichos dispositivos, se utiliza 
únicamente un cable de potencia, que recorre toda la instalación y sirve a su vez de 
canal para la transmisión de datos.
El cable de potencia utilizado como medio de transmisión es muy hostil, conte­
niendo altos niveles de ruido, largas distancias de cable y está desadaptado en las 
terminaciones y las conexiones. Todos estos inconvenientes hacen imposible la aplica­
ción de buses de campo comerciales, en la interconexión de los sensores y actuadores 
remotos. Por lo tanto, ha sido necesario desarrollar una solución con la que cubrir las 
necesidades planteadas en el proyecto. Además, las características adversas del canal 
convierten el sistema, en un buen banco de pruebas donde aplicar los algoritmos de 
filtrado de interferencias y las modulaciones introducidas en la sección anterior.
1.3 Objetivos de la tesis
A a partir de la línea de investigación introducida y el proyecto PRIFEM, descrito 
en el apartado anterior en el cual se enmarca el presente trabajo de investigación, los 
objetivos que se han planteado son:
El estudio y la investigación de modulaciones de Espectro Ensanchado, junto con 
receptores y algoritmos que ayuden a aumentar la robustez de dichas modulaciones, 
frente a interferencias de banda estrecha. Estos algoritmos se basarán en la Transfor­
mada Wavelet y deben tener una implementación eficiente, que permita la aplicación 
de los resultados obtenidos al desarrollo de un sistema de comunicación por cable de 
potencia.
Para completar estos objetivos, se van a plantear una serie de fases o pasos enca­
minados en este sentido:
•  Estudio de las modulaciones de Espectro Ensanchado. En particular el estudio 
se centra en las modulaciones de Espectro Ensanchado con Saltos de Frecuen­
cia (Frequency Hopping Spread Spectrum, FH-SS), realizando un repaso de sus 
características más importantes.
3Programador para el control de Riego y Fertilización en sistemas Multiusuario (PRIFEM), pro­
yecto financiado por la Generalitat Valenciana en el Plan Tecnológico del IMPIVA 1996 al 1999.
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•  Estudio de las técnicas de procesado de señal capaces de aumentar la inmuni­
dad de estas modulaciones frente a interferencias, sobre todos las basadas en el 
procesado de la señal en el dominio de la Transformada Wavelet.
•  Propuesta de un nuevo receptor que incluya este tipo de procesado, encaminado 
a la eliminación de ruido en las modulaciones con Espectro Ensanchado por 
Saltos de Frecuencia utilizando Transformadas Wavelet Sobremuestreadas.
•  Realización de simulaciones que validen las características del algoritmo propues­
to, considerando diversos tipos de ruido.
•  Estudio y comparación de las estructuras que permitan implementar de forma 
eficiente las Transformadas Wavelet Sobremuestradas. En concreto se consideran 
las estructuras Lattice, la forma Polifásica y la forma directa, como se ve en el 
capítulo 5.
•  Implementación eficiente de los algoritmos de filtrado basados en Transformadas 
Wavelet Sobremuestreadas con estructuras Lattice, en procesadores digitales de 
señal. En este desarrollo se ha utilizado el dispositivo ADSP21065L.
•  Análisis de los requisitos necesarios para implementar la comunicación, por cable 
de potencia en el proyecto PRIFEM, visto en el apartado 1.2.
•  Implementación de los módulos emisores y receptores correspondientes a la mo­
dulación mediante Espectro Ensanchado con Saltos en Frecuencia, que incluyen 
los módulos de supresión de interferencias propuestos.
•  Comprobación experimental del funcionamiento del sistema, en una instalación 
prototipo. Recogida de datos y estudio de los resultados obtenidos.
1.4 Breve descripción de los contenidos
La tesis se ha divido en cuatro partes que recogen cada uno de los pasos seguidos en 
la metodología de la investigación. La primera parte plantea el problema encontrado 
y lo enmarca dentro del contexto en que se ha realizado la investigación. La segunda 
trata los fundamentos teóricos, en los que se basan las Transformadas Wavelet y las 
modulaciones de Espectro Ensanchado, junto con las técnicas de eliminación de inter­
ferencias. La tercera parte engloba la investigación aportada en este trabajo. Dentro 
de esta parte se incluye el diseño del algoritmo de supresión de interferencias, junto 
con su implementación eficiente en un dispositivo tipo procesador digital de señal. 
La cuarta parte contiene las simulaciones que validan el receptor y el algoritmo de 
supresión. Además, esta parte contiene su aplicación a la arquitectura de control del 
proyecto PRIFEM. Para concluir, la quinta parte aporta las conclusiones y el trabajo 
futuro, a partir del estado en el que se sitúa la investigación aportada.
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Los capítulos que componen la tesis son:
•  El presente capítulo contiene una breve introducción del contenido general de 
la tesis y también se dan los objetivos que se pretenden alcanzar, previos al 
comienzo de la investigación.
•  En el segundo capítulo se hace un repaso de las Transformadas Wavelet, ya que 
van a constituir una herramienta muy importante en todo el trabajo. Se comien­
za introduciendo la definición formal de la transformada y se continúa exponien­
do sus variantes, hasta completar la exposición de las Transformadas Wavelet 
Sobremuestreadas, que tendrán una función clave dentro de los algoritmos des­
arrollados en la tesis. Para terminar el capítulo, se estudian las estructuras más 
eficientes en la implementación de la transformada.
• El tercer capítulo incluye el estudio de las modulaciones de Espectro Ensancha­
do. Dentro de la primera parte del capíutlo se exponen las características más 
importantes y su rendimiento en canales con distintos tipos de ruido. La segun­
da parte del capítulo estudia las técnicas más importantes en la eliminación de 
interferencias.
•  El cuarto capítulo comienza proponiendo un nuevo receptor para modulaciones 
FH-SS, que incluye el procesamiento en el dominio de la transformada para la 
supresión de interferencias. A continuación, se consideran las posibles transfor­
madas que pueden ser aplicadas, razonando la elección realizada y mostrando su 
adaptación al algoritmo de supresión.
•  El quinto capítulo examina las posibles estructuras que se pueden aplicar, en 
la implemntación del algoritmo y propone una basada en filtros Lattice. Dicha 
estructura se ha adaptado sobre un dispositivo de procesado digital de señal, lo 
que ha permitido realizar pruebas experimentales, tanto de coste del algoritmo 
como de rendimiento en situaciones reales.
• El sexto capítulo muestra los resultados obtenidos mediante simulación, del ren­
dimiento del receptor aplicado sobre un canal con diversos tipos de interferencias.
•  En el séptimo capítulo se muestra la adaptación del receptor y el algoritmo pro­
puesto, a la construcción de las unidades emisor y receptor de la arquitectura 
PRIFEM. También como parte de este capítulo, se explica el proceso de experi­
mentación y la toma de resultados sobre la instalación piloto, en la que ha sido 
comprobado el sistema.
•  El octavo capítulo resume las aportaciones realizadas y da las conclusiones del 
trabajo. Además incluye las líneas de trabajo que la tesis deja abiertas.
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Especial interés tienen en la tesis los anexo aportados. En el primero de ellos se 
incluye un repaso breve al sistema de control propuesto dentro de la proyecto PRIFEM. 
También se incluyen los elementos integrados en, la construcción de los elementos 
emisor y receptor diseñados. El segundo anexo contiene las características básicas del 
Procesador Digital de Señal ADSP21065L, ya que sus propiedades internas influyen 
en la implementación del algoritmo realizada en el capítulo cuarto. Por último los 
anexos tercero y cuarto muestran dos ejemplos del software realizado, en la simulación 
el algoritmo propuesto y para implementar los algoritmos sobre el Procesador Digital 
de Señal.
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Parte II
Revisión de la situación actual: 
estado del arte
11

Los contenidos de esta parte de la memoria están dedicados a la revisión de la situación 
actual y los antecedentes, de aquellos elementos que son relevantes para el trabajo 
de investigación realizado. Dichos contenidos están estructurados en los siguientes 
capítulos:
•  Representación de señales en el tiempo, frecuencia y escala
•  Comunicaciones con modulaciones de Espectro Ensanchado
13
14
Capítulo 2
Representación de señales en el 
tiem po, frecuencia y escala
2.1 Introducción
Una gran variedad de fenómenos físicos englobados en áreas como las comunicaciones, 
la acústica, la sismología, la ingeniería biomédica o en el procesamiento de la voz y la 
imagen están modelados mediante señales. Estas señales se representan matemática­
mente por una función de una o varias variables, aunque normalmente la única variable 
independiente es el tiempo.
En muchas aplicaciones la representación del espacio temporal no es suficiente, 
siendo necesario conocer la información de las frecuencias contenidas en la señal. Esta 
información se obtiene transformando dicha señal desde el espacio temporal al espacio 
de frecuencias, utilizando la Transformada de Fourier (Fourier Transform, FT)  [60]. 
Pero al transformar la señal se pierde toda la información temporal. La señal en el es­
pacio de Fourier representa la intensidad de cada uno de los armónicos, sin ningún tipo 
de información sobre el instante en el cual se produjo esa frecuencia. Para señales esta­
cionarias, cuyas propiedades no varían en el tiempo, el análisis de Fourier es suficiente 
para caracterizar por completo la señal. Sin embargo, si contiene cambios rápidos en 
el tiempo de sus componentes frecuenciales, la FT no es capaz de detectarlos.
Una solución que permite la representación conjunta en tiempo-frecuencia es la 
Transformada de Fourier Enventanada (Short Time Fourier Transform, STFT)  [60]. 
La localización en el tiempo del espectro de frecuencias comienza tomando un pequeño 
trozo de la señal, mediante alguna función ventana de extensión temporal limitada. 
Asumiendo que en ese intervalo la señal está próxima a ser estacionaria, se realiza la 
FT sobre la señal resultante.
Pero hay señales, que por su naturaleza, cambian muy rápidamente su contexto de
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frecuencias en el tiempo. En estos casos es difícil encontrar una ventana apropiada, 
con la que representar la señal. Se podría pensar que reducir el tamaño de la ventana 
puede ayudar en la búsqueda de dicho intervalo, pero aparece el problema de que 
este aumento en la resolución temporal hace que disminuya la resolución frecuencial, 
debido el principio de incertidumbre de Heisenberg. Este principio limita la máxima 
resolución conjunta tiempo-frecuencia que se puede lograr, cumpliendo la inecuación 
[64]: A i A /  >  A_, donde A t  es la dispersión temporal y A /  es la frecuencial. En la 
ecuación anterior se consigue la igualdad cuando /  es un múltiplo de e~at2, siendo 
a  >  0 una constante real.
En este contexto aparecen las Wavelets. La teoría de las Wavelet cubre una área 
muy amplia, que va desde el procesado de señales continuas, hasta la construcción 
de bancos de filtros en codificación subbanda de señales discretas. En particular la 
Transformada Wavelet ( Wavelet Transform, WT) es de interés en el análisis de señales 
no estacionarias, siendo una alternativa a la STFT. La diferencia más significativa 
entre ambas transformadas es, que mientras la STFT utiliza una única ventana en el 
procesado de toda la señal, la WT utiliza pequeñas ventanas para altas frecuencias y 
grandes ventanas para pequeñas frecuencias.
A lo largo de este capítulo, se van a presentar las diversas partes en las que históri­
camente se ha divido la teoría de las Wavelets. En primer lugar, la sección 2.2 define 
la transformada, junto con el marco matemático en el que se enmarca definido por 
Daubechies [13]. La segunda sección 2.3 muestra el esquema de multiresolución de­
sarrollado por Mallat [42], mediante el que se relacionan las Wavelets y los bancos 
de filtros. La sección 2.4 se centra en el filtrado subbanda de señales discretas y las 
condiciones que se imponen en el diseño de los filtros. A continuación, en las secciones 
2.5 y 2.6, se consideran dos variantes de la WT con una división del espacio tiempo- 
frecuencia en intervalos con estructura irregular. Para concluir el capítulo, la sección 
2.7 presenta varias alternativas en la implementación de la transformada, dependiendo 
de las características del banco de filtros que la define.
2.2 Transformada Wavelet
La WT es una representación lineal tiempo-frecuencia similar a la transformada de 
Fourier enventanada. Esta transformada está definida como:
• i  r°° t  — t
W T (x(t))(r ,a )  =  - ¡ =  x(t)ip(—— )dt (2.1)
V M J-oo ®
donde a G R, a ^  0. La WT puede verse como el producto interno de la señal x(t) 
con una familia de funciones indexadas por dos parámetros (r, a). Estas funciones, 
llamadas funciones Wavelets, pueden formar una base bajo ciertas condiciones, tal y
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como se describe en la sección 2.2.2. De forma matemática las Wavelets se expresan 
de la siguiente manera:
< M t) =  (2 .2 )
v M  a
La normalización se elige pena que se cumpla:
(2-3)
La función básica ^o,i—^  es Ia llamada Wavelet madre, función que debe cumplir 
tres condiciones:
•  Ser una función de energía finita, pasa-banda y media cero [64].
•  Debe estar bien localizada, presentando una fuerte caída tanto en frecuencias 
como en el tiempo.
•  Debe cumplir la relación C. =  / 0°° 1^ ) L <  oo, lo que asegura una represen­
tación completa y estable [44].
Las propiedades de las funciones base de la STFT y las Wavelets son diferentes. La 
desigualdad parte de la forma en que se obtienen ambos tipos de funciones. Así, mien­
tras las funciones base de la STFT se construyen aplicando desplazamientos temporales 
y frecuenciales de la ventana, las Wavelets ^T)Q se crean mediante desplazamientos y 
escalado temporal.
Las funciones base de la STFT consisten en la misma ventana trasladada hasta una 
cierta posición en el tiempo y rellenada por oscilaciones de una determinada frecuencia. 
Esta elección de las funciones impone, que la resolución conjunta tiempo-frecuencia 
obtenida sea fija sobre todo el plano de representación.
Por el contrario las Wavelets se adaptan, siendo más anchas en el tiempo cuando 
contienen frecuencias más bajas y al contrario. Al incrementar la escala, aumenta el 
valor de a y las funciones ipT,a se expanden en el tiempo. Este incremento permite que la 
transformada extraiga el comportamiento de la señal en grandes intervalos temporales 
[64]. Si se considera la aplicación de la WT como si se tratara de la aplicación de un 
filtro, la modificación del parámetro de escalado a cambia la zona del espectro donde se 
sitúa dicho filtro. Así, los valores de |a| grandes se corresponden con frecuencias bajas 
y los valores pequeños de |a| lo hacen con frecuencias altas. Además, el ancho de banda 
de los filtros obtenidos al cambiar la escala también varía, siendo proporcional a la 
frecuencia central. Esta es la razón de que el análisis con Wavelets funcione bien para 
señales con componentes de alta frecuencia y pequeña duración, junto a componentes 
de larga duración y baja frecuencia, que es en la práctica el comportamiento más 
normal de las señales naturales [64].
W tA ?  =  \ m
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2.2.1 Discretización de los parámetros tiem po-escala
Debido a propósitos prácticos de implementación computacional, el parámetro de es­
cala se discretiza tomando potencias enteras de un valor fijo de dilatación ao > 1, con 
a =  a30, j  G Z. Con esta elección, la localización en el tiempo se incrementa conforme 
j  sea menor (negativo y grande), ya que la funciones Wavelet se contraen en el eje 
temporal al disminuir j .  La discretización del parámetro r  depende de j ,  en concreto 
la relación entre ambos es: r  =  ntoa30 donde to >  0 es fijo y n , j  €  Z [13] [64]. Así, 
cuando la Wavelet es estrecha se desplaza mediante pasos más pequeños para cubrir 
los detalles de la señal. Como resultado de este proceso de discretización se obtienen 
las siguientes Wavelets discretas:
A n ( í )  =  V’a j .n t .a j W  =  a o ~  nt0) (2.4)
El enrejado de localizaciones tiempo-frecuencia de la WT con una discretización 
diádica, (ao =  2, í 0 =  1 =>• a =  2J , r  =  n2J), es el caso más utilizado en la bibliografía. 
Al tomar estos valores para los parámetros, en cada nivel de detalle la resolución 
frecuencial y temporal se escala por un factor 2, produciendo un grid de intervalos de 
resolución modelado en octavas. La figura 2.1 muestra para este caso, la forma en la 
que las funciones Wavelet dividen el espacio tiempo-frecuencia y se compara con la 
STFT.
En el resto del capítulo se utiliza siempre m uestreo  diádico, ya que es el más 
usual en la bibliografía y es el usado en el desarrollo de los algoritmos de procesado 
de señal, que se introducen en capítulos posteriores.
f
STFT Wavelet
Figura 2.1: División del espacio tiempo/frecuencia para STFT y WT. En el caso de 
la W T se supone una descomposición diádica.
Una función s(t) con energía finita puede representarse en función de los coeficientes
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obtenidos mediante el producto interior definido como:
/oo s(t)ipjtn(t)dt (2.5)
•oo
aproximando la señal original mediante la siguiente ecuación de reconstrucción:
s(t) ~  k bjínUjín (2-6)
J n
Esta ecuación de reconstrucción no siempre es una buena aproximación de la función 
s(t), para que lo sea es necesario que 'ip, üq y ¿0 cumplan una serie de requisitos. 
Estos requisitos imponen que {ipj,n5 j ,  n £  Z} constituya un frame, como se describe 
en la sección 2.2.2. Además, el conjunto de funciones {u jiTl; j ,n  £  Z} con el que se 
reconstruye la señal original se denomina el frame dual [13].
En el caso de que ao sea cercano a 1 y í 0 suficientemente pequeño, las funciones 
Wavelet están sobremuestreadas y las condiciones sobre {ipj,n} para obtener una buena 
reconstrucción son poco restrictivas. Por el contrario, si se aplica un muestreo crítico, 
el número de muestras a la entrada y la salida de la transformada es el mismo y las 
condiciones sobre {ipj,n} son más restrictivas [64].
2.2.2 W avelet frames
La teoría de las Wavelet Frames [13] genera un marco general con el que estudiar, las 
condiciones de convergencia de la ecuación de reconstrucción 2.6. Estas condiciones de 
convergencia, imponen que el conjunto de funciones { ^ ,n} [13] con una determinada 
densidad de muestreo, determinado por los parámetros ao y ío5 constituyan un frame. 
A continuación se introduce y se define el concepto de frame:
•  El Espacio de Hilbert H  es un espacio lineal sobre el que se define una opera­
ción que hace corresponder a cada par ordenado de elementos de H  un número 
complejo llamado producto interior o escalar.
•  El espacio L2(R) es el espacio de dimensión infinita formado por las funciones 
unidimensionales de cuadrado integrable, funciones de energía finita, s(t) que 
cumplen: ( / ^  |s t y ^ d t ) 1/2 <  oo.
Definición: El conjunto de funciones {ipj,n',jin £  Z} constituyen un frame en el 
espacio de Hilbert L2(R), si Vs(í) £ L2(R) se cumple la siguiente relación:
¿ I M I 2< £ £  II bjtn(t) ||2<  B  || s \\2 con A >  0, B  <  oo (2.7)
i j
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donde A y  B  son los llamados límites del frame. Una familia de funciones Wavelet 
constituyen un frame si la energía de los coeficientes bjjU, en relación a la energía 
de la señal se concentra entre las dos constantes positivas A  y B. Dadas la fun­
ciones { ^ in; j , í i 6 Z }  que constituyen un frame, existe un conjunto de funciones 
{ujjyn,j, 77, E Z} que forman su frame dual [13]. El papel de los frames es intercambia­
ble, pudiéndose descomponer la señal en {o;¿n} y reconstruirse mediante {ipj,n}-
Existen muchas funciones que cumplen las condiciones 2.7 y según la relación de 
los valores A y  B  con A >  0, B  <  oo, se obtienen propiedades diferentes. El primer 
caso de interés se obtiene cuando se cumple A  =  B =  1. Al ser ambas constantes 
iguales a 1, el frame está formado por elementos normalizados y constituye una base 
ortonormal y se llama frame ortogonal. Es un conjunto linealmente independiente y 
la base, {'4>j>n}, coincide con la base dual, En este caso, si se tiene el desarrollo
de la función s(t) en {^¿n} mediante los coeficientes bjiTl, definidos en la ecuación 2.5, 
entonces la función puede reconstruirse mediante la ecuación:
5(^)=  y  v y  v n (2 -8 )
j n
Si A =  B  1 se tiene un tight frame o marco hermético. En este caso la funciones 
{ipj7n} no forman una base porque el conjunto es redundante. Si los elementos están 
normalizados, el grado de redundancia viene dado por el valor A. La recosntrucción 
de la función s(t) a partir de la base dual sería:
S{t) =  y  1 (2-9)
j n
Y en función de ^ jn [13]:
s ( t) =  A~l ^ 2  bjznipjz„ (2.10)
j  n
Hay que destacar que dado el frame {ipj,n} el conjunto de funciones con el que se 
puede realizar la reconstrucción no es único, se pueden encontrar varios conjuntos de 
funciones, que pueden desempeñar el papel de base dual. Esto es debido a que las fun­
ciones {^j,n} que componen el frame no tienen porque ser linealmente independientes, 
forman un conjunto redundante con más elementos de los que habría en una base [13].
Por último hay que destacar, el caso de un frame cuyos vectores son linealmente 
independientes y están normalizados, constituyendo una base de Riesz. Esta base 
es el frame más cercano a una base ortonormal, siendo la frame dual también una 
base de Riesz. En esta situación se dice que las bases forman un sistema biortogonal, 
siendo los elementos de la base ortogonales a los elementos de la base dual [44]. La
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reconstrucción en esta situación se realiza mediante la base dual utilizando la ecuación 
2.9
2.3 M ultiresolución
Al introducir el concepto de multiresolución se introduce un nuevo nivel de estructu­
ración, ya que ahora aparece una autosimilitud a diferentes escalas de resolución entre 
las funciones base.
La multiresolución es una de las técnicas para obtener expansiones lineales de 
señales en bases de tipo Wavelet, localizadas en ambos dominios y con diferentes 
resoluciones espaciales para cada banda de frecuencia. El análisis multiresolución 
da lugar a subespacios de diferentes resoluciones, los cuales representan proyecciones 
del espacio continuo L2(R) a través de coeficientes que generan una expansión lineal 
discreta. Ello supone representar la señal con aproximaciones sucesivas, manejando 
tanto las aproximaciones paso-bajo como los detalles de la misma.
A continuación, se formula la definición axiomática de un análisis multiresolución 
y sus propiedades, definición introducida por Mallat [42] y desarrollada formalmente 
en [12]. El estudio realizado está basado en [44], donde se particulariza en el análisis 
multiresolución ortogonal con muestreo diádico.
En el apartado 2.4, se estudia la estrecha relación existente entre la representación 
multiresolución y las Transformadas Wavelet basadas en iteración de bancos de filtros 
[42], y como bajo ciertas condiciones, los bancos de filtros pueden generar representa­
ciones de este tipo [12].
2.3.1 Definición formal
Definición: Un análisis multiresolución ortogonal para L2{R) consiste en una sucesión 
expansiva de subespacios cerrados, que llamaremos V}, que cumplen las siguientes 
axiomas [42]:
•  inclusión de subespacios: Sea VJ», el subespacio funcional de mínima resolución 
y sea VL»,, el subespacio de máxima resolución, entonces V,x  C . . .  V2 C V\ C 
Vq C V-i C V-2 C . . .  V-oo
•  completitud hacia arriba: U jezVj =  la clausura de subespacios es
L2(R), que puede expresarse también como j  G Z, Vj —> L2(R) para j  —* —0 0 ,
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es decir, que los subespacios contienen funciones base arbitrariamente cercanas1 
a cualquier función de cuadrado integrable.
•  completitud hacia abajo: fljez =  {0 }5 que puede expresarse también como 
j  e  z Vj =  {0} para j  —> oo, es decir, que los subespacios V-j pueden ser tan 
pequeños como sea requerido.
•  multiresolución s(t) G Vj ■<=>■ s(2H) G Vb: todos los espacios son versiones 
escaladas del espacio central Vb y por tanto genera una relación a través de 
escalado entre funciones pertenecientes a subespacios de diferente resolución.
•  desplazamiento s(t) G Vb ==> s(t — n) G Vb Vn G Z
•  función escalado (p{t) =  <¿?o,o G Vb: de modo que el conjunto de funciones dilata­
das (con el coeficiente j )  y desplazadas (con el coeficiente n ):
=  2“J’/V (2 “J'í -  n) n G Z }
es una base ortonormal de Vj.
De la definición axiomática de multiresolución puede inferirse, a partir de la pro­
piedad de inclusión entre subespacios y la condición de escalado, la existencia de una 
relación lineal entre (p(t) y <p(2t — n), ya que si ip(t) pertenece a Vb, entonces debe 
pertenecer también a V-\ y por tanto tp(t) ha de expresarse como una combinación 
lineal de funciones base pertenecientes a VLi. La relación entre ambas funciones viene 
por la llamada ecuación de dilatación o refinamiento [42]:
ra=oo
ip(t) =  \p l h0 [n](p(2t — n) (2-11)
71= — OO
siendo h0 [n] =  y/2 {<p(2t -  n), <p{t)) =  <p) Y con la condición X ^ -o o  l o^ W |2 <
oo. La FT sobre la función de escalado 2.11 es [42]:
*(w) =  - L  H0( ^ 2M w/2) (2.12)
donde Hq{c^ )  =  Y2nez^o W e_Ja;n =  FT(h0 [n]). Observando la ecuación de dilata­
ción en el dominio de Fourier, la respuesta en frecuencia de la función base corres­
pondiente al espacio de menor resolución abarca un rango de frecuencias mitad que 
el correspondiente a las funciones base de mayor resolución. Así pues, al descompo­
ner la señal con un análisis multiresolución y descomposición diádica, cada nivel de
1La proximidad viene en función de la convergencia uniforme, es decir, que converja tanto como 
se quiera en todos los puntos de la función dentro de un intervalo
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resolución concentra una zona del espectro de frecuencias, que es la mitad de la zona 
contenida en el nivel anterior de mayor resolución. Este comportamiento es conocido 
como una descomposición frecuencial en octavas [42]. Dentro de este proceso de des­
composición, la función i7o(eja;), que es 27T periódica, caracteriza totalmente al análisis 
multiresolución.
Sean </>o,o y To,t funciones base del subespacio funcional Vo, si se aplica la condición 
de ortonormalidad en dicho subespacio y aplicando el Teorema de Rayleigh, se obtiene 
en el dominio de Fourier:
(^o.o, To,n) =  2  J  I $ ( ^ /2) I2 eJU}ncLü =  0 si n ^  0 (2.13)
y dividiendo el eje de frecuencias en tramos de 2ir, se puede expresar:
^  ' í r . i n  ' ^ / a ;  +  2 7 r ^ '
k——oo
(Vofi, ¥>o,„> =  \  j T  eJ'“" ¿  | « |2 du  (2.14)
que con ello, se obtiene la condición necesaria de ortonormalidad con la expresión, 
conocida como fórmula de Poisson [12]:
£ | $ ( ^ É ) | 2 =  1 (2.15)
f c = — OO
Esta condición 2ir periódica gobierna la estabilidad y la ortonormalidad en la mul­
tiresolución de las translaciones de <p. La condición de ortonormalidad anterior puede 
relajarse, limitándose a exigir únicamente que {^o.ni ti £ 2 }  sea una base de Riesz 
[42]. En este caso, tal como se ha visto en el apartado 2.2.2, la base dual permite la 
reconstrucción perfecta de la señal. La condición necesaria de ortonormalidad 2.15, 
utilizando la ecuación 2.12, puede expresarse como:
\H0{ ^ ) \ 2 +  |tfo(e3'(u'+’r,)|2 =  2 (2.16)
Si las funciones de escalado, según la definición de multiresolución han de represen­
tar cualquier L2(M), por las condiciones de inclusión de subespacios y la completitud 
hacia arriba, entonces: poo
íp(x)dx 0 (2.17)
que además caracteriza su suavidad y continuidad (condición necesaria de estabilidad, 
que expresado en el dominio de Fourier equivale a í»(0) 0, es decir la componente
continua sea no nula. Por tanto considerando 2.12, se deduce:
|ffo(l)l =  y/2 (2.18)
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por otro lado en u  =  n, despejando a partir de la ecuación 2.16 y 2.18, se obtiene:
H0( - 1 ) = Q  (2.19)
quedando así perfectamente descrito el análisis multiresolución por la función 27t pe­
riódica HQ{e^).
2.3.2 Subespacios complementarios ortogonales
Se ha visto, que un análisis multiresolución está caracterizado por una función 
27t periódica con algunas propiedades adicionales. La definición axiomática de multi­
resolución garantiza la existencia de bases y la aproximación en espacios Vj.
0 K 71 A 71
8 4 2
Figura 2.2: Descomposición espectral de subespacios para las técnicas de multiresolu­
ción, aplicando descomposición diádica. subespacio de residuos, subespacio de 
detalles
Si se particulariza para el caso ortogonal, entre un subespacio Vj y el subespacio 
Vj- 1  de mayor resolución, debido a que el segundo subespacio incluye al primero y 
la representación es ortogonal, queda un subespacio llamado Wj que representa los 
detalles que es necesario añadir a las funciones pertenecientes al subespacio Vj, para 
pasar al nivel de resolución siguiente Vj-1, tal como se representa en la figura 2.2. 
Esta idea es la que justifica la función Wavelet, a partir de la cual se construyen por 
escalado y traslación las funciones que generan estos subespacios Wavelet Wj.
Al pasar de una resolución mayor a otra menor, se puede separar por una parte la 
versión aproximada, que pasa a menor resolución, y por otra parte el detalle que se 
pierde al cambiar de nivel. Este proceso genera una serie de aproximaciones sucesivas 
a medida que se van añadiendo más detalles a una determinada proyección.
Al igual que existe la base ortogonal para los subespacios Vj, se puede demostrar 
la existencia de una nueva base para los subespacios de detalle Wj [44]. Así, dada la
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sucesión expansiva de subespacios que cumplen los axiomas de multiresolución, existe 
una base ortonormal para L2(R):
=  2~3/2ip(2~H -  n), j, n G Z (2.20)
tal que, {^j,n} con j , n £ Z  es una base ortonormal para Wj, donde Wj con j  G Z es
el complemento ortogonal de Vj en Vj-i.
Este resultado se obtiene al considerar que V j.\  =  Vj 0  Wj con Wj JL Wj> si j  ^  j[. 
De esta forma, toda s(t) G L2(R) donde PjS representa la proyección ortogonal de s 
sobre Vj, se puede expresar como:
P j - i s  =  PjS +  'y  ^ (2.21)
nez
donde el significado del sumatorio consiste en la incorporación de los detalles en la 
nueva representación a partir de una resolución menor. Esto da lugar a que para 
cualquier Vj, j  <  J ,  este subespacio se exprese como la suma de un subespacio de 
una determinada aproximación Vj de menor resolución, más todos los subespacios de 
detalle hasta dicha resolución:
Vj =  V j®  W j .  1 © W j . 2 0  . . .  0  Wj+i (2 .22)
que junto con las propiedades de completitud hacia arriba y hacia abajo implica que:
L2(M) =  ®jezW j  (2.23)
es decir, que los subespacios Wj forman una descomposición de L2(R) en subespacios 
mutuamente ortogonales con la propiedad de escalado s(t) G Wj <=> s(2H) G Wq, lo 
cual permite concluir:
Si {^ 0)„; n G Z} es una base de Wo, entonces, {ipj,n',j> ^ G Z} es una base de Wj.
De la misma manera que se había supuesto en la ecuación 2.11, la función madre 
Wavelet ip(t) G Wo C V .\  se puede poner como combinación lineal:
n=oo
-0(í) =  y/2 ^ 2  9o M < (^2í — n) (2.24)
n = —00
conocida como ecuación Wavelet, con la condición que Yl^L- 0 0  \9o W |2 <  00•
La ecuación de la Wavelet 2.24, junto con la ecuación de dilatación 2.11, juegan
un papel crucial en la relación entre las Wavelets y los bancos de filtros. Así, el filtro
paso-bajo Hq determina las propiedades de la función de escalado ip(t), mientras que 
el filtro paso-alto Gq define la función Wavelet ip(t) [77].
25
2.3. Multiresolución
2.3.3 Cálculo de los coeficientes W avelet mediante recursión: 
Transformada W avelet D iscreta
Una función s(t) definida en Vj se descompone en la base de este subespacio como:
S{t) =  ^^Jaj,n{Pj,n (2.25)
n
donde n indica todos los desplazamientos temporales de la función de escalado (pjjTl. 
Los coeficientes ajiU se obtienen mediante el producto interno definido en la ecuación 
2.5, utilizando s(t) y <Pjtn- Pero debido a la propiedad de multiresolución y suponiendo 
una descomposición en subespacios ortonormales, Vj =  Vj+i © Wj+i, la función s(t) 
también puede ser representada mediante una combinación de las bases de estos dos 
últimos subespacios (Pj+i,n y V’j+i.n [77] [42]. El cambio de base implica el cálculo de 
los coeficientes, a,j+i>n y bj+i>n, con los que s(t) queda representada en esta nueva base:
s(t) =  £  ¿U+l.nV j^+ljn +  ^   ^bj+i^lpj+i^n (2.26)
n n
Aplicando las ecuación de dilatación 2.11 y de la Wavelet 2.24 vistas en los apartados 
2.3.1 y 2.3.2, puede conseguirse una relación entre los coeficientes en una escala de 
resolución y la siguiente. Para la función de escalado el desarrollo comienza con:
ipj+i,n{t) =  2“(j)/2 ^  h0[k](f(2~H - 2 n - k )  (2.27)
k
invirtiendo el índice de los coeficientes de la convolución, la ecuación queda:
Vj,n(t) =  £  Mfc -  2n ]<Pj-l,k(t ) (2-28)
k
Por último, al realizar el producto interior a ambos lados de la igualdad con la función
s(í), dado que las bases son ortonormales se obtiene la relación entre coeficientes [77],
m
^j+i,n =  ^   ^h0[k 27i]ttj)fc (2.29)
k
Operando de la misma forma para el caso de la ecuación de la Wavelet se obtiene:
bj-\-\,n =  J^golk  2íT^CLj^ k (2.30)
Hay que destacar que la convolución se realiza con el índice invertido en /i0 y go, 
así realmente la operación anterior indica la convolución con ho[k] =  ho[—k] y  go[k] =
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9o[—k]- Además, el término (k — 2n) indica la eliminación de la mitad de coeficientes 
mediante diezmado diádico.
De forma recursiva pueden calcularse los coeficientes para Vj+2 y Wj+2 , a partir de 
los obtenidos para Vj+1, ya que este último subespacio se puede descomponer como 
suma directa de los dos anteriores subespacios de menor resolución, Vj+ 1 =  l^+2©Wj+2* 
Las ecuaciones 2.30 y 2.29 son la ecuaciones que definen la Transformada Wavelet 
Discreta (Discrete Wavelet Transform,DWT). Mediante dichas ecuaciones se calculan 
los coeficientes Wavelet bjjTl y los coeficientes de escalado aJiri, para cada nivel de 
resolución j  en función de los coeficientes de escalado del nivel anterior. Esté cálculo 
recursivo de los coeficientes es lo que hace la WT rápida [77].
La reconstrucción de los coeficientes con los que la función s(t) se representa en el 
subespacio Vj, a partir de los coeficientes con los que la función queda representada 
en los subespacios de menor resolución, Vj =  Vj+i ® Wj+1 , en los que Vj se divide de 
forma ortonormal, también puede realizarse de una forma igualmente eficaz:
Hn =  ^ 2 h 0[ n -  2k]aj+ltk +  '^2g0[ n -  2k]bj+hk (2.31)
k k
El desarrollo que demuestra la ecuación anterior puede consultarse en [77] [42], y repre­
senta la Transformada Wavelet Discreta Inversa (Inverse Discrete Wavelet Transform, 
IDWT).
2.4 Bancos de filtros
El filtrado subbanda consiste en descomponer la señal como suma de distintas señales 
con respuestas espectrales diferentes, lo que se conoce como subbandas. Diferentes 
técnicas han sido utilizadas para implementar dicho filtrado, entre ellas cabe destacar 
las técnicas basadas en la pirámide Laplaciana [4].
El punto de conexión entre los bancos de filtros y la WT, aparece mediante las 
ecuaciones de escalado 2.11 y de la Wavelet 2.24. Estas ecuaciones permiten imple­
mentar con una gran eficiencia computacional la WT en un análisis multiresolución. 
Estas transformadas se pueden realizar a través de bancos de filtros iterados, es decir 
realimentando una de sus salidas con la entrada, como se ha mostrado en la sección
2.3.3.
Un banco de filtros, como se muestra en la figura 2.3, está constituido por un 
conjunto de filtros junto con operadores de submuestreo o sobremuestreo, que en el 
dominio temporal dividen la señal en distintas subseñales, caracterizadas cada una 
de ellas por una banda de frecuencias. Esto es lo que se conoce comúnmente como 
descomposición subbanda, siendo el número de subbandas dependiente de la descom­
posición a realizar.
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a Ñ Ñ ® — -(Q H -íg Ñ
Figura 2.3: Descomposición con banco de filtros para señales de una dimensión, donde 
X  es la señal de entrada, ho(n) y h\(n) son los filtros paso-bajo de análisis y síntesis, 
9q(u) V 9\(n) son l°s filtros paso-alto de análisis y síntesis y X  es la señal reconstruida.
En el caso más general de una representación biortogonal existen dos tipos de 
filtros, los filtros aplicados al analizar la señal o filtros de análisis y los filtros para 
reconstruir la señal a partir de las diferentes subbandas o filtros de síntesis. En el caso 
particular de filtros ortogonales ambos filtros coinciden con una inversión alterna [77]. 
Si los filtros de análisis y síntesis no coinciden, han de garantizar una reconstrucción 
perfecta.
Denotaremos como h0 [n] y go M los filtros paso-bajo y paso-alto de análisis y como 
[n] Y 9i M l°s filtros paso-bajo y paso-alto de síntesis. A la salida de los filtros 
de análisis se obtiene el contenido de la señal original repartida en dos subbandas, 
con aproximadamente la mitad de ancho de banda de la original si se realiza una 
descomposición diádica.
G(co)|H «o)|
PASA-BAJA PASA-ALTA
0 JL
Figura 2.4: Espectro del filtro paso-bajo H(w) y paso-alto G(w) para multiresolución.
La operación de submuestreo por 2 es compatible con el hecho de que al dividir el 
espectro en dos partes, conservando cada una de ellas la mitad de la información, hace 
que con aproximadamente la mitad de muestras se pueda recuperar el dominio original. 
No son exactamente la mitad porque los filtros no son ideales y existe, tal como se 
observa en la figura 2.4, aliasing entre las respuestas frecuenciales de ño [n] y go [n] 
que debe ser eliminado en el proceso de síntesis [77]. En el siguiente apartado 2.4.1, 
se muestran cuales son las condiciones que deben cumplir los filtros de síntesis, para 
invertir el proceso anulando el aliasing y dando lugar a una reconstrucción perfecta.
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Si después de aplicar los filtros ño [ti] y <70 H  y diezmar, el vector de salida contiene 
un número de coeficientes igual al número de muestras de la señal original x [n], se dice 
que la representación obtenida es crítica u ortogonal. Por el contrario, si el número 
de coeficientes es mayor que el número de muestras de la señal original, se dice que es 
sobrecompleta y por tanto las funciones base de análisis {ipk [n]} no son linealmente 
independientes entre sí, habiendo una redundancia implícita en ellas [3], [11].
2.4.1 Reconstrucción perfecta
En esta sección se analiza el proceso de filtrado en subbandas mostrado en la figura
2.3. En concreto se estudian los mecanismos para la reconstrucción perfecta de la señal 
en el dominio de la transformada z. Mayor detalle se puede encontrar en [77], [85].
Considerando en primer lugar el procesado realizado sobre la señal x [n] por la 
convolución con los filtros y el diezmado por 2, llevado a cabo en la fase de análisis 
del banco de filtros, se obtiene aplicando el Teorema de Plancherel:
( |  2)H0(z)X (z )  =  í (H 0( z Í ) X ( z i )  +  H0{ - z \ ) X { - z h ) )
( |  2)G0(z )X (z )  =  i (G 0(zh)X(zh) +  G 0( - z Í ) X ( - z l ) )  y ' ’
que al sobremuestrear y filtrar con los filtros de síntesis, queda finalmente a la salida 
del banco de filtros [77]:
H ,{z){]  2 )( | 2)H0(z )X (z)  =  í H 1(z)(H0(z )X (z)  +  H0( - z ) X ( - z ) )
G!(*)(T 2 )( | 2)G0(z)X (z)  =  | G 1(z)(G0(z )X ( z ) +  G 0( - z ) X ( - z ) )
de manera que al recomponer la señal, sumando la aproximación (H ) y el detalle (G ), 
la resultante del procesado completo tras el banco de filtros es:
i X {z)(H 1{z)(H0(z) +  G 1(z)(G0(z)) +  ^ X { - z ) ( H 1(z)H0( - z )  +  G 1(z )G o ( - z )) (2.34)
de donde se puede extraer, con el objetivo de reconstruir la señal, las condiciones 
necesarias de distorsión nula y aliasing nulo :
Condición de Distorsión nula H i (z)Hq(z) +  G \{z)Gq(z) — 2 (2.35)
Condición de Aliasing nulo: Hi(z)Ho(—z) +  Gi(z)Go(—z) =  0 (2.36)
similares a las obtenidas en la ecuación 2.16.
Esta última condición es muy crítica ya que controla la distorsión no armónica que 
degrada la reconstrucción de la señal. Sin embargo, la condición de distorsión nula
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puede relajarse si se permite un retraso l de la señal original a la salida del banco de 
filtros. Esta condición es necesaria a la hora de realizar una implentación real y puede 
expresarse como:
H!(z)H0(z) +  G ^ G o i z )  =  2 z~l (2.37)
Una posible elección de los filtros anteriores, que cumple la condición 2.36 de 
aliasing nulo es la siguiente [77]:
Hi(z) =  G0(z) , Gi(z) =  - H q( - z)
A partir de esta elección quedan por determinar los filtros Hq(z) y Go(z), para 
satisfacer la condición definida mediante la ecuación 2.37 que cancela la distorsión. 
De nuevo es necesario elegir una relación entre ambos filtros, una posible solución en 
este caso es la relación de inversión alterna [77]:
G0(z) =  (2.39)
con lo que la condición de distorsión nula, necesaria para obtener reconstrucción per­
fecta queda como:
Ho(z)Ho(z 1) -f- Go(z)Go(z 1) =  2 z  1 (2.40)
Además, la relación 2.39 impone la ortogonalidad de los coeficientes de ambos
filtros, por lo que los bancos de filtros construidos de esta forma son ortogonales [77]
[85].
2.4.2 Ejemplo de diseño de filtros: caso filtros de Daubechies 
con 4 coeficientes
En este apartado se va a mostrar la forma en la que se aplican las restricciones 2.35 y 
2.36, en el proceso de diseño de los filtros. Para llevar a cabo el proceso se siguen las 
indicaciones propuestas en [77], basadas en la utilización y descomposición de polino­
mios trigonométricos, con términos e~lkx, a partir del polinomio Po(z) =  H\(z) Hq(z). 
Sobre este polinomio Po(z) se imponen las condiciones 2.35 y 2.36 para reconstrucción 
perfecta, quedando la expresión [77]:
Po(z) -  P o (-z ) =  22 -' (2.41)
Tras ello, se le insertan un número determinado p  de ceros en 2  =  — 1, para que el 
filtro paso-bajo tenga una respuesta plana alrededor de u  =  n y que impida
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tener una respuesta abrupta fuera de su banda pasante. Esto implica que Po(z) sea 
de la forma:
P0{z) =  (1 +  z"1)2*’ Q(z)  (2.42)
Por razones de coste computacional, como el número de ceros se relaciona con la 
longitud de los filtros, se toma p  =  2. Para utilizar el filtro normalizado y centrado, 
se elige P (z) =  Po(z) z l con 1 =  3, con lo que:
P{z) =  z 2( 1 +  z - 1)2^  +  z~x)2zQ{z) =  (1 +  z )2( 1 +  z - 1)2{az +  b +  cz~l ) (2.43)
al aplicar la condiciones de reconstrucción perfecta 2.35 y 2.36 queda:
P (z) +  P ( - z )  =  2 (2.44)
resolviendo el sistema da como solución el polinomio:
P (z)  =  z3( l  +  z - y  +  y 1 +  ^ z - 2) (2.45)
y despejando Pq(z):
p0(2) =  -L (_ 1  +  9z~2 +  16z-3 +  9z~* -  z"6) (2.46)
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del cual hay que despejar dos factores por el lema de Riesz [77], para obtener los filtros 
para H q(z) y H\{z). Una posible elección de Hi(z)  es:
Hl{z)  =  ¿ ! {1 " z_1)2(1 +  ^ + í 1 -  P -47)
conocidos como filtros de Daubechies con 4 coeficientes. Las características más im­
portantes de este banco de filtros son: es ortogonal y tiene respuesta en frecuencia 
plana enu; =  0 y u ;  =  7r [77]. Además, se puede demostrar [77] que para un número 
determinado de coeficientes, es el filtro ortogonal que alcanza el número máximo de 
ceros en las frecuencias w =  0 y w =  7r. Este banco de filtros se va utilizar en muchos 
ejemplos a lo largo de la tesis.
2.5 Transformadas Wavelet con descomposición irre­
gular: Paquetes de Wavelet
Para la mayoría de señales, la WT posee una localización que es superior a la FT, 
debido a la descomposición iterativa de la señal original, que se realiza sobre el enre­
jado diádico de intervalos tiempo-frecuencia mostrado en la figura 2.1. Sin embargo,
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esta división del espacio tiempo-frecuencia es fija. La Transformada por Paquetes de 
Wavelet ( Wavelet Packets Transform, WPT) permite realizar una división del espacio 
tiempo-frecuencia adaptativo. La W PT es una generalización de la WT, en la que 
se descomponen sucesivamente no sólo las subbandas paso-bajo, sino que también se 
actúa sobre las paso-alto. De esta forma la división del espectro en frecuencias puede 
adaptarse dependiendo de la señal. El estudio realizado en esta sección, al igual que 
en secciones anteriores, se centra en descomposiciones diádicas y se basa en [89], [10]
y [57].
Como se demostró en la sección 2.3, los subespacios obtenidos al aplicar la WT de 
forma diádica, se forman mediante la sucesiva división de los subespacios paso-bajo 
Vj C L2, los cuales se descomponen como suma directa de dos subespacios con menor 
resolución Vj =  Vj+\ © Wj+1- La relación entre las bases de los subespacios Vj+\ y 
Wj+ 1 con la base de Vj viene dada dada por las ecuaciones 2.11 y 2.24. En la siguiente 
iteración la transformación de la señal continúa descomponiendo el subespacio paso- 
bajo Vj+i =  Vj+ 2  © Wj+2.
En la W PT la descomposición puede realizarse tanto sobre Vj como sobre Wj, y se 
pueden obtener cuatro subespacios ortogonales. Siguiendo la notación dada en [57], 
en cada nivel de resolución j  la señal puede descomponerse en m  E [0, . . . ,  2j  — 1] 
subespacios í~2JjTn. construidos mediante las bases 2~^2wm{2~H — n ) , j ,n  E Z.
Cada subespacio del nivel j ,  en el siguiente nivel se divide en dos nuevos subes­
pacios, Qjtm — ^lj+i,2m © fij+i,2m+i* El índice m  indica todos los subespacios que 
es posible generar en un nivel de resolución j ,  m  E [0 , . . . ,  2J — 1], y los subespacios 
pertenecientes al nivel j  +  1 resultantes en la división de Dj,m, estos son íí¿+i|2m y 
fij+l,2m+l-
Las funciones base de los dos nuevos subespacios ííj+ it2m» ^j+i,2m+i pueden expre­
sarse a partir de las funciones base de Las ecuaciones que rigen esta relación son
equivalentes a las ecuaciones de dilatación 2.11 y de la Wavelet 2.24, pero particulari­
zadas al caso de los subespacios f2¿+i )2rn, ^j+i,2m+i:
w2 m(t) =  h0[n]wm(2t -  n) (2.48)
V2^29o[n \w m( 2 t - n )  (2.49)
En la figura 2.5, se muestran las subbandas que aparecen al descomponer la señal 
totalmente hasta el tercer nivel de resolución, aplicando los filtros paso-bajo (ño) y 
paso-alto (po), sobre la señal de entrada X .  El computo de los coeficientes de una 
función con respecto a W PT es igual de sencillo que en el caso de la WT, realizándose 
mediante el esquema de filtrado en subbandas, e iterando sobre las subbandas paso- 
bajo y las paso-alto.
En una descomposición completa WPT hasta el nivel j  =  J, hay 2J subespacios en 
el último nivel de resolución, con m  E [0 , . . . ,  2J — 1]. Pero por supuesto, no es
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Figura 2.5: Esquema de descomposición de la W PT hasta el tercer nivel de resolución. 
En la figura h0 es el filtro paso-bajo y g0 es el paso-alto, j  es el nivel de resolución y 
m  el índice de los subespacios dentro de un nivel.
necesario descomponer siempre todos los subespacios pertenecientes a cada nivel. Por 
lo tanto, pueden aparecer muchas estructuras distintas, que dan como resultado final 
diferentes bases con las que representar la señal. Existen múltiples descomposiciones 
diferentes, dentro del árbol de expansión de la WPT, con las que formar una base 
ortonormal. En [10] se citan las condiciones que debe cumplir cada descomposición 
para llegar a ser una base:
•  Los subconjuntos que forman los vectores base pueden identificarse con intervalos 
de la forma:
Ij,m =  +  1)[, con e  Z ), (m €  [0, . . .  , 2 1 ] )  (2.50)
A partir de dichos intervalos, se define una partición P  como un conjunto no 
vacío y disjunto de intervalos cuya unión es [0,1[. Cada intervalo representa un 
zona del espectro de frecuencias normalizado, f / n ,  para señales discretas [0 ,1[.
•  Cada uno de los subespacios f2¿>rn, en los que se divide L 2(R), está asociado a 
un intervalo /j )Tn de la partición que cubre [0,1[. Las bases asociadas a cada 
subespacio son:
2~i/2wm(2~H — n ), con n , j , ra € Z , definida sobre I j}Tn G P  (2.51)
•  Cada una de las posibles bases ortonormales corresponde a una partición disjunta 
P. El número total de bases distintas es 2N [10], siendo N  el número de puntos 
de la señal de entrada.
Para buscar la mejor base con la que representar una señal determinada, se han 
elaborado algoritmos, que minimizando alguna función de coste aplicada sobre los 
coeficientes obtenidos en la WPT, determinan el conjunto de subespacios ortogonales 
que mejor la representan [10]. Estos algoritmos se pueden agrupar dependiendo del 
dominio en el que intentan optimizar dicha representación:
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•  Algoritmos basados en tiempo.
En este caso se busca la mejor base intentado salvar el inconveniente que repre­
senta el hecho de que la WPT, al igual que la WT, no es invariante a despla­
zamientos temporales. Para eliminar esta dependencia, se utilizan algoritmos 
que eligen la mejor base sobre todos los desplazamientos temporales posibles de 
la señal original [57] [40]. El coste computacional de estos algoritmos es de or­
den 0(Nlog2(N)),  siendo iVel número de puntos de la señal de entrada original 
discreta.
•  Algoritmos basados en frecuencia.
Buscan la mejor base aplicando desplazamientos en frecuencia sobre la señal 
original. Así, en [35] se introduce un algoritmo de búsqueda, que optimiza los 
desplazamientos en frecuencia de la señal de entrada. El algoritmo calcula todo el 
árbol de descomposición, para cada posible desplazamiento, y aplica una función 
de coste para obtener la mejor base. El principal inconveniente de este algoritmo 
es su coste computacional de orden 0 { N 2).
2.6 Transformadas Wavelet Sobremuestreadas
La Transformada Wavelet Sobremuestreada o no diezmada ( Undecimated Wavelet 
Transform, UW T ), es una modificación de la WT introducida en [70], también co­
nocida como invariante [57] [40] o estacionaria [51]. La UWT no diezma la señal 
después del filtrado, por lo que genera descomposiciones altamente redundantes e in­
variantes a traslaciones, siendo usada en aplicaciones de detección de singularidades 
[43] y eliminación de ruido [9]. Sus propiedades más importantes son [88]:
•  La WT desarrollada hasta un nivel j  requiere que el tamaño del vector original 
sea un múltiplo entero de 2L Por otro lado, la UWT no requiere dicha condición 
porque las muestras no se diezman.
•  La UWT es invariante a traslaciones circulares de los puntos que componen 
la señal. Si se desplaza el vector original circularmente un cierto número de 
puntos, los coeficientes de la Wavelet y la función de escalado sufren el mismo 
desplazamiento.
•  No hay una pérdida de la resolución temporal, por lo que puede usarse como una 
aproximación discreta de las transformadas continuas. Además, los coeficientes 
de la UWT a distintas escalas pueden alinearse temporalmente, es decir, cada 
punto siempre queda localizado en la misma posición independientemente del 
nivel de resolución, ya que no hay diezmado y es posible cancelar la fase intro­
ducida por los filtros desplazando los puntos de salida. Este alineado permite 
comprobar la evolución temporal a distintas escalas de frecuencia [88].
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•  El gran inconveniente que presenta es el aumento del coste de la transformación, 
ya que no se diezma la señal a cada paso de la iteración. El coste de una 
descomposición completa de la UWT es de orden 0(N(log2(N))).
•  Las condiciones para que un banco de filtros Sobremuestreado constituya un tigth 
frame, consiguiendo una representación con reconstrucción perfecta de la señal, 
son menos restrictivas que en el caso de muestreo crítico, tal como se recoge en 
las referencias [11] , [3].
Dado que la señal no se diezma, en cada iteración del algoritmo de filtrado, para 
conseguir subbandas que recojan distintos zonas del espectro de la señal original, el 
proceso requiere la modificación de los filtros. Inicialmente los filtros en el nivel inicial, 
.7 =  1, denotados como <?o,i(n) y coinciden con los filtros utilizados en la WT
g0(n) y hQ(n). La FT de los coeficientes nos da su función de transferencia:
Lg-l Lh~ 1
<?(/) =  £  ff0(n )e-i2^ "  y  H (f)  =  ] £  h0(n)e~i2^  (2.52)
i=0 ¿=0
donde Lg y L&, es la longitud de cada filtro. En la siguiente iteración los filtros se 
modifican intercalando ceros entre sus coeficientes [70]:
0o,2(n) =  [0o(O),O,0o(l),O,0o(2),...,O,0o(Z/i -  1)] (2.53)
ho,2(n) =  M 0 ) ,  0, ho{ 1), 0, h0(2 ) , . . . ,  0, ñ0(Li -  1)] (2.54)
En esta iteración el espectro de los filtros se modifica y todas las frecuencias se 
dividen por dos, así la FT de los filtros en este nivel es: G (2f)  y H (2f).  Si se itera
hasta el nivel j , los coeficientes de los filtros en ese nivel serán los del nivel 1 pero con
2J_1 — 1 ceros intercalados:
0oj(n) =  [0o(O), O ^ ^ O , ^o(l), 0 , . . . ,  0,go(Li -  1)] (2.55)
2J-1—1
ho,j{n) =  [/io(0),0L^ 0 , / i o( l ) , 0 , . . . , 0 , / i o (Li  -  1)] (2.56)
siendo la longitud de los filtros en el nivel j ,  Lj =  (2J — l) (L i  — 1) + 1 . La FT de estos 
filtros es G(2^~^ f )  y H (2^~^f). En la figura 2.6 se muestra el espectro de los filtros 
paso-bajo y paso-alto, para los 4 primeros niveles utilizando los filtros de Daubechies 
con 4 coeficientes, dados en la sección 2.4.2.
Del mismo modo que se define la W PT a partir de la WT, se puede desarrollar la 
Transformada por Paquetes Wavelet Sobremuestreada ( Undecimated, Wavelet Packet
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Hff) G(2f)
0.5 05
0.5f/lt 0.5 fht
<  0.5 <  0.5
0.5ihc f/jt
Figura 2.6: Espectro de los filtros para los cuatro primeros niveles, utilizando los filtros 
de Daubechies 4 definidos en la sección 2.4-2. De izquierda a derecha y de arriba a 
abajo se muestra el primer nivel, j  — 1, con los filtros /io ,i(n ) y go,i{n), el segundo 
nivel, j  = 2, con ho¿(n) y g0i2(n), el tercer nivel, j  =  3, con ho¿(n) y go¿(n) y el 
cuarto nivel, j  = 4, con ho¿(n) y go¿(n)
Transform, U W P T ) [88]. Los coeficientes, obtenidos por la transformación de la señal 
de entrada, en cada nivel j  de resolución se definen como:
Wj>m =  {wjiTn(n),n =  0 , . . . ,  N  -  1} (2.57)
donde j  es el nivel de resolución, m  € [0, . . . ,  2J_1] es el índice del intervalo de frecuen­
cias en el nivel j  y N  es el número de puntos que contiene el vector original.
El espacio de frecuencias normalizadas, / / 7r, para señales discretas, [0,1[, se divide 
en intervalos Ij,m =  [2~^m , 2 ~ ^ \m  +  1) [, cada uno de los cuales está asociado con el 
subespacio de índices (j, m), tal como se introdujo en 2.50. La aplicación de los filtros 
necesaria para obtener cada una de las subbandas se representa en la figura 2.7.
Para obtener los coeficientes de una subbanda en un nivel j ,  a partir de los del 
nivel j  — 1 se aplican los filtros de análisis adaptados a dicho nivel. Ya que los únicos 
coeficientes que no son cero en los filtros son los go{n) y ho(n), la convolución se puede 
simplificar mediante la siguiente expresión [88]:
Li-l
wj,m(n) =  fm,iWj—i ,\m/2\ ((^ ~  2J~1l)m od(N )), n  =  0 , . . . ,  N  -  1,
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H[2*f) G[2*f] G f^f) H(21f| Hf^f) 6 1 2 ^  GCft) H(2*f] H(2*f) 6 ( 2 ^  G l^f) H f ^  Hl^f) G C T  G(2*f) Ht^f)
Figura 2.7: Esquema de subbandas obtenidas en UWPT, con niveles j  G [0, . . . ,  4].
donde:
fm,l ~
j  ho(l) si (m)mod(4) e  [0,3] , *
\  go{l) si (m)mod(4) G [1,2]
En la figura 2.8 se muestra el espectro ocupado por la subbanda W^o resultante al 
aplicar los filtros /¿0)i(n), ho¿(n),ho,3 (n) y ñ0i4 (n) de forma iterativa sobre la señal 
original.
Dos propiedades importantes de la UWPT son:
La primera propiedad de la UWPT es la conservación de la energía en cada nivel 
j .  Si la energía de la señal inicial es ||X ||2 =  J2íLñ* llx (n)ll2 5 en cualquier otro nivel j  
se cumple [88]:
M I 2 = E E W m II2
m=0 ¿=0
La segunda es la reconstrucción perfecta. Este proceso se realiza mediante la 
convolución con los filtros de síntesis, hi¿(n) y g ij{n ), sobre las subbandas paso-alto 
y paso-bajo correspondientes. Posteriormente se suman punto a punto los vectores 
obtenidos tras dicha convolución.
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H(f)1
0.5
0
0.5
Figura 2.8: Espectro de la subbanda W4jo, obtenida tras aplicar hoA(n) ,h0¿{n) ,h0¿(n) 
y h0A(n).
La ecuación que define la reconstrucción a partir de las subbandas pertenecientes 
a un mismo nivel j  es [88]:
2m+\ L\ — 1
Wj-i,m(n) =  S  ís,iWj,s{(n -  2j ~1l)mod(N)), n =  0 , . . . ,  N  -  1
s=2m 1=0
donde f Sji representa los filtros aplicados en el proceso de síntesis, para obtener la coefi­
cientes de la subbanda Wj-i )m a partir de las subbandas Wj¿m y ^',2m+i pertenecientes 
al nivel j .  Analíticamente este término se representa como:
-_ f hi(l)si (m€ [0,3] , .
■' l<?iW si (m)mod(4) € [1,2]
siendo h\(n)  y gi(n)  los correspondientes filtros de síntesis en la WT.
2.7 Esquem as eficientes para el cálculo de la Trans­
form ada W avelet
El cálculo de la WT, a partir de las fórmulas mostradas en la sección 2.3.3, representa 
la aplicación directa del algoritmo piramidal de Mallat [42]. Esta implementación 
de la WT permite de forma rápida, calcular los coeficientes Wavelet de un nivel de
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resolución, a partir de los del nivel anterior. En la bibliografía dicho algoritmo se 
denomina implementación en forma directa [5], siendo equivalente a la aplicación de 
un banco de filtros mediante convoluciones. Pero esta estructura no es la mejor forma 
de calcular la transformada, porque el diezmado de la señal se realiza después de 
calcular todos los coeficientes. En esta sección, se introducen dos formas más eficientes 
de calcular la WT, que aprovechan el diezmado para reducir la carga computacional.
2.7.1 Cálculo mediante matriz Polifásica
La forma Polifásica de un filtro, representado en el dominio de la transformada z, 
separa el filtro en dos componentes. Uno de estos componentes contiene los coeficientes 
con potencias pares en z y el otro los de potencias impares [77]:
H0(z) =  H0t0(z2) +  z - 'H o ^ z? )  (2.61)
siendo Hq^ z2) la matriz, proveniente de los coeficientes de potencias pares con ceros 
intercalados en las posiciones correspondientes a potencias impares
(ño(0),O,M2),O,/io(4),...)
y Hoti ( z 2) la matriz contraria, que contiene ceros en las posiciones de potencias pares 
y coeficientes en las impares. La representación de la señal de entrada, X (z) ,  también 
se puede hacer de forma Polifásica, siendo equivalente a la mostrada en la ecuación 
2.61.
El filtrado se realiza mediante la operación Hq(z) X ( z). Pero el diezmado elimi­
na todos los coeficientes situados en las potencias pares o en las impares resultantes. 
Suponiendo que se eliminan las potencias impares, en el vector resultante sólo per­
manecen las pares. Estas potencias pares provienen de la multiplicación de potencias 
pares con pares o impares con impares de los términos Ho(z) y  X (z ) .
(U  2)H0X ( z 2)) =  H0,o(z2)X 0(z2) +  z~2H0¡i (z2)X i (z2) (2.63)
A continuación se diezman las ceros, que quedaban situados en las posiciones corres­
pondientes a potencias impares y convierten z 2 en z. Así se obtiene [77]:
(( i 2)H0X (z ) )  =  H0t0(z )X 0(z) +  z - ' H o ^ X ^ z )  (2.64)
donde H0^ (z) y X q(z) son los coeficientes provenientes de potencias pares, del filtro 
paso-bajo y de la señal respectivamente. Mientras que, i/o,1 (2 ) y X \  (z) son los pro­
cedentes de las impares. Hay que destacar que el componente üo,o(z2) no es igual a
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Hofi(z), la diferencia se debe a que el primero de ellos contiene ceros en las posiciones 
de las potencias pares, mientras que en el segundo se han eliminado tras el diezmado. 
Esto mismo sucede con los vectores X q(z) y X q{z2).
La forma más eficiente de implementar la ecuación 2.64, implica el diezmado inicial 
de la señal y el posterior filtrado de los coeficientes pares e impares en paralelo. En 
forma de matriz el banco de filtros de análisis queda de la forma [77]:
' ( |  2)H0(z)X (z)  ‘ ' H0fi(z)H0¿{z)  ' X 0 (z)
=  Hp(z)
X 0(z)
_ (4 2)G0(z)X (z) .  z - ' X ^ z )  _ _ z - ' X i i z )  _y
donde Hp(z) es la matriz Polifásica de análisis
HP(z) =
(2.65)
H0,o(z)H0,i(z)
G qío(z)Goíi (z) (2.66)
De la misma forma se puede definir la matriz Polifásica para los filtros de síntesis 
Fp(z) [77], con lo que la implementación del banco de filtros queda tal como se muestra 
en la figura 2.9.
4 D ~ ~
4 2 ) —
— © - ► ( + } *  * 
h £ D —
Figura 2.9: banco de filtros con implementación Polifásica. Donde X  es el vector de 
entrada y X  es el vector reconstruido, Hp(z) es la matriz Polifásica de análisis y Fp(z) 
es la matriz Polifásica de síntesis.
Esta implementación Polifásica del banco de filtros, consigue reducir el número de 
operaciones necesarias para realizar el filtrado, debido a que el diezmado se realiza 
antes. De esta manera, el número total de operaciones, tanto multiplicaciones como 
sumas, es la mitad que en la forma directa [77].
2.7.2 Cálculo m ediante estructura Lattice
Una estructura de filtrado Lattice [60] posibilita la implementación de filtros FIR o 
IIR, de forma jerárquica. A modo de ejemplo, la estructura Lattice mostrada en la 
figura 2.10 permite la implementación de un filtro de orden N  —1. Además, esta cons­
trucción es modular, ya que se puede componer un filtro de orden mayor añadiendo
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más secciones. Por otro lado, ya que muchos de los filtros utilizados en la implemen­
tación de la WT son filtros FIR, resulta interesante considerar las condiciones bajo las 
cuales, un banco de filtros puede representarse mediante una estructura Lattice, como 
la mostrada en la la figura 2.10.
* t
Figura 2.10: Estructura Lattice para un banco de filtros, donde Kq, . . . ,  AOv-i son 
los coeficientes que definen la estructura, P  y Q son las salidas de cada una de las 
secciones y z~l representa los elementos de retraso.
La relación entre dos salidas de la estructura, Pm y Qm, siendo m  G [1,. . . ,  N  — 1], 
en función de los términos a la salida de la sección anterior es:
Pm(z) =  Pm-1(2) -  •KmZ -1Q ,n -l(z ) (2.67)
Qm(z) =  K mPm- i( z )  +  Z_1Qm_i(z)
De forma recursiva se pueden calcular las salidas para todas las demás etapas.
Tal como se demuestra en [84], un banco de filtros con N  coeficientes implemen-
tado mediante la estructura Lattice de la figura 2.10, puede cumplir las siguientes
condiciones de reconstrucción perfecta, dadas en la sección 2.4.1:
QN- i {z) =  z~^N~1>>PN- i ( —z~l ) (2.69)
Q n - i {z)Qn - i (z~1) +  Pm W P n - ^ z- 1) =  2 z~l
Las restricciones que debe satisfacer la estructura, para cumplir las condiciones de 
reconstrucción perfecta son [84]:
1. Los coeficientes deben elegirse de la siguiente forma: Kq =  \¡\P Í, K^m =  0 para 
m > 0.
2. N  — 1 debe ser impar.
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Además, la relación funciona en ambos sentidos, es decir, si se considera un ban­
co de filtros de orden N  — 1 , que cumple las condiciones de reconstrucción perfecta 
2.69 anteriores, su implementación mediante la estructura Lattice tendrá todos los 
coeficientes pares nulos, excepto K 0. Por otro lado, tal como se demuestra en [85], al 
cumplir la relación 2.69 el banco de filtros es ortogonal. Por lo tanto, sólo es posible 
implementar bancos de filtros ortogonales.
La condición anterior, que impone la nulidad de todos los coeficientes pares, mo­
difica la estructura del banco de filtros, tal como se muestra en la figura 2 .1 1 .
E(z2)
Figura 2 .1 1 : Estructura Lattice para un banco de filtros ortogonal con reconstrucción 
perfecta, donde K 0, . . . ,  son los coeficientes que definen la estructura, P  y Q
son las salidas de cada una de las secciones y z~ l representa los elementos de retra­
so. Además, E ( z 2) es la matriz definida como combinación de las secciones de la 
estructura, contenidas en el cuadrado definido en la figura.
donde E ( z 2), que se ha definido en la figura anterior 2 .1 1 , se puede expresar de forma 
matemática como:
E{z2) = 1 -A-jv-iKN- , 1 - K 3Kz
1
H-* i
i
I 
: 
£ >*- — 
~ (2.71)
de igual manera se define R(z2), matriz inversa a E( z 2), cuya estructura se puede 
consultar en [84].
La dos matrices anteriores, E ( z 2) y R( z2), constituyen el banco de análisis y síntesis 
respectivamente. Además, pueden expresarse en z , si se lleva a cabo el diezmado de la 
señal antes del filtrado. Este cambio de variable se realiza modificando los elementos 
de retardo, para que retrasen la señal solamente una posición. El banco de filtros 
obtenido tras el intercambio del diezmado es el que se muestra en 2 .1 2 .
Otra ventaja destacable de esta implementación de la WT es su robustez frente a
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— (J2)—►(+)-► *
Figura 2.12: Esquema del banco de filtros obtenido en la implementación Lattice, de­
finido mediante la matriz de análisis E(z)  y la de síntesis R(z) .
la cuantificación de los coeficientes, ya que el redondeo de estos valores no afecta al 
cumplimiento de las condiciones 2.69, que impone la reconstrucción perfecta [84].
2.8 Conclusiones
La teoría de las Wavelets puede ser vista como un marco común, que contiene diver­
sas técnicas que han sido desarrolladas de forma independiente. De esta manera, los 
conceptos de banco de filtros, codificación subbanda, descomposición multiresolución 
o la teoría de representación de señales continuas en frames pertenecientes a un es­
pacio de Hilbert, se engloban y complementan en un marco común, que comunica la 
matemática aplicada con las aplicaciones en ingeniería.
Actualmente la WT, con sus variantes WPT y UWPT, se ha convertido en una 
herramienta, usada de forma exitosa en multitud de aplicaciones de procesado de 
la señal. Una de sus aplicaciones en el campo de las comunicaciones, como se ve 
en el próximo capítulo 3, es la supresión de interferencias superpuestas a señales de 
comunicación del tipo de Espectro Ensanchado. En este campo, la transformada juega 
un papel clave a la hora de diferenciar entre el ruido y la señal transmitida. En el 
presente trabajo de investigación, la WT se utiliza como una herramienta con la que 
profundizar en los métodos de supresión de interferencias, que permita la transmisión 
de señales de comunicación en entornos con altos niveles de interferencias.
Otro punto importante, en el que se centra el trabajo aportado, es la implementa­
ción de la transformada sobre dispositivos de computación. Tal como se ha definido en 
la sección 2.7, existen varias estructuras que permiten la implemantación de la WT, 
en concreto se han considerado tres formas. La primera mediante la aplicación del 
algoritmo de Mallat, designada como forma directa. A continuación, se ha presentado 
la implementación Polifásica que permite un ahorro compuaticonal al diezmar la señal 
antes de filtrar. Y por último, la estructura Lattice que también es una implementación 
eficiente y permite implementar bancos de filtros ortogonales [60].
Para comparar los tres métodos en función de su coste computacional, se puede 
considerar el número multiplicaciones necesario para descomponer la señal de entrada
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en dos subbandas al aplicar la WT. Así, para un filtro con N  coeficientes, el número 
de multiplicaciones por punto del vector de entrada es: 2N  para la forma directa, 
N  para la implementación Polifásica y N  +  1 con estructura Lattice. Por lo tanto, 
las implementaciones mediante estructura Polifásica y lattice prácticamente tienen el 
mismo coste.
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Capítulo 3
Comunicaciones con m odulaciones 
de Espectro Ensanchado
3.1 Introducción
El término modulaciones de Espectro Ensanchado (Spread-Spectrum, SS) ha sido usa­
do desde los años 50, para describir modulaciones digitales en las cuales el ancho de 
banda ocupado es mucho mayor, que la velocidad de transferencia de información. 
Esta redundancia hace que las señales SS presenten ciertas propiedades de inmunidad 
frente a interferencias que las hacen apropiadas para su utilización en canales con al­
tos niveles de ruido, como por ejemplo en comunicaciones militares, transmisiones vía 
satélite, comunicaciones móviles y comunicaciones por cable de potencia [61].
La expansión del ancho de banda de la señal se realiza normalmente mediante algún 
código pseudo-aleatorio, también denominado como pseudo-ruido (Pseudo-Noise, PN)  
[58], sólo conocido por el emisor y el receptor, lo que las hace muy difíciles de inter­
ceptar por receptores no autorizados. Además, este grado de pseudo-aleatoriedad en 
la forma de onda de la señal transmitida combate posibles interferencias intencionadas 
(jamming) que traten de corromper los símbolos transmitidos. De forma resumida, 
algunas de las características más importantes que debe presentar un código PN son:
• No debe estar correlacionado. Su función de autocorrelación, de forma ideal, 
debe ser 0 (0 ) =  n y (¡>{j) — 0 , para 1 <  j  <  n — 1 , siendo n el número de 
elementos de la secuencia.
• Para evitar escuchas o interferencias intencionadas, el periodo del código debe 
ser lo suficientemente grande, como para que resulte muy complicado por un 
receptor no autorizado su aprendizaje.
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•  En aplicaciones del tipo Acceso Múltiple por División de Código ( Code División 
Múltiple Access, CDMA) [24], las secuencias PN utilizados por distintos usuarios 
no deben estar correlacionadas. Los códigos que cumplen esta propiedad se les 
denomina ortogonales.
Así, las propiedades básicas de las modulaciones SS son:
•  Alto grado de inmunidad frente a interferencias intencionada, interferencia pro­
ducida por otros usuarios del canal o interferencia autoinducida debida a multi- 
trayecto (multipath).
•  Baja potencia de su densidad espectral, lo que les hace difíciles de detectar por 
otros usuarios en presencia de ruido de fondo.
•  Permiten comunicaciones seguras debido a la codificación pseudo-aleatoria.
Estas características de las señales SS permitieron que sus primeras aplicaciones 
aparecieran en el campo de las comunicaciones militares, donde la confidencialidad e 
inmunidad frente a interferencias son cuestiones muy importantes. Posteriormente, 
la necesidad de combatir las interferencias autoinducidas debidas a multitrayecto en 
comunicaciones móviles, sirvió de comienzo para ampliar su campo de aplicación hacia 
otros sistemas, incluyendo sistemas comerciales [6 8 ].
Este capítulo incluye en la sección 3.2, un breve repaso de la características de las 
modulaciones SS. La siguiente sección 3.3 estudia de forma teórica, las prestaciones de 
la modulación en canales con diversos tipos de interferencias. Para concluir, la sección 
3.4 introduce las técnicas de supresión de interferencias, que ayudan a aumentar la 
inmunidad de la modulación frente a interferencias de banda estrecha.
3.2 Señales moduladas con Espectro Ensanchado
Un sistema de comunicación que emplee modulación SS está compuesto básicamente 
por los módulos que aparecen en la figura 3.1, como se detalla en [58]. En el emisor 
junto con el codificador del canal y el modulador, aparece el generador de secuencia PN, 
encargado de realizar la expansión del espectro de la señal. En el receptor se realiza el 
proceso de compresión del espectro mediante un nuevo generador de secuencia PN en 
combinación con el demodulador. Ambos generadores deben estar sincronizados antes 
de comenzar la transferencia de información, mediante algún patrón de cabecera que 
el receptor pueda detectar con gran probabilidad, aún en presencia de interferencia.
La modulación utilizada por el emisor para generar los símbolos que forman la señal 
de comunicación, puede basarse en cambios de fase o de frecuencia de la portadora.
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SalidaEntrada
informacióninformación
Canal Decodificador del canal
Codificador 
del canal Modulador
Generador de 
secuencia PN
Generador de 
secuencia PN
Demodulador
Figura 3.1: Esquema del sistema de comunicación utilizando técnicas SS.
Esta modulación determina la forma más adecuada de expandir el espectro, dando 
como resultado diferentes técnicas SS.
En el primer tipo de modulaciones, la información se codifica mediante cambios en 
la fase de la portadora. Un ejemplo dentro de este grupo es la modulación por Despla­
zamientos de Fase (Phase Shift Keyed, PSK). Para que el receptor pueda recuperar la 
información debe estar sincronizado en fase con el emisor. Este caso suele dar lugar 
a señales SS, en las que la expansión del ancho de banda se realiza introduciendo va­
rios cambios de fase por símbolo transmitido, denominándose modulación de Espectro 
Ensanchado en Secuencia Directa (Direct-Sequence Spread-Spectrum, DS-SS).
Por el contrario, cuando la información se codifica mediante cambios en la fre­
cuencia de la portadora, se obtienen modulaciones con Desplazamientos en Frecuencia 
(Frequency Shift Keyed, FSK). En este caso, la expansión del ancho de banda ocupado 
se lleva a cabo mediante cambios pseudo-aleatorios en la frecuencia de la portadora. El 
resultado son las técnicas denominadas Espectro Ensanchado con Saltos de Frecuencia 
(Frequency-Hopping Spread-Spectrum, FH-SS).
Aunque las dos técnicas anteriores son las más usuales, existen otros tipos de 
modulaciones SS, como las híbridas DS/FH o las de barrido en frecuencia comentadas 
brevemente en los apartados siguientes.
3.2.1 Espectro Ensanchado en Secuencia D irecta
La técnica DS-SS se suele combinar con la modulación PSK. Esta modulación se 
usa en aplicaciones donde es posible mantener la coherencia de fase entre emisor y 
receptor. Para expandir el espectro, la secuencia PN divide los símbolos PSK en 
elementos de menor periodo y varía su fase de forma pseudo-aleatoria. El proceso 
de modulación comienza considerando una secuencia de bits, con una velocidad de 
transmisión R =  1/T¿, bps, siendo T¿, el periodo de transmisión de un bit. Si se supone 
modulación PSK binaria, cada bit se corresponde con un símbolo transmitido. Pero 
la expansión DS modifica la secuencia de bits mediante el codificador del canal, tal 
como muestra la figura 3.1, utilizando un código en bloque lineal binario (n, k) o
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convolucional binario k /n  [58]. Estos códigos a partir de k  bits generan n  elementos 
binarios. A continuación, se aplica el código PN sobre los n  elementos que forman la 
secuencia. Dicha aplicación se puede llevar a cabo mediante multiplicaciones, si los 
valores que presentan ambos códigos están en el alfabeto { + 1 , - 1 }, como se muestra 
en la figura 3.2. Por el contrario, si los elementos de los códigos están en el alfabeto 
{ 1 , 0 }, los cambios de fase se realizan mediante suma modulo-2 .
Los elementos en los que se divide un bit después de la expansión se denominan 
chips. Cada uno de ellos tiene un periodo Tc y la velocidad de transmisión es V  =  1 /T c. 
El número de cambios de fase por bit es L  =  n / k , valor que normalmente debe ser 
entero y grande. De esta forma se tiene que T& »  Tc, lo que produce una expansión del 
ancho de banda ocupado por la señal, utilizando una zona del espectro mucho mayor 
para transmitir la misma cantidad de información. El factor que mide el grado de 
expansión del ancho de banda, B, se define como:
B =  ? ± = V  
Tc
(3.1)
A
Secuencia de información 
de entrada
_ T L J L
_ n _ ^
Secuencia PN con 8-Chips
n _ r
Señal modulada DS en 
banda base
Figura 3.2: Ejemplo de aplicación mediante multiplicaciones, de la secuencia P N  sobre 
los bits transmitidos en el alfabeto { + 1 , - 1 } .  La primera linea representa los bits 
transmitidos, la segunda la secuencia PN  y la tercera la secuencia de chips.
Después de realizar la expansión con DS-SS, el espectro de la señal original se 
modifica, obteniendo un espectro expandido como se ve en la figura 3.3. El lóbulo 
principal de este espectro ocupa un ancho de banda 2R c, siendo R c = l /T c la tasa 
binaria de cambios de fase por segundo.
3.2.2 Espectro Ensanchado con Saltos de Frecuencia
La modulación FSK es apropiada en aplicaciones donde la coherencia de fase no pue­
de ser mantenida, debido por ejemplo a variaciones temporales en las características 
del canal. En este caso se simplifica el esquema del receptor al no ser necesaria la 
sincronización de fase con el emisor, pero en general se obtienen peores rendimientos
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Espectro
original
Espectro
expandido
! 2R<r----- i
<- f
Figura 3.3: Espectro de la señal DS-SS expandida, junto con la señal PSK  original. 
Donde 2R  y 2R c representan la amplitud del lóbulo principal de la señal antes y después 
de la expansión.
que en el caso anterior, ya que la modulación PSK da mayores rendimientos que la 
FSK en canales con Ruido Blanco Gaussiano Aditivo (Additive White Gaussian Noise, 
AWGN),  como se demuestra en [58].
La secuencia PN se encarga de expandir el espectro de la señal original FSK, 
mediante el desplazamiento de la frecuencia de la portadora sobre un rango amplio 
de frecuencias de forma pseudo-aleatoria, como se muestra en la figura 3.4. Aunque 
la modulación FSK es la más utilizada, en algunos casos las señales FH-SS utilizan 
otras modulaciones, como la FSK de Fase Continua ( Continuos Phase Frequency Shift 
Keyed, CPFSK ) y la PSK Diferencial (Differential Phase Shift Keyed, D PSK ) [58].
 1 1 1 1 1-----1— ►
Tiempo
< >
Tc
Figura 3.4: Ejemplo de distribución de frecuencias para FH-SS en función del tiem ­
po, los saltos de frecuencia entre chips están dictados por el código PN. El valor Tc 
corresponde con el periodo de un chip generado por la secuencia PN.
Cada uno de los intervalos de tiempo Tc en los cuales se transmite una frecuencia 
con valor dado por la secuencia PN, se denomina chip como en el caso DS. Cada una 
de las posibles posiciones en frecuencia que puede ocupar la portadora, después de ser 
desplazada se denomina canal.
Cuando las frecuencias utilizadas en la expansión FH-SS están situadas en in­
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tervalos fijos, con un desplazamiento entre ellas 1 /T c, el conjunto de portadoras es 
ortonormal. Esta distribución de frecuencias se denomina block hopping [58]. El pe­
riodo Tc puede coincidir con el periodo de un símbolo de la señal FSK, habiendo un 
único desplazamiento en frecuencia por símbolo transmitido. Este tipo de modulación 
se conoce como de Salto Lento (Slow-Hopping, SFH-SS). Por el contrario, cuando 
hay varios desplazamientos por símbolo, se denomina de Salto Rápido (Fast-Hopping, 
FFH-SS). En general, este segundo caso aunque es más inmune a interferencias in­
tencionadas, que repiten la última frecuencia transmitida, o a interferencias de banda 
estrecha, tiene peor rendimiento en canales con AWGN debido a la combinación no- 
coherente. Esta combinación lineal suma la energía de varios chips, después de realizar 
su recepción de forma no-coherente, para completar la energía de un bit [58].
Aunque la modulación FH-SS expande el rango de frecuencias usado por la señal 
original, el ancho de banda ocupado en cada instante es pequeño si se compara con 
la expansión producida en DS-SS. De esta forma, una interferencia de banda estrecha 
formada por un Onda con Tono Continuo, ( Continuos Wave Tone, C W T ), puede 
corromper una frecuencia particular en un determinado instante de tiempo, pero los 
demás canales de frecuencia quedan limpios. Esta propiedad hace que los sistemas 
FH-SS sean resistentes a CWT, aunque son más susceptibles frente a interferencias de 
banda ancha que afecten a múltiples frecuencias [61].
3.2.3 Otros tipos de modulaciones de Espectro Ensanchado
Aparte de los dos métodos de comunicación SS ya mostrados existen otras variantes, 
entre las que se encuentran las técnicas de expansión que combinan DS con FH y las 
modulaciones por barrido en frecuencia. Las características básicas de cada una de 
ellas son:
M étodos híbridos D S /F H
Una de las ventajas de los sistemas FH es que la energía de la señal, puede expandirse 
sobre todo el rango de frecuencias deseado. Este no es el caso en la modulación DS, 
donde la distribución de energía en frecuencias exhibe la forma típica sinc(x). Esta 
forma del espectro en modulaciones DS no permite utilizar por igual todo el ancho de 
banda disponible. Además, impone restricciones sobre los filtros de entrada y salida, 
necesarios para eliminar los lóbulos no deseados [61].
Los métodos híbridos permiten combinar las ventajas de DS y FH. La combinación 
de las dos técnicas se realiza modulando primero la señal como DS, y a continuación 
variando la frecuencia de la portadora de forma pseudo-aleatoria con FH. Con esta 
combinación se consigue expandir la señal sobre todo el ancho de banda disponible, 
aunque se complica el diseño del emisor y el receptor.
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Barrido en frecuencia
Este tipo de modulación SS fue desarrollada en principio para su utilización en siste­
mas de radar, aunque se ha adaptado a otras aplicaciones, como es el caso del estándar 
CEBus para la transmisión de información por el cable de potencia. La idea es trans­
mitir una señal con envolvente constante y barrido en frecuencia lineal denominada 
chirp. El receptor en este caso es parecido al utilizado en DS-SS, siendo necesaria la 
coherencia de fase entre emisor y receptor. En la entrada se sitúa un filtro adaptado 
que comprime la energía de la señal en el dominio temporal [61].
3.3 Estudio del receptor para modulaciones de Es­
pectro Ensanchado con Saltos de Frecuencia 
no-coherente
En esta sección se examina el receptor FH-SS no-coherente, como continuación en el 
estudio de las modulaciones SS. En concreto se considera primero el esquema físico, con 
el que implementar el receptor, a partir del cual se pueden examinar las prestaciones 
del sistema de comunicación. Estas prestaciones se miden mediante la Tasa de Bits 
Erróneos (Bit Error Rate, BER), considerando diversas situaciones caracterizadas por 
el tipo de ruido o interferencia, que afecte a la señal de comunicación. En primer lugar, 
se trata el caso con ruido AWGN, que es el ruido más habitual en cualquier canal de 
comunicación. Posteriormente se examinan los casos de canales con interferencias del 
tipo: CWT y ruido gaussiano de banda estrecha. Los resultados obtenidos en esta 
sección, junto con las carencias encontradas, van a servir como punto de partida del 
trabajo de investigación realizado.
Para comenzar la presentación, se analiza el esquema del receptor FSK Binario 
{Binary-FSK, BFSK) con detección no-coherente. Este receptor es la base, sobre el 
que posteriormente se introducen las modificaciones necesarias, para aplicar la expan­
sión de la señal en las modulaciones SS. Al insertar dicha expansión, el rendimiento 
del receptor varía de forma sensible. También se va a llevar a cabo la distinción de los 
resultados en función del tipo de expansión realizado: SFH-SS o FFH-SS.
En BFSK se utilizan dos frecuencias ortonormales para enviar un dato binario, 
cada bit transmitido se codifica en un símbolo que matemáticamente se expresa como:
s(t) =  V2Scos(27r(bi/Tb +  f c)t +  (¡)s) (3.2)
donde S  es la potencia de la señal, Tb es el periodo de un símbolo, f c es la frecuencia 
de la portadora, l /T b es la separación entre las dos posibles frecuencias usadas por
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la BFSK, y (f)s es la fase introducida por el modulador, la cual se supone uniforme­
mente distribuida en [0,2n).  Los símbolos transmitidos se eligen mediante el valor 
correspondiente de elegido entre: { + 1 , 0 }.
El esquema del receptor BFSK no-coherente se muestra en la figura 3.3. El receptor 
posee dos correladores en cuadratura sintonizados a cada una de las posibles frecuencias 
utilizadas, / 0 =  f c y f \  — f c +  La salida de los correladores pasa a través de
un filtro paso-bajo, y a continuación se integra durante el periodo de un símbolo. 
Por último, las dos componentes en cuadratura se combinan de forma cuadrática para 
eliminar la dependencia con la fase. La entrada al detector está formada por los valores 
provenientes de cada una de las dos frecuencias utilizadas. El receptor decide cuál ha 
sido el símbolo transmitido, comparando los dos valores y seleccionando el mayor de 
ellos.
Vcos(2nf0t)
r(t)
Vsen(2<t)
Mestreo con
periodo T
Vcos(27if,t)
Vsen(27tf,t)
Detector Datos
Figura 3.5: Esquema del receptor BFSK no-coherente. La señal r(t) se correlaciona 
en cuadratura con las frecuencias f 0 y f \ ,  posteriormente se aplica un filtro paso-bajo 
y se combina la energía de ambos correladores de forma no-coherente, para eliminar 
la dependencia con la fase (j)s. La variable de decisión resultante con mayor energía, 
|C /i|2 ó \U2\2, indica el bit transmitido.
En el siguiente análisis de las prestaciones del receptor, se supone siempre que la 
modulación a nivel de bit es BFSK no-coherente. Además, el receptor visto en la figura
3.3, se modifica para incluir las variantes con las expansiones SFH-SS y FFH-SS.
3.3.1 Recepción en canales con ruido aditivo blanco gaussiano
Los canales más habituales son los que contienen únicamente ruido AWGN, por lo 
que constituye un primer paso en el estudio del comportamiento del receptor. Para el
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caso de modulación BFSK sin expansión SS, suponiendo que la señal transmitida se 
ve afectada sólo por AWGN, la entrada al receptor es:
r(t) =  s(t) +  n(t) (3.3)
donde s(t) es el símbolo transmitido en BFSK, expresado matemáticamente en la 
ecuación 3.2, y n(t) es AWGN con densidad espectral de potencia (Spectral Power 
Density, SPD) JQ. Bajo estas condiciones el sistema tiene una cierta probabilidad de 
error en los bits transmitidos, dada por la siguiente ecuación cuyo desarrollo puede 
consultarse en [58]:
P(e) =  \ e - *  (3.4)
donde =  £&/J0 es la Relación Señal a Ruido (Signaí Noise Ratio, SNR) por bit, y 
es la energía de un símbolo.
Una vez visto el caso BFSK, a continuación se considera la recepción de señales 
expandidas mediante SFH-SS y FFH-SS.
Un sistema de comunicación empleando modulación SFH-SS basada en BFSK, con 
AWGN se comporta de manera similar a un sistema con sólo modulación BFSK, sin 
SS [58]. De esta forma, la probabilidad de error es la misma que la expresada en la 
ecuación 3.4. El esquema del receptor sólo varía en el número de correladores, que 
ahora se eleva hasta el número total de frecuencias utilizadas por la expansión SFH-SS.
En el caso FFH-SS la probabilidad de error es distinta, ya que se combinan las 
entradas al detector procedentes de varios chips transmitidos. En el caso de realizarse 
una combinación no-coherente lineal, es decir, si las variables de entrada al detector 
están formadas por la suma de los valores obtenidos a la entrada del detector, para 
cada uno de los chips transmitidos se obtiene:
l^ol2 = ¿  ItVI2 =  E  M  (3-5)
k=0 k—Q
siendo L el número de chips que componen un bit, k G [0 , . . . ,  L — 1] es el índice que 
identifica cada chip y la pareja de valores, |U’o,fc|2 Y l^i,fc|2 5 es Ia energía obtenida en la 
recepción del chip k. En este caso la probabilidad de error con ruido AWGN aumenta, 
debido a la combinación lineal no-coherente, como se demuestra en [58]. La ecuación 
de la probabilidad de error es [58]:
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siendo 7 & =  ^ /J G, la energía de un símbolo, JQ la SPD del ruido gaussiano y L  el 
número de desplazamientos en frecuencia por símbolo. La relación entre la SNR por 
símbolo 7 b y la SNR por chip 7 C es 75  =  L^ fc [58].
Por lo tanto, para AWGN, la probabilidad de error es la misma si se utiliza BFSK 
ó BFSK combinada con SFH-SS. Pero el error aumenta, si se utiliza BFSK junto a 
FFH-SS con combinación lineal no-coherente.
3.3.2 Recepción en canales con ruido aditivo gaussiano de 
banda estrecha
En el caso de tener BFSK con expansión SFH-SS, si el ruido de entrada es ruido 
gaussiano de banda estrecha el comportamiento del receptor cambia. Este tipo de 
interferencia se modela como un proceso aleatorio gaussiano de media cero y SPD 
plana sobre un fracción p de todo el ancho de banda ocupado por la señal. El valor p 
también se puede definir como: la relación entre el espectro ocupado por la interferencia 
de banda estrecha, frente al ocupado por el AWGN equivalente. El valor de la SPD es 
J0/ p , donde JQ es la SPD del AWGN al que equivale. Se supone que la interferencia 
afecta a la señal de comunicación SFH-SS, con una probabilidad p. También se asume 
que la interferencia al afectar a un canal de la expansión, lo cubre totalmente. La 
probabilidad de error en este caso es [58] [71]:
1 P£b
Pe =  2^e~ 2J° (3'7)
siendo £¿> la energía de un símbolo y J0 la SPD. Esta ecuación se puede diferenciar, 
obteniendo el valor de p que maximiza el error:
' « - { r -  ! : S  <  ?  < «>
Sustituyendo el valor de popt en la ecuación 3.7, se obtiene el valor del error con
interferencia gaussiana de banda estrecha bajo el caso peor es:
p = ^
‘  S>/Jo
la ecuación anterior muestra que el error en estas condiciones disminuye de forma 
inversa al cociente £&/ J0, mientras que con ruido AWGN lo hacía de forma exponencial, 
como se ve en la ecuación 3.4.
Si se considera modulación FFH-SS con BFSK utilizando combinación lineal de las 
variables |í7¿,a; |2 con i €  {1,0},  dada en la ecuación 3.5, la probabilidad de error del
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sistema aumenta con respecto del caso SFH-SS [37], [71]. Para evitar esta degradación, 
en [38] se propone un esquema de receptor FFH-SS con combinación no-lineal de los 
valores |£/¿,a;|2, que utiliza control automático de ganancia [58]. Este control divide 
cada término \U^k\2 en la ecuación 3.5, por el valor de la varianza del ruido presente 
en dicho término. Al realizar esta división, la varianza del ruido de cada chip se 
normaliza a la unidad, y la señal FFH-SS correspondiente se escala. Esto significa que 
cuando la señal FFH-SS, para una determinada frecuencia, está afectada por mucha 
potencia de ruido la varianza aumenta, mientras que con poca potencia de ruido la 
Varianza disminuye. El gran inconveniente de esta técnica es que se hace necesario 
tener conocimiento del estado de la interferencia, para cada valor |C/¿,A:|2. El desarrollo 
de la expresión del error para este caso se puede consultar en [58]:
P. < ( ± y  ( « o )
donde j c =  L es el número de chips por bit, & es la energía de un bit y JQ
es la SPD. Para cada nivel de interferencias hay un Lopt, óptimo, que hace 7 C =  4. Si 
se sustituye en la ecuación 3.10, j c =  4 y L =  ^  la probabilidad de error en ese caso 
es:
Pe <  e-7 6 / 4 (3.11)
Esta probabilidad de error decae exponencialmente, con sólo una pérdida de 3dB  
con respecto el error para BFSK con ruido AWGN. Así pues, en presencia de una 
interferencia gaussiana de banda estrecha el receptor FFH-SS se comporta mejor que 
el SFH-SS, eligiendo un valor de L adecuado.
Existen otros receptores diferentes al FFH-SS con control automático de ganancia, 
que también implementan una combinación no-lineal de la energía de los chips, sin 
la necesidad de conocer los valores estadísticos de la interferencia. Estos receptores 
aunque son más simples presentan peores resultados. Entre ellos destaca el receptor 
con limitador de amplitud (Clipper receiver)[38], que limita los valores \Ui¿\2 mediante 
un umbral, antes de realizar la suma. El receptor auto-normalizado que divide para
cada chip los valores |t/¿,¿fc|2, mediante algún factor dependiente de ese mismo chip [49]
[32], o el receptor mediante FFT desarrollado en [83], que implementa los correladores 
del receptor mediante los correspondientes puntos extraídos de la FFT.
3.3.3 R ecepción en canales con ruido aditivo senoidal conti­
nuo
Este apartado se divide en dos casos. El primero con modulación BFSK, en el cual la 
interferencia está compuesta por un único tono continuo de tipo senoidal. El segundo 
lleva a cabo la extensión de los resultados a las modulaciones SFH-SS y FFH-SS, para
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el cual la interferencia se supone compuesta por varios tonos, cada uno de los cuales 
afecta a un canal distinto de la expansión SS.
Caso BFSK: tono simple
Las interferencias del tipo senoidal continuo son señales, que aparecen de forma ha­
bitual en canales de comunicación reales. Estas señales se producen en presencia de 
motores, fuentes de alimentación conmutadas, otros equipos de comunicación, etc. 
En este apartado se presentan las ecuaciones que rigen la probabilidad de error del 
receptor, cuando en el canal aparece dicha interferencia sumada a la señal de comu­
nicación. Asumiendo que la interferencia está compuesta únicamente por un término 
en seno/coseno, con una frecuencia determinada, se puede expresar matemáticamente 
como:
lo S
j ( t )  =  \  — cos(2n(fc +  Sfi)t +  (¡>j) (3.12)
V OL
donde S  es la potencia de la señal de comunicación, a  es la relación entre la potencia 
se la señal y  la interferencia, f c +  es la frecuencia de la interferencia y  4>j es la fase 
supuesta uniformemente distribuida en el intervalo [0,27r). Con el fin de facilitar los 
cálculos, la frecuencia se ha expresado como la suma de / c, frecuencia de la portadora, 
más un desplazamiento á/¿.
Realizando los cálculos para el caso BFSK y  suponiendo que se ha transmitido un 
símbolo de valor 6¿ =  1, las dos entradas al detector \U\ \ y  \Uo\, mostradas en la figura
3.3, son como se demuestra en [7]:
\Ui\ =  | e?^  +  —sincíSfjTt, — 1 ) +  n j  (3.13)
a
\U0\ =  |-s in c (S fjT b) +  n0| (3.14)
a
donde es el periodo de un bit y  n i / n 0 son los términos procedentes del ruido 
AWGN, en la salida de los dos correladores. Si se define /i =  S f j T ¡ la interferencia 
estará centrada en la frecuencia correspondiente al bit =  0, cuando / i  =  0, y  en 
la frecuencia del bit =  1 , cuando /x =  1 . Además, al considerar el caso sin ruido 
AWGN, no =  ni =  0, las ecuaciones anteriores quedan, tal como se puede comprobar 
en [7] [8 ]:
|t/i| =  \e?* +  —sincífi — 1)1 (3.15)
a
\Uo\ =  \—sinc(ii)\ (3.16)
a
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Y la probabilidad de error condicionada a la transmisión del símbolo =  1 es:
=  PrUC/il2 <  \U0\2/bi =  1] (3.17)
Como se demuestra en [7] esta probabilidad se puede expresar como:
Pe, a )  =  a)I(sinc(ii — 1 ) >  0 ) +  (1  — P'{ii, a)I(sinc(^L — 1 ) <  0 ) (3.18)
donde I(c) es 1 si c es verdadero y 0 en caso contrario, y P' se define como [7]:
[ \ c o s - l (g(n,a)) \g(ji,a)\ <  1 
P' ( f j , , a ) =<  0 g ( f i , a ) >  1 (3.19)
[ l  g(f i , a ) < - 1
donde
_  a  -  s in c \ t i )  +  sinc2(n -  1 )
^) n ¡— • ( i \  (3.20)2y/asmc(fi — 1 )
La probabilidad de error para =  0 es simétrica siendo:
Pe,o(/z, á)  =  Pe,i( l  -  n, a) (3.21)
Y  la probabilidad total es [7]:
PeifJL, a ) =  (1/2)[[PCji(/í, a)  +  Pe,o(/¿, a)] =  ( l / 2 )[Pe)i(/i, a) +  PC|1(1  -  ¡i, a)] (3.22)
En la figura 3.6, se muestra una representación gráfica de la probabilidad de error 
dada en la ecuación 3.22. En dicha gráfica, los valores de son los que indican la 
posición de la interferencia. Así, para /i =  0  la interferencia tiene una frecuencia que 
coincide con la de la portadora del símbolo =  0. Cuando el valor de /x varía, la 
frecuencia de la interferencia se despla-za, llegando a coincidir con la frecuencia de la 
portadora del bit =  1 , para /z =  1 .
Como se observa en la gráfica 3.6, los valores de ¡i que maximizan la probabilidad de 
error son aquellos que sitúan la interferencia sobre una de las portadoras, como cabría 
esperar. Aunque para interferencias con potencia elevada, a  pequeño, la interferencia 
es capaz de producir una gran probabilidad de error, aunque se sitúe en posiciones de 
frecuencia intermedias entre las dos portadoras. También es lógico, el comportamiento 
de la probabilidad de error en función de la potencia de la interferencia, así para valores 
a  <  1 la interferencia tiene una potencia superior a la de la portadora produciendo una 
elevada tasa de errores. Por el contrario, a  >  1 implica una potencia de la interferencia 
menor que la de la portadora y una tasa de errores menor.
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Figura 3.6: Probabilidad de error para BFSK con interferencia en tono simple, donde 
a es la relación entre la potencia se la señal y la interferencia.
Caso SFH -SS y  FFH -SS: m ultitono
Antes de pasar a considerar el caso CWT para las expansiones SFH-SS y FFH-SS, hay 
que hacer una modificación en el modelo de la interferencia. Esta distinción se basa en 
el hecho de que ahora ya no se tendrá un único tono, sino que la interferencia se divide 
en múltiples términos senoidales de la forma 3.12, cada uno de los cuales afecta a un 
canal distinto, aunque no todos los canales de la expansión tienen que estar afectados. 
De esta manera, la potencia total se divide en Q términos senoidales, con la misma 
potencia y fases aleatorias. Al haber Q componentes, la interferencia altera Q canales 
de la expansión SFH-SS. Esta interferencia se suele denominar en la bibliografía como 
interferencia multitono, y se representa matemáticamente como:
Q
m  = E  v/(2 RIQ)cos{ult +  el) (3.23)
1 = 1
donde R  es la potencia total de la interferencia, son las frecuencias de cada término 
senoidal y 6¿ es la fase de cada uno de ellos supuesta aleatoria en el intervalo [0,2n). 
La relación de la potencia de la señal SS, S , y la potencia de uno de los tonos de la 
interferencia, R /Q , definida como a  es:
10'
a=0.4
R /Q  = (3.24)
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Los tonos se distribuyen por todo el ancho de banda, Wss, ocupado por la señal 
SFH-SS. Para distribuir la potencia de la interferencia entre los canales formados tras la 
expansión SFH-SS, se pueden utilizar distintas estrategias. De entre todas las posibles 
distribuciones, el estudio se va a restringir al que produce resultados más pesimistas, es 
decir, el caso peor. Esta situación se obtiene mediante las siguientes dos suposiciones:
1. Los tonos se sitúan sobre alguna de las frecuencias usadas por la expansión 
SFH-SS. Ya que, como se ha visto en la gráfica 3.6, la probabilidad de error se 
maximiza cuando la interferencia se sitúa sobre alguna de las dos portadoras que 
forman un canal. Aunque esta condición raramente se da, simplifica el análisis 
y produce peores resultados de rendimiento.
2. De todas las distribuciones posibles de la potencia de la interferencia, entre los 
canales de la expansión SFH-SS, hay una que es la más dañina. Esta se produce 
cuando a, definido anteriormente en 3.24, se mantiene constantemente a 1, para 
todos los canales afectados por la interferencia. Lo que se modifica, al variar la 
potencia total de la interferencia R , es el número de canales afectados Q, pero 
en todos ellos la interferencia es capaz de producir errores con probabilidad 1/2.
Esta afirmación se puede comprobar en la gráfica 3.6, porque para a  =  1 y  
p  — 1 ó p  — 0, que es la situación planteada al cumplirse la condición anterior, 
la probabilidad de error alcanza el nivel 1/2.
Si se define la SPD de la interferencia como: =  R /W ss, donde Wss es el ancho
de banda ocupado por la modulación. La relación entre energía de los bits Eb y la 
SPD de la interferencia es:
^  =  I? ? - (3.25)
Ji 2 Q K  K J
donde m  es el número de frecuencias utilizado en la expansión SFH-SS y m /2  el 
número de canales, porque se utiliza BFSK a nivel de bit. El término K  es el número 
de bits codificados en cada símbolo de la transmisión FSK, que con modulación BFSK 
es K  =  1. Bajo estas condiciones la probabilidad de error para un sistema SFH-SS 
con un chip por símbolo transmitido, como se demuestra en [71] es:
f I  > 2^
Pb =  < 22k~í ÍL <  (3.26)
t  KEb/Ji Ji -  K
al suponer BFSK se puede sustituir el valor K  =  1.
A la vista de la ecuación 3.26, se pueden hacer tres comentarios:
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1. El primer término en la ecuación 3.26, que dicta la probabilidad de error para 
SFH-SS, con interferencia multitono bajo el caso peor, es valor constante 
e independiente de la potencia de la interferencia. Esta situación se produce, 
cuando la interferencia tiene suficiente potencia para distribuir por lo menos un 
término senoidal, en cada uno de los canales de la expansión SFH-SS. Como 
todos los canales se ven afectados la probabilidad es
2. El segundo término constituye la situación en la que la potencia de la interfe­
rencia disminuye. En este caso, la interferencia no es capaz de cubrir todos los 
canales con un término senoidal, bajo las restricciones de que la potencia de 
cada término asegure que a  =  1. Así, como se desprende de la fórmula 3.26, la 
probabilidad de error decae de forma inversamente lineal con Eb/ Ji-
3. En el apartado anterior 3.3.2, bajo interferencias gaussianas de banda estrecha, 
el rendimiento más pesimista del receptor SFH-SS, dado por la ecuación 3.7, 
también decae de forma inversamente proporcional a Eb/ Ji. Pero en dicha ecua­
ción el numerador contiene el término e-1 , por lo tanto la probabilidad de error 
es menor que el caso actual.
Para concluir este apartado, se va a considerar el rendimiento de los receptores 
para la modulación FFH-SS, con interferencia CWT bajo el caso peor. Debido a la 
gran extensión que presenta el desarrollo de las ecuaciones, que rigen la probabilidad 
de error para este caso, sólo se muestran los resultados de forma gráfica, indicando las 
fuentes donde se pueden obtener las ecuaciones teóricas.
En primer lugar, se considera la probabilidad de error para el receptor con combi­
nación lineal. En este caso, la energía proveniente de los L chips en los que se divide 
cada bit, se suma de forma lineal después de realizar la recepción no-coherente. Las 
ecuaciones que rigen el comportamiento de la probabilidad de error para este receptor, 
se pueden consultar en [80]. A partir de estas ecuaciones se obtienen los resultados 
mostrados en la gráfica 3.7.
En la figura 3.7, se comprueba que la probabilidad de error del receptor con com­
binación lineal bajo el caso peor aumenta, conforme se incrementa el número de chips 
en los que se divide un bit. Así pués, el sistema se degrada al pasar de una expansión 
SFH-SS, caso L =  1, a la expansión FFH-SS y combinación lineal, casos L — 3 y 
L =  5.
Al considerar receptores FFH-SS con combinación no-lineal de los chips que com­
ponen un bit, los resultados cambian. Por ejemplo, para el receptor con limitador de 
amplitud, las ecuaciones de la probabilidad de error en el caso peor están desarrolladas 
en [82]. De forma gráfica, esta probabilidad de error se muestra en la figura 3.8. En 
dicha figura se puede comprobar que existe un intervalo de valores de la SNR, para 
los cuales la extensión FFH se comporta mejor que la SFH, L  =  1. Además, también
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F ig u ra  3.7: Probabilidad de error para el receptor FFH-SS, no-coherente con combi­
nación lineal de los chips, con interferencia multitono en el caso peor para distintos 
números de chips L. Esta gráfica ha sido obtenida de la referencia [80].
se o b se rv a  q u e  p a r a  c a d a  in te rv a lo  de  h ay  u n  L  ó p tim o , q u e  m in im iza  la  p ro b a b ilid a d  
de e rro r.
3.4 Supresión de interferencias en m odulaciones de 
E spectro Ensanchado
E n  las secciones 3.2 y  3.3 se h a n  d e sc rito  las c a ra c te r ís t ic a s  de in m u n id a d  fren te  a  in ­
te rfe re n c ia s , que p o seen  las seña les SS. S in  em b arg o , p u ed e  h a b e r  s itu ac io n es  d o n d e  la  
in te rfe re n c ia  p re se n te  u n a  en e rg ía  lo b a s ta n te  g ra n d e  com o p a ra  d e g ra d a r  fu e r te m e n te  
la  co m u n icac ió n . E n  e s to s  casos es p o sib le  a u m e n ta r  la  in m u n id a d  fren te  in te rfe ren c ia s  
de  las señ a le s  SS, m e d ia n te  el in c re m en to  d e l an ch o  d e  b a n d a  o c u p a d o  p o r  la  señ a l 
[58] [45]. P e ro  en  s is te m as  reales, d o n d e  se d isp o n e  d e  u n  an ch o  d e  b a n d a  lim ita d o , 
e s ta  e x p a n s ió n  de  la  in fo rm ac ió n  p u ed e  no  ser su fic ien te  p a r a  co n seg u ir u n  re n d im ie n to  
ac e p ta b le . E n  e s te  caso , es n ecesario  u s a r  a lg ú n  o tro  m é to d o  p a r a  m itig a r  la  en e rg ía  
de  la  in te rfe ren c ia .
C u a n d o  la  in te rfe ren c ia  t ie n e  u n  an ch o  de b a n d a  estrech o , es p o s ib le  m e jo ra r  m ucho  
el re n d im ie n to  del s is te m a  m e d ia n te  té cn ic a s  de  su p resió n . E s ta s  té c n ic a s  e x p lo ta n  las 
d ife ren c ias  e n tre  las  fo rm as  de  o n d a  d e  la  señ a l SS y  d e  la  in te rfe ren c ia . E n  co n c re to , 
e s ta s  té c n ic a  co n c e n tra n , m e d ia n te  el p ro c esad o  de  la  seña l, la  e n e rg ía  de  la  in te rfe ­
re n c ia  y  la  e lim in a n  p e r tu rb a n d o  m ín im a m e n te  la  señ a l SS. D e p en d ien d o  del d o m in io
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F ig u ra  3.8: Probabilidad de error para el receptor FFH-SS, no-coherente con limitador 
de amplitud, con interferencia multitono en el caso peor para distintos números de 
chips L. Esta gráfica ha sido obtenida de la referencia [82].
d o n d e  se p ro d u c e  e s te  p ro c esam ien to , se p u ed e n  e n c o n tra r  té cn ic a s  d e  su p re sió n  ap li­
ca d as  so b re  el d o m in io  te m p o ra l o so b re  el d o m in io  d e  a lg u n a  tra n s fo rm a d a . T am b ién  
se p u ed e  d is t in g u ir  e n tre  las té c n ic a s  ap licad as  so b re  D S o F H , y a  q u e  a u n q u e  el fun ­
d a m e n to  d e  la  su p re sió n  se b a s a  en  los m ism os co n cep to s , la  fo rm a  d e  llevarlo  a  cab o  
d ifiere , p o rq u e  las c a ra c te r ís t ic a s  d e  las  seña les y  los e sq u em as d e  em iso r y  re c e p to r  
son  d is tin to s .
A  co n tin u ac ió n , se va  a  p a s a r  a  e s tu d ia r  e s to s  m é to d o s  de  su p re sió n  ta n to  en  el 
d o m in io  te m p o ra l  com o en  el frecuencias.
3.4.1 Supresión de interferencias en el dominio temporal
E n  el d o m in io  te m p o ra l la  su p re s ió n  se re a liza  m e d ia n te  el f iltrad o  a d a p ta t iv o  de  la  
señ a l de  e n tra d a . E l filtro  e x p lo ta  las  d ife ren c ias e n tre  la  fo rm a  d e  o n d a  de  la  señal 
d e  co m u n icac ió n  SS, con  m ú ltip le s  cam b io s a lea to rio s  de  fase o frecu en cia , y  la  fo rm a 
d e  o n d a  c o n tin u a  de  la  in te rfe ren c ia . E s ta  d isp a r id a d  p e rm ite , q u e  el filtro  a d a p ta t iv o  
p u e d a  e lim in a r  casi c o m p le ta m e n te  la  in te rfe ren c ia  rec ib id a , m ie n tra s  que sólo u n a  
p e q u e ñ a  p a r te  de  la  señ a l o rig in a l se ve a fec tad a .
E l p ro ceso  de  a ju s te  de los coefic ien tes del filtro , no  se ve a l te r a d o  p o r  la  señ a l de 
co m u n icac ió n  SS n i p o r  el ru id o  A W G N , y a  q u e  es to s  p ro ceso s no  e s tá n  lo ca lm en te
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correlacionados, lo que dificulta la predicción de sus valores futuros a partir de sus 
valores pasados [59] [50]. Por el contrario, la interferencia al ser un proceso de banda 
estrecha es fácilmente predecible a partir sus valores pasados. El nivel actual de ruido, 
estimado por el filtro, se sustrae a la señal de entrada, eliminando dicha interferencia 
y dejando la entrada compuesta, casi únicamente, por la señal SS y el ruido AWGN.
A continuación se detalla la aplicación de estos algoritmos, sobre modulaciones 
DS-SS y FFH-SS, tal como se propone en la bibliografía.
Algoritmos aplicados sobre modulaciones DS
Para modulaciones DS-SS el esquema de receptor es el que aparece en la figura 3.9. 
Este receptor realiza la demodulación de forma coherente, ya que la señal DS-SS se 
basa en modulación PSK codificada mediante cambios de fase, como se ha visto en la 
sección 3.2.1. Para recuperar los símbolos transmitidos hay que comprimir la señal, 
eliminando los cambios de fase introducidos por la secuencia PN en el emisor. Para 
ello se integra la señal sobre cada periodo Tc, a continuación se realiza la correlación 
con la secuencia PN y por último, se suman todos los valores que forman un bit.
ifl)
—(x)—
Vcos(w0t)
f T‘ Filtro lineal
L
tem poral —*0.s)—* I
» 0 adaotativo 0
Detector
Frecuencia de 
muestreo 1/TC
Secuencla PN 
sincronizada
Figura 3.9: Esquema del receptor DS con filtro adaptativo para la eliminación de inter­
ferencias de banda estrecha. Dicho receptor está formado por un correlador centrado 
en la frecuencia de la portadora uq, un integrador sobre el periodo de un chip Tc, el 
filtro adaptativo y por último el correlador y el sumador para comprimir la señal.
Como se ve en el esquema 3.9, el receptor incluye un filtro lineal adaptativo situado 
entre la salida del integrador y el correlador de secuencia PN [50] [59], dicho filtro tiene 
como objetivo la eliminación de las interferencias de banda estrecha. Los coeficientes 
del filtro se pueden hallar resolviendo el conjunto de ecuaciones de Wiener-Hopf [50], 
aunque este cálculo necesita conocer la matriz de covarianza de la señal de entrada. Sin 
embargo tal como se muestra en [29], los coeficientes del filtro pueden ser estimados 
recursivamente mediante algoritmos iterativos como el conocido LMS (Least Mean 
Squared)[27], que no requiere ningún conocimiento de los valores estadísticos de la 
señal de entrada. Además, puede ser implementado en tiempo real, como se describe 
en [27]. La limitación que impone el uso del algoritmo LMS es que la interferencia debe 
permanecer estacionaria, durante el periodo necesario para que el algoritmo converja, 
siendo imposible su utilización con interferencias de banda estrecha no-estacionarias 
[39].
63
3.4. Supresión de interferencias en modulaciones de Espectro Ensanchado
En ausencia de interferencia, la salida del integrador está formada por la suma de 
AWGN y de la señal DS, generada por la secuencia pseudoaleatoria PN. Esta señal 
no está correlacionada [58], lo que imposibilita al filtro predecir el valor actual en su 
entrada a partir de valores pasados. En esta situación, la única forma de minimizar 
el error cuadrático medio es anulando todos los coeficientes del filtro, y éste deja de 
actuar. Cuando en la entrada del receptor hay señal DS, AWGN e interferencia, la 
única de ellas que está correlacionada es la interferencia, y el filtro predice su valor al 
intentar minimizar el error cuadrático medio.
Esta técnica de supresión de interferencias presenta una objeción importante, de­
bido a que la secuencia de valores transmitidos por el emisor, tras la expansión de 
la señal con la secuencia PN, es una secuencia binaria independiente e idénticamente 
distribuida. Por lo tanto, es una secuencia no-gaussiana y el filtro óptimo, para pre­
decir un proceso de banda estrecha en presencia de una secuencia no-gaussiana, es un 
filtro no-lineal [86] [23]. El filtro lineal adaptativo utilizado en el esquema de receptor 
3.9, aunque produce un aumento del rendimiento del sistema, no es el óptimo. Para 
profundizar en este tema se puede consultar [23] y [59].
Algoritmos aplicados sobre modulaciones FFH
El rendimiento del receptor FFH-SS, como se ha visto en la sección 3.3, se ve muy 
afectado por interferencias de banda estrecha y la comunicación se ve fuertemente 
degradada. Como se ha visto en la sección 3.3, para disminuir el BER se pueden 
utilizar técnicas basadas en la combinación no-lineal de la energía de los chips en los 
que divide cada bit la modulación FFH-SS.
En este apartado se presenta un receptor FFH-SS, que implementa la recepción de 
los símbolos transmitidos mediante combinación lineal de los valores de cada chip, y 
utiliza las técnicas de supresión de interferencias en el dominio temporal, para evitar 
la degradación que producen las interferencias de banda estrecha. En la entrada del 
receptor se sitúa un filtro lineal adaptativo similar al utilizado en la figura 3.9 para 
modulaciones DS-SS. Este filtro es el encargado de eliminar la interferencia, ajustando 
sus coeficientes de forma adaptativa mediante algoritmos como el LMS, citado en el el 
apartado 3.4.1.
Esta técnica está inspirada en el modelo implementado para la modulación DS-SS. 
En este caso, se puede demostrar que la señal FFH-SS transmitida está descorrela­
cionada a intervalos Tc/(2m )  [28], donde Tc es el periodo de un chip, m  es número 
de frecuencias utilizadas en la expansión FFH-SS y m /2  es el número de canales, 
suponiendo modulación BFSK a nivel de bit. De esta forma, se puede predecir la 
interferencia sin destruir la señal FFH, ya que la señal de comunicación no está corre­
lacionada, y por tanto no es predecible por el estimador cuadrático medio. Por otro 
lado, como la interferencia de banda estrecha está altamente correlacionada, puede ser
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fá c ilm e n te  p re d ic h a  y  e lim in a d a  [28].
E l e sq u e m a  de e s te  re c e p to r  p re se n ta d o  en  [28] se m u e s tra  en  la  fig u ra  3.10. E l 
re c e p to r  t ie n e  a  la  e n tr a d a  d os co rre lad o res  en  c u a d ra tu r a  p a r a  s i tu a r  la  señ a l en  
b a n d a  b ase . A  co n tin u ac ió n , se s i tú a  el filtro  a d a p ta t iv o , q u e  co n tien e  los coefic ien tes 
dk y  e lem en to s  de re tra s o  con  p e rio d o  Tc/ ( 2 m ) ,  fo rm a n d o  u n  filtro  com ple jo . L a  
s a l id a  d e l filtro  se vuelve  a  co rre la r  con  u n a  de las  frecu en c ias  d e  la  e x p a n s ió n  F F H - 
SS. S eg u id am en te , las  co m p o n en te s  en  c u a d ra tu r a  de  la  señ a l p a sa n  a  tra v é s  d e  los 
f iltro s  p a so -b a jo  y  se co m b in an  de  fo rm a  c u a d rá t ic a  p a r a  e lim in a r la  fase. P o r  ú ltim o  
los v a lo res  o b ten id o s  p a r a  c a d a  chip se su m a n  d e  fo rm a  lineal, lo q u e  c o m p le ta  la  
re cep c ió n  n o -co h eren te .
Vcos(w„t)
Vsen(w0t)
Detector
Filtro PB
Filtro PB
F ig u ra  3.10: Esquema del receptor FFH-SS con filtrado adaptativo para elimniación 
de interferencias de banda estrecha. El receptor contiene dos correladores en cuadra­
tura sintonizados a la frecuencia de la portadora, ujo, a continuación se sitúa el filtro 
adaptativo y por último el receptor no-coherente, que combina los L chips en los que 
se divide un bit en la modualción FFH-SS.
E l B E R  p a ra  e s te  re c e p to r  es m ejo r q u e  el o b te n id o  p a r a  recep to re s  co n  co m b in ac ió n  
n o -lin ea l, co m o  el re c e p to r  au to n o rm a liz a d o , a u n q u e  no  a lc a n z a  t a n  b u e n o  re su lta d o s  
co m o  el re c e p to r  n o -lin ea l con  co n tro l a u to m á tic o  de  g a n a c ia  [28], q u e  e s tá  m u y  ce rcan o  
a l  ó p tim o  en  té rm in o s  de señ a l a  ru id o .
P e ro  a l ig u a l q u e  se co m en tó  p a r a  el caso  D S-SS, la  g ra n  lim itac ió n , q u e  su p o n e  la  
u tiliz a c ió n  d e  filtro s a d p a ta t iv o s  en  la  su p re sió n  de  in te rfe ren c ia s , es q u e  é s ta  d e b e  ser 
e s ta c io n a r ia  d u ra n te  u n  c ie r to  in te rv a lo  d e  tiem p o , p a r a  q u e  el a lg o ritm o  L M S p u e d a  
conv erg er.
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3.4.2 Supresión de interferencias en dominio de la transfor­
mada
El objetivo principal de la supresión de interferencias mediante transformada es re­
presentar la señal recibida, en el dominio de la transformada, donde la señal SS y la 
interferencia son rápidamente distinguibles. Bajo condiciones ideales, en este dominio 
la interferencia aparece como un impulso, mientras que el espectro de la señal SS es 
mucho más plano. La zona del espectro donde se sitúa la interferencia se elimina, 
produciendo una reducción drástica de su energía y una pequeña pérdida en la señal 
SS.
De esta forma, la supresión de la interferencia se reduce a la detección y eliminación 
de los puntos transformados que superen un cierto nivel de energía. Tras ello, se realiza 
la transformada inversa cuyo resultado es una señal cercana a la señal original SS sin 
interferencia. Debido a la forma binaria en la cual se produce la supresión, con este 
proceso se obtienen peores BER que mediante técnicas más complejas, con filtrado 
adaptativo en el dominio de la transformada [45] [65] [39].
Sin embargo en muchos casos, la simplicidad y la habilidad para reaccionar rápi­
damente ante cambios en las características de la interferencia, sin tener que esperar 
a la convergencia de los algoritmos adaptativos, hacen aconsejable la utilización del 
receptor basado en la detección y eliminación de los puntos transformados [45]. Estas 
razones han sido tenidas en cuenta en el estudio realizado, que se ha restringido a 
receptores que implementan esta supresión binaria.
Las principales ventajas de la supresión de interferencias en el dominio de la trans­
formada, frente el dominio temporal son:
1. En primer lugar, la adaptación más rápida a los cambios que presente la interfe­
rencia. El filtrado adaptativo en el dominio temporal necesita un cierto intervalo 
de tiempo hasta que los coeficientes del filtro convergen [39].
2. Además, en el dominio de la transformada es posible realizar fácilmente proce­
sado no-lineal, siendo mucho más complejo en el dominio temporal [39].
La desventaja del dominio transformado, es que todo el proceso de supresión esta 
supeditado a la adecuada elección de la transformación, que debe concentrar la mayor 
cantidad de energía de la interferencia en unos pocos puntos. Gráficamente el proceso 
de supresión con transformada se muestra en la figura 3.11
En la bibliografía, la supresión mediante transformada ha sido utilizada exclusiva­
mente en modulaciones DS-SS. El esquema de receptor DS-SS modificado se muestra 
en la figura 3.12. Este esquema coincide con el mostrado en la figura 3.9 cambiando el 
filtro lineal temporal por el filtro de supresión con transformada. La inclusión de este
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Interferencia
Espectro antes d e  la supresión 
d e  la interferencia.
Señal SS
f
2 R C
Espectro después d e  la supresión 
d e  la interferencia.
Señal SSInterferenck
F ig u ra  3.11: Proceso de supresión de interferencias con transformada. Los puntos que 
superan un cierto umbral de energía en el dominio transformado son eliminados. En 
la figura R c = l /T c representa el periodo de un ch ip .
m ód u lo  se re a liza  u n a  vez que la  señ a l h a  sido  d e m o d u la d a , a n te s  de  ser c o rre lad a  co n  
la  secu en c ia  P N  [45]. S u p o n ien d o  q u e  el re c e p to r  e s tá  s in c ro n iza d o  p e rfe c ta m e n te  en  
fase con  el em isor, el v ec to r o b te n id o  t r a s  la  d e m o d u lac ió n  es de  t ip o  real. E s te  v ec to r 
c o n s titu y e  la  e n tr a d a  al m ó d u lo  de su p re sió n , e s ta n d o  co m p u e s to  p o r  u n  n ú m ero  d e  
m u e s tra s  ig u al al ta m a ñ o  del b lo q u e  u sa d o  en  la  tra n s fo rm a d a .
U n a  vez en  el d o m in io  de la  t ra n s fo rm a d a , el v e c to r  re s u lta n te  co n tien e  los coefi­
c ien tes so b re  los q u e  se re a liz a  la  su p re sió n , e lim in a n d o  los p u n to s  c u y a  en e rg ía  su p e re  
u n  c ie r to  u m b ra l. G rá ficam en te , la  su p re s ió n  se re p re s e n ta  m e d ia n te  la  m u ltip licac ió n  
con  el v ec to r A, ta l  com o se ve en  la  fig u ra  3.12. E s te  v ec to r A se c o n s tru y e  con  valo res 
iguales a  1, en  las  co m p o n en te s  q u e  d e b e n  co n se rv arse  d e n tro  d e l v e c to r  tra n s fo rm a d o , 
y  0 p a r a  las  q u e  d e b e n  an u la rse .
P a r a  re c u p e ra r  la  señ a l en  el tiem p o , es n ecesario  re a liz a r  la  tr a n s fo rm a d a  in v e rsa  
re p re s e n ta d a  m e d ia n te  T ~ l . P o r  ú ltim o , se re a liza  la  co rre lac ió n  co n  la  secu en c ia  P N , 
y  se su m a n  to d o s  los valo res co rre sp o n d ien te s  a  los chips q u e  fo rm a n  u n  sím bolo , lo 
q u e  p e rm ite  co m p rim ir la  señal.
Supresión m ediante Transform ada de Fourier
L a F T  fue la  p r im e ra  tra n s fo rm a d a  u ti liz a d a  en  la  su p re sió n  de  in te rfe ren c ias . S u  
ap licac ió n  se a n a liz a  en  los s ig u ien tes  a r tíc u lo s  [48] [14] [15]. E n  ellos la  tra n s fo rm a c ió n  
de  la  señ a l re c ib id a  se rea liz a  m e d ia n te  su  seg m en ta c ió n  en  b lo q u es  d e  ta m a ñ o  fin ito , 
sob re  los cu a les  se re a liza  la  F F T . U n a  vez e lim in ad o s  los p u n to s  co n  u n a  a m p litu d  
q u e  su p e ra n  u n  c ie r to  u m b ra l se re a liz a  la  t r a n s fo rm a d a  inversa .
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Modulo de supresión 
con transformada
Detector
Frecuencia de 
muestreo 1/TC
Secuencia PN 
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F ig u ra  3.12: Esquema del receptor DS con módulo de supresión basado en transforma­
da. El bloque que realiza la transformada, a la salida del correlador y el integrador con 
periodo Tc, se representa por T . A continuación, el bloque transformado se multiplica 
por el vector A para eliminar los coeficientes cuya energía supere un cierto umbral 
Por último, se realiza la transformada inversa T ~ l y se comprime la señal mediante 
el correlador y el sumador con la secuencia PN.
L a  su p resió n  u ti liz a n d o  la  F F T  d a  re su lta d o s  sa tis fac to rio s  c u a n d o  la  in te rfe re n c ia  
es e s ta c io n a ria , es d ec ir, su s  p ro p ied a d es  n o  v a ría n  co n  el tiem p o . E l p ro b le m a  ap a rec e  
a l co n s id e ra r in te rfe re n c ia  n o -e s ta c io n a ria s , con  tran s ic io n e s  b ru sc a s  en  el t ie m p o  que 
e x p a n d e n  su  en e rg ía  en  el d o m in io  de  frecu en cias , lo q u e  d if icu lta  la  d is tin c ió n  e n tre  
señ a l SS e in te rfe ren c ia  [46].
O tro  p ro b lem a  a so c ia d o  a  la  F F T , q u e  a p a rec e  a l u sa r  u n  b lo q u e  co n  ta m a ñ o  fin ito , 
es el en v e n ta n ad o  d e  la  seña l. E l e n v e n ta n a d o  p ro d u c e  lóbu los a d y a cen te s  a l lóbu lo  
p r in c ip a l en  el e sp e c tro  de  la  in te rfe ren c ia , q u e  no  son  d esp rec iab les . P o r  lo ta n to , 
e s ta  ex p an sió n  de la  en e rg ía  d e  la  in te rfe ren c ia  en  frecu en cia , red u ce  la  h a b ilid a d  
d e l su p re so r p a ra  d ife ren c ia r  e n tre  a m b a s  seña les. Se p u ed e  re d u c ir  el e fec to  d e  la  
v e n ta n a , re cu rrie n d o  a  fu n c io n es n o  re c ta n g u la re s  [14] [15] [63], p e ro  el in co n v en ien te  
es el in c rem en to  en  la  co m p le jid ad  del re c e p to r , p ro d u c id a  p o r  el uso  de  seg m en to s  
so lap ad o s  necesario s p a r a  o b te n e r  u n a  re co n s tru cc ió n  p e r fe c ta  d e  la  señ a l SS [45].
Supresión m ediante Transform ada W avelet
L a  ap licac ió n  de la  W T  en  la  su p re s ió n  d e  in te rfe ren c ia s  de  b a n d a  e s tre ch a , p re te n d e  
c o n c e n tra r  la  en e rg ía  de  la  in te rfe re n c ia  en  u n o s p o co s p u n to s  p e r te n e c ie n te s  a  cu a l­
q u ie r  su b b a n d a , en  la s  q u e  se t ra n s fo rm a  la  señ a l o rig ina l, co n  el fin de e lim in a rlo s  
y  d e  d e g ra d a r  lo m en o s p o sib le  la  señ a l SS [45], [46]. E l e sq u e m a  d e l re c e p to r  es el 
m ism o  q u e  el d a d o  e n  la  fig u ra  3.12, d o n d e  T  re p re s e n ta  en  e s te  caso  la  W T .
Si la  in te rfe ren c ia  es u n a  señ a l C W T , com o la  d efin id a  en  el a p a r ta d o  3 .3 .3 , los 
re su lta d o s  o b ten id o s  en  [46] m u e s tra n  q u e  la  d ife ren c ia  en  el B E R , u tiliz a n d o  F F T  o 
W T  no d ifieren  m ucho , a u n q u e  la  W T  s u p e ra  lig e ra m e n te  a  la  F F T . P o r o tro  lado , 
e s ta  co m p arac ió n  en  el caso  d e  ru id o  n o -e s ta c io n a rio , m o d e lad o  com o u n  p ro ceso  
g au ss ian o  de b a n d a  e s tre c h a  co n  u n  p e r io d o  d e  en cen d id o  y  o tro  de  a p a g ad o , m u e s tra  
la  im p o sib ilid ad  de  la  F F T  p a r a  c o n c e n tra r  señ a les  n o -e s ta c io n a ria s  en  p o co s p u n to s .
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En este caso, las características de la WT la hacen muy superior en términos de BER, 
ya que concentra mucho mejor la energía de la interferencia [46].
Supresión mediante bancos de filtros
La aplicación de los bancos de filtros a la supresión de interferencias se muestra en [31], 
[62], [45] y en [47]. La principal ventaja que presentan los bancos de filtros frente a 
la FFT es la mayor resolución en frecuencia. Además, la propiedad de reconstrucción 
perfecta permite descomponer y reconstruir la señal SS original sin distorsiones, como 
se ha visto en el apartado 2.4.1. A continuación se van a analizar algunas de las 
alternativas propuestas en la bibliografía:
1. El esquema presentado en [31], utiliza los filtros de análisis para realizar una 
división regular del espectro de la señal original. Una vez descompuesta la señal, 
se elimina aquella subbanda cuya energía supere un cierto umbral. Por último, 
se reconstruye la señal mediante los filtros de síntesis, diseñados junto con los de 
anáfisis para cumplir la condición de reconstrucción perfecta.
2. En [62] se utilizan los bancos de filtros para separar la señal en subbandas de 
frecuencia, pero sin introducir ningún diezmado después del análisis y no perder 
resolución temporal, lo que constituye una transformación altamente redundante. 
Además, el banco está diseñado para que la reconstrucción se realice mediante 
la simple suma de sus bandas obtenidas a partir de los filtros de análisis, tenien­
do todos ellos fase lineal [62]. Estas condiciones se obtienen construyendo un 
banco de filtros con reconstrucción perfecta, como se mostró en la sección 2.4.1, 
combinando para cada subbanda el filtro de análisis y síntesis para formar un 
único filtro de análisis. La supresión se realiza sobre cada una de las subbandas, 
eliminando los intervalos de puntos que posean un nivel de energía superior a un 
umbral.
3. Por último, en [47] se utilizan transformadas solapadas. Estos bancos de filtros 
constituyen un caso particular en el cual, el tamaño del bloque utilizado tiene 
una longitud M  =  2K N .  Donde N  es el tamaño del vector obtenido a salida 
del integrador, como se muestra en la figura 3.12, y A  es el factor de solape [77]. 
El bloque utilizado por la transformada es de M  puntos, estando formado por 
el vector de salida del integrador actual con N  puntos, junto con K  vectores de 
salida del integrador anteriores necesarios completar M  puntos. De esta forma, 
los bloques utilizados en la transformada contienen segmentos solapados. Esta 
propiedad de la transformada incrementa la atenuación de las zonas de corte de 
los filtros, que dividen el espectro de la señal.
69
3.4. Supresión de interferencias en modulaciones de Espectro Ensanchado
Supresión mediante Paquetes de Wavelets
En último lugar, se considera un algoritmo basado en la aplicación de las WPT. Esta 
transformada cuyas características se han mostrado en el apartado 2.5, permite una 
descomposición irregular del espacio de representación tiempo-frecuencia. En concreto 
este apartado se centra en el algoritmo mostrado en [79], que propone un método para 
la supresión de interferencias denominado supresión Adaptativa en Tiempo-Frecuencia 
(Adaptive Time-Frequency, FTA). Sus dos principales características son:
•  La evaluación y elección de cuál es el mejor dominio para suprimir la interferen­
cia, el temporal o el de la transformada.
•  La adaptación de la descomposición en subbandas para representar la interfe­
rencia de la forma más eficiente posible, mediante la aplicación de la WPT.
El mejor dominio para realizar la supresión viene dado por las características de 
la interferencia. Así una interferencia de tipo impulsional, concentrada en el tiempo, 
tendrá su energía muy expandida en el dominio frecuencial. En este caso, el mejor 
dominio para eliminar la energía de la interferencia es el temporal. Por el contrario, una 
interferencia de tipo CWT tiene su energía comprimida en frecuencias y expandida en 
el tiempo. Por lo tanto, este segundo caso es mejor tratarlo en el dominio frecuencial.
El algoritmo FTA, para determinar el espacio donde llevar a cabo la supresión, 
calcula la energía del vector a la salida del integrador, agrupando sus componentes en 
intervalos. Si una interferencia está contenida en un intervalo, y el número de puntos 
que compone dicho intervalo es menor de un cierto valor Nc, entonces son eliminados 
en el dominio temporal. En este caso, al estar la energía de la interferencia concentrada 
en el tiempo, no es necesario transformar el vector, y la supresión se lleva a cabo sobre 
su representación temporal. Si por el contrario el número de puntos del intervalo, 
que concentra la interferencia, es mayor que Nc, la distribución de energía está lo 
suficientemente expandida en el tiempo, como para ser recomendable su tratamiento 
en el dominio de la transformada [79].
Las técnicas analizadas anteriormente basadas en FFT, WT y bancos de filtros, 
utilizan una tranformación fija para representar la señal. Para cualquiera de las trans­
formadas anteriores, se mantienen las limitaciones impuestas por el solape en frecuen­
cias entre subbandas y la división fija de espacio tiempo-frecuencia [79]. De esta forma, 
si una interferencia queda situada en posiciones de frecuencia cercanas á la zona de 
corte entre dos subbandas, su energía queda repartida entre ambas.
Para evitar este problema el FTA recurre a una descomposición diádica o triádica, 
en cada paso del árbol de descomposición irregular, basado en WPT. La descompo­
sición diádica ha sido la única utilizada en el capítulo 2, por ser la más común. En 
el caso de utilizar descomposiciones triádicas el número de filtros aplicados sobre la
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señal de entrada es tres, obteniendo tres subbandas, que se diezman por tres, es decir, 
sólo uno de cada tres puntos se mantiene el resto se eliminan [77]. Gráficamente, una 
descomposición triádica es tal como se muestra en la figura 3.13:
h0(n) -► (S)--------------- ► ^(n) —»(+)-► *
b0(n) [—►(Í3) H b^n)
g j ñ j } * ® - — 9i(n)
Figura 3.13: Banco de filtros triádico donde ho y h\ son los filtros de análisis y síntesis 
para la subbanda paso-bajo, bo y b\ son los filtros paso-banda y go y g\ los paso-alto. 
Al ser un filtro triádico la señal se diezma y se sobremuetrea por 3.
El algoritmo en cada nodo del árbol elige entre la descomposición diádica o triádica, 
que concentra más energía en una sola subbanda. El siguiente nivel de resolución 
se obtiene iterando sobre la subbanda, que contiene la interferencia. Por último, 
el algoritmo finaliza cuando los nodos hijos presentan una concentración de energía 
menor que la del padre. En la figura 3.14, se puede observar un ejemplo del árbol de 
descomposición, junto con la división del espectro frecuencial, obtenido al aplicar el 
FTA.
Los resultados alcanzados con este algoritmo se muestran en [79]. Su rendimiento 
es cercano al ideal en escenarios con interferencias del tipo CWT, ruido gaussiano de 
banda estrecha e interferencias no estacionarias, superando los receptores con supresión 
de interferencia basada en FFT, WT y bancos de filtros.
3.5 Conclusiones
En este capítulo se ha hecho un repaso de las características más destacables de las 
modulaciones SS, haciendo especial énfasis en sus caracteríticas de inmunidad frente a 
interferencias. Esta inmunidad permite su aplicación en canales, con altos niveles de 
interferencias o compartidos por múltiples usuarios.
También se ha realizado un estudio exhaustivo de las características del receptor 
BFSK no-coherente con expansión SFH-SS y FFH-SS, frente a tres tipos de ruido 
e interferencias. Los resultados mostrados indican que el rendimiento del receptor 
se degrada, cuando aparecen interferencias de banda estrecha gaussiana o CWT. En 
resumen, los resultados mostrados en los apartados 3.3.1, 3.3.2 y 3.3.3 son:
• Caso ruido aditivo blanco gaussiano:
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F ig u ra  3.14: Arbol de descomposición irregular en FTA. En el primer nivel de rosulu- 
ción 1, se supone que el banco de filtros triádico concentra en la subbanda paso-banda 
la interferencia. En el segundo nivel, se supone que la subbanda paso-alta del filtro 
triádico engloba la interferencia. En el tercer nivel se supone que la subbanda que 
concetra la energía de la interferencia es la paso-bajo del filtro diádico
E l re c e p to r  F H -S S  es eq u iv a le n te  a l re c e p to r  B F S K , p re se n ta n d o  u n a  p ro b a ­
b ilid a d  de  e rro r m en o r q u e  el re c e p to r  F F H -S S , d eb id o  a  la  co m b in ac ió n  no- 
co h e ren te  de  la  e n e rg ía  d e  los chips.
•  C aso  ru id o  ad itiv o  g au ss ian o  d e  b a n d a  es trech a :
E l re c e p to r  F H -S S  su fre  u n a  fu e rte  d eg rad ac ió n , q u e  en  el caso  p eo r le lleva a  
te n e r  u n a  d e p e n d e n c ia  lin ea l e n tre  la  p ro b a b ilid a d  de e rro r  y  el S N R , £i>/J0. P a ra  
e s ta  m ism a  in te rfe ren c ia , la  m o d u lac ió n  F F H -S S  con  co m b in ac ió n  n o -co h eren te  y  
n o -lin ea l de los chips, t ie n e  re n d im ie n to s  m ucho  m ejores. E n  co n c re to , la  re lac ió n  
e n tre  p ro b a b ilid a d  de  e r ro r  y  S N R  es d e  t ip o  ex p o n en c ia l con  u n a  p e rd id a  de  
ú n icam e n te  3dB, con  re s p e c to  el e r ro r  p a r a  B F S K  con  ru id o  A W G N .
•  C aso  ru id o  ad itiv o  sen o id a l co n tin u o :
E s te  ú ltim o  caso , ta m b ié n  re p re s e n ta  u n a  s itu ac ió n  a d v e rsa  p a r a  la  m o d u lac ió n  
S FH -SS , con  u n a  p ro b a b il id a d  d e  e rro r  que en  el caso  p eo r tie n e  d e p e n d e n c ia  
lin ea l con  SN R . P a ra  C W T , el re c e p to r  F F H -S S  p re se n ta  c o m p o rta m ie n to  m ejo r, 
s iem p re  q u e  la  co m b in ac ió n  d e  la  en e rg ía  de  los chips se rea lice  d e  fo rm a  no -lin ea l, 
com o en  el caso  a n te r io r .
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La conclusión que se extrae del resumen anterior, es que la expansión FFH-SS se 
comporta mejor que la SFH-SS, para interferencia de banda estrecha. En un escenario 
que incluya la suma de varios tipos de ruido e interferencia, la mejora de la FFH- 
SS frente a SFH-SS se produce, siempre que la degradación que sufre la FFH por la 
combinación no-coherente de varios chips con ruido AWGN, sea menor que la ganancia 
obtenida por la reducción de la potencia de la interferencia.
La degradación que sufre la recepción de señales SS, en presencia de interferencia 
se puede suavizar mediante la inclusión de técnicas de supresión de interferencias de 
banda estrecha. Dichos métodos explotan la diferencia entre las formas de onda de la 
interferencia y la señal SS, para eliminar la energía de la interferencia, sin degradar la 
señal de comunicación. Dependiendo del dominio donde se realice la excisón se pueden 
encontrar, técnicas en el dominio temporal, basadas en filtros adaptativos, y técnicas 
en el dominio frecuencial, que utilizan alguna transformada para diferenciar las dos 
señales.
Una cuestión, que ha quedado abierta tras la exposición de la revisión bibliográfi­
ca, es la posible aplicación de las técnicas de supresión de interferencias basadas en 
transformada sobre sistemas FH-SS, que consiga aumentar la calidad de servicio de es­
tos sistemas (probabilidad de error) en entornos con interferencias de banda estrecha. 
Estas interferencias como se ha demostrado son muy perjudiciales y obligan a recurrir 
a la expansión de la energía de los bits en múltiples chips, modulaciones FFH-SS, para 
evitar el aumento de la tasa de error.
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Parte III
Análisis, diseño e im plem entación  
del receptor con supresión de 
interferencias para m odulaciones de 
Espectro Ensanchado con Saltos de 
Frecuencia propuesto.
75

Revisado el estado del arte, se ha llegado a la concluisión que bajo los requisitos 
y condiciones analizados en la introducción es necesario un estudio adicional, objetivo 
de la presente tesis. Bajo el supuesto de la situación vista en dicha introducción, 
resumida bajo las siguientes condiciones del sistema a diseñar: sistemas cuya calidad 
de servicio (probabilidad de error) no se degrade en entornos o canales interferentes, 
una posible alternativa a tener en cuenta, la cual se va a desarrollar detenidamente 
a través de la fase de análisis, diseño e implementación es la de un receptor para 
modulaciones de Espectro Ensanchado con Saltos de Frecuencia, con un módulo de 
spresión de interferencias basado en la Transformada Wavelet.
Hay que destacar que en esta parte y en las venideras al nombrar la modulación 
FH-SS, se hace referencia a la modulación SFH-SS, es decir, sólo un chip por símbolo 
transmitido. Cuando se quiera hacer referencia a las modulaciones en frecuencia con 
múltiples chips por bit transmitido, se nombrarán como FFH-SS de forma expresa.
Los contenidos de esta parte se dividen en los dos capítulos siguientes:
•  Receptor para modulaciones de Espectro Ensanchado con Saltos de Frecuencia 
con supresión de interferencias mediante Transformadas Wavelet Sobremuestrea- 
das
• Implementación del algoritmo de supresión de interferencias mediante estructu­
ras Lattice sobre Procesadores Digitales de Señal
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Capítulo 4
Receptor para m odulaciones de 
Espectro Ensanchado con Saltos de 
Frecuencia con supresión de 
interferencias m ediante 
Transformadas W avelet 
Sobremuestreadas
4.1 Introducción
Las modulaciones de SS son robustas frente a interferencias, pero como se ha mostrado 
en el capítulo 3, la tasa de bits erróneos en sistemas con modulaciones FH-SS aumenta 
mucho, cuando la señal se ve afectada por interferencias de banda estrecha. Estas 
interferencias se modelan habitualmente, como señales del tipo CWT, representadas 
mediante un término senoidal de una determinada frecuencia, o también se pueden 
modelar como ruido gaussiano de banda estrecha.
Las soluciones propuestas a este problema en la bibliografía, se basan en el aumento 
del número de chips por bit. Este aumento modifica la modulación, que pasa a ser 
FFH-SS. Para disminuir la tasa de bits erróneos, la recepción FFH-SS no-coherente 
combina de forma no-lineal la energía de los chips. El inconveniente es que esta 
combinación no-coherente aumenta la tasa de error, en situaciones con ruido AWGN.
Con estos antecedentes, el objetivo de este capítulo es el diseño de un algoritmo 
de supresión de interferencias de banda estrecha, para modulaciones FH-SS. De esta 
forma, se pretende que el algoritmo aumente la inmunidad del sistema, sin tener que
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aumentar el número de chips por bit. La incorporación del algoritmo va a modificar 
el receptor FH-SS no-coherente mostrado en la sección 3.3, mediante la inclusión de 
un nuevo módulo encargado de filtrar la interferencia de banda estrecha, sin degradar 
la señal de comunicación.
Para la construcción del filtro de supresión, se van a considerar todas las alterna­
tivas que se han recogido de la bibliografía y que se han expuesto en el capítulo 3. 
Así pues, dentro de los objetivos de este capítulo se encuentra: determinar el mejor 
dominio donde realizar la supresión y estudiar la mejor transformada, que se adapte 
al desarrollo final.
El capítulo comienza con la presentación del receptor FH-SS modificado y el estudio 
de la señal obtenida en cada una de las etapas de la recepción. En la sección 4.2, 
se identifican las señales obtenidas a la entrada de cada módulo del receptor y se 
determina el punto donde incluir el módulo de supresión. El siguiente paso es el diseño 
del algoritmo que integra el filtro de supresión. Este desarrollo constituye la sección
4.3, incluyendo el análisis inicial de requisitos y el diseño propiamente dicho. Para 
aclarar la forma en la que actúa el algoritmo, se muestra un ejemplo de su aplicación 
sobre una señal con características similares a una interferencia CWT, mostrando los 
resultados obtenidos en el dominio temporal y frecuencial. Este ejemplo completa la 
sección 4.4.
Por último hay que destacar, que tal como se ha mencionado al comenzar la presente 
parte de la tesis, en este capítulo y los posteriores al nombrar un modulación FH-SS, se 
hace referencia a modulaciones SFH-SS, es decir, con un sólo chip por bit transmitido. 
Para hacer referencia a las modulaciones con múltiples chips por bit transmitido, se 
utiliza el término FFH-SS de forma expresa.
4.2 Diseño del receptor para modulaciones de Es­
pectro Ensanchado con Saltos de Frecuencia 
con supresión de interferencias
En la sección 3.3 se ha mostrado el esquema del receptor FH-SS no-coherente. El 
objetivo de esta sección es modificar dicho esquema, para incluir filtros de supresión 
de interferencias. Con esta modificación se persigue eliminar la mayor cantidad de 
energía, proveniente de interferencias de banda estrecha, sin distorsionar la señal de 
comunicación. El receptor modificado que se propone se muestra en la figura 4.1. A 
continuación, se explica con detalle este nuevo receptor y señales producidas a la salida 
de cada uno de los módulos en los que se divide.
En primer lugar hay que especificar la señal modulada que se va a recibir. Esta 
señal se supone modulada con BFSK a nivel de bit y expandida en frecuencias mediante
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F ig u ra  4.1: Diagrama de bloques del receptor FH-SS modificado, con filtro de supresión 
de interferencias de banda estrecha.
F H -S S . D e e s ta  fo rm a , el c o n ju n to  d e  frecu en c ias  q u e  el em iso r p u ed e  u sa r  es: / c, co n  
c G [0 , ..., m  — 1], d o n d e  m  es el n ú m e ro  to ta l  de  frecu en c ias  d e l c o n ju n to . T am b ién  se 
su p o n e  q u e  la  e n tr a d a  a l re cep to r, r{t),  e s tá  c o m p u e s ta  d e  señ a l F H -S S , re p re s e n ta d a  
p o r  s(t),  ru id o  AWGN re p re se n ta d o  p o r  el té rm in o  n(t),  con  d en s id a d  e sp e c tra l de  
p o te n c ia  JQ e in te rfe ren c ia  d e  b a n d a  e s tre c h a , re p re s e n ta d a  p o r  j ( t ) .
r(t)  =  s(t) + n ( í )  +  j ( t )  (4 .1)
Los sím b o lo s tra n s m itid o s  p ro v ien en  de  la  m o d u lac ió n  B F S K  e x p a n d id a  con  F H - 
SS, e x p re sán d o se  m a te m á tic a m e n te  de  la  fo rm a:
s(t) = V2Scos(2Tr(bi/Tb +  f h + f p)t +  <¡>8) (4 .2)
d o n d e  y/2S  es la  a m p litu d  de  la  señ a l, (¡)s es la  fase u n ifo rm e m e n te  d is tr ib u id a  en  
[0, 27t), f p es la  frecu en c ia  de  la  p o r ta d o ra  y  Tb es el p e r io d o  d e  u n  b it ,  que co incide  
co n  el d e  u n  sím bolo , y a  q u e  se h a  co n sid e rad o  B F S K  con  e x p a n s ió n  F H -SS. Los 
v a lo res  G [+ 1 ,0 ] re p re se n ta n  los do s p o sib les  sím b o lo s tra n s m it id o s  p o r la  B S F K . 
L os d e sp laz am ien to s  fh  €  [0 ,2/Tb, 4 /7 } ,,..., 2 ( y  — 1 ) /T b] e s tá n  d e te rm in a d o s  p o r  el 
cód igo  a le a to r io  u tiliz a d o  en  la  e x p a n s ió n  F H -S S  y  m /2  es el n ú m e ro  to ta l  d e  can a les  
d isp o n ib le s , y a  que la  m o d u lac ió n  a  n iv e l d e  b i t  es B F S K  y  m  es el n ú m ero  to ta l  de  
frecu en c ias  u tiliz a d a s  en  la  ex p a n s ió n  F H . L a  en e rg ía  d e  u n  s ím b o lo  es eq u iv a len te  a  
la  e n e rg ía  d e  u n  b i t  y  su  v a lo r es Eb = STb.
P o r  o tro  lad o  la  in te rfe ren c ia  j ( t )  su p u e s ta  d e l t ip o  CWT, t a l  co m o  se ex p resó  en
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3.3.3 es:
¡2 S
j  (t) =  \ — C05(27r(/P +  5fi)t +  <¡>j) (4.3)
V a
donde S  es la potencia de la señal de comunicación, a  es la relación entre la potencia 
se la señal y  la interferencia, f c +  Sfi es la frecuencia de la interferencia y (j)j es la fase 
supuesta uniformemente distribuida en el intervalo [0,27r). Con el fin de facilitar los 
cálculos, la frecuencia se ha expresado como la suma de / c, frecuencia de la portadora, 
más un desplazamiento Sfi.
Los módulos en los que se divide el receptor, junto con la señal de salida producida 
en cada uno de ellos, son:
1. Correlador.
En primer lugar, la señal se correlaciona con cada una de las m  frecuencias 
provenientes de la modulación FH-SS. Para cada una de estas frecuencias se 
tienen dos correladores en cuadratura, definidos como:
Correlador para parte real:
Cf(t) — V  • cos{2,Kfct) (4.4)
Correlador para parte imaginaria:
Ci(t) =  V  • sen{2rKfct)
donde V  =  y f c con c €  [0, ...,m  — 1] son todas las posibles frecuencias
transmitidas.
2. Filtro paso-bajo (FPB).
Durante el intervalo de tiempo que se corresponde con el periodo del bit trans­
mitido, t £ ( t , t  +  Tf>), la salida del filtro paso-bajo correspondiente al correlador 
en cuadratura sintonizado con la frecuencia del símbolo transmitido es:
xcr{t) =  cos{(¡)s) +  -^—cos(2ir5fit +  (f>j) +  nr(t) (4.6)
±b OLlb
xÁ t ) — TFTsen{4>s) +  -^-sen(2ir6fit  +  <j>¡) +  n¿(í)
±b OLlb
donde nr y son variables gaussianas.
Este mismo correlador, en los periodos donde ambas frecuencias no están sinto­
nizadas, presenta la siguiente salida:
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(4.8)
Hay que destacar, que en las ecuaciones anteriores 4.6 y 4.8, el término á/¿, repre­
senta el desplazamiento entre las frecuencias de la interferencia y los correladores, 
por lo tanto este término es distinto para cada pareja de correladores.
A la vista de las ecuaciones 4.6 y 4.8, se puede afirmar que la salida del filtro 
paso-bajo se compone de 3 señales superpuestas:
•  La primera señal es binaria con valores:
— 0, en los intervalos de tiempo donde el correlador no está sintonizado 
con el símbolo transmitido.
— ijrCos(<j)s) ó jrsen((f)s), dependiendo del correlador en cuadratura con­
siderado. Esto términos son constantes durante todo el periodo del bit 
en el que las frecuencias coinciden.
•  La segunda señal es un término de frecuencia constante proveniente de la 
interferencia, rCos(27r5fit +  fy) ó ^  sen (27rá/¿í +  (¡>j).
•  La terera señal es nr ó n¡, que representan variables gaussianas.
3. El muestreador.
La salida de los correladores, después de ser filtrada paso-bajo, se muest rea y se 
divide en bloques. En este momento la variable temporal independiente t  pasa 
a ser el índice del vector n. Los dos bloques provenientes de los dos correladores 
en cuadratura forman un vector complejo, con un número de puntos igual al 
tamaño del bloque utilizado por la transformada, dicho tamaño se definirá con 
mayor detalle en la sección 4.3.
Para una pareja de correladores Cr(t) yc¿(í), dentro de los periodos de bit en los 
que la frecuencia queda sintonizada con la frecuencia del símbolo transmitido, el 
vector complejo muestreado es:
Xar{n) =  COSÍOS) +  -^-COsfaSfiT l/f8 +  4>j) +  nr(n)
Ib Oílb
xd(n) =  ^ s e n ( 0 s) +  ^ se n (2 7 r á /¿ n //s +  fa) +  m(n)
donde n es el índice del vector y f s es la frecuencia de muest reo.
Para estos mismos correladores, el vector en los intervalos donde no están sinto­
nizados con el símbolo transmitido es:
(4.10)
Xcrit) =  ~— cos(27r8fit +  (/>j) +  nr(t) 
a l b
Xá{t) =  -^=-sen(2nSfit +  fa) +  n¿(£) aTb
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xcr{n) =  -^rCos(2irófin/fs +  <¡>j) +  nr(n) (4.12)
OLI b
xá(n) =  -^-sen(27rófin/fs +  fy) +  n¿(n)
A partir de las ecuaciones 4.10 y 4.12, se observa que el término ^rCos(27r¿/¿n//s+  
4>j) ó ■~sen(2Tr5fin/fs-\-(j)j)^  generado por la interferencia obstaculiza la correcta 
recepción de los bits transmitidos.
Así pues, el módulo de supresión va a ser el encargado de eliminar este término, 
cuya frecuencia 27r5 f in /f s es totalmente aleatoria, apareciendo añadido en la 
salida de ambos correladores en cuadratura. Este filtrado debe realizarse antes 
de continuar con el proceso de recepción de la señal de forma no-coherente.
4. Transformación.
Una vez muestreada la señal, el vector complejo obtenido para cada pareja de 
correladores se denota: X c, con c E [0,..., m  — 1]. Este vector constituye la 
entrada al filtro de excisón en el dominio de la transformada. Cada uno de los 
componentes de este vector complejo proviene de uno de los dos correladores en 
cuadratura, representándose como: X c =  X ^  +  jX ^ .  Los vectores tienen un 
número de puntos que engloba varios símbolos transmitidos, ya que su tamaño 
coincide con el bloque utilizado por la transformada.
Los puntos del vector forman una secuencia, cuyos valores coinciden con los de 
la ecuación 4.10, cuando el índice, n, está comprendidos dentro del periodo de 
un símbolo, con frecuencia sintonizada a la del correlador. Pero si las frecuencias 
no son iguales, los valores vienen dados por la ecuación 4.12.
Al final, tal como se ha explicado en el punto dedicado al filtro paso-bajo, la 
secuencia X c se puede considerar como la suma de una secuencia binaria, con 
intervalos a nivel alto múltiplos del periodo de un bit, otra secuencia senoidal 
de frecuencia 2nSfin /fs y una secuencia de valores con distribuición gaussiana. 
El filtro de supresión es el encargado de eliminar el segundo término, como se 
describe con más detalle en la sección 4.3.
5. Sumador.
El siguiente módulo suma todos los puntos correspondientes a un mismo símbolo. 
La salida de este módulo tiene la forma:
ücr =  $ > « • ( " )  (4.14)
M
Uai =  ^   ^X ^ n )
M
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donde M  es el número de puntos que forman el símbolo. Suponiendo =  Tb 
y aproximando el valor ^ZM cos(n) ~  J^b cos(x)dx, el sumatorio 4.14 se puede 
expresar para los intervalos con frecuencias coincidentes entre símbolo y correla­
dores como:
1
y/a
Ucr =  COs(4>s) H y=SÍnc(fl)cOs(^L +  fc)  +  Nc (4-16)
Uá =  sen(fc) +  -j=sinc(fi)sen(fi +  fc)  +  Ni 
y /a
donde =  Óf/Tb- Además los términos Nc y iV¿ representan distribuciones 
gaussianas.
Si la frecuencia del símbolo transmitido no coincide con la frecuencia del corre­
lador, la salida del sumatorio es:
1_
y /a
Ucr =  —f=sinc(n)cos(ii +  fc) ■+■ Nc (4-18)
Uá =  —r=sinc(ii)sen(n  +  fc) +  N{
y/a
En este capítulo se supone que la sincronización entre el emisor y el receptor 
a nivel se símbolos transmitidos es perfecta. Las técnicas para conseguir la 
sincronización se pueden consultar en [58].
6. Combinador no-coherente.
Las salidas de los sumadores en cuadratura se combinan para eliminar la depen­
dencia con la fase de la portadora. Se puede considerar la pareja Ucr y Uá como 
las dos componentes de una señal compleja Uc expresada como:
Uc =  e ^ 8 H— 7=sm c(/z)e^ +  Z  (4.20)
y/a
donde Z =  N c +  jN i.  La salida de este módulo es la variable de decisión \UC\2, 
que elimina la dependencia con la fase fc.
7. Detector.
Este último módulo determina el símbolo transmitido a partir de las entradas 
\UC\2. Aunque para cada bit transmitido se obtienen los valores obtenidos pa­
ra las m  frecuencias posibles, que puede transmitir el emisor de acuerdo con la 
modulación FH-SS, solamente es necesario comparar los valores \UC\2 correspon­
dientes a las 2 frecuencias que utiliza la modulación BFSK, desplazadas hasta el 
canal indicado por el código PN.
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El receptor FH propuesto está basado en [15]. Sin embargo, el receptor que se 
describe en [15] tiene como objetivo la detección no-coherente de señales DS-SS, junto 
con la supresión de interferencias de banda estrecha. En dicha referencia se plantea el 
diseño del módulo de filtrado, tanto con algoritmos en el dominio de la transformada 
de Fourier, como mediante algoritmos adaptativos en el dominio temporal. De esta 
forma, el receptor introducido en [15] presenta las siguientes diferencias:
•  Contiene una única pareja de correladores en cuadratura.
•  El orden en el que se realiza el cuadrado y el sumatorio de la señal discreta 
está invertido. Esta inversión de bloques se debe a que en el caso DS-SS sólo 
hay una portadora, es decir, no hay interferencia proveniente de las portadoras 
de canales contiguos. Por lo tanto, la señal puede elevarse al cuadrado antes de 
ser integrada sobre el periodo del símbolo.
4.3 Diseño del filtro de supresión de interferencias
En esta sección se presenta el algoritmo de filtrado propuesto. Como ya se ha co­
mentado en la sección 4.2, este módulo de filtrado integrado en el receptor FH-SS 
debe eliminar la mayor cantidad posible de energía correspondiente a la interferencia, 
degradando mínimamente la señal de comunicación.
Para comenzar el proceso de diseño, primero se definie el tipo de interferencia 
frente a la que se desea aumentar la fiabilidad del sistema FH-SS. A continuación, se 
analizan las opciones que se han recogido en la bibliografía, la mayoría de ellas aplica­
das sobre modulaciones DS-SS, estudiando su posible aplicación al sistema planteado. 
Por último, se especifica el algoritmo desarrollado, mostrando sus características y el 
pseudocódigo para su programación.
4.3.1 H ipótesis iniciales
En el desarrollo del algoritmo se va a suponer, que el ancho de banda ocupado por la 
interferencia es menor, que el ocupado por un canal correspondiente a la modulación 
FH-SS. Además, la interferencia se supone, tal y como se describe en la sección 3.3.3, 
formada del tipo CWT. También se asume que la zona de frecuencia ocupada por la 
interferencia puede variar de forma aleatoria, estando la interferencia compuesta por 
múltiples tonos. Cada uno de ellos afecta a un canal distinto de los ocupados por la 
señal modulada FH-SS.
Por último, se exige que el algoritmo tenga un coste computacional reducido, de 
cara a su posible implementación y aplicación en sistemas de comunicación reales, que
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implementen una modulación FH-SS. En concreto se persigue su posible aplicación 
sobre un dispositivo programable del tipo Procesador Digital de Señal (Digital signal 
processors, DSP).
Estas suposiciones o hipótesis iniciales no son excesivamente restrictivas, ya que 
se ajustan a las interferencias encontradas en canales reales, como el presentado en 
el capítulo 6. Además, no quitan generalidad en el estudio, dado que son tomadas 
habitualmente en trabajos similares [58], [TI].
4.3.2 Análisis del algoritmo
En este apartado se plantean y analizan las posibles alternativas, que se pueden tomar 
en el diseño del algoritmo. Estas cuestiones se ven afectadas por el tipo de modulación 
utilizada y las condiciones de la interferencia supuestas en el apartado 4.3.1 anterior. 
Las consideraciones a tener en cuenta son:
1. Consideración.
La primera cuestión, que se plantea en el desarrollo del algoritmo, es la elección 
del dominio donde realizar la supresión de la interferencia. Como se ha expuesto 
en el capítulo 3, las técnicas basadas en el dominio temporal necesitan algoritmos 
adaptativos para ajustar los coeficientes de los filtros. El problema que aparece 
es que estos algoritmos necesitan un cierto intervalo de tiempo, para que los 
coeficientes converjan hacia los valores óptimos, siendo difícil su utilización en 
situaciones donde la interferencia no es estacionaria, o varía su posición dentro 
del espacio de frecuencias rápidamente [28]. Por otro lado, los algoritmos basados 
en el dominio transformado tienen la ventaja de su fácil implementación y su 
rápido ajuste frente a las variaciones de la interferencia [39]. Estas dos razones 
hacen que el algoritmo propuesto se base en el dominio de la transformada.
2. Consideración.
La segunda consideración importante es la relación entre el ancho de banda 
ocupado por la señal FH-SS y el ocupado por la interferencia. Como ya se men­
cionó en el capítulo 3, la modulación DS-SS expande la señal instantáneamente 
sobre toda la zona del espectro disponible, siendo la diferencia entre el ancho de 
banda ocupado por la interferencia y la señal DS muy grande. Esto permite que 
al eliminar la zona del espectro afectada por la interferencia, no se degrade fuerte­
mente la señal DS. Sin embargo, no sucede lo mismo al considerar la modulación 
FH, cuyo espectro instantáneo ocupa una intervalo de frecuencias estrecho. Por 
lo tanto, es necesario obtener una buena resolución en frecuencias, que permita 
distinguir ambas señales. Esta condición depende de la transformada y de la 
expansión FH:
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•  La dependencia con la transformada:
Para llevar a cabo implementaciones reales, con FFT o con DWT, es ne­
cesario que la señal de entrada tenga una longitud finita [58], [19], con un 
número determinado de muestras que se denomina N. Así pues, la señal de 
entrada se puede considerar como un bloque de elementos con un tamaño 
fijo N. El tamaño del bloque dependerá de la implementación final que se 
haga de la transformada. Aunque es cierto, que cuanto mayor sea el ta­
maño del bloque mejor resolución frecuencial se obtiene, como se desprende 
directamente de las propiedades de la FFT [58], o del hecho de que la DWT 
puede llegar hasta un nivel de descomposición J  =  log2 {N ) [77].
Además hay que destacar, que es preciso que la transformada concentre la 
interferencia en un pequeño número de puntos, debido a la mayor degrada­
ción que supone para la señal FH eliminar zonas del espectro. Por lo tanto, 
es necesario que el algoritmo sea muy selectivo en frecuencia.
•  La dependencia con la modulación:
Para conseguir mayor resolución, la expansión de la energía que realiza el 
código PN debe ser equitativa entre todos los canales, ya que esto produce 
un ensanchamiento del espectro de la señal, frente al espectro ocupado por 
la interferencia.
3. Consideración.
La tercera cuestión es la transformada elegida. Las alternativas más adecuadas, 
como se ha comentado en el apartado 3.4.2 del capítulo anterior, son la FFT y 
la WT. Como primera alternativa se puede considerar la utilización de la FFT, 
dado que es una transformada para la que existen algoritmos rápidos, pero el 
principal problema que presenta es la dispersión de la energía de la interferencia 
en forma de sm c(x), que se produce al utilizar un tamaño de bloque finito, por 
el fenómeno del enventanado.
Como segunda posibilidad se puede considerar la WPT, utilizando bancos de fil­
tros, que permiten optimizar el conjunto de coeficientes con el que se representa 
la señal, como ya se ha expuesto en el apartado 2.5. Con estas transformadas se 
pretende detectar y confinar en una única subbanda, la energía de la interferen­
cia. Pero dependiendo del tipo de descomposición que se haga, pueden aparecer 
problemas en las zonas de corte entre subbandas, como se discute en [79]. Estos 
problemas aparecen porque siempre existe un pequeño solapamiento entre los 
espectros de los filtros, dado que no son ideales. Además, si la interferencia se 
sitúa exactamente en la zona de corte de ambas subbandas, ninguna de ellas la 
contendrá totalmente, como ya se expuso en el apartado 3.4.2 para modulaciones 
DS-SS.
Para evitar que la interferencia quede dividida entre dos subbandas, existen dos 
posibles soluciones consideradas en la bibliografía:
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•  Una primera solución presentada en [79] y comentada en el apartado 3.4.2, 
utiliza filtros diádicos o triádicos en cada nivel de la transformada, seleccio­
nando la descomposición que mejor se ajusta al espectro de la señal. Este 
algoritmo tiene un coste computacional de orden O (AH/[79], siendo N  el 
número de puntos del vector de entrada a la transformación.
•  Una segunda solución planteada en [35] y comentada en el apartado 2.5, 
desplaza la señal en frecuencia para buscar la mejor base con la que repre­
sentarla. Esta alternativa no ha sido desarrollada para la eliminación de 
interferencias en modulaciones SS, calculando todo el árbol de descomposi­
ción para cada posible desplazamiento en frecuencia de la señal. Con este 
método se obtiene un algoritmo de coste de orden 0 ( N 2).
Los inconvenientes de estas dos soluciones son:
•  En la primera propuesta, la división diádica o triádica del árbol de des­
composición evita el caso de que la interferencia quede situada entre dos 
subbandas. Pero el algoritmo no puede asegurar, que la interferencia que­
de totalmente centrada en la zona paso-banda de uno de los filtros. Así, 
dependiendo de la frecuencia en la que se sitúe, parte de su energía puede 
quedar en subbandas vecinas.
•  En la segunda solución el coste del algoritmo es muy elevado. La razón de 
este problema es que el algoritmo no está diseñado, para la eliminación de 
interferencias que ocupan una sola zona del espectro, su planteamiento es 
más general. En él se aborda el problema de la búsqueda de la mejor base 
con la que representar una señal, utilizando descomposiciones en WPT.
Ya que estos dos algoritmos presentan inconvenientes, el objetivo del siguiente 
apartado 4.3.3 es el diseño de un nuevo algoritmo, que se ajuste mejor a las 
condiciones dadas por el tipo de interferencia, asumida en el apartado de hipótesis 
4.3.1, y a las modulaciones FH-SS. Este algoritmo se va a basar en la UWPT, 
vista en al sección 2.6, que permite realizar una transformación invertida desde 
los niveles de mayor resolución frecuencial, hacia los de menor resolución. Con 
esta transformación invertida, se puede centrar la interferencia en la zona paso- 
banda de los filtros con un bajo coste computacional, como se demuestra en la 
próxima sección 4.3.3.
4.3.3 Algoritm o basado en Transformadas W avelet Sobremues­
treadas
En este apartado se propone un núevo algoritmo, para la detección y concentración 
de la energía de la interferencia en una subbanda mediante la UWPT, transformada 
introducida en el apartado 2.6. Este algoritmo utiliza desplazamientos de la señal en
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frecu en c ia , p a r a  o b te n e r  la  m ejo r re p re sen ta c ió n  en  el d o m in io  de  la  t ra n s fo rm a d a , con  
u n  b a jo  co s te  co m p u tac io n a l. C o n  el fin de  o p tim iz a r  la  e lim in ac ió n  de  en e rg ía  d e  la  
in te rfe ren c ia , el a lg o ritm o  la  s i tú a  en  las posic iones d e  frecu en c ia  c e n tra d a s  en  la  zo n a  
p a s o -b a n d a  del e sp e c tro  de u n o  de  los filtros, com o se m u e s tra  en  la  fig u ra  4.2. P a r a  
ello , p re v ia m e n te  se re q u ie re  ca lc u la r  el d e sp laz am ien to  en  frecu en c ia  ó p tim o , p a r a  
s i tu a r  la  in te rfe ren c ia  en  e s ta  zona.
T am b ién  h u b ie ra  sido  p o sib le  d e sp laz a r los filtro s  en  vez de la  seña l. P a r a  ello, se 
m u ltip lic a  c a d a  filtro  p o r  el fa c to r el27rdn/ L, sien d o  d el d e sp laz am ien to , L  el n ú m e ro  de 
coefic ien tes del filtro  y  n  el ín d ice  de  la  m u ltip licac ió n . P e ro  a l re a liz a r  e s ta  o p e rac ió n  
los coefic ien tes del filtro  p a sa n  a  ser valores com plejos, lo q u e  co m p lica  el d iseñ o  del 
a lg o ritm o . P o r lo ta n to ,  se h a  o p ta d o  p o r  d e sp la z a r la  seña l.
Desplazamiento
óptimo
Señal obtenida 
tras el despalzamiento
Señal original 
antes del 
desplazamiento2
t<
G(f)
F ig u ra  4.2: Desplazamiento en frecuencia y centrado de la señal sobre una subbanda.
Los filtro s  en  la  tra sn fo rm a c ió n  U W P T , com o se co m en tó  en  la  sección  2.6, ca m b ia n  
su  an ch o  d e  b a n d a  en  c a d a  n ivel de  reso luc ión  j , t a l  com o  se m u e s tra  en  la  fig u ra
4.3. Si se co m ien za  el d esa rro llo  d esd e  el n ivel de  m en o r re so lu c ió n  frecu en c ia l, n ivel 
j  =  1 d o n d e  los filtro s o c u p a n  c a d a  u n o  de  ellos la  m ita d  d e l e sp e c tro , e x is ten  m uchos 
d e sp laz am ien to s  posib les, p a r a  c e n tra r  la  in te rfe ren c ia  en  la  zo n a  p a so -b a n d a  d e  H ( f )  
ó < ? ( /) , com o se p u ed e  c o m p ro b a r  en  la  fig u ra  4.3. P a r a  se lecc io n ar el d e sp la z a m ie n to  
q u e  s i tú a  la  in te rfe ren c ia  en  la  zo n a  p a so -b an d a , es n ecesario  p rim ero  d e sp la z a r  la  
señ a l m u ltip lic á n d o la  p o r  el fa c to r  el2ndnlN, s ien d o  d el d e sp laz am ien to , N  el n ú m e ro  
to ta l  de p u n to s  que co n tien e  el v ec to r de e n tr a d a  y  n  el ín d ice  d e  la  m u ltip licac ió n . A  
co n tin u ac ió n , la  señ a l d e sp la z a d a  se f iltra  con  H  y  G. E s ta s  d os o p e rac io n es  h a y  que 
re p e tir la s  p a r a  to d o s  los d e sp lazam ien to s  posib les, d. P o r  co n sig u ien te , si el a lg o ritm o
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co m en zase  en  j  = 1 el co s te  c o m p u ta c io n a l se r ía  m u y  elevado , d e l o rd e n  del o b te n id o  
en  [35].
P o r  el c o n tra rio , si el a lg o ritm o  co m ien za  en  u n  n ivel d e  re so lu c ió n  frecu en c ia l 
m ay o r, en  la  fig u ra  4.3 se co rre sp o n d e  con  j  = 4, e l n ú m e ro  de  d esp laz am ien to s  q u e  
h a y  q u e  a p lic a r  es m en o r, p o rq u e  el an ch o  de  b a n d a  de  las  zo n as p a so -b a n d a  de  los 
filtro s  en  e s te  n ivel es m enor.
H(2f)"O i 3
E 0.5 
<
0 0.5 1
f /7 t
Interferencia G(>)
Desplazamienjís 
en frecu
Nivel
Mayor 
j=4 resolución 
frecuencial. 
A
j=3
i=2
▼
Menor 
:-| resolución 
frecuencial.
F ig u ra  4.3: Representación del espectro de los filtros de Daubechies con 4 coeficientes 
para cuatro niveles de resolución j  €  [ 4 , . . . ,  1]. La figura muestra el ancho de banda 
de los filtros en diferentes niveles de resolución.
A sí p u es , p a ra  re d u c ir  el n ú m ero  de  d esp lazam ien to s , la  d esco m p o sic ió n  co m ien za  
en  u n  n ivel de  m ayor re so lu c ió n  frecuencia l, n ivel d o n d e  los f iltro s  t ie n e n  in te rv a lo s  
p a s o -b a n d a  d e  m en o r ta m a ñ o .
E l ú lt im o  nivel, d o n d e  co m ien za  la  d esco m p o sic ió n  in v e rtid a , es el que p re s e n ta  
m ay o r reso lu c ió n  frecuencia l, en  u n  d esa rro llo  n o rm a l d e l á rb o l d e  la  W P T . P o r  co n ­
s ig u ien te , r e s u lta  im p o sib le  u ti liz a r  d ich a  tra n s fo rm a d a , y a  q u e  en  d ich o  nivel la  señ a l
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debe estar diezmada, para poder producir la subbanda adecuada. Por otro lado, la 
UWPT, al no diezmar la señal, permite realizar el desarrollo de la transformada de 
forma invertida.
Para concluir la discusión sobre las condiciones iniciales de diseño, se van a reca­
pitular las decisiones tomadas:
1. Sobre la señal de entrada, compuesta por un bloque de N  puntos, se van aplicar 
desplazamientos en frecuencia para situar la interferencia en la zona paso-banda 
de uno de los filtros utilizados en la transformación.
2. La descomposición comienza en el nivel de mayor resolución frecuencial, con el 
fin de reducir el número de desplazamientos posibles de la señal.
3. La transformada utilizada para realizar la descomposición es la UWPT, porque 
permite llevarla a cabo de forma invertida.
Una vez tomas las decisiones de diseño del algoritmo, a continuación se muestra su 
especificación. Para comenzar se estudia el algoritmo de análisis y posteriormente se 
determinará el de síntesis.
Algoritmo de análisis
La descomposición de análisis comienza en el nivel de mayor resolución frecuencial, 
denominado nivel J. Los demás niveles son tratados de forma diferente por lo que se 
va a distinguir entre dos casos:
•  Caso 1: Descomposición del nivel J.
En este nivel, el algoritmo recoge el vector complejo X j ,  proveniente de la salida 
del filtro paso-bajo correspondiente a una pareja de correladores en cuadratura: 
X j  — X j r +  j X jí. Este vector, X j , se corresponde con el mostrado y explicado 
en la ecuación 4.10.
Para conseguir centrar la interferencia en la zona paso-banda de uno de los filtros, 
el vector de entrada X j  se modifica mediante desplazamientos en frecuencia. 
Los desplazamientos se realizan mediante la multiplicación del vector X j , con la 
exponencial él2irdn/N. El conjunto de todos los desplazamientos en frecuencia, en 
el nivel J  viene dado, por el ancho de las zonas paso-banda de los filtros. Este 
conjunto denotado d(J) tiene sus valores comprendidos en d(J) G [0, . . . ,£?/],  
siendo B j  el ancho de las zonas paso-banda de los filtros correspondientes en 
este nivel. Gráficamente el intervalo de desplazamientos d(J) se representa en la 
figura 4.4
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2 d(j>
Interferencia
1
0 10 .5
f/it
0
F ig u ra  4.4: Espectro de los filtros de Daubechies con 4 coeficientes para el nivel j  =  4. 
La gráfica muestra el intervalo de desplazamientos d(j) que se aplican en el caso J  =  4.
U n a  vez ap licad o  u n  d e sp laz am ien to  a l v e c to r  de  e n t r a d a  d ( J ) ,  el a lg o ritm o  lo 
d esco m p o n e  de  fo rm a  d iá d ic a  m e d ia n te  co n vo luc ión  con  los filtro s  defin idos p a r a  
ese nivel. D ichos filtro s son: h0 ij{n ), el f iltro  p a so -b a jo , y  go,j(n), el filtro  paso - 
a lto , re sp ec tiv am en te . E s to s  d os filtro s  e s tá n  fo rm ad o s p o r  los coeficien tes de  los 
filtro s p a so -a lto  y  p aso -b a jo , h0 (n) y  go(n), con  2J_1 — 1 ce ro s  in te rc a lad o s  e n tre  
sus coeficien tes. P a ra  u n  n ivel g en é rico  j  e s ta  re lac ió n  es, t a l  com o se in tro d u jo  
en  la  sección  2 .6 :
9 oj(n) = [go(0),01 1^ L0,go( l ) ,0 , . . . ,0 ,g o ( L 1 -  1)] (4 .21)
2 Í - 1—1
hoj(n) =  MO) ,  O ^ ^ O , h0 (l) , 0 , . . . ,  0, ho(L! -  1)] (4 .22)
2 J - 1—1
H ay  q u e  d e s ta c a r  q u e  los filtro s  del n iv e l j  =  1 co in c id en  con  los filtro s de  la  
d efin idos p a r a  la  T W : h0¡i(n ) =  h0 (n), go,i(n) =  go(n)-
C om o re su lta d o  de e s ta  o p e rac ió n  se o b tie n e n  los v ec to res  W 7,0,d(j) y  W j,i,d(j)- E l
p rim ero  W jto,d(j) co rre sp o n d ie n te  a  la  s u b b a n d a  p a s o -b a ja  y  el segundo  
a  la  p a so -a lta , los cu a les  c o n tien e n  el m ism o  n ú m e ro  d e  p u n to s  q u e  X j ,  y a  q u e  
la  U W P T  no  d iezm a  la  señal.
P a r a  c a d a  d e sp laz am ien to  d( J ) ,  se o b tie n e n  las  d os s u b b a n d a s  Wjp,d{j) Y 
cu y as ecuac iones son:
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Vector paso-bajo
wj,0Aj){n) =  ¿ M O M »  -  (4.23)
1=0
Vector paso-alto
l-  i
wj,iAJ){n) =  J 2 g 0(l)(x j(n  -  2■’- H y M n - 2-’-H)é(j ),N) (424)
1=0
siendo n £ [0 , . . . ,  N  — 1], d{J) el desplazamiento, L  es el número de coeficientes
de los filtros, X j  es el vector complejo de entrada y N  es el número total de
puntos de dicho vector.
Para seleccionar el desplazamiento d(J), que sitúa la interferencia centrada en 
la zona paso-banda de uno de los filtros, se utiliza la diferencia de energía entre 
los vectores paso-alto y paso-bajo:
N—l N —l
=  I ^ 2  ||w7,i,d(j)(n)||2 -  l l ^ o ^ W I I 2! (4.25)
71=0 71=0
El valor de d(J), que maximiza la diferencia de energía entre las dos subbandas 
para este nivel J, se denomina D( J) y se define:
D (J) =  {d (J )\m ax(A E jAJ)), d(J) e  [ 0 , . . . , B j ]} (4.26)
Esta diferencia de energía será máxima, cuando la interferencia esté centrada en 
la zona paso-banda de uno de los filtros. Por lo tanto, el desplazamiento D (j)  
es áquel que centra la interferencia en la zona paso-banda de uno de los filtros.
Una vez determinado D (J),  el algoritmo selecciona la pareja de vectores paso- 
bajo y paso-alto correspondientes a dicho desplazamiento, y W0;iijd(j).
Entre los dos vectores considerados, el algoritmo continua descomponiendo el que 
tiene mayor energía. El vector descartado, junto con el desplazamiento realizado 
D (J), se almacenan de cara a su utilización en el proceso de síntesis, que se 
realiza posteriormente.
Es posible, que todos los valores A E j^ j)  estén muy próximos, siendo el valor 
máximo menor que un cierto umbral. En este caso, la interferencia presenta 
un ancho de banda mayor, que la zona paso-banda de los filtros en ese nivel de 
resolución. Ante esta situación, el algoritmo comienza en el nivel «7—1, puesto
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que un único filtro en el nivel J  no es capaz de concentrar toda la energía de 
la interferencia. Por lo tanto, es necesario pasar a un nivel de menor resolución 
frecuencial, «7—1, como nivel inicial del algoritmo, siendo la zona paso-banda de 
los filtros más ancha en este nivel.
Hay que destacar, que el desarrollo del algoritmo está condicionado por dos 
parámetros:
— El primero de ellos es el incremento del desplazamiento en frecuencia, de­
finido como A d. Este factor es el utilizado como paso de resolución en la 
elección de los valores d(J). Dependiendo de este parámetro se obtiene 
mayor o menor precisión en la alineación entre filtros e interferencia. Cuan­
to menor sea más precisión se consigue, pero el numero de iteraciones de 
filtrado en el nivel J  aumenta, por lo tanto afecta al coste del algoritmo. 
Debido a que el parámetro afecta a la precisión en el alineado y al coste, su 
elección se basa en una relación de compromiso
— El segundo parámetro es el nivel inicial del desarrollo J. Este término 
puede estar comprendido en el rango J  €  [1 , . . . ,  N], siendo N  número de 
elementos en el vector de entrada. El valor J  define al tamaño del ancho 
de banda de los filtros en el primer nivel. Pero si aumenta este ancho de 
banda, el número de iteraciones en dicho nivel también aumenta, es decir, 
se incrementa el coste. Por otro lado, si disminuye el ancho de banda, 
puede ser demasiado estrecho para contener totalmente la interferencia en 
una única subbanda. Así pues, este factor debe elegirse de nuevo mediante 
una relación de compromiso entre: coste del algoritmo y ancho de banda 
mínimo para contener la mayor parte de la energía.
Ambos parámetros se estudian con mayor profundidad en el capítulo 6, donde 
se comprueba específicamente el rendimiento del algoritmo propuesto.
•  Caso 2: Descomposición del nivel j  € [0 , . . . ,  J  — 1].
Una vez concluido el nivel J, el algoritmo continua de forma iterativa con el 
siguiente nivel de resolución. El nuevo vector de entrada es el que tiene mayor 
energía entre Wj)0)d(j) y ^ j,i,d(j)- Este vector se representa en la nueva iteración 
como X j - 1.
En los siguientes niveles de resolución, debido al alineado de las zonas de corte 
y las zonas paso-banda de los filtros, correspondientes a dos niveles de descom­
posición consecutivos, la interferencia sólo puede estar en dos posiciones:
1. En una zona de corte entre las dos subbandas.
2. En la zona paso-banda de uno de los filtros.
Esta propiedad se puede observar en la gráfica 4.5, donde se representa el espectro 
de los filtros de Daubechies con 4 coeficientes para cuatro niveles de resolución.
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En dicha gráfica se puede comprobar, el alineado de las zonas de corte y las zonas 
paso-banda de los filtros, en diferentes niveles de resolución. Así pues, tras ser 
centrada la interferencia en la zona paso-banda de uno de los filtros en el nivel 
J, en el nivel J  — 1 sólo puede estar en las dos situaciones definidas.
Además, es posible conocer la posición donde está la interferencia, comprobando 
la subbanda de la que procede la señal X j - i .
1. Si X j_ i procede de W jyoyD(j), subbanda paso-baja obtenida con hoyj(n),  la 
interferencia está en la zona paso-banda de un filtro en el nivel J  — 1.
2. Si X j - i  procede de subbanda paso-alta obtenida con goyj(n), la
interferencia está en la zona de corte de los filtros en el nivel J  — 1.
Esta propiedad se puede comprobar en la figura 4.5. Así el algoritmo desplaza 
la señal en frecuencia con valores D (J  — 1) =  0 si X j - i  procede de o
D (J  — 1) =  B j- 2/ 2 si X j_ i procede de VEjj0}d(j)- De esta forma sólo es necesario 
un desplazamiento para seguir manteniendo la señal alineada a las zonas paso- 
banda de los filtros en el nuevo nivel J  — 1.
Una vez desplazada la señal X j - i  se descompone en las nuevas subbandas 
W j - i yQyD (j-i) y W . )• Pero en este nivel sólo hay que filtrar la señal una 
única vez, es decir, sólo hay una pareja de vectores y
Las ecuaciones que calculan los vectores paso-alto y paso-bajo son las mismas 
que las del nivel J  de resolución, pero restringiendo el valor D (J  — 1). Las 
ecuaciones en un nivel genérico j  €  [J — 1 , . . . ,  1] son:
« te x flí» )  =  E  -  v -H ) é 2^ - 2i~^D^ N) (4.27)
1=0
«Al W )W  =  -  2 ( 4 . 2 8 )
1=0
Entre los dos vectores se elige áquel que concentra la interferencia y se sigue 
iterando sobre él. El vector descartado, junto con el desplazamiento aplicado en 
este nivel D (J  — 1), se almacenan de cara a la reconstrucción.
Los demás niveles de resolución j  G [J — 2 , . . . ,  1] se calculan de la misma forma 
que J  — 1. Así, al considerar el nivel j  si X j  proviene de W^+i,o1z?(j+i)> entonces 
D {j)  =  0, y si Xj  proviene de Wj+íyiyD(j+i), entonces D (j)  =  B j / 2. Aplicando 
las ecuaciones 4.27 y 4.28, se obtienen las nuevas subbandas WjyoyD(j) y  Wj\i,jdü), 
de las cuales se selecciona la mayor y se almacena la descartada junto con D (j) ,  
para el proceso de reconstrucción.
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Nivel
Mayor 
J=4 resolución 
frecuencial. 
A
j=3
J=2
f
Menor 
js -| resolución 
frecuencial.
F ig u ra  4.5: Representación del espectro de los filtros de Daubechies con 4 coeficientes 
para cuatro niveles de resolución j  E [4 , . ,  , ,  1]. La figura muestra el alineado de las 
zonas de corte y paso-banda de los filtros en niveles de resolución consecutivos.
A l lleg a r a l n ivel d e  m e n o r reso luc ión  frecu en c ia l, n ivel 1 , la  in te rfe ren c ia  q u e d a  
s i tu a d a  en  u n a  frecu e n c ia  c e rc a n a  a  0 ó 7r, y a  q u e  e s ta s  son  las  zo n as  p a s a -b a n d a  p a ra  
los filtro s  ho(n) y  go(n). E n  e s te  n ivel de  re so lu c ió n , el v ec to r con  m ay o r en e rg ía  e n tre  
los dos v ec to res  VF1)0,d ( i)5 Wi,i,z>(i)i es el Que en g lo b a  la  in te rfe ren c ia . E l a lg o ritm o  de 
an á lis is  q u e d a  re su m id o  en  fo rm a  de  p seu d o có d ig o  en  la  fig u ra  4.6.
E n  la  fig u ra  4.7, se m u e s tra  u n  e jem p lo  d e  la  ap lica c ió n  d e l a lg o ritm o  de  an á li­
sis. L a  g rá fica  re p re s e n ta  en  p rim e r lu g a r, el e sp e c tro  de  la  señ a l en  c a d a  n ivel de 
reso lu c ió n . L a  señ a l o r ig in a l e leg id a  t ie n e  u n  e sp e c tro  p lan o  so b re  to d o  el ra n g o  de 
frecu en c ias , ju n to  con  u n a  in te rfe ren c ia  de  b a n d a  e s tre c h a  s u p e rp u e s ta  en  u n a  de­
te rm in a d a  frecu en cia . E n  c a d a  n ivel d e  re so lu c ió n , el e sp e c tro  de  e s ta  señ a l se va 
m o d ific an d o  a l a p lic a r  los d esp laz am ien to s , q u e  c e n tra n  la  in te rfe ren c ia , y  los filtros, 
q u e  v an  d ie z m a n d o  zo n as  d e l e sp ec tro . C om o re s u lta d o  de  la  desco m p o sic ió n , en  el 
n iv e l J  =  1 la  in te rfe re n c ia  q u e d a  c e n tra d a  en  la  z o n a  p a so -b a n d a  del G(f ) .  L a  figu ra
-o 1 g
E 0.5 
<
0.5
E 0.5 
<
• G(2f)H(2f)
E 0.5 
<
m
0.5
V%
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ANÁLISIS:
for (d(J) = 0; d(J)<= B ,; d(J) = d(J) + Ad)
{
Xdesplazada = desplazamiento( Xj con d(J));
WJ)0 [d(J)]= conv( Xdesplazada, hoj);
Wj i [d(J)] = conv( Xdesplazada, g^);
A¿[d(J)] = energia(Wh\ [d(J)]) - energia(WJ)0 [d(J)]);
}
D(J) = (valor d(J) con máximo ( |AEj[d(J)] | )); 
if (AEj[D(J)]< 0 ) Xj. i = Wj o [D(J)];
else Xj.i=W j,i[D(J)];
fo r(j = J-l;j> 0 ;j= j-l)
{
if(Xj = =Wj_i)0)D(j-l))D(j)=O; 
else DO'^Bj/2;
Xdesplazada = desplazamiento( Xj con D(j) )¡
Wj o,D(j) — convolución( Xdesplazada, hoj);
Wj,l,D(j) = convo!ución( Xdesplazada, g^);
AEj = energia(Wj^DQ)) - energ/'a(Wj o,D(j)); 
¡ f (AEj<0)  xj - i = wj,o,d(j);
else x j-l =w j,l,d(j)5
}
Figura 4.6: Pseudoódigo del algoritmo de análisis. En el algoritmo la función des­
plazamiento (X,d), aplica el desplazamiento en frecuencia d sobre la señal X . La fun­
ción conv(Xi,X2) realiza la convolución de las dos señales. Por último la función 
energía(W) calcula la energía del vector de entrada, como se definió en la ecuación 
4-25, y la función valor de d(J) que máximiza \AE[d(J)]\ devuelve el índice d(J), con 
mayor diferencia de energía entre las dos subbandas. El algoritmo distingue entre el 
primer nivel de resolución J y el resto j  € [J — 1 , . . . ,  1].
también muestra el esquema de la transformación, indicando en cada nivel el vector 
de entrada y la subbanda de salida seleccionada. En concreto la descomposición reali­
zada elige en cada iteración las siguientes subbandas: f^3,o,D(3) =
f^ 2,l,£>(2) =  ^1, =  X q.
A lgoritm o de síntesis
Finalizadas las iteraciones de análisis, comienza el proceso de síntesis. En la recons­
trucción, primero se anulan todos los componentes del vector X q, ya que son los que 
concentran la interferencia. A continuación, se aplican las ecuaciones de síntesis corres­
pondientes, que dependen del vector almacenado en el proceso de análisis:
• Si el vector almacenado en el nivel j  fue
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Nivel
S eñ a l
original
J = 4
1=3
1=2
1 = 1
F ig u ra  4.7: Ejemplo de descomposición con el algoritmo de supresión de interferencias 
propuesto. La figura muestra los espectros de la señal y los filtros en cada nivel de 
resolución, comenzando en J  = 4. Los filtros son los de Daubechies 4. También 
se muestra de forma esquemática las subbandas, que el algoritmo ha elegido en la 
descomposición y los vectores de entrada y salida en cada nivel.
L - i  L —i
x j (n ) =  ^  hi{ l)x j- i(n  -  2j~H) +  y ^ g i ( Q w j , i , £ ) ( j ) ( n  -  2J~1l) 
i=o 1=0
•  Si el v ec to r a lm ac en ad o  en  el n ivel j  fue W¿o,r>(j) • 
l - i  l —i
xÁ n) =  -  2j~  (n 2  
1=0 1=0
d o n d e  los filtro s  h\  y  g\ so n  los c o rre sp o n d ien te s  f iltro s  p a s a -b a jo  y  p a so -a lto  d e  sín tesis .
H ay  q u e  d e s ta c a r , q u e  en  el p ro ceso  de s ín te s is  es n ecesario  c a n c e la r  los re tra so s  
in tro d u c id o s  p o r  los filtro s, p a r a  p o d e r  c o m b in a r  las  su b b a n d a s  en  las  ecu ac io n es  4.29
(4.29)
(4.30)
2nrO(4yN
(AOM
D(3)=Bs/2 X,
□ n A I  3AD |3)
2«nCI(2|/N
2^ 012)
D(l)=B,/2
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y 4.30. Después de aplicar dichas ecuaciones de síntesis, se debe cancelar el retraso 
introducido en X j , para que en la siguiente iteración j  +  1, los dos vectores que se 
combinan no estén desfasados. Esta corrección del desfase hay que realizarla antes de 
cancelar el desplazamiento en frecuencia. Este desplazamiento en frecuencia se cancela 
mediante la expresión:
x¡{n) =  xj {n )é2',n(- Dtí))IN (4.31)
La multiplicación con el término desplaza la señal resultante hasta su
posición original en frecuencias, mediante —D (j) .  El vector resultante en el proceso 
de síntesis del nivel j ,  Xj,  junto con el vector descartado y almacenado en el proceso 
de análisis para el nivel j  +  1, W^+i.i.dü) °  Wj+i.o.^O) se convierten en los nuevos 
vectores de entrada, en el siguiente paso de síntesis del nivel j  +  1. Operando sucesi­
vamente sobre todos los niveles de resolución, se consigue reconstruir la señal original 
sin interferencia. El pseudocódigo del algoritmo de síntesis se puede ver en la figura
4.8.
SÍNTESIS:
Xo = [0.. ..0];
for (j = l ;j<T; j= j+ l )
{
if ( AEj < 0) Xj = conv (W jj^Q ), gij ) + conv ( Xj_i, hy );
else Xj = conv (Wjfoj)(j) ,hij ) + conv ( Xj_i, gij);
Xj = cancelar_desfase{ Xj );
Xj = desplazamiento( Xj con — D(j));
í
if ( AEjP(J)]< 0) Xj = conv (Wj j  [D(J)], gu) + conv ( X j.i, hu ); 
else Xj = conv (Wjj) [D(J)] >hu) + conv ( X j.j , gu );
Xj = cancelar_desfas e  ^X j);
Xj = desplazamiento( Xj con -  D(J) );
Figura 4.8: Pseudoódigo del algoritmo de síntesis. En el algoritmo la función despla­
zamiento (X,d), aplica el desplazamiento en frecuencia d sobre la señal X .  La función 
conv(Xi ,X 2 j  realiza la convolución de las dos señales. Por último la función cancelar- 
desfase(X) cancela el desfase introducido por los filtros sobre el vector X .  Este desfase 
depende de los filtros utilizados y del nivel de resolución considerado. Al igual que en el 
caso de análisis, el algoritmo distingue entre el primer nivel de resolución J  y el resto 
j  e  [J — 1 , . . . ,  1]. El algoritmo aplica directamente las ecuaciones de reconstrucción 
propuestas en J .^29 y J^ .SO.
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4.4 Ejemplo de aplicación del algoritmo propuesto: 
validación
-V:"v y
Para comprobar de forma experimental el funcionamiento del algoritmo, en esta sección 
se muestra su aplicación sobre una señal, con características similares a la formada 
por la combinación de una señal FH-SS y una interferencia de banda estrecha. Este 
ejemplo permite comprobar, la modificación que produce el algoritmo sobre la señal 
original, en cada paso de iteración, y la concentración de la energía de la interferencia 
en una única subbanda.
La señal simulada está formada por la suma de una interferencia CWT y ruido 
blanco gaussiano AWGN. La amplitud y la frecuencia normalizada ( / / 7r) del tono 
CWT son 2.2 y 0.025 respectivamente, siendo estos valores constantes durante el pe­
riodo que comprende el tamaño del vector de entrada. Por último, el AWGN se ha 
elegido con media 0  y desviación estándar 1 0 .
Los filtros utilizados en la descomposición son los filtros ortogonales de Daubechies 
con 4 coeficientes. Estos filtros cuyas características se pueden comprobar en [1 2 ], 
dividen el espectro dependiendo del nivel de resolución de forma similar a los mostrados 
en la figura 2.7.
El algoritmo comienza en el nivel J  — 6  y la señal se descompone hasta alcanzar 
el nivel j  =  1. El árbol de descomposición producido en el anáfisis se muestra en la 
figura 4.11. En esta descomposición el vector X 5  se obtiene al aplicar go$(n) sobre Xq. 
Las señales X 4 , X 3 , X 2 y A i también se obtienen mediante el correspondiente filtro 
paso-alto 00,5 ( n ) t 9o , ¿ { n ) ,  9o,3 ( t i )  y 00,2 { n )  de su nivel. Sin embargo, la señal a la salida 
del último nivel X 0 se corresponde con la subbanda obtenida a partir de /io,i(n) y X \.  
El vector Xq engloba la interferencia en el nivel de menor resolución temporal, y sus 
coeficientes se igualan a cero al comenzar el proceso de síntesis.
En la gráfica 4.9 se observa el espectro de los vectores X j  con j  E [6 , . . . ,  1], resul­
tantes en el proceso de análisis. Estas mismas señales se pueden observar representadas 
en el dominio temporal en la gráfica 4.10
Como ya se ha comentado, la aplicación invertida de la transformada permite, que 
la complejidad del algoritmo sea reducida, ya que el ancho de banda que presentan 
los filtros en este primer nivel es pequeño. Así pues, el número de desplazamientos 
aplicados para centrar la interferencia en la zona pasa-banda de uno de los filtros se 
reduce. Una vez centrada la interferencia en este primer nivel, J  =  6 , en los demás 
niveles sólo es necesario un desplazamiento para centrar la interferencia. En la gráfica
4.9, se puede ver el resultado de la elección realizada en cada nivel j .  Además se 
comprueba el desplazamiento de la interferencia en la zona pasa-banda de uno de los 
filtros.
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Señal
X(f)=X6(f)
X5<f>
x 4(f)
x3<f>
X2(f)
X /f)
Xo(f)
F ig u ra  4.9: Representación en frecuencia de las subbandas desarrolladas y los filtros 
de Daubechies 4 aplicados en cada nivel. Las señales representadas son: Xq, X 5 =  
W6,1,L>(6), X 4 =  W5fifD(5), =  W4,1,D(4)> X 2 =  X\  =  W2XD{2), -^0 =
P o r o tro  lad o , las señ a les re p re s e n ta d a s  en  el d o m in io  te m p o ra l  4.10, m u e s tra n  los 
cam b io s  de  frecu en c ia  p o r  las  q u e  se va  p a sa n d o  d u ra n te  la  ap licac ió n  d e l a lg o ritm o . 
T am b ién  se d e m u e s tra  el a lin ea d o  en  la  ú l t im a  su b b a n d a , q u e  c o n c e n tra  la  señ a l co n  
frecu en cias  ce rca n as  a  0.
4.5 Conclusiones
E n  e s te  c a p ítu lo  se h a  p ro p u e s to  u n  nuevo  re c e p to r  F H -S S , q u e  in te g ra  u n  filtro  de  s u ­
p re s ió n  de  in te rfe ren c ia s  d e  b a n d a  e s tre ch a . L a  ap licac ió n  del filtro  red u ce  la  en e rg ía , 
q u e  las  in te rfe ren c ia s  in y e c ta n  en  los co rre lad o res  d e l re cep to r. P a r a  e lim in a r e s ta  
en e rg ía , el a lg o ritm o  d is tin g u e  e n tre  la  in te rfe ren c ia  y  la  señ a l F H -S S . Los cam b io s  en
Nivel
Señal H 
original e
6a
5a
4a
3a
2a
0.3
0 3
0 3
f/7C
102
Capítulo 4. Receptor para modulaciones de Espectro Ensanchado con Saltos de
Frecuencia con supresión de interferencias mediante Transformadas Wavelet
Sobremuestreadas
Señal
x(t)-x6(t)
x5(t)
x4(t)
x2(t)
x^ t)
F ig u ra  4.10: Representación en el tiempo de las subbandas desarrolladas. Las señales 
representadas son: X 6, X 5 =  W 6)1,0 (6), X 4 =  W 5)i,D(5), X 3 =  W4>hD(4), X 2 = W 3XD{s), 
X \ = W2i\,d{2), X 0 = VFi,0,0(1).
la  frecu en c ia  de  la  p o r ta d o ra  p e rm ite n  q u e  las sa lid as  d e  los co rre lad o re s  e s tén  fo rm a­
das, p o r  u n a  señ a l b in a r ia  y  u n  té rm in o  p ro v en ien te  d e  la  in te rfe re n c ia  su p e rp u e s to . 
E s te  ú ltim o  té rm in o  p re s e n ta  u n a  frecu en c ia  c o n s ta n te , so b re  to d o  el v ec to r de en ­
t r a d a  a l m ó d u lo  de  su p resió n . D eb id o  a  sus d ife ren tes  c a ra c te r ís tic a s , las  d os señ a les  
o c u p a n  an ch o s de  b a n d a  d is tin to s  y  p u e d e n  se p a ra rse  fác ilm en te  m e d ia n te  la  d iv is ió n  
del e sp e c tro  en  su b b a n d a s .
E l filtro  d e  su p re sió n  e s tá  c o n s ti tu id o  p o r  u n  a lg o ritm o  b a sa d o  en  la  U W P T . E s te  
a lg o ritm o  b u sc a  la  m ejo r re p re se n ta c ió n  de  la  señal, m e d ia n te  la  ap licac ió n  de  d esco m ­
posic iones irre g u la re s  del e sp e c tro  y  d esp laz am ien to s  d e  la  señ a l en  frecu en cia . L a  a p li­
cac ió n  de los d e sp laz am ien to s  p e rs ig u e  c e n tra r  la  in te rfe ren c ia  en  la  zo n a  p a so -b a n d a  
de u n o  de  los filtro s  en  c a d a  i te ra c ió n  d e l a lg o ritm o . A l fin a liza r la  desco m p o sic ió n , la  
en e rg ía  de  la  in te rfe ren c ia  q u e d a  c o n c e n tra d a  en  u n a  ú n ic a  s u b b a n d a , q u e  se e lim in a  
a n te s  de  co m en z a r el p ro ceso  d e  sín tesis . L a  ap licac ió n  del a lg o ritm o  p e rm ite  q u e  la
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Figura 4.11: Arbol de la transformación resultante. Las subbandas elegidas en cada 
iteración son: X 5 = W q^D(6), X 4 =  5), X 3 =  W^\to{A)t X 2 =  ^ 3,1,£>(3) > X \  =
W2litD(2)> X 0 =  W ii0,D(l)-
salida del filtro de supresión del receptor FH-SS sea la señal original sin interferencia.
Un aspecto importante en el desarrollo del algoritmo ha sido su complejidad com- 
putacional, ya que el presente trabajo tiene también como objetivo, su aplicación sobre 
sistemas reales. De nada habría servido obtener un algoritmo mucho más robusto, si 
su complejidad hubiera hecho impracticable su implementación.
Para validar el algoritmo, en la sección 4.4 se ha realizado un ejemplo que demuestra 
su funcionamiento. Las gráficas aportadas en dicho ejemplo muestran el alineado 
realizado entre el espectro de la interferencia, con las zonas paso-banda de los filtros 
en cada nivel de iteración. Para comprobar el rendimiento aportado por el receptor con 
inclusión del filtro de supresión, el próximo capítulo 6 incluye los resultados obtenidos 
mediante simulación del BER, frente a distintos tipos de ruido e interferencias.
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Im plem entación del algoritm o de 
supresión de interferencias 
m ediante estructuras L a t t i c e  sobre 
Procesadores D igitales de Señal
5.1 Introducción
El algoritmo de supresión de interferencias para modulaciones FH-SS, propuesto en 
el capítulo 4, se basa en el cálculo de la UWPT. Para implementar este algoritmo 
de forma eficiente, es necesario considerar estructuras de filtrado capaces de realizar 
dicha transformada, con un bajo coste computacional. Además, dichas estructuras 
deben sintetizarse sobre dispositivos hardware, con los que obtener una alta velocidad 
de procesamiento. El objetivo final de este capítulo es la consecución de un retraso 
pequeño, en el módulo de supresión de interferencias del receptor FH-SS.
La estructura de filtrado utilizada para implementar el algoritmo puede estar basa­
da en los siguientes tres métodos: forma directa, estructura Lattice o matriz Polifásica, 
mostrados en el sección 2.7. En el capítulo 4, se han propuesto las ecuaciones que im- 
plementan el algoritmo de supresión de interferencias. Dichas ecuaciones están basadas 
en la forma directa, es decir, en la convolución de la señal de entrada con los correspon­
dientes filtros paso-alto y paso-bajo. Además, la convolución utiliza filtros distintos 
en cada nivel de resolución. En concreto, los filtros aplicados incluyen ceros entre sus 
coeficientes, para modificar su respuesta frecuencial en cada nivel de resolución, tal 
como se propone en [88].
Si se atiende al dispositivo sobre el que se realiza la transformación, se pueden 
encontrar diversos ejemplos de implementación de la transformada, mediante arqui­
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tecturas de Muy Alto Nivel de Integración ( Very Large Scale Integration, VLSI), 
realizadas sobre dispositivos de hardware programable Circuitos Integrados de Aplica­
ción Específica (Application Specific Integrated, Circuits, ASIC), Campos de Matrices 
de Puertas Programables (Field Programmable Gate Array, FPGA), Dispositivos de 
Lógica Programable Reprogramables (Erasable Programmable Logic Device, EPLD) o 
mediante Procesadores Digitales de Señal (Digital Signal Processors, DSP). Al consi­
derar las arquitecturas VLSI que implementan la Transformada Wavelet, hay que in­
troducir primero aquellas que reproducen directamente la forma directa. Todas ellas, 
para aumentar la eficiencia del algoritmo, tienen en común el intercalado de las convo- 
luciones de varias subbandas. Este intercalado es posible porque la señal, introducida 
de forma serie, se diezma antes de su procesamiento. Dentro de este grupo, la primera 
arquitectura propuesta se describe en [34], en ella se utilizan dos unidades aritméticas, 
que realizan la convolución directamente sobre el flujo serie de entrada de datos. Los 
resultados para cada subbanda se almacenan en registros de desplazamiento, con un 
tamaño similar al de los filtros utilizados. En cada impulso de entrada de datos, debido 
al diezmado, la convolución se realiza sobre una de las subbandas almacenadas en uno 
de los registros de desplazamiento. El encaminamiento de los datos y de los resultados, 
desde las memorias hasta las unidades aritméticas, se realiza mediante multiplexores. 
Otras aproximaciones difieren en la forma de almacenar y encaminar los resultados 
intermedios, que se pueden realizar mediante redes de encaminamiento sistólicas [5], 
[87], memoria distribuida [22], memoria RAM [5] o registros intermedios [52].
Mientras que las referencias anteriores ofrecen soluciones óptimas a nivel de la ar­
quitectura implementada, otras aportaciones buscan mayores prestaciones modificando 
el esquema de filtrado de la transformada. En [17] [73] [72] se cambia el algoritmo di­
recto utilizado anteriormente, por un estructura Lattice y estructuras cordic, basadas 
en desplazamientos. Con estas estructuras se persiguen reducir el número de operacio­
nes de suma y multiplicación, con el consiguiente aumento en la velocidad y reducción 
de coste.
Por último, hay que considerar la implementación de la Transformada Wavelet en 
Procesadores Digitales de Señal, tal como se muestra en [74]. En este caso se utiliza la 
estructura en forma directa y se aprovecha el hardware específico de los DSP, para rea­
lizar la transformada. La ventaja que presenta los DSP frente a los microprocesadores 
convencionales, es que poseen una arquitectura orientada a la realización de opera­
ciones multiplicación-acumalción. Así, una sóla instrucción realiza en paralelo dos 
accesos de datos, una multiplicación y una suma. Además, incluyen potentes circuitos 
aritméticos, que pueden trabajar con operandos en representación en punto flotante, 
y unidades de generación de direcciones, que permiten realizar múltiples modos de 
direccionamiento, con los que fácilmente se pueden implementar buffers circulares.
El objetivo final de este capítulo es la consecución de una latencia pequeña, en el 
módulo de supresión de interferencias del receptor FH-SS modificado, presentado en el 
capítulo 4. Para alcanzar dicho objetivo primero es necesario desarrollar una estructura
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eficiente, para el cálculo de la UWPT. La sección 5.2 introduce las estructuras Lattice, 
estudiando su posible aplicación a la UWPT y al cálculo del algoritmo de supresión. 
A continución se compara dicha estructura, con la implementación en forma directa 
para comprobar el rendimiento que se obtiene con cada una de las dos alternativas.
No se ha incluido en esta comparación la implementación Polifásica. La razón es 
que en las transformadas sobremuestreadas no tiene sentido aplicar esta estructura, 
puesto que la señal no se diezma y no se puede anular ninguna fase. En estas condi­
ciones, el rendimiento obtenido es del mismo orden que con la estructura directa, ya 
que al fin y al cabo la transformación se basa también en convoluciones.
Una vez decida la estructura en la que se basará el algoritmo, la sección 5.4 trata 
su implementación en un dispositivo del tipo DSP, mostrando la metodología seguida 
en el desarrollo del software y los módulos en los que se ha divido el código.
5.2 Estructura Lattice para Transformadas Wave­
let Sobremuestreadas
En el capítulo 2 se han introducido la estructura Lattice que permite una implemen­
tación eficiente de la Transformada Wavelet, en el caso de que los filtros utilizados 
sean ortogonales. Es deseable poder aplicar esta estructura, también en el caso de las 
UWPT. Como ya se ha comentado, la diferencia más significativa entre los dos tipos 
de transformadas es, que en el caso de las UWPT la señal no se diezma a la salida 
del banco de análisis, ni se introducen ceros en el proceso de síntesis. Esta diferencia 
impide que la UWPT pueda utilizar exactamente la misma estructura Lattice que la 
WT.
Al realizar una transformación con UWPT y un árbol de desconposición diádico, 
en el primer nivel de descomposicón, la estructura Lattice para el caso de un filtro de 
orden 4, es la mostrada en la figura 5.1 [84]. Este esquema es similar al de la figura 
2.11, con la salvedad de que la señal no se diezma después del filtrado. Así pues, para 
el primer nivel de descomposición ambas estructuras coinciden, salvo en el diezmado 
de la señal de salida.
Matemáticamente la estructura presentada en la figura 5.1 anterior se puede ex­
presar mediante la matriz E (z2), dada en la sección 2.7.2. A partir de ella se puede 
definir una nueva matriz:
T(z) =  A  • E (z2) 1, - i (5.1)
Al desarrollar la ecuación anterior, se obtiene la relación entre los coeficientes del
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H0
E(z2)
Figura 5.1: Estructura Lattice para un banco de filtros sobremuestreado con 4 co­
eficientes. En la figura X  es el vector de entrada, A ,K \ y K 2 son los coeficientes 
de la estructura y P i ,Q i,p 2 ,Q2 son las salidas de las dos secciones que componen la 
estructura. Las salidas de la estructura, P2 y Q2 , son equivalentes a Hq y Gq.
filtro y los coeficientes de la estructura Lattice equivalente. En este desarrollo se 
supone que los filtros de los que se ha partido están compuestos por cuatro coeficientes 
H0 =  (a ,b ,c ,d ).
T(z)  = 1 -  K ^ z - 1)-  K \K i {-
K 2 -  K , K 2(z ~1) + K x (z~2) +  2 ‘ 3 (5.2)
Comparando la ecuación anterior, con la implementación mediante convoluciones, los 
coeficientes Lattice en función de los coeficientes del filtro Hq son: A =  a,K\ =  — b/a 
y K 2 =  —d/a. Además, en la ecuación 5.2 se demuestra que los coeficientes go(n) y 
ho(n) cumplen la relación:
g0(n) =  ( - 1  )JV- 1-"ft0(iV — 1 — n) (5.3)
siendo N  la longitud de los filtros, como se corresponde con filtros obtenidos con la 
inversión alterna de sus coeficientes [77].
En el segundo nivel de resolución, se sigue iterando con la subbanda paso-baja. 
En este nivel la estructura Lattice varía, debido a que los filtros correspondientes a 
ese nivel se modifican, mediante el intercalado de ceros entre coeficientes. Para que 
la nueva estructura Lattice se corresponda con la convolución de los filtros en ese 
nivel, es necesario cambiar la matriz utilizada, que pasa a ser T (z2). Esta operación 
incrementa los retrasos introducidos en la arquitectura en una potencia de 2. De 
forma iterativa para el nivel de resolución j  6 { 1 , . . . ,  J}, siendo J  el nivel de mayor 
resolución frecuencial, la matriz utilizada pasa a ser T (z23 ). El esquema resultante 
para la UWPT, en el proceso de análisis es el mostrado en la figura 5.2.
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T(z)
T(z2
T(z4
T(zA
i = J
|=3
1=2
1 = 1
Figura 5.2: Estructura Lattice de la Transformada Wavelet Sobremuestreada diádica, 
donde en cada nivel de iteración j ,  la matriz de la transformación con estructura 
Lattice, T{z) se modifica según T (z 2i~l ).
En el proceso de síntesis se actúa de forma similar. Se parte de la matriz de 
reconstrucción R{z)  dada en la sección 2.7.2, inversa de la matriz E(z),  y se define la 
nueva matriz T ~ l (z)\
T ~ 1 (z) = A 1„-i R (z 2) (5.4)
Para el nivel de reconstrucción j  =  1, la matriz T ~ 1 (z) está definida en la figura 5.3. 
En niveles de reconstrucción superiores se opera de forma similar al caso de análisis. 
Para ello se utiliza en cada nivel de resolución j  € { J , . . . ,  1} la matriz T ~ 1 (z23 ), 
inversa de T ( z 23~1).
5.2.1 Comparación en coste computacional de las estructuras 
en forma directa y Lattice
En esta sección se a comparar el coste computacional de las implementaciones de 
la UWPT, utilizando forma directa o estructura Lattice. Como se vio en la sección 
2.7, la mayor ventaja de la estructura Lattice frente a la implementación en forma 
directa es la reducción del coste computacional. Aunque las conclusiones alcanzadas 
en dicha sección, no se pueden aplicar directamente a la transformada UWPT, ya 
que esta última tiene un coste superior, de orden (Nlog2 (N )) frente a (N ) de la WT. 
Así pues, en este apartado se va a cuantificar la diferencia en el coste computacional 
de ambas estructuras, atendiendo al número de multiplicaciones, sumas, operaciones 
de lectura/escritura y tamaño de la memoria necesaria.
A continuación se realiza cada una de las comparaciones mencionadas:
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Figura 5.3: Estructura Lattice de la Transformada Wavelet Sobremuestreada inversa 
con 4 coeficientes. En la figura las entradas Hq y G '0 se corresponden con los filtros de 
síntesis del banco de filtros, A ,K \ y K 2 representan los coeficientes de la estructura, 
Pi,Q i,P 2 y Q2 son las salidas de las dos secciones y X  es la señal reconstruida.
1. Multiplicaciones.
El número de multiplicaciones que se requieren para implementar el banco de 
análisis, utilizando filtros con L  coeficientes y estructura Lattice, es L  +  1 por 
punto del vector de entrada. El valor L +  1 se refiere a las dos multiplicaciones 
por etapa para calcular las dos subbandas, más la multiplicación correspondiente 
al primer coeficiente, A  en la figura 5.1. Este valor se obtiene porque el número 
de etapas de la estructura con coeficientes distintos de cero es L/2.  El número 
de multiplicaciones es el mismo en todos los niveles de resolución, ya que al 
cambiar de nivel la matriz T ( z 23 l ) sólo varía los retrasos introducidos. Además, 
el número de puntos del vector de entrada en cada nivel permanece constante, 
porque en la UWPT no se diezma la señal.
En el caso de implementación mediante forma directa, para un banco de filtros 
de análisis con L  coeficientes, el número de multiplicaciones es 2L, por cada 
punto de la señal de entrada. El número de coeficientes se multiplica por 2, al 
ser dos subbandas, realizándose una multiplicación por cada coeficiente. Al igual 
que para la estructura Lattice, este número de multiplicaciones no varía en los 
distintos niveles de resolución, ya que en la UWPT la señal no se diezma.
2. Sumas.
El número de sumas por punto del vector de entrada, para la estructura Lattice, 
es dos veces el número de etapas. Si los filtros tienen L  coeficientes, existen L /2  
etapas en la estructura Lattice con coeficientes distintos de cero. El resultado 
son L  sumas por punto del vector de entrada. De la misma forma que con el 
número de multiplicaciones, el número de sumas no disminuye con el nivel de 
resolución.
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Para la forma directa el coste en número de sumas, con filtros de L coeficientes, 
es L — 1 por subbanda. En total este número se eleva hasta 2L — 2 sumas por 
nivel.
3. Accesos a memoria.
A continuación, se va a comparar el número de accesos a memoria. En la estru- 
tura Lattice, se supone que todos los términos implicados están almacenados en 
memoria, incluyendo los provenientes de los elementos de retraso, los coeficientes 
A ,K i , . . . ,K l / 2  y el valor correspondiente del vector de entrada x(ri). La salida 
está formada por los valores pertenecientes a las dos subbandas la paso-alto y 
a la paso-bajo, que se almacenan también en memoria. El número total de ac­
cesos por punto del vector de entrada, en el caso de la estructura Lattice, es el 
mostrado en la tabla 5.1.
Lecturas de los coeficientes A ,K \ , . . . ,K l / 2 L /2 +  1
Lecturas/escrituras de los elementos de retraso 2(L/2)
Lecturas para x(n) 1
Escrituras de las subbandas 2
Total 3L/2 +  4
Tabla 5.1: Número de accesos a memoria para la implementación del proceso de análi­
sis de la UWPT con estructura Lattice, por punto del vector de entrada.
Si comparamos esta estructura con la forma directa, cuyos accesos se detallan 
en la tabla 5.2, se puede apreciar que el número de accesos es inferior en la 
implementación Lattice.
Lecturas de los coeficientes pertenecientes a go(n) y ho(n) 2 L
lecturas de los puntos del vector (x (n ) , . . .  ,x (n  — L)) L
Escrituras de las subbandas 2
Total 3L +  2
Tabla 5.2: Número de accesos a mémoria para la implementación del proceso de análi­
sis de la UWPT con estructura directa, por punto del vector de entrada.
4. Memoria.
Por último, se puede comparar el número de posiciones de memoria, que ocu­
pan los datos usados por ambas estructuras. Suponiendo que cada dato tiene el 
tamaño de una palabra, en el caso Lattice el número de palabras ocupadas com­
prende los buffers de retraso, 2J -(L/2 —1) +  (2J-1), siendo j  el nivel de resolución, 
más los coeficientes, L /2 +  1. Si se incluyen los vectores de entrada y salida, su­
poniendo que cada uno de ellos tiene un tamaño N , el número total de palabras
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para almacenar un nivel de resolución es: 3N  +  2J • (L/2 — 1) +  (2J — 1) -f L /2  + 1 , 
donde N  es el número de puntos del vector de entrada.
En la forma directa, la cantidad de memoria requerida es menor. Esto es debido 
a que sólo se necesitan almacenar los coeficientes de los filtros, los elementos del 
vector de entrada y los de salida. En total 3N  +  2L posiciones de memoria.
La tabla 5.3 resume el coste computacional en términos de accesos a memoria, 
número de multiplicaciones, número de sumas y memoria requerida para las dos es­
tructuras consideradas. En esta tabla se indica el coste para el computo de un punto 
del vector de entrada, en un nivel de resolución del proceso de análisis. Para calcular el 
coste de la descomposición total, suponiendo que el vector de entrada está constituido 
por N  puntos, hay que multiplicar el coste de un punto por Nlog2 (N), ya que éste es 
el coste de la transformada.
Como conclusión de este apartado se puede afirmar que la estructura Lattice permi­
te un implementación computacional mucho más eficiente, que la estructura en forma 
directa. Esta afirmación se basa en los datos recogidos en la tabla 5.3, que muestran 
que el número de sumas y  multiplicaciones es prácticamente la mitad, en el caso Latti­
ce. Más ventajoso es el número de accesos a memoria, cuestión muy importante puesto 
que la lectura y escritura de los datos, al realizarse de forma masiva, puede convertirse 
en un cuello de botella que limite el rendimiento de todo el sistema. El único apartado, 
donde la características de ambas estructuras se igualan, es el número de posiciones de 
memoria requeridas. Por lo tanto la construcción del algoritmo mediante estructuras 
Lattice es la que permite un menor coste computacional.
Lattice forma directa
accesos/punto 3L/2 +  4 3L +  2
multiplicaciones /  punto L + 1 2 L
sumas/punto L 2 L - 2
memoria para un nivel 3N  +  2J • (L /2 -  1) +  (2* -  1) +  L /2 +  1 3N  +  2L
Tabla 5.3: Tabla de comparación de la implementación de la UWPT con la estructura 
Lattice y la estructura directa, por punto del vector de entrada, siendo L el número de 
coeficientes de los filtros y N  el número de elementos del vector de entrada.
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5.3 Estructura Lattice para la im plementación del 
algoritmo de supresión de interferencias pro­
puesto
Las conclusiones sobre la comparación del coste computacional entre forma directa 
y estructura Lattice, mostradas en el apartado anterior, aconsejan la utilización de 
esta última estructura, como base para la construcción del algoritmo de supresión de 
interferencias propuesto. Pero partiendo de la estructura de la UWPT, vista en la 
figura 5.3, hay que introducir una modificación significativa en dicha estructura. Esta 
modificación es necesaria para invertir el orden de los niveles de la descomposición, tal 
como se describe en el capítulo 4.
La estructura Lattice en este caso es similar a la mostrada en la sección anterior, 
pero invirtiendo el orden de aplicación de la transformada. Se comienza con el nivel 
de resolución frecuencial más alto, que corresponde con el nivel j  =  J. En éste nivel la 
matriz T ( z 2J *) representa el banco de análisis. Una vez determinada la subbanda con 
la que continuar la descomposición, después de considerar todos los desplazamientos 
en frecuencia posibles aplicados sobre el vector original, se continúa su descomposición 
en el siguiente nivel j  — J  — 1, con la matriz T (z2 ). De forma iterativa el algoritmo 
llega hasta el nivel de resolución j  =  1, donde la matriz utilizada es T(z).
En cada uno de los niveles hay que calcular la energía de las subbandas obtenidas. 
Este proceso se realiza en paralelo con la descomposición, ya que los valores obteni­
dos pueden elevarse al cuadrado y acumularse durante el filtrado. Como ejemplo de 
aplicación de la estructura descrita, la figura 5.4 muestra el proceso de análisis uti­
lizado en el algoritmo de supresión. En el caso supuesto el nivel inicial es J  =  4, y 
las subbandas elegidas en cada uno de los niveles son: W3jo,jd(3)i ^ 2,i,d(2) y
Wi,o,d(i)5 porque supuestamente presentan una mayor energía.
En el proceso de síntesis la matriz que se utiliza para reconstruir la señal es 
T ~ 1(z23 ), definida anteriormente. Además, es necesario cancelar el desfase y des­
plazar la señal en frecuencia hasta su posición original, anulando el desplazamiento 
introducido en el análisis.
La figura 5.5 muestra el proceso síntesis del algoritmo de supresión. En el ejemplo 
considerado, el algoritmo comienza la reconstrucción a partir de las dos subbandas 
W i , o W i,i,d (i)> una de las cuales tendrá todos sus coeficientes a cero por ser la 
subbanda que contiene la interferencia.
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1=3 1=1
e ¡2^nD[2yN
Figura 5.4: Ejemplo de aplicación del proceso de análisis en el algoritmo de su­
presión de interferencias con J = \, mediante estructuras Lattice. Donde la aplica­
ción del algoritmo ha determinado que las subbandas elegidas en cada nivel sean: 
W 4,i,d (4)j W 3ioyD(3), W 2,i,D(2) y Wifi,D(i) y los desplazamientos para centrar la inter­
ferencia sean: D (4), D{3), D (2) y D( 1).
5.4 D iseño del algoritm o de supresión de interfe­
rencias en Procesador D igita l de Señal
En esta sección se va a modelar el algoritmo de supresión de interferencias sobre un mi­
croprocesador DSP. La elección de este tipo de microprocesador frente a otros tipos de 
elementos hardware (FPGA, EPLD, ASIC) se ha realizado, porque los DSP permiten 
un diseño rápido y fácilmente modificable. Además, están orientados a aplicaciones 
que requieren una realización masiva de operaciones, permitiendo una ejecución rápida 
de los algoritmos utilizados en el procesamiento de la señal, como los filtros FIR, o 
la FFT. Este alto rendimiento se consigue mediante la inclusión de hardware específi­
co, con multiplicadores rápidos, unidades aritméticas en punto flotante y unidades de 
generación de direcciones. Todas estas unidades pueden trabajar en paralelo, siendo 
los caminos de datos específicos e irregulares. De esta forma, los dispositivos DSP 
permiten la carga de dos operandos simultáneamente, junto con una multiplicación y 
acumalución en un sólo periodo de instrucción [25] [56].
En concreto el dispositivo sobre el que se va a trabajar en esta seccción es el 
ADSP2065L SHARC. Este DSP de 32-bits está orientado hacia aplicaciones de co­
municaciones, audio e instrumentación industrial. El dispositivo como la mayoría de 
procesadores DSP, presenta arquitectura Hardvard y es capaz de realizar operaciones 
sobre datos en representación en punto flotante. En el anexo B se muestra la estructu­
ra interna del dispositivo, que internamente está compuesta por dos buses PM y DM. 
Ambos permiten el acceso a la memoria, aunque el primero de ellos está orientado a la 
búsqueda de instrucciones y el segundo de ellos se utiliza para la captura de los datos. 
La memoria cache integrada en el DSP permite, que el bus PM quede liberado en el
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3. l.D(3)
J=3
-> X2,0,D(2)
J=2 (=4
g-12itnD(2)/N
Figura 5.5: Ejemplo de aplicación del proceso de síntesis en el algoritmo de supresión 
de interferencias con J  =  4, mediante estructuras Lattice.En el proceso de síntesis 
se combinan las subbandas obtenidas en el análisis y se aplican los desplazamientos: 
—D (4), —D (3), —D (2) y —D(l) ,  para reconstruir la señal.
acceso a las intrucciones y pueda ser usado para acceder también a datos. En este caso, 
se consigue el máximo rendimiento del dispositivo, ya que se accede a la instrucción y 
a dos datos en un sólo ciclo. Esta paralelización permite la programación eficiente de 
filtros digitales, mediante operaciones multiplicación-acumulación. Las características 
básicas del DSP ADSP2065L SHARC  se muestran en el anexo B.
A la hora de desarrollar un proyecto sobre cualquier microprocesador, es aconseja­
ble la utilización de lenguajes de programación de alto nivel, que reduzcan la comple­
jidad del diseño. Pero el problema aparece a la hora de compilar dichos programas, 
ya que los compiladores actuales generan un código muy pobre [41] [55]. Mientras que 
los compiladores son capaces de optimizar el código para otros tipos de procesadores, 
como los Computadores con Repertorio de Instrucciones Reducido (Reduced Instruc- 
tion Set Computer, RISC),  los caminos de datos irregulares y el pequeño número de 
registros internos de los DSP, hacen que la aplicación directa de estas técnicas de op­
timización de código estén lejos de ser eficientes para los DSP [41]. Así pues, para 
desarrollar el código del algoritmo de supresión, se propone la utilización de un len­
guaje de alto nivel, para el desarrollo de las subrutinas de carácter general, y lenguaje 
ensamblador a la hora de programar partes críticas, como es la subrutina que realiza 
filtrado mediante la estructura Lattice.
El contenido de esta sección comienza con la especificación de las ecuaciones, que 
implementan la estructura Lattice para la UWPT, siguiendo la estructura propues­
ta en el apartado 5.3. Estas ecuaciones se traducen a código ejecutable por el DSP 
ADSP2065L SHARC, atendiendo a sus particularidades y buscando optimizar su ren­
dimiento. A continuación, se describe la implementación del resto de módulos y se 
hace una estimación del coste computacional del algoritmo.
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5.4.1 Im plem entación de la estructura L attice  en Procesador 
D igital de Señal
En este apartado, se especifican las ecuaciones basadas en la estructura Lattice, para 
el cálculo de la UWPT. Esta estructura mostrada en la sección 5.2 anterior, necesita 
para su implementación un número de buffers circulares, igual al número de elementos 
de retraso que aparecen en la estructura. El número de buffers es igual a la mitad de 
coeficientes que tienen los filtros Wavelet. El desarrollo mostrado en este apartado se 
centra en una estructura con dos secciones, es decir, proveniente de un banco de filtros 
con 4 coeficientes.
Cada uno de estos buffers circulares está formado por un número de posiciones de 
memoria, igual al retraso introducido por el elemento que implementa. Por ejemplo, en 
el primer nivel de descomposición de la UWPT los elementos de retraso son: z _1 y  z~2, 
como se observa en la figura 5.1. El primero se compone de un buffer con una única 
posición de memoria. Por su parte, el segundo contiene un buffer con dos posiciones de 
memoria. En el segundo nivel, los elementos de retraso son: z~2 y z~A. En este caso los 
buffers correspondientes contienen 2 y 4 posiciones de memoria respectivamente. Para 
los siguientes niveles, se incrementa el número de posiciones de forma correspondiente 
a los retrasos introducidos en la matriz T(z),  definida en la sección 5.2 anterior.
Las ecuaciones que hay que implementar en el proceso de análisis, aplicadas sobre 
cada punto del vector de entrada con índice n son:
w0(i) =  z2{m )K 2 +  KiZi(n) +  x(i)A  (5.5)
wi(i) =  z2(m) -  K 2(KiZi(n) +  x{i)A) 
m  =  (m +  l)mod(2j )
Z2(m) =  Zi(n) — K \xA  
n — (n +  l)mod(2-7_1)
Z\{n) =  xA
donde Z\ y Z2 representan los buffers de retraso, los índices, n y m, sirven para acceder 
a los elementos de cada uno de los buffers. Estos índices tienen sus valores restringidos 
al tamaño del buffer, por lo que es necesario realizar la operación módulo después 
de incrementarlos. A, K \  y K 2 representan los coeficientes de la estructura, x es el 
elemento del vector de entrada y  u)q, W\ las subbandas obtenidas.
Las ecuaciones en el proceso de síntesis, para cada punto del vector de entrada son 
las siguientes:
x(i) =  A (z1(n) +  w i( i)K 2 +  w0(i) +  K iz2) (5.11)
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n  =  (n +  l)mod(2J 1) 
z i (n )  =  z 2{m) -  K i ( w 0(i) +  K 2Wi(i))  
m  — ( m +  l)mod(2-?) 
z 2(m) =  —K 2wq +  w 1
cada uno de los términos que aparecen tienen el mismo significado, que tenían en las 
ecuaciones de análisis y el vector x(i)  representa la señal reconstruida.
Subrutina para el cálculo de la estructura Lattice  sobre el DSP AD SP2065L
Siguiendo la metodología descrita en el primer apartado de la sección, se va a proceder a 
desarrollar la subrutina que implementa la estructura Lattice directamente en lenguaje 
ensamblador, ya que es la parte más crítica dentro del algoritmo de supresión de 
interferencias. Este lenguaje permite optimizar el código hasta niveles a los que no 
puede llegar el compilador de C, y se obtiene todo el rendimiento que es capaz de 
proporcionar el dispositivo DSP elegido.
El código realiza el filtrado en un nivel de resolución J, correspondiente a la trans­
formada con filtros H0 y Go, ortonormales de orden 4. Un ejemplo de este tipo de 
banco de filtros son los filtros de Daubechies ortonormales con 4 coeficientes.
Los datos son de tipo punto flotante para obtener una resolución dada por los 
32 bits de formato IEEE usado por el dispositivo. Los coeficientes también se se 
representan en este formato siendo todas las multiplicaciones y sumas del mismo tipo.
El código se desarrolla según los pasos propuestos en [76], con el fin de optimizar 
la utilización de los recursos del dispositivo ADSP2065L. Para ello, se identifican las 
cuatro operaciones que el dispositivo puede realizar en paralelo, una multiplicación, 
una suma, un acceso a DM y otro sobre PM. A continuación, se asigna el tipo de 
memoria en la que se aloja cada una de las variables:
•  x, Wo, Wi en memoria DM.
•  Z2 en memoria PM.
esta elección se ha realizado para poder paralelizar los accesos a memoria, ya que es 
posible realizar accesos independientes a la memoria DM y PM, en el mismo ciclo de 
reloj. Los coeficientes de la estructura Lattice se cargan en registros internos al comen­
zar la función de filtrado. Esta inicialización evita los accesos continuos a memoria, 
para leer los mismos valores.
Para conseguir identificar la mejor asignación de recursos, en cada instrucción que 
compone el algoritmo, se muestra un diagrama con las operaciones realizadas y los
117
5.4. Diseño del algoritmo de supresión de interferencias en Procesador Digital de
Señal
registros ocupados. Una restricción importante es que las operaciones de multiplica­
ción, sólo se pueden realizar sobre operandos contenidos en los registros (r8, . . .  , r l l )  
y ( r l 2 , . . . ,  rl5).  Mientras que en las operaciones de suma, los operandos deben estar 
contenidos en los registros (rO,. . . ,  r3) y (r4, . . . ,  r7). Estas condiciones imponen que 
un operando utilizado en una multiplicación y una suma, debe situarse sobre dos re­
gistros distintos dependiendo de la operación. Una posible solución a este problema es 
realizar la lectura del operando dos veces, cada vez sobre registros distintos, ya que es 
más costoso copiar el valor contenido en un registro sobre otro, que repetir la misma 
lectura dos veces, porque en este último caso se permite realizar en paralelo una suma, 
una multiplicación y otro acceso, cosa que no es posible en la asignación directa del 
contenido entre dos registros.
La figura 5.6 muestra la sucesión de operaciones necesarias para implementar las 
ecuaciones dadas en 5.5. Estas ecuaciones representan el análisis en un nivel genérico 
j ,  para un estructura Lattice con 4 coeficientes y dos buffers de tamaño z v  y z 23. En 
dicha secuencia de instrucciones existen huecos, ya que debido a la dependencia de los 
datos, no es posible utilizar todas las unidades del DSP en todas las instrucciones. Para 
mantener activas todas las unidades de ejecución del DSP en cada ciclo de la señal 
de reloj, se puede adelantar la ejecución de algunas operaciones, que no presentan 
dependencias con otros resultados anteriores ni con la utilización de los registros del 
DSP, tal como se muestra en la figura 5.6. Al adelantar la ejecución de algunas 
operaciones se ahorran ciclos pertenecientes a la siguiente iteración. Por último, es 
posible identificar el bucle que se debe implementar, para que el código resultante sea 
mucho más compacto y se utilicen todos los recursos del dispositivo en cada uno de 
los ciclos. Este bucle se especifica en la figura 5.6.
En el código propuesto, mostrado en la figura 5.6, las escrituras a ¿j, z2, /lo y 
go se suponen con post-autoincremento, al igual que las lecturas del vector x. Los 
retrasos introducidos por los buffers z\  y z2 se realizan mediante el direccionamiento 
post-autoincrementado circular, ya que al acceder al último punto del buffer la unidad 
de generación de direcciones automáticamente realiza la operación módulo sobre el 
incremento de la dirección, que pasa a ser la primera dirección del buffer. A partir del 
pseudocódigo presentado en 5.6, la generación del código ensamblador del algoritmo 
es automática.
Como conclusión se puede afirmar, que el número de ciclos necesarios para realizar 
el filtrado del vector de entrada es del orden de 6 veces, el número de puntos que éste 
contiene.
La forma de obtener el código para la subrutina de síntesis es similar pero en este 
caso implementando las ecuaciones dadas en 5.11. El resultado es un algoritmo que 
implementa el proceso de síntesis en 7 instrucciones. Las dos subrutinas se adjuntan 
en el anexo D.
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Figura 5.6: Bucle del algoritmo de filtrado Lattice para el DSP  ADSP2065L. En la 
figura la columna M ULT representa el multiplicador del DSP, la columna SUMA el 
sumador, las columnas DM y PM  los buses de acceso a memoria, la columna derecha 
los registro internos ocupados (en color claro) y los desocupados (con color oscuro).
E fecto del tam año finito del vector de entrada
Al dividir en bloques de tamaño finito el vector de entrada, la transformada se realiza 
sobre un número finito de puntos. Por lo tanto, hay que considerar el problema que 
aparece al tratar los extremos. Para la implementación de la Transformada Wavelet 
en forma directa, existen en la bibliografía varias propuestas de como operar con los 
bordes, aunque las más comunes son [77]:
•  Rellenar con ceros: En la cual el vector de entrada se extiende más allá de su 
extremos mediante puntos con valor cero.
• Extensión simétrica: Implementa el vector de entrada como si fuera un buffer
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circular, cuando se llega á un extremo el algoritmo comienza a tomar los valores 
del otro extremo.
• Extensión antisimétrica: Es similar a la anterior pero hay un cambio de signo en 
los valores del vector de entrada al atravesar el límte del vector.
En el caso de la implementación Lattice, también puede realizarse una extensión 
simétrica o antisimérica. Para llevar a cabo la extensión, se comienza la aplicación 
del filtrado sobre el vector de entrada, considerado también como un buffer circular, 
con un retraso igual al impuesto por la suma de todos los retrasos que contiene la 
estructura. De esta forma, en vez de comenzar el algoritmo sobre el primer punto 
del vector, lo hace sobre el punto N  — R, donde N  es la longitud total del vector de 
entrada y R  es el retraso total impuesto por la estructura Lattice.
La salida obtenida durante el filtrado de estos R  primeros puntos se descarta, ya que 
lo que se persigue en realidad, no es el valor de la salida, sino que los buffers circulares 
que implementan el retraso se llenen con los valores adecuados. El primer valor válido 
se obtiene al llegar el filtrado hasta el primer elemento del vector. Para completar 
el procesado, todos los valores que componen el buffer se leen y se introducen en la 
estructura. Habrá puntos sobre los que se opere dos veces, la primera vez para realizar 
la extensión simétrica, y la segunda para completar el filtrado del vector. En total el 
número de puntos sobre los que se realiza el filtrado son N  +  R, siendo como antes 
N  la longitud del vector y R  el retraso total de la estructura. Así pues, al introducir 
la extensión circular se produce una penalización en el rendimiento del algoritmo, ya 
que hay que filtrar algunos puntos por duplicado.
En la estructura en forma directa no se produce esta penalización computacional 
al realizar la extensión circular, ya que los puntos sobre los que es necesario realizar el 
filtrado siguen siendo los mismos. Lo que varía es la estructura del vector de entrada, 
que pasa a ser un buffer circular.
5.4.2 Implementación del resto de subrutinas que com ponen  
el algoritmo de supresión
Una vez que se ha desarrollado la subrutina que calcula la UWPT, el resto de módulos 
que implementan el algoritmo de análisis, tal y como se propone en el pseudocódigo 
4.6, construidos en lenguaje C, son:
• La subrutina que desplaza en frecuencia la señal mediante la operación:
xj¡d =  Xj{n) ■ e ^ n^ N (5.16)
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donde Xj es el vector en el nivel j ,  con componentes real e imaginaria provenientes 
de los dos correladores en cuadratura. Este vector se desplaza con el factor d, y N  
es el número de elementos en el vector. El término e(l27md)/N puede calcularse en 
tiempo de ejecución o puede almacenarse en memoria una oscilación, para cada 
una de las frecuencias. Esta oscilación sirve para construir la señal e(l27rnd)/Ar? 
que se va a utilizar en el desplazamiento del vector.
•  Subrutina para el cálculo de la energía de los vectores paso-bajo y paso-alto. 
Aunque se puede implementar una subrutina para esta tarea, resulta más renta­
ble computacionalmente realizar este cálculo en la subrutina del filtrado Lattice, 
modificando el bucle para que después de calcular el valor de salida para ambas 
subbandas, obtenga las energías de ambos valores y acumule su diferencia como 
resultado.
•  Por último, es necesaria un subrutina para la selección de la subbanda con mayor 
energía, que además copie esta subbanda sobre el vector £j_i, para inicializar 
la nueva iteración, almacenando la subbanda descartada y el desplazamiento 
óptimo de cara a la reconstrucción.
El proceso de síntesis utiliza las mismas subrutinas, aunque en un orden diferente 
y con desplazamientos inversos.
5.4.3 Análisis del coste com putacional del algoritmo de su­
presión
Para calcular el coste computacional de la estructura de análisis que implementa el 
algoritmo, en función del número de puntos de entrada N , hay que considerar dos 
factores:
1. Coste medido en ciclos por punto del vector de entrada.
Es el coste de filtrar un punto del vector de entrada, medido en número de ciclos 
necesarios para realizar todas las operaciones 5.5, que calculan las subbandas 
aplicando la estructura Lattice. Este valor en la programación realizada sobre el 
DSP es 6 ciclos de reloj
2. Coste en número de iteraciones.
El número de iteraciones en el filtrado del vector de entrada es:
T( N)  =  (J  -  1) +  
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el primer factor se corresponde al cálculo de los (J  — 1) niveles, con un único 
desplazamiento de la señal para cada nivel, el segundo factor se corresponde al 
nivel de resolución inicial J  donde el número de iteraciones depende del ancho 
de banda de los filtros en ese nivel N / ( 2 J) y del incremento del desplazamiento 
A d.
Combinando ambos valores, el número de ciclos de reloj para calcular todos los 
vectores de la descomposicón de análisis es:
T( N)  =  6N[(J -  1) +  (5.18)
Para el proceso de síntesis ya que sólo es necesaria una iteración de filtrado por 
nivel el coste es:
T( N)  =  7 • N  - J  (5.19)
siendo 7 es el coste en ciclos por punto y J  el coste en número de iteraciones.
También hay que tener en cuenta el efecto producido por la extensión circular de la 
transformada. Al estar considerando un implementación Lattice, la extensión circular 
impone que el número de puntos sobre los que se aplica el filtrado en un iteración de la 
transformada aumenta hasta N  +  i?, siendo R  el retraso introducido por la estructura 
Lattice. Este retraso depende del nivel y del número de elementos de retardo incluidos 
en la estructura. Al introducir esta modificación las ecuaciones anteriores son en el 
análisis:
7 W  =  6(iV +  R ¡)[(J  - 1 ) -  2 +  L ^ T - I ]  (5-20)
donde R a denota el valor medio del retraso através del proceso de análisis y L^acPJ >
la división entera. En la síntesis la ecuación es:
T( N)  =  7(N +  WS)J  (5.21)
donde Rs es el valor medio del retraso en el proceso de síntesis.
Por último, una consideración importante, a la vista de la ecuación 5.20, es que 
cuando el nivel inicial de resolución J  —* log2 (N) y A d  —> 1, el coste tiende a T( N)  —> 
(6iV)2 • log(N),  cercano al límite teórico 0(Nlog2{N)) ,  que impone la transformada.
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5.5 Conclusiones
La. Transformada Wavelet Sobremuestreada presenta un coste computacional de orden 
0 (Nlog2 (N)),  debido a que en cada nivel de resolución la señal obtenida no se diezma. 
Este coste computacional es superior al de la Transformada Wavelet convencional, que 
es de orden O(N).  Por lo tanto, es muy importante reducir el número de operaciones 
por punto del vector de entrada, en el filtrado que realiza el algoritmo de supresión 
de interferencias en cada nivel. Dos estructuras que permiten esta reducción son la 
descomposición Polifásica y las estructuras Lattice. Aunque al no realizase diezmado, 
la estructura Polifásica no puede aplicarse en este caso. Esta razón ha llevado a con­
siderar únicamente la implementación mediante estructuras Lattice. Estas estructuras 
permiten reducir el número de operaciones por punto del vector de entrada, en casi 
un factor mitad, en comparación a la forma directa.
La implementación del algoritmo de supresión de interferencias se ha realizado sobre 
un dispositivo DSP. Este tipo de dispositivo permite un desarrollo relativamente rápido 
de los algoritmos de procesado de señal. Aunque, el inconveniente más importante es 
que con la utilización de lenguajes de alto nivel es imposible extraer todo el rendimiento 
que permiten estos procesadores. La realización de la subrutina, que calcula el filtrado 
Lattice, en ensamblador ha permitido mantener ocupados, prácticamente en todos los 
ciclos del bucle principal, la mayoría de las unidades funcionales del dispositivo. Todas 
las operaciones que realiza la estructura sobre cada punto del vector de entrada, en el 
proceso de análisis, se han programado en 6 ciclos de intrucción. Este número coincide 
con el número de multiplicaciones total que se necesitan para calcular las ecuaciones
5.5. Por otro lado, el número instrucciones necesario para realizar la síntesis es 7.
Además, en este capítulo se ha calculado el coste del algoritmo, con estructura 
Lattice, considerando filtros de cuatro coeficientes. Este coste se ha estimado mediante 
el computo del número de instrucciones, obtenido a partir de las subrutinas de análisis 
y síntesis programadas en ensamblador para en el DSP ADSP2065L.
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Parte IV  
R esultados
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La parte de resultados está divida en dos capítulos. En el primero se recogen las 
pruebas, que mediante simulación y prototipo en laboratorio, han validado el algorit­
mo propuesto. El segundo contiene la aplicación del algoritmo a una red de control 
industrial, a través del cable de potencia.
De forma expresa los capítulo son:
•  Evaluación de las prestaciones del receptor para modulaciones de Espectro En­
sanchado con Saltos de Frecuencia con supresión de interferencias
•  Aplicación del algoritmo de supresión propuesto a la transmisión de datos por 
el cable de potencia
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Capítulo 6
Evaluación de las prestaciones del 
receptor para m odulaciones de 
Espectro Ensanchado con Saltos de 
Frecuencia con supresión de 
interferencias
6.1 Introducción
Este capítulo contiene los resultados de la evaluación del rendimiento del receptor 
FH-SS, con el módulo de supresión de interferencias propuesto en el capítulo 4. Para 
comprobar el comportamiento del algoritmo y el receptor, se ha optado por utilizar la 
simulación y la pruebas sobre prototipo.
La simulación juega un papel importante en el análisis, diseño e implementación 
de sistemas de comunicación y procesado de la señal, siendo de utilidad para verificar 
la funcionalidad del, sistema, evaluar el rendimiento y generar las especificaciones que 
guían el diseño. Hoy en día la simulación se ha utiliza en cualquier tipo de diseño, desde 
los complejos y costosos sistemas de comunicación vía satélite, hasta los productos de 
consumo de bajo coste [69].
Dentro del término simulación se engloban diferentes análisis, que en una primera 
aproximación, se pueden clasificar como deterministas y estocásticos. En el primer 
tipo de simulaciones no hay elementos aleatorios o incontrolables, en este caso las 
entradas y las salidas se consideran exactas porque no hay ninguna incertidumbre 
asociada a sus valores. En el segundo tipo de simulaciones alguna de las entradas son 
cantidades aleatorias, cuyos valores exactos en una evalución individual del sistema no
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son conocidos de antemano [33].
En el caso de las simulaciones estocásticas, que son las que se van a utilizar en 
el presente capítulo, la entrada está compuesta por variables aleatorias con unas de­
terminadas distribuciones. En este tipo es necesario utilizar generadores de números 
aleatorios, que proporcionen la distribución considerada. Así, contrariamente al caso 
determinista, dos ejecuciones de la simulación bajo condiciones iguales pueden produ­
cir resultados diferentes, si los valores de entrada son independientes. Los valores de 
salida de una simulación estocástica forman a su vez una variable aleatoria, con una 
determinada distribución. Dicha distribución es desconocida, ya que si no fuera así no 
sería necesaria la simulación, siendo el objetivo principal la estimación de alguno de 
sus valores estadísticos: la media, la varianza, etc [33].
Dentro de las simulaciones estocásticas, también es posible establecer una clasi­
ficación que las divide en estáticas y dinámicas. Las primeras no incluyen ninguna 
dependencia temporal y normalmente la bibliografía las referencia como simulaciones 
de Monte Cario [30]. En las dinámicas, el modelo evoluciona con el tiempo de forma 
no predecible [33]. Las simulaciones estocásticas estáticas son relativamente senci­
llas de realizar y en muchos casos se aplican a la resolución de problemas de cálculo 
matemático, que no es tratable analíticamente. En estas simulaciones el módulo es 
repetidamente ejecutado bajo las mismas condiciones y parámetros, pero usando una 
secuencia de valores de entrada independiente. De esta forma, las salidas constituyen 
variables aleatorias independientes e idénticamente distribuidas, a las que se les puede 
aplicar técnicas estadísticas. La única cuestión que falta por determinar es el número 
de repeticiones de la simulación, necesario para que los resultados sean fiables. El 
grado de fiabilidad se mide mediante el intervalo y el nivel de confianza. El primer 
término, el intervalo de confianza, especifica el rango de valores en los que está com­
prendida la salida, con una probabilidad dada por el nivel de confianza [54], estos dos 
términos se estudian con mayor detalle en el apartado 6.2.2 del capítulo.
Para validar el algoritmo de supresión también se ha construido un prototipo. 
Sobre él se ha programado el algoritmo usando las estructuras Lattice, tal como se 
detalla en el capítulo 5. El dispositivo usado en esta implementación ha sido el DSP 
ADSP2065L, para guardar la compatibilidad con las ecuaciones de coste calculadas en 
la sección 5.4.3.
El capítulo se ha divido en dos secciones. La primera sección 6.2 contiene la es­
pecificación del simulador construido y las pruebas realizadas sobre él. Además, se 
adjuntan los resultados para cada una de las situaciones consideradas, que se caracte­
rizan por los parámetros de la modulación empleada y por el tipo de interferencia.
La segunda sección 6.3 expone el prototipo desarrollado que incluye la impleme- 
natción del algoritmo de supresión mediante estructura Lattice, tal como se propone 
en el apartado 5.3. Este prototipo se ha diseñado sobre el DSP ADSP2065L, lo que ha 
permitido realizar medidas del coste computacional en número de ciclos de ejecución.
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6.2 Resultados mediante simulación
El simulador desarrollado está compuesto por un emisor y un receptor FH-SS, mode­
lados sobre el paquete de software matemático Matlab. En el primer apartado 6.2.1 
de la sección, se muestra el emisor y el receptor construidos, con el fin de aclarar las 
condiciones exactas en las que se han llevado a cabo las simulaciones. También se 
especifica dentro de esta sección, la forma en la que se ha calculado el intervalo y  el 
nivel de confianza de los resultados obtenidos.
Para comprobar la validez del algoritmo se simula la transmisión de una secuencia 
de bits, a través de un canal sin distorsión, pero afectado por los siguientes tipos de 
ruido:
•  Ruido AWGN, modelado mediante la función norm m d  de Matlab.
•  Interferencia CWT modelado como un término senoidal continuo con frecuencia 
aleatoria, pero fija durante la duración de un bloque de entrada al filtro de 
supresión.
•  Interferencia de banda estrecha gaussiana, modelada como AWGN y filtrada 
para que ocupe sólo una parte del espectro de frecuencias que utiliza un canal 
de la expansión FH.
Las condiciones generales de la modulación se han mantenido constantes a lo lar­
go de todas las simulaciones. Dichas condiciones básicamente son coincidentes con 
las consideradas en el capítulo 4, en el diseño del receptor FH-SS con supresión de 
interferencias. Estas condiciones son:
• Se supone que la modulación empleada es FH-SS combinada con BFSK y un 
único chip por bit transmitido.
•  Los canales utilizados por la expansión son ortonormales y se eligen de forma 
aleatoria, según la secuencia PN. La construcción de este código se explica en el 
próximo apartado. El número de canales es 5, salvo en el experimento 4.
•  Cada uno de estos canales está separado 2Khz ,  mientras que las señales BFSK, 
tienen una separación en frecuencias de 1 K h z.
•  El periodo de un bit es 1 milisegundo, para que los canales sean ortonormales.
Aparte de las condiciones de la modulación, hay que determinar las características 
del algoritmo de filtrado.
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En primer lugar hay que subrayar, que los filtros usados en todas las simulaciones 
son los de Daubechies con 4 coeficientes, introducidos en el apartado 2.4.2. También 
resulta necesario especificar los parámetros del algoritmo definidos en el capítulo 4, 
donde se incluye: el incremento del desplazamiento en frecuencia A d, el nivel inicial 
en la descomposición J  y el número de puntos que compone el vector de entrada N. 
En las 5 primeras simulaciones llevadas a efecto, los tres parámetros han permanecido 
fijos, con los siguientes valores:
•  El vector de entrada tiene 215 puntos.
•  El nivel inicial es J  =  9, este valor se ha escogido porque es el que mejor resulta­
dos produce, además en el experimento 6.2.8 se muestran los resultados obtenidos 
para otros niveles. En este primer nivel el ancho de las zonas paso-banda de las
o l5subbandas obtenidas es: =  64 puntos.
•  El incremento del desplazamiento es A d =  5. Por lo tanto, el número de itera­
ciones que debe realizar el algoritmo en el nivel J  =  9 es 13, puesto que el ancho 
de banda de las subbandas divido por A d =  5 es: y  ~  12 y hay que añadir 
la iteración correspondiente a desplazamiento 1. El número total de iteraciones 
para el proceso de análisis 13 +  8, las 13 antes definidas para el primer nivel, más 
una por cada uno de los restantes niveles. En el proceso de síntesis el número 
de iteraciones de filtrado es 9.
Solamente en las dos últimas simulaciones se han variado los parámetros del algo­
ritmo, con el fin de comprobar la dependencia entre el rendimiento del receptor y los 
valores de dichos parámetros.
6.2.1 Estructura del simulador
En esta sección se incluye la descripción del simulador construido mediante Matlab, 
representado en la figura 6.1. Al modelar el simulador sobre computador, las señales 
generadas son discretas y se generan con una cierta frecuencia de muestreo, aunque en 
todas las simulaciones el valor de dicha frecuencias se ha mantenido suficientemente 
elevado, para asegurar que no aparecen problemas de aliasing. El intervalo de frecuen­
cias utilizado por la expansión FH-SS está en el rango (5 — 16)Khz,  como se detalla a 
continuación, siendo la frecuencia de muestreo elegida 50K h z, salvo en el experimento 
4 donde el número de canales se multiplica por 10 y la frecuencia escogida es 500K h z.
Las especificaciones de los móduos que integran el simulador son:
•  Emisor:
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Figura 6.1: Diagrama de bloques del simulador construido sobre Matlab. En la figura 
se representan los módulos y las funciones empleadas en su construcción. El prim er 
módulo es el emisor compuesto del generador de bits aleatorio, generador de secuencia 
PN  y modulador. El segundo módulo es el canal, que incorpora tres tipos de interferen­
cias. El tercer módulo es el receptor que contiene el demodulador, el filtro paso-bajo, 
el algoritmo de supresión y el sumador no-coherente. El último módulo es el detector 
de error.
— El generador de bits está desarrollado a partir de la función rand de Matlab, 
detallada en [1]. Esta función crea un array de números aleatorios unifor­
memente distribuidos entre [0,1]. Los valores se aproximan al entero más 
cercano para producir la secuencia de bits, siendo el número de elementos 
en el array el mismo que el número de bits transmitidos.
-  El generador de la secuencia PN utiliza la misma función rand, para de­
terminar el canal utilizado en la transmisión. Los valores del array ahora 
se generan en el intervalo [0, m  — 1], donde m  es el número de canales uti­
lizados. El número de elementos en el array es el mismo que en el caso 
anterior.
-  El modulador genera un símbolo, por medio de la función eos, con una 
frecuencia determinada por los elementos de los dos vectores anteriores.
•  Canal:
— La señal a la salida del emisor se puede combinar con tres posibles tipos
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de ruido. Los modelos AWGN y el gaussiano de banda estrecha parten 
los dos de la misma función normmd , que crea un vector de elementos 
con distribución gaussiana, con media y desviación estándar definidos co­
mo parámetros de la función. La interferencia gaussiana de banda estrecha 
se filtra mediante convoluciones, a partir de la función conv y el correspon­
diente filtro definido con la función firl. Por último, la interferencia CWT 
se construye como uno o varios términos cosenoidales, obtenidos a partir de 
la función eos con una frecuencia determinada y fase aleatoria definida con 
rand en el intervalo [0, 2tt[.
•  Receptor:
— La recepción comienza con la multiplicación de la señal recibida con todos 
los correladores en cuadratura.
— La salida de los correladores se filtra de forma paso-bajo con la función conv 
y un filtro definido a partir de firl.
— El siguiente módulo es el filtro de supresión. Este módulo está programado 
en lenguaje c y se incluye como un objeto de librería. El código de esta 
función se muestra en el anexo C.
— El último módulo del receptor suma los puntos pertenecientes a un símbo­
lo, comparando los dos valores que se corresponden a los dos bits de la 
modulación BFSK, desplazados hasta el canal dado por la secuencia PN.
•  Detector de error:
— Para comprobar la transmisión existe un módulo que compara los bits del 
array inicial y los generados en el receptor.
Para conseguir resultados fiables, el número de iteraciones es el suficiente como 
para completar la simulación de un número de bits en el orden de 600 • 103 bits. Un 
ejemplo del código en Matlab que constituye el simulador, se puede ver en el anexo C.
6.2.2 Cálculo de los intervalos y niveles de confianza
El objetivo de las simulaciones es la estimación de la tasa de bits erróneos, a la salida 
del receptor. Para ello, se calcula la media de las variables de salida yi obtenidas para 
cada bit enviado, siendo i el índice que indica el orden de transmisión de los bits. 
Estas variables contienen un valor 1, para los bits recibidos erróneamente, y un 0 para 
los que se reciben de forma correcta. Entonces, a partir de la secuencia de valores 
observados, se puede obtener un estimación de la media definida como: Y (n ), que 
será una aproximación de la media real del proceso: fiy. El valor de Y(n)  representa 
la tasa de error en la transmisión de los bits y se define:
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=  (e-i)z ' n
» = i
donde n es el número total de bits transmitidos. El desarrollo de esta ecuación y de 
todo el apartado, se puede consultar en [30] y [53].
Debido a que la media Y(n)  es una variable aleatoria, que depende de la secuencia 
de valores observados, la precisión con la que se estima la media real desconocida, /¿y, 
puede ser válida con una probabilidad:
P{\Y {n) - i h \  < Ay) =  1 - i /  (6.2)
donde A y es la mitad del intervalo de confianza, de la estimación de la media realizada 
en 6.1, y 1 — v  es el nivel de confianza, con 0 <  v <  1. De esta manera, al calcular el 
intervalo 2Ay para un nivel de confianza l  — v  dado, se puede afirmar que si el experi­
mento se repite un número determinado de veces n, el valor Y (n) estará comprendido 
en (fiy — Ay,/¿y -f A y) en un 100(1 — v)% de los casos.
El cálculo de A y se puede realizar a partir de la expresión:
A y =  tn_1)1_I//2a[y(n)]
donde t  representa la distribución la variables de salida y ín- i , i - i //2  es el cuantil de 
dicha distribución. Además, el valor a[Y(n)\  es un estimador de la varianza de Y (n), 
expresado como:
(6.3)
¿=1 N '
Para valores de n >  30, la distribución t  se puede sustituir por una distribución 
normal, como consecuencia del teorema del límte central. Por lo tanto, tn-i,i-u / 2  se 
puede sustituir por: zi-^/2 , que representa el 1 — v /2  cuantil de la distribución normal 
[53]. Los valores de están tabulados en [30].
Si las variables y{ no se pueden considerar independientes e idénticamente distri­
buidas, no se puede estimar la varianza mediante 6.4 y es necesario considerar métodos 
más complejos [30].
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6.2.3 Experimento 1: variación de la frecuencia de la interfe­
rencia
E n  e s te  p rim e r caso , se co n s id e ra  la  s itu a c ió n  en  el q u e  so lam en te  u n o  de los cinco 
can a les  es a fec tad o  p o r  in te rfe ren c ia  de  b a n d a  e s tre ch a , m o d e la d a  com o C W T . E l o b je ­
tiv o  d e  e s te  ex p e rim e n to  es co m p ro b a r el fu n c io n a m ie n to  del a lg o ritm o , p a r a  d is tin ta s  
po sic io n es en  frecu en c ia  d e l to n o  in te rfe re n te  d e n tro  d e  u n  c a n a l d e  la  ex p a n s ió n  FH , 
c o m p a ra n d o  sus re su lta d o s  con  los o b ten id o s  p o r  u n  re c e p to r  s in  filtro  d e  su p re sió n  y  
o tro  re c e p to r  con  u n  a lg o ritm o  b asa d o  en  F F T .
SlnFHtro
g<U
©T3
25
i
FFTQ.
LIWPT
10“ * Frecuencia
F ig u ra  6.2: Gráfica de resultados experimento 1: variación de la frecuencia de la 
interferencia CWT. La gráfica representa 3 tipos de receptores: sin filtro, con filtro 
mediante F F T  y con filtro mediante UWPT. La interferencia varía su posición en 
frecuencias, para situarse en las posiciones que van desde la de una de las portadoras, 
hasta el punto central del canal de la expansión FH. La potencia de la interferencia 
C W T es 14dB mayor que la de la señal FH-SS y la SNR del AW G N es de 12dB.
P a ra  cu m p lir  el o b je tiv o  m a rc a d o  p a r a  e s te  ex p e rim en to , se su p o n e  que el em isor 
p a r a  re a liz a r la  ex p a n s ió n  F H -S S  de  u n  sím bo lo  g en e rad o  p o r  la  B F S K , p u ed e  elegir 
e n tre  los 5 can a le s  o r to n o rm a le s  con  la  m ism a  p ro b a b ilid a d . L a  in te rfe ren c ia  de  b a n d a  
e s tre c h a  se m o d e la  com o u n  to n o  C W T , q u e  a fe c ta  so lam en te  a  u n o  de  los 5 canales. 
A d em ás, se co n s id e ra  e s ta c io n a ria  so b re  el ta m a ñ o  d e l b lo q u e  u tiliz a d o  p o r  la  t r a n s ­
fo rm ad a . L a  p o te n c ia  de la  in te rfe ren c ia  se h a  su p u e s to  14dB  m ay o r q u e  la  d e  la  seña l 
F H -S S , sien d o  la  re lac ió n  S N R  con el A W G N  d e  12dB.
B a jo  e s ta s  cond iciones, la  p ro b a b ilid a d  de e rro r  en  fu n c ió n  d e  la  p o sic ión  en  fre­
cu e n c ia  o c u p a d a  p o r  la  in te rfe ren c ia , se  m u e s tra  en  la  f ig u ra  6.2. E n  d ich a  figura , la
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frecuencia de la interferencia varía desde la ocupada por una de las portadoras (0), 
hasta la frecuencia central (Fe) de uno de los canales de la FH. El paso de las simu­
laciones realizadas es: Fc/ 50, como Fc =  500H z  el desplazamiento en frecuencia de 
la interferencia para cada punto en la gráfica es: b00H z/50 =  10H z  En la figura, se 
comparan los resultados obtenidos usando la FFT y la UW PT en el filtro de supresión. 
El algoritmo que utiliza la FFT elimina todos los puntos en el dominio transformado 
que superen un cierto umbral, tal como se índica en [50].
La probabilidad de error se ha calculado mediante la estimación de la media del 
proceso mediante las variables de salida y i. El intervalo de confianza se calcula a partir 
de las ecuaciones 6.3 y 6.4, suponiendo que la secuencia de valores es independiente e 
idénticamente distribuida. Un ejemplo de la aplicación de las fórmulas a los datos de 
la gráfica 6.2 es:
El valor de la probabilidad de error en el caso FFT y frecuencia de la interferencia 
120H z  es 0'8638 • 10-3 , obtenido mediante la división del número de errores: 514, por 
el número de bits simulados: 595 • 103. En estas condiciones la varianza estimada 
utilizando la ecuación 6.4 es: 1.450 • 10-9 , y el intervalo para un nivel de confianza del 
99% es: 8.935 • 10-5 , por lo tanto el intervalo de confianza es un orden de magnitud 
inferior al valor de la probabilidad de error. Para todos los demás puntos que componen 
la gráfica de receptor con FFT, este intervalo se mantiene en el mismo orden. Para 
los puntos de la simulación con receptor con supresión mediante UWPT el intervalo es 
ligeramente menor, de orden 6 • 10-5 , y para los puntos de la representación sin filtro 
de supresión el intervalo está en el orden 0.002.
Esta misma proporción se mantiene en todas las gráficas posteriores, por lo que ya 
no se repetirán los cálculos en cada caso. Así pues, queda asegurado que el intervalo 
de confianza siempre es un orden inferior a los datos representados, con un nivel de 
confianza del 99%.
De la gráfica 6.2, se desprende que el algoritmo mejora sustancialmente la proba­
bilidad de error que presenta el sistema sin filtro de supresión. La diferencia se sitúa 
en el orden de dos décadas aproximadamente, manteniéndose constante para todas 
las frecuencias, salvo para interferencias con desplazamiento cercano a cero. En esta 
situación, se produce una fuerte degradación debida a que la interferencia se sitúa 
justo sobre una de las portadoras. Por lo tanto el caso peor, en relación a las posibles 
posiciones en frecuencia de la interferencia, se produce cuando se superpone a una de 
las portadoras, este resultado también se comenta en [7].
Por otro lado, la comparación con la FFT refleja que el algoritmo propuesto funcio­
na mejor para la mayoría de frecuencias. Pero la diferencia entre las dos transformadas 
se diluye, al acercarse la interferencia a una de las portadoras, puesto que en este caso 
ambas transformadas distorsionan fuertemente la señal de comunicación. Para el resto 
de frecuencias la UWPT presenta una probabilidad de error inferior, porque es capaz 
de concentrar mejor la energía de la interferencia sin expandirla en lóbulos, como los
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p ro d u c id o s  p o r la  F F T  a l e n v e n ta n a r  la  seña l.
6.2.4 Experimento 2: variación del ruido aditivo blanco gaus- 
siano
E l o b je tiv o  del seg u n d o  ex p e rim e n to  es c o m p ro b a r  la  d e p e n d en c ia  d e l a lg o ritm o  con 
las variaciones del A W G N . T am b ién  se incluye in te rfe ren c ia  C W T  s i tu a d a  so b re  u n a  de 
las  p o r ta d o ra s , q u e  re p re s e n ta  el p eo r caso  d e n tro  de  to d a s  las  posib les posic iones de  la  
in te rfe ren c ia , com o se h a  d e m o s tra d o  en  el a p a r ta d o  an te r io r . Los re su lta d o s  co m p a ran  
u n  re cep to r sin  filtro  de  su p re sió n  y  o tro  re c e p to r  con  u n  a lg o ritm o  b asa d o  en  F F T . 
A dem ás, se m u e s tra  el lím ite  teó rico  re p re se n ta d o  p o r el re cep to r sin  in te rfe ren c ia  
C W T .
Sin Rltra10-'
oto
T3
1051O FFT£
UWPT
1 48 10 122 4 60
W dB)
F ig u ra  6.3: Gráfica de resultados experimento 2: variación del ruido AWGN. En la 
gráfica Eb/J0(dB) es el SNR medido en decibelios y se representan 4 tipos de situacio­
nes: receptor sin filtro, receptor con filtro mediante FFT, receptor con filtro mediante 
UW PT y el receptor sin filtro y sin interferencia CWT. La potencia de la interferencia 
C W T es 14dB mayor que la de la FH-SS.
E ste  seg u n d o  ex p e rim e n to  se h a  rea lizad o  b a jo  las  m ism as cond iciones q u e  el ex­
p e rim e n to  1. A u n q u e , en  e s te  caso  se h a  fijado  la  frecu en c ia  de la  in te rfe ren c ia  p a r a  
q u e  se s itú e  so b re  u n a  d e  las  p o r ta d o ra s ,  de u n o  d e  los 5 can a les  u tiliz a d o s  p o r  la  
m o d u a lc ió n  F H -SS. L a  p o te n c ia  d e  la  in te rfe ren c ia  se h a  su p u es to  14í£B m ay o r q u e  la  
d e  la  señal F H -SS . E l v a lo r q u e  v a ría  en  e s ta  o cas ió n  es el S P D  del A W G N , defin ido
138
Capítulo 6. Evaluación de las prestaciones del receptor para modulaciones de
Espectro Ensanchado con Saltos de Frecuencia con supresión de interferencias
como Jo, y el SNR E^/Jq. En la gráfica 6.3, se puede comprobar que al variar el nivel 
del ruido la probabilidad de error decae de forma exponencial, siguiendo la ecuación
3.4.
Cuando hay interferencia de banda estrecha, el receptor sin filtro de supresión 
obtiene una probabilidad de error, que decae exponencialmente sólo para niveles muy 
altos de ruido gaussiano. Al descender el nivel de AWGN, predominan los errores 
debidos a la interferencia y la probabilidad de error no desciende. El valor final tiende 
hacia el valor obtenido en la gráfica anterior 6.2.
En el caso del receptor con filtro de supresión, aunque la caída de la probabilidad 
de error no es exponencial, se acerca mucho a esta función. El valor de la probabilidad 
de error, para niveles muy bajos de ruido gaussiano, tiende al valor obtenido en la 
gráfica anterior con desplazamiento cercano a cero.
También es interesante resaltar la probabilidad de error conseguida por el receptor 
con supresión mediante FFT. En este caso, la probabilidad también es mayor que con 
UWPT, coincidiendo con los datos del experimento 1. Por lo tanto, se puede afirmar 
que el receptor con UWPT supera al receptor con FFT en ambas situaciones.
6.2.5 Experim ento 3: interferencia m ultitono
En este apartado se estudia el caso de una interferencia multitono, que sitúa cada 
uno de sus componentes en uno de los canales de la modulación FH. El objetivo 
de este experimento es comprobar el rendimiento del receptor, frente a variaciones 
de la potencia de la interferencia que afecta a todos los canales. En este caso sólo 
se contempla el receptor con UWPT y el receptor sin filtro de supresión, porque el 
receptor FFT ha quedado demostrado que tiene peores prestaciones que el basado en 
UWPT.
La interferencia multitono, como se introdujo en el apartado 3.3.3, degrada fuer­
temente el sistema, porque los tonos continuos son una forma efectiva de introducir 
energía en los detectores no-coherentes [7]. La potencia total se divide en Q compo­
nentes de igual potencia con fases aleatorias.
Q ^  / 2 Í?
=  \  -Q-cosiuit +  6i) (6.5)
1=1 V ^
donde R  es la potencia total de la interferencia, son las frecuencias ocupadas y 
es la fase. La relación de la potencia de la señal S  y la potencia de la interferencia es: 
R /Q  =  S/o¿, donde a  es la relación entre la potencia de la portadora y la interferencia 
que afecta a un canal, como se definió en la sección 3.3.3.
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Los to n o s  se d is tr ib u y e n  p o r  to d o  el an ch o  d e  b a n d a  o c u p a d o  p o r  la  señ a l F H - 
SS. P a ra  s i tu a r  c a d a  u n a  d e  los co m p o n en te s  d e  la  in te rfe re n c ia  en  u n a  frecu en c ia  
d e te rm in a d a , se p u ed e n  u ti liz a r  d is t in ta s  e s tra te g ia s . S iem p re  se v a  a  su p o n e r  que 
los to n o s  se s i tú a n  sob re  frecu en c ias  o c u p a d a s  p o r  las p o r ta d o ra s  d e  la  F H -S S , E s ta s  
co nd ic iones h a n  sido  e leg idas p o rq u e  s im p lifican  el an á lis is  y  p ro d u c e n  re su lta d o s  m ás 
p es im is ta s .
E n  la  s im u lac ió n  h ay  u n  to n o  p o r  c a d a  u n o  de  los 5 ca n a le s  en  los cu a les  se p u ed e  
e x p a n d ir  la  señ a l, que se su p e rp o n e  a  u n a  de  las  d os p o r ta d o ra s  q u e  fo rm a n  la  B F S K . 
E n  la  s im u lac ió n  se v a r ía  el v a lo r de  a ,  co n  el q u e  se o b tie n e  la  re la c ió n  e n tre  la  
p o te n c ia  d e  la  p o r ta d o ra  y  la  in te rfe ren c ia . A d em ás la  re la c ió n  S N R  con  el A W G N  es 
de  12 dB.
Sin Filtro
i
o UWPT0.
10-4
20
a
F ig u ra  6.4: Gráfica de resultados experimento 3: variación de la potencia de la inter­
ferencia multitono. La gráfica representa 2 tipos de receptores: sin filtro y con filtro 
mediante UWPT. El SNR con respecto al AW G N  es 12dB. En la gráfica a  es la 
relación entre la potencia de la portadora y la interferencia que afecta a un canal.
L a g rá fica  6 .4  m u e s tra  los re su lta d o s  de  e s ta  sim u lac ió n . L a  p r im e ra  co n c lu sió n  
es q u e  el n ivel, a  p a r t i r  d e l cu a l el a lg o ritm o  de  in te rfe ren c ia s  co m ien za  a  t r a b a ja r ,  
e s tá  s i tu a d o  a p ro x im a d a m e n te  en  va lo res de  a  su p e rio re s  a  10. E s  dec ir, c u a n d o  la  
p o te n c ia  de  los to n o s  de la  in te rfe re n c ia  es d iez veces m en o r, q u e  la  p o te n c ia  de  las  
p o r ta d o ra s .
L a  se g u n d a  co n c lu sió n  es q u e  u n a  vez el a lg o ritm o  co m ien za  a  e lim in a r la  in te rfe re n ­
cia, a u n q u e  a u m e n te  su  p o te n c ia , la  p ro b a b ilid a d  d e  e r ro r  no  crece  s ig n ifica tiv am en te . 
L a  ra zó n  d e  e s te  c o m p o rta m ie n to  es q u e  la  zo n a  d e l e sp e c tro  q u e  se e lim in a  s iem p re
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es la misma, independientemente de la amplitud de la interferencia y  la degración que 
sufre la señal FH-SS es la misma.
Por último es interesante resaltar el comportamiento para valores de a  pequeños, 
que coincide con el que presenta el receptor FH-SS no-coherente sin filtro de supresión.
6.2.6 Experim ento 4: comparación con FFH  para interferen­
cia m ultitono en el caso peor
El objetivo de este experimento es comparar las prestaciones del receptor con UWPT, 
frente al receptor FH-SS sin supresión de interferencias y el receptor FFH-SS, bajo 
interferencia multitono en el caso peor [71].
Como se ha explicado en el apartado 3.3.3, una interferencia multitono distribuye 
sus componentes entre los canales usados por la expansión FH, pero la forma en la que 
se reparte la energía de la interferencia puede ser distinta. En el caso peor el valor a, 
definido anteriormente en 3.3.3, se mantiene constantemente a 1, lo que se modifica al 
variar la potencia de la interferencia es el número de canales afectados, pero en todos 
ellos la interferencia es capaz de producir errores porque a  — 1.
Definiendo =  R /W ss, donde es la SPD, Wss es el ancho de banda ocupado 
por la modulación y i? es la potencia de la interferencia. La relación entre la energía 
de los bits Eb y la SPD es:
Eb m / 2 a
T r~ Q K  (6 -6)
donde ra/2 es el número de canales ocupados por la expansión FH, K  es número de bits 
codificados en cada símbolo de la transmisión FSK y Q es el número de componentes 
de la interferencia multitono.
Bajo estas condiciones, la simulación varía el número de canales afectados por 
la interferencia, pero no la amplitud de los tonos. Se ha simulado la transmisión 
con modulación BFSK (K  =  1) con expansión FH-SS y FFH-SS con tres chips por 
bit transmitido. El receptor FFH-SS combina de forma no-lineal la energía de los 
correladores utilizando el esquema auto-normalizador [81]. Además el SNR con el 
AWGN es de 12dB.
La probabilidad de error de los tres receptores simulados se representa en la figura
6.5. El receptor FH-SS sin filtro de supresión presenta un comportamiento, que decae 
de forma lineal con Eb/Ji.  También se puede muestra el receptor FFH-SS, que supera 
al receptor FH-SS para ciertos intervalos de Eb/Ji.  Además, la gráfica obtenida para 
estos dos receptores es concordante con los valores obtenidos por otros autores, como 
en [82].
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F ig u ra  6.5: Gráfica de resultados experimento f:  comparación con FFH para interfe­
rencia multitono en el caso peor. En la gráfica Eb/Ji(dB) se representa la relación 
entre la señal de comunicación y la interferencia, medida en decibelios. Se han consi­
derado 3 tipos de receptores: sin filtro, con filtro mediante U W PT y con modulación 
FFH-SS. El SNR con respecto al AW G N  es 12dB.
P o r  ú ltim o  h a y  q u e  d e s ta c a r , q u e  el re c e p to r  F H -S S  co n  su p re s ió n  d e  in te rfe ren c ia s  
su p e ra  a  am b o s  re cep to re s , m a n te n ie n d o  los re su lta d o s  a p ro x im a d a m e n te  ig u a les a  los 
o b te n id o s  en  el ex p e rim e n to  an te r io r . P a r a  niveles a lto s  d e  in te rfe ren c ia , t ie n d e  a  u n a  
p ro b a b ilid a d  en  el ra n g o  (5 — 6 )1 0 - 2 , a l ig u a l que en  la  g rá fica  6.4. P a r a  n iveles b a jo s  
d ecae  h a c ia  los valo res q u e  se o b te n d r ía n  en  el caso  de  q u e  no  h u b ie ra  in te rfe ren c ia .
6.2.7 Experimento 5: ruido gaussiano de banda estrecha
E n  es te  e x p e rim en to  se e s tu d ia n  las p re s ta c io n es  d e l a lg o ritm o  fre n te  a  in te rfe ren c ia  
g u a s s ia n a  de  b a n d a  e s tre ch a , c o m p a ra n d o  los re su lta d o s  e n tre  el re c e p to r  F H  con  filtro  
U W P T  y  el re c e p to r  sin  filtro  d e  su p resió n .
E s ta  in te rfe ren c ia  se h a  g en e rad o  com o ru id o  g au ss ia n o  b lan co  f iltrad o , p a r a  q u e  
su  an ch o  de  b a n d a  y  p o sic ió n  en  el e sp e c tro  o cu p e  p a r te  de  c a d a  u n o  de  los can a les  
d e  la  ex p a n s ió n  F H -S S . E n  co n c re to  se u ti liz a  com o p a rá m e tro  p a r a  las  s im u lac io n es 
la  fracc ió n  del ca n a l F H -S S  o cu p a d o  p o r  la  in te rfe ren c ia , p.
E n  la  s im u lación , la  in te rfe ren c ia  se s i tú a  so b re  u n a  d e  las  p o r ta d o ra s ,  a fe c ta n d o
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UWPT
.-2
F ig u ra  6.6: Gráfica de resultados experimento 5: ruido gaussiano de banda estrecha. 
En la gráfica ¡i representa la fracción del canal FH-SS ocupado por la interferencia. 
Se comparan 2 tipos de receptor: sin filtro de supresión y con filtro mediante UWPT. 
El valor de JQ es 6dB superior a Eb, para todos los valores de p.
a  los 5 can a les . E l an c h o  de  b a n d a  q u e  o c u p a  crece  a  p a r t i r  de  e s ta  p o sic ió n  c e n tra l, 
m ie n tra s  q u e  la  S P D  se m a n tie n e  c o n s ta n te . A l c rece r el an ch o  de b a n d a  W j  q u e  
o c u p a  y  m a n te n e rse  la  S P D  J G, crece su  p o te n c ia  R  = JQW j. E l v alo r d e  la  S P D  JQ 
es 6dB  su p e r io r  a  Eb p a r a  to d o  los va lo res de  p.
A  p a r t i r  d e  la  f ig u ra  6.6, se concluye q u e  a l a u m e n ta r  el an ch o  d e  b a n d a  d e  la  
in te rfe ren c ia , el a lg o ritm o  de su p re sió n  d e ja  de  se r efectivo . E n  e s te  caso  el e r ro r  es 
p rá c tic a m e n te  s im ila r  a l o b te n id o  en  el re c e p to r  s in  filtro . P e ro  el a lg o ritm o  sigue 
c o m p o rtá n d o se  b ien , c u a n d o  el an ch o  de  b a n d a  d e  la  in te rfe ren c ia  se m a n tie n e  en  
niveles s ig n ific a tiv am en te  in ferio res, en  re lac ió n  a l an ch o  d e l can a l.
6.2.8 Experimento 6: variación del tamaño del bloque y del 
nivel inicial del algoritmo
E n  los a p a r ta d o s  an te r io re s , el ta m a ñ o  d e l b lo q u e , el in c re m en to  del d e sp la z a m ie n to  
en  frecu en c ia  A d y  el n ú m e ro  de  niveles en  la  d esco m p o sic ió n  se h a n  m a n te n id o  fijos. 
E n  to d o s  los casos v is to s  h a s ta  ah o ra , el ta m a ñ o  d e l b lo q u e  es 2 15, el in c re m e n to  5 y  
el n ivel in ic ia l J  =  9.
E n  las  d os ú l t im a s  s im u lac io n es q u e  se v an  a  re a liza r , se e s tu d ia  la  d e p e n d e n c ia  d e l
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algoritmo de supresión UWPT, con respecto a la estos tres parámetros que inciden de 
forma muy importante en el coste computacional del algoritmo. En concreto en este 
apartado, se consideran variables el tamaño del bloque utilizado en las simulaciones y 
el nivel inicial de comienzo del algoritmo (J ). Tal como se muestra en la figura 6.7, 
el tamaño del bloque varía entre tres valores 2048, 4096 o 8192 y el nivel inicial J  
está comprendido en el rango J  E [6, ...,10]. La variación del último parámetro, el 
incremento del desplazamiento en frecuencia A d, se estudia en el siguiente apartado, 
quedando fijado a 1 en este caso.
Los demás términos, dependientes de la interferencia y de la modulación, se han 
escogido con valores iguales a los utilizados en los apartados anteriores. Así, se ha 
considerado un receptor FH-SS con filtro de supresión mediante UWPT, con 5 cana­
les de frecuencia para la expansión F H  elegidos de forma aleatoria. La interferencia, 
considerada del tipo CWT, tiene una potencia igual a la de la señal de comunicación 
y sólo afecta a uno de los cinco canales utilizados. Además la frecuencia de la interfe­
rencia varía aleatoriamente, dentro del rango ocupado por el canal afectado. El último 
parámetro es el nivel de ruido AWGN presente en el canal, con valor SNR 12dB.
A la vista de la gráfica 6.7, se puede afirmar que cuanto mayor es el tamaño del 
vector N,  menor es la probabilidad de error que afecta al sistema. Esto se debe a que 
el aumento de N  produce una mayor resolución frecuencial, permitiendo al algoritmo 
centrar mejor la interferencia en la zona paso-banda de uno de los filtros.
Otra conclusión, que se extrae a partir de la gráfica 6.7, es que el nivel de comienzo 
del algoritmo J  =  9, minimiza la probabilidad de error en la transmisión. Además, 
este nivel es el óptimo independientemente del tamaño del bloque.
Para confirmar ambas afirmaciones, se incluye la gráfica 6.8, donde aparece el 
espectro de la interferencia antes y después de aplicar el algoritmo de supresión. Como 
se puede comprobar, la interferencia afecta a una zona del espectro estrecha y el 
algoritmo elimina parte de su energía, independientemente de la frecuencia en la que 
la interferencia se sitúe.
En primer lugar, se puede comparar la resolución frecuencial y el número de puntos. 
Al considerar el espectro correspondiente a los dos tamaños del vector de entrada N,  
8192 y 4096, es claro, que el aumento de N  tiene una correspondencia en la resolución 
frecuencial, ya que el número de puntos contenido en la gráfica para 8192 es el doble 
del contenido en 4096, para el mismo intervalo de frecuencias.
En segundo lugar, se puede observar que dependiendo del nivel inicial, la zona del 
espectro eliminada se hace más amplia (J  =  8) o más estrecha (J  =  10). Así, si el 
nivel de comienzo del algoritmo es J  =  10, la zona del espectro que se elimina no 
engloba toda la energía de la interferencia, siendo lógico que la probabilidad de error 
aumente. Si por el contrario, el nivel es el inferior, J  =  8, se elimina una zona del 
espectro más ancha de la necesaria y la señal de comunicación FH-SS se ve afectada,
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F ig u ra  6.7: Gráfica de resultados experimento 6: variación del tamaño del bloque y 
del incremento del desplazamiento en frecuencias. La gráfica representa el receptor 
con filtro de supresión mediante UWPT, con 5 canales de frecuencia para la expansión 
F H , con 3 tamaños de bloque de la transformada: 8192, 4096 y 2048. La potencia de 
la interferencia C W T  afecta a un único canal, siendo igual a la señal FH-SS. El SNR  
es 12 dB.
a u m e n ta d o  d e  n u ev o  la  p ro b a b il id a d  de  e rro r.
6.2.9 Experim ento 7: variación del número de niveles y el 
incremento del desplazamiento en frecuencia
E n  e s te  ú lt im o  a p a r ta d o ,  se c o m p ru e b a  el c o m p o rta m ie n to  d e l a lg o ritm o  fren te  a  
v ariac io n es  d e l n iv e l in ic ia l J  y  d e l in c re m e n to  de d e sp la z a m ie n to  A d. E s te  in c rem en to  
se u ti liz a  p a r a  m o d ifica r los d e sp laz am ien to s  en  frecu en c ia  ap lic a d o s  so b re  la  señ a l en  
el n ivel J , lo  q u e  co n d ic io n a  la  p rec is ió n  co n se g u id a  p o r  el a lg o ritm o  a l c e n tra r  la  
in te rfe re n c ia  en  la  z o n a  p a s o -b a n d a  de  u n o  de los filtro s. E l te rc e r  p a rá m e tro  del 
a lg o ritm o , el ta m a ñ o  d e l b lo q u e , se h a  fijado  a  2048.
A n te s  d e  p re s e n ta r  los re su lta d o s  de  la  g rá fica  6.9 , h ay  q u e  ex p lic a r  el sign ificado  de 
la  v a riab le  A d!, c o n te n id a  en  d ic h a  g ráfica . E s te  p a rá m te ro  se in tro d u c e , p a r a  p o d e r  
c o m p a ra r  los d e sp la z a m ie n to s  en  frecu en cia , c u a n d o  el a lg o ritm o  tie n e  d is tin to s  n iveles 
in ic ia les  J .  E l p ro b le m a  se d e b e  a  q u e  el ta m a ñ o  q u e  p re s e n ta n  las  zo n as  p a so -b a n d a  
d e  los filtro s  v a r ía  d e p e n d ie n d o  d e l n ivel J. E s te  an c h o  de b a n d a  se ex p re sa  com o:
145
6.2. Resultados mediante simulación
Bloque=8192
Interferencia
J=1
•o
%
E
<
Interferencia 
filtrada v J=9
0.98
a)
Bloque=4096
J=1
O.
E
< J=9
0.98
b)
F ig u ra  6.8: Espectro de la interferencia C W T  a la entrada y la salida del algoritmo. 
En la figura a) se representa la interferencia cuando el bloque de la transformada es 
8192, considerando 3 niveles iniciales para el algoritmo UWPT, J  €  [8 ,9 ,1 0 ]. En la 
figura b) se representa la interferencia cuando el bloque de la transformada es 4096,
considerando 3 niveles iniciales para el algoritmo UWPT, J  €  [8 ,9 ,1 0 ]
B  =  N /2 J (6.7)
d o n d e  N  es el ta m a ñ o  del v ec to r d e  e n t r a d a  y  J  el n ivel in ic ia l del a lg o ritm o .
A sí, p a r a  p o d e r  c o m p a ra r  los re su lta d o s  o b ten id o s  con  d is tin to s  niveles in iciales, 
J ,  es n ecesario  q u e  el A d sea  d is t in to  y  p ro p o rc io n a l a l an ch o  de  b a n d a  en  c a d a  u n o  
d e  d ich o s n iveles. Y a que, p o r e jem p lo , no  re p re se n ta  lo m ism o  u n  A d =  1 en  el 
n ivel J  =  6 q u e  en  el n ivel J  =  9. E n  el p r im e r caso , e s te  d e sp laz am ien to  p u ed e  ser 
in s ig n ific an te  p o rq u e  el an ch o  d e  b a n d a  d e  los filtro s en  ese n ivel co m p ren d e  m uchos 
p u n to s , m ie n tra s  q u e  p a r a  J  = 9 p u ed e  ser u n  d esp laz am ien to  co n sid erab le .
D e e s ta  fo rm a , se define A d' q u e  es u n  d e sp laz am ien to  en  frecu en c ia  p ro p o rc io n a l 
q u e  d e p e n d e  d e l n ivel de reso lu c ió n  in ic ia l J  a l que se ap lique . E s te  nuevo  p a rá m e tro
se re la c io n a  co n  A d y  el n ivel J  de  la  s ig u ien te  m an era :
A d  =  0 .25  +  (N /2  1) (6 .8) 
E l p r im e r in c re m e n to  de  d e sp la z a m ie n to  A d  es 0.25 p a r a  c u a lq u ie r  n ivel J. A  p a r t i r
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de ahí, cada nivel J  tiene un paso de simulación distinto y los valores de A d  se 
expanden más o menos dependiendo del factor (jV/2J+3). Por ejemplo, para J  =  6 y 
Ad' E [1, . . . ,  8] los valores de A d  son:
A d  =  {0.25,4.25,8.25,12.25,16.25,20.25,24.25,28.25}
La primera conclusión, extraída de los resultados mostrados en la gráfica 6.9, es 
que el nivel inicial J  =  9 sigue siendo el óptimo para cualquier valor de incremento. 
La segunda conclusión es que se produce un aumento de la probabilidad de error con 
el valor de Ad. Este resultado se debe claramente a la disminución de la resolución en 
los desplazamientos en frecuencia, que no permite al algoritmo centrar la interferencia 
de forma adecuada en la zona paso-banda de uno de los filtros.
e®u"O
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Figura 6.9: Gráfica de resultados experimento 7: variación del número de niveles. La 
gráfica representa el receptor con filtro de supresión mediante UWPT, con 5 canales de 
frecuencia para la expansión F H  y niveles iniciales J  distintos J  E [6, 7,8,9,10].  La 
potencia de la interferencia C W T  afecta a un único canal y es igual a la señal FH-SS. 
El SNR con respecto al AW G N es 12dB.
6.3 R esultados sobre prototipo
En esta sección, se van a comprobar experimentalmente los resultados del coste compu- 
tacional del algoritmo aportados en la sección 5.4. Para comprobar dichos resultados
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se ha traducido el simulador generado sobre Matlab, a lenguaje C para su aplicación 
sobre el dispositivo DSP ADSP2065L , cuyas características se dan en el anexo B. De 
este modo, el objetivo es conseguir medir el tiempo de computo real del algoritmo 
sobre dicho DSP. Este nuevo simulador programado contiene la subrutina que realiza 
la transformada en lenguaje ensamblador, mediante estructura Lattice, tal y como se 
ha especificado en el apartado 5.4. Además de comprobar los resultados de coste, 
estas nuevas simulaciones permiten verificar las subrutinas realizadas en ensamblador, 
mediante la confirmación de los resultados obtenidos en Matlab.
El programa contiene los mismos módulos de la figura 6.1, salvo el bloque generador 
del ruido AWGN. Así pues, en las simulaciones realizadas no se incluirá este tipo 
de ruido, sólo se va a introducir interferencia CWT afectando a uno de los canales 
que forman la expansión FH. Todos los demás bloques son similares a los utilizados 
anteriormente y descritos en el apartado 6.2.
Las características de la modulación están fijadas a: BFSK de periodo de símbolo 
lm s y expansión SFH-SS de 5 canales ortonormales, separados por 2K h z. Estas 
condiciones son las que normalmente se han utilizado en las simulaciones de la sección 
6 .2.
Para medir el coste computacional, se hace uso de las características del DSP 
contando el número de ciclos de reloj medidos sobre un registro interno del DSP. Este 
registro se incrementa en cada pulso de la señal de reloj.
En estas condiciones se ha repetido el experimento del apartado 6.2.9 anterior, que 
explora la dependencia del algoritmo con respecto al valor del paso del desplazamiento 
en frecuencia A d  y el nivel inicial del algoritmo J. A continuación, se detalla la prueba 
realizada y los resultados obtenidos.
6.3.1 Simulación con variación del número de niveles y del 
increm ento del desplazam iento en frecuencia, sobre el 
DSP ADSP2065L
Las condiciones en las que se desarrolla la simulación son las mismas que las dadas en el 
apartado 6.2.9 anterior, que toma como variables el número de niveles y el incremento 
de desplazamiento Ad. Además el tercer parámetro que define el algoritmo, el tamaño 
del bloque, se ha fijado a 2048.
Al igual que en la figura 6.9, las gráficas 6.10 y 6.11 de este apartado tiene en el eje 
de abscisas los valores del incremento de desplazamiento normalizado Ad', para poder 
comparar los distintos niveles iniciales J.
La primera gráfica obtenida en la simulación se muestra en la figura 6.10. Esta 
gráfica, en lugar de contener la probabilidad de error en el eje de ordenadas, presenta
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el co s te  del a lg o ritm o  en  n ú m ero  d e  ciclos d e  re lo j co n su m id o s p o r  el D SP, p a r a  el 
cá lcu lo  de  la  d esco m p o sic ió n  de  anális is . E n  el c ó m p u to  se in c lu y en  to d a s  las i te ra ­
ciones re a lizad as , a b a rc a n d o  el f iltrad o  p a r a  c a d a  u n o  de  los p o sib les  d esp laz am ien to s  
en  frecu en cia , ap licad o s  so b re  la  señ a l de  e n tra d a , p a r a  c a d a  n ivel d e  re so lu c ió n  en  el 
p ro ceso  de  an á lis is . E s ta  es la  razó n  p rin c ip a l d e  las  d ife ren c ias  en  el co s te  d e l a lgo­
r i tm o  en  fu n c ió n  del valo r d e l in c re m en to  A d , y a  q u e  p a r a  va lo res p eq u e ñ o s  de  e s ta  
variab le , el n ú m ero  de  ite rac io n es  n ecesa ria s  p a r a  c o m p le ta r  to d a  la  zo n a  p a so -b a n d a  
del e sp e c tro  en  el n ivel in ic ia l J  a u m e n ta .
J-10
J-9
J-8
J-7
J-61.5
U)i
8
<0■O
e0)
E•3Z
0.5
1 2 3 4 5 6 7 8Ad‘
F ig u ra  6.10: Número de ciclos en la ejcución de la descomposición de análisis para el 
filtro de supresión mediante UWPTsobre el DSP  A D S P 2 0 6 5 L . En la gráfica J  es el 
nivel inicial de la descomposición y Ad ' es el desplazamiento normalizado.
L a  p r im e ra  conclusión , e x tra íd a  d e  los re su lta d o s  m o s tra d o s  en  la  fig u ra  6.10, es 
q u e  el co s te  d e l a lg o ritm o  p a ra  el v a lo r de Ad' =  1 (A d  =  0 .25), es m ucho  m ay o r que 
p a r a  cu a lq u ie r o tro  A d ', en  cu a lq u ie r n ivel in ic ia l J. A d em ás, la  g rá fica  6 .10 m an ifie s ta  
q u e  el co s te  d esp u és  de  vario s valores d e  A d ' se e s ta b iliz a  y  p e rm a n e c e  c o n s ta n te . E s to  
es así, d eb id o  a  que p a r a  valo res de  A d ' p eq u e ñ o s  el n ú m ero  de  ite ra c io n es  en  el p rim e r 
n ivel es m u y  g ran d e . A d em ás, p eq u e ñ as  v ariac io n es  de A d ' p ro d u c e n  q u e  el n ú m ero  
de ite ra c io n es  p osib les cam b ie  y  con  él ta m b ié n  lo h a g a  el co s te  del a lg o ritm o . P o r  
o tro  lado , c u a n d o  el v a lo r de A d ' se h ace  c o m p a ra b le  a l an ch o  de  b a n d a  q u e  h ay  que 
reco rre r, el co ste  se e s ta b iliz a  p o rq u e  la  d ife ren c ia  en  el n ú m e ro  d e  ite ra c io n es  se an u la . 
P o r e jem plo , p a r a  J  =  6 los valo res de  A d ' y  el n ú m e ro  de  ite ra c io n es  en  el n ivel in ic ia l 
J  =  6 son:
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A d =  {0.25,4.25,8.25,12.25,16.25,20.25,24.25,28.25} 
número de iteraciones =  {1 2 8 ,8 ,4 ,3 ,2 ,2 ,2 ,2 }
los valores de A d  y el número de iteraciones aclaran la gráfica 6.10, confirmando el 
hecho de que a partir de A d' =  5 para J  =  6 el coste se estabiliza. Esta afrimación se 
puede aplicar a todos los valores de J.
La segunda consideración importante es que el nivel inicial J  =  6 es el que menor 
coste computacional presenta. Esto es así salvo, para el valor de Ad' =  1 (Ad =  0.25), 
que es demasiado pequeño en comparación con el ancho de banda que presentan las 
zonas paso-banda de los filtros en ese nivel 2n /2 6. En estas condiciones el número de 
iteraciones para el nivel J  =  6 se dispara y el coste del algoritmo es exageradamente 
grande, en comparación con los demás valores para ese mismo J. Además, si se com­
para el coste con la fiabilidad alcanzada por el receptor, ver figura 6.9, la probabilidad 
de error obtenida es prácticamente la misma.
Como conclusión, se puede afirmar que el incremento del coste computacional, para 
«7 =  6, no ha servido para nada puesto que aunque la interferencia se centre muy bien, 
la zona del espectro eliminada es demasiado grande y el algoritmo degrada la señal 
FH-SS.
En contraposición, el nivel inicial J  =  10 es el de mayor coste computacional. 
Aunque para el valor Ad' =  1, el nivel J  =  10 es de menor coste de todos los niveles, 
conforme Ad' aumenta, el número de iteraciones en el primer nivel tiende a 2, sea 
cual sea el nivel J. En consecuencia el coste del algoritmo con J  =  10 es mayor, 
simplemente porque hay más niveles en la descomposición. Para J  — 10 la desventaja 
del mayor coste computacional no se ve recompensada por una mayor fiabilidad, como 
cabría esperar. Si se examinan las figuras 6.9 y 6.7, se puede constatar que el nivel que 
proporciona menor probabilidad de error es J  =  9. Este balance desaconseja elegir 10 
niveles en la descomposición del algoritmo.
Los otros tres valores intermedios (J  =  [7,8,9]) tienen diferencias de coste menores 
a la cuarta parte del valor que presenta cada uno de ellos, siendo el mayor el coste de 
J  =  9. Pero por el contrario, este nivel J  =  9 presenta la probabilidad de error menor. 
Si se comparan las diferencias en probabilidad de error de estos tres niveles se obtiene: 
una diferencia del orden de la década entre J  =  9 y J  =  7 y d e  más de la mitad de 
una década entre J  =  9 y J  =  8.
Como conclusión de toda esta sección, se ratifica el hecho de que el mejor nivel 
para implementar el algoritmo en las condiciones expuestas en la sección 6.2, es J  =  9 
ya que el descenso de la probabilidad de error compensa el incremento en el coste.
Por último a partir de los datos de la figura 6.10, se puede comprobar la validez 
de la ecuación 5.20, que rige el coste del algoritmo, ya que el número de ciclos de
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análisis obtenidos de la ecuación 5.20 es muy aproximado al número de ciclos dado en 
la gráfica 6.10. Por ejemplo, para Ad' =  8, con J  =  9 y  N  =  2048, el valor obtenido 
experimentalmente es: 279620, mientras que el coste calculado por la ecuación 5.20, 
sustituyendo N  =  2048, J  — 1 =  8, Ra =  231, L^aÍ^J ~   ^ y considerando el filtrado 
de los dos correladores en cuadratura, X j  =  X j r +  jX j i ,  es:
(6 * (2048 +  231) * (8 +  4)) * 2 =  273480 (6.12)
los resultados de coste no son exactamente iguales debido a que la función que im- 
plementa la estructura Lattice, además de las operaciones de filtrado, realiza algunas 
instrucciones para inicializar las unidades de generación de direcciones y  algunos re­
gistros internos, no contempladas en los cálculos de la ecuación 6.12.
La segunda figura 6.11 mostrada en este apartado, representa la probabilidad de 
error obtenida en las simulaciones llevadas a cabo sobre el DSP, para los casos J  =  10, 
J  =  9 y J  =  8. Es posible comparar dichos resultados con los obtenidos en la figura 6.9 
del apartado 6.2.9. Al confrontar ambos resultados, se observa que la probabilidad de 
error en este caso es ligeramente inferior a los valores aportados en la figura 6.9, debido 
a que en este último caso sólo se ha incluido interferencia CWT, pero su tendencia 
es coincidente. Este resultado valida las dos implementaciones realizadas: tanto la 
llevada a cabo sobre el DSP con estructura Lattice, como la efectuada en Matlab, 
mediante la forma directa, ya que ambas tienen unos resultados similares.
6.4 Conclusiones
Las simulaciones realizadas han verificado el buen comportamiento del algoritmo. En 
estas simulaciones se ha comprobado sus prestaciones, medidas mediante la probabili­
dad de error en los bits transmitidos. Para realizar estas simulaciones se ha construido 
un modelo del emisor y del receptor FH-SS, sobre Matlab, en el que se han introducido 
diversos tipos y niveles de interferencia.
Como primer resultado destacable, se observa una gran diferencia en el comporta­
miento entre el receptor con y sin filtro de interferencias. La reducción de la probabi­
lidad de error que presenta el receptor con supresión de interferencias es significativa, 
del orden de 2 décadas frente al receptor convencional, para niveles de la potencia de 
la interferencia elevados.
Las comparaciones realizadas con la transformada FFT han permitido comprobar, 
que la UWTP tiene un mejor comportamiento, ya que consigue reducir el número de 
puntos en los que se concentra la interferencia, degradando en menor medida la señal 
FH-SS. Aunque para posiciones de la interferencia en frecuencias cercanas a la de una 
de las portadoras, las diferencias entre ambos transformadas son pequeñas.
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F ig u ra  6.11: Gráfica de resultados con variación del número de niveles con simulador 
sobre DSP, con estructuras L a ttic e . La gráfica representa el receptor con filtro de 
supresión mediante UWPT, con 5 canales de frecuencia para la expansión F H , para 
3 niveles iniciales J  distintos. La potencia de la interferencia C W T  afecta a un único 
canal y es igual a la señal FH-SS. No se ha introducido AWGN.
O tro  a sp e c to  im p o r ta n te  d e  los re su lta d o s  o frecidos es la  c o m p a ra c ió n  e n tre  la  
F F H -S S  y  el a lg o ritm o  p ro p u e s to . C om o se in tro d u jo  en  el c a p ítu lo  3, la  F F H -S S  con 
recep c ió n  n o -lin ea l d e  los chips en  los q u e  se d iv id e  u n  b it ,  a u m e n ta  la  in m u n id a d  
del s is te m a  fre n te  a  in te rfe ren c ia s  de  b a n d a  e s tre ch a . S in  em b arg o , la  m o d u lac ió n  
F F H  in c re m e n ta  la  c o m p le jid ad  del em iso r y  el re cep to r, n e c e s ita  m ay o r an ch o  de 
b a n d a  p a r a  m a n te n e r  la  m ism a  v e lo c id ad  de  tra n sm is ió n  y  p ro d u c e  u n  a u m e n to  de 
la  p ro b a b il id a d  de  e rro r  en  can a les  co n  ru id o  A W G N , d e b id o  a  la  co m b in ac ió n  no- 
co h e ren te  d e  la  en e rg ía  d e  los chips. E l a lg o ritm o  p ro p u e s to  p e rm ite  a u m e n ta r  la  
in m u n id a d  d e l s is te m a  fren te  a  in te rfe ren c ia s , de  fo rm a  su p e r io r  a l in c re m en to  de  la  
fiab ilid ad  o b te n id o  a l ap lic a r  F F H -S S , con  sim u lac iones re a liz a d a s  p a r a  el caso  L = 3, 
siendo  L  el n ú m e ro  d e  chips p o r  b it . P o r  lo ta n to , el s is te m a  a u m e n ta  la  fiab ilid ad  
fren te  a  in te rfe ren c ia s , s in  te n e r  las d e sv e n ta ja s  q u e  in tro d u c e  la  co m b in ac ió n  no- 
co h e ren te  en  F F H -S S .
P a ra  c o n c lu ir  el c a p ítu lo  se h a  tra d u c id o  el s im u lad o r, m o s tra d o  en  la  sección  6.2, 
a  le n g u a je  C p a r a  su  ap licac ió n  so b re  el D S P  ADSP2065L. L a  s im u lac ió n  q u e  se h a  
llevado a  ca b o , h a  co p iad o  las co n d ic io n es  del a p a r ta d o  6.2.9. E s ta  co in c id e n c ia  h a  p e r­
m itid o  c o m p a ra r  los re su lta d o s  de  a m b a s  sim u laciones y  c o m p ro b a r  la  im p le m e n tac ió n  
del a lg o ritm o  d e  su p re s ió n  en  e s t ru c tu r a  Lattice en  en sa m b la d o r. Los re su lta d o s  de  la  
p ro b a b ilid a d  de  e r ro r  m o s tra d o s  en  la  g rá fica  6.11 h a n  c o n firm a d o  los re p re se n ta d o s
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en la gráfica 6.9, validando ambas simulaciones.
Por último, hay que subrayar que el número de ciclos de ejecución medidos en la 
simulaciones, para el proceso de análisis del algoritmo, son coincidentes con las que 
se obtienen mediante la ecuación 5.18. Así pues, esta ecuación es un buen referente 
del coste que se consigue al modificar los parámetros del algoritmo: nivel inicial J, 
tamaño del bloque N  e incremento del desplazamiento Ad.
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Capítulo 7
Aplicación del algoritm o de 
supresión propuesto a la 
transm isión de datos por el cable 
de potencia
7.1 Introducción
Este capítulo expone la aplicación del algoritmo de supresión, a un sistema de co­
municación por cable de potencia integrado en una arquitectura de control industrial 
distribuida. Para realizar esta aplicación ha sido necesario desarrollar un emisor y 
un receptor FH-SS, adaptados para la transmisión de datos a través de dicho canal. 
Además, estos elementos se han integrado dentro de una arquitectura computacional 
orientada al control industrial. Dicha arquitectura tiene como finalidad la gestión y 
el control de los elementos agrarios, que constituyen una comunidad de regantes y ha 
sido llevado a cabo por el grupo de Control y Aplicaciones Telemáticas (CAT) del 
Instituí de Robótica, dentro del proyecto de investigación PRIFEM. La información 
referente a la arquitectura mencionada y los elementos que la integran se muestra en 
el anexo A. Como parte del desarrollo de este proyecto, se han llevado a cabo pruebas 
de campo en una instalación piloto, que ha permitido constatar la eficacia del algorit­
mo de supresión de interferencias propuesto. El sistema piloto se ha instalado en el 
sector X I V  de la comunidad de regantes ”La Providencia”, en el término municipal 
de Sagunto, según las especificaciones del anexo A.
Dentro del sistema, los elementos emisor y receptor constituyen el nivel de co­
municación más bajo, que interconecta las unidades remotas encargadas de controlar 
sensores y actuadores lejanos, con el cabezal de riego donde se hayan las bombas de 
extracción de agua y abonado. Para alimentar y llevar la señal de comunicación a
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cada una de estas unidades, existe un único cable de potencia que recorre toda la 
comunidad. La ventaja que presenta la utilización de esta línea, como medio de trans­
misión de la información, es sobre todo económica, ya que no son necesarios nuevos 
cables para el envío de los datos, ni son necesarias fuentes externas para alimentar las 
unidades remotas. Además, las unidades se pueden conectar en cualquier punto de la 
red con total flexibilidad.
Sin embargo, el cable de potencia del sistema constituye un canal de transmisión 
muy hostil. Los mayores problemas que presenta su utilización son: ancho de ban­
da limitado, características variables y altos niveles de ruido. Asimismo, las señales 
transmitidas se ven afectadas por una gran distorsión causada por las largas distancias 
de cable, la baja impedancia de entrada y las pérdidas en las conexiones.
Algunos de estos inconvenientes se deben al tipo de cargas que normalmente se co­
necta a la línea, como por ejemplo: motores, equipos de iluminación, electrodomésticos, 
etc. Estos equipos varían las condiciones del canal y afectan a la señal transmitida 
[66]. Además, muchas de estas cargas son inductivas, por lo que su impedancia de­
pende de la frecuencia [61]. Otra característica importante del canal es la variación de 
la impedancia, en función del periodo de la señal alterna de potencia. Típicamente, 
cuando dicha señal se encuentra en los pasos por cero, la impedancia es mayor que 
cuando se sitúa en un intervalo con voltaje elevado [61], debido a que los rectifica­
dores de las fuentes se conectan en los instantes de voltaje alto. Por último hay que 
destacar, que los tipos de interferencias más comunes son ruido impulsional, generado 
sobretodo en tubos fluorescentes, ruido de onda continua, proveniente de motores y 
fuentes conmutadas, y ruido de fondo.
El capítulo comienza con el estudio del medio. En concreto, la sección 7.2, indica 
sus propiedades más destacables, haciendo hincapié en los tipos y características de 
las interferencias presentes y justificando la aplicación del algoritmo de supresión de 
interferencias propuesto en el capítulo 4. A continuación, la sección 7.3 se centra en 
la construcción del emisor y el receptor FH-SS, éste último basado en el mostrado 
en la sección 4.2. Para cada uno de los dos elementos se especifica exactamente sus 
propiedades, incluyendo la modulación, la estructura de bloques y la señal que se 
transmite. Por último, la sección 7.4 muestra los resultados de la probabilidad de 
error en la transmisión de datos a través del canal especificado, obtenidos sobre la 
instalación prototipo.
7.2 Análisis del canal de comunicación
La línea de potencia, utilizada como canal de comunicación en el sistema propuesto, 
tiene una serie de particularidades que la convierten en un medio de transmisión bas­
tante adverso. En primer lugar aparece el problema de la gran cantidad de cable que
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fo rm a  la  red . E s ta  c u e s tió n  es in e lu d ib le  y a  q u e  la  e x ten s ió n  de  te r re n o  so b re  la  q u e  se 
d is tr ib u y e n  los e lem en to s  rem o to s , h ace  n ec e sa r ia  la rg a s  d is ta n c ia s  de  c a b le a d o  p a r a  
su  in te rco n ex ió n . A d em ás, el re co rrid o  d e l cab le  se a d a p ta  a  la  d iv is ió n  d e l te rre n o  
y  p re s e n ta  u n a  to p o lo g ía  to ta lm e n te  irre g u la r , c a ra c te r ís t ic a  de  c a d a  in s ta lac ió n . A 
m o d o  de ejem plo , en  el an ex o  A  se p u ed e  o b se rv a r el e sq u e m a  d e l c a b le a d o  de  la  
in s ta la c ió n  so b re  la  q u e  se h a n  rea lizad o  las  p ru e b as .
L a  ten s ió n  de  a lim en tac ió n  p re sen te  en  la  línea , co n  la  q u e  fu n c io n a n  la s  u n id ad es  
re m o ta s , se h a  re d u c id o  a  241V ac p o r ra zo n es  d e  seg u rid a d . P a r a  re d u c ir  el v o lta je  
ex is te  u n  tra n s fo rm a d o r , q u e  co n e c ta  el t r a m o  de  re d  en  el q u e  se s i tú a n  la s  u n id ad es  
re m o ta s , fren te  a  la  fase de 220V  ac to m a d a  de  la  in s ta lac ió n .
L a  im p e d a n c ia  d e  e n tr a d a  a  la  lín ea  no  p u ed e  sab e rse  con  a b s o lu ta  c e r te z a  y  v a r ía  en  
c a d a  p u n to  del cab le  d e l s is tem a, y a  que su  lo n g itu d  y  su  to p o lo g ía  no  so n  p rev isib les. 
A u n  así, las  m ed ic io n es re a liz ad a s  in d ican  q u e  e s ta  im p e d a n c ia  es p e q u e ñ a , con  valo res 
en to rn o  a  las d ecen as  de  ohm io . L a  a te n u a c ió n  s u fr id a  p o r  la  señ a l ta m b ié n  d ep e n d e  
de las  cond ic iones d e l cab le . C o n s id e ran d o  a  los va lo res m ed id o s en  la  in s ta la c ió n  de 
p ru e b as , se p u ed e  a f irm a r q u e  la  a te n u a c ió n  su fr id a  p o r  en c im a  d e  100K h z  es b a s ta n te  
severa , sien d o  el ra n g o  (0 — 30) K h z  la  z o n a  d e l e sp e c tro  con  m en o r a ten u a c ió n .
-0.4 -
- 0 .8  1 1 1-----------------------------------------------
0 0.005 0.01 0.015 0.02
Tiempo (S)
F ig u ra  7.1: Representación temporal de la interferencia medida a la entrada del recep­
tor FH-SS, en la instalación de prueba, con la bomba y el variador en funcionamiento. 
Esta interferencia es del tipo C W T y está formada por múltiples armónicos.
C om o se h a  in tro d u c id o  a l com ienzo  d e l c a p ítu lo , las  m ayores fu e n te s  de ru id o  
in y ec tad o  en  la  lín ea  son  los m o to res , la s  fu e n te s  c o n m u ta d a s  y  las lá m p a ra s  fluo­
re scen tes  de  ilu m in ac ió n . Los tip o s  de  ru id o  m ás  n o rm ale s  son: ru id o  im p u ls io n a l,
157
7.2. Análisis del canal de comunicación
ru id o  d e  o n d a  co n tin u a  C W T  y  ru id o  de  fondo  A W G N  [66] [6] [61]. L a  d ife ren c ia  m ás 
sig n ifica tiv a  e n tre  el ru id o  im p u ls io n a l y  la  in te rfe re n c ia  C W T  es su  re p resen tac ió n , 
ta n to  en  el d o m in io  de  la  frecuencia , com o en  el d o m in io  te m p o ra l. L a  en e rg ía  de  la  
in te rfe ren c ia  im p u ls io n a l e s tá  e x p a n d id a  en  u n  am p lio  ra n g o  d e  frecu en c ias  y  concen­
t r a d a  en  u n  p eq u eñ o  in te rv a lo  te m p o ra l, m ie n tra s  q u e  c o n tra r ia m e n te  la  en e rg ía  de  la  
o n d a  c o n tin u a  se c o n c e n tra  en  frecu en c ias  y  se e x p a n d e  en  el tie m p o . E s ta  d iferencia  
aco n se ja  el t ra ta m ie n to  d e  am b as  in te rfe ren c ia s  en  d o m in io s  d is tin to s .
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F ig u ra  7.2: Espectro de la interferencia medida a la entrada del receptor FH-SS, en la 
instalación de prueba, con la bomba y el variador en funcionamiento. En la gráfica se 
observa que los componentes frecuenciales de la interferencia, la mayoría provenientes 
del variador y la bomba están concentrados sobre todo entre las frecuencias (3 —7) K Hz .  
Aunque, también hay armónicos cercanos a frecuencia 0Hz,  provenientes de la señal 
de potencia del cable.
D e to d a  la  v a rie d ad  de ru id o  que p u ed e  co n te n e r  el c a b le  d e  p o te n c ia , la  in te r­
fe ren c ia  C W T  es la  m ás im p o r ta n te  en  el s is te m a  co n tem p lad o . D ich a  in te rfe ren c ia  
a p a re c e  g e n e ra d a  p o r los m o to re s  e léc trico s  in d u c tiv o s , b o m b a s  de  a g u a  y  ab o n ad o , 
q u e  se c o n e c ta n  a  las to m a s  d e  p o te n c ia  y  se c o n tro la n  m e d ia n te  eq u ip o s  v ariad o res  
d e  frecu e n c ia  [90]. E s te  d isp o s itiv o  g e n e ra  u n a  o n d a  con  v o lta je  y  frecu en c ia  v a r ia ­
ble , m e d ia n te  la  cu a l se c o n tro la  la  v e lo c id ad  d e l m o to r. L a  in te rfe re n c ia  c re a d a  tiene 
u n  p o te n c ia  e lev ad a  y  e s tá  c o n s ti tu id a , p o r  u n a  secu en c ia  d e  a rm ó n ico s  c e n tra d o s  en 
frecu en c ias  m ú ltip lo s  de  la  frecu en c ia  fu n d a m e n ta l  d e  c o n m u ta c ió n  del v a r ia d o r  [90] 
[75].
E s te  an á lis is  h a  sido  co n firm ad o  p o r  m ed io  de  m ed ic io n es re a liz a d a s  en  el cab le
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F ig u ra  7.3: Detalle del espectro de la interferencia medida a la entrada del receptor 
FH-SS, en la instalación de prueba, con la bomba y el variador en funcionamiento. 
En la gráfica se observa los componentes frecuenciales de la interferencia CWT, para 
frecuencias (3 — 7) K H z ,  con armónicos situados en posiciones múltiplos de 250H z.
d e  p o te n c ia  d e l s is te m a  p ilo to , con  el v a r ia d o r  y  la  b o m b a  en  fu n c io n am ien to . E n  
c o n c re to  la  f ig u ra  7.1 re p re s e n ta  en  el d o m in io  te m p o ra l la  in te rfe re n c ia  ju s to  d esp u és  
d e l filtro  d e  e n t r a d a  d e l re cep to r, que e lim in a  la  señ a l d e  p o te n c ia  d e  50H z. A  s im p le  
v is ta , e s ta  se ñ a l se p u e d e  c lasificar com o u n a  secu en c ia  p e r ió d ic a  d e  a m p litu d  m en o r 
d e  0 ,4V.
L a  re p re se n ta c ió n  d e  e s ta  m ism a  señ a l en  el d o m in io  d e  la  frecu en cia , se p u ed e  v er 
en  las fig u ras  7.2 y  7.3. L a  p r im e ra  de ellas re p re s e n ta  to d o  el e sp e c tro  de  frecu en cias . 
A l in sp ecc io n a r d ich o  e sp e c tro  se a p rec ia  q u e  ex is te  u n a  zo n a  q u e  c o n c e n tra  los a rm ó n i­
cos de  m ay o r e n e rg ía , e s ta  zo n a  co m p ren d e  el ra n g o  d e  frecu en c ias  (3K H z  — 7KHz) .  
T am b ién  a p a re c e n  a rm ó n ico s  d e  e lev ad a  en e rg ía  en  p o sic io n es  c e rca n as  a  50Hz,  p ro ­
v en ien te s  d e  la  te n s ió n  de  p o te n c ia  q u e  tra n s m ite  el cab le .
P a r a  d e te rm in a r  co n  m ay o r c la r id ad  la  co m p o sic ió n  de  la  in te rfe re n c ia  de o n d a  
c o n tin u a , la  s e g u n d a  g rá fica  7.3 re p re se n ta  en  d e ta lle  la  zo n a  d e l e sp e c tro  (3K H z  — 
7K H z) .  E n  e s ta  g rá fica  se a c la ra  la  d is tr ib u c ió n  de  los a rm ó n ic o s  g en e rad o s. E n  
co n c re to , se p u e d e  a p re c ia r  com o esto s  e s tá n  s itu a d o s  a  in te rv a lo s  fijos, co n  u n  in te rv a lo  
de  frecu en c ia  250Hz.
D e fo rm a  re s u m id a  las p ro p ied a d es  del c a n a l c o n s id e rad o  son:
•  E l c a n a l d e  co m u n icac ió n  es u n  cab le  b ifila r d e  p o te n c ia , en  el q u e  se c o m p a r te
0.04
3000 4000 4500 5000 5500 6000 6500 7000
l v|3'4?pj
159
7.3. Construcción del emisor y el receptor con modulación FH-SS
la administración de la alimentación y la transmisión de datos, siendo tarea del 
emisor y el receptor distinguir entre ambas señales.
•  La topología del cable puede ser cualquiera y su longitud elevada, por lo tanto 
la impedancia de entrada será baja e impredecible a priori. Además, el ancho de 
banda utilizable está en el rango de frecuencias (0—30)K h z,  según las mediciones 
realizadas en la instalación de pruebas.
•  La interferencia dominante es del tipo CWT. Esta interferencia es generada por 
el equipo variador que controla la bomba eléctrica, estándo constituida por una 
serie de armónicos situados a intervalos fijos de frecuencia, que cubren un amplio 
rango del espectro.
También existe interferencia de tipo impulsional de menor potencia proveniente 
de fuentes de iluminación, e interferencia CWT generada por la señal de potencia 
de 50Hz.
•  El cable no está adaptado, puesto que presenta multitud de conexiones yen los 
extremos no es posible conectar cargas, que harían caer la tensión de alimentación 
de 50Hz. Debido a estos problemas, la señal se ve afectada por reflexiones que 
distorsionan su forma de onda, es decir, la portadora no se recibe como una 
senoidal perfecta.
Como conclusión de esta sección, se puede afirmar que el cable de potencia de la 
instalación es un medio ruidoso, siendo la interferencia de mayor potencia del tipo 
CWT. En consecuencia, este sistema de comunicación presenta unas condiciones, en 
las que la aplicación del algortimo de supresión puede aumentar la inmunidad del 
sistema.
7.3 Construcción del emisor y  el receptor con mo­
dulación FH-SS
En esta sección se muestra el diseño de las unidades emisor y receptor, que forman 
la aplicación para la transmisión de datos por el canal de potencia. Pero antes de 
comenzar la descripción de las dos unidades, se indica la modulación aplicada en este 
capítulo. Esta modulación está influenciada por las condiciones del canal, mostradas 
en el apartado 7.2 anterior.
7.3.1 Características de la modulación
Con el fin de mantener la compatibilidad con las simulaciones del capítulo 6, la modu­
lación elegida es FH-SS combinada con BFSK. Así pues, cuando se comienza a generar
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la trama la modulación BFSK, codifica cada bit 0 ó 1 mediante un símbolo con fre­
cuencia QKhz ó 7K h z  respectivamente. Para mantener la ortogonalidad de los dos 
símbolos el periodo de cada uno de ellos es Iras, ya que al enventanar los símbolos de 
la portadora con pulsos de Iras, el primer paso por cero de su espectro en forma de 
sinc se sitúa en posiciones de frecuencia desplazadas 1 /lras =  1 K h z ,  por lo tanto los 
símbolos de 6K h z  y 7K h z  son ortogonales.
A continuación, la expansión FH-SS sigue manteniendo 5 canales ortonormales, en 
los cuales situar la portadora mediante desplazamientos en frecuencia. Estos desplaza­
mientos obedecen a un código pseudoaleatorio conocido por emisor y receptor. Cada 
uno de los canales posee dos frecuencias, una correspondiente al bit '0' y otra para el 
correspondiente 'V . Los canales en frecuencia elegidos son: Canal(O): (6-7 KHZ), Ca- 
nal(l): (8-9 KHz), Canal(2): (10-11 KHz), Canal(3): (12-13 KHz), Canal(4): (14-15 
KHz).
La elección de estas frecuencias, además de mantener la compatibilidad con simu­
laciones anteriores, asegura que la señal FH-SS se mantiene en el rango en el que el 
canal se comporta mejor.
7.3.2 Características del emisor
Debido a la gran cantidad de cable (aprox. lOKra) y a que por dicho cable se alimen­
tan todas las unidades de la instalación, la corriente que consume la unidad emisora 
está limitada, siendo su consumo menor de ImA. En estas condiciones la potencia de 
la señal transmitida está limitada y fijada empíricamente, para asegurar una buena 
recepción en el cabezal de la instalación de riego.
Para simplificar la construcción del sistema de pruebas, el emisor sólo puede trans­
mitir en respuesta a una petición efectuada desde el elemento receptor FH-SS. Esta 
petición se realiza mediante una trama enviada en sentido inverso con modulación 
por Manipulacin de Encendido y Apagado OOK On Off Keyed  (OOK), esta trama se 
describe con detalle en el anexo A.
La forma de onda en el dominio temporal de la señal FH-SS generada, se represen­
ta en la figura 7.4. En dicha figura se observan los distintos símbolos con frecuencia 
dependiente del canal seleccionado. También es interesante destacar, que todos los 
símbolos no tienen la misma amplitud, debido a cuestiones prácticas en la implemen- 
tación de los filtros de salida, descritos en el anexo A. Aunque este problema no es 
grave, ya que los símbolo de frecuencias cercanas, que constituyen un canal BFSK, 
sí tienen valores de amplitud cercanos. Por último cabe subrayar, que la trama en­
viada contiene 20 bits, siendo el periodo de tiempo total necesario para completar su 
envío 20ras.
La figura 7.5 representa la misma trama en el dominio de frecuencias, en ella se
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Figura 7.4: Señal de comunicación con modulación FH-SS enviada desde el emisor 
hacia el receptor, donde se comprueba las variaciones del canal de frecuencia utilizado 
en cada símbolo transmitido.
comprueba la zona del espectro ocupada por los canales FH-SS, que coincide bási- 
canmente con los 5 canales de la modulación. Información más detallada sobre los 
elementos que componen el emisor, se puede obtener en el anexo A.
7.3.3 Características del receptor
En esta sección se especifica el receptor FH-SS desarrollado para la transmisión de 
datos por el canal del sistema. Este receptor básicamente es similar al mostrado en 
la sección 4.2, aunque incluye nuevos módulos encargados de la sincronización de los 
símbolos transmitidos, de adecuar la entrada y la salida de las señales hacia el canal 
de comunicación y de la conexión del receptor, con los demás elementos del sistema 
para el intercambio de la información. De todos ellos, el único digno de mención es 
el módulo de sincronización, que se explica con mayor detalle lo largo del presente 
apartado.
A continuación se describen todos los bloques en los que se divide el receptor:
•  En primer lugar hay un módulo de interface con la línea, que filtra la señal de 
potencia y extrae la FH-SS. Este módulo es totalmente analógico.
• A continuación la salida del filtro se muestrea con un convertidor analógico digital
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Figura 7.5: Representación en frecuencia de la señal de comunicación con modulación 
FH-SS, enviada desde el emisor hacia el receptor. La señal queda concentrada en 
el intervalo de frecuencias (6 — 15)Khz ,  puesto que se han elegido 5 canales para la 
expansión FH-SS en ese rango de frecuencias.
de audio. Este convertidor tiene una frecuencia máxima de 48Khz ,  suficiente 
para adquirir las señales FH-SS transmitidas, que están en el rango (6K H z  — 
15K H z ) .  Seguidamente la trama es almacenada en memoria para su posterior 
procesamiento. El tamaño de este vector almacenado está influenciado por el 
periodo de muestreo.
•  Una vez alcanzado este punto, la señal se multiplica con los correladores en 
cuadratura, habiendo una pareja de correladores por cada uno de los canales de 
las frecuencias utilizados en la expansión FH.
• El siguiente bloque del receptor es el filtro paso-bajo, que elimina las componen­
tes de alta frecuencia no deseadas. Para ello, se aplica sobre la señal un filtro 
IIR paso-bajo.
•  El módulo que viene a continuación es el filtro de supresión de interferencias. En 
este caso el algoritmo programado es el dado en la figura 4.6 del apartado 4.3.3, 
pero con estructura Lattice en el cálculo de la UWPT. El filtrado se realiza, si 
la energía que presenta el vector de entrada al algoritmo, es mayor que un cierto 
umbral determinado empíricamente para el nivel de interferencia presente en la 
instalación de pruebas. Este proceso se realiza sobre cada uno de los vectores de 
entrada, después de haber realizado la correlación y el filtrado.
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• Una vez obtenida la señal libre de interferencia es necesario sincronizar la re­
cepción de los símbolos, este proceso se explica a continuación en este mismo 
apartado.
• Una vez sincronizada la trama, se suman los puntos que forman un mismo símbo­
lo.
• Por último, se realiza la combinación de las salidas de los integradores en cuadra­
tura. El resultado es un vector con 10 elementos, cada uno para una frecuencia 
dada en la modulación FH, (dos frecuencias por cada uno de los 5 canales). Para 
recuperar los bits, el detector elige el mayor entre los dos valores asociados a las 
frecuencias B F S K  originales,, desplazadas hasta las posiciones dictadas por la 
expansión FH.
De forma esquemática, todos los módulos del receptor se muestran en la figura 7.6.
Módulos del Receptor
^ —
Interface Convertidor
f  A
Fttro FUTO Sumador/
cania analógico Conetadores paso-bc*o de Sincronización combinador
ínea cJgltal IR supresión no-coherente
V
------ ►
V__ Proceso de recepción J
Figura 7.6: Módulos que integran el receptor desarrollado dentro del proyecto PRIFEM. 
El primer módulo es analógico y forma el interface con la línea. El segundo módulo es 
el conver sor analógico/digital, que muestrea la señal. Los correladores y el filtro paso- 
bajo llevan a banda base la señal. El filtro de supresión elimina las interferencias. El 
sincronizador determina el instante de comienza de los símbolos y el útimo módulo 
completa la recepción no-coherente.
Sincronización del em isor y  el receptor
A lo largo de todo el trabajo de investigación, siempre se ha asumido que existe una 
sincronización perfecta entre emisor y receptor, a nivel de símbolo transmitido. Pero en 
la aplicación desarrollada, esta sincronización debe llevarla a cabo el receptor, siendo 
una cuestión muy importante de la que depende en gran medida la obtención de una 
baja probabilidad de error. El proceso de sincronización, tal como se describe en [71], 
se descompone en dos pasos:
1. Sincronización gruesa: es el proceso por el cual el generador de la secuencia 
pseudoaleatoria del receptor y del emisor se alinean. Los errores de sincronización
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después de este paso están acotados por el periodo de un símbolo. De esta 
manera, el receptor conoce el canal de frecuencia en la modulación FH-SS con 
cambios definidos en PN, en el que se ha situado el último símbolo transmitido.
2. Sincronización fina: es la estimación del instante de comienzo y finalización de 
los símbolo transmitidos.
La solución a la sincronización gruesa ya ha sido considerada en el apartado 7.3.2. 
Para alcanzar este cometido se han restringido los instantes en los que se puede trans­
mitir una trama: el emisor sólo puede enviar una respuesta a una petición realizada 
desde el receptor. Esta técnica es similar a los protocolos de acceso al medio del tipo 
maestro/esclavo [78], en los que una unidad esclava sólo puede acceder al canal en 
respuesta a una petición realizada desde el maestro. El tiempo de respuesta del emi­
sor es no es conocido, aunque está formado por un valor fijo sobre el que se aplican 
pequeños desplazamientos aleatorios con valores menores a lm s. De esta forma, es 
posible asegurar el instante en el que se va a recibir la trama, con un error menor al 
periodo de 1 bit.
En el muestreo de la la señal hay que tener en cuenta esta imprecisión. En concreto, 
el muestreo debe comenzar con un intervalo de anticipación Ta igual al periodo de un 
bit o un símbolo Ta =  T¿, ya que la modulación es BFSK. Luego se continúa la 
captura de la señal durante el periodo de la trama, T f h - s s • Y por último, se añade
un periodo restante, Tr, hasta completar un número adecuado de muestras N.  Es
deseable, que el valor N  sea potencia de 2, para simplificar la programación de los 
algoritmos posteriores. El número de puntos del vector N  se relaciona con estos tres 
intervalos de tiempo a través del periodo de muestreo Ts:
N - T a =  Ta +  T FHs s  +  Tr (7.1)
Pero la trama adquirida , en general puede no estar centrada en el vector mues- 
treado, ya que Ta y Tr pueden ser diferentes. Por lo tanto, es necesario sustituir Ta 
y Tr, por dos nuevos periodos T'a y TJ. que sean iguales y cumplan que T'a >  T¿>. La 
forma de elegirlos es:
T'a =  T'r =  ( N - T s -  T FH- s s ) / 2  (7.2)
Existen otras alternativas para la realización de la sincronización gruesa. Un ejem­
plo es la introducida en [18], que considera la detección de los pasos por cero de la 
señal de alimentación, para determinar los instantes de comienzo de la transmisión.
El establecimiento de la sincronización fina se ha desarrollado mediante un método 
basado en [16], [71] y [26]. Para implementar este método, la trama debe contener 
una cabecera con un número determinado de bits, cuyos valores sean conocidos de
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antemano por emisor y receptor. Esta cabecera puede tener un número mayor o 
menor de bits, dependiendo de las condiciones del canal. Durante la sincronización, 
el receptor debe buscar el patrón formado por dicha secuencia de bits dentro del 
vector muestreado. El proceso de búsqueda se ve asistido por la siguiente función de 
sincronización:
j + M - ( l + p { c ) )
d Ü) =  ^ 2  X I  k<x(n)|2 + |x d (n ) |2 (7.3)
c e C  n = j + M - p ( c )
donde D (j)  representa la función cuyo valor hay que maximizar, dependiendo de j  que 
indica el punto de inicio dentro del vector muestreado. En dicho vector, C  representa 
el conjunto de todas las frecuencias, correspondientes a los símbolos que forman la 
cabecera. El valor p(c) es la posición que ocupa cada frecuencia en dicha cabecera y 
M  es el número de puntos que forman un símbolo. Por último, x ^ n )  y x ^ n ) ,  son 
las secuencias de salida de los correladores en cuadratura para la frecuencia c. En la 
ecuación 7.3, se supone que una frecuencia determinada sólo puede aparecer una única 
vez en la cabecera.
Para determinar el valor j ,  que máximiza la función de sincronización, hay que 
calcular los valores de la función en un intervalo de periodo 2ms, definido como el 
periodo de precisión de la sincronización gruesa. El valor de j  que maximiza la función 
constituye el punto de inicio de la cabecera y de la trama. En el sistema considerado, al 
ser la frecuencia de muestreo de 48K h z,  frecuencia máxima permitida por el conversor 
analógico digital, el número total de puntos en los que se debe calcular la función es 
96.
Gráficamente el proceso de sincronización fina se muestra en la figura 7.7. En dicha 
figura se representa una secuencia de 5 bits que supestamente compone la cabecera 
de la trama. Sobre esta cabecera se desplazan los sumadores, representados en los 
intervalos inferiores, que calculan un valor de la función D (j)  para cada valor de inicio 
temporal j .  El valor de j ,  que mejor ajuste los intervalos inferiores con los periodos 
de los símbolos, constituye el punto de inicio de la trama.
En la definición de la función de sincronización 7.3, no se ha ponderado la contri­
bución de cada símbolo al sumatorio final. Esta situación tiene un inconveniente, ya 
que la forma de onda de la señal FH-SS enviada por el receptor, tal como se muestra 
en la figura 7.4, no tiene la misma amplitud para todos los símbolos transmitidos. La 
solución a este problema pasa por la introducción de unos pesos, que igualen la contri­
bución de todos los símbolos en la ecuación 7.3. Además, estos pesos dependerán de las 
características del cableado, ya que la atenuación sufrida por cada símbolo transmitido 
dependerá de la frecuencia que ocupe:
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96 muestras
£
c
Figura 7.7: Proceso de sincronización realizado en el receptor. Sobre la cabecera forma­
da por 5 bits se aplica la función de coste 7.3, D(j ) ,  con valores de j  en un intervalo de 
periodo 2m s, en total 96 puntos con una frecuencia de muestreo de 48K H z .  El valor 
de j  que maximiza D(j )  es el punto de inicio de la trama. En la figura se representan 
los dos niveles de los sumatorios, primero el sumatorio de la señal de salida de los 
correladores y posteriormente el sumatorio de todos los símbolos de la cabecera.
j + M - ( l + p ( c ) )
D (j) =  YlWc ¿L  \xcr{n)\2 +  \xci(n)\2 (7.4)
c £ C  n = j + M - p ( c )
esta ecuación es similar a 7.3, salvo en los pesos W c. Con ellos se pretende igualar 
la contribución de todos los símbolos en el sumatorio final, sin dependencias con la 
frecuencia del símbolo transmitido.
El anexo A, trata con mayor profundidad la construcción física del receptor, mos­
trando los dispositivos que lo componen y el software desarrollado.
7.4 R esultados de cam po
El experimento llevado a cabo en la instalación de prueba compara la recepción de 
tramas, a través del cable de potencia. Para comprobar las prestaciones del sistema
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propuesto, se ha medido la tasa de bits erróneos en el receptor con y sin módulo de 
supresión. En las pruebas se ha contado con un emisor, situado en un punto fijo 
del cableado de la instalación y un receptor conectado en el cabezal. Además, en la 
implementación del algoritmo de supresión se han tomado los siguientes parámetros:
•  El módulo de sincronización se sitúa dentro del receptor, justo a la salida del 
filtro de supresión, es decir, primero se realiza el filtrado de las interferencias, si 
es necesario.
•  Tal como se ha indicado en el apartado 7.3.2, la trama contiene 20bits, cada 
uno de los cuales tiene un periodo de lm s. Al muestrear dicha señal con una 
frecuencia de 48K H z ,  se obtienen 48 muestras por bit, siendo el número total 
de muestras necesario para completar la trama 960.
•  Además de los 960 puntos que componen la trama, se adquieren 1088 puntos 
más para completar 2048, siendo éste el tamaño del vector de entrada al filtro 
de supresión. Los 1088 puntos se dividen en dos intervalos de 544. El primer 
intervalo de puntos añadido antes de la trama forman el periodo T'a. El segundo 
intervalo del mismo tamaño constituye el periodo T¡.. Estos intervalos se han 
ajustado empíricamente sobre la instalación de prueba.
•  El umbral de energía, a partir del cual se considera que la salida de los corre­
ladores está afectada por interferencia, se ha determinado mediante mediciones 
empíricas. Para obtener dicho valor se ha medido la energía de símbolo a la 
salida de los correladores y se ha multiplicado por 20. Como la trama está com­
puesta por 20 bits, este umbral asegura que la energía de la señal es mayor que 
la máxima energía que puede tener una trama de símbolos todos transmitiendo 
ese mismo bit por ese mismo canal.
•  Por último, ha sido necesario realizar una pequeña mdificación en el algoritmo de 
supresión, considerado hasta el momento. Esta modificación se ha introducido 
debido a que la interferencia, como se ha mostrado en el apartado 7.2, sitúa 
los tonos en múltiplos de frecuencias 250Hz. Por lo tanto, en un canal pueden 
haber más de un tono de interferencia, porque los canales tienen un ancho de 
1 K h z.  Ante esta situación se ha optado por permitir la repetición del filtrado 
tantas veces como sea necesario, para eliminar las distintas zonas del canal que 
hayan sido afectadas. Es decir, si después de completar el filtrado de supresión el 
vector de salida sigue conteniendo un nivel de interferencia que supera el umbral, 
el vector se vuelve a filtrar.
El numero de iteraciones llevadas a cabo para obtener los resultados mostrados en 
la gráfica 7.8, han incluido el envío y la recepción de un número de bits en el orden 
de 5 • 105. Este número de tramas es suficiente, para que los resultados estadísticos
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estén en un intervalo de confianza con orden de magnitud menor, que los datos de la 
probabilidad de error presentados en la figura, 7.8.
En la gráfica 7.8, la variable dependiente ha sido el número de bits utilizados en la 
sincronización fina de las tramas, este parámetro se ha explicado en el apartado 7.3.3 
al introducir el receptor.
A la vista de los resultados de la gráfica 7.8 se puede se puede afirmar, que la inter­
ferencia generada por el variador y la bomba es capaz de degradar bastante el rendi­
miento del sistema, puesto que las estimaciones de la probabilidad de error, cuando el 
sistema no se ve afectado por la interferencia, están en el orden de 10-5 . Por otro lado, 
los resultados obtenidos con el filtro de supresión indican, que el receptor con supresión 
realmente consigue reducir la tasa de errores en la transmisión de datos por el cable de 
potencia, disminuyendo la probabilidad de error por un factor 2. Esta diferencia entre 
las tasas de error no es muy elevada porque la energía de la interferencia es pequeña, 
en comparación con la energía de la portadora. Se obtendrían mayores diferencias si 
esta energía aumentara, como se puede observar en la gráfica 6.2.5, donde se simulaba 
el aumento gradual de la potencia de la interferencia.
Otra punto a destacar en los resultados de la gráfica 7.8, es el aumento de la pro­
babilidad de error cuando el número de bits utilizado en la sincronización es pequeño. 
Esta degradación se debe a que no sólomente se producen errores por la interferencia, 
sino que la sincronización también es un factor a tener en cuenta.
10'
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Figura 7.8: Espectro de la interferencia medida a la entrada del receptor FH-SS, en la 
instalación de prueba, con la bomba y el variador en funcionamiento.
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7.5 Conclusiones
En este capítulo se ha aplicado el algoritmo de supresión de interferencias, en un sis­
tema de comunicación por cable de potencia. Los elementos emisor y receptor se han 
integrado en una arquitectura para la gestión y control de un sistema de riego localiza­
do, formando el nivel de comunicación más bajo que interconecta los elementos remotos 
distribuidos en una amplia superficie de terreno, tal como se describe en el anexo A. 
El estudio del canal ha demostrado, que esta aplicación constituye un buen escenario 
donde aplicar el algoritmo de supresión desarrollado, puesto que la interferencia más 
importante encontrada es del tipo CWT, formada por varios armónicos.
En el capítulo se ha mostrado la construcción de los elementos emisor y receptor. 
Este último, está basado en el receptor FH-SS mostrado en capítulos anteriores pero 
con dos modificaciones. La primera se refiere al módulo de sincronización, que de­
termina el instante de comienzo y finalización de cada bit de la trama. La segunda 
modificación es necesaria para adaptar el algoritmo de supresión al caso en el que 
varios tonos de interferencia actúan sobre el mismo canal. Este obstáculo se ha sal­
vado, aplicando el algoritmo de filtrado tantas veces como sea necesario, hasta que 
la señal de salida no supere el umbral de energía. Esta solución aunque es costosa 
computacionalmente es efectiva, tal como han demostrado los resultados obtenidos.
Por último es interesante resaltar, que el sistema PRIFEM introducido ha sido 
totalmente implementado y sus especificaciones han sido validadas en la instalación 
piloto. Esta instalación, mostrada en el anexo A, ha permitido validar con resultados 
experimentales del receptor FH-SS propuesto.
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Conclusiones y trabajo futuro
8.1 Introducción
Tras haber analizado y diseñado el algoritmo de supresión de interferencias, en modu­
laciones de Espectro Ensanchado con Saltos de Frecuencia, que constituye el objetivo 
de la presente tesis, se han realizado una serie de experimentos, tanto simulados como 
sobre prototipo, cuyos resultados han permitido evaluar el algoritmo y analizar sus 
prestaciones.
Dichos resultados han permitido afianzar los objetivos marcados al comienza de la 
investigación, es decir, conseguir una baja probabilidad de error en la trasmisión de 
información a través de canales interferentes. En este capítulo se resaltan los pasos 
realizados y las conclusiones a las que da lugar el trabajo realizado.
Dentro de este capítulo, en primer lugar se han enumerado las aportaciones rele­
vantes y novedosas contenidas en la investigación realizada. A continuación, la sección 
8.3 contiene las conclusiones que se derivan de los resultados obtenidos en la tesis. 
Para concluir, en la sección 8.4 se exponen las líneas que han quedado abiertas y que 
constituyen el trabajo futuro que se realizará como continuación de la presente tesis.
8.2 Aportaciones
La línea de investigación básica, en la que se ha centrado el trabajo, ha sido el análi­
sis, diseño e implementación del receptor para modulaciones en Espectro Ensanchado 
con Saltos en Frecuencia (Frequency Hopping Spread Spectrum, FH-SS), junto con el 
algoritmo de supresión de interferencias basado en la Transformada Sobremuestreada 
en Paquetes Wavelet( Undecimated Wavelet Packet Transforms, UWPT). Las aporta­
ciones de la tesis se enmarcan dentro de esta línea, y han ido surgiendo en cada uno
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de los pasos en los que se ha dividido la investigación. De forma resumida dichas 
aportaciones son:
1. Propuesta de un nuevo receptor para modulaciones FH-SS.
Para incluir el algoritmo de supresión de interferencias ha sido necesario modi­
ficar el receptor FH-SS no-coherente. En el nuevo receptor propuesto, se añade 
un módulo de supresión que se sitúa a la salida de cada uno de los correladores 
integrados en el receptor.
Es interesante destacar, que el receptor propuesto es independiente del algoritmo 
de filtrado que finalmente se aplique, ya que es posible utilizar algoritmos basados 
en transformada o en filtros adaptativos temporales, como los introducidos en la 
sección 3.4.
2. Análisis y diseño del algoritmo de supresión.
Este algoritmo constituye la pieza fundamental de la investigación realizada. 
Las demás aportaciones se han ido introduciendo, conforme se ha completado el 
proceso de diseño e implementación de dicho algoritmo.
La premisa básica, con la que se comenzó la fase de análisis, fue la necesidad 
de concentrar al máximo la energía de la interferencia en una única subbanda, 
y eliminar el menor intervalo de frecuencias posible para no degradar la señal 
FH-SS, en el momento de la extracción de la interferencia. Con este objetivo, 
el algoritmo realiza una descompisición invertida mediante UWPT. Dicha trans­
formación comienza desde el nivel de mayor resolución frecuencial hasta el de 
menor resolución.
La propiedad que permite al algoritmo concentrar la interferencia, sin disparar el 
coste computacional, se fundamenta en el alineado de las zonas de corte y paso- 
banda de los filtros de diferentes niveles. Así, en el primer nivel de resolución 
del algoritmo, se alinea la interferencia con la zona paso-banda de uno de los 
filtros, mediante desplazamientos en frecuencia de la señal. Pero en los demás 
niveles, debido al alineado del espectro de los filtros, ya no es necesario comprobar 
varios desplazamientos en frecuencia de la señal, puesto que el alineado en el 
primer nivel asegura que la señal seguirá estándolo en los posteriores, como se 
ha explicado en el capítulo 4.
Para concluir el proceso antes de realizar la reconstrucción, la subbanda obtenida 
en el último nivel se anula, pues contiene la mayor parte de la interferencia.
3. Implementación de la transformada UWPT mediante estructuras Lattice
La implementación del algoritmo propuesta se ha fundamentado en las estructu­
ras de filtros Lattice. Dichas estructuras permiten una implementación eficiente 
de las Transformadas Wavelets como se ha demostrado en la sección 2.7. El tra­
bajo aportado en la tesis ha consistido en proponer una implementación corres­
pondiente al algoritmo de filtrado mediante UWPT, a base de secciones Lattice.
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Esta estructura permite una construcción modular de los filtros, mediante la 
incorporación de más secciones y un coste computacional menor, que mediante 
la estructura en forma directa construida mediante convoluciones. Este ahorro 
computacional se ha medido por medio del número de sumas, multiplicaciones, 
accesos y cantidad de memoria necesaria.
4. Construcción del algoritmo propuesto sobre Procesador Digital de Señal.
Para obtener de forma analítica, el coste computacional de la implementación real 
del algoritmo sobre un dispositivo de tipo Procesador Digital de Señal (Digital 
Signal Processor, DSP ), se ha propuesto una subrutina, basada en la estructura 
Lattice anterior, que descompone la secuencia de entrada en dos subbandas. Di­
cha subrutina se ha desarrollado en el lenguaje ensamblador del DSP ADSP2065L 
SHARC, manteniendo ocupados en cada ciclo de instrucción todos las unidad 
internas del dispositivo.
El resultado de esta implementación se ha restringido a una estructura formada 
por dos secciones, aunque fácilmente puede extenderse a casos con un número 
mayor de secciones.
5. Aplicación a una red de transmisión de datos sobre línea de potencia eléctrica.
El proyecto PRIFEM, mostrado en el anexo A, ha constituido un buen banco 
de pruebas donde comprobar la validez experimental del algoritmo propuesto. 
Además, dicho algoritmo junto con las modulaciones FH-SS han servido para 
construir una red de control industrial distribuido, que conecta a través del cable 
de potencia de la instalación los elementos remotos y la unidad central que genera 
las órdenes de control. Dentro de dicho desarrollo se han construido las unidades 
de emisión y de recepción, que generan la señal con modulación FH-SS, en el 
sentido emisor hacia receptor, y la señal con modulación mediante Manipulación 
por Encendido y Apagado ( On Off Keyed, OOK) en sentido receptor a emisor.
Por último es interesante resaltar, que este desarrollo es totalmente novedoso 
y puede aplicarse a otros sistemas de control, que presenten similitudes en el 
cableado y los requisitos temporales de la red.
8.3 Conclusiones
En los resultados obtenidos recogidos en los capítulos 6 y 7, cabe destacar que el 
receptor y el algoritmo de supresión de interferencias han sido probados de forma 
simulada sobre Matlab y en una instalación real mediante un prototipo, ofreciendo 
buenos resultados en ambas situaciones.
En el caso de los resultados obtenidos mediante simulación, en primer lugar hay que 
destacar, que el algoritmo de supresión de interferencias presenta mejores prestaciones
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que el receptor FH-SS no-coherente sin supresión, para interferencias del tipo Onda con 
Tono Continuo, ( Continuos Wave Tone, CW T), como cabría esperar. La reducción de 
la probabilidad de error que presenta el receptor con filtro de supresión es significativa, 
y justifica el incremento en la complejidad del receptor. También supera al receptor con 
supresión de interferencias con algoritmo basado en Transformada de Fourier Rápida 
(Fourier Transform, FFT ), ya que para todas las posiciones de frecuencia, en las que 
se puede situar la interferencia dentro de un canal de la expansión FH-SS, el algoritmo 
con UWPT consigue una mayor reducción de la probabilidad de error.
De las simulaciones realizadas, también se extrae como conclusión, que la expansión 
con Saltos Rápidos (Fast-Hopping, FFH-SS), que genera varios chips por bit trans­
mitido, para altos niveles de la potencia de la interferencia, no consigue ofrecer las 
mismas prestaciones que el receptor con FH-SS con filtro de supresión. Este resultado 
es importante porque la degradación sufrida por el receptor FH-SS, puede evitarse en 
parte al considerar expansiones FFH-SS, como se demostró en la sección 3.3, pero este 
cambio en la modulación introduce dos inconvenientes. El primero es la necesidad de 
mayor ancho de banda para obtener la misma velocidad de transmisión. El segundo 
inconveniente es la degradación de la probabilidad de error en escenarios sin interfe­
rencia debido a la combinación no-coherente de la energía de los bits. Así pues, el 
receptor FH-SS con supresión de interferencias consigue aumentar las prestaciones sin 
introducir estas limitaciones.
Al considerar otros tipos de interferencia, caso del tipo gaussiano de banda estrecha, 
se puede constatar que el filtro de supresión es efectivo, sólo si el ancho de banda 
ocupado por la interferencia es pequeño en comparación al intervalo ocupado por un 
canal de la expansión FH-SS. Cuando la zona del espectro que ocupa la interferencia 
aumenta, también lo hace la probabilidad de error, llegando a un punto en el que la 
degración sufrida en el receptor sin filtro de supresión es similar al caso del receptor 
con filtro.
Desde el punto de vista del coste computacional, existen tres parámetros clave con 
los que se controla el coste y las prestaciones del algoritmo. Estos tres parámetros son: 
el tamaño del bloque N, el incremento del desplazamiento en frecuencia A d y el nivel 
inicial de la descomposición J, que determina el número total de niveles. Las simula­
ciones realizadas con interferencia del tipo CWT, para diversos valores del bloque N, 
muestran que el incremento de este parámetro aumenta la resolución frecuencial de la 
transformada, y por lo tanto las prestaciones del sistema.
Al variar el segundo parámetro, el incremento del desplazamiento en frecuencia Ad, 
varía el número de iteraciones que se realiza en el primer nivel de la descomposición. 
Cuanto menor es A d, mayor es número de iteraciones necesario para cubrir todo el 
rango de frecuencias, definido a partir de la zona paso-banda de uno de los filtros. 
Los resultados obtenidos demuestran que cuanto menor A d, mejores prestaciones se 
obtienen ya que se centra la interferencia en la zona paso-banda de uno de los filtros
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con mayor resolución.
El último parámetro J  define el número de niveles de resolución comprendidos en 
la descomposición. La simulaciones llevadas a cabo variando este parámetro aconse­
jan tomar el valor J  =  9 como el óptimo. Esto es así porque para niveles iniciales 
inferiores J  — 8, el rango de frecuencias del espectro eliminado es más amplio de lo 
necesario, y la señal FH-SS se ve degrada. Por otro lado, para valores iniciales supe­
riores J  =  10, el rango de frecuencias es demasiado estrecho, y parte de la energía de 
la interferencia permanece tras el filtrado. Sin embargo, este valor va muy ligado al 
tipo de interferencia y el valor de N  escogido.
Las pruebas simuladas también se han repetido sobre el dispositivo DSP ADSP2065L. 
El objetivo de estas nuevas simulaciones ha sido la comprobación de la concordancia, 
de los resultados obtenidos mediante implementación en forma directa sobre Matlab, 
frente a los alcanzados mediante estructura Lattice sobre DSP. Estas simulaciones han 
validado la estructura propuesta, ya que han dado como resultado una probabilidad 
de error coincidente con la lograda anteriormente, y también han constatado la validez 
de la fórmula para el cálculo del coste computacional, que presenta el algoritmo con 
estructura Lattice.
En el caso de los resultados obtenidos sobre prototipo, lo primero que es necesario 
resaltar es que el nivel de interferencia del tipo CWT, con la bomba y el variador en 
funcionamiento, contenido en la red es alto, pero no lo suficiente como hacer imposible 
la comunicación. La probabilidad de error está en el orden de (4.5) * 10-4 , lo cual 
no supone una degradación imposible de salvar, ya que mediante la detección de los 
errores a partir de algún código y el reenvío de las tramas erróneas, se podría mante­
ner un nivel de prestaciones adecuado a las demandas de la aplicación. Así pues, al 
utilizar modulaciones FH-SS, el nivel de inmunidad ofrecido por el sistema es bastante 
significativo. Aunque ante la posibilidad de encontrar instalaciones, donde el nivel de 
la interferencia pueda superar el nivel de potencia de la señal transmitida, es nece­
sario tener preparada una alternativa que solucione este problema y constituya una 
alternativa factible.
Por eso, la aplicación del algoritmo de supresión de interferencias en este entorno 
constituye una alternativa o solución viable, que permite disminuir la probabilidad 
de error del sistema, tal y como se desprende de los resultados obtenidos. Dichos 
resultados no muestran una diferencia exagerada, entre el comportamiento del ambos 
receptores, debido a que la amplitud de la interferencia no es lo suficientemente elevada, 
para hacer degradar fuertemente la comunicación. Pero conforme la amplitud de la 
interferencia aumente, también lo hará la diferencia entre las prestaciones de los dos 
receptores.
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En el desarrollo del trabajo se han ido tomando ciertas decisiones, que han dejado de 
lado algunos aspectos interesantes. Estas líneas que han quedado abiertas merecen 
ser señaladas, ya que constituyen vías por lo que se puede continuar la investigación 
emprendida. Para organizar la exposición, las nuevas alternativas se van a agrupar en 
diferentes contextos:
Variaciones del algoritmo
En primer lugar es interesante considerar posibles modificaciones del algoritmo de 
supresión de interferencia, ya que sus prestaciones son muy importantes de cara a la 
obtención de un buen sistema de filtrado de interferencias. Las variaciones que se 
plantean son:
•  En las pruebas realizadas en la tesis, se han utilizado los filtros de Daubechies 
4, por ser ortonormales, permitir una implementación eficiente mediante filtrado 
Lattice y presentar una buena caída en frecuencias. Pero parece lógico que el 
primer punto del trabajo futuro sea la aplicación de otros filtros que permitan 
aumentar el rendimiento del receptor. Para conservar la implementación eficiente 
mediante estructura Lattice estos deben de ser ortogonales, pero también se 
podría estudiar la aplicación de filtros biortogonales.
Aplicaciones sobre modulaciones SS
En segundo lugar se puede introducir nuevas aplicaciones del algoritmo relacionadas 
con las modulaciones SS y nuevos tipos de interferencias. En la memoria se han tratado 
algunos casos de modulaciones SS, pero han quedado casos sin considerar que pueden 
resultar interesantes:
•  El primer caso que se puede considerar es la adaptación del algoritmo de su­
presión a las modulaciones FFH-SS. Es lógico pensar, que esta aplicación debe 
resultar beneficiosa, puesto que el fundamento de la modualción FFH-SS es si­
milar a la del caso FH-SS. Un resultado interesante que se podría obtener de 
dicha aplicación es la comparación con los receptores con combinación no-lineal 
de la energía de los chips. Estos receptores introducidos en la sección 3.3, son 
por- lo general más simples de construir, pero el aumento en el rendimiento con 
respecto al caso FH-SS no es muy elevado, como se puede ver en la gráfica 6.5, 
para el receptor auto-normalizador que se han comparado con la referencia [81]. 
Así pues, el incremento en la complejidad del receptor puede compensarse con 
un aumento en las prestaciones del sistema.
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También es interesante observar la comparación en este caso de las modulaciones 
FH-SS y FFH-SS, para saber si es provechoso el incremento en el número de chips 
por bit al aplicar el algortimo de supresión a FFH-SS.
•  El segundo caso, estudia la posible adaptación del algoritmo para su utiliza­
ción con otras modulaciones SS. El caso de la modulación DS-SS es importante 
porque permitiría comparar el algoritmo propuesto, en coste computacional y 
rendimiento, con otros algoritmos presentados en la bibliografía sólo para modu­
laciones DS. Entre estos algoritmos destacan los comentados en la sección 3.4, 
como el algoritmo con supresión Adaptativa en Tiempo-Frecuencia (Adaptive 
Time-Frequency, FTA), los basados en Transformada Wavelet ( Wavelet Trans- 
form, WT) y en bancos de filtros.
•  Dentro de este ámbito también es posible plantear escenarios con otros tipos 
de interferencias. Los casos considerados en la simulaciones realizadas sólo han 
tenido en cuenta interferencias estacionarias del tipo CWT y gaussiano. Las 
interferencias no gaussianas se pueden modelar como en [46], mediante una señal 
gaussiana de banda estrecha con un periodo de encendido y apagado.
Nuevas aplicaciones de la investigación
En cuarto lugar, aparecen la posibles adaptaciones del emisor y el receptor propuestos 
dentro del proyecto PRIFEM, a otras situaciones y el desarrollo de nuevos elementos 
dentro dicho proyecto, ya que contiene líneas abiertas en las que se puede continuar la 
investigación.
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Apéndice A 
A rquitectura de control PR IFEM
A .l  Introducción a la arquitectura del sistem a
En este anexo se introducen los elementos que componen el sistema PRIFEM, utilizado 
como banco de pruebas en el capítulo 7. La exposición que se va a realizar se centra 
sobretodo en los dos elementos que implementan la comunicación por el cable de 
potencia. Estos elementos se han denominado dentro de la arquitectura propuesta 
como: U n id ad  R em o ta  A utón am a, (U R A ), que se corresponde con el E m isor  
del capítulo 7, y U nid ad  de C ontrol E m isora, (U C E ) definido como R ecep tor  
definido en el capítulo 7.
La arquitectura desarrollada esta compuesta por cuatro niveles, siguiendo el es­
quema dado por el modelo CIM 1 [67]. Este modelo es utilizado en la mayoría de 
las aplicaciones industriales. La división en niveles o capas de la arquitectura CIM, 
permite un diseño modular del sistema e incluye la especificación del sistema, desde 
las ordenes sobre los sensores situados en el nivel más bajo, hasta la información cor­
porativa orientada a la gestión del sistema, en el más alto nivel. En la figura A .l se 
muestra esquemáticamente esta arquitectura con las tecnologías de red asociadas a 
cada nivel.
A. 1.1 Arquitectura PRIFEM
A continuación se muestra el esquema básico, de la arquitectura de control desarro­
llada, dentro del proyecto PRIFEM. Esta arquitectura jerárquica está dividida en los 
niveles recomendados por el modelo CIM. Cada uno de los niveles, junto con las fun­
ciones y requisitos que debe cumplir son:
1 Sistemas de Fabricación Integrados por Computador ( Computer Integrated Manufacturing, CIM)
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Figura A .l: Esquema de la arquitectura CIM.
N iv e l de planificación d e  la  producción  y  gestión
Este es el nivel más alto. Representa el nivel donde la información es recogida, alma­
cenada y procesada para obtener informes de producción, costes, gestión, calidad, etc. 
En concreto este nivel centraliza toda la gestión. Las tareas básicas encomendadas a 
este nivel son:
•  Indicar cual es la cantidad de recursos consumidos detallados para cada usuario.
•  Gestionar la contabilidad de cada usuario.
•  Gestión de los recursos hídricos en función de la capacidad de la red hidráulica.
•  Gestión de alarmas.
•  Conexión con el exterior mediante telefonía, tanto de red básica como GSM.
Este nivel esta centralizado y constituido por un único elemento. No existen requi­
sitos temporales en la recogida de la información, ni es necesaria un gran capacidad de 
almacenamiento de datos. Todas las tareas propuestas en este nivel se han implemen- 
tando por software sobre un computador tipo PC. Esta unidad ha sido denominada 
U n id ad  C entral, U C .
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N iv e l d e Su pervión  de procesos
Es responsable de de la Fabricación Asistida por Computador ( Computer Aided Manu- 
facturing, CAM ) y la gestión de Calidad Asistida por Computador ( Computer Aided 
Quality, CAQ).
Este nivel contiene los elementos encargados de supervisar toda la instalación, coor­
dinando el control de todos los elementos para que vayan acompasados. Se comunica 
con el nivel superior para obtener la información, de cuándo y cómo actúar sobre los 
elementos de la instalación. Con el nivel inferior, intercambia las ordenes de sincro­
nización y la información de posibles anomalías. También es el encargado de recoger 
los datos provenientes de los sensores, y comunicarlos para su almacenanmiento en el 
nivel superior.
Al igual que en el nivel de planificación, las necesidades del sistema sugieren una 
implementación por software ejecutada sobre un computador personal. Este compu­
tador puede ser el mismo que el que ha sido utilizado en el nivel superior. Este nivel 
por lo tanto, también ha sido integrado en la U C .
C ontrol de P rocesos
Contiene los computadores dedicados al control de determinados subsistemas autóno­
mos. Ejemplos de este tipo de elementos dentro de una arquitectura de control son 
robots, sistemas de transporte, motores, etc.
En la aplicación considerada, dentro de esta categoría se pueden encontrar: grupos 
de bombeo de agua, elementos inyectores de abonado y los bancos de filtrado. Cada 
uno de estos subsistemas requiere de un computador propio, para su control de forma 
autónoma, y se comunican con el nivel superior de supervisión del control, mediante 
un bus de campo.
Estos computadores dedicados no requieren una capacidad procesamiento muy 
grande, ya que el programa de control que deben ejecutar no tiene unas restricciones 
temporales ni computacionales elevadas. La implementación de estos elementos se ha 
basado en una unidad autónoma, con una tarjeta que incluye un microcontrolador y 
un software de control específico. Esta unidad se denomina U nid ad  D istr ib u id a  
A u tón om a, U D A
N iv e l d e sensores y  actuadores
Es el nivel más bajo. Su interconexión con los elementos del nivel de control de procesos 
se realiza a través de buses de campo, como son por ejemplo: CAN, Interbus, Profibus, 
WorldFip, Lonworks, etc, [36], [67] o en domótica CEBUs [61], [20], [21] y Lonworks
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[67].
Este nivel contiene los sensores y los actuadores que realizan físicamente el control 
de los elementos de la instalación. Las características específicas de cada uno de los 
dos tipos de dispositivos son:
•  Los sensores se pueden clasificar en analógicos y digitales. Normalmente, la señal 
de salida de los sensores analógicos es una señal de corriente dentro del rango 
estándar 4 — 20mA. Los sensores pertenecientes a esta categoría miden presión 
hidráulica, PH y conductividad del agua (nivel de sales). Por otro lado los 
sensores digitales son contactos, que se abren o cierran proporcionando impulsos 
de tensión. Este tipo de sensores se encuentran en caudalímetros de agua y 
abonado.
•  Los actuadores son salidas reguladas provenientes de los computadores de la ar­
quitectura. La mayoría de las estas salidas son digitales, y generan una señal de 
tensión. Suelen actúar sobre relés que ponen en funcionamiento diferentes ele­
mentos del sistema como son: las bombas inyectoras de abonado, los agitadores 
de los tanques de abonado, la bomba de agua, electroválvulas, etc. Se suelen 
diferenciar dentro este grupo las salidas para solenoides tipo latch. Estas sali­
das commutan la posición del solenoide, mediante un pulso con un determinado 
valor eléctrico y duración. Este pulso eléctrico mueve el núcleo magnético del 
solenoide, que realiza la apertura o el cierre de la electroválvula.
Otra división alternativa de los sensores y actuadores viene dada por su situación 
física. Existen dos tipos de elementos, los primeros están situados en las cercanías 
de algúna unidad autónoma, a la que están conectados y sirven en el control de un 
subsistema. El segundo grupo son los componentes remotos, que no están asociados 
a ningún subsistema. Para cada uno de estos dos grupos, el tipo de enlace de datos 
que los une a la unidad autónoma de la que dependen es distinto, diferenciado por la 
distancia y la topología de la red. También es distinto el medio para su alimentación.
•  Los elementos cercanos son los sensores y actuadores, que ayudan a controlar 
alguno de los subsistemas mencionados en el nivel de control de procesos. Estos 
sensores y actuadores pertenecen al área de acción de la unidad autónoma. Se 
conectan a esta unidad mediante algún bus sensor/actuador.
•  Los sensores y actuadores remotos no controlan ningún subsistema. Estos ele­
mentos son los encargados de activar la apertura y el cierre, de las electroválvulas 
situadas a pie de parcela, o de medir variables físicas relacionadas con ellas. El 
elemento formado, por una electroválvula, junto con los actuadores y los sensores 
que la acompañan, se denomina hidrante. Estos hidrantes se sitúa físicamente, 
a distancias que pueden alcanzar los 5km  de la unidad central del sistema.
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La arquitectura especificada pueden contener un gran número de hidrantes, dis­
tribuidos por toda la instalación. Por lo tanto, es imposible acceder a cada uno 
de estos sensores y actuadores mediante un cable individual. Por razones de fia­
bilidad y de coste económico, todos los hidrantes se alimentan y se comunican a 
través de un único cable que recorre toda la instalación. El único nexo de unión 
entre hidrantes y sistema es un cable bifilar de potencia, cuyas características 
se dan en el apartado 7.2. Este cable es el encargado de llevar la energía de 
funcionamiento y la señal de comunicación.
Las características y la estructura de la red mostradas en el sección 7.2 y en el 
gráfico de la instalación piloto A. 15 hacen imposible la aplicación de un red de control 
industrial comercial. Esta ha sido la razón por la que ha sido necesario desarrollar una 
red de comunicación a medida.
Además las necesidades de alimentación y la salida para cada tipo de sensor es 
distinta, por lo tanto ha sido necesario desarrollar e implementar una tarjeta, denomi­
nada U nid ad  R em o ta  A u tón am a, (U R A ) definida como E m isor en el capítulo 
7, situada en el hidrante que realiza las siguientes tareas:
•  Alimentar de la forma adecuada cada uno de los sensores presentes en el hidrante.
•  Incluye un interface para leer la salida de los sensores.
•  Incluye el interface para suministrar la señal adecuada al actuador.
•  Establece la comunicación con el elemento correspondiente del sistema, para 
comunicar los valores medidos y recibir las ordenes sobre el actuador.
La comunicación con todos los hidrantres está centralizada. Se realiza desde un ele­
mento situado en la unidad central del sistema que se denomina U nid ad  de C ontrol 
E m isora, (U C E ) definido como R eceptor en el capítulo 7.
En la figura A. 2 se muestra gráficamente todo los 4 elementos introducidos en la 
arquitectura PRIFEM: UC, UDA, UCE y UDA.
En la próxima sección se realiza el estudio los elementos U R A  (E m isor) y la 
U C E  (R ecep tor) que se comunican a través del cable de potencia.
A .2 Elem entos U R A  y UCE
En esta sección, a partir de las especificaciones del sistema dadas en el apartado 
anterior, se resumen las características básicas de los elementos UCE y URA. En 
primer lugar se repasa los requisitos planteados en su construcción:
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Figura A.2: Esquema de la arquitectura PRIFEM  donde se muestran los elementos 
UC, UDA, UCE y URA. Hay que destacar que los elementos UCE se corresponde con 
el receptor del capitulo 7 y la URA con el emisor.
• El canal de comunicación es un cable bifilar de potencia, en el que se comparte 
la administración de potencia y la transmisión de datos. La topología del canal 
puede ser cualquiera y las distancias totales de cableado rondan los lOATra.
• No hay grandes restricciones temporales.
• Es necesaria una gran fiabilidad en las comunicaciones, porque un fallo en la 
transmisión de la información puede dar lugar a daños graves.
• Debido a que los elementos UCE y URA se van a implementar físicamente, debe 
simplificarse al máximo su diseño.
• Los elementos URA tienen restricciones de consumo, que limitan las característi­
cas de la comunicación.
A continuación, se estudian con más detalle las decisiones tomadas en el diseño y 
la implementación de la comunicación por el cable de potencia.
A .2.1 Modulaciones y tramas
En este apartado, se comienza el diseño de la red, que constituye la comunicación entre 
los elementos UCE y URA. Debido a que las características y la situación física de
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estas unidades son distintas, las modulaciones que mejor se adaptan en cada sentido 
también son distintas. Así pues, la comunicación va a ser asimétrica. El análisis de 
las modulaciones se divide en dos subapartados, uno para cada sentido.
Comunicación en sentido UCE a URA
En el sentido UCE hacia URA, las restricciones que hay que tener en cuenta son:
•  El canal utilizado puede contener mucho ruido, proveniente de las bombas de 
agua y abonado. Este ruido se puede modelar como la suma de AWGN y CWT, 
como se propone en el apartado 7.2.
•  Las característcas del canal pueden cambiar dependiendo del periodo de la señal 
de potencia de 24Uac y 50H z. Así pues, la amplitud de la señal de comunicación 
emitida puede variar con el tiempo, en función del periodo de la señal de potencia.
•  La recepción se realiza a cierta distancia de la unidad central, donde se supone 
está situado el foco ruidoso. Por lo tanto, la interferencia también se atenúa, en 
los extremos del cableado, debido a las características resistivas del canal.
•  La señal emitida por la UCE puede tener una potencia relativamente grande, 
porque no hay limitación en la energía consumida.
•  No se van a considerar modulaciones en fase, que requieren una recepción com­
pleja con coherencia de fase, para simplificar al máximo el diseño y la implemen­
tación de la UCE de la URA.
•  Para sincronizar URA y UCE a nivel de los símbolos transmitidos, es necesario 
algún código sobre la trama de bits transmitidos.
Después de considerar estas limitaciones, la modulación elegida es por Manipulacin 
de Encendido y Apagado ( On Off Keyed, OOK). Esta es una modulación muy sencilla, 
que se puede combinar con codificación Manchester a nivel de bit, para sincronizar la 
URA y UCE. La portadora se sitúa en 5K h z, dentro del rango 0 — 15 K H z. Queda 
por tanto, alejada suficientemente de los 50H z, para no complicar demasiado el diseño 
de los filtros de entrada y salida a la URA. La portadora generada por la UCE tiene 
una amplitud elevada, del orden de 5U.
En la codificación Manchester, los bit transmitidos representados como 'l' se com- 
ponenen de dos símbolos: uno con señal de 5 K H z , On, y otro sin señal, Off. Por el 
contrario, los bits '0' se componen primero de un símbolo Off, y a continuación de un 
símbolo On. Así, siempre hay una cambio entre símbolo Off y símbolo On o viceversa, 
a mitad de bit. Esta característica sirve para sincronizar la URA y la UCE, a mitad 
de los bits transmitidos.
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El periodo del símbolo es Tc =  2ras, produciéndose 10 oscilaciones de la señal de 
5K H z. Este símbolo tiene un periodo suficientemente grande, para que la URA pueda 
detectar fácilmente la presencia de la portadora. Como cada bit necesita dos símbolos, 
el periodo de un bit es T& =  4ras. La máxima velocidad de transmisión de información 
teórica es: Vt  =  l/Tb =  250bits/seg. Esta velocidad es bastante baja pero suficiente, 
ya que no hay fuertes requisitos temporales.
Comunicación en sentido URA a UCE
En este sentido la modulación elegida va a ser diferente, debido a las siguientes limi­
taciones impuestas por los elementos UCE y URA:
•  La señal emitida por la URA no puede tener una gran amplitud, porque su 
consumo de energía está limitado. Como esta señal puede enmascararse con 
una interferencia de potencia lo suficientemente elevada, es necesario considerar 
modulaciones que presenten ciertas características de inmunidad frente a inter­
ferencias.
•  La UCE es una unidad que puede ser mucho más compleja que la URA, al 
estar cercana a la entrada de potencia del sistema. Esto permite la detección de 
la señal mediante técnicas de procesamiento digital y filtrado de interferencias, 
como las mostradas en los capítulos 3 y 4.
Todos estos requisitos han llevado a elegir la modulación FH-SS. El descarte de 
las modulaciones con Espectro Ensanchado codificadas en fase, como la DS-SS, o 
mediante barrido en frecuencia (chirp) se debe a que las tramas enviadas son de 
pequeña duración, y la sincronización de la fase en la recepción necesita un cierto 
periodo de tiempo, que alargaría la duración de la trama.
La modulación propuesta comienza la codificación de los bits mediante modulación 
BFSK. Cada bit se codifica mediante un símbolo de frecuencia 6K h z, en el caso de 
ser un bit '0' y 7K h z  en el caso de ser un bit '1'. A continuación, la señal se desplaza 
en frecuencia y se situá en uno de los 5 canales ortonormales, que se van a definir. 
Cada uno de ellos posee dos frecuencias, una correspondiente al bit '1' y otra para 
el correspondiente 'O'. Los canales en frecuencia elegidos son: Canal(O): (6-7 KHZ), 
Canal(l): (8-9 KHz), Canal(2): (10-11 KHz), Canal(3): (12-13 KHz), Canal(4): (14-15 
KHz).
La velocidad de la comunicación es cuatro veces mayor en este sentido, ya que los 
símbolos transmitidos tienen una duración mitad y no hay codificación Manchester a 
nivel de bit.
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Análisis del formato de las tramas
El tamaño de los datos que se envían y se reciben es del orden del byte, ya que como 
se ha comentado en la sección A. 1.1, esta información se corresponde con las órdenes 
sobre los actuadores, la lectura de sensores y las variables distribuidas. Estos datos no 
necesitan una gran resolución. Por lo tanto las tramas enviadas, como se corresponde 
con un sistema de comunicación para los niveles más bajos de la jeraquía de sistemas 
de control CIM, deben tener campos de datos pequeños.
Al igual que en el caso de las modulaciones, el formato de la trama usado en cada 
sentido será distinto.
Trama enviada desde UCE a URA
Dado que la modulación en este caso es OOK con codificación Manchester, cada bit 
transmitido se representa con dos símbolos. La agrupación de dos símbolos forma un 
bit y la agrupación de varios bits forma un campo de la trama. Esta trama contiene un 
campo de dirección. También contiene un campo con los datos a transmitir. Los demás 
campos que se añaden tienen como objetivo, aumentar la fiabilidad en la transmisión 
de la información. A continuación, se muestran todos los campos añadidos indicando 
su función:
•  Inicialmente hay un preámbulo formado por tres símbolos On, para sincronizar 
la URA con la UCE.
• El siguiente bit es el bit de start y se codifica como un bit '1'. Este bit busca 
identificar errores de encuadre.
•  El siguiente campo contiene la dirección con el que se identifica la URA destina­
tario de la información. Este campo se ha codificado mediante 6bits y el número 
máximo de tarjetas admitidas es 64. Los bits se transmiten de mayor a menor 
significativo.
•  Los siguientes dos bytes son campos de información. En ellos se envía el dato 
deseado a la URA. Igual que en el caso de la dirección, el bit más significativo 
es el primero que se transmite.
•  El siguiente byte contiene el C R C  [63]. Este código de protección contra errores 
se calcula sobre los 3 bytes anteriores, completando la dirección como un byte 
con los dos bits más altos a cero. El orden en el que se transmiten los bits es el 
mismo que el los dos casos anteriores.
•  Por último se envía un bit de stop codificado como un T ’, para detectar errores 
de encuadre.
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De forma esquemática, la representación del formato de la trama se muestra en la 
figura A.3.
s¿
E
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Dirección 6 bits Datos 8bits Datos 8bits CRC 8 bits
§
nJ i yco
Figura A.3: Trama de bits enviada desde UCE a URA.
Trama enviada desde UR A  a UCE
La trama enviada en este sentido no necesita campo de dirección, ya que sólo hay una 
unidad UCE. Tampoco es necesario el preámbulo porque la UCE se sincroniza a nivel 
de símbolo. Al quitar el campo de dirección, el tamaño total de la trama es 26 bits. 
Estos bits se agrupan en los campos mostrados en la figura A.4. El significado de estos 
bits coincide con el que se ha especificado para la trama enviada en sentido contrario.
,
_Q o
D atos 8bits D atos 8bits CRC 8 bits a_
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Figura A.4: Trama de bits enviada desde URA a UCE.
•  Primero se envía un bit de start. Este bit siempre es un bit '1'.
•  A continuación se envían dos bytes de información.
•  Él tercer byte corresponde al CRC, calculado de forma similar al caso descrito 
en el apartado A.2.1.Aunque ahora sólo se calcula sobre los 2 bytes de datos.
•  Por último se envía un bit de stop, que junto con el bit de start sirven para 
detectar posibles errores de encuadre.
A .2.2 Im plem entación de la U R A
La URA es un dispositivo que se sitúa a pie de parcela, alejado de la unidad central del 
sistema. Se conecta únicamente al cable de potencia, del cuál recibe la alimentación y 
la señal de comunicación. Esta unidad debe tener un consumo de potencia bajo, para 
que no caiga la tensión de alimnetación en los extremos del cable. Está basada en un 
módulo de procesamiento, construido a partir de un microcontrolador de bajo coste 
y consumo. En concreto el dispositivo escogido es el microcontrolador PIC16C73,
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del fabricante Microchip. El diagrama de bloques de la URA se puede observar en 
la figura A.5, donde se observan los filtros de entrada y salida que se detallan en la 
sección siguiente, el amplificador de salida y el comaprador de entrada para recuperar 
la señal cuadrada, el microcontrolador y la fuente de energía, que almacena carga para 
el disparo de la salida de pulsos.
Señal de 
salida f 
modulada 
FH-SS
Filtro de salida
Amplificador
Línea
de
potencia Comparador
recupera señal 
cuadradaentras
modul
OOK
Filtro de entrada
Salida tipo 
Latch
Fuente de potencia 
Circuito de disparo
Energía 
señal de 
50Hz
Figura A.5: Esquema de la tarjeta URA, con filtros de entrada y salida que se detallan 
en la sección siguiente, el amplificador de salida y el comaprador de entrada para 
recuperar la señal cuadrada, el microcontrolador y la fuente de energía, que almacena 
carga para el disparo de la salida de pulsos.
La figura A.6 es una fotografía de la tarjeta URA, montada en la instalación pro­
totipo.
G eneración y  recepción  de las señales de com unicación
El problema planteado en la generación y recepción de las señales de comunicación en 
esta unidad, es que este proceso es analógico. Por lo tanto, de difícil solución mediante 
un microcontrolador. Este apartado muestra la soluciones adoptadas, para conseguir 
el envío y de recepción de las eñales.
La generación de la señal FH-SS de salida se realiza mediante un pin del micron- 
trolador. Este pin oscila entre los valores lógicos OV y 5U, controlado por software 
para generar una determinada frecuencia. Esta señal cuadrada se amplifica y se fil­
tra de forma pasa-banda, para eliminar los armónicos de mayor frecuencia. Así, se 
genera una señal anólogica, que aunque no está constituida por un único armónico 
frecuencial, contiene su energía lo suficientemente concentrada sobre este armónico, 
como para poder despreciar el resto en la rececpción de la señal. En las figuras 7.4 y
7.5, se muestra la forma de onda en el dominio temporal y en el dominio frecuencial 
respectivamente de la señal FH-SS.
El esquema del filtro de salida se pueden ver en la figura A.7 y su respuesta fre-
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F ig u ra  A .6: Fotografía de la tarjeta URA.
cu en c ia l en  la  fig u ra  A .8.
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F ig u ra  A. 7: Filtro entrada.
E n  la  recep c ió n , la  señ a l p ro v en ien te  de  la  U C E  se f i l tra  d e  fo rm a  p a sa -b a n d a , 
p a r a  s e p a ra r la  de la  señ a l d e  a lim en tac ió n  s i tu a d a  en  50H z. E l e sq u e m a  del filtro  de  
e n tr a d a  se p u ed e n  v er la  fig u ra  A .9  y  su  re sp u e s ta  frecu en c ia l en  la  fig u ra  A. 10. A  
co n tin u ac ió n , ex is te  u n  c o m p a ra d o r  que la  tra n s fo rm a  en  u n a  señ a l c u a d ra d a . P o r  
ú ltim o , la  señ a l re c tif ic a d a  llega h a s ta  el p in  de in te rru p c ió n  del m ic ro c o n tro la d o r. 
P a r a  e v ita r  q u e  ru id o  im p u ls io n a l o in te rfe ren c ia  de  e lev ad a  p o te n c ia , p u e d a  p ro d u c ir  
p u lsos de  in te rru p c ió n , el u m b ra l d e  co m p arac ió n  se s i tú a  su fic ien tem en te  elevado.
L a  señ a l d e  co m u n icac ió n  e n v ia d a  d esd e  la  U C E , n e c e s ita  te n e r  ta m b ié n  u n a  am ­
p li tu d  e lev a d a  p a r a  s u p e ra r  el u m b ra l. A u n q u e  e s to  no  su p o n e  u n  p ro b le m a  grave, 
d a d o  q u e  la  U C E  e s tá  s i tu a d o  ce rca  la  to m a  d e  p o te n c ia  d e  to d o  el s is te m a , n o  tie n e
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F ig u ra  A .8: Espectro del filtro de entrada. 
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F ig u ra  A .9: Filtro salida.
A .2.3 Implementación de la UCE
L a  c o n s tru c c ió n  d e  la  U C E  se b a s a  en  u n  e lem en to  d e  p ro ceso  D SP. E n  co n c re to  se 
h a  u tiliz a d o  el ADSP21065L d e l fa b ric a n te  Analog Devices, m o s tra d o  en  el an e x o  B. 
E l d iseñ o  del p ro to t ip o  de la  U C E  se b a s a  en  la  t a r j e ta  d e  ev a lu ac ió n  ADSP-21065L 
EZ-LAB , q u e  in te g ra  el D S P  21065L fu n c io n a n d o  a  60M hz, ju n to  co n  lM x 3 2 b its  de 
m em o ria  S D R A M , 128kx8b its  de  m em o ria  E P R O M , u n  in te rfa ce  R S-232 y  el C o d ee  
de A u d io  AD1819A  de  16 b its  d e  reso luc ión .
L a  frecu en c ia  de  m u es treo  m á x im a  q u e  p e rm ite  el Codee es T  = 48KHz ,  frecu en c ia
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F ig u ra  A. 10: Espectro del filtro de salida.
su fic ien te  p a r a  m u e s tre a r  las  seña les g en e rad as , q u e  e s tá n  en  el ra n g o  QKHz — l b K Hz .  
E s te  p e r io d o  de  m u es treo  es el q u e  d ic ta  el ta m a ñ o  de los v ec to res , q u e  co n tien e n  la  
señ a l de  e n t r a d a  y  de  sa lid a .
L a  U C E  g en e ra  u n  v ec to r co n  los sím bolos On/Of f  ad ecu ad o s , p a r a  co m p le ta r  
to d o s  los ca m p o s  q u e  fo rm a n  la  t r a m a . C a d a  sím bo lo  se g e n e ra  com o u n a  señ a l 
co sen o id a l co n  frecu en c ia  5Khz .  L os p u n to s  del v ec to r, se en v ía  a  in te rv a lo s  de  t ie m p o  
d ic ta d o s  p o r  la  in te rru p c ió n  del Codee.
E l re c e p to r  F H -S S  inc luye  el m ó d u lo  de  su p resió n  de  in te rfe ren c ia s  in tro d u c id o  en  
el a p a r ta d o  4.2. L a  recep c ió n  d e  la  t r a m a  F H -S S  en v iad a , co m ien za  ju s to  a l co n c lu ir 
el envío  d e  la  t r a m a  O O K  d esd e  U C E  h a c ia  la  U R A . Sólo es p o s ib le  q u e  u n a  u n id a d  
esc lava d ire c c io n a d a  h a g a  uso  del can a l, y a  q u e  el p ro to co lo  d e  acceso  a l m ed io  q u e  
se h a  im p le m e n ta d o  es de  t ip o  master/slave [78]. E l e sq u e m a  d e  la  u n id a d  U C E  se 
m u e s tra  en  la  f ig u ra  A . 11.
G eneración y  recepción de las señales de com unicación
L a  g en e n a ra c ió n  y  la  recep c ió n  d e  la  señ a l de co m u n icac ió n  se re a liza  m e d ia n te  el 
Codee, y  se a lm a c e n a n  en  m em o ria  a n te s  d e  ser p ro cesad as . L a  señ a l d e  co m u n icac ió n  
O O K  g e n e ra d a  p o r  la  U C E , se m u e s tra  en  el tie m p o  y  en  frecu en c ia  en  las figu ras 
A .12  y  A .13 .
E n  la  re cep c ió n , la  señ a l p ro v e n ie n te  de  la  U R A  se f iltra  d e  fo rm a  an a ló g ica , en  
el ra n g o  3K h z  — 25Khz ,  y  se m u e s tre a  con  el co n v e rtid o r an a ló g ico  d ig ita l. E l vec-
196
Apéndice A. Arquitectura de control PRIFEM
Conexión
RS-232/RS-485
m o d u  ida ™odex*ta 
O O K
S e ñ a l d e
sa da
Linea
p o te n c ia
S eñ a l d e
e n t r a d a
modulada
Amplificador
Acondicionador
Conversor
analógico ► ► DSP 2106a
digital
Filtro de entrada
FH-SS
F ig u ra  A . 11: Esquema de la tarjeta UCE, con filtros de entrada y salida que se detallan 
en la sección siguiente, el amplificador de salida y el acondicionador de entrada para 
recuperar la señal y el DSP  .
to r  d e  p u n to s  m u e s tre a d o s  fo rm a  la  e n tra d a  F H -S S , cuyos m ó d u lo s  se h a n  ex p licad o  
a n te r io rm e n te . Los filtro s  d e  e n tra d a  y  sa lid a  so n  b á s ic a m e n te  sim ila res  a  los de  la  
U R A .
A .3 E structura de la instalación piloto
E l sec to r q u e  h a  se rv id o  d e  b an co  de  p ru e b a s  c o n tien e  450 p a rce la s , con  u n a  superfic ie  
to ta l  de 3244 h e c tá re a s . D is tr ib u id a s  p o r  to d o  el s e c to r  y  s itu a d o s  a  p ie d e  p a rce la , 
se e n c u e n tra n  60 U R A  co n e c tad o s  a  tra v é s  d e  u n  ú n ico  cab le , q u e  re co rre  to d a  la  
C o m u n id a d . P a r a  c o n tro la r  to d a  la  in s ta la c ió n  el s is te m a  se co m p o n e  de  u n a  U n id ad  
C e n tra l, b a s a d a  en  u n  o rd e n a d o r t ip o  P C  y  u n a  U C E . J u n to  a  la  U C , d is tr ib u id a s  p o r  
to d o  el sec to r y  s itu a d o s  a  p ie  d e  p a rce la , se e n c u e n tra n  las  U R A s c o n e c ta d a s  a  tra v é s  
de u n  ú n ico  cab le  q u e  re co rre  to d o  el sec to r.
E n  e s ta  in s ta la c ió n  no  se h a n  u tiliz a d o  las u n id a d e s  a u m tó n o m a s  de  co n tro l, y a  q u e  
el s is te m a  d e  a b o n a d o  y  f iltrad o  no  es m u y  co m p le jo  y  n o  n e c e s ita  de  e lem en to s  p ro p io s  
p a r a  su  co n tro l. E l ú n ico  e lem en to , q u e  n e c e s ita  u n a  u n id a d  e x p re sa m e n te  p a ra  su  
co n tro l, es el b an c o  de  filtro s  de  ag u a , q u e  n e c e s ita  ser lim p iad o  p e r ió d ic a m e n te . P e ro  
la  u n id a d  in s ta la d a  y a  c o n ta b a  con  su  p ro p ia  u n id a d  d e  co n tro l, q u e  fu n c io n a  d e  fo rm a  
a u tó n o m a .
A  co n tin u ac ió n , se espec ifican  con  m ás  d e ta lle  la s  u n id a d e s  q u e  co m p o n en  el s is te m a  
d iv id a s  en: e lem en to s  re m o to s  d is tr ib u id o s  p o r  to d a  el sec to r, y  p o r  o tro  lad o  los 
e lem en to s  d e  la  u n id a d  c e n tra l  s itu a d o s  en  cab eza l.
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Figura A. 12: Representación en el tiempo de la señal enviada desde la UCE con mo­
dulación OOK y codificación Manchester.
A .3.1 Elementos remotos
A pie de parcela se sitúan los hidrantes. Cada uno de ellos contiene una tarjeta URA, 
una toma de agua de la tubería y una conexión al cable de potencia. La toma de agua 
está controlada por una electroválvula con un solenoide tipo Latch. Cada hidrante 
contiene una única electroválvula pero varias salidas de agua, una para cada parcela, 
con un contador independiente. No se han instalado contadores de agua,por razones 
de coste, aunque la URA está preparado para realizar esta función. En la figura A. 14 
se muestra una fotogrfía de un hidrante, en dicha figura se puede distinguir la tarjeta 
URA, hasta la cual llega el cable de alimentación, también se muestra el solenoide 
conectado a las salidas de la URA, y la elctroválvula junto con los contadores en la 
tubería de agua.
El número total de hidrantes para controlar todas las parcelas es 59, estando distri­
buidas tal como se representa en la figura A. 15. En dicha figura también se representa 
la red de cableado 2 en que recorre toda la instación junto con la tubería. Como se 
puede comprobar en la figura, este cableado está muy ramificado con una topología 
de malla, siendo la distancia desde un extremo del sector hasta el opuesto es de unos 
2.5ATm, aunque la cantidad total de cable es superior debido a la topología. Las es­
timaciones realizadas indican que la cantidad total de cable conectada puede ser del 
orden de los 10 K m .
2E1 cable es de tipo N05 W -F  PVN del fabricante Pirelli
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Figura A. 13: Representación en frecuencia de la señal enviada desde la UCE.
A .3.2 Elementos del cabezal
En el cabezal está instalada la Unidad Central, constituida por un ordenador de tipo 
PC, que controla toda la intalación mediante un software específico de control y gestión 
desarrollado dentro del proyecto.
Software utilizado en  las pruebas
A continuación se dan las características más destacables del software utilizado en 
las pruebas. En primer lugar se ha utilizado el software PRIFEM UC, que ha sido 
desarrollado como parte de la arquitectura, dentro de los proyectos que han dado lugar 
al sistema.
El software PRIFEM UC es capaz de controlar toda la instalación de manera 
autónoma. En la pantalla principal se muestra el estado de cada uno de los hidrantes: 
abierto, cerrado o indeterminado, mediante un color. El programa permite modificar 
el estado de un hidrante de forma manual, sin más que pulsar con el ratón sobre el 
hidrante deseado. Esta acción produce el envío de la trama adecuada desde la UCC 
hasta la URA correspondiente. Esta pantalla principal es la mostrada en la figura
A.17.
También se puede ver y modificar el estado de cada uno de los elementos situados 
en el cabezal, incluyendo los de abonado y la bomba de agua. Además de median-
199
A.3. Estructura de la instalación piloto
Figura A. 14: Fotografía de un hidrante de la instalación prototipo.
te funcionamiento manual, el software también es capaz de realizar riegos de forma 
autónoma, introduciendo en una base de datos interna todos los datos necesarios sobre 
el riego que incluyen las características comunes a todos los riegos: hidrantes a activar, 
hora de inicio, periodicidad y condiciones del abonado. El abonado incluye tiempo de 
pre-riego, cantidad de abonado y tipo de abonado. Las incidencias ocurridas durante 
el riego se almacenan en un fichero .log.
De especial utilidad en la validación de las comunicaciones ha sido un módulo del 
program PRIFEM UC, dedicado al test de las URAs, que almacena las estadísticas de 
las tramas erróneas recibidas. Este módulo tiene un interface gráfico, mostrado en la 
figura A. 18. Con él se puede detectar la presencia de la UCE conectada al PC mediante 
algún puerto de comunicaciones serie (COM), configurable en el software. Este puerto 
puede ser del tipo RS232/RS485. El módulo permite automatizar el chequeo de las 
tramas erróneas que se han producido en el proceso de test. En el interface gráfico del 
modulo se indican los hidrantes a chequear, cada cuanto tiempo se realiza en chequeo 
y el resultado del proceso.
El error en el proceso de chequeo, puede producirse tanto en la recepción de la 
trama OOK en la URA, como en la recepción posterior de la trama contestada en la 
UCE. Para distinguir ambas situaciones, la URA en el proceso de test envía el número 
de trama correctas, que ha recibido desde que empezó el proceso.
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Figura A. 15: Mapa de situación de los hidrantes y esquema del cableado de la instala­
ción.
Otros programas utilizados han sido el software para depuración, integrado dentro 
del paquete de software VisualDSP, desarrollado por Analog Devices y que permite la 
comunicación directa con la tarjeta ADSP-21065L EZ-LAB , la descargar a un fichero 
de la memoria de la tarjeta y la depuración del software. Este paquete ha permitido 
tomar muestras de ruido y tramas emitidas en la instalación mediante el convertidor 
analógico-digital incluido en la UCE, y su posterior descarga para su análisis mediante 
el software Matlab.
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Figura A. 16: Unidad Central compuesta por el PC y la UCE.
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Figura A.17: Imagen de la pantalla principal del programa PRIFEM UC.
*  PRIFEM UC Com piobai m aestros /  URAs
" Dirección -  Tipo de mensaje
! jftáÓ i i r  Oisponiblidad
r  Test¡--------------------- , H  F l e s t
jMaestro 1 ; i ( ?  OrdenaURA ; : i L :______
r  Activar remtentos 
Dirección de la URA
SaSdaíl
-Orden- 
C  Abrir C  Leer DIG1
C  Cerrar C  LeerDlG2
<• Alternar C  Reset DIG
C  LeerADCI
  ___
Timeout(sj]5 H  f “  Envío cíclicocadafjü ”  
„  . . . . .    ' “rD atos
í • ■a’ |
Cerrar
F  Estadístcas I  Log
Figura A. 18: Imagen de la pantalla del modo de pruebas del programa Prifem UC.
4  PRIFEM-UC Principal
Archivo Ver Configurar Comprobar Control manual Definir Reportes A^uda
\ Modo autotest Plamficador: Parado Parado jj ' ' J Miércoles. 21 de Marzo de 2001 11:
Control cabezal
Control remoto
Borrar estado
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procesador digital de señal
B .l  El D SP ADSP2065L
El ADSP2065L SHARC  es un DSP Digital Signal Processor de 32-bits diseñado, para 
aplicaciones de comunicaciones, audio e instrumentación industrial. Este dispositivo 
como la mayoría de procesadores DSP, presenta arquitectura Hardvard y es capaz de 
realizar operaciones sobre datos en representación en punto flotante.
Las características más importantes son:
• Contiene 3 unidades funcionales, una ALU, un multiplicador y una unidad para 
realizar desplazamientos. Todas ellas pueden trabajar con datos de hasta 32-bits 
en coma fija y en formato 32/40-bits IEEE en punto flotante, con un rendimiento 
de pico de 180 MFLOPS, funcionando a 60M hz.
• Las operaciones se ejecutan en un ciclo de reloj, pudiendo realizarse operaciones 
independientes en la ALU y el multiplicador de forma simultánea.
• Banco con 32 registros internos de 40 bits, agrupados en dos conjuntos de 16, 
para conseguir un cambio rápido de contexto.
•  El procesador está segmentado en tres pasos búsqueda, decodificación y ejecu­
ción.
• Dos unidades de generación de direcciones, que implementan Buffers circulares 
por hardware.
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•  544 Kbits de memoria SRAM de doble puerto, configurable en dos bancos, el 
bancoO, normalmente usado para instrucciones, contiene 6Kx48 bits y el bancol, 
usado sólo para datos, 8Kx32 bits.
•  10 canales de DMA.
• 10 temporizadores programables.
•  JTAG, puerto serie, y buses de I/O  para conexión directa de
•  Memoria Cache asociativa por conjuntos de dos entradas, con 16 conjuntos y  
capaz de almacenar 32 instrucciones. No todas las instrucciones se buscan en 
la cache, sólo aquellas que interfieran con un acceso de datos a la memoria de 
programa, producido por la instrucción inmediatamente anterior en el orden de 
ejecución. En este caso si hay un miss en el siguiente ciclo de reloj se busca la 
instrucción y se almacena en la cache.
La figura B .l muestra la estructura interna del dispositivo, donde se puede apreciar 
la estructura Hardvard interna, ya que tiene dos buses denominados, PM Y DM, 
para acceder a la memoria interna, al puerto de conexión externa y a los canales de 
DMA. El primero de ellos, el PM, está orientado a la búsqueda de instrucciones y el 
segundo de ellos, el DM, a la captura de los datos. La memoria cache integrada en 
el dispositivo permite que el bus PM quede liberado en el acceso a las intrucciones 
y puede ser usado para acceder también a datos. Con esta situación se consigue el 
máximo rendimiento del dispositivo, ya que se accede a la instrucción y a dos datos 
en un sólo ciclo, permitiendo la implementación eficiente de filtros digitales, mediante 
operaciones multiplicación-acumulación.
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DSP Core _  Dual-Poned SRAM
T w o I n d e p e n d e n t  "c 
D u a l - P o r  t e d  B l o c k s  i
' JTAG '  
T es lS  
EmulationInstructioncache
32x48b Extemal Porti/o
PORTDAG1
8x4x32
DAG2
8x4x24
SDRAM interfaceProgram
S e q u e n c e r addrI '  data
HOSTPort
;od
2a, PM Address Bus
AddrBus
Mux32, DM Address Bus
Ay PM Data Bus 
40. DM Data Bus___ Data Bus 
Mux
IOP
Registers
Control, 
Status, Timar.
Data
R egister
File
(2 R», 2 Tx) 
(•2S)
(2 Rx, 2T«)
SPORT 0
SPORT 1Barre!
Shifter
Multiplier 16x40b ALU Data Buffets
l/O Processor
Figura B.l: Estructura interna del DSP ADSP2065L.
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Apéndice C 
Program a para M atlab
C .l Programa del simulador FH-SS, sobre Matlab
La herramienta utilizada en las simulaciones del sistema formado por el emisor y el 
receptor FH-SS ha sido Matlab. Son muchos los programas que se han realizado para 
comprobar cada uno de los casos propuestos en el capítulo de resultados 6, poner el 
listado de todos los programas sería multiplicar demasiado el tamaño de la tesis, por 
lo que sólo se va a incluir un ejemplo, que representa a todos los demás.
C .l . l  Fichero simuladorfh.m
El programa que se incluye muestra el caso de un emisor FH-SS, que emite una trama 
de bits sobre la cual se realiza la excisión con UWPT.
function sinmladorfhO
¿¿¿¿¿¿¿¿¿¿¿¿¿¿¿¿¿¿¿¿¿¿¿¿¿¿¿¿¿¿¿DEFINICIONES: de valores iniciales
ef = [] ; 
ns=40 ; 
fm=50000;
t=l/fm:1/fm:50/fm;
u=l/fm:1/fm:(ns*50+48)/fm;
fp=1000;
fd=1000;
g=i;
in=l;
z=l/2;
filtro=fir1(200,0.053); 
umbral=0.004 
for h=0:9
‘/.Vector de errores
¿N’umero de s ’imbolos en una trama
‘/.Vector de tiempo frecuencia de muestro 
‘¿Vector de tiempo para una trama 
¿Frecuencia de la portadora 
‘¿Frecuencia de desplazamiento 
¿División del periodo al integrar 
¿N’umero de puntos por periodo 
'¿Fase de la se\"{n}al 
¿Filtro paso-bajo 
¿Umbral de energ’ia
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coseno(h+1, : ) = s q r t (2 /0 .0 0 0 2 )*cos(2*pi*u*(fp+fd*h))*0.000001; 
seno(h+1, : ) = s q r t (2 /0 .0002)*s in (2*p i*u*(fp+fd*h))*0.000001; 
y.correladores
end
in s = le n g th ( t ) / i n ;  '/.Indice del sumatorio f i n a l
'/.'/.•/.'/.'/.'/.'/.'/.'/.'/.INTERFERENCIA SENOIDAL: 
veces=23;
veces2 = l/1 0 ~ (v eces /1 0 );
i n s = le n g th ( t ) / i n ;  '/.VALORES DEL RUIDO GAUSSIANO:
f o r  rep=l:1000 /(Repetimos l a  s i m u l a d ’on p a ra  ns*rep s ’imbolos 
'/.rep
*/,z=rand(l)*2;
ff=0; */,rand(l)*50; / ( in te r f e re n c ia  CWT
ruidosen=100*cos(2*pi*u*( 1000+ff) + p i* z ) ; 
b i t = f l o o r ( r a n d ( l ,n s ) * 2 ) ;
'/.G enera ns s ’ imbolos con v a lo re s  e n t r e  [0:1]
fo r  in n = l:n s
in d d = ( f lo o r ( r a n d ( l , l )* 5 )* 2 )  ; 
s im b o lo ( in n )= ( in d d + b i t ( in n )) ;
end
m m m m m m » " { N > A L  transmitida:
sena l_ trans= []  ; 
e r r o r ( r e p ) =0; 
c o r re c to ( re p )=0;
fo r  h = l :n s  '/(S’ imbolo t ra n sm it id o
s e n a l_ t ra n s= [se n a l_ tr a n s  s q r t ( ( 2 ) / 0 .0002)* co s(2 * p i* t* (fp+fd*sim bolo(h)) ) ] ;  
end
in ic io = le n g th ( s e n a l_ t r a n s ) ;
'/.•/.•/.•/.•/.•/.•/.•/.•/.•/.•/.•/.'/.•/.•/.•/.•/.•/.•/.•/.RUIDO: 
media=0;
desvia=veces2*150e4;
ruido=normrnd(media, s q r t ( d e s v i a ) , 1 , l e n g th (u ) ) ;
/(Genera ru ido  a l e a t o r i o  de d i s t r i b u c i ’on g auss iana  
•/.de media 0 y v a r ia n za  d esv ia
sena l_ recep=ru ido+ru idosen ;
sen a l_ recep (1:2000)=sena l_ recep (1:2000)+ s e n a l_ t r a n s ;
*/,Se\~{n}al en e l  r e c e p to r  suma de se \"{n > a l  enviada y ru ido
m m m m m m r / . R E C E P T 0 R :
fo r  h=0:9
rc=coseno(h+1, : ) . * sen a l_ recep ; 
r s = s e n o (h + l , : ) . *senal_recep; 
r c b = c o n v ( f i l t r o , r e ) ; 
r s b = c o n v ( f i l t r o , r s ) ;
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r c b i= rc b (1 0 0 : le n g th ( rc b ) -1 0 0 ) ; 
r s b i= r s b (1 0 0 : le n g th ( r s b ) -1 0 0 ) ; 
‘/ . re t ra so s  de l  f i l t r o  FIR 
rb = rc b i+ s q r t ( - 1 ) * r s b i ;
i f  ( rcb i* rcb i+ rsb i* rsb i> um bra l)  
x s s = a l g o f i l ( r b ) ; 
x s t = r e a l ( x s s ) ; 
y s t= im ag(xss) ; 
e l s e
x s t= rcb i ;
y s t= rs b i ;
end
fo r  i= l : r o u n d ( in i c io / in s )
x ( i ) = s u m ( x s t ( i * i n s - ( i n s - l ) : i * i n s ) ) ; 
y ( i ) = s u m ( y s t ( i * i n s - ( i n s - l ) : i * i n s ) ) ;
end
‘/.V alor d e l  s ’ imbolo a l a  en tra d a  d e l  d e te c to r  
‘/.p a ra  cada v a lo r  de h
f o r  i= l :n s
s ( h + l , i ) = s q r t  ( ( x ( i ) )  ~ 2 + (y ( i ) )~ 2 ) ;
end
end
7.7.7.7.7.‘/.‘/.7.y.,/.7.7.7.7.o/.o/.‘/.7.7.CQMPR0BACI0N:se compara e l  s ’ imbolo t ran sm it id o  
f o r  i = l : n s
[m ,Ín d ic e ]= m a x ( [ s ( s im b o lo ( i ) -b i t ( i )+ l , i )  s ( s i m b o l o ( i ) - b i t ( i ) + 2 , i ) ] ) ;  
i f ( i n d i c e = = b i t ( i ) + l )  c o r r e c to ( re p )= c o r re c to ( re p )+1; 
e l s e  e r r o r ( r e p ) = e r r o r ( r e p ) +1; 
end 
end
e f (g )= su m (e rro r) / ( (4 0 -2 )*rep)
end
7.7.7.7X/.7.7.7.7.7.7.7.7.7.7.7.7.7.7.7.7.7.7.ERROR: 
e f ( g )= s u m (e r ro r ) / ( ( n s ) * r e p ) ; 
load S204810; 
ef2=[ef ef2] ;
save S204810 ef2; 
g=g+t ;
\no rm als ize
C.1.2 Algoritm o de filtrado algofil.C
//#pragma h d rs to p  
/ /# in c lu d e  <condefs.h>
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#include <math.h>
#include < s td io .h>
#include <conio.h>
#include
"mex.h"
/ / ------------------------------------------------------------------------------------------
/ /#pragma argsused
#def ine tam 2048//4096 / /8192 //1024 //2048  / /8192  //32787 / /  
#define  p i  3.1416 #def ine  sq2 0.7071 void b es t2 (doub le  
* xssr ,doub le  * x ss i ,d o u b le  * rcb i,doub le  * rsb i ,d o u b le  pasos) {
i n t  i , i i ,k , j , t e m p ,n n , t a m f = 4 ;
i n t  r e t í []={257 ,129 ,65 ,33 ,17 ,9 ,5 ,3} ;/ /2049 ,1025 ,513 ,257 ,129 ,
i n t  r e t h [] = {129 ,65 ,33 ,17 ,9 ,5 ,3 ,2} ;  / /1025 ,513 ,257 ,129 ,65 ,
double indicef,m axvecen,vecen;
double p a s o [1 1 ] , f i n a l [11 ] ,v e c [1 1 ] ,v ec d es [11];
double p a s o f , d e s p l_ a n te r , d e s p ld e f , e l , e h , v eces_ene r , d e s ;
double x s s 2 r [ ta m ] ,x s s 2 i [ ta m ] ,x s s 3 r [ ta m ] ,x s s 3 i [ ta m ] ;
double lp r[tam ] ,hpr[tam] ,lprd[tam ] ,hprd[tam] ;
double o rd e n r [ l l ]  [ t a m ] ,o r d e n i [ l l ] [ t a m ] ,
double lp i[ tam ] ,hpi[tam] ,lp id [tam ] ,hpid[tam] ;
double h a [4]={-0.4830, 0.8365, -0 .2241, -0.1294};
double l a [4]={-0.1294, 0.2241, 0.8265, 0.4830};
double I b [4]={0.4830, 0.8365, 0.2241, -0.1294};
double h b [4]={-0.1294, -0 .2241, 0.8365, -0 .483};
nn=8;
d esp l_ an te r= 0 ; 
f o r  ( i i= 0 ; i i< n n ; i i+ + ){  
i f  ( ! ( i i ) ) {
paso [0]=pasos;
f i n a l  [0] = ( t a m /2 ) /2 5 6 ; / / ( p o w (2 ,n n - i i ) ) + l ;
}e lse{
p a s o [ i i ]= ( ta m /2 ) / (p o w (2 ,n n - i i ) ) ;
/ / f  i n a l [ i i - 1 ]  = ( tam /2)* ( 1 / ( ld ex p (1 ,n n - i i ) ))+1; 
f i n a l [ i i ] = ( t a m /2 ) / ( p o w ( 2 ,n n - i i ) ) + l ;
}
}
/ / p r i n t f  ("*/.i" , p a s o s ) ; 
fo r ( j= 0 ;  jctam; j++){
x ss2 r  [ j ]= rc b i  [j] ; 
x s s2 i  [ j ]  = rsb i [ j]  ;
/ /x s s 3 r  [ j]  = rcb i [ j]  ;
/ / x s s 3 i  [ j]  = rsb i  [ j]  ;
}
p aso f=7;
f o r  ( i i= 0 ; i i< n n ; i i+ + ){
f o r  (v eces_ en er= 0 ;v eces_ en e r< = f in a l[ i i ] ;v eces_ en e r+ = p aso [ i i ] ){ 
des=(veces_ener) / ta m ;
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e l= 0 ; eh=0; 
f  o r(k=0;k<tam;k++){
x ss r[k ]= x ss2 r[k ]* co s (2 * k * p i* d es )-x ss2 i[k ]* s in (2 * k * p i* d es ) ; 
x s s i [k ]  = x ss2 r[k ]*s in (2*k*p i*des)+ xss2 i[k ]*cos(2*k*p i*des) ;
>
f  o r(k= 0;k<tam;k++){
l p r [ k ] =0;l p i [ k ] =0;h p r [k ]=0;h p i [ k ]= 0 ;i n d ic e f =0; 
fo r ( j= k ;  j > k - ( l «  ( i n t )  pasof )* tam f; j = j - ( l « ( i n t ) p a s o f  ) ){  
i f ( j< 0 )  temp=tam+(j); 
e l s e  tem p=j;
lp r [k ]+ = x ss r [ tem p ]* la [ in d ic e f ]  ; 
lp i [ k ]+ = x s s i [ t e m p ] * la [ in d ic e f ] ; 
hp r [k ]+ = x ss r [ te m p ]* h a [ in d ice f ] ; 
h p i [k ]+ = x ss i[ tem p ]* h a[ in d ice f++];
>
>
f o r ( j = 0 ; j < = t a m - r e t l [ i i ] ; j++){
lp r d [ j ]  =sq2*lpr [ j + r e t l  [ i i ] -1] ; 
l p i d [ j ]  =sq2*lpi [ j + r e t l  [ i i ] -1] ;
>
f o r ( j = l ;  j < r e t l [ i i ]  ; j++){
lp r d [ j+ ta m - r e t l  [ i i ] ] =sq2*lpr [ j -1] ; 
lp id [ j+ t a m - r e t l  [ i i ]  ] =sq2*lpi [ j -1 ]  ;
>
f o r ( j = 0 ; j< = ta m - r e t h [ i i ] ; j++){
h p rd [ j ] = s q 2 * h p r [ j+ re th [ i i ] - l ]  ; 
h p id [ j ]  =sq2*hpi [ j + r e t h [ i i ] -1] ;
>
f o r ( j = l ; j < r e t h [ i i ]  ; j++){
hprd [j  + tam -reth  [ i i ]  ] =sq2*hpr [ j-1 ]  ; 
h p id [ j+ ta m -re th [ i i ] ]= s q 2 * h p i [ j -1 ]  ;
>
el=0;eh=0; 
f  o r (j  =0;j  <tam; j  ++){
e l+ = ( lp rd [ j ]  * lp rd [ j ]  ) + ( l p i d [ j ]  * l p i d [ j ] ) ;  
eh+= (hprd [ j]  *hprd[j]  ) + (h p id [ j ]  * h p id [ j ] ) ;
>
v e c e n = fa b s (e l -e h ) ;
/ /  p r i n t f  (" \n en e r  7 ,lf ", v ec en ) ; 
if(veces_ener== 0){
maxvecen=vecen;desp ldef= des; 
i f ( e l> e h ){
fo r ( j= 0 ; j< ta m ;j+ + ){
x ss3 r  [ j]  = lp rd [ j ]  ; 
x s s3 i  [ j ] = lp id [ j ]  ; 
ordenr [ i i ]  [ j ]= h p rd [ j ]  ; 
ordeni [ i i ]  [ j ]= h p id [ j ]  ;
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>
vec [ii]=0;
>
else{
for(j=0;j<tam;j++){
xss3r [j]=hprd[j] ; 
xss3i [j]=hpid[j] ; 
ordenr[ii] [j]=lprd[j] ; 
ordeni [ii] [j]=lpid[j] ;
}
vec[ii]=l;
>
lelse
if(maxvecen<vecen){
despldef=des;maxvecen=vecen; 
if (el>eh){
for(j=0;j<tam;j++){
xss3r[j]=lprd[j]; 
xss3i[j] =lpid[j] ; 
ordenr[ii] [j]=hprd[j] ; 
ordeni [ii] [j]=hpid[j] ;
>
vec[ii] =0;
>
else{
for(j=0;jctam;j++){
xss3r [j]=hprd[j] ; 
xss3i[j]=hpid[j] ; 
ordenr [ii] [j]=lprd[j] ; 
ordeni [ii] [j]=lpid[j] ;
>
vec[ii]=l;
>
>
>
for(j=0; jctaun; j++){
xss2r [j]=xss3r [j] ; 
xss2i [j]=xss3i [j] ;
>
despl_anter=despl_anter+despldef; 
vecdes [ii]=despldef;
// printf(" vec:%lf",vecdes[ii]); 
pasof— ;
for(j=0;j<tam;j++){ 
xssr [j]=0; 
xssi[j]=0;
>
pasof++;
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for (ii=nn-l;ii>=0;ii— ){
if(vec[ii])
for(k=0;k<tam;k++){
lpr[k]=0;lpi[k]=0;hpr[k]=0;hpi[k]=0;indicef=0; 
for(j=k; j>k-(l«(int)pasof )*tamf; j-=(l«(int)pasof )){ 
if(j<0) temp=tam+(j); 
else temp=j;
lpr[k]+=ordenr[ii][temp]*lb[indicef]; 
lpi[k]+=ordeni[ii] [temp]*lb[indicef] ; 
hpr [k] +=xssr [temp] *hb [indicef] ; 
hpi[k]+=xssi[temp]*hb [indicef++];
>
>
else
for(k=0;k<tam;k++){
lpr [k]=0;lpi[k]=0;hpr[k]=0;hpi[k]=0;indicef=0; 
f or(j=k; j>k-(l« (int) pasof )*tamf; j-=(i«(int)pasof )){ 
if(j<0) temp=tam+(j) ; 
else temp=j;
lpr [k]+=xssr[temp]*lb [indicef]; 
lpi[k]+=xssi[temp]*lb[indicef]; 
hpr[k]+=ordenr[ii][temp]*hb [indicef]; 
hpi[k]+=ordeni[ii][temp]*hb[indicef++];
>
>
for(j=0;j<=tam-reth[ii];j++){
lprd[j]=sq2*lpr [j+reth[ii]-1] ; 
lpid[j]=sq2*lpi[j+reth[ii]-l] ;
>
for(j=l; j<reth[ii] ; j++){
lprd[j+tam-reth[ii]]=sq2*lpr [j-1] ; 
lpid [j +tam-reth [ii] ] =sq2*lpi [j -1] ;
>
for(j=0;j<=tam-retl[ii];j++){
hprd[j]=sq2*hpr [j+retl[ii]-1] ; 
hpid[j]=sq2*hpi [j+retl[ii]-l] ;
>
for(j=l;j <retl[ii];j++){
hprd [j+tam-retl [ii] ] =sq2*hpr [j-1] ; 
hpid[j+tam-retl[ii]] =sq2*hpi[j-1] ;
>
f or(k=0;k<tam;k++){
xss2r[k]=lprd[k]+hprd[k]; 
xss2i [k] =lpid [k] +hpid [k] ;
>
for(k=0;k<tam;k++){
xssr[k]=xss2r [k]*cos(-2*k*pi*vecdes [ii])
-xss2i[k]*sin(-2*k*pi*vecdes [ii]); 
xssi[k]=xss2r[k]*sin(-2*k*pi*vecdes[ii])
+xss2i[k]*cos(-2*k*pi*vecdes [ii]);
>
pasof++;
215
C .l. Programa del simulador FH-SS, sobre Matlab
#define cois 1 void mexFunction( int nlhs, mxArray *plhs[], int 
nrhs, const mxArray *prhs[]) {
double pasos,*xr, *xi, *yr, *yi; 
int mx,nn;
mx=2048;//8192;//1024;//2048;//8192;//32787; // 
nn=ll;
//getcharO;
//printf("ya"); 
xr=mxGetPr(prhs[0]); 
xi=mxGetPi(prhs[0]);
/*yr=mxCalloc(mx,sizeof(double)); 
yi=mxCalloc(mx,sizeof(double));*/ 
plhs[0]=mxCreateDoubleMatrix(mx,cois.mxCOMPLEX); 
yr=mxGetPr(plhs[0]); 
yi=mxGetPi(plhs[0]); 
pasos=*xr;
*xr=xr[1];
//printf("%f",*xr);
//printf ( "*/,f ",xr [1] ) ;
//printf("%i",pasos);
best2(yr,yi,xr,xi,pasos); 
//printf("ya");
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Program a para el D SP  
ADSP21065L
D .l  Funciones en ensamblador para el cálculo de 
la estructura Lattice
En este anexo se muestran las dos subrutinas de cálculo de la estructura Lattice para 
el DSP ADSP21065L. Estas estructuras hacen uso de los registros secundarios del DSP 
que permiten cambiar el contexto de una función de forma rápida, puesto que el resto 
del programa, escrito en elnguaje ’C’, no hace uso de este banco de registros, por lo 
tanto no es necesario apilar ni desapilar su contenido.
D . l . l  Análisis
#include <signal.h> #include <def210651.h> #include <signal.h>
#include <asm_sprt.h> #include <macros.h>
#define MAX_RBUFFER 8192/*2048*/
.extern count_start; .extern count_end;
.EXTERN _b_zl; .EXTERN _b_z2; .EXTERN _zl; .EXTERN
_z2; .EXTERN _punt; .EXTERN _sen_x; .EXTERN _sen_y;
.EXTERN _sen_hgx; .EXTERN _sen_hgy; .EXTERN _difex;
.EXTERN _difey; .EXTERN _p; .EXTERN -PPJ .segment/pm 
seg_pmc° ;
.global _latticex; _latticex:
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leaf_entry;
BIT CLR M0DE1 0x00001000; /*bit 12*/
BIT SET M0DE1 0x000004F8; /*bit 3 4 5 6 7 10*/ 
nop;
bO=_b_zl; 
b8=_b_z2;
rO=dm(_zl);
10=r0; 
r3=r0;
r0=dm(_z2);
18=r0; 
r3=r3+r0;
r2=MAX_RBUFFER;
12=r2;
r5=MAX_RBUFFER; 
r5= lshift r5 by 1;
13=r5;
rl=dm(_p);/*_sen_x/y*/
b2=rl;
rl=rl+r2;
rl=rl-r3;
/*rl=rl-l;*/
i2=rl;
rl=dm(_pp);/*_sen_hgx/y*/
b3=rl;
r7=r3+r3;
r7=r5-r7;
r7=rl+r7;
i3=r7;
r4=MAX_RBUFFER; 
rl5=r3+r4;
m6=l;
ml4=l;
m4=0;
ml2=0;
f0=-0.1294/1.4142; 
f1=1.7321; 
f2=3.7326;
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fll=f10+f14, f4=dm(i2,m6), f5=pm(i8,ml2);
f6=f0*f4, f7=f10+f14, 
f12=f2*f7, f3=f11+f15, 
f12=fl*f6, f3=f9-f12, 
f10=f0*f4, f13=f8-f12, 
f14=fl*f7,
f8=dm(i0,m4); 
f7=dm(i0,m4) ; 
dm(i3,m6)=f3, 
dm(i3,m6)=f3; 
dm(i0,m6)=f6,
lcntr=rl5, do dotx until lee;
f9=pm(i8,ml2); 
pm(i8,ml4)=f13;
f15=f2*f5, fll=f10+f14, f4=dm(i2,m6), f5=pm(i8,ml2);
f6=f0*f4, 
f12=f2*f7,  
f 1 2 = f l * f 6, 
f10=f0*f4,  
dotx: fl4=fl*f7,
pm(i8,ml4)=f13;
f7=f10+f14, 
f3=f11+f15, 
f3=f9-f12, 
f13=f8-f12,
f8=dm(i0,m4); 
f7=dm(i0,m4); 
dm(i3,m6)=f3, 
dm(i3,m6)=f3; 
dm(i0,m6)=f6,
f9=pm(i8,ml2);
BIT CLR M0DE1 0x000004F8; /*bit 3* /  
BIT SET M0DE1 0x00001000; /*bit 12*/ 
nop;
leaf_exit;
.endseg;
D .1.2 Síntesis
#include <signal.h> #include <def210651.h> #include <signal.h> 
#include <asm_sprt.h> #include <macros.h>
#define MAX.RBUFFER 8192/*2048*/
.EXTERN _b_zl; .EXTERN _b_z2; .EXTERN _zl; .EXTERN 
_z2; .EXTERN _punt; .EXTERN _sen_x; .EXTERN _sen_y; 
.EXTERN _sen_hgx; .EXTERN _sen_hgy; .EXTERN _difex; 
.EXTERN _difey; .EXTERN _p; .EXTERN _pp; .segment/pm 
seg_pmco;
.global _latinvx; _latinvx: 
leaf_entry;
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BIT CLR M0DE1 0x00001000; /*bit 12*/
BIT SET M0DE1 0x000004F8; /*bit 3 4 5 6 7 10*/ 
nop;
bO=_b_zl; 
b8=_b_z2;
rO=dm(_zl);
10=r0; 
r3=r0;
r0=dm(_z2);
18=r0; 
r3=r3+r0;
r2=MAX_RBUFFER;
12=r2;
r5=MAX_RBUFFER; 
r5= lshift r5 by 1;
12=r2;
13=r5;
14=r5;
rl=dm(_p);/*_sen_x/y*/
b2=rl;
rl=rl+r2;
rl=rl-r3;
i2=rl;
rl=dm(_pp);/*_sen_hgx/y*/
b3=rl;
b4=rl;
r7=r3+r3;
r7=r5-r7;
r7=rl+r7;
i3=r7; /*primero se lee g*/
r7=r7+l;
i4=r7;
r7=r2+r3;
rl0=0;
rll=r7+rl0;
m6=l;
ml4=l;
m4=0;
ml2=0;
m5=2;
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dot_loop:
leaf_exit;
fl=-0.1294/1.4142; 
f2=1.7321; 
f3=3.7326;
f8=fl*f5, 
f8=f3*f4, 
f12=f2*f5, 
f15=f3*f6, 
f14=f2*f4, 
f 12=f l*f 5,
lcntr=rll, 
f8=fl*f5, 
f8=f3*f4, 
f12=f2*f5,  
f15=f3*f6, 
f14=f2*f4, 
f1 2 = f l * f 5,
f7=f8+f12, 
f4=f8+f13, 
f8=f8+f12, 
fO=f9-f15, 
fO=f10-f14 
f5=f8+f13, 
do dot_loop
f7=f8+f12, 
f4=f8+f13, 
f8=f8+f12, 
f0=f9-f15, 
fO=f10-f14 
f5=f8+f13,
f4=dm(i3,m4), 
f13=dm(i4,m4), 
f6=dmJ(i4,m5) ; 
f9=dm(i3,m5); 
f5=dm(i0,m4);
, dm(i2,m6)=f7, 
dm(i0,m6)=f0; 
until lee;
f4=dm(i3,m4), 
f13=dm(i4,m4), 
f6=dm(i4,m5); 
f9=dm(i3,m5); 
f5=dm(i0,m4);
, dm(i2,m6)=f7, 
dm(i0,m6)=f0;
BIT CLR M0DE1 0x000004F8; /*bit 3*/ 
BIT SET M0DE1 0x00001000; /*bit 12*/ 
nop;
f5=pm(i8,ml2); 
f10=pm(i8,ml2);
pm(i8,ml4)=f0;
f5=pm(i8,ml2); 
f10=pm(i8,ml2);
pm(i8,ml4)=f0;
.endseg;
D .l. Funciones en ensamblador para el cálculo de la estructura Lattice
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