In universal algebraic geometry the category Θ 0 of the finite generated free algebras of some fixed variety Θ of algebras and the quotient group A/Y are very important. Here A is a group of all automorphisms of the category Θ 0 and Y is a group of all inner automorphisms of this category. In the varieties of all the groups, all the abelian groups [18] , all the nilpotent groups of the class no more then n (n ≥ 2) [22] the group A/Y is trivial. B. Plotkin posed a question: "Is there a subvariety of the variety of all the groups, such that the group A/Y in this subvariety is not trivial?" A. Tsurkov hypothesized that exist some varieties of periodic groups, such that the groups A/Y in these varieties is not trivial. In this paper we give an example of one subvariety of this kind.
Introduction
The paper is devoted to some aspects of universal algebraic geometry, i.e., geometry over universal algebras (for definition of universal algebra see, for example [12, Chapter 3, 1. 3] ). In fact, universal algebra is the set with the some list (signature) of operations. We will say shortly "algebra" instead "universal algebra".
All definitions of the basic notions of the universal algebraic geometry can be found, for example, in [13] , [14] , [15] and [16] . Also, there are fundamental papers [2] , [10] and [3] , [4] .
One of the natural question of universal algebraic geometry is as follows:
Problem 1.1 When do two algebras H 1 and H 2 from the some variety of algebras Θ have the same algebraic geometry?
Under the sameness of geometries over H 1 and H 2 we mean an isomorphism of the categories of algebraic sets over H 1 and H 2 , respectively. So, Problem 1.1 is ultimately related to the following one:
Problem 1.2 What are the conditions which provide an isomorphism of the categories of algebraic sets over the algebras H 1 and H 2 ?
Notions of geometric and automorphic equivalences of algebras play here a crucial role.
In universal algebraic geometry we consider some variety Θ of universal algebras of the signature Ω. We denote by X 0 an infinite countable set of symbols. By F (X 0 ) we denote the set of all finite subsets of X 0 . We will consider the category Θ 0 , whose objects are all free algebras F (X) of the variety Θ generated by finite subsets X ∈ F (X 0 ). Morphisms of the category Θ 0 are homomorphisms of such algebras. We will occasionally denote F (X) = F (x 1 , x 2 , . . . , x n ) if X = {x 1 , x 2 , . . . , x n }.
We consider a system of equations T ⊆ F × F , where F ∈ ObΘ 0 , and we solve these equations in arbitrary algebra H ∈ Θ.
The set Hom (F, H) serves as an affine space over the algebra H: the solution of the system T is a homomorphism µ ∈ Hom (F, H) such that µ (t 1 ) = µ (t 2 ) holds for every (t 1 , t 2 ) ∈ T or T ⊆ ker µ. T ′ H = {µ ∈ Hom (F, H) | T ⊆ ker µ} will be the set of all the solutions of the system T . We call these sets algebraic, as in the classical algebraic geometry.
For every set of points R ⊆ Hom (F, H) we consider a congruence of equations defined in this way: R ′ H = µ∈R ker µ. This is a maximal system of equations which has the set of solutions R. For every set of equations T we consider its algebraic closure T ′′ H = µ∈T ′ H ker µ with respect to the algebra H. A set
H . An H-closed set is always a congruence. We denote the family of all H-closed congruences in F by Cl H (F ). The definition of the automorphic equivalence in the language of the category of coordinate algebras was considered in [15] and [24] . Intuitively we can say that algebras H 1 , H 2 ∈ Θ are automorphically equivalent if and only if the families Cl H1 (F ) and Cl H2 (Φ (F )) coincide up to a changing of coordinates. This changing is defined by the automorphism Φ.
Definition 1.3 An automorphism Υ of an arbitrary category K is inner, if it is isomorphic as a functor to the identity automorphism of the category K.
It means that for every F ∈ ObK there exists an isomorphism σ Υ F : F → Υ (F ) such that for every µ ∈ Mor K (F 1 , F 2 )
holds. It is clear that the set Y of all inner automorphisms of an arbitrary category K is a normal subgroup of the group A of all automorphisms of this category.
If an inner automorphism Υ provides the automorphic equivalence of the algebras H 1 and H 2 , where H 1 , H 2 ∈ Θ, then H 1 and H 2 are geometrically equivalent (see [15, Proposition 9] ). Therefore the quotient group A/Y measures the possible difference between the geometric equivalence and automorphic equivalence of algebras from the variety Θ: if the group A/Y is trivial, then the geometric equivalence and automorphic equivalence coincide in the variety Θ. The converse is not true. For example, in the variety of the all linear spaces over some fixed field k of characteristic 0 we have that A/Y ∼ = Autk, where Autk is the group of all the automorphisms of the field k. The proof of this fact can be achieved by the method of [23] . But all linear spaces over every fixed field k are geometrically equivalent. This fact is a simple conclusion from [17, Theorem 3] .
In the varieties of all the groups, all the abelian groups [18] , all the nilpotent groups of the class no more then n (n ≥ 2) [22] the group A/Y is trivial, so the geometric equivalence and the automorphic equivalence coincide in these varieties. B. Plotkin posed a question: "Is there a subvariety of the variety of all the groups, such that the group A/Y in this subvariety is not trivial?" A. Tsurkov hypothesized that exist some varieties of periodic groups, such that the groups A/Y in these varieties is not trivial. In this article, we confirm this hypothesis.
We consider a subvariety Θ of the variety of all groups. Our subvariety is defined by identities
in other words, this is a variety of all nilpotent class no more then 4, metabelian and Sanov [19] groups. We will use the method of the verbal operations elaborated in [18] for the calculation of the quotient group A/Y for the variety Θ.
In the next Section we will explain this method.
Method of verbal operations
In this section we will explain the method of the verbal operations for the computing of the quotient group A/Y in the case of arbitrary variety Θ of universal algebras of the signature Ω. The reader also can see the explanation and application of this method in [18] , [21] , [22] , [24] and [25] .
First definitions and basic facts
This method we can apply only if the following condition holds in the variety Θ:
In this case, by [24, Theorem 2.1], for every Φ ∈ A there exists a system of bijections
such that for every ψ ∈ Mor Θ 0 (A, B) the diagram
is commutative. It means that Φ acts on the morphisms ψ : A → B of Θ 0 as follows: 
2).
One automorphism of the category Θ 0 in general can be associated with various systems of bijections and some system of bijections can be associated with various automorphisms.
In [18] 
In other words, we can say that an automorphism of the category Θ 0 is called strongly stable if it preserves all objects of Θ 0 and there is some system of bijections associated with this automorphism such that all the bijections of this system preserve all generators of domains.
It is clear that the set S of all strongly stable automorphisms of the category Θ 0 is a subgroup of the group A of all automorphisms of this category. By [24, Theorem 2.3], A = YS holds if in the category Θ 0 fulfills the Condition 2.1. In this case we have that A/Y ∼ = S/S ∩ Y. So to study A/Y we must compute the groups S and S ∩ Y.
Strongly stable automorphism and strongly stable system of bijections
We consider the strongly stable automorphism Φ ∈ S. There exists a system of bijections associated with this automorphism which is a subject of Definition 2.2. This system of bijections is uniquely defined by the automorphism Φ, because the equality s A (a) = Φ (α) (x) holds for every A ∈ ObΘ 0 and every a ∈ A, where α : F (x) → A is a homomorphism defined by α (x) = a (see [24, Proposition 3.1] ). We denote this system of bijections by S Φ , and its bijections we denote by s The set of all the strongly stable system of bijections we denote by SSSB. It is clear that system of bijections S Φ is strongly stable. Hence the mapping A : S → SSSB such that A (Φ) = S Φ is well defined by [24, Proposition 3.1] . This mapping is one to one and onto by [24, Proposition 3.2] .
If Φ 1 , Φ 2 ∈ S then there are strongly stable systems of bijections
. It means that the system of bijections
is associated with the automorphism Φ 2 Φ 1 . But it is clear that this system is strongly stable, so this system of bijections is uniquely defined strongly stable system of bijections corresponds to the strongly stable automorphism Φ 2 Φ 1 , in other words,
Strongly stable system of bijections and applicable systems of words
We consider the algebra F = F (x 1 , . . . , x n ) ∈ ObΘ 0 and take a word (element)
. . , h n ) is called verbal operation defined on the algebra H by the word w, where h i ∈ H, 1 ≤ i ≤ n, and H ∈ Θ is an arbitrary algebra of the variety Θ.
The reader can compare this definition with the definition of word maps, [20] , [11] and references therein.
Denote the signature of our variety Θ by Ω. For every ω ∈ Ω which has an arity ρ ω we consider the algebra F ω = F x 1 , . . . , x ρ ω ∈ ObΘ 0 . Having a system of words W = {w ω | ω ∈ Ω} where w ω ∈ F ω , denote by H * W the algebra which coincides with H as a set, but instead of the original operations {ω | ω ∈ Ω} it possesses the system of the operations {ω * | ω ∈ Ω} where ω * is a verbal operation defined by word w ω . We can consider the algebras H and H * W as algebras with the same signature Ω: the realization of the operation ω ∈ Ω in the algebra H is the operation ω and the realization of the operation ω ∈ Ω in the algebra H * W is the operation ω * . So, if A and B are algebras with the original operations {ω | ω ∈ Ω}, A * W and B * W are algebras with the operations {ω * | ω ∈ Ω}, we can consider the homomorphisms from A to B * W , from A * W to B and so on.
Definition 2.5 The system of words
The set of all the applicable systems of words we denote by ASW. This set is never empty. The trivial example of the applicable system of words, which always exists, give as the system W = {w ω | ω ∈ Ω}, such that w ω = ω for every ω ∈ Ω.
We suppose that W = {w ω | ω ∈ Ω} is an applicable system of words and consider the system of isomorphisms S = s F : 
0 is a strongly stable system of bijections. From [24, Proposition 3.5] we conclude that the isomorphisms s F : F → F * W such that (2.3) holds are uniquely defined by the system of words W . So the system of bijections S is uniquely defined by W . We denote this system by S W . Therefore the mapping B : ASW → SSSB such that B (W ) = S W is well defined. This mapping is one to one and onto by [24, Proposition 3.6] . In particular, if system of bijections S = s F : F → F | F ∈ ObΘ 0 is a strongly stable system of bijections, then a word w ω from the applicable system of words W = B −1 (S) we can obtain by the formula Therefore we can calculate the group S if we are able to find all applicable system of words.
If Φ 1 , Φ 2 ∈ S and
are strongly stable systems of bijections correspond to automorphisms Φ 1 and Φ 2 , then as we saw in the previous section, the strongly stable system of bijections
corresponds to the strongly stable automorphism Φ 2 Φ 1 . Hence, by (2.4), the applicable systems of words
we can obtain by formula
where ω ∈ Ω.
Automorphisms, which are strongly stable and inner
For calculation of the group S ∩ Y we also have the following
is inner if and only if for every F ∈ ObΘ

0
there exists an isomorphism c F :
is fulfilled for every A, B ∈ ObΘ 0 and every ψ ∈ Mor Θ 0 (A, B). 
Also we have
for every A ∈ ObΘ 0 and every a ∈ A.
Proof. We consider c(x) ∈ F (x) and define the system of functions
. We have for every ψ ∈ Mor Θ 0 (A, B) and every a ∈ A that the equality ψc
We suppose that exists a system of functions c A :
which fulfills equality (2.6) for every A, B ∈ ObΘ 0 and every ψ ∈ Mor Θ 0 (A, B). We consider the algebra F = F (x) ∈ ObΘ 0 . There exists c(x) = c F (x) ∈ F (x). For every A ∈ ObΘ 0 and every a ∈ A we can consider the homomorphism
Application of the method of verbal operations
We consider every group as universal algebra with signature which has 3 operations:
where the 0-ary operation 1 give us an unit of a group, the 1-ary operation −1 give us for an arbitrary element g of a group G the inverse element g −1 and the 2-ary operation · give us for two elements of a group G its product.
The IBN (invariant basis number) property or invariant dimension property was defined initially in the theory of rings and modules, see, for example, [8, Definition 2.8]. But then this concept was generalized to arbitrary varieties of algebras:
Definition 3.1 We say that the variety Θ has an IBN property if for every
By [5] our variety Θ has an IBN property. It is easy to conclude from this fact that in the variety Θ the Condition 2.1 fulfills. So, the method of verbal operations is valid in our variety.
Thus the strategy of our research is clear. First of all we will compute the 2-generated free group of our variety F Θ (x, y).
After that we will find all applicable system of words
where w 1 is a constant which correspond to the 0-ary operation 1, w −1 (x) ∈ F Θ (x) is a word which correspond to the 1-ary operation −1 and w · (x, y) ∈ F Θ (x, y) is a word which correspond to the 2-ary operation "·". We will use the Definition 2.5 for the finding of the applicable system of words. The necessary conditions for the system of words to be applicable we will conclude from the fact that the isomorphism s F : F → F * W , which exists for every F ∈ ObΘ 0 , provide the fulfilling of all identities of the variety Θ in the groups F * W . It will give us 4 systems of words of the form (3.1), which can be applicable.
In the next step of our research we will prove that all these systems of words are applicable. We will prove that for all these system W all identities of the variety Θ really fulfill in the groups F * W for every F ∈ ObΘ 0 . This will allow us to construct the homomorphism s = s F (X) :
After that we will find the inverse maps for every s F (X) . It allow to conclude that all homomorphisms s F (X) are isomorphisms and all 4 considered systems of words are applicable and provide the strongly stable automorphisms of the category Θ 0 . And we will finish our research when we will compute for the category Θ 0 the group Y ∩ S by Criterion 2.1 and Proposition 2.1. We will see in the end of our research that the group A/Y of the category Θ 0 contains 2 elements.
4 Some properties of the varieties N 4 and Θ
In this paper N 4 is the variety of nilpotent groups of class no more then 4. The free groups of this variety, generated by generators x 1 , . . . , x n we will denote by N 4 (x 1 , . . . , x n ). We will denote ((((x, y) , z) , . . .) , t) as (x, y, z, . . . , t). Also we will denote for every group G the γ 1 (G) = G and γ i+1 (G) = (γ i (G) , G). And we will denote by Z (G) the center of the group G.
In our computation we will frequently use the identities
which fulfill in every group (see [7, (10 . From these identities we can conclude these facts about arbitrary group G ∈ N 4 :
1. for every g 1 , g 2 ∈ G and every
2. for every g ∈ G and every
3. for every g 1 , g 2 , g 3 ∈ G and every l 1 , l 2 , l 3 ∈ γ 3 (G)
5. every commutator of the length 4 is a multiplicative function by all its 4 arguments:
where
For every G ∈ N 4 we have that γ 4 (G) ⊆ Z (G) and γ 5 (G) = {1}. For every G ∈ Θ the group γ 2 (G) is an abelian group. We will use these facts later in our computations without special reminder. Also we use the identity yx = xy(y, x), which fulfills in an every group, and the identity (1.1) which fulfills in an every group of the variety Θ without special reminder.
In this subsection we will describe the free group of our variety Θ generated by 2 generators. This group is a quotient group N 4 (x, y) /T , where T is a normal subgroup of the identities with two variables of the subvariety Θ in the variety N 4 .
By [9, Theorem 17.2.2], if G is finitely generated nilpotent group then there exist central (in particular, normal) series:
Definition 4.1 We say that the set {a 1 , a 2 , ..., a s } is a base of the group G and numbers α 1 , α 2 , ..., α s are coordinates of the element g in this base.
The base of N 4 (x, y) we can denote by
This is a base of Shirshov, which we can compute by the algorithm explained in [1, 2.3.5] .
In particular, if we substitute in [7, 10.2.1.4] (y, x) instead x and x instead z, we obtain
So, by (4.8), we can conclude that
We have that (y, x, (y, x)) = ((y, x) , (y, x)) = 1,
and (y, x, y, x) = (y, x, x, y) = C 8 . Proof. We will consider the group G ∈ N 4 and x, y ∈ G.
Initially we go to compute (xy) 2 . We have that (xy) 2 = xyxy = x 2 y(y, x)y = x 2 y 2 (y, x)(y, x, y).
After this we compute (xy) 3 by same method:
Now we will compute y 2 x: 12) because elements of γ 2 (G) commute with elements of γ 3 (G) in every G ∈ N 4 . Hence, by (4.12) and (4.10), we have the equality
x, x)(y, x, x.y)(y, x, y, x) = (4.13)
Now we will compute (xy) 4 . By (4.13) we have that (xy) 4 = xy(xy) 3 = xyx 3 y 3 (y, x) 3 (y, x, y) 5 (y, x, x)(y, x, y, y) 2 (y, x, y, x) 2 (4.14)
After this we can compute that
We have that (y, x, x, x) y 3 = y 3 (y, x, x, x) .
Also we can compute that
Therefore, by (4.15), (4.16), (4.17) and (4.
By (4.10) we have the
Corollary 1 The identity
fulfills in the variety Θ.
We denote the images of elements of the base {C 1 , . . . , C 8 } by the natural homomorphism N 4 (x, y) → N 4 (x, y) /T = F Θ (x, y) by same notation: {C 1 , . . . , C 8 }.
Proposition 4.2 The relations:
in F Θ (x, y) are conclusions from the identities of Θ.
Proof. The (4.20) is an identity in Θ, so in (4.20) we can substitute x instead y and vice versa. Therefore Now we substitute in (4.20) (y, x) instead x and x instead y:
So the relation C 
Now we consider in the group N 4 (x, y) the minimal normal subgroup R which contains elements x 4 , y 4 and the left parts of the relations (4.21) and (4.22). Here we consider the elements x = C 1 , y = C 2 , and C 3 , . . . , C 8 as elements of N 4 (x, y). The images of the elements C 1 , . . . , C 8 by the natural epimorphism N 4 (x, y) → N 4 (x, y) /R we also denote by C 1 , . . . , C 8 . We see from the Proposition 4.2 that the base of the group N 4 (x, y) /R is {C 1 , C 2 , . . . , C 7 } and, if 1 ≤ i ≤ 3, then
Our goal is to prove that N 4 (x, y) /R = F Θ (x, y). For this we must study the group N 4 (x, y) /R and prove some lemmas about it's properties. These lemmas we will use in the proof of the Theorem 6.1 and in other computations.
5 Some lemmas about the group N 4 (x, y) /R In this section we will denote the group N 4 (x, y) /R by G.
Lemma 5.1 γ 2 (G) is a commutative group.
Proof. We have that γ 3 (N 4 (x, y)) ≤ Z (γ 2 (N 4 (x, y)) ) and quotient group γ 2 (N 4 (x, y)) /γ 3 (N 4 (x, y)) = (y, x) γ 3 (N 4 (x, y) ) is a cyclic group. Therefore γ 2 (N 4 (x, y) ) is a commutative group. G is a homomorphic image of N 4 (x, y), so, γ 2 (G) is a commutative group.
Lemma 5.2 The group γ 3 (G) is a group of exponent 2.
Proof. We have that γ 3 (G) = C 4 , . . . , C 7 . Lemma 5.1 and the consideration of relations (4.21) completes the proof.
Lemma 5.3 For every
Proof. We have that γ 2 (G) = C 3 , . . . , C 7 . Lemma 5.1 and the consideration of relations (4.21) and (4.22) completes the proof.
Lemma 5.4 For every a, b, c ∈ G the following equalities holds:
Proof. We have that 
By similar computation we can conclude (5.4).
Proof. We know that the identity (4.11) holds in the variety N 4 . So this identity holds in G. Hence we have that
In our case (h, g, h), (h, g, h, h), (h, g, g, h), (h, g, g, g) ∈ γ 5 (G). By Lemmas 5.3 and 5.2 we have that
6 Computation of the group F Θ (x, y)
Proof. In this proof we also denote the group N 4 (x, y) /R by G. By Proposition 4.2 the relations r = 1, where r ∈ R, are conclusions from the identities which define the variety Θ. So we only must prove that G ∈ Θ.
It is clear that the group G is a nilpotent groups of class 4. As we said in the proof of the Lemma 5.3, G is a metabelian group. Now we will prove that the group G fulfills the identity (1.1). By Lemma 5.5, it remains for us to prove now that for every 0 ≤ α 1 , α 2 ≤ 3 the
holds in G. We substitute in (4.11) x α1 instead x and y α2 instead y. (x α1 ) 4 = (y α2 ) 4 = 1 holds in G. Therefore we must only prove that
holds in G. By Lemmas 5.3 and 5.2 we have that
We denote
So it remains for us to prove that
It is clear that (6.1) holds in G if α 1 = 0 or α 2 = 0. If α 1 = α 2 = 1, than by (4.11), we have that
2 (y, x, y, y)(y, x, x, y)(y, x, x, x) = C 2 3 C 7 C 8 C 6 = 1. Now we will prove (6.1) by induction on α 1 and α 2 . We suppose that (6.1) holds for all α 1 , α 2 such that α 1 ≤ β 1 , α 2 ≤ β 2 and 0 ≤ α 1 , α 2 . We have by (5.2) that
We have by (4.8) that
By Lemma 5.2 we have that
Therefore, by (6.2), (6.3), (6.4), (6.5) and by our hypothesis about v (β 1 , β 2 ) and v (1, β 2 ), we have that
By (5.1) we have that
And now, similarly to the previous arguments, we conclude that
Hence, by (6.6), (6.7), (6.8), (6.9) and by our hypothesis about v (β 1 , β 2 ) and
Therefore we prove that (6.1) holds in G for every 0 ≤ α 1 , α 2 ≤ 3. This completes our proof. Now, when we know that N 4 (x, y) /R = F Θ (x, y), we can prove the Proof. Lemma 5.1 is fulfilled by definition of the variety Θ. Now we will prove that every G ∈ Θ fulfills the conclusion of the Lemma 5.3. Every h ∈ γ 2 (G) is generated by commutators (a, b) , such that a, b ∈ G. There exists the homomorphism ϕ : F Θ (x, y) → G such that ϕ (x) = b, ϕ (y) = a. We apply ϕ to (4.22) and conclude that (a, b)
2 ∈ γ 4 (G). Also every G ∈ Θ fulfills the conclusion of the Lemma 5.2, because the group γ 3 (G) is generated by the commutators (a, b) , where a ∈ G, b ∈ γ 2 (G). We also consider the homomorphism ϕ : F Θ (x, y) → G from the previous part of the proof, apply it to (4.22) and now, because b ∈ γ 2 (G), conclude that (a, b)
2 ∈ γ 5 (G). The proof of the fact that every G ∈ Θ fulfills the conclusion of the Lemma 5.4 coincides with the proof of the Lemma 5.4 for the group N 4 (x, y) /R.
Applicable systems of words. Necessary conditions Proposition 7.1 If W (see (3.1) ) is applicable system of words in our variety
Proof. We suppose that W is an applicable system of words. w 1 ∈ F Θ (∅) = {1}, so w 1 = 1.
We denote F Θ (x) by F . Because W is applicable system of words, by Definition 2.5, there exists the isomorphism s F : F → F * W , such that s F (x) = x. We have that s F x −1 = w −1 (s F (x)) = w −1 (x). If w −1 (x) = 1, then s F x −1 = 1, but s F (1) = w 1 = 1, but this contradicts the assumption that s F is an injective mapping.
If w −1 (x) = x, then s F x −1 = x = s F (x) which gives the same contradiction.
If
It also gives us a contradiction. Therefore, there is only one possibility: w −1 (x) = x 3 = x −1 . For studying of words w · (x, y) we need to consider the group F Θ (x, y). We denote this group by G.
Because W is applicable system of words, by Definition 2.5, there exists the isomorphism s G : G → G * W , which fix x and y.
Proposition 7.2 If W (see (3.1) ) is applicable system of words in our variety
where 0 ≤ α 3 < 4, α i ∈ {0, 1}, when 4 ≤ i ≤ 7.
Proof. We use the considerations of [22,
is the result of substitution of 1 instead y in g 2 (x, y). Therefore, α 1 = 1. We obtain by similar computations that α 2 = 1.
In the next Proposition we will get the stronger result about word w · (x, y) from applicable system of words W . W (see (3.1) ) is applicable system of words in our variety Θ then always w · (x, y) = xyC Proof. The equalities x (xy) = (xx) y and x (yy) = (xy) y hold in G = F Θ (x, y). We apply the isomorphism s G : G → G * W to the both hands of the first equality and have that
Proposition 7.3 If
and
We conclude be similar computations from the second equality that
holds. If we will denote the operation defined by the word (7.1) by symbol •, then we can rewrite these equalities in the form
Now we will compute the left hand of (7.2). We have that
3 ) (7.6) by (4.6),
by (4.6),
7 , x, x, x) = (xy, x, x, x) (7.8)
by (4.7),
7 ) = (7.9) (xy, x, xy, xy) by (4.7). By (7.5) and (4.1) we have that
By (4.1) the equality (xy, x) = (x, x)(x, x, y)(y, x) = (y, x) (7.11)
holds. By (4.6) and (7.11) we conclude that
By (4.5) we have that
Hence, by (7.10), (7.11), (7.12) and (7.13) we have that
6 . (7.14)
By (4.1), (4.5), (7.11) and (7.12) we conclude that
By (7.6), (7.15), (4.5), (4.2), (4.7) and (4.8), we have that
By (4.2) and (4.10) the equalities
fulfills. Therefore, by (7.16), (7.17), (4.10) and because (C 3 , xy, C
holds. By (7.7), (7.15) and (4.5) we have that
By (7.8), (7.9) and (4.8) we can conclude that
and L 7 = (y, x, x, x)(y, x, y, x)(y, x, x, y)(y, x, y, y) = C 6 C 7 , (7.21) because, by (4.10) and (4.21), (y, x, y, x)(y, x, x, y) = C 2 8 = 1. Therefore, by (7.4), (7.14), (7.18), (7.19), (7.20), (7.21), (4.21), we have that the left hand of (7.2) is equal to
The right hand of (7.2) is equal to
24)
S 4 = y, x 2 , y , (7.25)
26)
27) S 7 = (y, x 2 , y, y). (7.28) By (7.24) and (4.2) we have that
, hence, by (7.25), (4.4) and (4.10),
By (7.26), (7.29), (4.4), (4.8) and (4.21) we have that
Also by (7.27) and (7.31) S 6 = S 5 , x 2 = 1. (7.32) By (7.28) and (7.29) S 7 = (S 3 , y, y) = 1 (7.33) because S 3 ∈ γ 3 (G). Therefore, by (7.23), (7.29), (7.30), (7.31), (7.32) and (7.33) we have that
(7.34) By (7.2) we conclude from (7.22) and (7.34) that
We compare the exponents of the basic elements C 5 and C 6 in both sides of this equality and deduce these two congruences:
When α 3 ≡ 0 (mod 2) both when α 3 ≡ 1 (mod 2), we conclude from these congruences that α 4 ≡ 0 (mod 2) and α 7 ≡ 0 (mod 2). Therefore, the word w · (x, y) in the applicable system of words necessary has a form
where 0 ≤ α 3 < 4, α 5 , α 6 ∈ {0, 1}. Now we will compute the right hand of (7.3) when • is the verbal operation defined by the word (7.35): 
by (4.6); and After this we conclude from (7.37), (4.2), (7.41), (7.42), (4.10) and (4.21) that 3 ) ∈ γ 5 (G) we have that
From (4.8), (4.10) and (4.21) we conclude that Q 6 = (y, xy, xy, xy) = (y, x, x, x) (y, x, x, y) (y, x, y, x) (y, x, y, y) = C 6 C 7 .
(7.45) Therefore, by (7.36), (7.40), (7.41), (7.43), (7.44), (7.45), (4.21) and by Lemma 5.1
Now we will compute the left side of (7.3). As above • is the verbal operation defined by the word (7.35). We have that
where U 3 = (y 2 , x), (7.48) 3 , x ∈ γ 5 (G), we deduce that
Also by (7.50), (4.8) and (4.21) we have that
Therefore, by (7.47), (7.51), (7.52), (7.53) and by Lemma 5.1 we obtain
By (7.3) we conclude from (7.46) and (7.54) that
We compare the exponents of the basic elements C 4 and C 7 in both sides of this equality and deduce these two congruences:
When α 3 ≡ 0 (mod 2) both when α 3 ≡ 1 (mod 2), we conclude from these congruences that α 5 ≡ 0 (mod 2) and α 6 ≡ 0 (mod 2). Therefore, the word w · (x, y) in the applicable system of words necessary has a form
where 0 ≤ α 3 < 4. From Propositions 7.1 and 7.3 we conclude that in the variety Θ the applicable system of words can have only these four forms
where 0 ≤ α < 4.
Applicable systems of words. Sufficient conditions
We will prove in this section that all the systems of words mentioned in (7.56) are applicable. It is obvious that the system of words W 0 is applicable (see Subsection 2.3).
In the begging of this section we will prove that the systems of words W 1 and W 2 are applicable and after this we will conclude that the systems of words W 3 is applicable.
System of words W 1
Now we consider the system of words W 1 . In this system of words w · (x, y) = xy (y, x) = yx. We denote by • 1 the verbal operation defined by the word w · (x, y) = yx. We will prove that for every G ∈ Θ the universal algebra G * W1
is also a group of the variety Θ. It is clear that for every G ∈ Θ and every x ∈ G the identities
is an associative operation.
Proof. For every G ∈ Θ and every x, y, z ∈ G we have that
We denote for every m ∈ Z by x For every G ∈ Θ and every x, y ∈ G we will denote (x, y)
Proposition 8.2 For every G ∈ Θ and every x 1 , x 2 , x 3 , x 4 ∈ G the identity
Proof. We have that
Proposition 8.3
For every G ∈ Θ and every x 1 , x 2 , x 3 , x 4 , x 5 ∈ G the identity
holds.
Proof. By (8.1) we have that
holds when n = 2. We suppose that (8.2) holds. So, by (8.1), we have that
Therefore, we proved (8.2) for every n ≥ 2. In particular, for every G ∈ Θ and every x 1 , x 2 , x 3 , x 4 , x 5 ∈ G we have that
Therefore, we proved that for every G ∈ Θ the universal algebra G * W1 is also a group of the variety Θ.
In particular, we have that F * W1 ∈ Θ for every F ∈ ObΘ 0 . So, for every
Proposition 8.4
The system of words W 1 is an applicable system of words.
Proof. For every F = F Θ (X) ∈ ObΘ 0 and every a, b ∈ F we have that
F is a bijection. It means that s
F is an isomorphism. Hence W 1 is a subject of Definition 2.5. 
Corollary 1 For every G ∈ Θ and every x 1 , x 2 , x 3 , x 4 , x 5 ∈ G the identities
hold.
Therefore, we proved that for every G ∈ Θ the universal algebra G * W2 is also a group of the variety Θ.
In particular, we have that F * W2 ∈ Θ for every F ∈ ObΘ 0 . So, for every
The system of words W 2 is an applicable system of words.
Proof. It is clear, that for every G ∈ Θ, every a ∈ G and every b ∈ γ 4 (G) the equality a 
System of words W 3
We proved that the systems of words W 1 and W 2 are applicable. So, there exist C −1 (W 1 ) = Φ 1 , C −1 (W 2 ) = Φ 2 ∈ S. Hence, the applicable systems of words C (Φ 2 Φ 1 ) we can obtain by (2.5), where s 
Proof. s (1)
Fω and s (2) Fω fix the words w 1 = 1 and w −1 (x) = x −1 . So, it's enough to compute s
G s
G (xy), where G = F Θ (x, y). This word will be w · (x, y) in the applicable system of words C (Φ 2 Φ 1 ). s We conclude from this proposition that W 3 is an applicable systems of words.
Group S ∩ Y and group A/Y
We conclude from Section 8 that group S contains 4 elements: automorphisms Φ α = C −1 (W α ), where 0 ≤ α < 4. Therefore, neither mapping c
G nor mapping c
G are isomorphisms F → F * W2 , so the automorphism Φ 2 / ∈ S ∩ Y. The Lagrange Theorem argument completes the proof.
Open problem
As we said in the Section 1, we can't conclude from fact that the group A/Y is not trivial that in our variety Θ the difference between geometric and automorphic equivalences exists. We must construct a specific example of the two groups from the variety Θ, such that they are automorphically equivalent but are not geometrically equivalent. This construction is yet the open problem.
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