The Coulomb branch of N = 2 supersymmetric gauge theories in four dimensions is described in general by an integrable Hamiltonian system in the holomorphic sense. A natural construction of such systems comes from two-dimensional gauge theory and spectral curves. Starting from this point of view, we propose an integrable system relevant to the N = 2 SU (n) gauge theory with a hypermultiplet in the adjoint representation, and offer much evidence that it is correct. The model has an SL(2, Z) S-duality group (with the central element −1 of SL(2, Z) acting as charge conjugation); SL(2, Z) permutes the Higgs, confining, and oblique confining phases in the expected fashion. We also study more exotic phases.
Introduction
One of the basic objects of study in supersymmetric quantum field theories in four dimensions is the moduli space of vacua. For example, for N = 2 supersymmetric YangMills theories, there is a Coulomb branch in the moduli space consisting of vacua in which the gauge group G is broken down to a maximal torus. The Coulomb branch is of complex dimension equal to the rank r of G.
The secret of the Coulomb branch [1] is that it parametrizes a family of r-dimensional abelian varieties which controls the physics on this branch. For instance, masses of the stable massive particles are given by periods of a certain differential form, and the most interesting physical phenomena are determined by singularities of the abelian variety. An abelian variety is a complex torus with a "polarization" which in the present context comes from the symplectic pairing of electric and magnetic charge.
For G = SU (2), the rank r is one and one is dealing with a family of genus one Riemann surfaces depending on one complex parameter. This is a simple enough situation that it has been possible to deduce the structure rather directly using some qualitative knowledge of the physics; this was done in [1, 2] for the various SU (2) theories with zero or negative beta function.
A similar approach for r > 1 would be extremely cumbersome, and one naturally looks for a short-cut. To date solutions of models with r > 1 (with an exception mentioned at the end of this introduction) have been based on assuming that one is looking for the Jacobian (or in some cases, a Prym, the part of the Jacobian odd under a Z 2 symmetry) of a family of hyperelliptic curves. With some further qualitative assumptions and physics input, it is then possible to determine the desired family. This has been carried out very effectively for SU (N ) [3, 4] , SO(2N + 1) [5] , and SO(2N ) [6] , all without matter, and also for models with matter fields in the fundamental representation [7] [8] [9] [10] .
In general, it is not clear which models can be described by such a hyperelliptic family, or indeed by any family of Riemann surfaces (as opposed to more general abelian varieties).
It is therefore natural to look for other approaches. In this paper, we start with the fact that the total space of the sought-for family of abelian varieties is a complex integrable system -this assertion will be clarified in section two. Moreover, there is a natural gauge theory construction [11] [12] [13] of integrable systems of just the right type. So we have sought to match some of these simple integrable systems with N = 2 models.
We have found one match, which will be the subject of this paper. It is the SU (n) theory with a matter hypermultiplet in the adjoint representation; one can also think of this as the N = 4 SU (n) theory with a bare mass term for some fields breaking N = 4 explicitly to N = 2. N = 4 super Yang-Mills theory was the original example that emerged as a natural case for Montonen-Olive electric-magnetic duality [14] . This theory has zero beta function, so microscopically it has a well-defined gauge coupling constant e. There is no anomalous U (1) global symmetry, so the physics also depends on a vacuum angle θ. Montonen-Olive duality, originally formulated as an inversion of the coupling constant, is extended when the theta angle is included to an SL(2, Z) symmetry acting on
This generalization of the Montonen-Olive conjecture is called S-duality. The value of τ modulo the action of SL(2, Z) precisely determines the isomorphism class of an elliptic curve (genus one Riemann surface) E. E can be described very explicitly by an equation y 2 = (x − e 1 )(x − e 2 )(x − e 3 ).
(1.2)
We will build S-duality into our proposed solution by including E as part of the structure.
In addition to x and y, we will have a third variable t and another equation
with F a rather special polynomial of degree n. The equations (1.2) and (1.3) for variables
x, y, and t describe a complex Riemann surface C of genus n. The solution of the model is determined by the Jacobian of C if the gauge group is U (n); for SU (n) one considers the Jacobian modulo the part that comes from E.
The precise polynomials F that appear here would probably be rather hard to guess without the motivation from the integrable system; thus, our approach differs from previous investigations in that it is based on guessing a simple integrable system which then determines the more complicated equations of a Riemann surface, rather than on guessing simple equations. We hope that our approach will be useful for other examples, but some ingredients are clearly still missing to give a general recipe for solving any N = 2 model with any gauge group and hypermultiplet representation.
As for the results that come from our solution of the model, the most important point is certainly that S-duality is valid for all n; previous computations focussed on n = 2.
There is an interesting detail in how S-duality is realized: the S-duality group turns out to be SL(2, Z) rather than P SL(2, Z); the central element −1 of SL(2, Z) acts by charge conjugation.
Also, the model has the beautiful property that (under a small perturbation to N = 1, as in [1] ) each and every phase allowed by 't Hooft's classification of the massive phases of SU (n) gauge theory [16] occurs precisely once. For general n, such phases are classified by subgroups of Z n × Z n of order n, and the number of possible phases is the sum of the positive divisors of n. It emerges from our solution that SL(2, Z) acts on the phases according to its natural action on Z n × Z n , as one would expect by combining the ideas of 't Hooft with S-duality; for n = 2 this has been seen in [2, 15] . (SL(2, Z) action on analogous Z n phases was first seen in a lattice model [17] Another interesting feature of the model is that it exhibits singularities of a more general type than seen in previous soluble models. The simplest singularities of Riemann surfaces are the nodes or ordinary double points, which, as explained in [1] , lead to monopole condensation and confinement. In some ways, the next simplest singularity is the cusp y 2 = x 3 which was argued by Argyres and Douglas [18] to lead to a novel kind of superconformal critical point in four dimensions. These cusps show up also in our model, and for gauge group SU (3) we determine how they are transformed by SL(2, Z).
Other singularities of curves will lead to more general critical points. For instance, the singularity y 2 = x n , which can readily arise in a family of hyperelliptic curves, was also briefly discussed in [18] . Because the Riemann surface C in our construction is not hyperelliptic, still more general singularities can arise. It is very plausible that for sufficiently large n we can obtain an arbitrary singularity F (x, y) = 0 of a plane curve.
This paper is organized as follows. In section two of the paper, we explain why integrable systems are relevant and describe the particular system that we believe controls the solution of the SU (N ) gauge theory with a matter field in the adjoint representation.
The candidate for the solution of the model that arises naturally in the integrable system framework is put in an explicit form at the end of section two and then studied in section three. The paper is written in such a way that interested readers can consult section two, while those who are only interested in the solution of the model can jump to section three, much of which can be read independently of section two. In section four, we discuss a few points of physics that are needed in interpreting some of the results of section three.
Perhaps the main potential interest of our construction is the role of an auxiliary two-dimensional classical gauge theory that is used in describing the solution of the fourdimensional quantum gauge theory. This may prove to have something to do with an eventual better understanding and explanation of duality. Both the four-dimensional quantum gauge theory that we are solving and the two-dimensional auxiliary classical system have fields known as Higgs fields that enter the formalism in rather similar ways, though the reason for the close analogy is mysterious.
When this paper was substantially complete, there appeared a paper by Martinec and Warner [19] who used a certain class of integrable models to describe pure N = 2 gauge theory (without hypermultiplets) with any simple gauge group. We hope that construction and the one presented here will prove to be special cases of a more general story.
Curves And Integrable Systems

Why Integrability?
We first wish to explain what we mean in saying that the solution of any of these N = 2 models involves an integrable system in the complex sense.
In [1, 2] , SU (2) gauge theories were solved in terms of a family of elliptic curves X → U , where U is the complex u plane (u is the gauge-invariant order parameter u = Tr φ 2 ) and the fibers of the map X → U are (except at finitely many singularities) Riemann surfaces of genus one. We write the fiber corresponding to u as X u . Part of the solution of the model involves also giving a meromorphic differential one-form λ on X u , varying holomorphically with u, such that the masses of the stable particles are integer linear combinations of the fundamental periods a = (a D , a) of λ. In general, λ has poles (the theory of which can be quite elaborate; see section 17 of [2] ). In addition, λ is not uniquely determined as a one-form; a transformation λ → λ + dα, with α a meromorphic function, does not affect the periods.
There is no natural choice of λ. Rather, the "gauge-invariant" object, free of these ambiguities, is the two-form ω = dλ, which is moreover holomorphic. Holomorphy of ω is needed, as explained in section 6 of [1] , to prove positivity of the metric on U . Though ω does not quite determine the periods a, it determines their derivative,
On the left d is the exterior derivative on U , and on the right γ is a set of fundamental one-cycles on the fiber. (2.1) is just a more abstract way to write the fact that as a = γ λ, d a/du = γ dλ/du. As for the metric on U , it is defined as follows. One starts with the (2, 2) form ω ∧ ω on X. By "integrating over the fiber" of X → U , one gets a (1, 1) form on U , which is the Kahler form of the Kahler metric on U . This means concretely that if locally ω = α ∧ du, with α a holomorphic one-form on X u , then the Kahler form on U is du ∧ duf (u) with f = X u α ∧ α. This is manifestly positive as long as α = 0, that is, as long as ω = 0. Now let us consider the generalization of this to the case of a gauge group G of rank r > 1. As explained in [1] , section 3, the base U is now a complex manifold of dimension r (a copy of C r parametrized by the gauge invariant order parameters) and the physics is described by a family of r-dimensional complex tori X u , which are fibers of a map X → U , with X a complex manifold of dimension 2r. As described in [1] , the physics is then determined from a meromorphic one-form λ whose restriction to the fibers is closed. But λ has ambiguities and complicated poles as just explained; the natural "gauge-invariant" object is ω = dλ which is a closed holomorphic two-form. Concretely
where u i -the gauge-invariant order parameters -are coordinates on U . Because the restriction of λ to the fibers of X → U is closed, ω is a sum of terms each proportional to at least one one-form du i coming from the base; in that sense, the restriction of ω to the fibers of X → U is zero. The particle masses -or rather their derivatives with respect to u i -are still given by (2.1).
To define the metric, we need one further subtlety. If one ignores the complex structure, X u is a real torus of dimension 2r whose first homology is the 2r-dimensional space of magnetic and electric charges in this theory (whose low energy gauge group is U (1) r ).
Given two particles with magnetic and electric charge vectors ( g 1 , e 1 ) and ( g 2 , e 2 ), respectively, there is a natural symplectic pairing g 1 · e 2 − e 1 · g 2 which according to the Dirac quantization law is integer-valued. This pairing is equivalent to a two-form t on X u which has integral periods and moreover (because of the constraints of N = 2 supersymmetry) is positive and of type (1, 1) in the complex structure on X u . Such an object defines what is called a "polarization" of X u . 3 Endowed with this polarization, our complex torus 3 If all electric and magnetic charges allowed by Dirac quantization actually appear in the system, the polarization will be principal; but this is not so in general. If one relaxes the positivity condition on t, one gets an indefinite polarization such as arises typically in intermediate Jacobians of higher dimensional varieties, cf. [20, 21] , where the varieties are Calabi-Yau threefolds.
becomes an Abelian variety (which is simply a complex torus that can be described by algebraic equations).
The metric can now be defined as follows: starting with the (r + 1, r + 1)-form t r−1 ∧ ω ∧ ω on X, integrate over the fibers of X → U to get a (1, 1) form on U which will be the Kahler form of the Kahler metric on U . The metric obtained this way will always be positive semi-definite and will be positive definite if and only if ω is non-degenerate, that is if and only if in any local coordinate system on X, the matrix ω IJ , I, J = 1 . . . 2r
of components of ω is invertible. In fact, more concretely in our case non-degeneracy means that locally one can pick the coordinates to be u i , i = 1 . . . r and some "conjugate" variables x i , i = 1 . . . r along the fibers, with ω = i dx i ∧du i . (If the restriction of ω to the fibers were non-zero, there would be additional terms dx i ∧ dx j .) ω being non-degenerate is equivalent to the fact that all the du i appear in this formula; if one of them were absent, the metric on U would vanish in the corresponding direction and so would not be strictly positive. Thus, ω is non-degenerate at least where the physics is non-singular; for the SU (2) models, ω is non-degenerate even at singular fibers, but it is not clear whether this is general.
At least away from singular fibers, the basic structure is therefore a family of abelian varieties X → U endowed with a non-degenerate, closed, holomorphic two-form ω, which moreover has vanishing restriction to the fibers. If we just require ω to be non-degenerate, closed, and holomorphic, then it defines a complex symplectic structure on X. This enables one to define Poisson brackets of holomorphic functions much as one usually defines Poisson brackets of functions on an ordinary symplectic manifold. Thus, denoting as ω IJ the inverse matrix of ω IJ , the Poisson bracket of two local holomorphic functions f and g is defined by the usual formula
As in the usual case, the fact that dω = 0 implies that this Poisson bracket obeys the Jacobi identity. We have not yet used the fact that the restriction of ω to the fibers vanishes. This means, as above, that ω can be written locally as i dx i ∧du i , and therefore that the Poisson brackets {u i , u j } vanish, that is, the u i are a maximal set of commuting
Hamiltonians. This is the basis for asserting that we are dealing with the complex, or even algebraic, analogue of a completely integrable Hamiltonian system. We call such an object an algebraically completely integrable Hamiltonian system.
Conversely, given an algebraically completely integrable Hamiltonian system X, one can reconstruct much of this structure. Defining U to be the space parametrized by the commuting Hamiltonians, one has a map X → U (which forgets the other variables). If this map is proper, one can prove that the fibers are complex tori (otherwise we could get products of tori and affine spaces.) In any case, ω has vanishing restriction to the fibers.
Dependence On Mass Terms
So far, we have described the structure that appears in a single N = 2 supersymmetric gauge theory. Whenever hypermultiplets are present, one gets a family of such theories, depending on certain complex mass parameters m λ . Then X and ω vary holomorphically with the m λ , subject to a condition explained in section 17 of [2] ; the cohomology class The following very natural way to get a family X, ω with [ω] varying linearly with respect to some parameters will be used in the sequel. Suppose that one is given a complex symplectic manifold Y, ω admitting the action of a complex Lie group H. The action of H is generated by holomorphic vector fields V a , a = 1 . . . dim H. Just as in ordinary classical mechanics, one can now look for holomorphic functions h a that generate the action of V a by Poisson brackets. (In components, this means, as usual, that ∂ I h a = ω IJ V J a .) As in mechanics, one can now "reduce" with respect to the H action, the prototype being the reduction of the two-body problem with a central force to a radial problem. One does this by considering only orbits with
with the µ a being some complex constants, and dividing by the subgroup H ′ of H that leaves fixed the µ a . (For instance, in mechanics H might be the rotation group in the two-body problem, the h a would be the components of angular momentum, (2.4) would assert that the angular momentum has a fixed value that points in, say, the z direction, and H ′ would be the group of rotations around the z axis.) The space of solutions of (2.4) divided by H ′ is a complex manifold X which is endowed with a complex symplectic form induced from ω (which we will again refer to as ω). The basic fact we need about this situation is that if one lets the µ a vary, keeping H ′ fixed (in the example, with H ′ the group of rotations around the z axis, µ a would be an arbitrary vector pointing in the z direction), then the symplectic structure of ω varies linearly with the µ a [22] . (For real symplectic manifolds, this result enters the theory of linear sigma models in an essential way [23] .) When X and Y are related as above, X is said to be a symplectic quotient of
Therefore, this setup, with the µ a playing the role of the bare masses in an N = 2 supersymmetric gauge theory, gives a natural way to automatically obey the constraint that [ω] varies linearly in the masses. As was seen in section 17 of [2] , that constraint is very powerful (completely determining, for instance, the solution of the SU (2) theory with N f = 4) but very complicated to implement directly. A construction that obeys this constraint a priori is therefore highly desireable.
Gauge Theory And Integrable Systems
In what follows, we use a natural construction of algebraically integrable systems as symplectic quotients. The construction of such a system, associated to an arbitrary Riemann surface and reductive group, is due to Hitchin [11] . In order to obtain interesting families of symplectic quotients, we use a version of this construction due to Markman [12, 13] , which uses a marked Riemann surface with specified conjugacy classes at the marked points. Actually, we will only describe the small part of this beautiful story that we need, and thus will not attempt to describe the hyper-Kahler structure associated with these systems, or the parts of the story that are purely topological in nature, independent of complex structures. 4 We start with a complex Riemann surface Σ and compact gauge group G. We let A be a connection on a G-bundle over Σ -for simplicity we take it to be the trivial bundle. These turn out to be the objects
where now D A is the ∂ operator determined by A and φ is the (1, 0) part of Φ. 5 Recall that the D A operator gives a holomorphic structure to the trivial G C bundle over Σ, endowing it with a complex structure. The symplectic quotient X is thus the space of solutions of divided by H -is just the cotangent bundle T * M of M. 6 The symplectic structure of X (obtained by restricting (2.5) to modes tangent to solutions of (2.7)) is just its natural structure as a cotangent bundle. Now (following Hitchin) let us exhibit X as a completely integrable system in the complex sense. To do this, if X has complex dimension 2n, we must exhibit n independent holomorphic functions that Poisson-commute, that is, n commuting Hamiltonians.
Suppose first that G = SU (2), and let Σ be of genus g > 1. Then dim C (X) = 6g − 6, so we need 3g − 3 commuting Hamiltonians. To find them, we simply observe that Tr φ 2 is a holomorphic function on Y (since it is a function only of the (1, 0) part of Φ) which moreover is gauge-invariant, so its restriction to h = 0 descends to a holomorphic function on X. Moreover, Tr φ 2 is a quadratic differential on Σ which is holomorphic when h = 0, Holomorphy of Tr φ 2 means that it can be paired with H 1 (Σ, T ) (T is the holomorphic tangent bundle of Σ) by integration. For α ∈ H 1 (Σ, T ), the formula
defines a holomorphic function on X. As these functions are constructed from φ only, they
Poisson-commute, in view of the structure of the Poisson brackets. Since H 1 (Σ, T ) has dimension 3g − 3, we get the desired 3g − 3-dimensional space of holomorphic Poissoncommuting functions.
For more general gauge groups, one repeats the above construction, using all the independent gauge-invariant polynomials in φ and not only the quadratic function Tr φ 2 .
For instance, for SU (n), one uses the independent invariants Tr φ k for k = 2, 3, . . . , n.
Since Tr φ k is a holomorphic k-differential on Σ, and the space of such holomorphic k-
of commuting Hamiltonians.
Reduction With Respect To A Subgroup
One can generalize this and take the symplectic quotient with respect to a finitecodimension subgroup H ′ of H. To do so, following [12] , we select an arbitrary finite set of points
Instead of setting h = 0, set h to a sum of delta functions supported at the P (i) . In view of the definition of h, one does this by imposing the equation
This condition means that φ is holomorphic away from the P (i) , and has simple poles at the P (i) with residue equal to µ (i) .
Next we divide by H ′ , the subgroup of H that commutes with the µ (i) . If we ignore φ, then the quotient of the space of connections by H ′ is simply the moduli space M µ of holomorphic G C bundles on Σ with the structure group reduced at P (i) to the subgroup of G C that commutes with µ (i) . Including φ and also imposing (2.9), the symplectic quotient X µ of Y by H ′ is the space of pairs consisting of a point in M µ and a solution φ of (2.9).
Complete integrability is again established by looking at the components of gaugeinvariant pluri-differentials such as Tr φ 2 . If we let the µ (i) vary while keeping fixed H ′ , then -in keeping with a finite-dimensional phenomenon explained above -the cohomology class of the induced symplectic structure on X µ varies linearly.
So the general conditions are right to describe an N = 2 supersymmetric gauge theory in four dimensions by such an integrable system, with the components of µ being linear functions of the bare masses.
For readers interested in the classical geometry in more depth, it may be helpful to compare the symplectic objects T * M µ and X µ . Over a general curve Σ, let π :
be the natural projection. Its fibers are coadjoint orbits, hence are naturally symplectic.
The cotangent bundle T * M µ has a corresponding subbundle π * T * M, which inherits a symplectic structure from T * M µ and the coadjoint fibers. Our object X µ looks locally like π * T * M, in fact it is an affine bundle over M µ modelled on the vector subbundle
On the other hand, if Σ is such that the general vector bundle on it has a non-trivial group A of automorphisms, then the fibers of π are coadjoint orbits modulo A, and X µ is now modelled on the subquotient π * T * M/A of T * M µ , which is still symplectic. (In the case of interest to us, Σ has genus 1, so there is always a large A.)
An Example
As promised in the introduction, we will attempt to describe in this way the N = 4 theory with gauge group SU (n) perturbed by a bare mass that reduces the symmetry to N = 2. First, though, we consider the N = 4 theory without the mass perturbation.
We need to pick a Riemann surface; what will it be? Because the anomalies vanish, this theory has a microscopic τ parameter
In seeking the solution, we will assume that the theory has complete SL(2, Z) invariance.
The orbit of τ modulo SL(2, Z) precisely determines the isomorphism class of a genus one curve E. This gives the Riemann surface we need. We will proceed by constructing integrable systems via gauge theory on E.
We also need a gauge group for the gauge theory on E. We will simply use the same gauge group G that entered the four-dimensional problem we are trying to solve.
Using E (without marked points) and G in the above construction of an integrable system, we get a definite integrable system with nothing that can be adjusted. Does it reproduce the vacuum structure of the N = 4 theory? 7 We claim that it does (for any compact G, and not just the case G = SU (N ) to which we restrict later).
To see this, first take G = U (1). The curve E can be described by an explicit equation
in the x − y plane; the e i are distinct complex numbers. For G = U (1) and E of genus one, the moduli space M of flat G C bundles on E is just a copy of E. φ is supposed to be a holomorphic differential on E with values in the adjoint representation; because G is abelian, φ is just an ordinary holomorphic differential on E. Any such differential is φ = aφ 0 with φ 0 a fixed holomorphic differential on E and a ∈ C. The integrable system X is therefore E × C, with C being the a-plane. (As a check, note that X should be T * (M), but with M being the torus E, T * M is the same as E × C.) The symplectic form on X is the natural symplectic form on T * (M):
where dx/y is a holomorphic differential on E. The Kahler form on the a-plane, obtained by taking ω ∧ ω and integrating over E, is
This flat metric is the correct free field theory metric on the a plane in the N = 4 U (1) theory.
Now we want to generalize this for non-abelian compact G of rank r. What is special about N = 4 is that the correct answer for any G is in fact very similar to (2.13), except 7 When we say "vacuum structure" here, we are interested in those vacua that go over to the N = 2 Coulomb branch when the mass perturbation is added; we will ignore the expectation values of fields that are part of the N = 2 hypermultiplet.
that one must divide by the Weyl group. This holds because for N = 4, the metric on the moduli space of vacua is completely determined by the symmetries, and in particular is given exactly by the tree level expression. Recall that N = 2 relates the gauge field to a complex scalar field φ in the adjoint representation. The vacuum is determined by the value of φ up to conjugation by G C ; this means that a generic φ can be diagonalized, and replaced by an r-tuple of complex fields a = (a 1 , . . . , a r ) taking values in a maximal abelian subalgebra of the Lie algebra, except that one must identify two a's that differ by action of the Weyl group. The Kahler form -read off from the classical Lagrangian because there are no quantum corrections -is the obvious generalization of (2.13), namely
Dividing by the Weyl group W of G, this is to be understood as a metric not on C r but on the moduli space U = C r /W .
Let us try to reproduce this answer via gauge theory on E. Because π 1 (E) is abelian, the moduli space of semistable holomorphic G C bundles on E would be unchanged if one replaces G by a maximal torus T , except that one has to divide by the Weyl group. Since
r , the moduli space of holomorphic G C bundles is E r /W , the product of r copies of E divided by W . The s th copy of E is described by an equation
in the x s , y s plane. To this we must adjoin a holomorphic differential φ with values in the adjoint representation. At a generic point in E r , holomorphy forces the part of φ that does not commute with T to be zero and the remaining part to be constant, so we get a complex field φ = a = (a 1 , . . . , a r ) with values in the abelian subalgebra, just as in the four-dimensional discussion in the last paragraph. The integrable system is thus X = (E r × C r )/W , with C r being the product of the complex a s -planes, s = 1, . . . , r;
away from the fixed points of W , this is the same as X = T * (E r /W ). The symplectic form on X (obtained by restricting the microscopic Poisson brackets to solutions of (2.7))
Computing from this the metric (by integrating t r−1 ∧ ω ∧ ω over the fibers 8 ) , we arrive at the desired metric (2.14). Just as in the four-dimensional field theory, we interpret this
The Mass Perturbation
Now we want to consider the mass perturbation breaking N = 4 to N = 2. This perturbation depends on precisely one complex parameter m, and so we need a generalization of the above to a family of complex integrable systems with cohomology class varying linearly with m. To do so, as motivated in the last subsection, we will let φ have poles, with residue linear in m. We must pick the allowed position and conjugacy classes of the poles.
There are two strong constraints. First, we want to maintain the full SL(2, Z) invariance of the above construction. For this, we can single out a single point P at which a pole will be allowed, but singling out more than one point would break part of the SL(2, Z)
symmetry. For the genus one curve
we will take P to be the point at x = y = ∞. A genus one curve with one point selected is called an elliptic curve.
What remains is to identify the µ, that is, the conjugacy class of the pole in φ at P .
Here we run into our second strong constraint. The integrable system X just introduced has the correct dimension -we saw above how the components of φ naturally turn into the vacuum parameters on the Coulomb branch. For generic µ, the integrable system X µ has a dimension bigger than that of X. For example, for G = SU (n), the case we consider in the rest of this paper, there is a unique conjugacy class of µ (up to scaling) that leads to X µ of the correct dimension. This is the case, considered in [24] in the context of elliptic solitons, in which µ is a diagonalizable matrix whose eigenvalues are (a constant multiple of) 1, 1, . . . , 1, −(n − 1); that is, n − 1 eigenvalues equal 1, and one equals −(n − 1). We therefore have precisely one candidate for the solution of the N = 4 SU (n) theory with the mass term; the rest of this paper is devoted to giving evidence that it is correct. 8 An elliptic curve E has a natural polarization t 0 -the cohomology class dual to a point. The polarization t of E r that comes from the two-dimensional gauge theory construction is the sum of the polarizations on the factors.
The reason that allowing a pole of just this type does not increase the dimension of X is the following. Recall that X µ is modelled on a subquotient
A is the group of automorphisms of a general vector bundle (= (C * ) n−1 , in our case), and π : M µ −→ M is the natural projection. In our case, the dimension of A equals the fiber dimension of π (equals n − 1), so there is no change in the dimension of X. The key fact is that the dimension of the coadjoint orbit of µ is twice the dimension of A.
Spectral Curves
The discussion may sound abstract, and one might despair of being able to calculate.
What makes this possible is one more ingredient in Hitchin's story, beyond what we have so far explained; this is the notion of a spectral cover. In explaining this, we will take
A point in the integrable system X is a holomorphic G C bundle V together with an adjoint-valued holomorphic one-form φ on the Riemann surface Σ of genus g. Consider the n-sheeted cover of the genus-g surface Σ given by the equation
where t takes values in the canonical line bundle of Σ. This gives a Riemann surface C, of genus g := (n 2 − 1)(g − 1) + g. The claim is that everything can be described from the structure of C. This makes it possible to reduce the story from a general discussion of families of abelian varieties to very concrete issues about Riemann surfaces given by concrete equations.
Note first of all that there is no problem in making concrete the equation (2.18) . This equation can be written out very explicitly
The W k (φ) are concrete gauge-invariant polynomials in φ, and are, in fact, holomorphic k-differentials on Σ (possibly with poles of a specified kind). If one expands the W k in a basis of k-differentials, the coefficients that arise are just the values of the commuting
Hamiltonians of the integrable system.
What remains is to understand the fibers of the map X → U from the integrable system X to the space U of commuting Hamiltonians. Over a generic point w ∈ Σ, the equation (2.18) has n distinct solutions for t, corresponding to one-dimensional eigenspaces of φ. Let v be a general point in C. It sits over some point w ∈ Σ, and corresponds to a one-dimensional eigenspace of φ(w). Call this eigenspace L v . L v varies holomorphically with v, as the fibers of a holomorphic line bundle L → C.
From L, the SL(n, C) bundle V → Σ can be reconstructed as follows: if the distinct points lying over w ∈ Σ are v i (w), then the fiber of V over w is
This assertion is just the reconstruction of V w as the sum of the eigenspaces of φ. If V were simply a GL(n, C) bundle (as would be the case for gauge group G = U (n)) we would stop here: every V → Σ gives a line bundle L → C, and conversely by (2.20) , so the fiber of the map X → U would be the Jacobian of C.
For gauge group G = SU (n), we want V to be an SL(n, C) bundle, which means that the determinant line bundle det(V ) of V should be trivial. Given a line bundle L on C,
we can define a holomorphic line bundle N (L) on Σ whose fiber at w ∈ Σ is [25] ; hence the condition that V is an SL(n, C) bundle is that N (L) should be the appropriate multiple of K Σ . So the fiber of the map X → U is, up to shifts, the kernel of the map L → N (L) from the Jacobian of C to that of Σ. In the case that Σ is elliptic, there will be no shift, as K Σ is trivial.
Detailed Recipe
For the case we actually want to look at, Σ is the genus one curve defined by
for some complex numbers e i , and φ is permitted to have a simple pole at the point P with x = y = ∞. The residue of φ is to be a matrix with eigenvalues a constant times 1, 1, . . . , 1, −(n − 1). The constant is a multiple of the bare mass of the hypermultiplet.
Because the N = 4 theory is scale-invariant, the actual value of the bare mass (given that it is non-zero) and thus of the constant in the residues does not matter. To be more precise, the absolute value of m can be removed by scaling, and the phase by one of the SU (4) global symmetries of the N = 4 theory.
To work near P , we set x = u −2 and y = vu −3 , where u is a local parameter near P and v is holomorphic at u = 0. We fix the normalization of the poles in φ by requiring that near u = 0, the polar part of φ is precisely 1/u times a matrix of eigenvalues 1, 1, . . . , 1, −(n−1).
The spectral cover C of E is given by an equation det(t − φ) = 0. Setting F (t, x, y) = det(t − φ), we have The condition on behavior of the roots means that if we set t ′ = t − u −1 , then only one solution for t ′ has a pole at u = 0. That means that near u = 0
with F 0 and F 1 holomorphic at u = 0. As we will see at the beginning of section three, this information, together with the facts mentioned in the last paragraph, completely determines F -and therefore the spectral curve C -in terms of the expected parameters.
For now, though, we interrupt the derivation so that readers who have chosen to omit the present section can rejoin us in section three.
Properties Of The Solution
Our proposal for solving the four-dimensional SU (n) gauge theory with a massive hypermultiplet in the adjoint representation (we will set the bare mass to one and not mention it explicitly) involves a Riemann surface C described by writing two equations for three variables x, y, and t. One is the equation
for a genus one Riemann surface E whose τ parameter should equal θ/2π + 4πi/e 2 , with e and θ the coupling constant and theta angle of the theory that we wish to solve.
The second equation is
where F will be described presently. Together with (3.1), F describes a curve C of genus n. The physics is described by the part of the Jacobian of C that does not come from E.
The first condition on F is that F is a polynomial in t, x, and y which -if we consider
x, y, and t to be of degree 2, 3, and 1 respectively -contains only terms of degree ≤ n.
We also may as well assume (since we are imposing also (3.1)) that F contains only terms at most linear in y. Moreover, in its t-dependence, F = t n + O(t n−2 ). These conditions would leave many free parameters in F . To fix them, we need a further condition on the behavior of F for x, y → ∞. Near infinity, write x = u −2 , y = u −3 v, with
Thus, in particular, v is holomorphic near u = 0 and has value v = 1 there; u is a good local parameter near x = y = ∞. The last condition is that if F is written in terms of u and t
has only a first order pole at u = 0, that is,
where F 0 and F 1 are holomorphic at u = 0. These conditions together determine F in terms of n − 1 complex parameters; these are the expected parameters on the Coulomb branch.
In fact, it turns out that if we further required that F (t, 0, 0) = t n , there would be a unique polynomial F obeying the constraints of the previous paragraph. There is one such polynomial for each n; let us call it P n . Then the general F allowed by the conditions of the previous paragraph is
Here the A i are complex constants which we want to identify with the order parameters on the Coulomb branch. That is, the A i are gauge invariant polynomials in the scalar field φ that is related to the SU (n) gauge field by N = 2 supersymmetry. In the massless theory as analyzed in section two, the A i are the i th elementary symmetric functions of φ (up to multiplicative constants that depend on how φ is normalized); depending on the precise formalism, there may be mass-dependent corrections to this. (In the formalism of section 2, there is another object defined on the Riemann surface E, curiously also often called a Higgs field, whose characteristic polynomial also involves the A i . The relation between the two needs a better explanation.)
Let us work out explicitly the first few P k . For P 0 and P 1 , it is impossible to have any terms at all involving x and y, since they have degree ≥ 2, so
For P 2 , the general polynomial obeying all conditions except the behavior at u = 0 is t 2 + αx with α a constant. Imposing the condition that P 2 (t ′ , u) has only a simple pole at u = 0, we get
Similarly, starting with P 3 = t 3 + αxt + βy + γx, we get
To go farther, it is useful to note that the conditions by which the P n are determined imply that dP n /dt = nP n−1 , so that once P n−1 is known, one knows P n modulo a polynomial in
x and y only. With a little more work one gets
and so on.
Though these formulas will suffice for our applications, the general form of the P n 's can be described more systematically as follows. Write
The condition nP n−1 = P ′ n gives f i,n = f i,n−1 =: f i , independent of n. Our main condition is that, substituting t = t ′ + 1/u, P n should have pole order ≤ 1 in u. In particular, setting t ′ = 0, i.e. t = 1/u, we find that the following expression can have at worst first order poles in u:
where 
S-Duality
It is now straightforward to exhibit the S-duality of the formalism. According to classical formulas used in section 16 of [2] , introduce the theta functions
with q = e 2πiτ , and set e 3 − e 2 = θ The modular covariance extends to our second equation F (t, x, y) = 0, if we take t to transform as a modular form of weight one, and A k to transform as a modular form of weight k. This result about the modular weight of the A k extends the result in [2] for n = 2, where u = A 2 was found to transform with weight two.
Having A k transform with weight k means that under τ → (aτ + b)/(cτ + d),
In particular, under the element −1 of the center of SL(2, Z), one has
This operation is usually called charge conjugation. We have learned, then, that the Sduality group is really SL(2, Z) rather than P SL(2, Z), with the center acting by charge conjugation. For n = 2, the center acts trivially on the gauge-invariant order parameters, though in a sense one still sees the charge conjugation by the action of SL(2, Z) on y.
Flow To The Pure N = 2 Theory
In the rest of this section, we extract other key properties of the solution and compare to what is known about the model independently. The first issue that we will consider is the flow to the pure N = 2 theory. In other words, in a limit in which the bare mass goes to infinity, and τ goes to infinity as the logarithm of the mass, and one also performs suitable renormalizations of the A k , the N = 2 theory with the matter hypermultiplet should reduce to the pure N = 2 theory with gauge group SU (n), whose structure is already known. Let us verify this. Because of scale invariance, instead of taking the bare mass to infinity, we can keep the bare mass at one and take the A k to "zero"; we put the word "zero" in quotes because some additive renormalization may be involved.
We have found that the desired flow can be exhibited very simply if one takes the equation for E to be
with some complex λ; any E can be put in this form by an affine transformation x → ax+b mapping e 1 , e 2 , e 3 to 0, 1, λ. Note that the affine transformation from (3.12) to (3.15) leaves invariant the conditions (such as the fact that F (t ′ , u) has only a simple pole at u = 0) that characterized the allowed F 's. However, it does not leave invariant the further condition P k (t, 0, 0) = t k that was used to define the P k 's. Instead, x → ax + b will add to P k a linear combination of P r 's for r < k, and therefore likewise will add to A k a linear combination of A r for r < k. This generalizes the situation found in section 16 of [2] where the definition of Tr φ 2 needed to exhibit SL(2, Z) invariance differed by an additive renormalization from the definition that was natural to exhibit the flow to the pure N = 2 theory. (As A 2 = Tr φ 2 and A 0 = 1, an additive renormalization of Tr φ 2 is a special case of a transformation adding to A k a linear combination of A r for r < k.) We will denote the new A k 's which arise if (3.5) is used together with (3.15) as A ′ k . We can take the weak coupling limit to be λ → 0. In that limit, we take x = λ x, y = λ y, where x and y are to have limits as λ → 0. The equation for E thus reduces to
We now have to look at the second equation F (t, x, y) = 0. Though a general algebrogeometric argument exhibiting the desired limit for all n is possible, we will here show how it works explicitly for small n. Let us recall that the solution of the pure N = 2 theory for SU (n) can be described [3, 4] by the curve
in the w − z plane, with the b k being the order parameters.
For n = 2, that is for SU (2), our equation F = 0 is
We set t = λ 1/2 t, A ′ 2 = λa 2 , so that this reduces to t 2 − x + a 2 = 0. Solving for x and inserting in (3.16), we get
which with obvious substitutions (including a shift of a 2 by 1/2) is equivalent to (3.17) for n = 2.
For n = 3, the equation F = 0 reads
Now we take t = λ 1/3 t, A ′ k = λ k/3 a k . The limit of (3.20) is then
Solving for y and substituting in (3.16), the limit as λ → 0 is
which again is equivalent to (3.17) with obvious substitutions.
The general pattern continues like this for larger n. One scales t = λ 1/n t, A ′ k = λ k/n a k , and one eliminates x or y depending on whether n is even or odd. In the limit λ → 0 one gets (3.17) after obvious substitutions. Note that the relation between τ and λ for small λ is λ = q 1/2 = e πiτ , so our scaling involves A ′ k = q k/2n a k . In fact, according to the renormalization group, the mass scale Λ of the pure N = 2 theory is related to the bare mass m by Λ 2n = qm 2n so (as we have set m = 1) our relation is A
in other words, to flow to the pure N = 2 theory, we must take q → 0 while keeping the
Exact Description For n = 2
Another important check of our solution is to compare it to the results already known for SU (2) , that is for n = 2.
For n = 2, the curve C is described by the equations
C has a Z 2 × Z 2 symmetry, with the first Z 2 generated by α : y → −y and the second generated by β : t → −t.
C is a curve of genus two, so its Jacobian is two-dimensional. We need to split off from the Jacobian of C a one-dimensional piece that will be used to describe the model.
The general recipe was explained at the end of section two, but in the present case a simplification is possible: we want the part of the Jacobian of C that is invariant under the diagonal transformation αβ, which changes the sign of both y and t. (This kills the period that comes from E -which is associated with the differential form dx/y that is odd in y and even in t -and leaves the other period.)
This piece of the Jacobian of C is just the Jacobian of the curve obtained by considering only the αβ-invariant functions of x, y, and t, subject to the equations (3.23). For the basic αβ-invariant functions, we can pick x, z = t 2 , and w = yt. After using the second equation in (3.23) to eliminate z, the first becomes
According to our proposal for the SU (n) theory, the SU (2) theory should be described by the Jacobian of this curve D.
Instead, in [2] , the SU (2) theory was described by
2 )(x − e 3 u − e A small computation shows that the cross-ratio of the four points A 2 , e 1 , e 2 , e 3 agrees with that of the four points ∞, e 1 u + e 2 1 , e 2 u + e 2 2 , e 3 u + e 2 3 provided A 2 = u + e 1 + e 2 + e 3 , so that (3.24) can be mapped to (3.25) by an SL(2, C) transformation of x given that relation between A 2 and u. In the manifestly S-dual formalism of (3.12), e 1 + e 2 + e 3 = 0 and A 2 = u; more generally the two descriptions in (3.24), (3.25) differ by an additive renormalization of u = Tr φ 2 .
Elimination Of y For n > 2
For n = 2, we were able to eliminate one variable (namely x) and exhibit C as a curve in the y − t plane. Is there any analog of this for n > 2? For n = 3, the equation F (t, x, y) = 0 is explicitly
One can solve this for y, and then substitute in the equation for E. One learns that the curve C of the SU (3) theory is the curve 27) in the x − t plane, a description that will be useful later. Since F is always linear in y, one can for n > 3 always solve F = 0 to give y as a rational function (not a polynomial if n > 3) in x and t; substituting in the equation y 2 = i (x − e i ) then exhibits C as a rather complicated curve in the x − t plane.
Singularities For Weak Coupling
Another check comes by comparing to the singularity structure of the theory in the weak coupling limit. Of course, we have already looked at the limit of weak coupling with the A k going to "zero"; now we will look at weak coupling with the A k fixed.
In general, a singularity occurs for values of the A k at which an extra massless particle appears. In the classical limit, the mass spectrum can be read off from the classical Lagrangian. If the Higgs field φ has eigenvalues a 1 , . . . , a n (with i a i = 0), then in the classical limit, the masses of the vector supermultiplets that are not massless generically equal |a i − a j | with i = j, and the masses of the hypermultiplets are (if the bare mass is 1) |a i − a j − 1|. A singularity will arise from a zero of either
We will study the weak coupling behavior in detail for n = 3. For n = 3, if
are the elementary symmetric polynomials in the eigenvalues of φ, then one has explicitly This can be used to eliminate x from (3.27), so we reduce to an equation H(t) = 0 for some polynomial H:
(3.33) 10 There is another branch t 3 − 3xt + A 2 t + A 3 = 0, but on this branch it is impossible to satisfy Q = ∂Q/∂x = 0 if the e i are distinct. If the e i are not distinct, the singularity that we get when t 3 − 3xt + A 2 t + A 3 = 0 does not affect the part of the Jacobian of C that is actually relevant to the N = 2 model -it affects the part that comes from E.
Singularities of the curve C show up as solutions of H = dH/dt = 0, but the converse is not quite true; the equations H = dH/dt = 0 can have solutions at t = 0 that do not come from singularities of C. The singular locus of C can be found finally by computing the discriminant of H(t) and throwing away a factor that comes from solutions of H = dH/dt = t = 0. One is left with a very complicated polynomial ∆(A 2 , A 3 ) which we will call the discriminant.
However, for weak coupling a simplification appears. One can go to weak coupling by setting e i = (0, 0, 1), and then ∆ turns out to factor as 
The factor of (2i) k could be absorbed in rescaling the Higgs field. The fact that D V is squared but D H is raised to the first power presumably has something to do with the fact that extra massless vector multiplets come in pairs, but extra massless hypermultiplets come one at a time. Note that the constants in (3.35) are fixed by recovering the formula for D V , and then one automatically gets D H .
Confinement And Higgs Mechanism For N = 1
Now we want to discuss a key point of physics: how one sees confinement and the Higgs mechanism in this formalism.
In [1] , the elliptic curve controlling the pure N = 2 theory for SU (2) developed a node or ordinary double point at certain points in the complex u plane. Under a certain mass perturbation that breaks N = 2 to N = 1 supersymmetry, u is locked near one of these points; monopole condensation occurs, giving a mass gap to the N = 2 theory and triggering confinement.
For groups of rank r > 1, the theory is described in terms of a Riemann surface of higher genus. 11 Every time a node develops, the genus of the Riemann surface drops by
one and there appears a massless monopole that is charged under one of the U (1)'s in the low energy gauge group. The massive vacua that will appear in the presence of the 11 Or in general, an abelian variety of higher rank. We will use the Riemann surface language for simplicity and because it is adequate for the present case.
mass perturbation to N = 1 -massive because of confinement or a Higgs mechanismcorrespond to points in moduli space at which there are r different nodes, so that the low energy gauge group is completely broken by monopole condensation.
In our problem, we start with a genus one surface E, and then determine the physics by an n-fold cover C → E, C being a Riemann surface of genus n. The low energy gauge group has rank r = n −1 (that being the rank of SU (n)). To get a totally massive vacuum, C must develop r nodes. This will reduce the genus of C to one. The cover C → E is still an n-fold cover, unramified as C and E both have genus one.
Totally massive vacua are thus associated with n-fold unramified covers of E; moreover, given such a cover, there is precisely one point in the moduli space of the Coulomb branch at which it occurs. To verify the last assertion, start with an n-sheeted cover
The claim is that there is a unique C of arithmetic genus n with normalization (=desingularization) E, which occurs as a spectral curve in our system. First note that the automorphisms of E over E permute the n points in π −1 (p) transitively, so it does not matter which of these we label as the point q 0 where the residue is −(n − 1). Having made that choice, Riemann-Roch guarantees the existence of a unique function f on E with first order poles at {q 0 , q 1 , . . . , q n−1 } = π −1 (p), and respective residues −(n − 1), +1, . . . , +1.
The spectral curve C is then essentially the image of E in E × P 1 under (π, f ).
Thus to classify the totally massive vacua is the same as classifying the n-fold unramified covers C → E. This is easily done. One can realize E as C/Γ with Γ ∼ = Z ⊕ Z a lattice in the complex plane C. In that realization, the n-fold cover C is C/Γ ′ , where Γ ′ is a sublattice of Γ of index n. Any such sublattice contains nΓ, which is a sublattice of Γ of index n 2 . The quotient Γ/nΓ is an abelian group isomorphic to F = Z n × Z n . The quotient Γ ′ /nΓ is a subgroup F ′ of F of index n. Conversely, every index n subgroup F ′ of F determines by this construction a C.
So the set S of massive vacua (in the presence of the perturbation to N = 1) is the same as the set of index n subgroups F ′ of F = Z n × Z n . The action of SL(2, Z) on S comes from its action on Γ and thus from the natural action of SL(2, Z) on Z n × Z n .
In fact, according to 't Hooft's abstract classification [16] of phases of SU (n) gauge theory, the possible massive phases are classified by index n subgroups of Z n × Z n . (This is perhaps not as well known as the principles of the classification of phases and will be explained in section four.) Thus, the result in the last paragraph strongly indicates that this theory (perturbed to N = 1) realizes every possible massive phase of an SU (n) gauge theory precisely once. We will argue this directly in section four (where we will also discuss some Coulomb phases of this theory). The relation to 't Hooft's classification also makes it clear that the two factors of Z n in F = Z n ×Z n can be considered as labeling magnetic and electric charge; then the action of SL(2, Z) on S found in the last paragraph is the expected action of S-duality on the magnetic and electric charges in the vacuum condensate.
For n = 2, F is equivalent to the additive group Z 2 × Z 2 of points of order two in E, and the choice of an index two subgroup F ′ is just the choice of a non-zero point of order two. Thus our description of the massive vacua and the SL(2, Z) action on them agrees for n = 2 with the description in [2] , where these vacua were identified with the non-zero points of order two.
Details For n = 3
To make this more concrete, we will briefly explain how to explicitly find for n = 3 the massive vacua, that is the points in moduli space at which C has n − 1 = 2 nodes. There are three index three subgroups of Z 3 × Z 3 generated by (1, x) for x = 1, 2, or 3, and one generated by (0, 1). In all, then, there should be four values of A 2 and A 3 at which C has two nodes. Let us find them. 
We recall that singularities of C correspond to solutions of H = dH/dt = 0 with t = 0.
If we write (3.36) as αw 2 + βw + γ, then α, β, and γ are respectively linear, quadratic, and cubic in A 2 , then the discriminant β 2 − 4αγ is quartic. When the e i are distinct, this quartic function vanishes at four distinct values of A 2 . For such a value of A 2 , the quadratic form in (3.36) vanishes at a unique value of w; the two desired nodes of C are then at t = ± √ w, with x and y determined by (3.32) and (3.26) . Note that this argument actually determines all the singularities at A 3 = 0; they are the expected nodes, and nothing else.
Cusps
A cusp is simply a singularity of a Riemann surface that looks like the singularity of the curve y 2 = x 3 at x = y = 0. A cusp in the Riemann surface governing an N = 2 supersymmetric system corresponds apparently to a novel and mysterious kind of critical point, as discussed in [18] .
Focussing on the case of gauge group SU (3), let us count, in the weak coupling regime, how many cusps can be predicted in our theory because of known physical mechanisms.
First of all, there is a region, discussed in section 3.1, in which the theory flows to the pure SU (3) model, without hypermultiplets. This theory has [18] cusps at two values of
There is also a second regime that one should consider. For this we recall the weak coupling discriminant from section 3.3. The λ = 0 discriminant has a factor D V that vanishes precisely when the theory has an unbroken SU (2) gauge symmetry. It has a factor D H that vanishes precisely when there is a massless hypermultiplet. One finds that D V = D H = 0 at the two points A 2 = 4/3, A 3 = ±16i/27. Scaling λ to zero in a neighborhood of those points, one expects to reduce to the SU (2) theory with a massless hypermultiplet in the two-dimensional representation. A 2 and A 3 correspond to the order parameter u and the bare mass in this theory. This model was analyzed in [2] and has cusps at three values of the parameters [26] . Therefore, the model under study here for weak coupling (and therefore generically) should have cusps at at least 2 + 2 · 3 = 8 values of A 2 , A 3 . It turns out that this is the exact number for any value of λ away from 0, 1, ∞.
In searching for cusps at given λ, it helps to know that the unfolding y 2 = x 3 + αx + β has the property that the discriminant, as a function of α and β, has a cusp at α = β = 0.
Conversely, cusps in the discriminant reflect cusps in the curve.
So to find cusps in the spectral curve, one can look for cusps in the discriminant curve ∆(A 2 , A 3 ) = 0, where the discriminant ∆ was defined in section 3.3. Cusps in the discriminant curve can be found by Maple. One way is to first compute the discriminant of ∆(A 2 , A 3 ) regarded as a polynomial in A 3 with A 2 as a parameter, and then look for multiple roots of the resulting polynomial g(A 2 ). It turns out that g(A 2 ) = h(A 2 ) 3 where h is a quartic polynomial whose zeroes are the A 2 coordinates of the cusps; for each such zero there are two values of A 3 (related by the symmetry A 3 → −A 3 ) at which the discriminant curve has a cusp. If we set a = 6A 2 , then up to a constant factor the polynomial h(a) is
(3.38)
As λ → 0, the four roots of this equation behave as follows. One has a → 0, corresponding to the two cusps of the pure SU (3) theory, and the other three have a → 8, the value of a for D V = D H = 0 where one sees the SU (2) theory with a massless doublet hypermultiplet.
12
Now we come to an important point. The discriminant of the polynomial h(a) can be readily computed and turns out to be a power of λ(λ − 1). In particular it never vanishes except at λ = 0 or 1, two points (equivalent under SL(2, Z)) that correspond to weak coupling or τ = i∞. Thus, except at infinity in moduli space, the A 2 values of the four cusp pairs are all distinct. Moreover, the two cusps of given This has the following significance: it means that there is a well-defined action of SL(2, Z) on the set of eight cusps. 13 This is analogous to the fact that the massive phases also never meet for finite τ , so that there is an SL(2, Z) action on the set of massive phases, which was determined above. The difference is that the massive phases are more or less understood, and there was a prediction for how SL(2, Z) should act on them; the cusps are not well understood and there is no prediction to compare to.
The result that emerges for the action of SL(2, Z) on the cusps is as follows. Let u, v be integers defined modulo three and not both zero. Note that there are eight possible choices of the pair u, v. The natural two-dimensional representation of SL(2, Z) can be reduced mod three to give an action by permutation of the eight possible pairs u, v, 14 and we claim that this is the representation by which SL(2, Z) acts on the cusps. Note that this is equivalent to saying that the cusps correspond to points of order three on E. Also, 12 Incidentally, beyond locating the cusps, this computation can be extended to give a complete classification of the singularities of the discriminant. There are four nodes corresponding to the massive phases that we discussed above, eight cusps, and a higher singularity, a tacnode, at infinity. We do not know the physical meaning of that latter singularity. 13 Suppose one starts at some point τ in the upper half plane with a particular cusp C. Given g ∈ SL(2, Z), one wants to know how g acts on C. g naturally maps C to a cusp g(C) in the theory with a different τ -parameter g(τ ). However, by parallel transport in the upper half plane from g(τ ) back to τ , one can identify g(C) with a cusp at τ . Getting an unambiguous answer this way depends on the fact that the cusps never meet; if several cusps were to meet at τ = τ 0 , the result of parallel transport would be affected by which way one wraps around τ 0 .
14 Think of u, v as a mod three column vector u v acted on by an SL(2, Z) matrix.
note that if we divide by the center of SL(2, Z) and identify u, v with −u, −v, we would have four equivalence classes corresponding to the four subgroups of order three; these are from the above analysis in one-to-one correspondence with the massive phases.
Though we do not know a natural proof that the SL(2, Z) action on the cusps is as stated above, it is possible to verify this by checking generators and relations. SL(2, Z) is generated by the two elements
with relations S 4 = (ST ) 3 = 1 and S 2 T = T S 2 . Note that S 2 is the central element −1 of SL(2, Z), which acts by A 3 → −A 3 . We know that −1 does not leave fixed any cusp (since no cusp is at A 3 = 0), so as a permutation of the eight cusps S 2 is conjugate to (12)(34)(56)(78). It follows that S is conjugate to (1234)(5678). As for T , it is the transformation θ → θ + 2π on the underlying θ angle. Physically, this is expected to leave invariant the cusps in the pure SU (3) theory while permuting the three cusps in the SU (2) theory with the hypermultiplet. This behavior can also be seen in the monodromy of the four roots of h(a) around λ = 0; one is invariant, and three are permuted. Thus T is conjugate to the permutation 12(345)(678). It is a straightforward exercise to check that there is only one action of SL(2, Z) by permutation of eight objects with the conjugacy classes of S and T as given, so the action of SL(2, Z) on the cusps is as stated in the last paragraph.
Finally, note that the action of SL(2, Z) on the eight cusps is transitive. This in particular proves that the critical point associated with the cusp in the pure SU (3) theory is equivalent to the critical point associated with the cusp in the SU (2) theory with the hypermultiplet.
Higgs to Infinity
As another check of our model, we want to consider the flow from SU (n) to a subgroup as φ becomes large. If φ = B +C/s, where C is a block-diagonal matrix that breaks SU (n) to a product H = i SU (n i ) × U (1) k−1 , where n i are the sizes of the blocks in C and k is the number of blocks, then in the limit of s → 0, we should reduce to a product of SU (n i ) theories with free U (1) theories. This is actually one point where it is more transparent to use the abstract formulation of section 2 rather than the explicit equations that we have used so far in the present section.
In section 2, we had a vector bundle V over an elliptic curve E, which decomposes as a sum of line bundles
There was also a differential φ on E, with values in the adjoint representation, and a prescribed type of pole at a distinguished point p in E; φ is often called the Higgs field.
The decomposition φ = B + C/s of the four-dimensional Higgs field simply corresponds to a decomposition φ = B + C/s for the two-dimensional Higgs field, in the following sense.
In the basis in (3.40), C is the same block-diagonal matrix with constant diagonal elements that appears in the four-dimensional description, but B is now different -it is an adjointvalued differential on E with a particular sort of pole (whose characteristic polynomial will nonetheless ultimately be related to the vacuum expectation value of the physical Higgs field).
The spectral cover is now given by the equation det(t − (B + C/s)) = 0; we want to take the limit of the cover as s goes to zero. After an obvious rescaling of t, we have to look at the equation det(t − C − sB) = 0 in the limit of small s. It may appear that the limit is just the equation det(t − C) = 0, and this is so if the eigenvalues of C are all distinct, in which case the unbroken group is just U (1) n−1 . The more interesting case is that in which C has some equal eigenvalues, corresponding to a non-abelian unbroken group. In that case, the minors of B in the blocks in which C is constant cannot be disregarded as they lift the degeneracy otherwise present. Letting C i be the value of C in the i th block, and B i the corresponding minor of B, and letting t − C i = s t, the equation in the i th block becomes det( t − B i ) = 0. Since B i is not necessarily traceless, this is the spectral cover for the U (n i ) theory; its Jacobian can be decomposed as the product of the SU (n i ) abelian variety and a factor of E for each U (1).
There is actually one more point to clarify, which is that B i automatically has a residue of the right sort. That is because the residue condition was that the residue of φ was diagonalizable and equal to 1 plus a matrix of rank 1, a condition inherited by any generic minor such as B i . Note that the residue of B i is automatically traceless, as the trace of B i is an ordinary differential on E with at most a single pole at p; the pole must be absent as the residues of a differential form on E always sum to zero.
The Surface
In this section we discuss the symplectic form on the integrable system. First we give a fairly explicit construction of this form and discuss its linear dependence on parameters in our setup, and then we place this in a broader context by reviewing some of the relevant mathematics literature.
The construction has two parts. The symplectic form on the cotangent bundle T * E = E × C induces a two-form on the total space of the family of spectral curves. This in turn determines a two-form on the total space of the family of Jacobians of spectral curves, which is the total space of the integrable system, as was explained in section 2.4. We begin with this latter step.
Start with any family C b , b ∈ B of curves, parametrized by some base B, and let C be the total space of the family. Let J b be the Jacobian of C b , let J be the total space of the family of Jacobians, and let C (n) be the relative n-th symmetric product of C, that is, the total space of the family over B whose fiber at b ∈ B is the n-th symmetric product
A two-form σ on C determines, in a natural way, a two-form τ on J . One way to see this is to note that the Abel-Jacobi map sends C, as well as the various C (n) , to J .
It is clear how to use σ to build a two-form on C (n) ; but for n >> 0, the Abel-Jacobi map C (n) −→ J is a fiber bundle with projective spaces for fibers, so the form on C (n) must be the pullback of one on J . (One needs to check that the result is independent of the choice of base point for the Abel-Jacobi map.)
If C happens to be given as a family of curves on a symplectic surface S, there is a natural two-form σ on C obtained by pulling back the symplectic form via the projection map C −→ B. This is the case for Hitchin's system, where the surface is the cotangent bundle T * E, and the symplectic form on it is dx ∧ dt/y. (Here x, y are the usual functions on E, and t is the vertical coordinate, on C.) In our case things are slightly more complicated, since the spectral curves are not contained in T * E = E × C but rather in its compactification T := E ×P 1 . The form dx ∧dt/y is meromorphic on T , with second order pole along {t = ∞} = E × ∞. The spectral curves intersect the polar locus only at the point {t = ∞, x = ∞}, but in a rather complicated way; so it is natural to transform them to another surface S which is birationally equivalent to T . Specifically, we take S to be the
blowing up the problematic point {t = ∞, x = ∞}, then blowing down the original fiber over {x = ∞}. When we map the spectral curves to S, they completely miss the section at ∞, and so are contained in the affine part of S, which is the total space of the line bundle O E (∞). For the region of this affine surface near the fiber over x = ∞, the natural coordinates arising from the blowup are u and s := tu, where u is the coordinate at infinity on E used before (so x = u −2 and y = u −3 +...). The two-form is dx ∧dt/y = (−2u −4 /y)du ∧ds, so it has a first-order pole along u = 0 (as well as a second order pole along s = ∞, but our spectral curves never meet this latter locus). Nevertheless, we claim that the pullback σ of this two-form is everywhere holomorphic, so we can apply the previous construction to get a symplectic form on the family of Jacobians. Indeed, consider the pullback, from a surface S with local coordinates s, u to a manifold C mapping to it, of a meromorphic two-form du ∧ ds/u with first-order poles along u = 0. The pullback is holomorphic if the map is ramified above the polar locus u = 0. Back in our situation, the equation of the universal spectral curve,
when multiplied by u n , becomes
Choose any of the n − 1 sheets near u = 0, s = 1 (or the one near u = 0, s = 1 − n).
The map which projects this to the (s, u)-plane is indeed ramified above u = 0, since the coefficients of each of the A i vanish to order ≥ 2. We conclude that the pullback σ is holomorphic on C, and we get our desired symplectic form on J .
In the above construction, we fixed the mass at m = 1. Consider what happens when we allow m to vary. The surfaces T and S are fixed, but the family of curves in S appears to depend on m. This dependence can of course be eliminated by applying to S the automorphism s → ms. The price we pay is that the two-form dx ∧ dt/y is now multiplied by m. Since the two-forms σ and τ on the respective total spaces of spectral curves and spectral Jacobians are determined from this by linear operations, we conclude that τ depends linearly on m as claimed.
The existence of families of symplectic forms depending on linear parameters is known to extend in several directions. There is a beautiful result of Mukai [27] , which says that the moduli space of simple sheaves on a symplectic surface itself carries a natural symplectic structure. Mukai applies his construction to the moduli of sheaves on an Abelian or K3
surface, but with a small modification it applies also to Hitchin's system, and with some more significant changes, it turns out to apply to our system as well.
Mukai's result applies to coherent sheaves on a symplectic surface S, whose support could be the entire surface (e.g. vector bundles on the surface), or a finite subscheme (this recovers Beauville's construction of a symplectic structure on an appropriate resolution of singularities of the symmetric product of a K3 surface), or as in our case, a curve on the surface. The result is quite intuitive in the case of finite support: the symplectic form on S induces one on the product S n , which clearly descends to a symplectic form on a dense open subset of the symmetric product; the only remaining issue is to check that this extends symplectically (i.e. is nowhere degenerate) on a particular compactification of this open subset, which turns out to be the Hilbert scheme parametrizing appropriate sheaves on S. In the general case, Mukai identifies the tangent space to moduli at a simple sheaf F with the vector space
and notes that any two-form σ ∈ H 0 (ω S ) determines an alternating bilinear map:
hence a two-form on moduli, which is non-degenerate for general duality reasons. In general, one still needs to check that this form is closed; when the moduli space is known to be smooth and projective, this follows for free from the Kahler package.
Hitchin's system fits as the special case where the surface is the cotangent bundle T * E of a curve E, and the sheaves are (the extension to the surface of) line bundles on (spectral)
curves . In our case, the sheaves are supported on curves contained in the surface S which is the total space of the non-trivial line bundle O E (p), and this surface is not symplectic.
Rather, it is Poisson, i.e. it has a natural two-vector field (the inverse of the meromorphic two-form dx ∧ dt/y = (−2u −4 /y)du ∧ ds) which is non-degenerate only generically, away from u = 0. Now a modification of Mukai's argument (observed by Tyurin, Mukai, and Markman) shows that the moduli of sheaves on a Poisson surface itself carries a Poisson structure. The space we are interested in then appears as one symplectic leaf of this general
Poisson space (or as a one-parameter family of such leaves, if we allow the mass to vary rather than fixing it at 1).
Analysis Of The Massive Phases
This final section is devoted mainly to explaining some points of physics that are needed to properly understand the analysis of the totally massive vacua given in section three. We will also make a few remarks on Coulomb phases.
We first make a few simple observations on 't Hooft's abstract classification of the possible vacua. Then we explain from a weak coupling point of view why the particular theory under study has the beautiful property of realizing each of these vacua precisely once. Then we turn to the Coulomb phases.
Classification Of Phases
Consider an SU (n) gauge theory in which all fields transform trivially under the center of SU (n), which is isomorphic to Z n . An example is the perturbed N = 4 theory discussed in this paper. One might say that in such a theory the gauge group could really be taken
The group of possible external charges by which this theory might be probed, modulo the charges of the dynamical fields, is the group of characters of Z n and is isomorphic to Z n . We refer to this Z n as the group of electric charges.
In addition, if one is in four dimensions, then as the fundamental group of SU (n)/Z n is again Z n , the possible SU (n)/Z n bundles on a two-sphere at spatial infinity correspond to elements of Z n . This Z n classifies the possible magnetic charges by which the theory can be probed. The group F = Z n ×Z n of these possible magnetic and electric charges (we will write the magnetic charge first and the electric charge second) plays a fundamental role in 't Hooft's abstract classification of the possible phases of an SU (n) gauge theory. 't Hooft further proves that if charges x and y both condense, then x, y = 0. It follows immediately that if F ′ is the group generated by the condensed charges, then the order d of F ′ is at most n, and in fact d is a divisor of n. (Conversely, every F ′ whose order is a divisor of n automatically has the property that x, y = 0 for x, y ∈ F ′ . For F ′ of order n this follows from the classification of the index n subgroups below; the general case is similar.)
In this situation, let F ′′ be the group consisting of all y such that x, y = 0 for all In fact, the order of F ′′ is n 2 /d, and the index of
Since the unconfined charges are those in F ′′ , and the charges in F ′ have condensed in the vacuum, L classifies the unconfined external charges by which the low energy theory can be probed.
For the L equivalence classes of low energy charges, one can still use the 't Hooft-
Wilson loop operators W a,b (C). They obey the same algebra as before, still governed by the pairing in (4.1), except that since we are only measuring the charges modulo F ′ , the pairing is now well-defined only modulo n/d.
't Hooft, however, proves that as long as there are such non-trivial pairings observed in the low energy theory, there cannot be a mass gap; one necessarily has a "Coulomb phase." The massive vacua (that is, the vacua with a mass gap) therefore have d = n; they are classified by the order n subgroups F ′ of F = Z n × Z n . Any operation that one would want to call electric-magnetic duality should be a subgroup of SL(2, Z) that permutes the massive vacua through the natural action of SL(2, Z) on Z n × Z n . This is precisely the structure that we found in section three: the massive vacua of our theory are classified by index n subgroups of Z n × Z n , permuted in the natural way by SL(2, Z). This strongly suggests that each and every massive phase allowed abstractly is realized precisely once in the theory that we are studying. We will give further evidence for that interpretation below.
Before doing so, however, let us make a few simple observations on the index n subgroups of Z n × Z n . For n prime, there are precisely n + 1 of these, generated by (1, x) for some x ∈ Z n or by (0, 1). (In the present context, condensation of (1, x) corresponds to confinement or oblique confinement, while condensation of (0, 1) is the Higgs mechanism.)
If n is not prime, the structure is more complicated. 15 Let F ′ be a subgroup of Z n × Z n of order n. Let H be the subgroup of Z n consisting of all a such that (a, b) ∈ F ′ for some b. If H is of order d, then d is a divisor of n and H is generated by n/d ∈ Z n . If so, then x = (n/d, b) ∈ F ′ for some b. For F ′ to have order n, the kernel of the homomorphism F ′ → H must have order n/d, and this means that F ′ must contain y = (0, d).
We can therefore assume that F ′ contains x = (n/d, b) with some b ≤ d − 1, as desired. Note that d can be described as the smallest integer such that (0, d) ∈ F ′ .
As was noted in essentially the present context in [15] , these equations are the commutation relations of the Lie algebra of SU (2). Thus, after dividing by SL(n, C), the vacua are parametrized by the isomorphism classes of homomorphisms ρ from SU (2) to SU (n). Since such homomorphisms have no infinitesimal deformations, in any such vacuum, the chiral superfields all have bare masses; any massless particles come from the gauge multiplets.
Given X, Y, and Z determining a homomorphism ρ : SU (2) → SU (n), the SU (n) gauge group is spontaneously broken at the classical level to the subgroup H that commutes with the image of ρ. Since the chiral superfields are massive, the low energy theory is the pure N = 1 gauge theory with gauge group H. If H is semi-simple, confinement will occur at low energies, and one will get a totally massive phase. On the other hand, if H contains U (1) factors, then one will have a Coulomb phase (for these U (1)'s) at low energies, and there will be no mass gap.
ρ defines an n-dimensional representation of SU (2) 
Coulomb Phases Of The N = 1 Theory
We have analyzed in some detail the massive phases that appear in the theory perturbed by the Tr φ 2 superpotential, and located them in the exact analysis of section three.
Coulomb phases are, however, also of interest, and one would like to compare the semiclassical analysis of Coulomb phases to the exact description. We will do this only for n = 3.
(For n = 2 there are no Coulomb phases after perturbation by Tr φ 2 .) For n = 3, H fails to be semisimple only when ρ is the direct sum of a two-dimensional representation of SU (2) and a trivial representation. There is therefore precisely one vacuum of the perturbed theory in a Coulomb phase. Let us try to locate it in the exact solution.
In the exact solution, there is a divisor D in moduli space -one might call it the quantum discriminant -on which a massless charged hypermultiplet appears. Because of reasoning explained in [1] , any vacuum that survives when the perturbation Tr φ 2 is turned on is located somewhere on D. As sketched in section 3. Suppose that by adjusting A 2 , A 3 one finds an isolated, nondegenerate solution of those two equations. Assuming that ∂∆/∂A 2 = 0 (otherwise one is at a singularity of the discriminant, a case that we have excluded), the second equation in (4.7) then determines the gauge-invariant product M M , which vanishes as ǫ → 0. After setting to zero the D terms of the low energy theory and dividing by the gauge group, one gets precisely one vacuum from each isolated solution of (4.8) with ∂∆/∂A 2 = 0.
There should be for generic coupling precisely one value of A 2 and A 3 obeying these conditions, since we have seen semiclassically that the theory with ǫ = 0 has precisely one Coulomb vacuum. To exhibit the existence of such a state, look at the discriminant in the weak coupling limit. This was found in (3.34) to be ∆ = (4A We notice that the conditions ∆ = ∂∆/∂A 3 = 0, ∂∆/∂A 2 = 0 are obeyed precisely at A 3 = 0, A 2 = 1. Moreover, at this value of A 2 and A 3 , the functions ∆ and ∂∆/∂A 3 vanish only to first order, so if ∆ is perturbed, there will be a nearby solution of these equations at which ∂∆/∂A 2 will be still non-zero. Thus, we have found a Coulomb vacuum in the exact solution.
