Abstract. Let A and B be monoidal categories and let (L : B → A, R : A → B) be a pair of adjoint functors. Supposing that R is moreover a lax monoidal functor (or, equivalently, that L is colax monoidal), R induces a functor R : Alg(A) → Alg(B) and L colifts to a functor L : Coalg(B) → Coalg(A), as is well-known. An adjoint pair of such functors (L, R) is called liftable if the functor R has a left adjoint and if the functor L has a right adjoint. A pleasing fact is that, when A and B are moreover endowed with a braiding, a liftable pair of functors as above gives rise to an adjunction
L : Coalg(B) → Coalg(A) between the respective categories of coalgebra objects. In the article [GV] , an adjoint pair of functors (L, R) between monoidal categories A and B such that R is a lax monoidal functor (or, equivalently, L is colax monoidal) is called liftable if the functor R has a left adjoint and if the functor L has a right adjoint. If A and B come both endowed with a braiding, it is shown in loc. cit. that such a liftable pair of functors (L, R) gives rise to an adjunction between the respective categories of bialgebra objects
provided the functor R enjoys the property of being braided with respect to the braidings of A and B (cf. [GV, Theorem 2.7] ). A prototypical example of a liftable pair of functors is obtained by taking B to be the symmetric strict monoidal category of k-vector spaces (k a field) where the symmetry is just the twist. Putting A to be the dual category of B and taking the vector space dual X * = Hom k (X, k), one obtains a (covariant) adjunction
The functor R satisfies the necessary conditions to induce a functor R : Alg(A) → Alg(B). Explicitly, one obtains that R is the well-known functor that computes the dual algebra of a k-coalgebra (remark that the functor L : Coalg(B) → Coalg(A) is exactly the same functor). A left adjoint for R is given by the functor that assigns the so-called finite dual coalgebra A
• to a k-algebra A; this construction is originally due to Sweedler, see [Sw] . Noticing that the very same construction provides a right adjoint for the functor L, one obtains that the pair (L, R) is indeed liftable and, applying the above-cited theorem, one recovers the result that the finite dual induces an autoadjunction on the category of k-bialgebras (cf. [Ab, page 87] , for instance). Now, Sweedler's finite dual is an important tool in the theory of bialgebras and Hopf algebras over a field. Generalizations of this construction have been studied by different authors, see [AGW, CN, Po3] . In the recent paper [PS] , it is shown that the left adjoint to the dual algebra functor, which exists over arbitrary rings, shares a number of properties with Sweedler's finite dual over a field. Nonetheless, the requirement that it should map Hopf algebras to Hopf algebras needs an extra assumption. Indeed, when k is taken to be a commutative ring instead of a field, it is proven that, while the left adjoint of the dual algebra functor on the category of k-bialgebras still always has a right adjoint, this dual adjunction can be restricted to a dual adjunction on the category of k-Hopf algebras provided that k is noetherian and absolutely flat. The motivation of the present article is to find a setting where the liftability assumption can be proved to hold. In Corollary 3.8, we show that a so-called pre-rigid braided monoidal category C always allows for a liftable pair of adjoint functors ((−) * : C → C op , (−) * : C op → C) provided (−) * has an adjoint. When considering C to be the category of vector spaces graded by an abelian group G, the lifted adjunction between bialgebras in C can be explicitly described and provides a G-graded version of Sweedler's classical finite dual construction. Let us sketch in more detail how we address this issue here.
We first notice that for a lax monoidal functor R -possessing a left adjoint L-between monoidal categories A and B, R does not need to have a left adjoint, a priori: an example of such a functor R is given in Remark 1.3. In section 2, we present sufficient conditions for R to possess a left adjoint, provided some extra conditions on the category A hold (cf. Corollary 2.4). This is obtained by slightly improving results by Dubuc ([Du1] , [Du2] ) and by Tambara [Ta] . An advantage of our treatment in this section is the fact that the construction of the adjoint L can be given explicitly by means of the coequalizers in Alg(A). In order to find meaningful examples of situations where L would have a right adjoint too, we adopt a different strategy in section 3 by restricting our attention to pre-rigid braided monoidal categories. A braided monoidal category C is called pre-rigid if for every object X there exists an object X * and a morphism ev X : X * ⊗ X → 1 such that the map
is bijective for every object T in C. For example, any braided, (right) closed monoidal category is automatically pre-rigid, see Proposition 3.2 (the converse is not true, see Example 3.3). It turns out, see Corollary 3.8, that in this framework, whenever the functor (−) * (here (−) * : C op → C) has a left adjoint, then the adjunction ((−) * , (−) * ) is liftable. In this respect, we note that all the categories occurring in the examples from [GV] are actually pre-rigid symmetric monoidal categories, but in loc.cit. the liftability condition is shown to hold by rather ad-hoc methods in all of these examples. It is our purpose here to treat the case of generic pre-rigid braided monoidal categories in a more systematic way; Corollaries 3.9 and 3.10 summarize this treatment. More explicitly, in Corollaries 3.9 we present conditions guaranteeing that (−) * has a left adjoint, while in Corollary 3.10 we find a result in the spirit of [PS, Proposition 8] in the setting of pre-rigid monoidal categories. Finally, in section 4 we present concrete instances in which the earlier-developed material can be applied. For instance, when C is taken to be the category of vector spaces graded by an abelian group G, our theory gives rise to auto-adjunctions on the categories of bialgebras "colored" by G. As a consequence of computations carried out in a slightly more general setting in 4.12, the lifted functors in this example can be described explicitly, see Example 4.14. The paper concludes with hinting at why one could expect that explicit descriptions as in Example 4.14 could be carried out, more generally, for the category of comodules over a coquasi-bialgebra. We begin our exposition with a section which recalls some known notions and results (apart from 1.3, which seems to be new).
Preliminaries and first results
Some notational conventions. When X is an object in a category C, we will denote the identity morphism on X by 1 X or X for short. For categories C and D, a functor F : C → D will be the name for a covariant functor; it will only be a contravariant one if it is explicitly mentioned. By id C we denote the identity functor on C. For any functor F : C → D, we denote Id F (or sometimes -in order to lighten notation in some computations-just F , if the context does not allow for confusion) the natural transformation defined by Id F X = 1 F X . Let C be a category. Denote by C op the opposite category of C. Using the notation of [Pa1, page 12] , an object X and a morphism f : X → Y in C will be denoted by X op and f op : Y op → X op when regarded as object and morphism in C op .
Throughout the paper, we will work in the setting of monoidal categories. With respect to the material presented in section 3, it is useful to recall the following notation. Let (M, ⊗, 1, a, l, r) be a monoidal category. Following [SR, 0.1.4, 1.4] , we have that M op is also monoidal, the monoidal structure being given by
If M is moreover braided (with braiding c), then so is M op , the braiding being given by
As already mentioned, in this note we will operate within the framework of monoidal categories, which will be assumed to be strict from now on (unless explicitly stated). By Mac Lane's Coherence Theorem, this does not impose restrictions on the obtained results. We will moreover consider braided and (pre)additive monoidal categories. A basic reference for these notions is [McL] , for instance. 
, satisfying the known suitable compatibility conditions with respect to the associativity and unit constraints of A and B. Moreover, (F, φ 0 , φ 2 ) is called strong if φ 0 is an isomorphism and φ 2 (X, Y ) is a natural isomorphism for any objects X, Y ∈ A. Dually, colax monoidal functors are defined (cf. [AM, Definition 3.1] ). In view of [AM, Proposition 3.7] , given a lax monoidal functor (F, φ 2 , φ 0 ), then (F op , φ op 2 , φ op 0 ) is a colax monoidal functor, where we set φ
Let (L : B → A, R : A → B) be an adjunction with unit η and counit ǫ. By [AM, Proposition 3.84] , if (L, ψ 2 , ψ 0 ) is a colax monoidal functor, then (R, φ 2 , φ 0 ) is a lax monoidal functor where, for every X, Y ∈ A,
Let (R, φ 2 , φ 0 ) : A → B be a lax monoidal functor. It is well-known that R induces a functor R := Alg(R) : Alg(A) → Alg(B) such that the diagram on the right-hand side in (5) commutes (cf. [Ben, Proposition 6 .1, page 52]; see also [AM, Proposition 3.29] ). Explicitly,
Coalg(B) → Coalg(A) such that the diagram on the left-hand side in (5) commutes. Explicitly,
The vertical arrows in the two diagrams below are the obvious forgetful functors.
(5)
. Let A and B be monoidal categories and let R : A → B be a lax monoidal functor having a left adjoint L. By the argument above, we can consider the functors R and L. The pair (L, R) is called liftable if the functor R has a left adjoint L and if the functor L has a right adjoint R.
We now proceed by presenting an example of a lax monoidal functor R between monoidal categories that has a left adjoint L, but for which R does not have a left adjoint. (X 2 ) . Denote by Vec f the category of finite-dimensional vector spaces over k and consider the functor 
Notice that this algebra is not finite-dimensional. Consider the forgetful functor Λ :
Consider the following data
Since the domain and codomain of j n are in Alg f , there is j
One can then verify that
One also computes that
Let us now check that β • α is the canonical injection τ :
Since we have proved that Λβ n • ζ = π n , we get
So α is injective and we obtain that ΛL f (S) is not finite-dimensional. This is a contradiction.
1.4. Let A and B now be braided monoidal categories and let R : A → B be a braided lax monoidal functor having a left adjoint L. By [AM, Proposition 3.80] , the functor R is lax monoidal too. Explicitly, the lax monoidal functors (R, φ 2 , φ 0 ) and (R, φ 2 , φ 0 ) are connected by the following equalities, for every
In the above situation -see [AM, Proposition 3.85] e.g.-L is a braided colax monoidal functor and one shows in a similar fashion that L is colax monoidal. The colax monoidal functors (L, ψ 2 , ψ 0 ) and (L, ψ 2 , ψ 0 ) are connected by the following equalities for every
As Example 1.3 shows, a pair (L, R), where R : A → B is a (braided) lax monoidal functor between (braided) monoidal categories A and B, having a left adjoint L, needs not to be liftable, a priori. But, in case A and B are braided monoidal categories and R : A → B is a braided lax monoidal functor having a left adjoint L such that the pair (L, R) is liftable, then, by [GV, Lemma 2.4 and Theorem 2.7] , there is an adjunction L, R that fits into the following commutative diagrams (and explains the choice of the -perhaps somewhat fuzzy-term 'liftable')
In this diagram, all vertical arrows are forgetful functors. Note that one has, more explicitly, that L = (L) and R = (R).
Remark 1.5. Before getting started with the sufficient condition for L to exist, as aimed at in the Introduction to this paper, it seems opportune to mention some related work, recently carried by Porst and Street in [PS] . In particular, the material from the last section of the present article bears quite some resemblance to their theory. In Section 2 of loc. cit., the authors assume R to admit a left adjoint L and are concerned with investigating which of the properties of Sweedler's finite dual functor (−)
• might be shared by L. We note that they also use a notion of "liftability" (Definition 14 in loc. cit.) which does not coincide with the notion of a liftable pair of functors as in Definition 1.2 here above. It is also instructive to remark that, in Section 2.3.2 of [PS] , the authors study symmetric monoidal functors, obtaining the following result (item 1 of Proposition 33 in their article). Let A and B be symmetric monoidal closed categories and R : A → B be a symmetric lax monoidal functor having a left adjoint L such that R has a left adjoint. Assuming that B is locally presentable, L : Bialg(B) → Bialg(A) has a right adjoint.
An approach to a result by Tambara, inspired by Dubuc
In this section, we provide sufficient conditions (Corollary 2.4 together with Proposition 2.5) for R to have a left adjoint. Under relatively mild assumptions, this is obtained by considering a result by Dubuc ([Du1] and [Du2] ) and by using it to provide a result in the spirit of Tambara's, see [Ta] .
Let us compare the following two diagrams.
Alg(A)
• The diagram on the left-hand side. Here A and B are monoidal categories and it is assumed that the functor Ω : Alg(A) → A has a left adjoint T . Also, R : A → B is supposed to be a lax monoidal functor having a left adjoint. If we are moreover given that A has colimits and the tensor product commutes with them, [Ta, Remark 1.5] states that R has a left adjoint, too. However, we note that Tambara does not provide any indication of proof for this statement.
• The diagram on the right-hand side. Here we are in the setting of Theorem [Du1,  Theorem 1] (see also [Du2, Theorem A.1] ) where, in case the category A has coequalizers of reflexive pairs of morphisms, the functor K has a left adjoint.
Thus, although Ω ′ : Alg(B) → B (as above) is neither right adjoint nor monadic (unless B has denumerable coproducts and they are preserved by the tensor products, cf. [AMe, Theorem A.6 ]), it is still possible to produce a left adjoint for R like in the diagram on the right-hand side, where U is both a right adjoint and monadic. Moreover, on the right-hand side, just the existence of coequalizers of reflexive pairs of morphisms is required; we do not necessarily impose the existence of colimits here. Inspired by Dubuc's work, we now present a result in the spirit of Tambara's. Note that there is no requirement on Ω here (no monadicity, neither left adjoint). We do, however, require that A has all coequalizers (and not just those of reflexive pair of morphisms).
Proposition 2.1. Consider the following diagram
where B is a monoidal category, ΩK = R and (L, R) is an adjunction with unit η and counit ǫ. If the category A has coequalizers, then the functor K has a left adjoint Λ. Moreover, given an algebra B := (B, m B , u B ) in B we can write KLB in the form (RLB, m RLB , u RLB ) and, if we set κ = ǫΛ • LΩη, we have that ΛB, κ B : LB → ΛB is a colimit for
Proof. Let B := (B, m B , u B ) be an algebra in B. From ΩK = R, we can write KLB in the form (RLB, m RLB , u RLB ) . By hypothesis, the diagram (9) has a colimit ΛB, π B : LB → ΛB (it is obtained by taking the coequalizer Λ ′ B, π
of the left-hand side pair and then computing the coequalizer of the pair π
As a consequence, there is a unique morphism Λf : ΛB → ΛE such that
Since π B is an epimorphism, one easily checks
in Alg(B) that can be composed. We thus get a functor Λ :
Then it is easily verified that
and hence ǫ A ′ • ΛKh = h • ǫ A which means that ǫ − is natural in the lower argument. We have
Given a morphism f : B → E in Alg(B), we get
and hence η E • f = KΛf • η B which means that η − is natural in the lower argument. We have that
Since Ω is faithful, we get that Kǫ A • η KA = Id KA . We compute
Thus ΛB, κ B : LB → ΛB is a colimit for (9).
Remark 2.2. We already observed that, if R : A → B is a lax monoidal functor having a left adjoint and if A has colimits and the tensor product commutes with them, then R is a right adjoint too. It can be shown that the pair
is reflexive if we assume that η 1 : 1 → RL1 is multiplicative.
Lemma 2.3. Let S be a set whose cardinality is at least 2 and let A be a category with coproducts of all families of objects indexed by S. Then A has coequalizers if and only if it has coequalizers of reflexive pairs of morphisms. Let F be an endofunctor of A which preserves coproducts of all families of objects indexed by S. The F preserves coequalizers if and only if it preserves coequalizers of reflexive pairs of morphisms.
Proof. Assume that A has coequalizers of reflexive pair of morphisms. Let f, g :
In fact, since S has cardinality at least 2, there exists w ∈ S with w = s so that
is also a coequalizer for the pair (f, g).
Assume that F preserves coequalizers of reflexive pairs of morphisms. Then, by applying F to the coequalizer
and since F preserves the coproduct involved, we get the coequalizer
is also a coequalizer for the pair (F f, F g) and hence F preserves the coequalizer of the pair (f, g) . The other implications are obvious.
We obtain the following corollary, which provides a sufficient condition for R to have a left adjoint.
Corollary 2.4. Let A and B be monoidal categories and let R : A → B be a lax monoidal functor with a left adjoint L. Assume that the functor Ω : Alg(A) → A has a left adjoint T . Assume that Alg(A) has coequalizers. Then R : Alg(A) → Alg(B) has a left adjoint L.
Proof. Consider the following diagram
where Ω ′ R = RΩ. The conclusion follows by Proposition 2.1, once observed that Alg(A) has coequalizers of all pairs.
The next result collects sufficient conditions for Corollary 2.4 to be applied. In particular, using Proposition 2.5(2), we recover [Ta, Remark 1 .5] in a slightly more general form.
Proposition 2.5. For a monoidal category A, the category Alg(A) has coequalizers in any of the following cases.
(1) A has binary coproducts, coequalizers of reflexive pairs of morphisms such that both of them are preserved by the tensor products. (2) A has denumerable coproducts, coequalizers of reflexive pairs of morphisms such that both of them are preserved by the tensor products. (3) Alg(A) is complete, well-powered and it has a cogenerating family. Moreover, if either (2) or (3) holds, then the functor Ω : Alg(A) → A has a left adjoint T .
Proof. Assume that either (1) or (2) holds. Then, by Lemma 2.3, we have that A has all coequalizers and that they are preserved by the tensor products. Thus, Alg(A) has coequalizers too (see e.g. [AEM, Proposition 2.1.5.]). Moreover, if (2) holds, by [McL, Theorem 2, page 172] , the functor Ω : Alg(A) → A has a left adjoint T.
Assume that (3) holds. By [Bo, Proposition 3.3 .8], the category Alg(A) is cocomplete. In particular, Alg(A) has coequalizers. Moreover, since Ω creates limits (cf. [Pa3, Proposition 2.5]), it also preserves them so that by the special adjoint functor theorem (cf. [Bo, Theorem 3.3.4] ) it has a left adjoint T .
Remark 2.6. By Corollary 2.4 and Proposition 2.5, one gets that R : Alg(A) → Alg(B) has a left adjoint L. We point out that, using the condition in Proposition 2.5(2), the existence of L could also be obtained, by applying the special adjoint functor theorem to R : Alg(A) → Alg(B) once proved that R preserves limits. This follows from the fact that the right adjoint Ω ′ R = RΩ preserves limits and the forgetful functor Ω ′ : Alg(B) → B creates limits. The advantage of the first proof we gave above is the fact that the construction of the adjoint L can be given explicitly by means of the coequalizers in Alg(A) as it traces back to Proposition 2.1.
Example 2.7. Let k be a commutative ring. Let A be the opposite of the category k-Mod. Thus Alg(A) is the opposite of the category k-Coalg = Coalg(k-Mod) of k-coalgebras and their morphisms. By the proof of [Ba, Theorem 4 .1], the category Alg(A) is complete, well-powered and it has a cogenerating family. Thus Proposition 2.5(3) applies. On the other hand, note that the coequalizers of reflexive pairs are not preserved by the tensor products in A because the tensor over k is not left exact in general. Thus Proposition neither (1) or (2) in 2.5 can be applied in this setting.
Remark 2.8. Consider the functor R f : Vec f → Vec f as in Example 1.3. Note that its domain Vec f has binary coproducts, coequalizers of reflexive pairs of morphisms and that both of them are preserved by the tensor product. Thus we are in the setting of Proposition 2.5(1). Since, by the foregoing, the functor R f has no left adjoint, in view of Corollary 2.4 (applied to A = B = Vec f )
we deduce that the forgetful functor Ω f : Alg f → Vec f has no left adjoint.
Remark 2.9. In the setting of the Proposition 2.5(2) we observe that, in case a "dual argument" were applicable, L would have a right adjoint. However, we equally notice that it is not natural to ask that the tensor product preserves denumerable products, as in almost any monoidal category of interest this property fails to hold (this phenomenon is already occurring in the case of vector spaces, as the example below shows). Indeed, letting A be the monoidal category of k-vector spaces, take e.g.
Note that the entries of an element in Im(f ) span a finite-dimensional subspace of V . Then (X i ) i∈N / ∈ Im(f ).
In spite of Remark 2.9, we still can recover a meaningful class of examples of pairs of adjoint functors (L, R) for which L has a right adjoint, too, without asking that the tensor products preserve limits; see Proposition 3.7 below.
Pre-rigid braided monoidal categories and liftable functors
In order to discuss the examples of liftable functors of our concern, it is useful to recall the following notion.
Definition 3.1. Following [GV, 4.1.3] , a braided monoidal category C is called pre-rigid if for every object X there exists an object X * and a morphism ev X : X * ⊗ X → 1 such that the map
is bijective for every object T in C.
As a matter of fact, all examples discussed in [GV] are examples of pre-rigid symmetric monoidal categories: the strict monoidal category of vector spaces with the twist as symmetry, the strict monoidal category of Z 2 -graded vector spaces endowed with the "super" symmetry and the strict monoidal category Maf(Vec) as constructed in [GV, Section 4] in order to discuss Turaev's Hopf group-coalgebras.
The following proposition provides us with a large class of examples of pre-rigid braided monoidal categories.
Proposition 3.2. Let C be a braided and (right) closed monoidal category. Then C is pre-rigid.
Proof. As C is assumed to be right closed, this means that for every object X ∈ C the functor (−) ⊗ X : C → C has a right adjoint [X, −] : C → C. Set X * := [X, 1] ∈ C. Consider the counit of the adjunction ǫ : [X, −] ⊗ X → Id and set ev X := ǫ 1 . Clearly we have the following bijection.
This shows that C is pre-rigid.
There are examples of braided (even symmetric) monoidal categories which are not closed (the symmetric monoidal category Top as described in [Ke, page 15] , for instance). We now present an example of a pre-rigid braided monoidal category which is not right closed.
Example 3.3. Let k be a field and consider the category kN M of N-graded k-vector spaces. An object there is thus a vector space V = ⊕ n∈N V n . Morphisms are degree-preserving k-linear maps. The tensor product is given by (in the entire example, unadorned tensor products are to be taken over k)
. Associativity and unit constraints are the trivial ones. Now consider the full subcategory A of kN M whose objects are of the form V = ⊕ n∈N V n for which dim k (V n ) is finite for each n ∈ N. Clearly V, W ∈ A implies V ⊗ W ∈ A and k = ⊕ n∈N δ n,0 k ∈ A. This means that A is a monoidal subcategory of
Clearly c becomes a braiding also on A. Thus A is a symmetric monoidal category. Let us check that A is pre-rigid. Let V ∈ A. Define V * := ⊕ n∈N (V * ) n where
Note that ev V = ⊕ n∈N (ev V ) n : V * ⊗ V → k where (ev V ) n = 0 for n = 0 and (ev V ) 0 : Hom k (V 0 , k)⊗V 0 → k is the usual evaluation. In fact, going from Hom A (T, V * ) to Hom A (T ⊗ V, k) in the above list of identifications means the following. Whenever f ∈ Hom A (T, V * ), f can be written as f = ⊕ n∈N f n , which means that f = ⊕ n∈N δ n,0 f 0 . Thus f gets sent to ⊕ n∈N δ n,0 (ev
Let us check that A is not right closed. To this end, suppose that for every U, V, W ∈ A there is an object [V, W ] ∈ A and an isomorphism
In particular, this should hold for U = k, V = W = k [X] so that on the one hand
On the other hand
is not. Thus A is not right closed.
In this section, we propose to study liftability of adjoint pairs of functors in the light of general pre-rigid braided monoidal categories. We start by observing that, for such a category C, Proposition 3.4 guarantees that (−) * : C op → C determines a self-adjoint (covariant) functor. The following result is an extension of [GV, Proposition 4 .2].
Proposition 3.4. When C is a pre-rigid braided monoidal category, the assignment X → X * induces a functor R = (−)
Moreover there are φ 2 , φ 0 such that (R, φ 2 , φ 0 ) is lax monoidal and, if we denote by (L, ψ 2 , ψ 0 ) the corresponding colax monoidal structure on L given by (3) and (4), then (L, ψ 2 , ψ 0 ) = (R op , φ Proof. Let C be a pre-rigid braided monoidal category. For every morphism t : T ⊗ X → 1 there is a unique morphism t :
This defines a functor R = (−) * : C op → C defined by R(X op ) := X * and R(f op ) := f * . Using (13), one computes that
This implies (η X ) * • j X * = 1 X * , as desired. Similarly, it can be checked that (j X )
is an adjunction, where we set
.
The proof of the last part of the statement is straightforward and it is left to the reader.
Remark 3.5. [GV, Proposition 4.2] asserts that if A is a pre-rigid braided monoidal category, then (−) * : A op → A is a self-adjoint covariant functor. Although the assertion is true for general prerigid braided monoidal categories, the proof is erroneously communicated in loc. cit.. Indeed, the last sentence of the argument appearing in the printed version of the above-cited proposition only works in case the braiding is moreover symmetric (notice this does not harm the conclusions of the work carried out in loc.cit., as all involved braidings there are symmetric). The above Proposition 3.4 provides a correction to this inaccuracy.
Before presenting the class of examples of liftable functors as aimed at in the title of this section, we state again an easy lemma for completeness' sake.
Lemma 3.6. Let (L : B → A, R : A → B) be an adjunction with unit η : id B → RL and counit
Proposition 3.7. Let C be a monoidal category and let R : C op → C be a functor with a left adjoint L = R op : C → C op . Assume also that there are φ 2 , φ 0 such that (R, φ 2 , φ 0 ) is lax monoidal and denote by (L, ψ 2 , ψ 0 ) the corresponding colax monoidal structure on L given by (3) and (4).
, where we used the notation of 1.1. Then we have that
Proof. We check that (L) op = R. First observe that the domain and codomain of (L) op are respectively (Coalg(C))
so that the domain and codomain of (L) op and R are the same. Next, by means of the equality 
We now prove the final sentence of the statement. Assume R has a left adjoint L. By Lemma 3.6, we have the adjunction ((R) op , (L) op ). Now, by the first part, we have that (L) op = R and hence
Thus L has a right adjoint and hence (L, R) is liftable.
Corollary 3.8. Let C be a pre-rigid braided monoidal category. If (−) * has a left adjoint, then
is a liftable pair of adjoint functors.
Proof. It follows by Proposition 3.4 and Proposition 3.7.
The following corollary can be applied together with Proposition 2.5 that gives conditions to have that ✵ : Coalg(C) → C has a right adjoint or that Coalg(C) has equalizers once applied to the category A := C op .
Corollary 3.9. Let C be a pre-rigid braided monoidal category. Assume that the functor ✵ : Coalg(C) → C has a right adjoint. Assume also that Coalg(C) has equalizers.
Proof. By the assumptions on C, the category A := C op fulfills the requirements of Corollary 2.4 and hence R = (−) * : Alg(A) → Alg(B) has a left adjoint L, where B := C. We conclude by Corollary 3.8.
Corollary 3.10. Let C be a pre-rigid braided monoidal category. Assume that C is locally presentable and that the tensor products preserve directed colimits.
Proof. Since C is a monoidal, locally presentable and the tensor products preserve directed colimits, by the proof of [Po2, page 8] (which does not use the symmetry assumption present in the definition of admissible category), we have that Coalg(C) is locally presentable and comonadic over C. In particular the functor ✵ : Coalg(C) → C has a right adjoint. By [AR, Corollary 1.28] , the category Coalg(C) is complete so that it has equalizers. We conclude by Corollary 3.9.
Application: a G-graded version of Sweedler's finite dual
Keeping the hypotheses and notations of Corollary 2.4, we have that R has a left adjoint L. The main aim of this section is to provide computations leading to an explicit description of the functor L, in particular in case B = C = A op , which is obtained in Remark 4.12. Our example of main interest here is when C is considered to be the category of vector spaces graded by an abelian group, as done in Example 4.14. First, we need some definitions in order to state the lemmata and propositions needed for the results of Remark 4.12.
Definition 4.1. Let (L : B → A, ψ 2 , ψ 0 ) be a colax monoidal functor and let B := (B, m B , u B ) be an algebra in B.
We say that A, q is an induced object of B (by L) whenever A = (A, m A , u A ) consists of an object A and morphisms m A : A ⊗ A → A, u A : 1 → A and q : LB → A in A such that
If the triple A = (A, m A , u A ) is an algebra in A then A, q is called an induced algebra of B (by L). Note that A, q is an object in the comma category (LB ↓ Ω) , see [McL, page 47] , where Ω : Alg (A) → A is the forgetful functor.
Note that the two above notions already appeared in [PS, Definition 11] with the following different terminology. Here we prefer to avoid the use of the word "quotient" as used above because q needs not to be an epimorphism in general. Instead we will speak about induced quotient object (or algebra) of B whenever q comes out to be an epimorphism.
Remark 4.2. We equally remark that in case q is an epimorphism, this new terminology could be considered not to be without ambiguity neither as it seems to suggest that A, q is a quotient of B, when it actually is a quotient of LB. Yet, we prefer this terminology as working definitions in this section, for if we wrote e.g. "of LB" instead of "of B", we would lose the property of the notation B recalling the fact that we are dealing with an algebra.
Definition 4.3. Let q : Q → A and q ′ : Q → A ′ be morphisms in A. If there is a morphism
see [Mit] . Thus we can say that an induced quotient A ′ , q ′ is smaller than another one A, q when q ′ ≤ q.
Let us write (9) in the setting of Corollary 2.4. 
and where the morphisms m RΩT LB and u RΩT LB are determined by the equality (15) (RΩT LB, m RΩT LB , u RΩT LB ) = RT LB.
Then ξ : T LB → A coequalizes the pairs in (14) if and only if A, Ωξ • α LB : LB → A is an induced algebra of B. Let LB, (κ) B : T LB → LB be a colimit for (14) . Then LB, p := Ω (κ) B • α LB : LB → ΩLB is an induced algebra of B and it is smaller than any other induced algebra of B. More precisely, if A, q : LB → A is an induced algebra of B, then there is an algebra map h : LB → A such that
Proof. Let (L, R, η : id B → RL, ǫ : LR → id A ) and T, Ω, α : id A → ΩT, γ : T Ω → id Alg(A) be the adjunctions as in Corollary 2.4. Then we have the adjunction
The diagram (9) becomes (14) in our setting, where the morphisms m RΩT LB and u RΩT LB are determined by the equality 15. Then
where T LB = (ΩT LB, m ΩT LB , u ΩT LB ) . Thus we get
Now, let ξ : T LB → A be some algebra map. Then ξ coequalizes at the same time both pairs in (14) if and only if
These are equalities in Hom Alg(A) T L (B ⊗ B) , A and Hom Alg(A) T L1, A , respectively. Note that, using the adjunction (T, Ω), one has that the map
By applying Φ (X, Y ), the equalities above reduce to
Since ξ : T LB → A is an algebra map, Ωξ • m ΩT LB = m A • (Ωξ ⊗ Ωξ) and Ωξ • u ΩT LB = u A so that, if we set q := Ωξ • α LB : LB → A, the last displayed equalities above can be rewritten as
Since, from the very beginning, A = (A, m A , u A ) is an algebra, the last displayed equalities mean that A, q is an induced algebra of B. More precisely, an algebra map ξ : T LB → A coequalizes the pairs in (14) if and only if A, Ωξ • α LB : LB → A is an induced algebra of B.
Using this fact, let us check that there is a morphism p such that LB, p is smaller than any induced algebra of B. By construction, LB, (κ) B : T LB → LB is a colimit for (14) so that (κ) B coequalizes the pairs in (14) and hence LB, p is an induced algebra of B where
It remains to check it is smaller than any other one. Let A, q : LB → A be an induced algebra of B. By the adjunction T, Ω, α : Id A → ΩT, γ : T Ω → Id Alg(A) there is an algebra map ξ : T LB → A such that q = Ωξ • α LB . Explicitly ξ := γ A • T q. By the foregoing ξ : T LB → A coequalizes (14). Since LB, (κ) B : T LB → LB is a colimit for (14) , there is an algebra map
and hence LB, p is smaller than A, q .
The next aim is to reduce to the case where induced algebras are real quotients.
Lemma 4.5. Assume that the tensor products preserve epimorphisms and that ψ 0 and the components of ψ 2 are epimorphisms. Then any induced quotient object of B is an induced quotient algebra of B.
Proof. Let E, q : LB → E be an induced quotient object of B. One easily verifies that
is an epimorphism, and q ⊗ q ⊗ q is an epimorphism, we deduce that m E is associative too.
Using naturality of ψ 2 , we have
Then E is an algebra so that E, q is an induced quotient algebra of B.
Before continuing, let us recall the definition of a strong monomorphism in a category. For instance, one can easily verify that a regular monomorphism is always strong.
Remark 4.7. Following [Mit, page 12] , recall that a coimage of a morphism q : Q → A in an arbitrary category is a pair Coim (q) :
In other words Coim (q) is the biggest quotient object of Q which q factors through. Now, consider a morphism q : Q → A in A. Assume that q can be factorized into an epimorphism q ′ : Q → A ′ followed by a strong monomorphism h ′ :
Given an induced algebra E, q of B, the next lemma shows that, under mild assumptions, Coim (q) = (E ′ , q ′ ) becomes an induced algebra of B smaller than E, q .
Lemma 4.8. Let E, q be an induced algebra of B. Assume that • there are a strong monomorphism h : E ′ → E and an epimorphism q
and ψ 0 are epimorphisms.
Then E ′ becomes a subalgebra of E (through h) which comes out to be an induced quotient algebra E ′ , q ′ of B. Furthermore E ′ , q ′ is smaller than E, q .
Proof. We have
Hence we have the following commutative squares
Since the morphisms (q ′ ⊗ q ′ ) • ψ 2 (B, B) and ψ 0 are epimorphisms, and h is a strong monomorphism, there is a unique morphism
and there is a unique morphism
Thus E ′ , q ′ is an induced object of B, where we set
Since h is a monomorphism one easily checks that E ′ := (E ′ , m E ′ , u E ′ ) is an algebra by using the fact that E := (E, m E , u E ) is. Furthermore h is an algebra map. Hence E ′ , q ′ is an induced quotient algebra of B. The last part of the statement is a consequence of the equality q = h • q ′ .
Theorem 4.9. In the setting of Proposition 4.4, assume that
• if E, q : LB → E is an induced object of B in A, then q can be factorized into an epimorphism δ D : LB → D followed by a strong monomorphism h : D → E, so that q = h • δ D ; • the tensor products preserve epimorphisms; • ψ 0 and the components of ψ 2 are epimorphisms. Then p : LB → ΩLB is an epimorphism. Moreover, LB, p is the smallest induced quotient object (algebra) of B.
More precisely, if E, q : LB → E is an induced quotient object of B then E is algebra and there is an algebra map h : LB → E such that Ωh • p = q and h is an epimorphism.
Proof. By Proposition 4.4, we know that LB, p := Ω (κ) B • α LB : LB → ΩLB is an induced algebra of B and it is smaller than any other induced algebra of B. In particular, it is an induced object. Let us check that p is an epimorphism. By hypothesis, p can be factorized into an epimorphism δ D : LB → D followed by a strong monomorphism h : D → ΩLB, so that p = h • δ D . By Lemma 4.8, D becomes a subalgebra of LB (through h) which comes out to be an induced By Proposition 4.4, there is an algebra map t :
where the last equality follows from the fact that p and (κ) B are mates through the adjunction. Since LB, (κ) B : T LB → LB is a colimit, we get that h • t = Id and hence h • t = 1 ΩLB . On the other hand
Thus t is invertible and hence p is an epimorphism.
Let us prove the last part of the statement. Let now E, q : LB → E be an induced quotient object of B. By Lemma 4.5, E, q is an induced quotient algebra of B. By the last part of Proposition 4.4, there is an algebra map h : LB → E such that Ωh • p = q. Since q is an epimorphism, so is h = Ωh.
We get
Thus LB, p is smaller than any other induced quotient object (algebra) of B. Since ≤ is antisymmetric on epimorphisms, we deduce that, up to isomorphism, there is just one induced quotient object (algebra) of B which is smaller than any other one.
The next two results serve to give a better description of LB in case our category has suitable products.
Lemma 4.10. The product of induced algebras of B is an induced algebra of B. More precisely, let E i , q i : LB → E i be an induced algebra of B for every i in some set I. Assume that (E i ) i∈I has a product E, (p t : E → E t ) t∈I in A. Then E becomes the product E in Alg (A) of E i i∈I and E, q : LB → E comes out to be an induced algebra of B where q is the unique morphism such that q i = p i • q for every i. Moreover, E, q is smaller than E i , q i for every i ∈ I.
Proof. By the universal property of the product, there is a unique morphism q : LB → E such that p i • q = q i .
By [Pa3, Proposition 2.5] , the functor Ω : Alg (A) → A creates limits. Thus there is E ∈ Alg (A) such that ΩE = E and p t ∈ Alg (A) such that Ωp t = p t . Furthermore E, (p t ) t∈I is the product in Alg (A) of E i i∈I . We have
By the uniqueness in the universal property of the product, we get that
This proves that E, q is an induced algebra of B.
The last part of the statement is a consequence of the equality q i = p i • q.
Proposition 4.11. Assume that there is a set S B consisting of object in A such that
• if E, q : LB → E is an induced object of B in A, then q can be factorized into an epimorphism δ D : LB → D with D in S B followed by a strong monomorphism h : D → E, so that q = h • δ D ; • any object in S B is a D as above;
• the tensor products preserve epimorphisms; • ψ 0 and the components of ψ 2 are epimorphisms; • in A there exists the product D∈SB D.
becomes an induced quotient algebra of B which we can identify with LB, p : LB → ΩLB . Moreover the underlying subobject of Coim (δ) belongs to S B .
Proof. Consider the following steps.
Step 1). Let E, q : LB → E be an induced algebra of B and write q, as in the statement, in the form q = h • δ D for some D ∈ S B . By Lemma 4.8, D becomes a subalgebra of E (through h) which comes out to be an induced algebra D, δ D of B. Moreover D, δ D is smaller than E, q .
Step 2). Let E := D∈SB D (this makes sense as S B is a set). By Lemma 4.10, E becomes the product E in Alg (A) of D D∈SB and E, δ : LB → E comes out to be an induced algebra of B where δ is the unique morphism such that
Step 3). If we apply Step 1 to the induced algebra E, δ : LB → E of Step 2, we can factorize δ into an epimorphism δ C : LB → C ∈ S B followed by a strong monomorphism h : C → E = D∈SB D and C becomes a subalgebra of E (through h) which comes out to be an induced quotient algebra C, δ C of B. Moreover, C, δ C is smaller than E, δ .
Step 4). By the previous steps C, δ C is smaller than any induced algebra of B and in particular of any induced algebra quotient of B. Now, by Theorem 4.9, we know that LB, p is the smallest induced quotient object (algebra) of B.
Then C, δ C is LB, p : LB → ΩLB up to isomorphism.
Remark 4.12. Keep the hypotheses and notations of Proposition 3.7 and assume that A = C op fulfills the requirements of Corollary 2.4 i.e. the functor ✵ : Coalg (C) → C has a right adjoint, Coalg (C) has equalizers. Then R has a left adjoint L which we will now describe. We have
By assumption, (R, φ 2 , φ 0 ) is lax monoidal. For all X, Y ∈ C, we set F X := R (X op ) and
Let us rewrite in C the notion of induced object in A = C op of an algebra B = (B, m B , u B ) in B = C. It consists of a pair (E = (E, ∆ E , ε E ) , e), where E is an object in C and ∆ E , ε E and e : E → F B are morphisms in C such that
Assume further that a) φ 0 : 1 → F 1 is invertible; b) the tensor products preserve monomorphisms in C and the components of ϕ 2 are monomorphisms; c) for every X, Y ∈ C, any morphism X → F Y in C can be factorized into a strong epimorphism followed by a monomorphism.
Under the assumption a), then ε E = φ −1 0 • F u B • e, so that ε E is completely determined and can be ignored. Thus it suffices to consider terns (E, ∆ E , e) such that the first displayed equality is fulfilled. Such a tern will be called a good object (or good subobject when e comes out to be a monomorphism) of F B.
If (E op , e op ) is an induced quotient object of B in C op then we are further requiring that e is a monomorphism in C. In this case E becomes a subobject of F B via e.
Under the assumptions a) and b), then by Lemma 4.5 applied to C op , we get that (E op , e op ) is an induced quotient algebra of B in C op so that E = (E, ∆ E , e) is indeed a coalgebra. Under the assumptions a), b) and c), then, by Theorem 4.9 applied to A = C op , LB comes out to be the biggest good subobject of F B.
Furthermore, LB can be described as D∈SB D if we can find a set S B of representatives of the induced quotient objects of B in A = C op that admits products in C op (as happens in the setting of Proposition 4.11).
We now take a closer look at two examples, by first taking C = Vec in Example 4.13, then by taking C = Vec G in Example 4.14, which is our case of main interest.
Example 4.13. Let us consider the case of vector spaces where C = Vec and F : C → C : X → X * . The maps ϕ 2 and φ 0 are defined by
Note that all the requirements of Remark 4.12 are satisfied (note in particular that all epimorphisms are regular whence strong). Thus, given an algebra B = (B, m B , u B ) in C, we get that LB can be identified with the biggest good subspace of B * (we will use the word subspace when the monomorphism is an inclusion). If we denote by S B the set of good subspaces of B * , then the hypotheses of Proposition 4.11 are satisfied so that LB = D∈SB D. By [Mic, we know that this is exactly B
• .
Example 4.14. Let G be an abelian group, with neutral element e and let Vec G be the category whose objects are vector spaces (over a field k) graded by the group G. For objects
, the set of morphisms in Vec G (i.e. degree-preserving klinear maps) will be denoted as Hom(V, W ). The category Vec G admits a monoidal structure, which we now briefly recall. If V, W ∈ Vec G , then V ⊗ W := g (⊕ xy=g V x ⊗ k W y ) becomes an object in Vec G . The unit object is k = k e . Taking associativity and unit constraints to be trivial, (Vec G , ⊗, k) indeed becomes a strict monoidal category. We now make a notational convention: in order to avoid confusion with the usual (non-graded) linear dual of a vector space V in the computations below, HOM(V, k) is denoted by V ∨ . For any object V = ⊕ g V g ∈ Vec G , V ∨ is then defined as follows. Consider the right adjoint to the endofunctor (−) ⊗ V of Vec G (tensor product of graded vector spaces) and denote this adjoint by HOM (V, −). Then V ∨ := HOM (V, k) . We can get a more detailed description of V ∨ . Indeed, since G is abelian, we have that HOM (V, W ) = ⊕ g∈G HOM (V, W ) g where HOM (V, W ) g = {f ∈ Hom k (V, W ) | f (V h ) ⊆ W hg for every h ∈ G} , for any V, W ∈ Vec G . So
In order to discuss braided structures on Vec G , recall that a bicharacter on G is a map α : G × G → k \ 0 such that α(gh, l) = α(g, l)α(h, l) and α(g, hl) = α(g, h)α(g, l), ∀g, h, l ∈ G.
Letting α be a bicharacter, we can define a braiding c α on Vec G , given on homogeneous objects by
Vg ,W h (v ⊗ w) = α(g, h)w ⊗ v. We notice that, in order for c α to be well-defined, the requirement that G is abelian, is crucial here. Remark also that c α is a symmetry if and only if moreover holds that α(g, h)α(h, g) = 1, ∀g, h ∈ G.
Since it is a sequence in Vec G -which is a semisimple category-applying the contravariant functor (−) ∨ , we get the exact sequence Remark 4.16. Let us consider the case when C is a regular category. Here we adopt the definition of [AHS, page 253] which requires that C has all finite limits. As a consequence C has in particular binary products and equalizers of coreflexive pairs of morphisms. Moreover C is (RegEpi, Mono)-structured so that any morphism in C can be factorized into a regular epimorphism followed by a monomorphism. If we further assume that the functor ✵ : Coalg (C) → C has a right adjoint, the tensor products preserve binary products and equalizers of coreflexive pairs of morphisms, φ 0 is invertible and the components of ϕ 2 are monomorphisms, then we are in the setting of Remark 4.12.
Remark 4.17. Finally, let us consider the case when C is a locally presentable category. Then C is complete [AR, Corollary 1.28] . By [AR, Proposition 1.61] , C has (StrongEpi, Mono)-factorization so that any morphism in C can be factorized into a strong epimorphism followed by a monomorphism. If we further assume that the functor ✵ : Coalg (C) → C has a right adjoint, the tensor products preserve binary products and equalizers of coreflexive pairs of morphisms, ϕ 0 is invertible and the components of ϕ 2 are monomorphisms, then we are in the setting of Remark 4.12.
Comparing our setting with [PS, Proposition 8] for the right dual monoid functor, note that the authors there require monoidal closedness and hence the functors X ⊗ (−) and (−) ⊗ X both have a right adjoint for each object X. As a consequence the tensor products preserve binary products (they are coproducts).
In Remark 2.9, we mentioned that it is not natural to ask that the tensor product preserves denumerable products. Now, one could wonder whether it is possible to apply the dual Special Adjoint Functor Theorem to deduce that ✵ : Coalg (C) → C has a right adjoint (so just with a requirement on the colimits and not on the limits). We conclude this section by briefly addressing this issue. By [AR, Theorem 1.58] , the category C is co-wellpowered. By Theorem 1.20 of loc. cit., it has a strong generator (in particular a set of generators). Moreover C is cocomplete by definition. By [AI, Proposition 2 .3], we have that Coalg (C) is co-wellpowered, it is cocomplete and ✵ preserves colimits. So, if one is able to prove that Coalg (C) has a set of generators, one can apply the Special Adjoint Functor Theorem, (or apply [Bo, Corollary 3.3.5] ) to the functor ✵ op : Alg (C op ) → C op to deduce that this functor has a left adjoint and that, hence, ✵ : Coalg (C) → C has a right adjoint.
Examples of locally presentable categories are given by admissible (symmetric) monoidal categories e.g., see [Po2, page 8] . In this case, by [AR, Theorem 1.20] , Coalg (C) has a strong generator (in particular a set of generators). Vec G is an example of a locally presentable category by [Po1, Theorem 10] . Since the tensor product in Vec G is ⊗ k , it preserves directed colimits. Thus one can also apply Corollary 3.10 to this category. More generally, we expect that one could carry out explicit computations as in Example 4.14 for the category of comodules over a coquasi-bialgebra.
