Mississippi State University

Scholars Junction
Theses and Dissertations

Theses and Dissertations

8-9-2019

A Machine Learning Approach to Genome Assessment
Charles Adam Thrash

Follow this and additional works at: https://scholarsjunction.msstate.edu/td

Recommended Citation
Thrash, Charles Adam, "A Machine Learning Approach to Genome Assessment" (2019). Theses and
Dissertations. 170.
https://scholarsjunction.msstate.edu/td/170

This Dissertation - Open Access is brought to you for free and open access by the Theses and Dissertations at
Scholars Junction. It has been accepted for inclusion in Theses and Dissertations by an authorized administrator of
Scholars Junction. For more information, please contact scholcomm@msstate.libanswers.com.

A machine learning approach to genome assessment

By
Charles Adam Thrash

A Dissertation
Submitted to the Faculty of
Mississippi State University
in Partial Fulﬁllment of the Requirements
for the Degree of Doctor of Philosophy
in Computer Science
in the Department of Computer Science and Engineering

Mississippi State, Mississippi
August 2019

Copyright by
Charles Adam Thrash
2019

A machine learning approach to genome assessment

By
Charles Adam Thrash
Approved:

Andy D. Perkins
(Major Professor)

Federico G. Hoﬀmann
(Committee Member)

Christopher Archibald
(Committee Member)

Stefano Iannucci
(Committee Member)

T. J. Jankun-Kelly
(Graduate Coordinator)

Jason M. Keith
Dean
Bagley College of Engineering

Name: Charles Adam Thrash
Date of Degree: August 9, 2019
Institution: Mississippi State University
Major Field: Computer Science
Major Professor: Andy D. Perkins
Title of Study: A machine learning approach to genome assessment
Pages of Study: 90
Candidate for Degree of Doctor of Philosophy

A key use of high throughput sequencing technology is the sequencing and assembly of full genome sequences. These genome assemblies are commonly assessed
using statistics relating to contiguity of the assembly. Measures of contiguity are not
strongly correlated with information about the biological completion or correctness
of the assembly, and a commonly reported metric, N50, can be misleading. Over
the past ten years, multiple research groups have rejected the overuse of N50 and
sought to develop more informative metrics. This research seeks to create a ranking
method that includes biologically relevant information about the genome, such as
completeness and correctness of the genome. Approximately eight hundred genomes
were initially selected, and information about their completeness, contiguity, and correctness was gathered using publicly available tools. Using this information, these
genomes were scored by subject matter experts. This rating system was explored

using supervised machine learning techniques. A number of classiﬁers and regressors
were tested using cross validation.
Two metrics were explored in this research. First, a metric that describes the
distance to the ideal genome was created as a way to explore the incorporation
of human subject matter expert knowledge into the genome assembly assessment
process. Second, random forest regression was found to be the method of supervised
learning with the highest scores. A model created by an optimized random forest
regressor was saved, and a tool was created to load the saved model and rank genomes
provided by the end user. These metrics both serve as ways to incorporate human
subject matter expert knowledge into genome assembly assessment.
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CHAPTER I
INTRODUCTION

A common way of assessing genome assemblies is to report statistics about contiguity. For example, the Genome Reference Consortium Mouse Build 38 patch release
6 (GRCm38.p6) assembly for M. musculus at the National Center for Biotechnology
Information (NCBI) website reports features like N50 (a number which represents
the smallest contig such that half the genome is represented by contigs of size N50 or
larger [24, 5]), total sequence length (which includes bases and gaps), gaps between
scaﬀolds, and number of contigs [1]. There is no obvious relationship between these
numbers and whether a genome assembly has any useful genetic information. Indeed,
many papers published in the past ten years have cited this lack of a relationship,
in addition to N50’s own issues, as a reason to replace or supplement N50. Inaccurate metrics of assessing genome assembly quality aﬀect the certainty of downstream
analyses. A genome assembly selected to be used in some research because it has a
high N50 has no guarantee that it has useful genetic information, which may lead
to a ﬂawed analysis. For example, diﬀerential expression analysis, which investigates
genes in organisms, requires genomes to contain genes of interest; using a genome

1

with only a high N50 does not guarantee that those genes are present. For this reason,
accurate assessment of a genome assembly is crucial.

1.1

Biological Background
The central dogma of molecular biology as described by Crick describes a system

in which information is transferred in certain directions as a general rule, though
other directions are possible. Generally, information begins as deoxyribonucleic acid
(DNA) before being transcribed to ribonucleic acid (RNA) and then translated to
protein [7]. DNA contains the instructions for the functions needed for organisms
to live and reproduce. It is a molecule shaped like a double helix. The helices are
joined by nucleotides - adenine (A), cytosine (C), guanine (G), and thymine (T); the
ordering of the nucleotides in DNA encodes information. When DNA is sequenced,
the eventual result is a text ﬁle giving us sequences of A, C, G, and T [3].

1.2

Sequencing
According to Frederick Sanger, creator of Sanger sequencing, “...knowledge of

sequences could contribute much to our understanding of living matter” [25]. Being
able to understand the genomic structure of organisms grants insight about the way
organisms live and develop in their environments over time. Additionally, being able
to sequence an organism’s genome allows identiﬁcation of genes and their functions
in the organism [32]. In some cases, sequencing an organism’s genome gives a better
method for diﬀerentiating that organism from closely related organisms [14].

2

In 1977, the ﬁrst major breakthrough in DNA sequencing happened with the
introduction of Sanger sequencing. Originally described as the chain termination
technique, Sanger sequencing became the leading technology for many years because
it was simple, accurate, and easy to use. Sanger sequencing works by labeling the
end of DNA fragments of every possible length with a radioactive dideoxynucleotide
(ddNTP). These ddNTPs are unable to bond with the next nucleotide, terminating
the chain of DNA. Using radioactive ddNTPs makes it possible to determine the
identity of each ddNTP that terminates a chain. Each terminated strand of DNA is
sorted by length in a process called electrophoresis; the radioactive ddNTPs create
a radioactive band that can be identiﬁed as A, C, G, or T. A strand of DNA can be
sequenced by identifying the ddNTP that terminates each chain across all possible
lengths [14]. This ﬁrst generation of sequencing technologies produced long reads but
was low-throughput, relatively slow, and expensive.
A group of new sequencing technologies improved on Sanger sequencing in several ways. Many second generation sequencing technologies use similar methods to
prepare raw material for sequencing by transforming raw material into a sequencing
library. During this process, DNA is fragmented into short pieces. Adapters, short
strands of nucleotides, are attached to the fragments of DNA. These adapters are
generally used to anchor the DNA to a surface and to aid in sequencing the DNA.
Sequences with adapters are ampliﬁed to generate many copies of the sequence, and
these copies are read [32]. Instead of using electrophoresis to determine which base is
at a speciﬁc position, second generation technologies perform base-calling in a cycli3

cal and parallel process [32]. Though the second generation sequencing produces
millions of reads, the short length of these reads comes with its own set of challenges
discussed below, in the section on assembly.
The initial second generation technology was released in 2005, with the release
of the 454 pyrosequencing method. This method produces long reads that are good
for mapping to a reference genome assembly and for de novo genome assembly1 . In
2006, Solexa released a sequencing technology, which was acquired by Illumina in
2007; Illumina is one of the most popular second generation sequencing technologies
and is compatible with many types of analysis. Illumina reads were originally very
short (about 35 base pairs), though their length has increased since the creation
of the technology. SOLiD (Sequencing by Oligo LIgation Detection) was released
in 2007. This technology has a throughput second only to Illumina. The reads
are shorter in comparison, but SOLiD’s error rate is very low. In 2010, IonTorrent
released their sequencing technology, which uses semiconductor technology rather
than optical detection of ﬂuorescence like many other second generation technologies
[32].
For the purposes of this dissertation, third generation sequencing is deﬁned as a
sequencing technology capable of sequencing single molecules, rather than ampliﬁed
DNA molecules [14]. The ability to sequence molecules in real time is also sometimes
considered a property of third generation sequencers [32]. The two most popular
third generation sequencing technologies are produced by Paciﬁc Biosciences and Ox1

The process by which sequence reads are recombined into a genome [9]
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ford Nanopore Technologies. Paciﬁc Biosciences’s SMRT (single-molecule real-time)
platform utilizes tiny holes in a ﬁlm covering a chip called zero mode waveguides
(ZMWs). As ﬂuorescent dNTPs are incorporated into the strand of DNA anchored
in the ZMW, the particular dNTP can be identiﬁed and recorded. Oxford Nanopore
Technologies’ nanopore sequencing forces a DNA molecule through a nanopore, measuring the changes in the electrical current passing through the material. This current
changes in a way unique to each nucleotide, allowing speciﬁc bases to be labeled as
the molecule passes through. Both SMRT sequencing and nanopore sequencing produce long reads that are often used for scaﬀolding in de novo assembly [14]. Third
generation technologies produce long reads in a relatively quick amount of time and
rather cheaply; however, these reads are not as accurate as ﬁrst or second generation
reads.

1.3

Assembly
Genome assembly is the process of assembling biological reads from sequencing

into larger sequences called contigs [4]. The basic concept of assembly is to ﬁnd
overlaps between reads that indicate that they were sequenced from the same part
of the genome and to reconnect them at the overlapping region to produce a new,
longer contig. This process is repeated to create longer and longer contigs, which are
then spatially oriented around each other by a process called scaﬀolding. The ﬁnal
process attempts to ﬁll any gaps between scaﬀolds [2]. The goal of genome assembly
is to reproduce the sequences of DNA that were used in the sequencing; often, these
5

sequences are chromosomes from an organism, but they may be smaller sequences
like organelles or plasmids.
Two common methods of assembly are implemented by many diﬀerent tools —
overlap-layout-consensus assembly and deBruijn graph assembly [19]. These methods
diﬀer mostly in the method by which they ﬁnd the overlaps between reads. Overlaplayout-consensus assemblers were used with ﬁrst generation data, but this method
of assembly did not work well with the short reads of the second generation. DeBruijn graph assemblers were developed for use with second generation data. With
the arrival of third generation sequencing, overlap-layout-consensus assemblers are
regaining popularity.
Overlap-layout-consensus (OLC) assembly works by creating an overlap graph
showing how reads overlap. Many techniques for detecting overlaps between reads
exist and can be used in this type of assembly, but ﬁnding overlaps between all of the
reads is often the most time-consuming portion of the assembly. By traversing the
overlap graph and ﬁnding paths without a loop, contigs are generated. Finally, by
taking a consensus for each base from the reads that make up a contig, a consensus
sequence can be decided [19]. OLC assemblers were used with the long reads produced
by ﬁrst generation sequencing, and, with the introduction of long reads in third
generation sequencing, several new OLC assemblers have been produced (canu [18],
hinge [16]).
OLC assembly is impractical to use with short reads due to the numbers of reads
involved; aligning the millions of reads produced by second-generation sequencing
6

Figure 1.1: Overlap-layout-consensus
Six 10bp reads were generated from the highlighted region and overlapped with a cutoﬀ for overlap of
5bp. Contigs are generated by computing a consensus sequence from reads that are connected
in the overlap graph. In this example assembly, these reads form a single contig, and the
consensus sequence is decided by examining the bases in each overlapping read [19].

takes a great deal of time and computational power. Instead, DeBruijn graph (dBG)
assembly is commonly used for short-read data [9]. In this type of assembly, reads
are fragmented in k-mers (sequences of length k). A deBruijn graph is built from
these k-mers by splitting each k-mer into a left sequence and a right sequence of
size k − 1. These k − 1-mers are added as nodes to the k-mer graph if they are
not already in the graph, and edges are created between the left sequence and right
sequence. By traversing the graph, contigs can be discovered. Generally, assembly
using a deBruijn graph is more computationally eﬃcient, since there is no alignment
step and the consensus information is contained in the graph [19]. ABySS [29] and
SPAdes [6] are examples of dBG assemblers.

7

Figure 1.2: deBruijn
k-mers of length 5 were generated from the highlighted region, and the 4-mers were added to the
dBG to discover overlaps. In this example assembly, the edges between 4-mers indicate which
5-mers are connected, and the connected 5-mers for a contig [19].

1.4

The Three Cs
The ﬁnal output of the assembly process may contain errors that arise as a result

of problems that occurred in the sequencing or problems that occurred during the
assembly process. These errors can be discussed in terms of contiguity, completeness,
and correctness. These three features, sometimes called the three Cs, are deﬁned
below. An ideal genome assembly is highly contiguous, highly complete, and highly
correct.
Contiguity is related to the size and number of contigs. If a goal of assembly is
to reﬂect the contiguity of the genome in vivo, then the assembly process seeks to
maximize the size of the contigs and to minimize the number of contigs to reﬂect the
true size and number of the chromosomes in the organism. Contiguity errors may
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arise due to assembler parameters that allow unrelated contigs to be joined or that
prevent related contigs from being joined. If too many mismatches are allowed in
what is considered an overlap or if k-mer size is set too low, then false edges can be
added to the overlap or k-mer graph, resulting in misjoins. The inverse is true as
well; if parameters are set too strictly, variance in reads due to base-calling errors or
sequencing multiple organisms can prevent overlapping sequences from being detected
and joined correctly. In some cases, the length of the overlap cut-oﬀ can also prevent
reads from being joined correctly.

Figure 1.3: Contiguity Error - Misjoin
Assume that these two contigs are part of diﬀerent chromosomes and should not be joined. Incorrect
assembly parameters may cause the assembler to register these contigs as overlapping and to
incorrectly join them. For example, if the cutoﬀ value for the length of the overlap required
for joining two contigs had been set to 10 in the assembler’s parameters, then these
contigs would not have been joined.

In Figure 1.3, an example of a contiguity error is shown. Given the contigs shown
in the image, an assembler might join the contigs based on their overlap. In reality,
these two contigs might belong to diﬀerent chromosomes. This type of misjoin error
can be detected by later analysis of the assembly. If the cutoﬀ value for the length
9

of the overlap was set to 10, however, these contigs would not be joined, since they
only overlap by 7 bases.
Completeness is determined by the content of contigs, especially with regard to
gene content. A contiguous genome assembly without many genes is not useful for
downstream analysis. Completeness errors can arise in sequencing (important genes
may not be sequenced) or they may arise in the assembly process (genes may end up
in discarded contigs). For example, Baker notes that a chicken genome assembly was
missing genes conserved across a variety of organisms, including yeast and plants,
and that these genes were present in the raw data even though they had been lost in
the assembly process [5]. Completeness has some relationship here with contiguity;
if a region is not sequenced, the assembler will not be able to join reads from either
side of the missing region into a contig, which leads to lower contiguity and lower
completeness.
In Figure 1.4, part of the genome that was not sequenced is indicated by a blue
box. This region might contain genes or other interesting features. However, if this
region is not sequenced, the assembler cannot piece together the complete sequence
because no information is available. This type of completeness error can lead to
missing genomic features or fragmented genome assemblies.
Correctness is concerned with the ordering and location of contigs. A correct
genome assembly has the same order as the true genome. If contigs are incorrect,
they may have inversions, relocations, or translocations with respect to the true
genome [24]. Errors in correctness can aﬀect determinations made about the evolu10

Figure 1.4: Completeness Error - Missing Sequence
Errors in completeness can occur when parts of the genome are not correctly sequenced. In this
image, the region in the blue box was not sequenced or was not sequenced correctly, and the
assembler lacks the reads to join the two contigs. Genes or other interesting features
may be present in this unsequenced region, which leads to genome assemblies that
lack important features. Additionally, completeness errors due to incomplete
sequencing aﬀect contiguity, since two rejoins that should have been joined
will not have the necessary overlapping rejoins to indicate that they
should have been joined.
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tion of an organism. Inversions, relocations, and translocations can occur naturally;
determining whether these events have occurred or whether the assembler failed to
correctly join contigs is important for downstream evolutionary analysis.

Figure 1.5: Correctness Error - Repeat Compression
In this image, the true genome has a repetitive ”GAA” sequence. However, the assembler does not
understand how long the repeat should be and overlaps any reads that are from the repeat,
compressing the repeat into a single instance of ”GAA”. Long reads that span the entire
genome could provide information that allows a repetitive region to be sequenced
correctly.

In Figure 1.5, the true genome is represented in the top row. The short reads show
how a repetitive region can be compressed by an assembler if there is no information
available about the length of the repeat. The assembler treats all of the reads as
coming from the same area of the genome, rather than correctly understanding that
the reads are from a repetitive region. This type of correctness error is a repeat
compression. With the advent of third generation sequencing, repetitive regions can
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sometimes be correctly assembled if a third-generation read spans the entire repetitive
region.
A discussion of types of assembly errors is not a discussion of three separate facets
of assembly assessment. Contiguity errors can be discussed in terms of how those
errors are misjoins in relation to the true genome. Some measures of completeness are
related to contiguity. For example, fragmentation of the genome assembly (a measure
of contiguity) is related to fragmentation of the genes [11]. An incorrectly collapsed
heterozygous allele in an assembly contributes to inaccurate contiguity statistics.

1.5

Literature Review
In the last decade, multiple papers have discussed genome assembly assessment.

Many of these papers begin with an assertion that contiguity or N50 speciﬁcally is
not well-correlated with genome correctness or completeness. Alternatives to N50 are
then presented; these alternatives are either meant to supplement or replace N50.
Salzberg et al. discuss comparisons of assemblies and assemblers in their paper.
Their paper presents genome assemblies from many assemblers and discusses which
genome assemblies are better. In their paper, they compare genome assemblies using measures of contiguity like N50 and number of contigs, in addition to a metric
called e-size that they developed. The authors note that genome correctness is not
well-correlated with statistics about contiguity. They also note that N50 can be misleading; in the case of misjoins, contigs are larger than they should be, which inﬂates
the N50 score. To address this issue, Salzberg et al. developed e-size, which measures
13

the size of a contig containing a randomly selected base on the genome assembly. The
paper states that this metric can help answer questions about how many genes are
completely contained in contigs or scaﬀolds rather than fragmented. While e-size is
more robust than N50, e-size is still aﬀected by misjoins. Because it is a continuous
measure rather than a discrete measure, the eﬀect is less noticeable [24].
Meader et al. developed a method of genome assembly assessment that relies
on alignments to genome assemblies of closely related species. In their paper, they
assert that N50 measures the assembler’s ability to combine reads in large seamless
blocks but does not reﬂect ﬁne-scale inaccuracies like substitutions, insertions, or
deletions. While their method is rooted in biology, its requirement of a reference
genome assembly makes it much less useful for those who are assembling genomes of
species without good references [20].
Utturkar et al., in their study of hybrid assembly techniques, write that N50 and
the number of contigs are widely used but do not always correlate with assembly
quality. Instead, they relied on CGAL and REAPR, two tools that will be discussed
later [31].
Seemann et al. use many features for their comparison of animal genome assemblies: nucleic acid conservation of highly conserved protein-coding and ultraconserved
elements (UCs), amino acid homology of universal single-copy orthologs, structure
conservation of housekeeping RNAs, assembly sequence quality, and assembly contiguity. They calculate the Euclidean distance of the ﬁrst three principle components
of each species and human, which they use as a gold standard of assembly [26].
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Hunt et al. developed a tool called REAPR [15] to address their issues with N50.
Notably, their paper states that N50 only indicates contiguity of the genome, not
accuracy, and that it is often boosted by improperly joined contigs. Their approach
is to correct N50 by using data from the reads used in assembly to discover misjoins
and break them apart to produce a more correct assembly with a lower N50. While
this tool performs an important function, its output of a corrected genome assembly
and the number of errors corrected still reﬂects a desire to use contiguity as a measure
of genome assembly quality.
Rahman and Pachter developed a method that computes the likelihood of an
assembly given the reads that were used to create the assembly [23]. They created
a generative model for sequencing that requires an alignment of the reads to the
assembly, which they then use to determine the likelihood of those reads being from
those locations in the assembly according to their model. CGAL provides no explicit
information about gene content or correctness to its users. CGAL does not require
a reference genome assembly, which is helpful for researchers that do not have a
reference genome assembly for their species.
Simão et al. describe N50 as a technical measure that does not reﬂect gene content and developed a tool called BUSCO, which searches for benchmarking universal
single-copy orthologs (BUSCOs) in an assembly. BUSCO measures these orthologs
by counting complete single-copy BUSCOs, fragmented BUSCOs, missing BUSCOs,
and duplicate BUSCOs. The authors of BUSCO note that duplicate BUSCOs may
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represent misassemblies where a heterozygous allele failed to collapse into the assembly properly and was retained as a contig [27].
Gurevich et al. developed a tool for comparing assemblers and assemblies called
QUAST. QUAST works with or without a reference genome assembly and introduces
metrics related to an assembly’s alignment to a reference genome assembly in order to
counter the possibility of an artiﬁcially inﬂated N50. QUAST reports several features
related to contiguity, structural elements, and functional elements and provides the
most information about an assembly when used with an annotated reference genome
assembly. Without a reference genome assembly, QUAST uses gene prediction to
report the number of predicted genes [13].
Thomas and Hahn developed a tool called Referee. While they make no claims
about N50 in their paper, they stress the importance of correct bases in a genome
assembly because those errors aﬀect downstream analysis. Referee uses the quality
information from the reads used in an assembly to determine the likelihood of having
a speciﬁc base at every position in the genome assembly and can correct the genome
assembly if another base is more likely. Referee does not address correctness directly
in terms of misjoins, translocations, or relocations, nor does it report a single metric
to the user (it reports the likelihoods of every base in the genome assembly instead).
However, Referee serves an important function in ensuring that the best base from
all reads that overlap a position is selected [30].
Most of these papers found that contiguity, speciﬁcally N50 alone, was insuﬃcient
as the sole metric of genome assembly quality. These papers provide supplemental
16

metrics, corrective metrics, or entirely alternative metrics to supplement what they
saw as a deﬁcient metric for assessing assembly quality. Of all the alternative methods
of measuring genome assembly quality presented, few of them present information
about all three facets of genome assembly assessment in a clear, concise manner.
Some alternatives provide metrics that still do not provide information about all
facets; other alternatives present so many metrics that gaining a clear understanding
of all three facets of a genome assembly can be diﬃcult. Still other methods use some
sort of gold-standard.

1.6

Summary
This chapter presents an introduction to the terms and ideas discussed, from

basic ideas about how DNA is sequenced to produce reads and how those reads
are assembled into genomes. A literature review discusses ongoing eﬀorts to ﬁnd a
more accurate and reliable way to assess genome assemblies besides reporting about
its contiguity; several of these methods involved creating tools that take corrective
action on problematic assemblies. Overall, these papers consistently report that N50
alone is not an adequate measure of genome assembly quality.
This dissertation focuses on the development of an alternative to N50 and other
metrics driven by supervised machine learning. Chapter 2 describes an exploration
of approximately 800 vertebrate genome assemblies and the development of a new
metric based on those explorations that incorporates an expert’s domain knowledge.
Chapter 3 describes the process of developing an alternative metric driven by super17

vised machine learning and the results of those methods. Chapter 4 discusses the
implications of this research and any limitations of this research. Finally, chapter 5
presents several avenues for future research and the conclusions of this dissertation.
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CHAPTER II
THE DISTANCE TO THE IDEAL GENOME

To explore genome assembly assessment methods with real data, 799 vertebrate
genome assemblies were downloaded from NCBI and assessed with abyss-fac (included
with ABySS v2.0.1)[29] and BUSCO (v3) [27, 33]. Abyss-fac and BUSCO are publicly
available and do not require the reads used to make the assemblies as input (unlike
REAPR and CGAL, for example).
These genome assemblies represent all of the vertebrate genome assemblies that
were available from NCBI in early 2018. Of these, 797 were successfully assessed; the
two that were not assessed failed in the process of running BUSCO. Seven features
were selected and computed to describe each genome assembly. N50, e-size, and
number of contigs were selected for contiguity; percentage of complete single-copy
BUSCOs, percentage of fragmented BUSCOs, and percentage of missing BUSCOs
were selected to describe completeness; and percentage of duplicate BUSCOs was
selected to describe correctness, since duplicate BUSCOs may arise from the failure
of an assembler to correctly assemble heterozygous alleles. A table of these features
and the scripts used in this analysis are available in the GitHub repository located
at https://github.com/adamthrash/dissertation/.
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2.1

Understanding BUSCO Results
As deﬁned in chapter 1, BUSCOs are benchmarking universal single-copy or-

thologs. On the website for the BUSCO tool (https://busco.ezlab.org/), a variety
of databases are available for diﬀerent classiﬁcations of organisms such as Bacteria,
Eukaryota, and Protists. These classiﬁcations are sub-divided further. Organisms
within a particular classiﬁcation should have a single copy of all genes in the database.
For example, the Vertebrata database used in this research contains 2586 genes, all
of which evolved under single-copy control in vertebrates [27].
In a high-quality vertebrate genome, all of these genes should be represented in
a complete single copy; therefore, the percentage of complete single-copy BUSCOs
should be close to 100. A high percentage of complete BUSCOs means that many of
these orthologs are present in the assembly in their entirety and in only one copy. Duplicate BUSCOs are complete BUSCOs that are present in more than one copy, and
fragmented BUSCOs are only partially present. Missing BUSCOs are not present
at all. High-quality genomes should have low percentages of fragmented, missing,
and duplicate BUSCOs, in general. A low-quality genome would have a low percentage of complete single-copy BUSCOs. It could have a high percentage of missing
BUSCOs, fragmented BUSCOs, or duplicate BUSCOs, or its lack of complete singlecopy BUSCOs could be represented equally by missing, fragmented, and duplicate
BUSCOs.
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2.2

Collecting Data
The abyss-fac script takes an assembly as input and outputs contiguity statistics

about the assembly. N50, e-size [24], and the number of contigs were selected as
features describing contiguity from the abyss-fac output. Abyss-fac provides other
outputs as well, but these were not selected due to their similarity to N50 (for example, N20 or N80) or because the information they provided was not deemed useful
enough on its own (size of the assembly, for example, is not useful without a comparison to the true size of the genome).
BUSCO identiﬁes candidate regions in a genome assembly that might encode
BUSCOs using tBLASTn (an aligner that aligns proteins to a nucleotide database
[10]) and the consensus sequences of each relevant BUSCO. Using Augustus [17],
genes are predicted from the candidate regions. Tools from HMMER [8] are used
to determine whether the region encodes a BUSCO or not. Genes must exceed
thresholds both for alignment score and alignment length to be considered BUSCOs.
BUSCOs are then classiﬁed as complete (single or duplicated), fragmented, or missing [27]. All of these classiﬁcations are used as features. The percentage of complete
single-copy BUSCOs, percentage of fragmented BUSCOs, and percentage of missing
BUSCOs are used to describe completeness. Duplicated BUSCOs are probably misassemblies (speciﬁcally, heterozygous alleles that were not collapsed correctly), and
the percentage of duplicate BUSCOs was used to describe correctness [27, 33]
Generating the features is not a computationally cheap process. With four CPUs
and eight gigabytes of memory available, BUSCO takes 29 hours to analyze a human
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genome assembly [27]. In comparison, abyss-fac takes only a few minutes. Abyss-fac
and BUSCO were run on the Talon supercomputing cluster1 available through the
High Performance Computing Collaboratory at Mississippi State University in order
to eﬃciently distribute the workload.

2.3

Feature Correlation
Correlation testing using Spearman’s rank-order correlation was performed to

validate the claims that measures of contiguity and measures of completeness are
not well-correlated. Statistically insigniﬁcant correlations (p > 0.05) were removed
and correlations among the same facet (contiguity/contiguity, for example) were also
removed. The resulting image (Figure 2.1) shows the correlations discovered, the
direction of the correlation, and the strength of the correlation.
Some of the features of contiguity appeared to be moderately correlated with features of completeness, while others were less strongly correlated. The percentage of
fragmented BUSCOs has a moderate correlation to the three features of contiguity
in the comparison. This relationship can be explained by considering the the relationship between contiguity and fragmented BUSCOs — as the number of contigs
decreases, any BUSCOs that might be fragmented across contigs are instead now
joined. Some relationship between contiguity and fragmented genes is expected and
therefore not surprising when fully considered [11].
1

Talon is a 3072 core cluster composed of 256 IBM iDataPlex nodes, each with two six-core Intel
Westmere processors (2.8GHz) and 24 GB of memory. Each of the nodes are diskless. The system
uses Voltaire quad data-rate InﬁniBand (40Gb/s)
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Figure 2.1: Correlation of contiguity and completeness/correctness
Fragmented BUSCOs have the highest correlation with any feature of contiguity, especially the
number of contigs. As the genome assembly becomes less fragmented, so too do the genes in
the genome assembly.

The percentage of complete single-copy BUSCOs was somewhat correlated with
measures of contiguity. In order to explain this correlation, N50 and the percentage
of complete single-copy BUSCOs were plotted against each other. N50 was selected
because it is the metric that the authors of the reviewed papers critiqued. The initial
plot had two outliers with N50 > 2e8 that heavily aﬀected the scale of the plot; these
outliers were dropped for the sake of a clearer visualization as seen in Figure 2.2.
Deciphering a relationship between N50 and the percentage of complete singlecopy BUSCOs is diﬃcult based on the information provided in this plot. There are
many genome assemblies with high completeness plotted for a large range of N50
values from high to low. There are also many genome assemblies with low N50 that
have a percentage of complete single-copy BUSCOs ranging from 0 - 100.
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Figure 2.2: N50 vs Percentage of Complete Single-Copy BUSCOs
Given a low enough N50, making a prediction about the percentage of complete single-copy BUSCOs
becomes diﬃcult, and given a high enough percentage of complete single-copy BUSCOs, making
a prediction about N50 becomes diﬃcult.

In other words, given a low N50, no prediction about the percentage of complete
single-copy BUSCOs can be made. Given a high N50, a high percentage of complete
single-copy BUSCOs seems more likely but is not guaranteed. The inverse is also true
— given a low percentage of complete single-copy BUSCOs, the N50 is likely to also
be low. Given a high percentage of complete single-copy BUSCOs, N50 can range
from 0 to 2e8. The quality of the genome assemblies uploaded to NCBI becomes
apparent as well, since there are many genome assemblies with N50 < 2.5e7 and
percentage of complete single-copy BUSCOs > 75.
The correlations of percentage of missing BUSCOs with N50 and the percentage
of complete single-copy BUSCOs with N50 are similar, although the correlation is a
negative correlation for the percentage of missing BUSCOs. While this relationship
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to N50 was plotted, the plot was roughly similar to the plot in Figure 2.2 after an
inversion along the y-axis and thus is not presented. This result is expected; in most
cases, when the percentage of complete single-copy BUSCOs increases, the percentage of missing single-copy BUSCOs decreases (Spearman’s ρ = −0.891). Duplicate
BUSCOs were not well correlated with any measure of contiguity.

2.4

Encoding Expert Knowledge for Assembly Assessment
A primary goal of this research is to relate a metric of genome assembly quality

assessment to all three Cs. In an attempt to make genome assembly quality assessment quick and simple and to report results that are easy to understand, a metric
was developed using information from the vertebrate data set. The number of contigs was selected to present contiguity for two reasons. First, it has a slightly better
correlation to the BUSCO features as shown in Figure 2.1. Second, the number of
contigs has a roughly known target in many vertebrate species. The red king crab
(Paralithodes camtschaticus) has the maximum number of chromosomes in animals
at 208 chromosomes. This number can represent an upper bound on the number of
desired contigs in an assembly if the number of contigs in a species is unknown and
there is not closely related species which can be used as a reference.
In order to select representative features of completeness from BUSCO, the correlation between BUSCO’s features was calculated and plotted as shown in Figure 2.3.
The percentage of complete single-copy BUSCOs was selected to represent completeness. Both the percentage of fragmented single-copy BUSCOs and the percentage of
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missing single-copy BUSCOs are strongly correlated with the percentage of complete
single-copy BUSCOs; therefore, the percentage of complete single-copy BUSCOs was
selected to represent all three features.
The percentage of duplicate BUSCOs was not well-correlated with any other
BUSCO features (Spearman’s ρ = −0.009, p = 0.808 for correlation with percentage of complete single-copy BUSCOs) or any features representing contiguity (see
Figure 2.1) . It was selected as the representative of correctness.

Figure 2.3: Correlation of BUSCO statistics
The percentage of duplicate BUSCOs is not signiﬁcantly and strongly correlated with any other
feature from BUSCO. The percentage of complete single-copy BUSCOs is strongly correlated
with the percentage of missing BUSCOs and the percentage of fragmented BUSCOs.

The metric computed involves a determination of an “ideal” genome assembly for
the particular assembly in question. In this deﬁnition of an ideal genome assembly,
all or nearly all single-copy BUSCOs are captured completely, duplicate BUSCOs are
low or non-existent, and the number of contigs is equal to the expected number in
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the species or a closely related species. These three features allow the computation of
a Euclidean distance from the current genome assembly to the ideal genome assembly. This metric does assume that a researcher has some knowledge of the expected
number of chromosomes. Equation 2.1 shows how this metric is computed, where
ic is the ideal percentage of complete single-copy BUSCOs, bc is the percentage of
complete single-copy BUSCOs reported by BUSCO, id is the the ideal percentage of
duplicate BUSCOs, bd is the percentage of duplicate BUSCOs reported by BUSCO,
nc is the number of chromosomes, and n is the number of contigs. The comparison
between number of contigs versus number of chromosomes is converted to a percent,
since the number of contigs can be very high. By converting the relationship between
number of chromosomes and number of contigs to a percent, all three comparisons
are on a similar scale, and the number of contigs does not dominate the other two
features that have a maximum value of 100.

√

di =

(ic − bc )2 + (id − bd )2 + (100 − (

nc
) ∗ 100)2
n

(2.1)

With the presented distance metric, genome researchers encode their domain
knowledge into the formulation of an ideal genome assembly. If they have some
knowledge that their species’ genome has a high percentage of duplicated genes due
to a genome duplication event, for example, they can encode this knowledge into
their ideal genome assembly. In this way, the metric encodes human subject expert
knowledge and is a comparison to an ideal version of itself rather than to another
species’ genome assembly. High quality genome assemblies have a distance of zero or
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close to zero, and high distances represent genome assemblies with a ﬂaw in one or
more of the facets. Additionally, this metric is extensible; new terms can be added
to the equation so long as those terms have an easily determined ideal number. For
example, CGAL’s likelihood scores could be added to this distance metric, while
determining an ideal N50 might be problematic.
A second important feature of the distance metric is its output. Only a single
number that takes all three facets of genome assembly assessment into account is
reported. Rather than needing to report multiple sets of metrics, only one number is
needed to give a general idea of the quality of a genome assembly, and that number
can be broken down its components if more detail is required.

2.5

Results
In Table 2.1, the distances were computed to the ideal genome assembly for a

subset of genome assemblies from the vertebrate dataset. In each case, the number
of desired chromosomes was taken from the Animal Genome Size Database [12].
Not all of the genome assemblies in this database reported number of chromosomes,
but the distance metric was calculated for the 316 of the 797 genome assemblies
that were in the vertebrate dataset and in the Animal Genome Size Database. The
ideal percentage of complete single-copy BUSCOs was set to 100%, and the ideal
percentage of duplicate BUSCOs was set to 0%. However, these distances inherently
reﬂect the bias of the author in how the ideal genome assembly for each of these
assemblies should be represented. Additionally, these distances are presented as an
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example of the types of features one might expect to see associated with particular
distances, rather than any attempt to assign a ranking to these genome assemblies.

Table 2.1: The top 5 genome assemblies with the smallest distance, 10 randomly
selected genome assemblies, and the bottom 5 genome assemblies with the largest
distance. Duplicate species in the table represent various genome assemblies uploaded
to NCBI.
Species

N50 num contigs complete

duplicate

distance

O. latipes

3.12e7

24

95.70

1.00

4.41

O. latipes

3.28e7

24

94.50

1.00

5.59

O. latipes

2.89e7

24

92.00

1.10

8.08

1.336e8

21

89.90

1.00

10.15

H. sapiens

1.50e8

24

90.00

1.10

10.89

S. quinqueradiata

5.61e6

384

95.90

1.00

93.84

H. sapiens

3.09e7

2416

93.50

1.40

99.27

M. caroli

1.11e8

3162

93.50

1.80

99.60

E. asinus

1.50e7

9021

95.60

0.60

99.76

H. sapiens

1.42e8

6505

92.00

1.20

99.97

M. musculus

6.37e6

9129

93.30

1.60

100.02

H. sapiens

5.55e6

10430

92.80

1.40

100.05

D. rotundus

2.62e7

29800

94.30

0.90

100.12

H. sapiens

1.96e5

858918

86.10

1.30

100.97

M. fascicularis
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Table 2.1 continued:
O. aries

4.38e7

1217

38.10

0.30

115.73

H. sapiens

1.61e7

43100

11.40

79.70

155.54

H. sapiens

1.81e7

47409

11.10

80.00

155.86

A. jubatus

4.84e7

6438

8.70

85.90

160.17

S. alpinus

4.14e7

10

29.40

1.70

308.20

X. hellerii

2.79e7

4

18.50

0.70

506.60

The N50 values alone might suggest that some of the H. sapiens assemblies are
the best (N50s = 1.50e8 and 1.42e8), but even comparing these two N50s, the distances are 10.89 and 99.9 respectively. Upon investigation, the more distant assembly
has 6,505 contigs, while the less distant assembly has only 24. Both genome assemblies have similiar statistics reported by BUSCO, which indicates that N50 is less
informative than other measures of contiguity.

2.6

Summary
The relationship between the percentage of complete BUSCOs and measures of

contiguity shows that measures of contiguity are not reliable as the sole measure of
genome assembly assessment. Additional metrics can be added, but these measures
may not be simple to obtain or may require a reference that does not exist for the
species in question. To solve these problems, a new metric, the distance to the ideal
genome, was developed. An important feature of the distance metric is its incorpo30

ration of human subject matter expert knowledge. Incorporating the knowledge of
many researchers into a single method motivates the research presented in the next
chapter. The reported distance is only a single feature, which can be used more
easily to compare many genomes, in comparison to using many features and having
to compare all of them.
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CHAPTER III
A MACHINE LEARNING APPROACH

Assessing genome assembly is not a simple task, given that multiple tools present
multiple features. A person working on genome assembly must have some ﬂuency
with each of these tools and their outputs in addition to the nature of the genome
being assembled. Knowing what types of output to expect allows a user to utilize the
distance metric presented in the previous chapter, but that knowledge is sometimes
diﬃcult to guarantee.
This research began with a desire to incorporate the knowledge of human subject
matter experts into genome assembly assessment. After exploring the data and determining how the features provided by abyss-fac and BUSCO are related, a study
was planned to solicit feedback from human subject matter experts, which would
then be used with supervised machine learning techniques to assess genome assembly
quality. The same assemblies and features from the previous chapter were used. The
assemblies were assessed by invited human subject matter experts using the features
from abyss-fac and BUSCO. These rankings and the features were used as input to
a variety of machine learning algorithms for classiﬁcation and regression, which were
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then compared. The process is illustrated in Figure 3.1. The ﬁnal step was to create
a tool to use stored models to label unknown genome assemblies.

3.1

A Brief Review of Machine Learning
The basic drive behind machine learning is to use an algorithm of some sort

to extract information from some dataset and to represent it in such a way that
predictions can be made about data from the same dataset. In this way, machine
learning learns about the implicit structure of a dataset [21]. Rather than manually
creating this predictive model, the use of machine learning can allow a researcher
to collect data, label it with expected outcomes, and let the algorithm build the
model without user intervention. This type of learning is called supervised learning;
a training set containing pairs of input features and desired output is provided to the
algorithm, and a later set of testing data that the model has not previously trained
with is used to assess the accuracy of the model [28]. Supervised learning was used
in this dissertation, with the hope that the genome assembly assessment knowledge
of human subject matter experts can be modeled using machine learning.
Two types of supervised machine learning are used in this research. Classiﬁcation
is used to predict a class for each set of features, while regression is used to predict
a continuous variable. Two examples are to provided to illustrate the diﬀerences
between the two types of supervised machine learning [22].
RandomForestClassiﬁer is an example of a classiﬁer from the Scikit-learn framework used in this research. This algorithm classiﬁes a sample by building many
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Figure 3.1: Model-building Process
Genome assemblies are assessed with abyss-fac and BUSCO to generate features. A script collects
their output into a single ﬁle containing all features. A variety of models for classiﬁcation and
regression are used tested to see which model scores highest, and that model is saved.
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decision trees; each decision tree uses a subset of the data and a subset of the features in order to make its prediction. The predictions of the decision trees are then
combined in order to generate a prediction from the random forest. Here, each tree
outputs some class from 1 - 10 with some probability for each class. In Scikit-learn,
these probabilities are averaged and used to make the prediction from the random
forest. For example, if class 1 is the most probable classiﬁcation from all trees, then
the random forest is likely to predict class 1 [22].
KNeighborsRegressor is an example regressor from Scikit-learn. Regression using
nearest neighbors predicts a continuous value based on the mean of the values of the
neighbors; for KNeighborsRegressor, a number k is provided by the user and used to
determine how many neighbors of a sample should be considered. Unless otherwise
speciﬁed, each neighbor is given the same consideration, though giving more distant
neighbors less weight in the consideration is possible. Regressors predict continuous
values, so the prediction of a regressor in this research is not required to be an integer
from 1 - 10. Instead, the output can fall between the integers from 1 - 10, such that
a prediction might be a value like 2.7 [22].

3.2

Collecting Expert Feedback
Because a primary goal of this research was to integrate the knowledge of subject

matter experts through machine learning, ensuring that people can easily rank the
assemblies was important to avoid biasing the experts and to encourage experts to
submit responses. A website that provides a random selection of genome assemblies
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for ranking was created and used to gather feedback from invited human subject
matter experts. This website was created using a Python Flask app. Invited experts
were provided a selection of ten genome assemblies at a time and their features as a
table along with a blank space in each row for the score. Using these features, they
were asked to rank the displayed genome assemblies from 1-10, where 1 indicates
the best assembly and 10 indicates the worst assembly. Additionally, experts could
indicate that they had some special knowledge about an assembly, which would give
more weight to their ranking for that genome assembly by adding their ranking
multiple times based on their reported knowledge. Whenever a ranker submitted a
set of rankings, the set of genome assemblies was sampled randomly with replacement,
and ten more genome assemblies were displayed for ranking. A screenshot from this
web application is provided in Figure 3.2. Below the rankings table, users were
provided deﬁnitions for the features shown in the table. Besides deﬁnitions and
instructions on how to use the web application, very little guidance was provided to
invited experts so as not to bias their method of ranking genome assemblies.
Originally, additional methods for collecting human subject matter expert feedback were considered. These plans included calling for participation at the annual
meeting of the Midsouth Computational Biology & Bioinformatics Society as well as
asking an online bioinformatics forum to participate. Neither of these methods were
successful; no one responded to the call for participation, and the moderators of the
online community believed that such requests for participation would be viewed as
spam if posted by someone who was not regularly active in the community.
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Figure 3.2: Web application for collecting feedback
A species name and the features are provided, and users are asked to rank the assemblies from 1
to 10. Table rows can be ordered by dragging. Deﬁnitions of the features are also provided,
though they were not captured in the screenshot since the interface of the web application
is being discussed rather than those deﬁnitions.

The method of how genome assemblies should be labeled by experts evolved over
time as well. The ﬁrst discussions centered around rating all genome assemblies
from 1-10. For example, the expert would be provided with a few random genome
assemblies with ratings as a scale and asked to rate 10 genome assemblies at a time
based on the examples. Determining how the scale moved from 1 to 10 was not a
simple task; for example, the randomly provided reference genome assemblies might
all have ratings of 1, 2, or 3, and in this case, understanding the scale of genomes
that should be rated 4-10 was diﬃcult. Early user feedback and personal experience
provided insights that suggested the scaling from 1-10 was poorly deﬁned, and thus
rating genome assemblies would be diﬃcult and time-consuming.
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To account for these diﬃculties, the web application instead asks the experts to
rank 10 genome assemblies against each other. Ranking eliminates the issue with
considering what class a genome assembly might belong to when no examples of that
rating are presented; instead, all of the information needed by the expert is presented
on the screen at the same time. There are still problems with using rankings; if an expert is only presented “good” genome assemblies, then an expert must rank a “good”
genome as a 10, the worst possible ranking. It was therefore necessary to ensure that
all genome assemblies are ranked multiple times, such that multiple rankings even
out any outlying ranking issues. For this reason, sampling with replacement was
selected as the method of presenting genome assemblies.
Ten experts were chosen by the author and the author’s major professor (including
the author and the author’s major professor). These experts were people who work
with genome assembly regularly enough to be familiar with the biological aspects of
assembly as well as some of the computational aspects. Expert ranking happened in
two rounds. The ﬁrst round involved seven experts, and the invitations were sent on
April 9, 2019 with a notice that the rankings web application would be shut down
on April 30, 2019. When the amount of data collected in this period was insuﬃcient,
additional experts were invited, and the web application remained open until May
22, 2019 while this second group of experts evaluated genome assemblies; in addition
to the three experts invited in the second round, some experts invited in the ﬁrst
round participated in the second round. Some experts did not respond. Summary
statistics were computed using the number of genome assemblies ranked by experts
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that did respond and are reported in Table 3.1. One expert reported ﬁlling in the
response form using a reverse scale (10 as the best and 1 as the worst), and those
rankings had to be reversed.

Table 3.1: Summary statistics for number of expert rankings from all experts that
responded
min

mean

max

10

411.71

769

Because genome assemblies were sampled from the dataset with replacement,
experts encountered genome assemblies multiple times. The number of times each
genome assembly was ranked was graphed in Figure 3.3 to better understand how
many times each genome assembly was ranked. Each genome needed to be ranked
by multiple experts in order to accumulate enough data to account for any unusual
rankings. For example, in the case in which all ten genomes presented to a ranker are
very good, then one of those very good genomes must be ranked as a 10, indicating
that it is very bad. Multiple rankings would even out these anomalies.
Summary statistics of the number of rankings per genome assembly are reported
in Table 3.2. Approximately 90 genome assemblies were ranked 10 times, and 50% of
the genome assemblies were ranked between 8 and 14 times. In addition to the data
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provided by experts, the web application can be used in future work and enhanced
to make the ranking process easier for users (discussed in Chapter 4).

Figure 3.3: Bar chart of the number of rankings per species
In this bar chart, approximately 90 genome assemblies were ranked 10 times, and 50% of the
genomes were ranked between 8 and 14 times (per Table 3.2).

User responses were examined by computing Spearman’s correlation for the features and for the mean of the ranks they assigned to each species. These correlations
were plotted in Figure 3.4. The strongest correlations were with the percentage of
complete single-copy BUSCOs and the percentage of missing single-copy BUSCOs.
For all rankers, the percentage of complete single-copy BUSCOs had the strongest
correlation with the ranks they assigned. Only one user’s rankers had any correlation
with the percentage of duplicate BUSCOs, and that correlation was low.
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Table 3.2: Summary statistics for number of rankings across all genome assemblies
min

q1

median

2.00 8.00

11.00

mean

q3

max

12.70 14.00 51.00

Figure 3.4: Correlations for each ranker with the mean of their rankings
The percentage of complete single-copy BUSCOs had the highest correlations with user rankings.
The percentage of duplicate BUSCOs was only signiﬁcantly correlated with one user’s rankings.
The percentages of missing and fragmented BUSCOS had a moderate to strong correlation
with most users’ rankings. Measures of contiguity had moderately strong correlations
with the users rankings, in general.
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The mean of the ranks were compared to each feature by rounding the rank to
the nearest integer and treating it as a categorical variable for comparison with the
summary statistics of the features as shown in Figure 3.5. In this image, two points
were removed with N50 > 5e8 for the sake of the scale of the image. Summary
statistics are reported in Tables 3.3.
In the tables presented in this chapter, summary statistics are used to present
information about how much data within a category varies. The “min” in a table
is the minimum value in a category. “Q1” is the marks the lower boundary of the
interquartile range, and “Q3” marks the upper boundary. 50% of the data is contained
in this range. The median is the middle value in the dataset, if the dataset were
sorted, and the mean is simply the average of all values in the dataset. “Max” is the
maximum value in a set of data.
The seven plots shown in Figure 3.5 illustrate the summary statistics of each
feature in comparison to the ranks of the genomes with those features using box-andwhisker plots, also called boxplots. In these boxplots, the top of the box represents
Q3, and the bottom of the box represents Q1. The line in the middle is the median.
The “whiskers” of the boxplot extend to the largest value that is not further than 1.5
× the interquartile range from either Q1 for the lower whisker or Q3 for the upper
whisker. The individually plotted points are outliers that were outside this range.
Figure 3.5 shows how the summary statistics vary for the genome assemblies
assigned to each rank. These images present largely the same information as Table
3.3; however, getting a general understanding of the patterns within the data is much
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easier using these images than using the tables. The tables present more detailed
numeric information.

Table 3.3: Summary statistics for features by rank
rank feature

min

q1

median

mean

q3

max

1 N50

3.32e+06 9.13e+06

3.07e+07

4.21e+07

8.32e+07

1.17e+08

2 N50

3.88e+05 3.9e+06

1.57e+07

3.13e+07

3.43e+07

1.39e+08

3 N50

3.11e+05 2.46e+06

9.27e+06

3.24e+07

4.52e+07

1.5e+08

4 N50

2.51e+05 2.61e+06

8.42e+06

2.78e+07

2.88e+07

1.49e+08

5 N50

4.57e+04 1.95e+06

8.08e+06

3.81e+07

3.04e+07

5.15e+08

6 N50

5.01e+04 4.62e+05

3.94e+06

2.52e+07

2.66e+07

1.42e+08

7 N50

1.86e+04 5.3e+04

1.47e+05

8.24e+06

1.05e+06

1.3e+08

8 N50

3.18e+03 1.54e+04

3.48e+04

6.77e+06

2.57e+05

1.29e+08

9 N50

1.04e+03 4.48e+03

7.63e+03

5.13e+06

4.24e+05

1.35e+08

10 N50

5.59e+02 2.97e+03

7.36e+05

4.18e+07

1.68e+07

1.22e+09

1 esize

3.79e+06 1.08e+07

2.99e+07

4.42e+07

8.58e+07

1.21e+08

2 esize

5.37e+05 4.97e+06

1.89e+07

3.4e+07

3.55e+07

1.47e+08

3 esize

4.02e+05 3.09e+06

1.23e+07

3.39e+07

4.29e+07

1.47e+08

4 esize

3.02e+05 3.31e+06

1.08e+07

2.96e+07

3.42e+07

1.46e+08

5 esize

7e+04

2.71e+06

1.04e+07

3.85e+07

3.58e+07

4.55e+08

6 esize

6.68e+04 7.48e+05

5.78e+06

2.65e+07

2.82e+07

1.42e+08

7 esize

2.59e+04 7.15e+04

2.7e+05

8.72e+06

2.1e+06

1.32e+08
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Table 3.3 continued:
8 esize

4.3e+03

9 esize
10 esize

2e+04

6.26e+04

6.77e+06

4.91e+05

1.22e+08

1.43e+03 6.25e+03

1.06e+04

5.85e+06

7.96e+05

1.35e+08

6.45e+02 4.72e+03

6.38e+05

3.84e+07

2.18e+07

1.03e+09

1 num contigs 6.7e+01

3.24e+02

1.48e+03

1.88e+03

2.88e+03

5.4e+03

2 num contigs 2.4e+01

2.23e+03

4.25e+03

1.27e+04

9.1e+03

3.04e+05

3 num contigs 3.4e+01

3.17e+03

6.85e+03

3.37e+04

1.9e+04

8.29e+05

4 num contigs 2.2e+01

3.13e+03

1.05e+04

3.96e+04

3.66e+04

3.92e+05

5 num contigs 2.4e+01

6.87e+03

1.65e+04

6.45e+04

5.26e+04

1.06e+06

6 num contigs 2.1e+01

9.26e+03

2.26e+04

5.82e+04

5.23e+04

7.96e+05

7 num contigs 4e+00

3.5e+04

5.47e+04

1.07e+05

1.02e+05

8.59e+05

8 num contigs 1e+01

5.35e+04

9.11e+04

1.59e+05

1.93e+05

1.54e+06

9 num contigs 1e+00

5.51e+04

1.19e+05

2.59e+05

2.22e+05

3.09e+06

10 num contigs 2e+00

5.05e+03

4.75e+04

4.13e+05

4.73e+05

3.23e+06

1 complete

94.5

96.8

97.3

97.1

97.8

98.3

2 complete

92.6

94.9

96

95.8

96.7

98.1

3 complete

92.4

93.6

94.3

94.4

95.3

97.4

4 complete

90.7

92.5

93.1

93.2

93.7

96.6

5 complete

84.4

90.8

91.6

91.4

92.5

94.1

6 complete

55.5

86.9

89.1

88.1

90.3

93.4

7 complete

18.5

77.3

82.4

80.4

86.3

91.3
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Table 3.3 continued:
8 complete

20.6

52.3

62.8

60.6

70.8

82.5

9 complete

0.3

25.6

39.2

34.7

46.3

68.7

0

3

10.2

9.95

11.9

36.9

1 fragmented

0.6

0.9

1.05

1.22

1.42

2.6

2 fragmented

0.9

1.5

2

1.95

2.32

3.3

3 fragmented

1.1

2.2

2.7

2.64

3.1

4.7

4 fragmented

1.4

2.65

3.1

3.12

3.6

5

5 fragmented

1.8

3.2

3.9

4.08

4.8

7.5

6 fragmented

1.3

4.4

5.5

5.84

7

13.8

7 fragmented

1.2

8

11.8

11.5

15.4

23

8 fragmented

1

15

21.3

21.4

28.2

48.8

9 fragmented

0.1

8.03

34.6

26.6

38.6

45.6

0

2.1

4.5

12.3

23.6

40.6

1 missing

0.5

0.7

0.9

0.93

1

1.8

2 missing

0.5

0.8

1.3

1.37

1.7

3.2

3 missing

0.5

1.3

1.9

1.82

2.2

4.3

4 missing

0.8

1.9

2.4

2.41

2.9

6.2

5 missing

0.9

2.5

2.9

2.94

3.25

6.9

6 missing

0.8

2.7

3.4

3.59

4.1

9.2

7 missing

1.2

3.3

4.3

5.91

5.9

79

10 complete

10 fragmented
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Table 3.3 continued:
8 missing

0.7

6

10.7

12.4

15.3

64.9

9 missing

1.3

10.4

20

26.2

28.2

99.4

3

5.1

57.1

52.4

94.4

100

1 duplicate

0.3

0.4

0.55

0.745

1.1

1.6

2 duplicate

0.2

0.4

0.7

0.877

1.2

2.6

3 duplicate

0.2

0.7

1

1.09

1.4

3.6

4 duplicate

0.2

0.7

1.2

1.31

1.7

3.1

5 duplicate

0.2

1

1.4

1.6

1.8

5.2

6 duplicate

0.5

1.1

1.5

2.45

2.3

31.2

7 duplicate

0.2

0.6

1

2.15

1.5

33.6

8 duplicate

0.1

0.5

0.8

5.61

1.6

77.7

9 duplicate

0

0.375

0.7

12.5

1.12

79.5

10 duplicate

0

0

0.2

25.3

78.9

85.9

10 missing

For example, in Figure 3.5, reading the minimum value of N50s for rank 1 is not
easy. However, Table 3.3 shows that the minimum value is 3.32e6. This kind of ﬁne
detail is much easier to learn by reading the table. In contrast, quickly comparing
the interquartile ranges of each rank would not be possible; the diﬀerence between
Q3 and Q1 would need to be computed for each row in the table, and even then,
mentally visualizing such large numbers is not as simple as viewing the image.
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Figure 3.5: Boxplots of summary statistics for each rank
In this set of plots, the summary statistics are shown for each rank in order to determine what
types of genome assemblies were in which ranks. For example, genome assemblies assigned
to rank 1 have a variety of N50s and e-sizes, a low number of contigs, a high percentage
of complete single-copy BUSCOs, and low percentages of fragmented, missing, and
duplicate BUSCOs.
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Some clear patterns are visible — e-size and N50 are almost exactly the same,
and the percentage of complete single-copy BUSCOs has a clear trend. The highest
scoring genome assemblies (rank 1) have a low number of contigs, a high percentage
of complete single-copy BUSCOs, and low percentages of fragmented, missing, and
duplicated single-copy BUSCOs. The interquartile ranges of N50 and e-size for the
highest scoring genome assemblies is the largest when compared to other ranks.

3.3

Model Selection and Comparison
The Scikit-learn framework provided implementations of the machine learning

algorithms that were used in this research, as well as providing utility functions for
transforming and manipulating the data into the appropriate formats and running
cross validation. The Scikit-learn website also provided guidance on determining
which algorithm is most suitable given a type of data [22].
In exploratory research on a much smaller dataset (39 samples) with feedback
from only the author for ratings, a multilayer perceptron classiﬁer was used with
some success to perform leave-ﬁve-out cross-validation on the dataset. α-values of
1 × 10−10 , 1 × 10−5 , 1 × 10−3 , 1 × 10−2 , and 1 × 10−1 were tested. For all α < 1 × 10−2 ,
the rate of successful classiﬁcation was approximately 65%. For α ≥ 1 × 10−2 , the
rate of success was approximately 99%. This test was repeated 500 times to account
for any variance due to the randomness of data selection.
Scikit-learn’s recommendations were followed in selecting models for supervised
machine learning; ﬁrst, more than 50 samples are needed. Otherwise, more data
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is recommended. Next, the programmer must decide whether he or she wants to
predict a category or predict a quantity. In the case of this research, classiﬁcation
and regression were both attempted, but classifcation was attempted ﬁrst. In light
of the results from initial testing results, multilayer perceptron classiﬁcation and
regression were also attempted.
When classifying data, Scikit-learn recommends using LinearSVC if the user has
fewer than 100,000 samples. If LinearSVC does not work, the programmer chooses
NaiveBayes if classifying text data and KNeighborsClassiﬁer if not. Since the data
is numeric, KNeighborsClassiﬁer was tested. Finally if KNeighborsClassiﬁer is “not
working,” the user is directed to SVC and ensemble classiﬁers like RandomForestRegressor. Linear SVC, KNeighborsClassiﬁer / RadiusNeighborsClassiﬁer, SVC, and
RandomForestClassiﬁer were all tested in this research based on the recommendations of Scikit-learn. Each of these classiﬁers needed a discrete value for the labels.
The labels from the experts’ rankings were a list of ranks for each assembly; therefore,
some method of converting these lists to a single number for each genome assembly
was needed. The rounded mean, the mode, and the median were all used in testing
to determine which made the best set of labels for the data.
Regression was attempted as well, following the same guide. The regression guide
ﬁrst asks if there are fewer than 100,000 samples. If so, then the user must determine
whether few features are important or whether many features are important. The
number of important features was not known, so both branches were explored. If few
features are important, then Scikit-learn suggests using Lasso and ElasticNet. If many
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features are important, then Scikit-learn suggests using RidgeRegression or SVR with
a linear kernel. If neither of those work, then SVR with a radial basis function kernel
and ensemble regressors are suggested. The algorithms tested were Lasso, ElasticNet,
LinearSVR, SVR, RandomForestRegressor, and MLPRegressor. The labels used for
regression were the means of the rankings assigned to each genome assembly by the
experts.
The rankings data from the web application were split into features and labels.
To get a sense of how selected models performed, they were trained and tested using
20-fold cross validation. Models in scikit-learn have a method for evaluating how
successful they were “in solving the problem they were designed to solve” [22], where
higher values are always better. This score is used to compare models. For all of the
classiﬁers tested, this score is the mean accuracy on the given test data and labels.
For all of the regressors tested, this score is the coeﬃcient of determination R2 of the
prediction.
These scores from the cross validation were collected and summarized. The results of the comparison between classiﬁers and regressors to predict genome assembly
rankings using the rankings of experts are presented below in Figure 3.6 and Tables
3.4 and 3.5. Figure 3.6 plots the summary statistics of the scores of the regressors
and the classiﬁers (using mean, median, and mode to translate a list of rankings to a
single value). Among the classiﬁers, using the rounded mean of the expert rankings
produced the highest scores; therefore, the rounded mean was used in any further explorations of classiﬁcation. However, regardless of the choice of classiﬁer or method of
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converting the expert rankings to a single number, classiﬁcation was not as successful
as regression.
Regressors can be divided into two groups — linear models and non-linear models.
In this tested, non-linear models performed better than the linear models. The
summary statistics presented in tables 3.4 and 3.5 show that most classiﬁers had a
maximum score below 0.7 and a mean below 0.5. In contrast, the worst regressor had
a mean score of 0.74. RandomForestRegressor, SVR (rbf), and MLPRegressor stand
out among the regressors. The outliers of MLPRegressor indicate a higher variability
than RandomForestRegressor.

Figure 3.6: Boxplot of the scores of the models
Classiﬁcation using the rounded mean of the rankings performed better than using the mode or
the median of the rankings, and regression performed better than classiﬁcation. Among the
regressors, non-linear regressors had higher scores.

51

Table 3.4: Summary statistics for regressors
model

min

q1

median

ElasticNet

0.65 0.72

Lasso

q3

max

0.75

0.75 0.76

0.87

0.65 0.72

0.75

0.75 0.76

0.87

LinearSVR

0.65 0.72

0.74

0.74 0.76

0.87

MLPRegressor

0.60 0.94

0.95

0.93 0.96

0.98

RandomForestRegressor 0.93 0.95

0.95

0.95 0.96

0.97

SVR (rbf)

0.94

0.93 0.95

0.96

0.84 0.93

mean

For both classiﬁers and regressors, following Scikit-learn’s suggestions meant using
models that may not be suited to the data. By learning which models were not
suited to the data and which were more suited to the data, some characteristics of
the data can be inferred. Non-linear models had higher scores for both classiﬁers and
regressors. One branch point for selecting an appropriate regressor was determining
whether few features were important (Lasso or ElasticNet) or whether more than
a few features were important (LinearSVR, SVR (rbf), RandomForestRegressor).
The higher scores of models associated with the chain ending in SVR (rbf) and
RandomForestRegressor indicate that more than a few of the features were important
for assigning a rank to a genome assembly.
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Table 3.5: Summary statistics for classiﬁers
model

method

min

q1

median

KNeighborsClassiﬁer

mean

0.28 0.38

KNeighborsClassiﬁer

median

KNeighborsClassiﬁer

q3

max

0.45

0.45 0.50

0.71

0.32 0.39

0.48

0.46 0.52

0.61

mode

0.26 0.31

0.36

0.36 0.39

0.45

LinearSVC

mean

0.24 0.39

0.43

0.41 0.46

0.54

LinearSVC

median

0.29 0.37

0.42

0.40 0.44

0.48

LinearSVC

mode

0.21 0.31

0.35

0.36 0.40

0.47

MLPClassiﬁer

mean

0.41 0.53

0.58

0.58 0.63

0.67

MLPClassiﬁer

median

0.42 0.50

0.57

0.56 0.61

0.68

MLPClassiﬁer

mode

0.28 0.35

0.40

0.39 0.42

0.46

RadiusNeighborsClassiﬁer

mean

0.26 0.38

0.42

0.42 0.46

0.59

RadiusNeighborsClassiﬁer

median

0.34 0.40

0.42

0.43 0.46

0.54

RadiusNeighborsClassiﬁer

mode

0.24 0.31

0.35

0.33 0.36

0.40

RandomForestClassiﬁer

mean

0.46 0.51

0.58

0.55 0.61

0.64

RandomForestClassiﬁer

median

0.34 0.48

0.51

0.51 0.56

0.63

RandomForestClassiﬁer

mode

0.27 0.38

0.42

0.42 0.45

0.59

SVC (rbf)

mean

0.36 0.50

0.57

0.55 0.61

0.67

SVC (rbf)

median

0.45 0.50

0.53

0.54 0.58

0.68

SVC (rbf)

mode

0.26 0.37

0.42

0.43 0.49

0.56
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mean

3.3.1

Descriptions of Selected Models

MLPClassiﬁer is a supervised neural network classiﬁer that learns a non-linear
approximator to classify data. MLPClassiﬁer takes the input features and passes
them to one or more hidden layers. These hidden layers transform the outputs of the
previous layer and pass on these transformations to the next layer. The ﬁnal hidden
layer produces an output to label the inputs [22].
LinearSVC and SVC are both support vector machines (SVMs) used for classiﬁcation of multi-class data. LinearSVC is similar to SVC using a linear kernel but uses a
diﬀerent, more ﬂexible library internally. Scikit-learn recommends using LinearSVC
ﬁrst before trying other algorithms. SVMs subset the data to build the decision
function [22].
KNeighborsClassiﬁer and a variant, RadiusNeighborsClassiﬁer, use the classiﬁcations of the neighbors to vote on the classiﬁcation of each point of data. In the case of
KNeighborsClassiﬁer, the k nearest neighbors vote on the classiﬁcation of the point in
question. In the case of RadiusNeighborsClassiﬁer, neighbors within a certain radius
vote instead [22].
RandomForestClassiﬁer is an ensemble method of classiﬁcation that builds randomized decision trees from samples drawn with replacement from the training set.
These trees are all built using a random subset of features. Each tree classiﬁes samples using those features, and in Scikit-learn’s implementation, the outputs of each
tree are combined by averaging the probabilistic predictions of the tree, rather than
determining the most likely output from all trees [22].
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Lasso and ElasticNet are both linear models with additional regularization terms.
MLPRegressor, LinearSVR, SVR, and RandomForestRegressor are the regression
versions of the classiﬁcation algorithms described above [22].
The algorithm suggestions provided by Scikit-learn sometimes had clear reasoning
behind their suggestions; for example, one decision node of the ﬂow charts provides
diﬀerent suggestions based on whether the input data is text data or not. Other
times, the suggestions were not so clear. In other cases, the suggestion was only to
try the next model in the list if the previous model did not work.

3.4

Exploring Classiﬁcation
In order to account for the stark diﬀerences in performance between the classiﬁers

and the regressors, classiﬁcation using the mean of the expert-provided rankings was
explored in more depth. All six classiﬁers were trained on the dataset using 80% of
the data for training and 20% of the data for testing. Correct assignments versus
incorrect assignments were explored for some features.
Three features were examined speciﬁcally — N50, number of contigs, and percentage of complete single-copy BUSCOs. N50 was selected because of its popularity
in reports about genome assembly quality; the number of contigs was selected based
on its use in Chapter 2; and the percentage of complete single-copy BUSCOs was
selected because of its high correlation with the ranks assigned by experts. These
boxplots are shown in Figure 3.7, Figure 3.8, and Figure 3.9. The classiﬁcations were
only run once to avoid having so much data that the plots were cluttered.
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Each of these three ﬁgures plots the summary statistics of correctly assigned
genome assemblies as a boxplot to give a general idea of how genome assemblies
assigned to a particular rank should look. Genome assemblies that were not assigned
to the correct rank were plotted at the correct rank as a red point and given a text
label to show how they were labeled. In Figure 3.7, for example, the left-most red
point in KNeighbors classiﬁer belongs in rank 3 but was labeled in rank 5.
Most of the classiﬁcation errors are the result of ranking a genome assembly
as a neighboring category rather than the correct category (for example, ranking a
genome assembly as 6 instead of 7). In some cases, comparing the assigned rank of
an incorrect point to the summary statistics of the assigned rank does indicate that
the assigned ranks is a logical assignment. For example, in Figure 3.9, the top-most
red points in rank 8 in LinearSVC belong to rank 8. However, they were incorrectly
labeled as rank 7; they nearly overlap the lower port of rank 7, so their assignment
to rank 7 is not infeasible. The incorrect point in RadiusNeighborsClassiﬁer belongs
to rank 7, but was assigned to rank 10. It would ﬁt within the interquartile range of
rank 9 and would not be far from rank 10.
RandomForestClassiﬁer was selected for additional testing, since it produced one
of the highest mean scores for classiﬁers. The classiﬁer was trained and tested using
the same parameters as were used in the initial comparison of models. 87.19% of
the classiﬁcations are either correct or wrong by 1 in either direction (for example,
assigning 7 instead of 6 or to 8 instead of 7). This inability to distinguish between
similar values makes classiﬁcation unreliable; regression was therefore selected as
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Figure 3.7: Incorrect assignments versus summary statistics of N50 of correct assignments
Correct assignments were plotted as summary statistics, while incorrect points were plotted in the
correct rank and labeled with their incorrect assignment.
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Figure 3.8: Incorrect assignments versus summary statistics of number of contigs of
correct assignments.
Correct assignments were plotted as summary statistics, while incorrect points were plotted in the
correct rank and labeled with their incorrect assignment.
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Figure 3.9: Incorrect assignments versus summary statistics of percentage of complete
single-copy BUSCOs of correct assignments.
Correct assignments were plotted as summary statistics, while incorrect points were plotted in the
correct rank and labeled with their incorrect assignment.
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the method of choice for enhancement. Figure 3.10 shows two boxplots comparing
the diﬀerence between the true mean and the rounded mean versus the correctness
or incorrectness of the prediction. Here the summary statistics are used to look
for variance in the absolute value of the diﬀerence of the unrounded mean and the
rounded mean to see if there was a relationship between correctness and loss of
information via rounding.
Classiﬁers in Scikit-learn can report the probabilities of classifying a genome assemblies as each of the 10 ranks. For each classiﬁcation, the maximum probability
was reported. Figure 3.11 shows a frequency polygon that indicates the most predictions were made using probabilities around 0.5-0.6, which seems to indicate that
much of the success of the classiﬁer was determined by randomness. If classiﬁcation
were more successful, the blue line indicating that an assignment was correct might
have more peaks with a probability greater than 0.75, rather than trailing oﬀ after
peaking at approximately 0.6.

3.5

Exploring Regression
All six regressors were trained on the dataset using 80% of the data for training

and 20% of the data for testing, and the same type of images were created for the
regressors as were created for the classiﬁers. As was the case with classiﬁers, most
of the errors are oﬀ by one. These ﬁgures are shown in Figure 3.12, Figure 3.13, and
Figure 3.14.
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Figure 3.10: Boxplot of the diﬀerence between the true mean and the rounded mean
versus correct or incorrect prediction
Ideally, there would have been a low diﬀerence when the assignment was correct (or true) and a
high diﬀerence when the assignment was incorrect (false); such a pattern would indicate that
the rounding errors attributed to the lows scores of the classiﬁers.

Figure 3.11: Frequency polygon of maximum probability for a random forest classiﬁcation
Ideally, correct assignments should be made with greater certainty than incorrect assignments. However, incorrect assignments and correct assignments are made by similar maximum probabilities
for each classes.
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In Figure 3.12, for example, the ability to relate incorrectness to the summary
statistics of the assigned value is even more apparent. Several of the regressors
(Lasso, LinearSVR, RandomForestRegressor) all assigned an outlier in rank 4 to
rank 5, where it ﬁts well with a cluster of outliers. In rank 2 in Lasso and ElasticNet,
the incorrect values would ﬁt within the interquartile range in rank 3. The diﬃculty
of ranking a genome assembly solely by N50 becomes apparent when so many of the
ranks have similar summary statistics.

3.6

Improving the Results
A “best” choice was determined by examining Figure 3.6 and Tables 3.4 and

3.5. In this case, RandomForestRegressor was determined to be the algorithm that
consistently produced high scores, and steps were taken to increase its score. SVR
(rbf) and MLPRegressor were two other candidates that had similar mean scores to
RandomForestRegressor, but their minimum scores were much lower. Scikit-learn
provides functionality for specifying a range of parameters to try for a model; this
method was used to optimize RandomForestRegressor. The parameters selected for
testing in the optimization process were “n estimators” and “max features”. The
optimization was run with 10-fold cross validation.
Based on the results of the optimization, n estimators = 1000 and max f eatures =
auto were selected as parameters for further testing. Using these parameters, RandomForestRegressor was trained with 20-fold cross validation. The summary statis-

62

Figure 3.12: Incorrect assignments versus summary statistics of N50 of correct assignments.
Correct assignments were plotted as summary statistics, while incorrect points were plotted in the
correct rank and labeled with their incorrect assignment.
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Figure 3.13: Incorrect assignments versus summary statistics of number of contigs of
correct assignments
Correct assignments were plotted as summary statistics, while incorrect points were plotted in the
correct rank and labeled with their incorrect assignment.
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Figure 3.14: Incorrect assignments versus summary statistics of percentage of complete single-copy BUSCOs of correct assignments
Correct assignments were plotted as summary statistics, while incorrect points were plotted in the
correct rank and labeled with their incorrect assignment.
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tics for this training are reported in Table 3.6. All of the summary statistics improved
but the minimum score, which decreased signiﬁcantly.

Table 3.6: Summary statistics RandomForestRegressor after grid search optimization
model

min

q1

median

unoptimized 0.93 0.95
optimized

0.40 0.96

mean

q3

max

0.95

0.95 0.96

0.97

0.98

0.97 0.99

1.00

In a diﬀerent approach to improve the scores generated by the machine learning
algorithms, the ranking methods of individual users with more than 90 species ranked
were modeled using a RandomForestRegressor and used to label the data for each
species 25 more times with the rounded predictions of the regressor. The cut-oﬀ value
of 90 was selected to remove users who provided only a single set of 10 rankings or
no rankings at all.
As part of this process, the models generated by random forest regression for
each ranker with more than 90 species ranked were compared using 20-fold cross
validation. These comparisons are shown in Figure 3.15. Table 3.7 shows the number
of rankings provided by each ranker with the summary statistics of the scores from
cross-validation using those rankings. One set of rankings produced negative scores,
indicating that some of the models produced using the scores ﬁt the data very poorly.
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The ﬁrst quartile of the scores produced from all sets of rankings were all greater than
0.5

Figure 3.15: Boxplot of the scores of the models for individual rankers
The interquartile ranges are all above a score of 0.5 for all users; however, some users have outliers
that are below 0.5 and even below 0.

Once the additional labeling was completed, the same regressors and classiﬁers
were tested again for improvements. These comparisons are presented in Figure 3.16
and Tables 3.8 and 3.9.
The teal boxplots in Figure 3.16 show the summary statistics of the models when
trained with simulated data and real data, while the coral boxplots show the summary
statistics of models that were trained with only real data. Most of the classiﬁers had
noticeable improvements when provided with an additional 25 rankings per genome
assembly. However, even the most improved classiﬁer still had a lower mean score
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Table 3.7: Summary statistics for random forest regressors for each ranker
ranker num rankings

min

q1

median

1

325

0.90 0.94

2

168

mean

q3

max

0.95

0.95 0.97

0.97

0.18 0.71

0.77

0.71 0.82

0.89

3

124 -0.63 0.64

0.80

0.66 0.94

0.97

4

724

0.79 0.88

0.90

0.89 0.92

0.94

5

769

0.77 0.84

0.87

0.86 0.89

0.92

6

762

0.77 0.87

0.89

0.89 0.92

0.97

than the worst mean score of any regressor. The maximum scores of some classiﬁers
did exceed the mean scores of some regressors.
The regressors, on the other hand, had either no major improvement (ElasticNet, Lasso, LinearSVR) or only minor improvements. Even with only minor improvements, RandomForest has a mean score of 0.98 when provided with simulated
rankings data similar to the original rankings data.

3.7

A Tool for Ranking Unknown Genome Assemblies
Two tools were built as part of this process. One tool loads a set of features and

the scores provided by experts and builds a model from those scores using random
forest regression. This tool saves the model for later use. The model-building tool
alone is unlikely to be useful without the experts’ rankings data.
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Figure 3.16: Boxplot of the scores of the models with simulated rankings
The teal boxplots are the boxplots of the scores for models trained with real and simulated data,
while the coral boxplots are the boxplots of the models when only trained with the real data.
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Table 3.8: Summary statistics for regressors tested with additional simulated data
model

simulated

min

q1

median

ElasticNet

FALSE

0.65 0.72

ElasticNet

TRUE

Lasso

q3

max

0.75

0.75 0.76

0.87

0.69 0.72

0.74

0.75 0.77

0.86

FALSE

0.65 0.72

0.75

0.75 0.76

0.87

Lasso

TRUE

0.69 0.72

0.74

0.75 0.77

0.86

LinearSVR

FALSE

0.65 0.72

0.74

0.74 0.76

0.87

LinearSVR

TRUE

0.70 0.71

0.74

0.74 0.76

0.87

MLPRegressor

FALSE

0.60 0.94

0.95

0.93 0.96

0.98

MLPRegressor

TRUE

0.41 0.97

0.97

0.95 0.98

0.99

RandomForestRegressor FALSE

0.93 0.95

0.95

0.95 0.96

0.97

RandomForestRegressor TRUE

0.97 0.98

0.98

0.98 0.98

0.99

SVR (rbf)

FALSE

0.84 0.93

0.94

0.93 0.95

0.96

SVR (rbf)

TRUE

0.81 0.96

0.96

0.95 0.97

0.98
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mean

Table 3.9: Summary statistics for classiﬁers tested with additional simulated data
model

simulated

min

q1

median

KNeighborsClassiﬁer

FALSE

0.28 0.38

KNeighborsClassiﬁer

TRUE

LinearSVC

q3

max

0.45

0.45 0.50

0.71

0.47 0.52

0.56

0.57 0.61

0.68

FALSE

0.24 0.39

0.43

0.41 0.46

0.54

LinearSVC

TRUE

0.28 0.41

0.47

0.45 0.49

0.53

MLPClassiﬁer

FALSE

0.41 0.53

0.58

0.58 0.63

0.67

MLPClassiﬁer

TRUE

0.58 0.66

0.70

0.70 0.75

0.84

RadiusNeighborsClassiﬁer

FALSE

0.26 0.38

0.42

0.42 0.46

0.59

RadiusNeighborsClassiﬁer

TRUE

0.42 0.44

0.48

0.48 0.50

0.56

RandomForestClassiﬁer

FALSE

0.46 0.51

0.58

0.55 0.61

0.64

RandomForestClassiﬁer

TRUE

0.47 0.63

0.69

0.68 0.73

0.83

SVC (rbf)

FALSE

0.36 0.50

0.57

0.55 0.61

0.67

SVC (rbf)

TRUE

0.56 0.61

0.66

0.67 0.70

0.86
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mean

The second tool loads a model and a ﬁle containing the same types of features
used to build the model. This tool provides the user with a ranking for genome
assemblies based on the model built using random forest regression and saved in the
previous step. As was the case with the ideal distance metric, the tool reports a single
number as a ranking that accounts for the importance of the varying facets of genome
assembly assessment considered by the experts invited. Multiple genome assemblies
can be assessed at the same time by including one genome assembly’s species name
and features per line in the input ﬁle.

3.8

Summary
After collecting data about genome assembly assessment from human subject

matter experts, the rankings were explored, and various types of supervised machine learning algorithms were tested. Classiﬁcation performed poorly in comparison
to regression. RandomForestRegressor consistently produced high scores, and attempts were made to optimize its parameters. As part of additional testing, each
expert’s rankings were used to train a random forest regressor, and these models
were compared. The addition of simulated data using models built with random forest regressors produced even better scores for all classiﬁers and regressors, suggesting
that the collection of more data is imperative for future model-building. A tool was
constructed to build a model that could be distributed alongside a tool that used the
model for ranking a user-provided set of features.
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CHAPTER IV
DISCUSSION

There are ﬁve topics discussed in this chapter: the feature selection process, the
distance to the ideal metric, the collection of rankings data, the process of ranking
via machine learning, and a comparison of the two metrics produced by the distance
formula and random forest regression.

4.1

Selecting Features
Selecting a feature to represent correctness in this dissertation was a diﬃcult pro-

cess. Initially, several ideas were put forward for a better measure of correctness
than just percentage of duplicated BUSCOs. However, these metrics nearly always
required the reads used in the assembly. For example, REAPR detects and reports
the number of misjoins by using alignment of the reads to the genome, but there
were two reasons that REAPR was unsuitable for this project. First, REAPR was
not suitable for this research because REAPR and other methods of detecting misjoins via alignment to the genome assembly require the reads used in the assembly
process. Downloading the reads used in the selected genome assemblies was considered. Unlike the process of downloading vertebrate genome assemblies, no method of
easily automating the download for all genome assemblies was obvious.
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Second, as a matter of its normal operation, REAPR produces a corrected assembly; asking a user of this process to run REAPR to get the number of misjoins would
also give them a more correct assembly. If the user wanted feedback on their corrected assembly, they would need to run REAPR again to get the number of misjoins
for that assembly, as well as running BUSCO and abyss-fac again. Theoretically, this
process ends when the genome assembly cannot be corrected any further by REAPR
and has no detectable misjoins. In that sense, using REAPR was problematic; the
ﬁnal calculation seemed likely to always provide the lack of misjoins.
The second reason that
Finding a feature for correctness that did not rely on the availability of reads or
a reference genome was diﬃcult. Many potential correctness errors, such as translocations and relocations, are normally detected in reference to some other assembly.
Finding a solution to this problem will be further discussed in Chapter 5. Based
on the correlations between expert rankings and percentage of duplicate single-copy
BUSCOs in Figure 3.4, other metrics of correctness may need to be explored or
created. In light of these diﬃculties, only a single feature of correctness is used.

4.2

Distance to the Ideal
As discussed in Chapter 2, the distance to the ideal genome is a metric to encode

human subject matter expert knowledge. This metric has several beneﬁts over the
alternatives presented in Chapter 2.
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First and foremost, the distance metric as presented accounts for all three facets
of genome assembly assessment. At least one feature from each of the three Cs is
used in the calculation of distance, and adding more features to account for these
facets with greater depth is simple as long as the feature has a known ideal result.
By accounting for all three facets, assemblies with high N50s that are incomplete or
highly duplicated will have high distances, and assemblies with high completeness
and low contiguity will also have high distances. These genome assemblies are not
ideal, and their distances will indicate that they are not.
Second, the distance metric is simple enough that the relevant statistics can be
quickly generated. BUSCO is the slowest part of the analysis process. Running abyssfac is a very quick process. These programs are not complicated to run correctly, and
their results are easy to understand. Users are not required to generate alignments
for additional analysis.
Third, the distance metric has an easily visualized output by plotting the points
in the formula as presented. When assembling genomes using a variety of parameters
in an attempt to ﬁnd the best assembly, the distances of these assemblies to the ideal
can be plotted and visualized to see how they cluster together and how changes to
the parameters aﬀect the distance.
Finally, the distance metric can be presented as a single number, much like N50 or
e-size. This reduction of the number of features to compare makes understanding the
quality of various genome assemblies much simpler. An example of use might be in
the case of choosing the best assembly for a species from among assemblies created
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by a variety of diﬀerent assembler parameters.. Using the distance metric allows
a researcher to assign a single score to each genome assembly and compare scores,
rather than comparing multiple features of contiguity, completeness, and correctness
for every assembly.

4.3

Collecting Rankings Data
The most signiﬁcant insights gained from this research with regards to collecting

rankings data were simple: more motivation for participation is needed to ensure
many rankings are provided by people with varying levels of expertise and experience,
and a wider pool of experts is needed.
Some experts that were invited were unavailable to help, and other methods
for crowdsourcing the rankings were not successful. In retrospect, these attempts
at crowdsourcing could be conducted diﬀerently. When parts of this research were
presented at a conference, a link was shown in a single slide, but this type of call for
participation requires a potential user to take immediate action to take note of the
link. Since the slides are not available online after the conference, there is no way to
ﬁnd the link aside from being present and attentive during the presentation.
There were additional concerns about sharing the rankings web application with
a broad pool of users via forums like Reddit’s bioinformatics community. Because the
application was originally designed for invited experts only, good faith on the part of
the user was assumed. The web application protects against obvious skewing of the
data (for example, only rankings between 1 and 10 are accepted), but malicious users
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could simple rank all genome assemblies as the same number or rank them randomly.
These malicious interactions likely would have been detected when each user’s scores
were used to train a random forest regressor, as they would likely not produce a high
scoring model. However, more sophisticated methods for analyzing user feedback
would be needed had attempts to invite unknown users been successful. Noise could
be introduced by either malicious users or users without suﬃcient expertise, and
these types of answers would likely need to be removed from the study.
Figure 3.4 shows that most rankers strongly relied on the percentage of complete
single-copy BUSCOs to determine their rankings. All measures of completeness were
more strongly correlated with rank than any measure of contiguity. Users were provided with only deﬁnitions of the features and otherwise were not given instructions
about how to rank; their reliance on the percentage of complete single-copy BUSCOs
indicates that in the absence of particular guidance, the experts relied on the BUSCO
statistics more than the contiguity statistics. The lack of correlation between the rank
and the percentage of duplicate BUSCOs may indicate that the percentage of duplicate BUSCOs is an irrelevant measure in most cases, or it may indicate that there
were not enough cases with a high percentage of duplicate BUSCOs for a correlation
to be found.
Comparisons of the features describing genome assemblies to the ranks assigned
by experts reveals interesting trends. The summary statistics as shown in Figure 3.5
reveal that summary statistics for a particular feature do not always vary from one
rank to the next. For example, ranks 2, 4, and 5 and ranks 7, 8, and 9 have similar
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N50 summary statistics. The mean number of contigs increases for all ranks except
5 and 6. The percentage of complete single-copy BUSCOs decreases consistently and
clearly as the rank increases, with little overlap between the boxplots for each rank.
Genome assemblies assigned to rank 10 have a low percentage of complete singlecopy BUSCOs, and these incomplete BUSCOs must either be fragmented, missing,
or duplicate. This ambiguity in the percentages of fragmented, missing, and duplicate
BUSCOs among genome assemblies of rank 10 is reﬂected in the large interquartile
range for those features’ summary statistics.
As noted in chapter 3, the interquartile ranges for N50 and e-size in genome
assemblies of rank 1 are larger than the interquartile ranges for the other ranks. Additionally, the interquartile range for N50 and e-size for rank 1 genome assemblies
overlap the ranges of N50 and e-size for nearly every other rank. Given only N50,
assigning that genome to a rank would not be possible. In contrast, given the percentage of complete single-copy BUSCOs, such an assignment would be easier; the
point could be plotted with the interquartile range of a particular rank.

4.4

Ranking via Machine Learning
The purpose of developing a method of genome assembly assessment that incor-

porates human subject matter expert knowledge was to ﬁnd a way to accumulate
knowledge from many experts and use their collective knowledge to assess a genome
based on the features used to train the model. As reported in the previous chapter,
previous attempts at doing so used a limited dataset with only the author’s labels.
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In this dataset, genome assemblies were assigned to categories of quality from 1-10,
with 1 being the best and 10 being the worst. Each genome assembly only had one
rating, and the project was fairly successful. There were obvious weaknesses with
the exploratory research done. The low number of samples ranked by only a single
person meant that there would be bias in the ranks attached to the samples.
The success of the exploratory research was likely only because of its weaknesses,
as was demonstrated when the same methods used in the exploratory research failed
to accurately classify the genome assemblies ranked by experts. When the details of
a classiﬁcation method were explored, it became apparent that classiﬁcation was only
slightly better than randomly guessing, though in many cases, the guess was only oﬀ
by one (for example, predicting 3 when the correct answer was 4). Rounding errors
may be at fault in many of these cases, and the acquisition of more real data might
show that classiﬁcation can be successful. Simulating more rankings did improve the
scores of the classiﬁers; if a categorical ranking is desired, then classiﬁcation with
more training data is a possible solution.
The comparison of the diﬀerence in the true mean and the rounded mean in
Figure 3.10 was conducted in order to test a hypothesis that correct predictions had
a low diﬀerence between the rounded mean and the true mean of the expert rankings
(and thus lost little information), but this hypothesis proved false.
Given the low scores produced by the classiﬁers and the high scores produced
by the regressors, especially random forest regressors, there does not seem to be a
good use case for classiﬁcation over regression unless assigning a genome to a speciﬁc
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category is important. Regression provides a smoother ranking, since it provides
a continuous ranking rather than a discrete ranking. Fewer rankings from experts
are required; even without any optimization and only using real data, half of the
regressors had means > 0.9.
Optimization did not improve the mean scores greatly, but simulating additional
rankings improved the mean score more than optimization did. Given this result, the
addition of more real rankings is imperative for any future work. Table 3.7 seems
to indicate the number of rankings was not always associated with a better model;
understanding how each expert ranked genome assemblies was out of the scope of
this research but would be a good avenue for future research.
In Table 3.7, ranker 1 is the author of this dissertation. The model built from the
author’s rankings had the highest mean score even though the author ranked approximately 40% of the rankings. Consistency in ranking methods may have been a factor
in producing these high scores; the author ranked genomes by consistently sorting by
highest e-size, adjusting by number of contigs, and then adjusting by percentage of
complete single-copy BUSCOs and percentage of missing single-copy BUSCOs. This
algorithmic approach may have made modeling the assigned ranks easier when using
regression, but conﬁrming this hypothesis would require understanding how the other
rankers assigned their ranks.
When considering the diﬀerence in the classiﬁcation and regression, understanding
how these models work is important. For this discussion, classiﬁcation and regressions
using random forests will be compared to explore why regressors were more successful.
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Random forest models are an ensemble model as described in chapter 3; each random
forest is made of decision trees that are constructed by randomly selecting features to
split the three into branches. To some degree, this type of model mimics the rankings
process — each ranker considers certain features with a higher priority than others
and determines the rank of a genome assembly by comparing those selected features,
just like the individual decision trees within a random forest.
The provided labels are the means of the expert rankings for every genome assembly that was ranked. In the case of regression, the mean can be used as is. In the case
of classiﬁcation, some information is discarded by the rounding of the mean, which
may contribute to the errors that are oﬀ by one. Regression is capable of predicting
the target without modiﬁcation of the target or information loss.

4.5

Comparing Metrics
Two diﬀerent methods for assessing genome assemblies were presented here. Both

incorporate human subject matter expert knowledge, and both have weaknesses and
strengths related to their incorporation of this knowledge.
The primary weakness of both metrics is the diﬃculty in acquiring human subject matter expert knowledge, particularly the types needed for assessing genome
assembly quality. Experts using the distance to the ideal to assess their own genome
assembly must be knowledgeable about the particular idiosyncrasies of the species
being assembled. For example, whole or partial genome duplication events in the
organism’s history will produce a higher number of duplicate BUSCOs, but under81

standing that duplication might be diﬃcult without an assembly. This conﬂict leaves
the expert making guesses, however educated, about what the ideal genome looks
like for their organism.
Random forest regression was selected as the best method for learning how experts
ranked genome assemblies due to its consistently high scores. As noted, the scores
were improved by simulating more rankings data. Acquiring the data to use for this
project was not a simple task. The process of rankings assemblies was time-consuming
and repetitive. Without further rewards for participation, soliciting feedback relied
solely on the availability and desire of the invited experts to complete the feedback
process, and some of the invited experts did not provide feedback. Without this
expert knowledge to use as training data, the supervised machine learning described
in Chapter 3 would be more diﬃcult, if not impossible.
The distance metric may be more suitable for researchers who work with species
with unusual ideal features or who wish to incorporate more metrics into the distance
formula. The rankings via regression metric is useful for researchers who want to
leverage the expertise of others in reviewing the features of their assembly without
having to seek out expert feedback.

4.6

Summary
In this chapter, hardships encountered and insights gained from the various parts

of this research were discussed. Feature selection is diﬃcult in the pre-assembled
cases examined here, but researchers may have additional metrics they can use when
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performing assembly for their projects. These features can be added to the distance
metric. The ranking via regression incorporates expert knowledge in the form of
rankings from a web application, but collecting this information is not simple. Use
cases for each metric are provided.
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CHAPTER V
FUTURE WORK AND CONCLUSIONS

As with all projects, there remains work that is out of scope for this project that
would nonetheless be informative to the project’s goal and exciting to explore. There
are two main areas where this exploration would address weaknesses of this research
— the inclusion of more categories of organisms and the acquisition of more expert
rankings.
In this research, only vertebrate genome assemblies available on NCBI’s genome
page were examined. There are many other genome assemblies that were left out of
this study — both vertebrate genome assemblies located in other repositories and
non-vertebrate genome assemblies located across a variety of repositories. While this
constraint was set in order to test whether using machine learning to rank genome
assemblies was possible, many genome researchers would be uninterested in such a
tool because they do not research vertebrates. To resolve this problem, a variety of
groups should be included in future work.
These additional inclusions and the collected data should be split into more ﬁnegrained groups for modeling. As noted in Chapter 2, BUSCO provides datasets
for speciﬁc classiﬁcations of organisms, such as Metazoa, Bacteria, Plants, Insecta,
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Mammalia, and so on. Following their example, future work related to this research
should consider breaking down genome assemblies into a variety of groups and seeking
out experts who regularly work with those groups to collect their feedback.
To improve the results demonstrated in this research, collecting more data from a
wider variety of experts is imperative. Ideally, each expert could provide feedback for
a subset of the genome assemblies collected that matches his or her area of expertise.
Two main barriers to the collection of data exist. The ﬁrst is knowledge of which
genome researchers work on which types of organisms and which might be willing to
help. Overcoming this barrier will largely mean making the collection process more
social; in this research, invited experts were told that they could invite others, but
none did. Methods for sharing and incentivizing this invitation should be examined.
To use a marketing example, many giveaway contests incentivize users to share the
contest with friends via social media; perhaps some incentive for sharing could be
provided, such as an Amazon gift card for every user referred that completes some
minimum amount of ranking. Research would need to be conducted to understand
how experts could be motivated to refer their colleagues.
The second barrier is the ranking process itself. A more ﬂuid interface could
be designed to minimize the amount of work that experts need to do, since the
task is tedious and does not lend itself to easy completion. Some features were
implemented to make the work easier by allowing the user to drag and drop rows in the
table, but these features were not available in the initial versions of the application.
Future work on this project should incentivize participants to rank genome assemblies,
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perhaps by providing real rewards such as Amazon gift cards. Research would need
to be conducted to understand how experts could be motivated to participate in
the rankings process. Additionally, some research should be undertaken in order to
make the process fun, or at least less tedious. Feedback from users and personal
experience indicate that the rankings progress was diﬃcult to do, especially given
that the percentage of ranked genome assemblies grew more and more slowly as the
user ranked assemblies.
The reliance on the percentage of complete single-copy BUSCOs provides an interesting idea for further research: Do genome assembly researchers rely on N50
and measures of contiguity because they are simple to generate, as opposed to features like BUSCO or CGAL likelihood, which take time to run? Understanding why
rankers prioritized the features they did would add to the discussion of what makes
a good genome good, and an in-depth exploration of level of education, experience,
and ranking would provide knowledge about how best to weight individual rankings.
When presenting an alternative metric, such as ranking via regression, the beneﬁts
of the methods must be weighed against the eﬀort to use the method. New tools
that can reduce the time needed to perform these analyses would be helpful as well.
Comparing the time and eﬀort to generate an N50 score or e-size to the time and
eﬀort to use additional tools like BUSCO might prove that researchers prefer the
faster method for their analysis. In the same vein, education about tools such as
BUSCO and their value in assuring the genome assemblies are ready for downstream
analysis might play some role in the rejection of N50 as a sole measure of genome
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assembly quality. Other work could focus on the development of metrics for assessing
correctness that are correlated with completeness or used by genome researchers when
they assess an assembly.
In conclusion, this work presents two metrics for assessing genome assembly that
avoid the pitfalls of measuring only a single facet of genome assembly. Understanding
the quality of an assembled genome is vital for ensuring that downstream analysis
is correct and meaningful, and current metrics of assessing genome assemblies are
lacking in several ways. Neither of the presented metrics is perfect, but both provide
insights into genome assembly assessment that is greater than what could be gained
from N50 or any other sole metric. Ranking via regression was selected as the best
potential model, and a tool was presented that uses the model to label a genome
assembly from provided metrics. Several areas of future work were addressed that
will strengthen the weak areas of this research.
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