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Abstract. The recognition of handwritten digits is an application which
has been used as a benchmark for comparing shape recognition methods.
We train COSFIRE ﬁlters to be selective for diﬀerent parts of handwrit-
ten digits. In analogy with the neurophysiological concept of population
coding we use the responses of multiple COSFIRE ﬁlters as a shape de-
scriptor of a handwritten digit. We demonstrate the eﬀectiveness of the
proposed approach on two data sets of handwritten digits: Western Ara-
bic (MNIST) and Farsi for which we achieve high recognition rates of
99.52% and 99.33%, respectively. COSFIRE ﬁlters are conceptually sim-
ple, easy to implement and they are versatile trainable feature detectors.
The shape descriptor that we propose is highly eﬀective to the automatic
recognition of handwritten digits.
Keywords: COSFIRE, feature, descriptor, trainable, recognition,
shape.
1 Introduction
Handwritten digit recognition is a challenging task with various applications,
such as bank cheque processing [23] and postal mail sorting [2]. Feature extrac-
tion plays an important role in the eﬀectiveness of such systems. A number of
methods have been proposed, including Zernike moments [3], direct matching
[9], Fourier descriptors [12], geometric moment invariants [21], shape context
[4], zoning [8] and biologically motivated features [10]. For a thorough overview
of recent advances in the recognition of Western Arabic and Farsi handwritten
digits we refer the reader to [16,22] and [20,5], respectively.
We use trainable COSFIRE feature detectors of the type introduced in [1].
They are automatically conﬁgured to be selective for parts of given training
digit images. The automatic conﬁguration process extracts information about
the local geometric arrangement of contour segments. COSFIRE ﬁlters are in-
spired by the properties of a speciﬁc type of shape-selective neuron in area V4
of visual cortex, which exhibit selectivity for parts of (curved) contours or for
combinations of line segments [18].
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The response of a COSFIRE ﬁlter in a given point is computed as a function
of the shifted responses of simpler (in this case orientation-selective) ﬁlters. Us-
ing shifted responses of simpler ﬁlters, such as Gabor ﬁlters that we use in this
study, corresponds to combining their respective supports at diﬀerent locations
to obtain a more sophisticated ﬁlter with a bigger support. The speciﬁc func-
tion that we use here to combine the responses of Gabor ﬁlters is geoemetric
mean, essentially multiplication, which has speciﬁc advantages regarding shape
recognition and robustness to contrast variations. One consequence is that a
COSFIRE ﬁlter produces a non-zero response only when all constituent parts of
a pattern of interest are present.
The rest of the paper is organized as follows: in Section 2 we present the COS-
FIRE ﬁlter and demonstrate how it can be conﬁgured and used to detect features
of handwritten digits. We also show how the responses of multiple COSFIRE ﬁl-
ters can be used to form a shape descriptor of a handwritten digit. In Section 3,
we evaluate the eﬀectiveness of our method on two data sets of handwritten
digits: Western Arabic (MNIST) [15] and Farsi [13]. We provide a discussion in
Section 4 and draw conclusions in Section 5.
2 Proposed Method
2.1 Overview
Fig. 1a illustrates a handwritten digit with an encircled feature. We use this local
pattern (shown enlarged in Fig.1b) to automatically conﬁgure a COSFIRE ﬁlter
that will respond (with certain tolerance) to the same and similar patterns.
Fig. 1. (a) The circle indicates a fea-
ture that is selected from a given train-
ing digit image. (b) Enlargement of
the selected feature. The ellipses repre-
sent the dominant orientations around
the speciﬁed point of interest that is
marked by a ‘+’ marker.
(a) (b)
The four ellipses shown in Fig.1b illustrate the dominant orientations of edges
in the surroundings of the point of interest. We use 2D Gabor ﬁlters to detect
these orientations. The small central circle represents the overlapping supports
of a group of such Gabor ﬁlters. The response of a COSFIRE ﬁlter is computed
by combining the responses of the concerned Gabor ﬁlters by geometric mean.
The preferred orientations of these Gabor ﬁlters and the locations at which
we take their responses are determined by a conﬁguration process which auto-
matically analyses the speciﬁed pattern. Taking the responses of Gabor ﬁlters at
diﬀerent locations around a point can be implemented by shifting the responses
of these Gabor ﬁlters by diﬀerent vectors before using them for the pixel-wise
evaluation of a (geometric mean) function that gives the COSFIRE ﬁlter output.
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In the following, we explain the automatic conﬁguration process of a COSFIRE
ﬁlter that determines which responses of which Gabor ﬁlters in which locations
need to bemultiplied in order to obtain the output of the ﬁlter. Subsequently, we in-
troduce a feature vector as a shape descriptor of a handwritten digit that is formed
by the responses of multiple COSFIRE ﬁlters. Finally, we apply support vector
machines (SVM) to such feature vectors to achieve handwritten digit recognition.
2.2 Detection of Dominant Orientations by 2D Gabor Filters
We use 2D antisymmetric Gabor ﬁlters to detect the edges of the pen strokes
in the handwritten digit images. We denote by gλ,θ(x, y) the half-wave rectiﬁed
response of a Gabor ﬁlter of preferred wavelength λ and orientation θ to a given
input image. Such a ﬁlter has a number of other parameters, including spatial
aspect ratio, bandwidth and phase oﬀset, which we set as proposed in [19].
We apply a bank of Gabor ﬁlters with one wavelength λ = 2
√
2 and 16 ori-
entations (θ ∈ {0, π16 , . . . , 15π8 }) on handwritten digit images of width 28 pixels.
We threshold the responses of Gabor ﬁlters at a given fraction t1 = 0.1 of
the maximum response of gλ,θ(x, y) across all combinations of values (λ, θ) used
and all positions (x, y) in the image. The threshold value t1=0.1 is suﬃcient to
suppress the undesirable responses of Gabor ﬁlters to background noise.
2.3 Detection of Digit Parts by COSFIRE Filters
We use COSFIRE ﬁlters of the type proposed in [1] to detect digit parts. The
automatic conﬁguration process of a COSFIRE ﬁlter results in a set of four-
tuples: Sf = {(λi, θi, ρi, φi) | i = 1 . . . nf} where nf stands for the number of
dominant contour parts in a given pattern f . Each tuple of four parameter values
(λi, θi, ρi, φi) characterizes the properties of a given orientation of a contour
part that is present in the speciﬁed pattern of interest: the parameters (λi, θi)
represent a Gabor ﬁlter that is selective for the concerned contour part and
(ρi, φi) are the polar coordinates of the location where that contour part lies
with respect to the center of the COSFIRE ﬁlter.
We compute the response of a COSFIRE ﬁlter as follows. For each tuple with
index i we ﬁrst apply the Gabor ﬁlter with parameters (λi, θi). Then, we blur the
Gabor responses with a Gaussian function in order to allow for some tolerance
in the position of the involved contour part. The standard deviation σi of such
a blurring function grows linearly with the parameter ρi:
σi = σ0 + αρi (1)
where σ0 and α are constant values. Finally, we shift the blurred Gabor responses
with ρi pixels in the direction opposite to φi such that the responses of diﬀerent
Gabor ﬁlters meet at a point which we consider the center of the concerned
COSFIRE ﬁlter. The output of a COSFIRE ﬁlter rSf (x, y) is computed as the
geometric mean of the blurred and shifted responses of the involved Gabor ﬁlters.
Rotation invariance is achieved by manipulating the set of parameter values
in Sf , rather than by computing them from the responses to rotated versions of
the original pattern. Using the set Sf that deﬁnes the concerned ﬁlter, we ﬁrst
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form a new set ψ(Sf )={(λi, θi+ψ, ρi, φi+ψ) | ∀ (λi, θi, ρi, φi)∈Sf}. Then, we
deﬁne the rotation-invariant response as r̂Sf (x, y)=maxψ∈Ψ (rψ(Sf )(x, y)) for a
given set Ψ of rotation increments.
2.4 Formation of a Shape Descriptor
We use the collective responses of multiple COSFIRE ﬁlters as a shape descriptor
of a given handwritten digit. Such a description is inspired by the neurophysio-
logical concept of population coding [18] where a given stimulus can be described
by the pattern of neuronal activity that it invokes in a given cortical area. One
can speculate that the response of a COSFIRE ﬁlter in a given point corresponds
to the activity of a shape-selective V4 neuron. The responses of many diﬀerent
COSFIRE ﬁlters, possibly at diﬀerent positions, to an input digit image would
represent the collective activity of a group of shape-selective V4 neurons.
For a given training set of digit images, we ﬁrst conﬁgure a number of COSFIRE
ﬁlters for diﬀerent parts of the handwritten digits. In the conﬁguration step, we
choose a random subset of training digit images from each digit class.We conﬁgure
one COSFIRE ﬁlter for every selected digit with a local pattern that is randomly
selected in the input image. For a randomly selected pattern to be valid and used
for conﬁguration it should result in the conﬁguration of a ﬁlter that combines at
least four Gabor ﬁlter responses, otherwise we choose a diﬀerent location. Such a
restriction is required in order to avoid the selection of small patterns which may
consequently result in ﬁlters with low discriminative power. The conﬁguration of
the COSFIRE ﬁlters is determined by four values of ρ (ρ ∈ {0, 3, 7, 12}).
Every training digit is then described by a feature vector where each element
corresponds to the maximum response of a COSFIRE ﬁlter across all locations
in the input image. For instance, with k ﬁlters, a digit is described by a vector of
k elements. A value of zero means that the corresponding ﬁlter is not activated
for the presented digit image, while a non-zero response corresponds to the
activation strength of the ﬁlter. We then use the resulting feature vectors of the
training set to train an all-pairs multi-class (with majority vote) SVM classiﬁer1
with a linear kernel.
3 Experimental Results
In the following, we evaluate the eﬀectiveness of the proposed approach on two
data sets of handwritten digits: MNIST data set of Western Arabic digits2 [15]
that comprises 60000 training digits and 10000 test digits, and a data set of
Farsi digits3 [13] which includes 60000 training digits and 20000 test digits. The
digits in the MNIST data set are given as grayscale images of size 28×28 pixels.
The Farsi digits are given as binary images of varying sizes. We use bicubic
interpolation to resize the images of the Farsi digits to a width of 28 pixels.
For each data set, we perform a number of experiments with diﬀerent values
of the threshold parameter t1 (t1∈{0.05, 0.1, 0.15}). The values of the other two
1 We use the SVMlight implementation: http://svmlight.joachims.org/
2 The MNIST data set can be downloaded from http://yann.lecun.com/exdb/mnist
3 The Farsi data set can be downloaded from http://www.modares.ac.ir/eng/kabir


































































































































Fig. 2. Experimental results. (a) The three plots show the recognition rates for the
MNIST data set achieved for diﬀerent values of the threshold t1 as a function of the
number of COSFIRE ﬁlters used. Here, we use σ0 = 0.05 and α = 0.80. The ﬁlled-
in circle represents the maximum recognition rate of 99.26% achieved for t1 = 0.1
with 3500 ﬁlters. In these experiments the COSFIRE ﬁlters are used in rotation-non-
invariant mode. (b) Performance comparison between a set of COSFIRE ﬁlters and
t1 = 0.1 that are ﬁrst applied in rotation-non-invariant mode and then in a partially
rotation-invariant mode with the best parameters σ0 = 0.07 and α = 0.85. Here,









}). The performance improves with partial rotation-invariant
ﬁlters that achieve a recognition rate of 99.52% (shown as a ﬁlled-in square). (c) The
best recognition rates achieved for the MNIST and Farsi data sets with 3500 rotation-
non-invariant and partially rotation-invariant COSFIRE ﬁlters with parameters
σ0 = 0.07 and α = 0.85.
parameters are kept ﬁxed for all experiments: σ0 = 0.05 and α = 0.80. For every
value of t1 we run an experiment by conﬁguring up to 5000 COSFIRE ﬁlters. We
repeat such an experiment ﬁve times and report the average recognition rate.
Repetition of experiments is required in order to compensate for the random
selection of digits and the random selection of locations that are used to conﬁgure
the concerned ﬁlters. In Fig. 2a we plot the recognition rates that we achieve
for the MNIST data set for diﬀerent values of the threshold t1 and for diﬀerent
number of COSFIRE ﬁlters used. We achieve a maximum recognition rate of
99.26% with 3500 COSFIRE ﬁlters for t1 = 0.1, σ0 = 0.05 and α = 0.80.
Then, we run another set of experiments with diﬀerent values of the param-
eters σ0 (σ0 ∈ {0.01, 0.03, . . . , 0.15} and α (α ∈ {0.70, 0.75, . . . , 1}. For the new
set of experiments we use the value of the threshold parameter t1 = 0.1, the
one which performed best in the previous experiments. We achieve a maximum
recognition rate of 99.35% for σ0=0.07 and α=0.85 with 3500 COSFIRE ﬁlters.
For this set of experiments we apply the COSFIRE ﬁlters in rotation-non-
invariant mode. One can observe, however, that some of the digits given in the
two data sets diﬀer slightly in orientation. We consider this fact and repeat
the ﬁve experiments for the threshold t1 = 0.1, σ0 = 0.07 and α = 0.85 (that
contributed to the best performance so far), but this time applying the same
COSFIRE ﬁlters in a partially rotation-invariant mode with ﬁve values of the
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rotation tolerance angle ψ (ψ ∈ {−π4 ,−π8 , 0, π8 , π4 }). The plots in Fig. 2b show
that the performance that is achieved with the partially rotation-invariant ﬁlters
is improved to a maximum recognition rate of 99.52% with 3500 ﬁlters. This
means that the error rate is decreased by 26.15%.
We run similar experiments on the Farsi data set and achieve the best average
recognition rate of 99.25% for t1= 0.1, σ0 = 0.07 and α = 0.85 with rotation-
non-invariant COSFIRE ﬁlters and an average recognition rate of 99.33% with
the same ﬁlters applied in a partially rotation-invariant mode. Fig. 2c illustrates
these results next to the best results that we obtain for the MNIST data set.
4 Discussion
The high recognition rates that we achieve demonstrate the eﬀectiveness of the
proposed COSFIRE ﬁlters for the application at hand. The recognition rate of
99.52% that we achieve for the MNIST data set is comparable to the best existing
approaches4. In particular, our method outperforms the shape context approach
(99.37% in [4]), and three other approaches (94.20% in [17], 97.62% in [5] and
98.73% in [10]) that use biologically inspired feature detectors combined with a
multi-layer perceptron (MLP) [17] and a linear SVM classiﬁer [5,10]. The highest
recognition rate achieved to date is 99.73% [7]. The approach used to achieve
such a result extends the original training data set by elastically distorting the
training images. For the Farsi data set, the recognition rate of 99.33% that
we achieve is better than the best results ever reported in the literature. The
COSFIRE ﬁlters outperform other biologically inspired feature detectors (96% in
[5] and 99.1% in [10]) combined with a linear SVM classiﬁer and also outperform
the modiﬁed gradient technique which resulted in a recognition rate of 98.8%
when combined with a multiple classiﬁer system based on MLP classiﬁers [13].
Notable is the fact that we achieve the above results without performing any
pre- and/or post-processing operations, neither do we use an extended training
data set with elastic distortion. We apply the same methodology for both data
sets, even though the corresponding numerals have diﬀerent characteristics. This
versatility is attributable to the fact that the COSFIRE ﬁlters are trainable, in
that they can be automatically conﬁgured to any given patterns. This is in
contrast to the best methods applied on the MNIST data set in which elaborate
application-speciﬁc techniques have resulted from long-lasting research eﬀort.
The proposed method contains an interesting aspect from a machine learning
point of view. In traditional machine learning, the features to be used are ﬁxed in
advance and the machine learning aspect concerns the classiﬁcation of observed
feature vectors. If traditional machine learning is concerned with features at all,
this is typically limited to the selection of predeﬁned features or using them
to derive ‘new’ features as (linear) combinations of the original ones. Examples
are principle component analysis and generalized matrix learning vector quan-
tization [6]. Traditional machine learning is typically not concerned with the
question of how the features are deﬁned. This aspect of the problem is, however,
4 A list of results obtained by state-of-the-art approaches is maintained at
http://yann.lecun.com/exdb/mnist/
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crucial for the success: almost any machine learning method will perform well
with good features. The interesting aspect we would like to point out is that in
the proposed approach the appropriate features are learned in the ﬁlter conﬁg-
uration process when a digit part is presented. We conﬁgure COSFIRE ﬁlters
to be selective for local contour patterns that are randomly selected (with few
restrictions) from given training images. In our experiments, we do not analyse
the discriminative ability of the conﬁgured ﬁlters. This might cause the gener-
ation of ﬁlters that are selective to correlated patterns or to patterns with low
distinctiveness. A feature selection method can therefore be incorporated in a
machine learning algorithm, such as relevance learning vector quantization [11]
or a support feature machine [14], in order to identify the most relevant ﬁlters.
It is worth noting that we do not use information about the mutual arrange-
ment of the features obtained with diﬀerent COSFIRE ﬁlters - a high value of
the response of a given COSFIRE ﬁlter signals the presence of a given feature,
but does not specify where this feature is in the image.
5 Conclusion
We demonstrated that the versatile COSFIRE ﬁlters are very eﬀective feature
detectors of handwritten digits. We achieved recognition rates of 99.52% and
99.33% for the MNIST and Farsi data sets, respectively. These results outperform
other techniques that are based on biologically inspired features.
The proposed approach of combining the responses of a collection of COSFIRE
ﬁlters to form a shape descriptor can be thought of as a general framework for
many pattern recognition and machine vision problems.
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