Selecting an appropriate mathematical model to describe the dynamical behavior of a genetic regulatory network plays an important part in discovering gene regulatory mechanisms. Whereas fine-scale models can in principle provide a very accurate description of the real genetic regulatory system, one must be aware of the availability and quality of the data used to infer such models. Consequently, pragmatic considerations motivate the selection of a model possessing minimal complexity among those capable of capturing the level of real gene regulation being studied, particularly in relation to the prediction capability of the model. This paper compares fine-scale stochastic-differentialequation models with coarse-scale discrete models in the context of currently available data and with respect to their description of switch-like behavior among specific groups of genes.
Introduction
Genetic regulatory systems comprise an important example of a natural system composed of individual elements that interact with each other in a complex fashion, in this case, to regulate and control the production of proteins viable for cell function. Development of analytical and computational tools for the modeling and analysis of gene regulation can substantially help to unravel the mechanisms underlying gene regulation and to understand gene function. [1] [2] [3] [4] This, in turn, can have a profound effect on developing techniques for drug testing and therapeutic intervention for effective treatment of human diseases. 5 There are two important aspects of every genetic regulatory system that have to be modeled and analyzed. The first is the topology (connectivity structure) and the second is the set of interactions between the elements, the latter determining the dynamical behavior of the system. [6] [7] [8] Exploration of the relationship between topology and dynamics may lead to valuable conclusions about the structure, behavior, and properties of genetic regulatory systems. 9, 10 In this paper we focus our attention on model granularity by comparing fine-scale continuous modeling with coarse-scale discrete modeling. This issue determines to a great extent the degree to which system dynamics can be captured by a model, while at the same time taking into account the feasibility of estimating model parameters from the available data.
There have been numerous attempts to model the dynamical behavior of genetic regulatory networks, ranging from deterministic to fully stochastic, using either a discrete time or a continuous time description of the gene interactions. 11 Given that genes communicate (interact) via the proteins they encode, and given that protein production (transcription and translation) is controlled by a multitude of biochemical reactions, which are in turn influenced by many factors, both internal and external to the cell, one can safely assume that the gene expression X i of a particular gene i appears as a random function x i (t, ω) of the cell's internal and external environment. Thus, if one is to discover the dynamics of a genetic regulatory network, then one should develop a good mathematical model for the dynamical behavior of the gene-expression vector X(t, ω) := (x 1 (t, ω), . . . , x N (t, ω)) of the N genes interacting in the network. The goodness of such a model can be considered with respect to several criteria: the level of detailed description of the biochemical reactions involved in gene regulation, model complexity, model parameter estimation, and, perhaps most importantly, the predictive power of the model. The stochastic-differential-equation model is arguably the most detailed description of the dynamics of X(t, ω). It could imbed, at least in principle, all of the information about the biochemical reactions involved in the gene interactions. At the same time, one should not be tempted to claim that the fine-scale models are superior to the coarse-scale models. A model of the dynamics X(t, ω) given by a system of stochastic-differential-equations has high complexity, and the estimation of its parameters cannot be done without reliable time series data, and a goodly amount of it. Moreover, certain biologically meaningful properties observed in data could be lost as a result of poor parameter estimation. Thus, a carelessly designed fine-scale model might have very little to do with reliable predictions of the genes' activity. In the following sections we show that one can construct a discrete genetic-regulatory-network model that has predictive power comparable to that of the stochastic-differential-equation model under the assumption of complete knowledge of the parameters of the fine-scale model. This, combined with the lower complexity of any given coarse-scale model, makes such a model an attractive alternative to a stochastic-differential-equations model. In addition, biologically meaningful properties observed in the genes' expression profiles are naturally preserved by a variety of well studied discrete models of genomic regulation.
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Stochastic Differential Equations Model
Consider the gene expression vector X(t, ω) := (x 1 (t, ω), . . . , x N (t, ω)) of the N genes composing the genetic regulatory network. In what follows X(t, ω) : [0, T ] × Ω → R N is a vector valued stochastic process defined on a common probability space (Ω, A, P ) and indexed by a parameter t ∈ [0, T ] ⊂ R, which is usually interpreted as time. Then the most general system of stochastic differential equations describing the dynamics of X t (ω) := X(t, ω) is
where a(t, ω, X t ) is the drift coefficient, b(t, ω, X t ) is the diffusion coefficient, and
is a properly defined random process. To simplify the discussion about the goodness of this model we will assume that the coefficient functions a and b are not random, i.e. they do not depend on ω. In that case the drift coefficient a(t, X t ) describes the deterministic part of the behavior of the solution, and the diffusion coefficient b(t, X t ) together with the random process F t describe the stochastic part of the behavior of X t . In addition we will assume that F t is an m-dimensional
, where the components are independent scalar Wiener processes with respect to a common family of σ-algebras {A t , t > 0}. This assumption concerning F t is quite natural, and corresponds to the presence of white noise in the observations of gene activity profiles. According to our assumptions, the coefficient functions are mappings of the following kind:
We now state a well-known theorem concerning the existence and uniqueness of the solution of (2.1) with a given initial condition.
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Theorem 2.1. Under fairly mild conditions about the smoothness of the coefficient functions a and b, if the initial condition
Another important result allows us to interpret the solution of Eq. (2.1) as a Markov process.
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Theorem 2.2. The solution X t of (2.1) is a Markov process with a drift vector a(t, x) and a diffusion matrix D(t, x) := b(t, x)b T (t, x), and it has transition probabilities
is the solution of (2.1) with fixed initial value X s = x.
These theorems are in accordance with our intuition about how a genetic regulatory network should behave. The first one confirms that, given an initial state, the network will almost surely follow a unique time trajectory (biological development). The second theorem underlines the causality relationship between gene expressions at any two consecutive time instances: the current gene expression values depend directly only on expression values at the previous moment and not on the entire history of the network. We should note that when speaking about consecutive time instances one has to be careful in selecting the time scale in such a way that it is consistent with the underlying biochemical clock determined by the biochemical reactions in the cell. This observation shows some of the difficulties one faces while modeling the dynamics of a genetic regulatory network using continuous-time models.
Before even speaking about the predictive power of the model of (2.1), one has to assertain that the coefficient functions are selected in a way that is consistent with gene behavior, in particular, with the switch-like behavior of many genes. This switch-like behavior manifests itself in microarray data by there being a group of genes that show a bimodal distribution of their expression intensities. These genes are considered to be either expressed (ON) or not expressed (OFF). It has been argued that such genes determine the phenotype or the state of the cell development.
14 It has been demonstrated that, based on good quantization, Imposing this bimodal restriction on the solution of (2.1) brings up the important problem of determining the subclasses of drift and diffusion functions that yield such solutions. Consider the case in which these coefficient functions are assumed to be linear in x, i.e
. a(t, x) = A(t)x + a(t) and b(t, x) = B(t)x + b(t).
Then (2.1) becomes a system of linear stochastic differential equations. This model has attracted significant attention.
11 One advantage in using such a model is the closed form for the solution X t , which can be explicitly written as,
where X t0 -the initial condition (gene profile) vector at time t 0 , is assumed to be independent of the noise dW ,
and the N × N matrix Φ t is the fundamental matrix of the corresponding homogeneous equation
with initial value Φ t0 = I.
An impediment to using a linear model is that it can destroy the bimodality of the components of X t . If one decides that X t has no contribution to the diffusion coefficient, as in the case of the well known Langevin equation, then the solution of the system of linear stochastic differential Eq. (2.1) can be written as
where Y t is a Gaussian process independent of Φ t X t0 . Even in the case of a onedimensional, N = 1, process X t its distribution can be far from bimodal, as the following example shows.
Example 2.1. Assume that N = 1, and also that at time t,
with the initial value X t0 being a mixture of two normal distributions,
). Then the probability density of X t shows no bimodal structure for m = 5, σ = 4, m 1 = 0, σ 1 = 1, m 2 = 4, σ 2 = 2, c 1 = 1/3, and c 2 = 2/3, which is in sharp contrast with the probability density of X t0 (see Fig. 1 ).
Another important issue to be addressed when using (2.1) is the problem of estimating the coefficient functions from data. Finding/inferring the drift and the diffusion of the model (2.1) such that the components of the solution of the system have bimodal distributions over a given time interval is believed to be a difficult one, and, to our knowledge, has not been solved. Even if one has found classes of coefficient functions a(t, x) and b(t, x) that preserve the bimodality of the individual gene expressions throughout a continuous time interval t ∈ [t 0 , T ], one still has to estimate those functions from the available data. Obtaining reliable estimates of continuous-time coefficient functions requires large amounts of data -a possibility outside the reach of current technology. In the absence of reliable time series data one is forced to assume an autonomous model, i.e. a model where the coefficient functions do not depend on t. Such an assumption imposes additional constraints for the already difficult problem of finding those classes of drift and diffusion functions that preserve the bimodality property of the components of the solution X t . In the next section we construct a Markov chain representing the dynamics of a genetic regulatory network modeled by a system of stochastic differential equations like (2.1). That Markov chain is consistent with the Markov process X t , which is the solution of (2.1). Moreover, the bimodality for the gene expression profiles comes as one of the properties of the Markov chain, and this allows us to focus our attention on the inference of a suitable discrete model for the genetic regulatory network. Such a model will necessarily have its dynamics given by the Markov chain in consideration. There are many possible choices for the type of discrete model, such as Boolean networks, 14, [18] [19] [20] probabilistic Boolean networks 12, 21 and their extension to probabilistic gene regulatory networks having multi-valued discrete state spaces, 22 and Bayesian networks. 23 Those models have been extensively studied and there are various ways of inferring them from data.
Discrete Modeling of Genetic Regulatory Networks
Quite often the analysis of the dynamical behavior of a discrete model of a genetic regulatory network involves construction of a Markov chain, i.e. a discrete-time and discrete-state space Markov process. There are several important reasons for using such a tool. First, it is the understanding that the current gene expression values depend directly only on their expression values at the previous moment and not on the entire history of the network. This idea is very well reflected in the definition of a Markov chain. Secondly, the discrete-state space property of a Markov chain represents very well the qualitative switch-like behavior of certain genes. Lastly, the well developed theory of Markov chains allows us to describe in great detail the dynamics of the discrete model associated with the given Markov chain. For instance, it has been demonstated that the theory of automatic control in the context of Markov chains can be used to design optimal therapeutic intervention strategies in the case of Probabilistic Boolean networks.
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In this section we show that even if one assumes complete knowledge of the coefficient functions in the stochastic differential model (2.1), one can create a Markov chain that is consistent with the data and captures the switch-like behavior of a subset of genes for the period of time when the genetic regulatory network is assumed to be in its stationary or steady-state regime. We start with the Markov process X t that is the strong pathwise unique solution of (2.1). We will assume that all of components of the solution have a bimodal distribution at the initial moment t 0 . In the next step we apply an idea from Zhou et al. 16 where the presence of a bimodal distribution for the expression of some genes is used in solving classification problems.
Construction of a discrete-state space Markov processX t : Our assumption about the distribution of the components of the solution X t implies that for every i = 1, . . . , N and at any moment of time t ∈ [t 0 , T ], there are two closed intervals ∆
t,2 such that the probability distribution of
t,2 , and the probability mass on the common part of the two intervals, ∆ 2 , is much smaller in comparison to either of the two constituent intervals. Select c
, and define∆
t,2 . Then, for every i = 1, . . . , N, we define the components of the discrete-state space processX t bỹ
The next proposition shows that this newly defined process is Markovian. The condition about the existence of all of the possible densities is technical and helps in simplifying the proof. In fact, it is not too restrictive given the nature of the components of the random process X t . While the proof of this proposition is not difficult, we could not find any references and provide a proof in the Appendix. Proposition 3.1. Let X t be a Markov process such that for any given finite number n of time instances, t 0 ≤ t 1 ≤ · · · ≤ t n ≤ T, the random variables
. , N, have a joint density for their joint distribution function. ThenX t is a continuous-time Markov chain.
Using the biologically meaningful assumption about the bimodality of the probability distributions of some of the gene-expression profiles, we are able to construct a continuous-time Markov chain with a finite state space Z := {z 0 , . . . , z 2 N }, where the index k is the decimal representation of the state z k of the genetic regulatory network whose dynamics is described byX t .
The next step is a well known equivalence relation between a regular continuoustime Markov chain and a special pair of discrete-time random processes. 26 We provide a detailed construction of this pair because it is instructive and shows which properties of the modeled genetic regulatory network are preserved. It is obvious that a real genetic regulatory network cannot have instantaneous states, i.e. states that are exited by the network at the moment it enters them. This, together with the fact that the processX t has a finite state space, shows that it is a regular continuous-time Markov chain. 26 Therefore, for almost all ω the sample pathX t (ω) can be described by the pair (Y k (ω), T k (ω)), where t 0 < T k (ω) < T is the time wheñ X t (ω) jumps to the k-th consecutive state Y k (ω) =X T k (ω) (ω) on that path, the first state being Y 0 (ω) =X t0 (ω). It can be shown that the process Y k , k = 0, 1, . . . , is a Markov chain with a probability transition matrix computed via the probability transition function ofX t . 26 The sequence of time intervals T k+1 (ω) − T k (ω) has an exponential distribution with a parameter depending on Y k . Moreover, the pair (Y k (ω), T k (ω)) completely determines the regular Markov processX t .
The results and discussion in this section show that, to every solution X t of a system of stochastic differential equations like (2.1), there exists a pair (Y k (ω), T k (ω)) as just described. The first component, Y k , of the pair is a Markov chain with a state space Z describing qualitatively the dynamics of gene expressions in the genetic regulatory network that exhibit switch-like behavior. The second component T k of the pair provides us with means for computing the time the network spends in each one of the states it visits along almost all of its sample paths. In this sense, the constructed pair represents the dynamics of a discrete model of the genetic regulatory network. Such a discrete model has predictive power comparable to that of the stochastic differential equation model given by the system (2.1) in the following sense:
• If one knows the solution X t of (2. t,2 of each of the components x i (t, ω), i = 1, . . . , N, of the process X t , then we can construct a stochastic processX t that has bimodal componentsx i , i = 1, . . . , N, supported on ∆
t,2 , and serving as an approximation to the solution X t of (2.1). The goodness of such an approximation depends on our knowledge about the probability distributions of the gene expression profiles.
Conclusion
Selecting a model for a genetic regulatory network can have a profound impact on how well the model follows the underlying dynamics of the actual gene network. It is the balance between available data, estimation techniques, and model complexity that determines the usefulness of a given model. While it might be tempting to design a model that captures, at least in theory, the gene interactions on a very fine scale, one should be aware of the increased demand for larger data sets, or even time series data sets. It is also important to determine the parameters (coefficients) of the model so that the model generates solutions consistent with the observable data and also has a meaningful biological interpretation. At the same time, if the goal of the modeling process is to capture some kind of qualitative genetic behavior, then one can safely focus on coarse-scale discrete models. We have shown that in some well-defined sense a coarse model can possess predictive power comparable to a fine-scale continuous model. A contributing factor to model selection is that at the present time the methods of inferring discrete models of real genetic regulatory networks from microarray data are better developed than the methods of estimating the coefficient functions a and b in (2.1). Some of the available discrete models, e.g. Probabilistic Boolean networks, provide us with not only the corresponding Markov chain that describes the dynamics of the modeled network, but also allow us to optimize the connectivity and the attractor structure of the network. 27 All of these features make such discrete models an attractive compromise between complex, very detailed and data demanding fine-scale continuous models and simple deterministic models such as ordinary differential equations or Boolean networks.
This appendix provides the proof of Proposition 3.1.
Proof.
It is obvious from the definition ofX t that it is a continuous-time stochastic process. Its state space {0, 1} N is finite and we only need to check the Markov property. Let t o < t 1 < · · · < t n+1 ≤ T and z 1 , . . . , z n+1 ∈ {0, 1} N be arbitrarily chosen. In order to prove thatX t has the Markov property we need to show that P X tn+1 = z n+1 |X t1 = z 1 , . . . ,X tn = z n = P X tn+1 = z n+1 |X tn = z n . (A.1)
Using the definition ofX t we get P (X tn+1 = z n+1 |X t1 = z 1 , . . . ,X tn = z n ) = P X tn+1 = z n+1 |X tn = z n (A.5) which shows thatX t has the Markov property.
