Techniques in recommendation systems generally focuses on recommending the most important items for a user. The purpose of this work is to generate recommendations focusing on long tail items, and then to conduct the user to less popular items. However, such items are of great relevance to the user. Two techniques from the literature were applied in this study in a hybrid way. The first technique is through markov chains to calculate node similarity of a user item graph. The second technique applies clustering, where items are separated into distinct clusters: popular items (short tail) and non-popular items (long tail). Using the Movielens 100k database, we conducted an experiment to calculate the accuracy, diversity, and popularity of the recommended items. With our hybrid approach we were able to improve the recall by up to 27.97 % when compared to the markov chain-based algorithm, which indicates greater targeting to long tail products. At the same time the recommended items were more diversified and less popular, which indicates greater targeting to long tail products.
INTRODUCTION
Most of the methods used by Recommendation Systems (RS) tend to recommend the most popular items to users. Since the majority of users are interested in an item, the likelihood is that a new user will also be interested in that item [8] . By following this logic, it is natural that less popular items are less recommended and consequently less consumed. Usually, the main companies focus their sales on these products envisioning better logistic. If we imagine a company with physical stock, it is easy to understand that it is much cheaper to put the best-selling products on the more evident shelves. However, with the advent of virtual stores the cost of organizing products on shelves is non-existent. In the context of virtual stores has raised the term "infinite-inventory" [1] , where products in evidence can be selected according to the preference of each online user. This virtual user will not necessarily have the same preference as other users.
The term "long tail" refers to the set of products not commonly consumed by users [1] . Usually, these products make up the bulk of store stock with low demand. Only a small amount of products contribute for the majority of sales. In contrast, most products (which would be in long tail) are responsible only for the minority of sales. According to Paretto's rule [11] , 80% of the consequences come from 20% of the causes, that is, 80% of sales would be concentrated in only 20% of the products from the stock. Long tail items are those less popular items, while the other items, i.e. the most popular, will be called "short tail" items.
The long tail phenomenon can also be seen as a way to increase company profits. Generally high popular products are quite marketed by several other companies and of course the competition for sales is great. Since there is a great demand for these products, the price tends to be the lowest due to competition. Therefore, the products profit rate becomes quite low. Considering items with low demand, it is possible to predict a higher profit margin for interested users. The users will be more motivated to pay a higher price due to the low product availability. Another effect of exploring long tail products is the so-called "one-stop shopping convenience" effect. A store that offers long tail products and also popular products delivers an additional convenience for their customers since you find everything you need in one place.
In this context, this work proposes a hybrid technique for improving the recommendation of long tail products. Our approach uses a structure that represents the items and users in a bipartite graph. Then, we determine the proximity through Markov chains using the Hitting Time algorithm. In addition, we also combine the use of this algorithm with a technique of splitting and clustering in order to improve the accuracy of long tail items recommendations. Finally, we indicate the long tail items for recommendations, thus turning the algorithm more assertive and improving the recommendations diversity.
The remainder of the work is organized as follows: Section 2 presents the related works. The Section 3 addresses the proposed long tail recommendation. Section 4 details the experimental evaluation of the proposed technique and discusses the results of the experiments. Finally, Section 5 traces some conclusions and future work.
RELATED WORK
Yin et al. [12] has developed four variations of an algorithm for long tail item recommendations. The basic algorithm of the proposal is the Hitting Time, where the users and items are represented in a disjunct, indirect and bipartite graph. From this graph an adjacency matrix is obtained, as shown in Figure 1 . The edges of the graph are weighted and represent the relevance of a user's connection to an item, that is, a user's rating for that item. To calculate the proximity of unrecorded items, the author calculates the Hitting Time using a type of Markov chains called Random Walk [2] . Using Random Walk, the probability of a user reaching an item not evaluated by him is calculated. The higher the probability, the lower the Hitting Time, and therefore the item should have higher priority in the recommendation. Transition matrices are derived from a probability matrix. The probability matrix is obtained from the adjacency matrix shown in Figure 1 . Shang et al. [10] perform a study of a custom recommendation model using collaborative filtering and ternary relationships, through tripartite graphs, representing users, items, and tags. It proposes a new measure for user similarity based on user tags and preferences. The similarities are calculated using a diffusion-based process and finally compared with recommendations calculated based on similarity of the cosine. Johnson et al. [4] carry out an extension of the work of Yin et al. [12] . Johnson combines the algorithms used by Yin, adapting to tripartite graphs, shown by Shang. Johnson combined the Yin approach with the study of Shang to generate recommendations by collaborative filtering.
Park and Tuzhilin [7] suggest an approach based on splitting and clustering item set. The item set is divided between short tail and various parts of the long tail. Thus, recommendation of short tail items are made based on the individual scores of each item. In the case of the long tail items recommendation, the clusters scores are grouped in each part of the long tail. Park in [6] evolves the previous work by clustering the items based on popularity. The author presents a technique called adaptive clustering for recommendations of items according to their popularity. It is possible to define the size and quantities of the clusters in an adaptive way according to the state of the dataset, focusing on items long tail. As a result you get lower error rates and improved performance.
The approach presented in this work uses Hitting Time combined with a technique for item clustering. Our proposal will be based on the Park's approach [7] . We will group the long tail items into clusters according to the average ratings of each item and use this score as weight. The weight represents an additional variable in the Hitting Time algorithm. The main objective is to increase the emphasis on the recommendation of items located in long tail improving the accuracy.
PROPOSED SOLUTION
In this section we will explain our hybrid approach composed of Hitting Time algorithm and a clustering technique will turn the recommendations more focused on long tail items.
Hitting Time
In the Hitting Time algorithm [12] the set of users U and items M are represented in a split-graph and have their corresponding adjacency matrix. Figure 1 illustrates an example of the graph with nodes that could be items or users. The edges of these nodes carry a weight that reflect the user's rating for that item that the edge binds to. When there is no edge connecting two nodes, the weight is 0 (zero). As an example, we have the user node U 1 that has a connection with the item node M 6 . In the matrix of Figure 1 the weight of this edge is 5. In other words, the rating of such a user for item M 6 has a value of 5. The weight of an edge is represented by a(i, j).The variables i and j are the nodes of the graph in an array A = (a(i, j)) i, j ∈V . The variable V represents the set of vertices (nodes) of the graph.
Aiming at calculating the proximity of two nodes in the graph, the algorithm uses a specific type of Markov chain, called random Figure 1 : Representation of users and items through a bipartite graph and its respective adjacency matrix [12] .
walk. A random walk has a current state (a node in the graph) and with each evolution in time the state is changed, that is, visiting other nodes of the graph. Through the hitting time this path is driven by the weights of the edges and the random walk ends its walk when it arrives at the target node. The algorithm is based on a probability matrix that is computed from the adjacency matrix. Finally, the edge weights are given by Equation
, where d i = n j=1 a(i, j). Taking into account the probability matrix, a transition matrix is calculated for each chain state until the destination state is reach. Next, the hitting time value may be obtained through of the
The Hitting Time algorithm is based on the time-reversibility property to guide recommendations with long tail items. This property indicates that the paths are not symmetric. The probability that a node A reaches a node B is different from the probability that node B reaches node A [2] . The algorithm calculation takes the inverse path to calculate the value, that is, from user node to item node. In this way all items, including long tail items, are equally considered for recommendations. Thus, long tail items tend to be more recommended. This fact would not happen if the calculation began in the user-item sense, since there would be more paths that would link to the most popular products.
Clustering
We divide the set of items between short tail items and long tail items. At this point we use the Paretto's rule [11] as a parameter to separate the most popular items from the less popular ones. All long tail items are clustered considering the score of each item.
Those items with higher scores will have higher priority in the recommendation and will have a greater weight. Such items impact on the decrease in the Hitting Time value. The items with smaller scores are grouped in clusters that will be used to ponder the value of Hitting Time, increasing its size. The value resulting from the application of the adjustment factor to the value found through the algorithm Hitting Time will be called Hitting Time Clustered (HTCL). The value of the adjustment factor that will increase or decrease the Hitting Time is described in Table 1 .
To calculate the Hitting Time Clustered (HTCL) we first need to calculate the value to be added. This value may be negative or positive, depending on the cluster in which the item was clustered (see Table 1 ). This additional value will be added to the previously calculated Hitting Time value. The equation HTCL(q|j) = H (q|j) + AF ·H (q |j) 100
shows this calculation, where AF means the adjusting factor based on Table 1 , H (q|j) means the Hitting Time of an item j for a user q and HTCL(q|j) means the Hitting Time Clustered.
Algorithm In Action.
In order to illustrate the algorithm operation, Table 2 presents a list with 5 items recommended for a given user. In our context the items presented are examples of movies. As stated in the previous section, the smaller the hitting time the closer the user is to the item, consequently the item will have higher priority in the recommendation. In Table 2 the items are presented in order of relevance, according to the hitting time. Now, let's look at the distribution of items in a chart that represents long tail items and short tail items. Figure 2 represents the point of the set item where splitting is performed and how the items are clustered. In our example, there are 2 items that are presented in the short tail (movies "Titanic" and "Batman") and 3 items in the long tail (movies "Little Dorrit", "Simple Simon" and "Black"). For each item in the long tail, its score is shown, i.e. the average of the received ratings. The clustering algorithm will perform similarity classification based on the score (according to Table 1 ). In this way the movies "Little Dorrit" and "Simple Simon" will be considered similar and will be together in cluster C and the item "Black" will be alone in cluster D. The movies "Titanic" and "Batman" as they are located in the short tail will not be clustered. Table 3 lists the 3 items that are located in long tail. For each of them the calculation result is shown by the HTCL approach, based on the adjustment factor shown in Table 1 . The order of relevance for the recommendation of the items will no longer be the Hitting Time (HT), but the Hitting Time Clustered (HTCL), instead.
In the Table 4 we see the relevance items order changing after the clustering presented here. We can observe that movie "Titanic" was previously the most relevant recommendation for the user. After the application of clustering we see that movie "Little Dorrit" becomes the most relevant. Notice that in Figure 2 movie "Titanic" is in short tail and movie "Little Dorrit" in longtail. That is, long tail are more prioritized rather than short tail items by just adding the clustering technique. The logic of the Hitting Time algorithm remained the same. We can also observe that the other items also changed position in the ranking of recommendations. Movie "Black" (present in long tail) has increased in the ranking and item "Batman" (present in short tail) fell in the ranking. The item "Simple Simon" remained in the same position, despite being in the long tail, showing that clustering does not always prioritize the items that are in the long tail.
With such approach the trend is that long tail items with better user ratings take higher priorities. In addition, items that are at the end of the tail can also be recommended more easily and more assertively, since thay have a good score.
EVALUATION 4.1 Dataset
The dataset used in this study was the Movielens100k dataset [3] . The Movielens dataset has approximately 1,682 movies and contains 100,000 ratings on a scale of 1 to 5 scored by around 943 users. The density for the rating matrix is 6.30%, a sparse matrix, which means that most users have not seen most movies. The dataset also includes other information that was not used in this study, such as: age, gender, user occupation, and category of movies.
Each user has rated at least 20 movies. The data was collected through the MovieLens web site (http://movielens.umn.edu) during the seven-month period from September 19th, 1997 through April 22nd, 1998. This data has been cleaned up -users who had less than 20 ratings or did not have complete demographic information were removed from this dataset.
Metrics

Recall.
To calculate the accuracy of the proposal, we use a metric called Recall@N, previously adopted by [12] . Recall is the index that indicates the amount of items of interest to the user that appear in the list of recommendations. This index ranges from 0 to 1. The closer to 1 better the recommendation. The metrics idea is to select a user favorite item and include it in a set of randomly selected items. After that, the algorithm ranks all set items and then checks whether the user's favorite item is displayed in the top@N.
For the recall application we split the dataset into two subset. The first, called test set (or estimation test) was used to randomly select items located in long tail and evaluated with 5 stars. The second subset was used to perform the tests and validation of the generated recommendations. For each item M present in the training subset, we select other items that have not been evaluated by the same user who evaluated item M. Let's call this training set as B. From there we execute the algorithm and rank all items not evaluated together with the item M. A test case, as described above with item M, is performed several times. In our experiment we varied the number of test cases together with the number of items present in training set B. A number of 500 test cases were executed. Each experiment used a training set B of 100 items.
To calculate the Recall@N we define hit@N like a test case. It is counted how many times the item M appears inside the top@N results, as shown in the following equation Recall@N = hit @N |L | , where |L| is the number of test cases. This way, the higher the recall result, the greater the accuracy of the tested algorithm. Which represents that there are more items of user preference being returned in the top@N results.
Diversity.
The metric diversity [5] was used to obtain the degree of distribution of long tail items that are recommended.
With a high diversity the tendency is that long tail items are recommended to the users, that is, the recommendations suffer little influence from very popular items. Such influence causes the discovery of new items hitherto hidden in the long tail.
To calculate diversity we use the same calculation shown in [12] . This metric calculates for a given set of users the top@K items to recommend. Let's assume that we will use a set of 20 users and for each of them a top@10 ranking, that is, 10 recommended items. In this case we would have a total of 200 recommended items for all users. To calculate the diversity we check how many repeated items are counted only once and then calculate the proportion to the total, as shown in Diversity = | I u ∈I | |U | ·top@N , where I u is the set of single items recommended for all users. The I element means the set of items in the dataset, U represents the set of users and top@N means the number of items recommended for each user.
In our experiments we fixed a set with 200 users and for each user varied the amount of recommended items in top@10, top@20, top@30, top@40 and top@50.
Popularity.
The metric popularity represents the quantity of recommended long tail and short tail items. An analysis of this metric together with the others result in a more careful analysis regarding the algorithm performance. This metric calculates the frequency of an item according to the amount of ratings it holds because of the other ratings of dataset [12] .
Considering that our dataset has 100,000 ratings, we calculated the popularity of the top@10, top@20, top@30, top@40 and top@50. For each of them we selected 200 different users. The calculation was based on the average popularity of items in each user's ranking. And for each user the average was calculated to arrive at the final value. That is, we count the amount of evaluations received for each item. And then we relate to the total amount of dataset evaluations, as shown in Popularity = The number of ratings is about 100,000 and the U element represents the set of users selected for the popularity calculation. The top@N element means the amount of recommended items for each user belonging to the U set. In Equation above, R u represents the rating rate already normalized according to the number of users and recommended items.
The higher the result, the greater the popularity of a particular item. Thus, to have a good result of the algorithm in relation to the recommendation of long tail items, it is interesting that this metric has a low value, that is, recommend little popular items to users. Both the diversity metric and the popularity metric can measure how far the recommendation is directed to long tail items.
Baselines
To analyze the effectiveness of our Hitting Time Clustered approach (HTCL), we performed a comparison with 3 different baselines, namely:
• Hitting Time (HT) -The algorithm proposed by Yin [12] is presented in Section 3.1.
• Hitting Time + Clustering All Dataset (HTCA) -The Hitting Time Algorithm plus clustering similar to our approach. The difference here is in the lack of splitting of the dataset. That is, there was no separation of items between long tail and short tail and then clustering occurred throughout the dataset.
• Hitting Time + Clustering Short Tail Dataset (HTCS)
-Also similar to our approach, however, the splitting in the dataset was done in the opposite way. Instead of clustering the items located in the long tail, in this baseline we cluster only the items present in the short tail of the dataset. Figure 3 shows the performace of our approach (HTCL) compared to the baselines described in the Section 4.3. In the execution presented in the graph were ranked 100 items and then calculated the recall for 500 test cases. We can observe that of all baselines, our approach obtained the best values for the recall in all top@N .
Results
Recall Measurement.
Note that when we used only HT, the results were better than any of the other baselines that use clustering, with the exception of HTCL. For example, at the top@10 point, the value in baseline HT is 0.086, when we change to our HTCL approach the value was 0.094. In top@35 the HTCL outperforms HT in 27,97%. When using HTCA and HTCS, the result was worse than HT in all top@N. With the HTCS we had the worst result of all. In top@5 HT outperforms in HTCA 31,25% and HTCS in 34,38%. That is, clustering only the short tail will make the recommendations worse than not clustering anything. The best results for the HTCL confirmed the effectiveness of our approach, because the clustering of items in the long tail tend to have a recommendation with better recall.
Other experiments were also performed by varying the number of test cases and the number of ranked items. However the results were similar, following the same order as shown in Figure 3 . That is, the best approach was HTCL followed by HT, HTCA and finally HTCS. 
Diversity Measurement.
The results of the measurement of diversity were also positive for HTCL. Figure 4 presents the results for an amount of 200 random users when generating top@N recommendations. In this measurement, although the increase is low, it is noticeable mainly when the HTCL recommends from top@30 items. Note that at the top@30, the HTCL approach presents 0.0347, versus 0.345 of the HT approach. That is, the items recommended by our proposal have a greater diversity of items. This approach proved to be the best, followed by HT. And following the same order of the recall, the third best was the HTCA and finally the HTCS. 
Popularity Measurement.
In terms of popularity measurements, there was no unanimity. Analyzing Figure 5 we see that the results were quite close to all baselines. The HTCA and HTCS approaches were the ones with the lowest popularity ratings. Our approach got the same result as HT up to the top@20. From then on it managed to overcome HT. See that in top@30 the popularity index in HTCL is 0.3119 and the index in HT is 0.3122. That is, our recommendations tend to suggest less popular products.
Low popularity is not bad for our purpose, since the recommendation of long tail items needs to be more focused on niche products and not among the top sellers. In short, the HTCL approach improves diversity and returns less popular items, which is good, as we are focusing on long tail recommendations. In addition, the good results in diversity and popularity were reached without harming the accuracy, since in the recall method our approach obtained the best results. 
Discussion and Points of Improvements
The approach proposed in this work (HTCL) obtained the best results in the 3 tested metrics. The recommendations tend to be more focused on longtail items, since our approach uses the Hitting Time algorithm together with the clustering technique. The results of baselines HT and HTCL when compared in metrics diversity and popularity show the superiority of our approach. Until reaching the top@20, the two baselines do not show significant differences. The top results of the HTCL approach are evident from top@30, when the HTCL baseline begins to recommend less popular and more diverse items. The results of the other two baselines HTCA (clutter of the entire dataset) and the HTCS (clustering only of short tail) show that clustering if performed in any way can lead to worse results. That is, the clustering performed in these baselines worsened the results already obtained without any type of clustering (baseline HT).
The items diversity was improved and there was a decrease in popularity, but the relevance of the recommendations was not affected. The recall metric allowed us to monitor the accuracy of the recommendations. The HTCL approach obtained the best results at all top@N (see Figure 3) . The other baselines that performed the clustering differently, worsened the results of the HT approach. This result has showed the importance of defining a good strategy when clustering a dataset.
Only the variable "item score" was used in the clustering step. Only with this variable the results have already improved, confirming the feasibility of applying different techniques to reach the same goal. Besides the score, there are other variables that can be taken into account in the calculation of similarity, such as: category of the film, producer, and cast. User clustering can also be done through his/her profile data, including age, occupation, gender, among others. These variables are already present in the dataset used in this work and will be the subject of new experiments.
Other techniques can be used in conjunction with a base algorithm and improve recommendations to further explore the long tail. Our approach used Hitting Time as the base algorithm, but other algorithms can be adopted in conjunction with the various clustering techniques. Another possibility is to use, together with clustering, other techniques such as probabilistic CF algorithm (IRM2), multimodal similarity and multi-objective evolutionary algorithm (MORS), just to name a few.
A limitation is related to the size of the dataset and its sparsity. Datasets with different dimensions and sparsities could generate other results. A deeper analysis could bring new information. The other limitation would be the use of a single domain. We have applied a dataset that aggregates movie ratings, called MovieLens. Analyses in other domains could give different results showing specificities of each tested domain.
CONCLUSION
In this work we performed a study to generate recommendations of long tail items. The combination of the Hitting Time algorithm with a clustering technique was adopted in order to give more visibility to long tail items. Using the 100k ratings of Movielens database, we conducted an experiment to calculate the recall, diversity, and popularity of the recommended items.
The results indicate that two techniques used together may improve the result of a first technique used alone. This procedure should be done carefully, otherwise the effect may be negative. Our proposal presented satisfactory results by focusing on longtail items. We have increased the diversity of recommendations. There was a decrease in popularity of the recommended products. At the same time, the relevance of the recommendations (measured by the recall metric) was also higher compared to the tested approaches. The positive results point out possibilities for retail companies that aim at increasing the profit of their businesses. Since the profit from selling long tail items tend to be larger than short tail items. Focusing part of the sales for these products will bring greater financial returns. This is evidenced by the lower competition for such products. In addition, customers of niche products are usually more loyal and are more willing to pay a higher amount to acquire it.
As future work we intend to extend this work using more variables in the clustering of items, such as age of the user, category of the item, among others. We also intend to adopt other clustering techniques as proposed by [9] . Another possibility is to try out the other algorithms proposed by [12] , combining them with the presented clustering technique. Other metrics can be added such as Time, Precision, and F-measure. The use of other databases would also help giving more validity to the results, as well making comparisons with other baselines.
