We present a new and general approach of de ning semantics for disjunctive logic programs. Our framework consists of two parts: (1) a semantical, where semantics are de ned in an abstract way as the weakest semantics satisfying certain properties, and (2) a procedural, namely a bottom-up queryevaluation method based on operators working on conditional facts (introduced independently by Bry and Dung/Kanchansut for nondisjunctive programs). As to (1), we concentrate in this paper on a particular set of abstract properties (the most important being the unfolding or partial evaluation property GPPE) and de ne a new semantics D-WFS. Our semantics coincides for normal programs with the well-founded semantics WFS. For positive disjunctive programs D-WFS coincides with the generalized closed world semantics GCWA. As a byproduct, we get new characterizations of WFS and GCWA. D-WFS is strongly related to Przymusinski's STATIC semantics: we conjecture that they coincide w.r.t. to the derivation of pure disjunctions. In (2) we compute to any program a residual program^ , from which disjunctive queries to can be immediately answered. We show that^ is a sound and complete implementation of D-WFS and furthermore can be used for computing any other semantics satisfying certain properties. Using a weaker variant of^ we can de ne a weak version WD-WFS of our semantics which is an extension of WFS and WGCWA. Our approach is also useful because it allows to describe the delaying of negative body literals done in many query evaluation algorithms on the source program level.
Introduction
In this paper, we de ne a semantics for disjunctive logic programs based on abstract properties of such semantics, discuss its relation to other proposed semantics, and show how to derive a bottom-up query evaluation algorithm from the de ning properties.
There are quite a number of proposed semantics for disjunctive logic programs (see Dix92b, DM94a] ). It is therefore important to classify and compare them by their properties. Abstract properties of logic programming semantics were extensively investigated by Dix in his recent articles in Fundamenta Informaticae for normal, and in Dix92b, DM94a] for disjunctive programs.
It is also important to look at the space of all possible semantics because there might be a semantics with nice properties which we do not know yet. In this paper we de ne an interesting semantics by simply requiring some very natural abstract properties, namely that certain elementary program transformations are possible without changing the meaning of a given program. Especially, our semantics allows partial evaluation in the sense of unfolding. Furthermore, it is possible to delete tautological and non-minimal rules, and to evaluate negative body literals if their truth value is trivial. We de ne our semantics as the weakest semantics with these properties (weakest in the sense of the information ordering: every atom which cannot be determined to be true or false by applying these properties is unde ned). Of course, we prove that these requirements uniquely determine a semantics, which we call D-WFS.
It turns out that this semantics is a joint generalization of the wellfounded semantics (WFS) for non-disjunctive programs and the generalized closed world assumption (GCWA) for negation-free disjunctive programs. In addition, our semantics is quite similar to the strong well-founded semantics proposed by Ross Ros90 ], but it is more regularly behaved. D-WFS is also very closely related to Przymusinski's static semantics ( Prz95] ) and is weaker than STABLE and PERFECT.
Of course, such an abstract de nition of a semantics by its properties is theoretically very appealing, but it is not useful for really working with it. Therefore, we develop a bottom-up query evaluation algorithm based only on the given semantical properties. Abstract semantical properties were already used for implementation purposes in DM93], but here we show that our semantics can be implemented by only using these properties. Our method uses the notion of conditional facts developed by Bry ( Bry90] ) and Dung/Kanchansut ( DK89] ), which we generalize to the disjunctive case. The idea is to delay the evaluation of negative body literals during the xpoint computation of derived facts, and then to perform some simple reductions. The result^ is similar to the residual program of CW93b], however, our (and Bry's) version is computed bottom-up, and still contains the complete information of the program , i.e. it is equivalent under the D-WFS and any other semantics with these properties. Theorem 4.3 is our main result. We also de ne a weaker variant of^ called~ and use it to de ne WD-WFS, a semantics which extends WFS and WGCWA.
For non-disjunctive programs, KSS91] proposed a bottom-up algorithm for computing the well-founded semantics. The main di erence is that they do not explicitly use conditional facts, but recompute them implicitly while performing the reductions. Finally, bottom-up query evaluation for disjunctive default theories was investigated in BL92, BL93], this especially included the perfect model semantics.
A query evaluation algorithm based on program transformations for the related STATIC semantics was also given in CL95]. There the main emphasis is on the elimination of disjunctions, whereas we concentrate on the negation.
Our paper is structured as follows: In Section 2, we introduce the abstract properties of logic programming semantics that we need and use them to de ne the weakest semantics satisfying these conditions: D-WFS. Based on these properties we develop our query evaluation algorithm in Section 3 and de ne a weak (~ ) and strong (^ ) residual program. While~ leads us to a semantics WD-WFS,^ is shown to be sound and complete w.r.t. our D-WFS in Section 4. In Section 5 we discuss how D-WFS relates to various other semantics and to similar approaches for nondisjunctive programs by Chen/Warren and Kemp et. al. Finally, we give a short summary and an outlook on future work in Section 6.
Abstract Semantics j and Transformations
In this paper, we consider allowed disjunctive DATALOG programs over some xed 1 function-free nite signature . We identify such a rule with the triple consisting of the following sets of atoms A := fA 1 ; : : : ; A k g, B := fB 1 ; : : : ; B m g, C := fC 1 ; : : : ; C n g, and write it as A B^:C. We write for the full instantiation of (wrt ) and P( ) for the set of atoms occuring in rule heads in .
A logic program or deductive database is used by posing queries. In fact, boolean queries are su cient, since we usually require that is an answer to i \yes" is an answer to . We also need no conjunctive queries, 1 The program transformations may change the set of actually occuring symbols, but we wish to keep the syntactic base. since 1^ 2 is answered with \yes" i both subqueries are answered \yes". However, we need disjunctive queries , since the result of 1 _ 2 cannot be derived from the results of the single queries.
De nition 2.2 (Semantics j )
A semantics j is a relation between logic programs over and pure disjunc-This view of a semantics is very general. First, semantics de ned by declaring a certain set of models t into this framework, we simply take the sceptical view (truth in all intended models). Second, if a semantics assigns to every program a completion (i.e. a rst order theory), then we take the pure disjunctions which follow from this completion.
We base our discussion on abstract properties of logic programming semantics. All of them require that certain elementary transformations do not change the semantics of a given logic program:
De nition 2.3 (j -Equivalence Transformation) We call a transformation 7 ! 0 a j -equivalence transformation i j () 0 j for all , i.e. S j ( ) = S j ( 0 ) for instantiated programs ; 0 .
An especially important such transformation is partial evaluation in the sense of the \unfolding" operation. It is the \Generalized Principle of Partial Evaluation (GPPE)" ( DM94b, BD95b] ) (recently, this has been also considered by Sakama The last property is valid for all existing semantics for normal programs, for the perfect model semantics (because it is a logical equivalence transformation) and we claim that it is true for any sensible semantics under a non-inclusive interpretation of _.
We already required that :A should be derivable if A appears in no rule head. But then it should be possible to evaluate the body literal :A to true, i.e. to delete :A from all rule bodies: this is guaranteed by Positive Reduction. Conversely, if the logic program contains A 1 _ _A k true, at least one of these atoms must be true, so a rule body containing :A 1^ :
A k is surely false, so the entire rule is useless, and it should be possible to delete it: this gives us Negative Reduction.
De nition 2.6 (Positive and Negative Reduction) A semantics j allows a) Positive These notions of reduction have been introduced in Dix92a] for normal programs and in DM94a] for disjunctive programs. It turned out that an application of these principles may reduce a program drastically, because many literals are decided to be true or false.
Note that our properties make also perfectly sense for semantics like GCWA and WFS, which are de ned only on positive resp. normal programs, because these classes of programs are closed under our transformations.
We call a semantics j 1 weaker than a semantics j 2 i j 1 =) j 2 for all and . We are now in a position to de ne:
De nition 2.7 (D-WFS)
The semantics D-WFS of a program is de ned as the weakest semantics satisfying all our properties introduced in this section. We now have to show that this is well-de ned, i.e. that there is a unique weakest semantics with these properties. Let be the re exive, symmetric, and transitive closure of the union of transformations 7 ! introduced above. Note that at this point it is still possible that the semantics is inconsistent, i.e. that for some and A 1 ; : : : ; A n , j D?WFS A 1 _ _ A n , and j D?WFS :A i for i = 1; : : : ; n. This is no particular failure of this way to de ne a semantics, because other prominent semantics such as STABLE can be inconsistent, too. It would simply mean that the required properties are too strong. However, as will become clear from the characterization in the next section, our semantics D-WFS is always consistent. In fact, it is a rather weak semantics. We note that the restriction to a function-free and nite signature is essential in this section. Our reductions do not allow us to \unfold in nite loops". Let us consider the program : A(x) A(f(x)). D-WFS is not able to derive :A(t) for all ground terms t. If no function-symbols are available, this example can be easily simulated by an in nite ground program.
Bottom-Up Query Evaluation
In this section we de ne our bottom-up evaluation procedure. In contrast to the last section we no longer work on instantiated programs. Of course we use the allowedness-condition to bind the variables and avoid oundering.
Our approach is based on the notion of \conditional facts". This idea was introduced in Bry89, DK89] but is now extended to the disjunctive case. The idea is to delay the evaluation of negative body literals. Since is allowed, every variable occurs in a positive body literal, so the derived rules are really ground and furthermore contain only constants appearing somewhere in .
We compute the smallest xpoint of T as usual: We start with ? 0 := ; and then iterate ? i := T (? i?1 ) until nothing changes. This must happen because there are only nitely many predicates and constants to build ground atoms occuring in conditional facts, and there are only nitely many subsets of all these atoms (corresponding to head and body). The operator T and the idea of using conditional facts already appeared in work of Dung/Kanchansut ( DK89] ) and Bry ( Bry89, Bry90] ) for nondisjunctive programs. In HY91] a somewhat related approach (again for normal programs) was de ned: a semantics was reduced to programs containing only negative literals in their rule-bodies.
So we now have a logic program with rules of a very particular kind, namely containing no positive body literals. The next step of the proposed query evaluation algorithm is to simplify it by means of the reduction operations introduced in De nitions 2.5, and 2.6. This leads to the following reduction operators on sets of conditional facts (a generalization of reductions studied It is also possible to weaken R by simply cancelling the last condition (2) (i. e. non-minimal rules are not eliminated). We obtain in this way a variant R weak . R is stronger because it is usually smaller than R weak : more reductions are allowed. We again iterate these operators until nothing changes. Since the total number of atoms occuring in ? is reduced in each step, this process must come to an end.
De nition 3.4 (Residual Program)
The weak residual program of an allowed DATALOG-program corresponds to R weak and is de ned as~ := R ! weak ? T ! (;) . Similarly, corresponding to R we de ne the strong residual program^ := R ! ? T ! (;) . Although our operators T ; R i ressemble to Fitting's operator P for nondisjunctive programs they are di erently used. Not only do they operate on conditional facts, they are also applied in such a way that for programs like A A we get the empty program. Therefore :A is derivable whereas Fitting's operator would leave A unde ned.
The notion of residual program now gives us a straightforward way to dene semantics SEM from an implementation point of view (we just described a constructive bottom-up evaluation procedure) by putting j SEM :() ( there is A with A true 2^ or there is :A 2 and A 6 2 P(^ ):
(1)
For the moment, we call the semantics corresponding to~ (i.e. to R weak ) SEM weak and the semantics corresponding to^ (i.e. to R) SEM strong . It is immediate that SEM weak (resp. SEM strong ) is the weakest semantics for which 7 !~ (resp. 7 !^ ) is an equivalence transformation.
Soundness and Completeness Results
We introduced in Section 2 a framework to de ne semantics semantically as abstract entailment relations satisfying certain properties. In Section 3 we described a constructive bottom up procedure to compute a normalform of a program. We show in this section that both approaches are very strongly related and state some interesting soundness and completeness results.
What are the properties of SEM 1 and SEM 2 , i.e. semantics de ned by using formula 1? Before discussing this question, we consider the rst part in the computation of the residual programs. It is not surprising that the transformation from the original program to the set of all derived conditional facts lfp(T ) does not change the semantics of the program: Theorem 4.1 (Soundness of lfp(T )) Let j be a semantics which satis es GPPE, and allows both the Elimination of Tautologies and Non-Minimal rules.
Then 7 ! T ! (;) is a j -equivalence transformation.
But it is worth noting that there are programs ; 0 s.t. 0 results from by applying GPPE and yet T ! Lemma 4.2 (Properties of the weak residual program~ ) Any semantics for which 7 !~ is a j -equivalence transformation also satis es positive and negative Reduction.
Concerning our strong residual program we have a surprising soundness and completeness result: Theorem 4.3 (Strong^ is sound and complete) j satis es all properties de ned in Section 2 if and only if 7 !^ is a j -equivalence transformation (for all programs ).
We note in particular that this proves our bottom up procedure to be sound and complete with respect to D-WFS, simply because D-WFS is the weakest semantics with these properties, i.e. 
Relation to Standard Semantics
The next theorem illustrates how most of the semantics behave according to our conditions. The GCWA declares for any program the set of all positive disjunctions that hold in all minimal models to be true. It also declares to be true the set of all negative literals that hold in all minimal models. WGCWA RT88, RLM89] coincides with GCWA on positive disjunctions, but only declares a proper subset of the negative atoms to be true. Similarly, STABLE declares the set of all pure disjunctions that hold in all stable models to be true.
Let be a ground literal and be a non-disjunctive logic program. () there is true 2^ or = : and 6 2 P(^ ): While Dung/Kanchansut also related their approach to the wellfounded semantics WFS, they did not get this nice characterization of WFS.
We now show that D-WFS (resp. WD-WFS) extends GCWA (resp. WGCWA). For positive programs,^ is a set of minimal positive disjunctions. Again, we trivially get the result for residual programs, and can lift it to all programs by means of Theorems 5.1 and 4.3 (the case of WD-WFS is easily reducible to D-WFS because GCWA and WGCWA are so strongly related): Consider the following strati ed disjunctive logic program due to Ross: p _ q: r :p: r :q:
Here his S-WFS as well as our semantics D-WFS leave r unde ned, because p and q are unde ned. In contrast, the perfect model semantics allows to conclude r, which is required for any semantics having a really exclusive or. 2
Relation to Przymusinski's STATIC and Ross' S-WFS
In contrast to model-based approaches Przymusinski's STATIC assigns to any program a certain completion (i.e. a rst order theory in an extended language using the belief operator B). Literals :A are mapped to B:A.
Such approaches are subsumed in our framework by declaring to be true all pure disjunctions that follow from this completion. In our framework we consider only pure disjunctions (i.e. completely separate positive and negative knowledge, and do not interpret : as classical negation), therefore it does no harm if we map epistemic negation B:p to :p.
In the example 5.5, D-WFS coincides with the static semantics of Przymusinski. Indeed, we claim that this is not by accident: Finally, let us compare our semantics with the strong well-founded semantics (S-WFS) de ned by Ross Ros90] . S-WFS does not even allow the elimination of non-minimal rules in the sense of De nition 2.5: Let the program consist of p_q :q and q :q. Here, p has the only basis q, and this is obviously unde ned. Therefore p is unde ned in the strong WFS. However, in our D-WFS, the rst rule can be deleted because it is non-minimal. So p is false in D-WFS.
The next example shows another shortcoming of S-WFS:
Example 5.7 (S-WFS vs. GCWA and PERFECT) 
Computational Properties
Let us nally make a few short notes on the computational properties of the proposed query evaluation algorithm. More detailed explanations can be found in a technical report currently in preparation. First, it seems that every query evaluation algorithm which is able to handle non-strati ed programs has to delay negative ground literals under certain conditions. For instance, this is done in CW93a].
Second, our algorithm has a strong relation to the algorithm proposed in KSS91] for bottom-up computation of the (non-disjunctive) WFS. More precisely, they restrict the conditional facts to the head literal and one bit indication wether there is a non-trivial body or not. They do this by managing two versions of every predicate: The certainly true facts and the possibly true facts. Of course, this is a loss of information, but it can be compensated by recomputing the conditional facts for every step of the reduction phase. They also use the optimization that they start by computing the certainly true facts and then combine the rst computation of the possibly true facts already with the rst reduction.
Third, even for non-disjunctive programs, there can be exponentially many derivable conditional facts in some rare circumstances. Since it is known that the WFS can be computed in polynomial time, this looks quite bad at rst sight. However, the residual program contains much more information than the well-founded model, for instance, it is possible to compute the stable semantics from it. Furthermore, we believe that if a fact is undened in the well-founded model, the user wants to know a reason for this. In our approach, it would be possible to present him/her the conditional facts about the unde ned literal.
Fourth, as any bottom-up algorithm, we would need some variant of the magic-set rewriting technique to make it goal-directed. For non-disjunctive programs this should not be very di cult, for disjunctive programs this is currently under research.
Fifth, an important optimization of our approach would be to interleave the computation of derived conditional facts with the reductions. For instance, for non-disjunctive strati ed programs, it is never necessary to actually delay any negative body literal (as in the standard approach).
Conclusions
In this paper, we have presented a general approach to de ne semantics for disjunctive logic programs simply by postulating some properties. Although we applied this framework to a particular set of transformations, our method is not restricted to these.
The resulting semantics D-WFS turned out to be interesting, because it extends WFS and GCWA, and because of its strong relation to Przymusinski's static semantics, and the similarity to Ross's S-WFS. Furthermore, D-WFS is weaker than the disjunctive stable model semantics, so it gives no unsensible conclusions.
Besides the abstract de nition of our semantics, we were also able to develop a bottom-up query evaluation algorithm for it. Our compuation of the residual program uses only the given semantical properties and can also be used for other semantics having these properties (e.g. the disjunctive stable semantics and the static semantics).
In fact, we proved that the validity of this computation is equivalent to the given semantical properties, which is an astonishing result.
Our approach is based in the notion of conditional facts, developed independently by Bry and Dung/Kanchansut. The delaying of negative body literals is also implicit in many query evaluation algorithms. It is nice that we can do this on the level of programs, not on the level of implementation data-structures. We believe that this greatly enhances the understanding of the algorithms.
As a byproduct of our approach, we have a characterization of the standard WFS as the weakest semantics allowing unfolding (GPPE), elimination of tautologies, and positive and negative reduction.
A simple prototype of our approach is available 4 . Of course, the algorithm can be further optimized, this is subject of our future research. We are also interested to apply this framework to other semantics, and have already some results for the disjunctive stable semantics ( BD95a]).
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