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.
This paper describes how computer algebra systems can be used to help students un-
derstand mathematical algorithms. Since one can write programs in these systems, one
way to help the students is to show them complete programs and try to show them
what the programs do. However, programs are like black boxes; you see what goes in
and what comes out. To understand the program you need to show the steps that it
makes because most students need to see a worked example in detail in order to see
what an algorithm is doing before they understand how it works. Another problem with
programs is that programs force you to be explicit about details; you must formulate
the termination conditions, estimate degree bounds, specify domains of variables, etc.
These details often get in the way of illustrating the basic algorithm.
The premise of this article is that interactive worksheets and notebooks, which are now
available in several computer algebra systems, sometimes provide a better alternative
than programs as a teaching aid. In a worksheet or notebook, we can present an algorithm
by following the sequence steps done. If part of the algorithm is dicult to express as
a single command, or dicult to program, the results can be \typed in" instead. Other
parts which may be dicult to formalize in a program, may be very obvious from looking
at the output. To illustrate this, we have presented ve algorithms as worksheets which
we have used for teaching undergraduate mathematics and computer science classes.
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1. Introduction
Maple worksheets and Mathematica notebooks have been around for several years now,
and are widely used by instructors to present mathematics and illustrate phenomenaz.
They are being used as a medium for providing teaching materials in undergraduate
mathematics, and disciplines like engineering which use mathematics as part of the prob-
lem solving process. Another important way these tools are being used is as exploratory
tools; they provide the student with an opportunity to try experiments; to try it out
y E-mail: monagan@cecm.sfu.ca
z Several other commercial products provide the equivalent. We have not mentioned them in this
paper because they do not provide a programming language.
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and see what happens. Studies of such applications can be found in the proceedings of
Mathematica and Maple conferences, for example see .Lopez (1994).
This paper asks a dierent question. Can we use worksheets to teach mathemati-
cal algorithms eectively? To answer this question, we begin by stating how we teach
mathematics, and then how we teach mathematical algorithms. The traditional way we
teach mathematics includes three essential activities. Students attend lectures, study
textbooks, and do exercises. It is generally held that students benet more from lectures
than studying a text, but that they really learn when they do exercises for themselves.
In this paper we are interested in showing how a CAS combined with worksheets and
notebooks can be used by a mathematics instructor to present worked examples during
the lecture which demonstrate the mathematical procedures or algorithms being taught.
We can present the method as a textbook would, as a sequence of steps, and show the
method with worked examples. Unlike a book, we are free to execute larger, more realistic
examples. Alternatively, we can write a program and simply present the program as the
solution.
Teaching Mathematical Algorithms
Actually, many instructors often don’t teach the algorithm. They develop the idea,
state any necessary theorems, prove some of them, and then show several examples,
expecting the student to infer the algorithm from the examples given. If an instructor
does present an algorithm, most likely this is done in English. First the key ideas behind
the algorithm are developed. Then the algorithm is presented as a sequence of steps to
be performed. The steps may not be written down explicitly, as many instructors will
simply say the steps as they do a worked example.
The question we raise in this paper is: what role if any can worksheets and notebooks
play in the teaching of mathematical procedures (algorithms)? It appears to be consider-
ably more dicult to use a CAS to teach an algorithm than to use a CAS to demonstrate
a phenomena or do some calculations as part of an application.
I am not proposing that we teach a mathematical algorithm by asking students to write
a program that implements the algorithm. Although I do think that it would be a good
exercise for every student learning mathematics to do this at least once, programming
is not suciently trivial for students to do this all the time. Instead I believe that with
worksheets we have a medium that permits us to present an algorithm as an interactive
sequence of steps. This is not the same as would be found in a textbook. Nor is it the
same as presenting a computer program. It is more like seeing the execution of a program.
The best way to explain this is to present some carefully chosen examples from algebra
and calculus and computer science at the undergraduate level. Five Maple worksheets
follow. The worksheets are incomplete. This is deliberate because when presenting an
example, you don’t want the example cluttered by text, which is necessary in a book.
Instead, the instructor would ll in any details when explaining the example. In the
worksheets below, I’ve explained some of the points and issues that need to be mentioned.
This appears in quoted text in the italics font within the worksheets. It is commentary
on the worksheets but not part of the worksheet.
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2. Linear Algebra Algorithms
A second year one semester linear algebra course will introduce vectors and matrices,
linear systems, and, eigenvalues and eigenvectors. In such a course, there is usually not
enough time to study numerical methods, hence, only exact methods are used for calcu-
lations done in class. In the case of eigenvalues, we teach students that the eigenvalues
of an n by n square matrix A are the roots of the characteristic polynomial p(), a
polynomial of degree n. Then we show them one or two worked examples and give them
several examples to compute, perhaps as part of an application. Size and time constraints
prevent the instructor from doing any non-trivial examples. Obviously, a computer can
be helpful here in solving a larger problem as part of an application.
This example is a straightforward application of a worksheet and a CAS for demon-
strating the method described by the instructor. In the worksheet below, our rst example
is a 2 by 2 matrix. The second example, a 3 by 3 matrix, would be the biggest we’d want
to let the students try to do by hand, and it’s really too big. The third example, a 4 by 4
matrix, is a real application taken from organic chemistry. All three examples happen to
involve parameters, so numerical software is not applicable.
Eigenvalues Worksheet
The eigenvalues of A are the the roots of the characteristic polynomial which is the
determinant of the characteristic matrix I −A. We need to construct this matrix then
compute its determinant.
> with(linalg,matrix,det,nullspace);
[det ;matrix ;nullspace]
> A := matrix([[a,b],[b,a]]);
A :=
24 a b
b a
35
> C := evalm( lambda-A );
C :=
24 −a+  −b
−b −a+ 
35
Note: Maple understands the scalar  here to mean I.
> p := det(C);
p := a2 − 2 a + 2 − b2
Next we factor the polynomial p() and solve for the roots.
> p := factor(p);
p := (+ b− a)(− b− a)
> solve(p=0, lambda);
−b+ a; b+ a
Let us try the same procedure on a more complicated example
> A := matrix([[a,b,c],[b,a,b],[c,b,a]]);
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A :=
26664
a b c
b a b
c b a
37775
> C := evalm( lambda - A );
C :=
26664
−a+  −b −c
−b −a+  −b
−c −b −a+ 
37775
> p := det(C);
p := −a3 + 3 a2 − 3 a 2 + 2 a b2 + 3 − 2 b2 − 2 c b2 + c2 a− c2 
> p := factor(p);
p := (−a+ + c) (2 − 2 a − c + a2 − 2 b2 + c a
> solve(p=0, lambda);
a− c; a+ 1
2
c+
1
2
p
c2 + 8 b2; a+
1
2
c− 1
2
p
c2 + 8 b2
It’s a good idea to check that the eigenvalues Maple computed are correct. This is how
we can check the rst one
> C := charmat(A,a-c);
C :=
26664
−c −b −c
−b −c −b
−c −b −c
37775
> det(C);
0
Here is a Maple program to compute the eigenvalues. The input is A, the matrix and the
output is the result of the last command.
> eigenvalues := proc(A)
> local lambda,C,p;
> C := evalm( lambda-A );
> p := det(C);
> p := factor(p);
> solve(p=0,lambda);
> end:
Unfortunately, one must explain the concept of \local variables" to the students.
Everything else in this program is straightforward in the sense that there is a
one to one correspondence between the worked examples and the program. The
issue of local variables should not be avoided by not declaring them to be local.
That would be bad programming. Since the concept of local variables is present in
every programming language, and will have been met, or will be met shortly, by
every student who has taken, or is taking, an introductory course in programming,
we feel that this level of programming knowledge should be considered acceptable
for a mathematics class. However, since not all mathematicians who are reading
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this article will be familiar with local variables, we mention that local variables
are essentially only visible inside the procedure which uses them. Programming
languages have local variables so that when you write a procedure, you don’t need
to worry about whether the user or programmer of another procedure is also using
that variable.
The following example arises in the study of Huckel molecular orbitals in organic chem-
istry.
> A := matrix([[a,b,0,0],[b,a,b,0],[0,b,a,b],[0,0,b,a]]);
A :=
26666664
a b 0 0
b a b 0
0 b a b
0 0 b a
37777775
> eigenvalues(A);
a− 1
2
b+
1
2
p
5 b; a− 1
2
b− 1
2
p
5 b; a+
1
2
b+
1
2
p
5 b; a+
1
2
b− 1
2
p
5 b
discussion of the eigenvalues worksheet
Factoring the characteristic polynomial is redundant because the solve command does
this anyway. It is included to break up the procedure into steps so that the procedure
shown is less like a black box.
Neither the instructor nor the students will likely know how to factor or solve polyno-
mials of degree 3 or higher in one variable, let alone several variables. However, this does
not really matter as it is clear what factoring and solving polynomials means.
What is a problem, however, is that this method will not scale up to larger matrices.
In fact, Maple, by default, will refuse to use the formula for the roots of a general quartic
polynomial because the designers of Maple feel that those formulae are too large to
be useful. Maple will introduce a symbolic representation for the roots of irreducible
factors of p() and proceed with the computation. So our program will \work" for larger
examples. For the reader, Maple will introduce a \RootOf" value to represent the roots
of the polynomial. For example
> A := matrix([[1,1,1,1],[1,1,1,-1],[1,1,-1,-1],[1,-1,-1,0]]);
A :=
26666664
1 1 1 1
1 1 1 −1
1 1 −1 −1
1 −1 −1 0
37777775
> eigenvalues(A);
RootOf( Z 4 − Z 3 − 7 Z 2 + 4 Z + 8)
However, we don’t want to show this to the students. It is just too dicult to try to
explain what this means. Instead, we need to explain to our students that it may not be
possible to nd nice symbolic formulae for the roots of polynomials of degree 5 or higher.
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We should then state that in practice, one computes numerical approximations to the
eigenvalues, and, that one does not do this by computing numerical approximations to
the roots of the characteristic polynomial, rather, a completely dierent method is used.
However, despite all this, the advantage of a CA system here is that the method an
instructor shows on the blackboard can be reproduced on the computer, without having
to digress into numerical analysis.
3. Newton Iteration
In a rst year calculus course, the Newton iteration, for computing a numerical ap-
proximation to a root of a function, may be used as an application of the derivative.
Suppose you have developed the Newton iteration
xk+1 = xk − f(xk)
f 0(xk)
from a picture and you now want to present an example of it. Any example requires quite
a bit of time because the calculations involved are substantial and this may be the rst
time the students are seeing an iteration, and the concept of convergence. If you want
to show several examples, to illustrate the convergence, you will want to prepare the
examples using a computer, and you may be tempted to show them a complete program,
especially since a CAS gives you the possibility of including the computation of f 0(x) in
the program.
We’ve chosen the Newton iteration example because we feel that this example is not
suited to be presented as a program to calculus students. If you want to write a program,
you have to address the issue of termination. In your program, you will have to write
something like this
while abs((x[k + 1]− x[k])=x[k + 1]) > 10−5 do . . .
Now you have to explain to the students what you are doing; you are computing the
relative dierence of xk+1 and xk and testing to see if that is small enough. In a calculus
class, you don’t really want to get into thaty. And you will not be happy when the smart
student asks you, what if xk+1 is 0? Now you regret that you didn’t write a program
which is correct for all cases|but that would further obscure the heart of the program.
What has gone wrong here is that writing a program forces you to consider details
which are not relevant for the target audience. In this example, convergence is more
easily seen than formalized in a program. Hence what you should do is just show the
iteration for a xed number of iterates. Convergence can be clearly seen by the students
from the output.
Newton Iteration Worksheet
Given an initial approximation x0 to a root of f(x), the Newton iteration
xk+1 = xk − f (xk)
f 0 (xk)
computes successive approximations to the root. In the following example, we compute
y In a numerical analysis class, where you will be treating the Newton iteration as a major topic,
rather than just an application, you would want to show a complete program.
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an approximation to the root of x− cos(x) starting with x0 = 0:5. First we input x0 and
the function f and compute it’s derivative using Maple’s D command.
> x0 := 0.5;
x0 := :5
> f := x -> x-cos(x);
f := x! x− cos(x)
> fp := D(f);
fp := x! 1 + sin(x)
We can compute f(0:5) and f 0(0:5) as follows
> f(x0);
−:377 582 561 9
> fp(x0);
1:479 425 539
> x1 := x0 - f(x0)/fp(x0);
x1 := :755 222 417 0
> x2 := x1 - f(x1)/fp(x1);
x2 := :739 141 666 1
> x3 := x2 - f(x2)/fp(x2);
x3 := :739 085 133 9
> x4 := x3 - f(x3)/fp(x3);
x4 := :739 085 133 2
The Newton iteration has converged with x4 . The following example illustrates more
clearly quadratic convergence, ie., a doubling of the number of correct digits with each
iterate. We ask Maple to use 30 digits
> Digits := 30;
Digits := 30
> x0 := 2.0;
x0 := 2:0
> f := x->x^4-3*x+1;
f := x! x4 − 3x+ 1
> fp := D(f);
fp := x! 4x3 − 3
> x1 := x0-f(x0)/fp(x0);
x1 := 1:620 689 655 172 413 793 103 448 275 86
Computing the next 7 iterates
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> for k from 1 to 7 do x.(k+1) := x.k - f(x.k)/fp(x.k) od;
x2 := 1:404 181 472 289 065 551 257 984 453 15
x3 := 1:320 566 937 942 442 181 383 764 110 15
x4 := 1:307 772 426 589 507 879 343 459 376 46
x5 := 1:307 486 242 413 034 487 818 735 685 43
x6 := 1:307 486 100 962 016 020 553 054 988 15
x7 := 1:307 486 100 961 981 474 340 135 862 38
x8 := 1:307 486 100 961 981 474 340 135 860 32
To see the convergence, it is easier to look at the error.
> root := x8;
root := 1:307 486 100 961 981 474 340 135 860 32
> for k from 0 to 7 do e := abs(root-x.k); print( error(k) = evalf(e,3) ) od:
error(0) = :693
error(1) = :313
error(2) = :0967
error(3) = :0131
error(4) = :000 286
error(5) = :141 10−6
error(6) = :345 10−13
error(7) = :206 10−26
discussion of the Newton iteration worksheet
Another diculty to watch out for is that if you try to be clever and use the CAS to
compute the derivative inside the program, you will run into the thorny issue of \functions
verses formulae". CASs usually compute with formulae, ie., in Maple we would do
> f := x - cos(x);
f := x− cos(x)
> diff(f,x);
1 + sin(x)
> eval(subs(x=1.0,"));
1:841 470 985
The point is that f is a formula in x, not a function of one variable|which is how the
Newton iteration is presented. If you use a formula, you will have to explain how the
CAS evaluates a formula|you cannot just write f(0:5). This problem can be resolved
by using functions in the CAS and using in this case the D operator to dierentiate the
function. We’ve done this in our worksheet. We had to explain how to input a function,
but after that, everything is straightforward. Even if the student is not clear about this
new notation, the output of D shows clearly what the D command has done.
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4. Partial Fraction Decomposition
A rst-year calculus course will cover indenite integrals and usually introduce the
method of partial fractions for integrating a rational function. The idea of partial fractions
is conceptually simple. The problem is the large amount of algebra needed to complete
a partial fraction decomposition (PFD). Even a relatively simple problem, such as this
one
2x4 − 4x3 + 3x2 + 1
x3 − 2x2 + x = 2x+
1
x
+ 2
1
(x− 1)2
would be a real challenge for most students to get right. Consequently, students dislike
partial fractions and many instructors do not cover partial fractions very well. There is
usually no time to look at issues like how to factor the denominator if it is not already
factored, or how to compute a real factorizaton of the denominator. All this is important
if the student has to integrate a real rational function.
We can teach students more eectively how to do a PFD using a CAS, but not by
showing them a program. You work through two simple examples on the board in class.
Then you work through some more complicated examples using the CAS to reinforce the
main steps.
Partial Fraction Worksheet
We want to compute the PDF of the function f(x).
> f := (2*x^4-4*x^3+3*x^2+1)/(x^3-x^2*b-2*x^2+x*b*2);
f :=
2x4 − 4x3 + 3x2 + 1
x3 − x2 b− 2x2 + 2x b
First we divide the numerator by the denominator to split f(x) into a polynomial part
and a proper rational function part.
> n := numer(f); d := denom(f);
n := 2x4 − 4x3 + 3x2 + 1
d := x (x2 − x b− 2x+ 2 b)
The rem and quo functions do polynomial long division.
> p := rem(n,d,x);
p := (3 + 2 b2)x2 − 4x b2 + 1
> q := quo(n,d,x);
q := 2x+ 2 b
Next we factor the denominator
> d := factor(d);
d := x (x− 2)(x− b)
Thus, to integrate f(x) we have
> Int(f,x) = Int(q,x)+Int(p/d,x);Z
2x4 − 4x3 + 3x2 + 1
x3 − x2 b− 2x2 + 2x b dx =
Z
2x+ 2 b dx+
Z
(3 + 2 b2)x2 − 4x b2 + 1
x (x− 2)(x− b) dx
The PDF for p=d that we are looking for has the form
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> ANSWER := A/x + B/(x-2) + C/(x-b);
ANSWER :=
A
x
+
B
x− 2 +
C
x− b
Now we solve for A, B, C. Equating ANSWER with p=d and clearing the denominator
we have
> e := A*(x-2)*(x-b)+B*x*(x-b)+C*x*(x-2) = p;
e := A (x− 2 ) (x− b) +B x (x− b) + C x (x− 2) = (3 + 2 b2)x2 − 4x b2 + 1
Grouping the all coecients of xi together, we have
> e := collect( lhs(e)-rhs(e), x );
e := (A+ C − 3− 2 b2 +B)x2 + (−B b+ 4 b2 − 2A−Ab− 2C)x+ 2Ab− 1
This must be identically zero. Thus each coecient must be zero.
> eqns := { coeffs(e,x) };
eqns := f−B b+ 4 b2 − 2A−Ab− 2C;A+ C − 3− 2 b2 +B; 2Ab− 1g
> sols := solve( eqns, {A,B,C} );
sols :=

A =
1
2
1
b
; B = −13
2
1
−2 + b ; C =
3 b2 − 4 b3 + 1 + 2 b4
b (−2 + b)

> subs( sols, ANSWER );
1
2
1
b x
− 13
2
1
(−2 + b) (x− 2 ) +
3 b2 − 4 b3 + 1 + 2 b4
b (−2 + b) (x− b)
discussion of the partial fractions worksheet
How does this activity of working through the steps of an algorithm dier from writing
a program? If we want to write a program, we would have to program the construction
for the formula for the ANSWER. This would have to contemplate an arbitrary number
of factors in the denominator. This is where the programming is tricky. We did this by
hand in the worksheet. We just wrote down the form of the PDF. We did not have to
think about how to write a program to construct it. This is the principle technical reason
why the worksheet is a better medium for teaching an algorithm than a program. It is
simpler. It avoids the tricky parts of programs because it provides the flexibility of mixing
steps done by hand, and computations done by the CAS. From the student’s point of
view, this approach is better than seeing a program because the student sees the steps
being executed. The student is free to step through them interactively. This reinforces
the algorithm without hiding the algorithm in a black box which is what happens when
you write a program. Moreover, even if you use a formula in your worksheet, you won’t be
able to use A;B;C; : : : which you’ve been using in your worked examples on the board.
Each notational change that you make makes it harder for the student to follow what you
are doing. You will also notice that Maple commands for constructing the polynomial e
were not used. If they had been included then it would have been necessary to explain
several more commands to the student.
Note, as was the case with the eigenvalues worksheet, the algorithm illustrated here
for computing the PDF will not work if the denominator polynomial does not factor into
linear or quadratic factors. The same points made in the eigenvalues worksheet should be
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made here, noting, that an approximate factorization can be computed by numerically
computing the roots of the denominator.
5. Series Solutions of Linear ODE’s
This example is taken from .Ellis et al. (1992), a 2nd year exercise book suitable for
a rst course on dierential equations. The purpose of this example is to show clearly
that such examples cannot be attempted by hand. Also, like the partial fraction example,
writing a program to do it is tricky. So we do not attempt to do it.
Note, in the textbook, only the output of the last step, the result, is shown. The authors
do that throughout the text to conserve space. However, it is precisely the wrong thing
to do if you want the student to understand what you are doing. In our experience, it is
vital that the student sees what each command is doing. Otherwise it is just like a black
box. It is also important to state what each command does if it is not clear, just as one
would do in a textbook.
Taylor Series Worksheet
> ode := diff(y(x),x$2) + x*diff(y(x),x) + x^2*y(x) = 0;
ode :=

@2
@x2
y(x)

+ x

@
@x
y(x)

+ x2 y(x) = 0
Let s(x) be the Taylor series solution for the ODE.
> s(x) = Sum( a[k]*x^k, k=0..infinity );
s(x) =
1X
k=0
ak x
k
Truncating the series at O(x5) and substituting into the ODE we get
> s := sum( a[k]*x^k, k=0..5 );
s := a0 + a1 x+ a2 x2 + a3 x3 + a4 x4 + a5 x5
> r := eval( subs( y(x)=s, ode ) );
r := 2 a2 + 6 a3 x+ 12 a4 x2 + 20 a5 x3
+x
(
a1 + 2 a2 x+ 3 a3 x2 + 4 a4 x3 + 5 a5 x4

+x2
(
a0 + a1 x+ a2 x2 + a3 x3 + a4 x4 + a5 x5

= 0
Now we group like powers of x together
> r := collect(lhs(r),x);
r := a5 x7 + a4 x6 + (5 a5 + a3)x5 + (4 a4 + a2)x4 + (20 a5 + 3 a3 + a1)x3
+ (12 a4 + 2 a2 + a0)x2 + (6 a3 + a1)x+ 2 a2
We discard terms of degree higher than 3. They are not correct as they depend also on
higher order terms not included in s(x).
> r := rem(r,x^4,x);
r := (20 a5 + 3 a3 + a1)x3 + (12 a4 + 2 a2 + a0)x2 + (6 a3 + a1)x+ 2 a2
Solving for the unknown coecients a[2], a[3], a[4], and a[5] in terms of a[0] and a[1]
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(which themselves depend on the initial conditions of the ODE)
> eqns := {coeffs(r,x)};
eqns := f6 a3 + a1; 12 a4 + 2 a2 + a0; 20 a5 + 3 a3 + a1; 2 a2g
> sols := solve(eqns,{a[2],a[3],a[4],a[5]});
sols :=

a5 = − 140 a1; a3 = −
1
6
a1; a4 = − 112 a0; a2 = 0

leads to the solution
> s := subs( sols, s );
s := a0 + a1 x− 16 a1 x
3 − 1
12
a0 x
4 − 1
40
a1 x
5
The key to nding the coecients ak of the series s(x) is that for a power series to vanish
identically over any interval, each coecient in the series must be zero. Let us verify that
the solution computed satises the ODE to order O(x4).
> r := eval( subs( y(x)=s, ode ) );
r := −a1 x− a0 x2 − 12 a1 x
3 + x

a1 − 12 a1 x
2 − 1
3
a0 x
3 − 1
8
a1 x
4

+x2

a0 + a1 x− 16 a1 x
3 − 1
12
a0 x
4 − 1
40
a1 x
5

= 0
> expand( r );
−1
3
a0 x
4 − 7
24
a1 x
5 − 1
12
x6 a0 − 140 x
7 a1 = 0
This gives a method for computing the rst few terms. To nd a formula for the kth
coecient, ak, in terms of the previous coecients, we use the following method. Since
the ODE is of order 2 we must look at the term xk+2 because under dierentiation it will
become a term in xk. And, since the coecients of our ODE are polynomials of degree 2,
we must consider the term of order xk−2 as well. Hence we need to consider the ve
terms
> s := sum( a[i]*x^i, i=k-2..k+2 );
s := ak−2 x( k−2 ) + a−1+k x(−1+k ) + ak xk + a1+k x( 1+k ) + ak+2 x( k+2 )
Substituting these terms into the ODE, evaluating the derivatives, then simplifying, we
obtain
> s := eval( subs(y(x)=s,ode) ):
> s := simplify(lhs(s));
s := −2 ak−2 x(k−2) − a−1+k x(−1+k) + a1+k x(1+k) + 2 ak+2 x(k+2)
+ak x(k−2) k2 − ak x(k−2) k + xk ak−2 + x(1+k) a−1+k + x(k+2) ak
+x(k+3) a1+k + x(4+k) ak+2 + x(k−2) ak−2 k + x(−1+k) a−1+k k
+xk ak k + ak−2 x(k−4) k2 − 5 ak−2 x(k−4) k + a−1+k x(−3+k) k2
−3 a−1+k x(−3+k) k + a1+k x(−1+k) k2 + a1+k x(−1+k) k + ak+2 xk k2
+3 ak+2 xk k + 2 ak+2 xk + 6 ak−2 x(k−4) + 2 a−1+k x(−3+k)
+x(1+k) a1+k k + x(k+2) ak+2 k
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> termk := coeff(s,x^k);
termk := ak−2 + ak k + ak+2 k2 + 3 ak+2 k + 2 ak+2
Since this coecient must be zero, we obtain a formula for a[k + 2] in terms of a[k] and
a[k − 2], namely
> rec := solve(termk,a[k+2]);
rec := − ak−2 + ak k
k2 + 3 k + 2
Now that we have this formula, we can use it to generate the rst few terms in the series
solution and check that they agree with the values we obtained previously.
> a[-2] := 0;
a−2 := 0
> a[-1] := 0;
a−1 := 0
> for k from 0 to 3 do a[k+2] := -(a[k]*k+a[k-2])/(2+k^2+3*k) od;
a2 := 0
a3 := −16 a1
a4 := − 112 a0
a5 := − 140 a1
6. The Euclidean Algorithm
This example is intended for a second computing course for computer science or math-
ematics students. That Maple uses Euclid’s algorithm whenever it does arithmetic with
fractions also helps motivate the study of Euclid’s algorithm.
The purpose of this example is to introduce a recursive program, and ways of making
it more ecient, including turning it into a non-recursive program. Part of the discussion
should include asking the students how they would argue that the recursive and non-
recursive versions of the algorithm are correct.
Euclid’s Algorithm Worksheet
This algorithm is due to the Greek mathematician Euclid and dates back to circa
300 BC. Euclid looked at how to nd the \greatest" integer that divides two integers a
and b. We denote this quantity by GCD(a; b). Euclid based his method on the following
three observations
1. GCD(a; b) = GCD(b; a)
2. GCD(0; a) = a
3. GCD(a; b) = GCD(a− b; b)
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These three observations give us the following recursive algorithm
> GCD := proc(a,b)
> if a<b then RETURN( GCD(b,a) ) fi;
> if b=0 then RETURN( a ) fi;
> RETURN( GCD(a-b,b) )
> end:
> GCD(38,24);
2
Euclid’s program is inecient when a  b because it is computing the remainder of a
divided by b by repeated subtraction instead of long division. If we modify fact (3) so
that we use long division instead of subtraction, we get a more ecient algorithm.
> GCD := proc(a,b)
> if a<b then RETURN( GCD(b,a) ) fi;
> if b=0 then RETURN( a ) fi;
> RETURN( GCD(irem(a,b),b) )
> end:
The following version of Euclid’s algorithm uses a loop. It uses less space than the re-
cursive version. It can compute the GCD of integers of thousands of digits in length.
> GCD := proc(a,b) local c,d,t;
> c := a; d := b;
> while d <> 0 do
> t := irem(c,d); c := d; d := t;
> od;
> c
> end:
> GCD(10^60,2^200);
1152921504606846976
7. Conclusion
The proposal in this paper is that worksheets or notebooks can be used eectively
by an instructor to present mathematical algorithms on a computer. The steps in the
algorithm are demonstrated by showing worked examples on the computer where all steps
are shown. The presentation can be made live on a computer, or dead on transparencies.
The proposal does not insist that an algorithm be presented as a program. There is a
pedagogical advantage in presenting an algorithm by showing the sequence of calculations
done for one or two examples. In cases where the algorithm can be presented succinctly,
as in the Euclidean algorithm example, it may be best to present a complete program.
In other cases, such as the partial fraction example, it would be an impediment. The
attractive feature of using worksheets is that when you run into diculty in programming
a particular step, or you do not want to show the students how you would program a
particular step, you can simply type in the result that that step would yield and proceed.
One of the problems that one continually runs into when using a CAS to present a
derivation or algorithm is getting stuck trying to rearrange a formula or make a sim-
plication or pick out the right piece. It may be that one can nd no simple built-in
command to do it, or that the built-in command fails because it is not general enough,
and, programming it is non-trivial or simply gets in the way. For example, what command
would you issue to replace all occurrences of PV=T by R in an expression like
1 +
P V
T
−  P
2 V 2
T 2
:
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Our point is not that commands could not be written, but rather that they have not
been written because there are too many transformations that one might want to make,
and writing them may open a can of worms. The advantage of worksheets is that when
you get stuck, you simply type in the answer you want:
Replacing PV=T by R gives
> 1 + alpha*R - beta*R^2;
1 + R−  R2
and then you proceed with the example.
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