Abstract: In this paper we discuss how statistical learning methods may be used to obtain probabilistic robustness guarantees for optimal control problems involving hybrid systems. The main focus is on model predictive control of linear or piecewise affine systems with bounded inputs.
INTRODUCTION
Hybrid systems arise as natural mathematical models of a plethora of phenomena whose time evolution involves a significant interaction of continuous and discrete-dynamics. Such systems have been around for a long time (temperature control, process control, telecommunications systems, manufacturing systems, are examples of hybrid systems), as realistic models of various physical phenomena, but recently their study has become a mainstream topic in control theory (Antsaklis, 2000; Liberzon, 2003) . The modeling and control of such systems relies on concepts from control theory, computer science and simulation, as well as mathematics. At one end of the spectrum are the usual continuous-time or discrete-time dynamics well understood by control theorists, while at the other end are the event-driven dynamics (Automata) favored by computer scientists. The combination of these points of views leads to 1 Supported by MIUR COFIN: "Robustness and optimization techniques for high performance control systems". 2 Partially supported by NSF-0233205, and NSF-0312611 various hybrid models such as hybrid automata, hybrid Petri nets, piecewise-affine models, etc. It turns out however, that many questions related to the modeling and control of hybrid systems are hard, and more specifically many decision problems (is a system stabilizable?, is it reachable?) are NP-hard (Blondel and Tsitsiklis, 1999) . In earlier work by one of the authors (Koltchinskii et al., 2000) and others (Vidyasagar, 2002) , (Tempo et al., 2005) , it was recommended that statistical learning techniques may offer useful, albeit approximate answers to some NP-hard problems. It was also shown in (Koltchinskii et al., 2000) , (Vidyasagar, 2002) , (Tempo et al., 2005) and others that some difficult optimization and robust control problems may be approximately solved using statistical learning methods. It is exactly this track that has led us to apply such methods in various optimal control scenarios of hybrid systems.
The focus in this paper is on piecewise affine (PWA) systems. The specific interest in PWA systems stems from many reasons. On theoretical grounds, it is remarkable that under mild hy-potheses, PWA systems can approximate with arbitrary precision a large class of nonlinear systems (Sontag, 1981) and that they have been proven to be equivalent to many other classes of hybrid systems (Heemels et al., 2001) . Moreover, from an applications point of view, a perhaps more relevant motivation is due to the fact that (linear or quadratic) optimal control strategies for linear time invariant systems with bounded controls generate piecewise affine feedback laws, so that the closed-loop system turns out to be piecewise affine; and this is in particular true for Model Predictive Control (MPC) strategies (Bemporad et al., 2002a; Bemporad et al., 2002b) , widely used in industry.
Noticeably, not only do PWA systems arise from the application of MPC, but also MPC turns out to be a useful tool when applied to PWA systems: in fact, despite the interest in PWA systems, there is a substantial lack of methodologies to design stabilizing controllers for PWA systems (although a number of conservative strategies have been proposed; for a comparison, see (Biswas et al., 2005) ), and recently MPC strategies have been proposed for stabilization of PWA systems . On top of the difficulties associated with the study of stability and stabilization of PWA systems, the additional problem of guaranteeing robust stability has been only partially addressed (and mainly for the case of PWA systems arising from the use of MPC on LTI plants, and usually with severe conservativeness), and the issue of assessing the level of robust performance is essentially an unexplored territory to the best of the authors' knowledge. In fact, if robustness of MPC was pointed out as an open problem in the classic survey (Mayne et al., 2000) , the same fact was emphasized by M. Morari in his semiplenary talk at the 2005 IFAC World Congress about a larger class of receding horizon optimal control strategies either resulting in or applicable to PWA systems.
The remainder of this paper is organized as follows. Section 2 provides a quick overview of statistical learning concepts. In section 4 we describe how stability and optimality assessment of hybrid (PWA) control systems can be framed in the context of statistical learning methods. Our conclusions are summarized in section 5.
STATISTICAL LEARNING OVERVIEW
In order to introduce statistical learning concepts, let (S, A) be a measurable space and let {X n } n≥1 be a sequence of independent identically distributed (i.i.d) observations in this space with common distribution P. We assume that this sequence is defined on a probability space (Ω, Σ, P). Denote by P(S) := P(S, A) the set of all probability measures on (S, A). Suppose P ⊂ P(S) is a class of probability distributions such that P ∈ P. In particular, if one has no prior knowledge about P, then P = P(S). In this case, we are in the setting of distribution free learning. One of the central problems of statistical learning theory is the risk minimization problem. It is crucial in all cases of learning (standard concept or function learning, regression problems, pattern recognition, etc.). It also plays an important role in randomized (Monte Carlo) algorithms for robust control problems, as has been shown by Vidyasagar (Vidyasagar, 2002) . Given a class F of A-measurable functions f from S into [0, 1] (e.g., decision rules in a pattern recognition problem or performance indices in control problems), the risk functional is defined as
The goal is to find a function f P that minimizes R P on F. Typically, the distribution P is unknown (or, as it occurs in many control problems, the integral of f with respect to P is too hard to compute) and the solution of the risk minimization problem is to be based on a sample (X 1 , . . . , X n ) of independent observations from P. In this case, the goal of statistical learning is more modest: given ε > 0, δ ∈ (0, 1), find an estimatê f n ∈ F of f P , based on the data (X 1 , . . . , X n ), such that
In other words, one can write that with probability 1−δ,
F ,P (ε; δ) the minimal number n ≥ 1 such that for some estimatef n the bound (1) holds, and letÑ U F ,P (ε; δ) be the minimal number N ≥ 1 such that for some sequence of estimates {f n } and for all n ≥ N the bound (1) holds. Let us call the quantityÑ L F ,P (ε; δ) the lower sample complexity and the quantityÑ U F ,P (ε; δ) the upper sample complexity of learning. These quantities show how much data we need in order to guarantee certain accuracy ε of learning with certain confi-
and it is easy to show that the inequality can be strict. The upper sample complexity is used rather frequently in statistical learning theory and is usually referred to simply as the sample complexity.
A method of empirical risk minimization is widely used in learning theory. Namely, the unknown distribution P is replaced by the empirical measure P n , defined as
where I A (x) = 1 for x ∈ A and I A (x) = 0 for x ∈ A. The risk functional R P is replaced by the empirical risk R Pn , defined by
The problem is now to minimize the empirical risk R Pn on F, and we let f Pn ∈ F be a function that minimizes R Pn on F.
In what follows, f Pn is used as our learning algorithm, i.e.f n := f Pn . Determining the sample complexity of the empirical risk minimization method is definitely one of the central and most challenging problems of statistical learning theory (see, e.g., (Koltchinskii et al., 2000) , or (Vidyasagar, 2002) for the relevant discussion in the context of robust control problems). A reasonable upper bound for the sample complexity can be obtained by finding the minimal value of n for which the expected value Ef (X) is approximated uniformly over the class F by the empirical means with given accuracy ε and confidence level 1 − δ. More precisely, denote
:= min n ≥ 1 : sup
where · F is the sup-norm in the space ℓ ∞ (F) of all uniformly bounded functions on F. Let us call the quantity N (ε; δ) the (lower) sample complexity of empirical approximation on the class F.
Unfortunately, the quantity N L F ,P (ε, δ) is itself unknown for most of the nontrivial examples of function classes, and only rather conservative upper bounds for this quantity are available. These bounds are expressed in terms of various entropy characteristics and combinatorial quantities, such as VC-dimensions, which themselves are not always known precisely and are replaced by their upper bounds. Recent work however (Tempo et al., 2005; Vidyasagar, 2002; Koltchinskii et al., 2000) has shown the applicability of randomized algorithms in order to find bounds on the number of samples to come within ǫ from an optimum point with high confidence. It is exactly these techniques we intend to apply on the optimal control problems discussed next.
The following algorithm was proved in (Koltchinskii et al., 2000) , and provides a general solution to the optimization problems encountered so far. In the algorithm, the so-called plant parameters denote uncertain parameters in the plant, while the controller parameter denote the design parameters in a control strategy (e.g. the proportional and integral gains in a PI controllers, or the transfer function coefficients for an LTI controller). Algorithm 1. Given:
• Sets X and Y, • Probability measures P on X and Q on Y, • A measurable function f : X × Y −→ [0, 1], and • An accuracy parameter ε ∈ (0, 1), a level parameter α ∈ (0, 1), and a confidence parameter δ ∈ (0, 1).
Then,
(1) Choose m independent controllers with parameters having distribution Q where
(2) Choose n independent plants with parameters having distribution P , where n = 100 ε 2 log 8 δ + 1 (3) Evaluate the stopping variable
where r j are Rademacher random variables, i.e. independent identically distributed random variables (also independent of the plant sample) taking values +1 and −1 with probability 1/2 each. If γ > ε 5 , add n more independent plants with parameters having distribution P to the plant samples, set n := 2n and repeat step 3 (4) Choose the controller which minimizes the cost function R Pn . This is the suboptimal controller which, with probability 1 − δ will come within ǫ from the minimum cost, except possibly for a set of measure α (Koltchinskii et al., 2000) .
Note that in algorithm 1, the function f need not be differentiable, or even continuous. It is only required to be measurable.
PWA SYSTEMS AND MPC
Several stability and performance issues about hybrid systems can be tackled by the above described algorithm and similar ones. Before describing some of these issues, in this section we review some basic facts about PWA systems and MPC.
Piecewise affine (PWA) systems
PWA systems are a class of hybrid systems whose dynamics is described for i = 1, . . . , r by the equation
where x(t) ∈ R n , r is the number of different dynamics or operation modes of the PWA system, each one defined over a polyhedral region P i defined as the intersection of a finite number q i of closed half spaces
with H i ∈ R qi×n , K i ∈ R qi . In this PWA framework, both the case of continuous-time dynamics over each polyhedral region P i (see e.g. (Johansson, 2002) ) and the case of discrete-time dynamics over each polyhedral region P i (see e.g. (Biswas et al., 2005) ) have been considered in the literature, so that the notation ∆x(t) is used to denote eitherẋ(t) or x(t + 1), respectively. Obviously, linear systems are a subclass of PWA systems obtained when r = 1, f 1 = 0.
It is worth remarking that, especially in the case of discrete-time dynamics, it is possible that r i=1 P i ⊂ R n , and that in general special care has to be taken if ∃(i, j) ∈ {1, . . . , r} 2 , i = j such that P i ∩ P j = ∅, as in such a case it could happen that A i x(t) + B i u(t) + f i = A j x(t) + B j u(t) + f j for x(t) ∈ P i ∩ P j , resulting in a non uniquely defined x(t + 1); having warned the reader about these technicalities, in the sequel it will be simply assumed that suitable conditions (available in the literature) are satisfied so that the considered PWA system is well defined.
Once a linear or PWA feedback control law u = k(x) has been chosen, the closed loop system obtained by applying such a control law to (3) is an autonomous PWA system (possibly with a refined state space partition, i.e. defined on a number of polyhedral regions greater than r). Considering the discrete-time case for brevity (similar results hold for the continuous-time case), the stability of the origin of the state space for an autonomous system (described, for simplicity, again by (3) with u = 0) can be established by using Lyapunov techniques, as in the following result (Biswas et al., 2005) where · denotes any vector norm, S P W A := r i=1 P i , and 0 ∈ S P W A is assumed. Theorem 1. The origin x = 0 is asymptotically [resp., exponentially] stable for the autonomous PWA system (3) with u = 0 if there exist V (x) : S P W A → R and α, β, ρ ∈ R >0 such that
∀x ∈ P i , ∀i ∈ {1, . . . , r}, and for p = 1 [resp., for
An overview of different approaches that have been proposed in the literature to find a function V (x) satisfying (5), as well as a comparison among them, has been presented in (Biswas et al., 2005) ; these include PWA, piecewise quadratic (PWQ), sum-of-squares (SOS) and piecewise SOS Lyapunov functions. For the continuous-time case, PWA and PWQ are considered in (Johansson, 2002) . One of the outcomes of these analyses is that, apart from the intrinsic conservativeness of Lyapunov techniques (when used as sufficient stability conditions), computational issues especially due to the possibly high dimension of the optimization problems involved in the calculation of the Lyapunov function V (x), or simply the fact that a Lyapunov function in the considered class may not exist, may cause failure in the ability of the proposed methods to determine V (x).
Model Predictive Control (MPC)
MPC is a class of control strategies (mainly for discrete-time models) in which the control input u(t) is calculated at each time t by solving an optimal control problem over a finite horizon [t, t+ N −1] of length N with initial condition x(t). The general form of MPC is now recalled for a linear time invariant discrete-time system
with A ∈ R n×n , B ∈ R n×m , with state and input constraints
Define N := {0, . . . , N − 1}. Let u i ∈ U, i ∈ N , be a sequence of candidate values for the control input, and x i+1 := Ax i + Bu i , i =∈ N , with x 0 := x(k), x 0 ∈ X the corresponding values of the state when the candidate control sequence is applied. The MPC input u(t) is computed as u(t) := u * 0 , where
and J * N (x 0 ) is defined by solving the constrained optimization problem
where · denotes a suitable norm (depending on the specific formulation) and X N ⊂ X is a suitable set of admissible final states (an output admissible set, i.e. a controlled invariant set over which the evolution satisfies the state and input constraints; the properties of X N are exploited to show closed loop stability). Two key features of MPC are the natural way in which input and state constraints are dealt with, and the high performance generally achieved due to its optimization based nature (in fact, usually MPC is not optimal with respect to (8), but under suitable conditions it can be shown to be inversely optimal, i.e. to be optimal for a different performance criterion which can often be explicitly determined). [For a more complete introduction, see (Mayne et al., 2000) ].
It was shown in (Bemporad et al., 2002a; Bemporad et al., 2002b) that the above control strategy gives rise to a PWA control law, so that (as pointed out in Sec. 3.1) the overall closed loop system becomes a PWA system. A MPC strategy has also been recently proposed in for stabilization of PWA systems (and then, a fortiori the closed loop system becomes a PWA autonomous system).
PROBABILISTIC ROBUST STABILITY AND PERFORMANCE OF PWA SYSTEMS
The results recalled in Section 3 and dealing with the stabilization of PWA systems (possibly by MPC) or with MPC for LTI systems (resulting in a PWA closed-loop system) guarantee stability, and possibly high performance, when the plant coincides with its nominal description. However, determining the robustness of both properties when the plant parameters deviate from their design values is a much more difficult task. In this section, a few problems in this field that might be advantageously framed in the context of randomized algorithms are described.
In order to give a concrete reference framework to the reader, we consider a PWA system of the form (3) with uncertain parameters
where Ω i is a compact subset of R n×(n+m+1) . For simplicity, the polyhedral regions P i in (4) are not considered uncertain. The proposed scenario arises e.g. when an explicit MPC controller is applied to a LTI plant, since the partitions are fixed by the pre-computed MPC, and do not vary due to the changes in the parameters of the plant. We also assumed that a cost can be associated to each trajectory: this could be either the finite horizon cost used in the MPC problem definition, or the inversely optimal cost associated to the MPC problem, or possibly some different cost of interest for the given application.
Probabilistic stability assessment
Even when a known PWA system is considered, randomized techniques can have interesting application. In fact, the sufficient conditions for determining stability of a PWA system can actually fail (see section 3.1); in the case of MPC closed loop systems, although sufficiently long horizons and appropriate choices of weights have been shown to imply closed loop stability, it can actually be the case that the controller performs well in simulations but stability does not follow by the standard results, since horizons are too short or weights inappropriate.
In such a case, the following approach can be used:
(1) Fix a compact set of initial conditions X and a simulation horizon M ; (2) Find a suitable terminal set X N ; (3) Apply a randomized algorithm to estimate to estimate the measure of the subset of X generating unstable evolutions with the desired accuracy level, i.e.
• take i.i.d. samples x (k) (0) ∈ X ; • simulate the PWA system for M steps;
• classify x (k) (0) as stable if x (k) (M ) ∈ X N , and unstable otherwise (here x (k) (M ) denotes the state after M steps when the initial state is x (k) (0)).
As for step 1, our motivation for focusing only on a compact set of initial conditions and a finite simulation horizon is as in (Biswas et al., 2005) and (Bemporad et al., 2000) , respectively. As for step 2, an algorithm for determining a suitable X N is given in (Grieder et al., 2005, Sec. 3). The number of samples needed in step 3, i.e. the sample complexity of learning, can be estimated taking into account that x (k) (M ) is determined by a finite iteration of a piecewise linear map.
Probabilistic robust stability assessment
The approach outlined in section 4.1 can be extended to the case of uncertain PWA systems by introducing an additional random sampling of the system parameters [A i B i f i ] ∈ Ω i , i = 1, . . . , r; for each sample of the parameters, the corresponding level of probabilistic stability can be determined as in section 4.1. Taking the minimum achieved level of probabilistic stability, the robust level of probabilistic stability is determined.
An alternative, possibly more conservative, approach consists in determining the level of probabilistic robust stability, i.e. sampling the system parameters [A i B i f i ] ∈ Ω i , i = 1, . . . , r, and applying the LMI based, sufficient stability conditions in . In this case, no sampling of initial conditions is needed, and the final result is the probability that a system with parameters [A i B i f i ] ∈ Ω i , i = 1, . . . , r, is stable and its stability can be proved by the method in .
Probabilistic robust performance assessment
When a performance criterion is associated with trajectories of the system, its expected value can be estimated by slightly modifying the approach proposed above.
As pointed out before, the performance criterion could be either the finite horizon cost used in the MPC problem definition, or the inverse optimal cost associated with the MPC problem, or possibly some different cost of interest for the given application. Even when the performance criterion is not explicitly available in closed form (usually piecewise affine or polynomial), it is possible to separate the contribution deriving from the evolution on X N from the contribution of the part of the trajectory from the initial state to the first time in which X N is entered (for some related discussion, see (Mayne et al., 2000) ). In both cases, the required extension of the approach proposed above mainly consists in an additional step devoted to evaluating the performance criterion on the considered samples.
Probabilistic robust design
Since Algorithm 1 is given in a form suitable not only for analysis but also for control design, we finally outline at least one scenario in which a probabilistic design can be considered in the present context. In particular, consider the case when a MPC controller for a LTI or PWA system is to be designed. Typical tuning parameters of MPC are the control/prediction horizons and the weights in the performance index (8a). Such horizons and weights can be assumed to take values on suitable compact sets, and even in the case of a known plant their probabilistic optimal values can be determined by randomized algorithms; clearly, extensions to probabilistic stability assessment and probabilistic robust design can also be of interest.
CONCLUSIONS
In this paper, we have proposed applying statistical learning algorithms to various optimal and robust control problems for hybrid systems, considering in particular systems with piecewise affine dynamics.
The proposed approach has immediate applications in the context of model predictive control, widely used in applications where input and state constraints are present.
