Infinite-time blowing-up solutions to small perturbations of the Yamabe
























TO SMALL PERTURBATIONS OF THE YAMABE FLOW
SEUNGHYEOK KIM AND MONICA MUSSO
Abstract. Under the validity of the positive mass theorem, the Yamabe flow on a smooth compact
Riemannian manifold of dimension N ≥ 3 is known to exist for all time t and converges to a solution
to the Yamabe problem as t→ ∞. We prove that if a suitable perturbation, which may be smooth
and arbitrarily small, is imposed on the linear term of the Yamabe flow on any given Riemannian
manifold M of dimension N ≥ 5, the resulting flow may blow-up in the infinite time, forming
singularities each of which looks like a solution of the Yamabe problem on the unit sphere SN . This
shows that the Yamabe flow is an equation at the borderline guaranteeing the global existence and
uniformly boundness of solutions. In addition, we examine the stability of the blow-up phenomena,
imposing some negativity condition on the Ricci curvature at blow-up points.
1. Introduction
1.1. History. Let (M,g0) be a smooth compact Riemannian manifold of dimension N ≥ 3. The








S [g(t)] − S [g(t)]
)
g(t) for t ∈ (0, T ),
g(0) = g0
(1.1)
where T is the maximal time, S [g(t)] is the scalar curvature of the metric g(t), and S [g(t)] is the
average value of S [g(t)]. If we set g(t) = u(t)
4
N−2 g0 where u(t) is a positive function on M for each





κN∆g0u− S [g0]u+ S [g(t)]up
)
on M × (0, T ) (1.2)
where κN :=
4(N−1)
N−2 and p :=
N+2
N−2 .














where dvg0 is the volume form on (M,g0), and Y (M,g0) is the Yamabe constant on (M,g0) defined
by
Y (M,g0) = inf {Eg0(u) : u ∈ C∞(M) \ {0}} .
If Y (M,g0) ≤ 0, a relatively simple argument based on the maximum principle shows that the
flow (1.1) exists globally (T = ∞) and converges to a metric of constant scalar curvature as t→ ∞.
However, treating (1.1) in the case Y (M,g0) > 0 is challenging, because one has to exclude
the possibility of blowing-up phenomena. Thanks to the series of works by Chow [12], Ye [49],
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Schwetlick and Struwe [44], and Brendle [6, 7], it is now known that (1.1) is always globally well-
defined in time and converges to a metric of constant scalar curvature as t→ ∞, under the validity
of the positive mass theorem; see also [9] in which Carlotto, Chodosh, and Rubinstein showed the
existence of a Yamabe flow on a certain manifold converging at a polynomial rate.
One of the main ingredients of the proof by Brendle in [6, 7] is to construct a suitable family
{ūz,ǫ ∈ C∞(M) : z ∈M, ǫ > 0 small} of test functions satisfying
{





2 ūz,ǫ(expz(ǫx)) =W1,0(x) for z ∈M, x ∈ TzM
(1.3)
where (SN , gSN ) is the N -dimensional unit-sphere in R
N+1 with the canonical metric gSN , exp is
the exponential map, and W1,0 is the standard bubble in R




for x ∈ RN , αN := (N(N − 2))
N−2
4 . (1.4)
















If h(z) > 0 at some z ∈ M , then there is no test function ūz,ǫ satisfying (1.3). For instance, if
N ≥ 7, M is non-locally conformally flat, and ūz,ǫ is a ‘bubble-like’ function satisfying the second
condition in (1.3), then
Eg0,h(ūz,ǫ) ≈ Y (SN , gSN ) + c̃1h(z)ǫ2 − c̃2‖Weyl[g0](z)‖2g0ǫ
4
as ǫ→ 0, so
Eg0,h(ūz,ǫ) > Y (S
N , gSN ) provided ǫ > 0 small enough.
Here, c̃1, c̃2 > 0, Weyl[g0] is the Weyl tensor on (M,g0), and ‖ · ‖g0 is the tensor norm in the metric
g0.
Now setting
Lg0,hu = κN∆g0 − (S [g0] + h) (1.5)







p) on M × (0,∞), p = N+2N−2 ,
u > 0 on M × (0,∞),
u(·, 0) = u0 > 0 on M,
(1.6)
corresponding to the energy Eg0,h. Observe that we replaced the function S [g(t)] in (1.1) with the
constant κN > 0, recalling that it tends to a positive constant as t→ ∞ provided Y (M,g0) > 0.
A natural question is what is the asymptotic behavior of a solution to (1.6) as t → T . As we
will prove in this paper, (1.6) may exhibit infinite-time blow-up phenomena driven by the bubbles




−1(x− ξ)), x ∈ RN , µ > 0, ξ ∈ RN ; (1.7)
see (1.4). It is a classical result that the solution set of the Yamabe problem in RN
−∆W =W p, W > 0 in RN (1.8)
is precisely {Wµ,ξ : µ > 0, ξ ∈ RN}, which corresponds to a family of standard metrics on N -
dimensional spheres in RN+1 via the stereographic projection.
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1.2. Main theorems. We now list the main theorems of this paper and some remarks on them.
The following theorem precisely describes the infinite-time blow-up phenomena of the perturbed
Yamabe flow (1.6) driven by the bubbles.
Theorem 1.1. Let (M,g0) be a smooth compact Riemannian manifold of dimension N ≥ 5 such
that
Yh(M,g0) := inf {Eg0,h(u) : u ∈ C∞(M) \ {0}} > 0. (1.9)
Assume that h is a C2-function on M such that maxM h > 0. Given a point z0 ∈ M such that
h(z0) > 0, there exists an initial datum uz0,0 such that (1.6) has a solution uz0 blowing-up at z0 as













if dg0(z, z0) ≤ δ0,
uz0(z, t) ≤ Cµ
N−2
2 (t)G(z, z0) if dg0(z, z0) > δ0
(1.10)
for t > 0 large enough, where
- exp is the exponential map on (M,g0), and dg0(z, z0) is the geodesic distance between z and
z0;
- δ0 > 0 is a sufficiently small number;
- µ : [0,∞) → (0,∞) and ξ : [0,∞) → RN are parameters such that µ(t) ≃ t− 12 and
|ξ(t)| . t−1+ε for all t > 0 large and some ε ∈ (0, 1) small;
- G is the Green’s function of the perturbed conformal Laplacian Lg0,h defined in (2.2).
In fact, equation (1.6) also possesses solutions which blow-up at multiple points as t→ ∞.
Theorem 1.2. Let (M,g0) be a smooth compact Riemannian manifold of dimension N ≥ 5 such
that Yh(M,g0) > 0. Assume that h is a C
2-function on M such that maxM h > 0. Given any
k ∈ N, choose a k-tuple z0 := {z(1)0 , . . . , z
(k)
0 } of distinct points on M such that h(z
(l)
0 ) > 0 for
l = 1, . . . , k. Then there exists an initial datum uz0,0 such that (1.6) has a solution uz0 blowing-up
at each point z
(1)
0 , . . . , z
(k)
0 as t → ∞. More precisely, there is a constant C > 0 depending only on



























≤ δ0, l = 1, . . . , k,












for t > 0 large enough, where µ(l) : [0,∞) → (0,∞) and ξ(l) : [0,∞) → RN are parameters such
that µ(l)(t) ≃ t− 12 and |ξ(l)(t)| . t−1+ε for all t > 0 large and some ε ∈ (0, 1) small.
Regarding the stability of the solution found above, we have the following result.
Corollary 1.3. In the setting of Theorem 1.2, we further assume that the largest eigenvalue of the
Ricci curvature tensor at z
(l)
0 is less than or equal to − 6N−4h(z
(l)
0 ) for each l = 1, . . . , k. Let σ ∈
(0, 1). There is a k-codimensional manifold Mz0 in C2,σ(M) containing uz0 such that if u0 ∈ Mz0
is sufficiently close to uz0,0, then (1.6) has a solution u blowing-up at each point z
(1)




In the above corollary, the technical condition on the Ricci curvature comes from the ODE system
(5.41) that each ξ(l) solves.
Remark 1.4. Theorems 1.1 and 1.2 show that the Yamabe flow is an equation at the borderline
guaranteeing the global existence of uniformly bounded solutions. A couple of remarks regarding
them are in order.
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(1) If Y (M,g0) > 0 and h is a function such that ‖h‖LN/2(M) < Y (M,g0), then a simple application
of Hölder’s inequality yields that Yh(M,g0) > 0. Therefore, if (M,g0) is a smooth compact Rie-
mannian manifold of dimension N ≥ 5 such that Y (M,g0) > 0, (1.6) exhibits infinite-time blow-up
phenomena (with an arbitrary number of blow-up points) provided h ∈ C2(M) is a sufficiently
small and maxM h > 0.
(2) Our results can be regarded as parabolic analogues of the theorems of Micheletti, Pistoia, and
Vétois [36], and of Esposito, Pistoia, and Vétois [21] which assert the existence of blow-up solutions
to slightly perturbed (elliptic) Yamabe problems. Their results are related to C2(M)-compactness
property of the solution set of the Yamabe problem on (M,g0); see [30, 8] and references therein.
In the elliptic case, the blow-up points must be a critical point of some function involving the
function h and a geometric quantity on (M,g0); either the Weyl curvature or the O(1)-order term
of the Green’s function of the conformal Laplacian on (M,g0). In our evolutionary setting, we only
require that h is positive at each blow-up point.
We wonder if there exist non-isolated positive blowing-up solutions (namely, clustering solutions)
or isolated non-simple positive blowing-up solutions (namely, bubble-tower solutions) to (1.6) as
in the elliptic case [41, 37, 47, 11, 38]. Also, it is an interesting problem to answer if (1.6) has a
finite-time blowing-up solution. We hope to examine these problems elsewhere.
(3) Our results are in spirit close to the work of Daskalopoulos, del Pino, and Sesum [15] which
constructed type II ancient compact solutions to the Yamabe flow on SN , and that of Sire, Wei,
and Zheng [46] which built finite-time extinguishing solutions to fast diffusion equations with the
critical exponent in smooth bounded domains in RN .
To handle the degeneracy of the equation (up−1 in (1.6) for our setting), the authors in [46] lifted
the spatial domain to a subset of SN via the stereographic projection so that the equation becomes
uniformly parabolic. However, there are limitations in employing their idea directly, because our
spatial domain is a general Riemannian manifold M and so it may not be embedded into SN . We
will overcome this technical difficulty with the help of a maximum principle adapted to our setting;
see Lemma 4.5.
(4) Suppose that minM h < 0. In this case, our approach suggests that given a k-tuple of points
z0 = {z(1)0 , . . . , z
(k)
0 } on M such that h(z
(l)
0 ) < 0 for l = 1, . . . , k, there exist ancient solutions to
(1.6) which blow-up at each point z
(1)
0 , . . . , z
(k)
0 as t→ −∞. We also suspect the existence of ancient
solutions to (1.6) which look like towers of spheres similar to ones found in [15].
There have been extensive studies on type II blow-up solutions to various time-dependent energy-
critical equations; e.g. the critical heat equations [22, 45, 13, 14, 17, 23, 18], the harmonic map
heat flows and the nematic liquid crystal flows [10, 2, 48, 40, 16, 32], the critical wave equations
[29, 31, 24, 19, 20, 25, 26], the wave maps equations and the Yang-Mills equations [39, 42], the
critical Schrödinger equations and map equations [34, 35], and so on. Our contribution towards
this direction is to build solutions to energy-critical degenerate parabolic equations on general
Riemannian manifolds, blowing-up at an arbitrary number of points.
Furthermore, several results on the optimal regularity and sharp extinction rates for fast diffusion
equations in bounded domains in RN were proved recently; refer to [27, 28, 5, 4] among others. In
their proofs, Aronson-Bénilan type inequalities (namely, bounds for u−1|ut|; see [1]) appear as one
of the key tools. In our analysis of (1.6), such an inequality is derived in a very specific manner;
see (4.4) below and its proof.
1.3. Structure of the paper and comment on the proof. In order to establish Theorems
1.1 and 1.2 as well as Corollary 1.3, we will apply the modulation argument combined with the
inner-outer gluing procedure. Our presentation is largely influenced by the paper [14] which studied
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the existence of infinite-time type II multiple blowing-up solutions to the critical nonlinear heat
equations in smooth bounded domains in RN .
From Section 2 to 5, we only concern the proof of Theorem 1.1. Necessary modifications to prove
Theorem 1.2 and the proof of Corollary 1.3 will be provided in Section 6.
In Section 2, we construct approximate solutions which behave as in (1.10). This is one of the
most tricky parts of the proof, because approximate solutions must be sufficiently regular and very
close to true solutions for every point on M regardless of its distance from the blow-up point. In
particular, the approximate solutions used for the elliptic analogues do not work well in our setting.
At points away from the blow-up point, we depict the approximate solution in terms of the Green’s
function G of the perturbed conformal Laplacian Lg0,h; cf. [43, 21]. At points near the blow-up
point, we deform the bubble by multiplying it by G and then combining the result and a solution
to the linear equation (2.30) together. During the refinement, we also determine the main order
term of the dilation parameter by solving the ODE (2.36).
In Section 3, we decompose equation (1.6) into the outer problem (3.2) and the inner problem
(3.6).
In Section 4, we prove the unique solvability of the outer problem and establish a priori estimates
of the solution, by examining the associated inhomogeneous problem (4.1) with the maximum
principle for degenerate parabolic equations. A delicate issue is to choose suitable norms to work
with. While the authors in [14] worked successfully in a weighted L∞ setting, we cannot do for
(1.6) because of its degeneracy up−1. To control the terms resulting from the degeneracy such as
(ψµ,ξ)t in (3.4) in a pointwise sense, we will devise various Hölder-type norms; refer to Subsection
1.5. In defining them, we must reflect that the scaling properties in the spatial variable and in the
time variable are different from each other, which makes the analysis considerably complicated.
In Section 5, we develop the existence theory for an associated inhomogeneous linear problem
(5.1) to the inner problem. By lifting its spatial domain to SN , we prove that it is solvable whenever
the orthogonality condition (5.2) holds. Also, from (5.2), we find a system of ODEs that the dilation
and translation parameters satisfy, and solve it. Finally, collecting all the information obtained so
far, we find a solution to the inner problem and derive a priori estimate on it, thereby completing
the proof of Theorem 1.1.
1.4. Notations. We collect some notations used throughout the paper.
- The Einstein convention is used throughout the paper. Unless otherwise stated, the indices i, j,
q, r, and s take values from 1 to the dimension N of the underlying manifold M , and l and m
range over values from 1 to the number k of blowing-up points of solutions.
- For a tensor field T on (M,g), a notation such as T;a stands for a covariant derivative of T .
- SN is the standard unit sphere in RN+1, gSN is its canonical metric, and
∣∣SN
∣∣ is its surface
measure.
- ∇g, ∆g, 〈·, ·〉g, and | · |g are the gradient, the Laplace-Beltrami operator, the inner product, and
the norm on (M,g), respectively. On (SN , gSN ), we write ∇SN = ∇gSN , etc. In the Euclidean space
R
N , we write ∇ = ∇x, ∆ = ∆x, etc, where the subscript x denotes the variable in RN .
- i(M,g0) is the injectivity radius of (M,g0).
- For a surface integral, dS denotes the volume form on the domain of integration.
- Given a number δ > 0 and a metric g on M , let BN(x, δ) = {y ∈ RN : |y − x| < δ} for x ∈ RN
and Bg(z, δ) = {ξ ∈M : dg(z, ξ) < δ} for z ∈M .
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∂γf(0) = O(|x|ℓ) (1.11)
for |x| small, where γ is a multi-index.
- For ℓ ∈ N∪ {0}, σ ∈ (0, 1), T > 0, and a set Ω, we write Cℓ+σ(Ω) = Cℓ,σ(Ω) and C2ℓ+σ,ℓ+σ/2(Ω×
[0, T ]) to refer the Hölder space and the parabolic Hölder space, respectively.
- supp(f) is the support of a function f .
- Let η ∈ C∞(R) be a function such that
{
η(r) ≥ 0, η′(r) ≤ 0 for r ∈ R,
η(r) = 1 for r ∈ (−∞, 1] and 0 for r ∈ [2,∞), (1.12)
and ηδ(r) = η(δ
−1r) for r ∈ R and δ > 0. By abuse of notation, we often write ηδ(x) = ηδ(|x|) for
x ∈ RN .
- C, ζ > 0 are universal constants that may vary from line to line.
1.5. Norms. We introduce all the norms that will be used throughout the paper. Let δ0 > 0 be
the small number in the statement of Theorem 1.1, for which we impose that 4δ0 < i(M,g0). Let
also t0 > 0 be a large number, and µ = µ(t) > 0 and ξ = ξ(t) ∈ RN be small functions on [t0,∞)
tending to 0 as t → ∞. The functions µ0 = µ0(t) and uµ,ξ = u(2)µ,ξ(z, t) are defined in (2.5) and
(2.39) below, respectively.









: t1, t2 ∈ (max{t0, t− 1}, t), t1 6= t2
}
.
For a function ψ :M × [t0,∞) → R, we set
[ψ]Cσz (z, t) = sup
{ |ψ(z1, t)− ψ(z2, t)|
dg0(z1, z2)
σ







(z, t) = sup
{ |ψ(z, t1)− ψ(z, t2)|
|t1 − t2|σ/2









for z ∈ Bg0(z0, µ0(t)),
dg0(z, z0)
2
for z ∈ Bg0(z0, δ0) \Bg0(z0, µ0(t)),
δ0
2
for z ∈M \Bg0(z0, δ0),
and t ∈ [t0,∞).
Let Ω be a smooth domain in RN . For a function ψ : Ω× [t0,∞) → R, we set
[ψ]CσΩ(y, t) = sup
{ |ψ(y1, t)− ψ(y2, t)|
|y1 − y2|σ









in Ω ∩ {|y| < 1},
|y|
2
in Ω ∩ {|y| ≥ 1}.
INFINITE-TIME BLOWING-UP SOLUTIONS TO PERTURBATIONS OF THE YAMABE FLOW 7
Definition 1.6 (A Hölder norm for functions on [t0,∞)). For numbers ν > 0 and σ ∈ (0, 1) and
























Definition 1.7 (Weighted integral norms for functions onM orM×[t0,∞)). LetMτ =M×[τ, τ+1]
for τ ≥ t0.











































for a function ψ on M × [t0,∞).
- Global in time weighted L2, H1 and H2 norms: Given two positive numbers t0 and s0 such that







In the case that s0 = ∞, we omit the subscript s0 so that ‖ψ‖L2t0,∞ = ‖ψ‖L2t0 , etc.
Observe that ‖ψ‖H2(Mτ ) is a norm if Yh(M,g0) > 0 holds; see (1.9).
Definition 1.8 (Weighted Hölder norms for functions on M × [t0,∞)). Given α ∈ R and γ ≥ 0,
we define










on M × [t0,∞). Here, ηδ0 is the cut-off function defined after (1.12).
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Definition 1.9 (Weighted Hölder norms for functions on Ω× [t0,∞)). Let Ω be a smooth domain
in RN , a ∈ (0, N − 2), b > 0, and s0 > 3t02 ≫ 1.



















In the case that s0 = ∞, we write ‖H‖♯,a+2,b = ‖H‖♯,a+2,b;t0,s0 and ‖ψ‖♯′,a,b(Ω) = ‖ψ‖♯′,a,b;t0,s0(Ω).




















































































































2. Construction of approximate solutions
From Section 2 to Section 5, we will concern the proof of Theorem 1.1, which asserts the existence









p) on M × (t0,∞),
u > 0 on M × (t0,∞),
u(·, t0) = u0 > 0 on M,
(2.1)
for t0 > 0 large enough. Clearly, a time translation u(· − t0) of a solution u to (2.1) solves (1.6).
In this section, we construct approximate solutions through two stages.
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In Subsection 2.1, we define the first approximate solution which resembles to a bubble near z0
and to the Green’s function G of the perturbed conformal Laplacian Lg0,h away from z0.
In Subsection 2.2, we refine the first approximate solutions in a small neighborhood of z0, by
attaching solutions of certain linearized equations to the approximate solutions. In order to make
the linearized equations solvable, we choose the main order of the dilation factor µ(t) > 0 suitably.
2.1. First approximate solutions. Throughout the paper, we always assume that N ≥ 5.
Let G be the Green’s function of Lg0,h, i.e.,
− Lg0,hG(z, z0) = δz0(z) on M (2.2)
where δz0 is the Dirac measure supported at z0 ∈M .




Expression of µ(t): Let































for t ∈ [t0,∞) (2.5)
where t0 > 0 is a sufficiently large number. Then we assume that µ(t) has the form
µ(t) = d0µ0(t) + λ(t) =: µ̄(t) + λ(t) for t ∈ [t0,∞) (2.6)
where λ(t) is a higher-order term.
Expression of λ(t) and ξ(t): The parameters λ(t) ∈ R as well as ξ(t) = (ξ1, . . . , ξN )(t) ∈ RN
will be determined in Subsection 5.2. Until then, we assume that
‖λ‖ν1;σ0 + ‖λ̇‖ν1+2;σ0 + ‖ξ‖ν2;σ0 + ‖ξ̇‖ν2+2;σ0 ≤ C (2.7)
where ν1 = ν2 = 2 − ε0 for some small numbers ε0 ∈ (0, 1) and σ0 ∈ (0, 1); refer to (1.13) for the
definition of the norms.
Expression of approximate solutions: From now on, we will often identify points z ∈
Bg0(z0, 2δ0) and x = exp
−1
z0 (z) ∈ BN (0, 2δ0) via g0-normal coordinates centered at z0. Given a
pair (µ, ξ) satisfying (2.5)–(2.7), we define
u
(1)




















(µ2 + |x− ξ|2)(N−2)/2 − 1
}]
if δ0 < |x| = dg0(z, z0) ≤ 2δ0,
αNµ
N−2
2 if dg0(z, z0) > 2δ0.
(2.9)
Here, κN , αN > 0 are the numbers appearing in (1.2) and (1.4), and γN := [(N − 2)|SN−1|]−1.
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Lemma 2.1. The function u
(1)
µ,ξ is of class C
2+σ0,1+σ0/2(M × [t0,∞)). Moreover, it is positive on
M × [t0,∞) provided t0 > 0 large enough.
Proof. Since Yh(M,g0) > 0, the principal L
2(M)-eigenvalue of the operator Lg0,h is positive, and so
Lg0,h satisfies the maximum principle on M . Therefore, the Green’s function G of Lg0,h is uniquely
determined and positive on M . From this fact and (2.5)–(2.7), we deduce the assertion. 
We remark that the definition of u
(1)
µ,ξ is motivated by Schoen [43].
By slightly modifying the proof of [33, Lemma 6.4] and taking δ0 smaller if needed, we see
γ−1N κN |x|N−2G(z, z0) = 1 +
N−3∑
ℓ=2




for z = expg0(x) ∈ Bg0(z0, δ0) where Pℓ is a homogeneous polynomial of degree ℓ, and c is a number
that is zero for N odd.
Lemma 2.2. It holds that





, ĉ2 := −
1
24(N − 1) , ĉ3 := −
N − 2
8(N − 1)(N − 4) , (2.11)
Rij(z0) is a component of the Ricci curvature tensor at z0 on (M,g0), and S(z0) is the scalar
curvature at z0 on (M,g0).


























0 )[3] are the remainder terms in the Taylor expansions of
√
|g0| and gij0 ,
respectively, defined by (1.11).
We set
P (x) = γ−1N κN |x|N−2G(x, z0)− 1 for x ∈ BN (0, 2δ0) (2.13)
and write P2(x) = cijxixj for some cij ∈ R so that
P (x) = cijxixj + P[3](x) = cijxixj +O(|x|3). (2.14)
Since γN∆|x|2−N = Lg0,hG(z, z0) = δz0(z), it holds that
|x|2∆P − 2(N − 2)xi∂iP + |x|N (∆g0 −∆)
{
(1 + P )|x|2−N
}
− κ−1N |x|2(S + h)(1 + P ) = 0. (2.15)
Putting (2.12) and (2.14) into (2.15), we obtain






Rij(z0)xixj − κ−1N (S(z0) + h(z0))|x|2 = O(|x|3).
Solving this identity, we deduce (2.10). 
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Define the error S(u) of a positive function u on M × [t0,∞) as





where p = N+2N−2 . In the next lemmas, we compute the error of the first approximate solution u
(1)
µ,ξ.









(y, t) = E0[µ](y, t) + E1[µ, ξ](y, t). (2.16)
Here,






(y) + µ2F0(y) (2.17)
and






(y) +F1[µ, ξ](y, t)




























F1[µ, ξ](y, t) := (N + 2)κNµ [{ĉ2S(z0) + ĉ3h(z0)} ξj∂jW1,0(y) (2.20)
+
2





and ĉ1, ĉ2, and ĉ3 are constants defined in (2.11). Furthermore, a
{γ} ∈ R and a{γ} ∈ RN are C1




















Proof. We recall the functions P , Wµ,ξ, and P2 given in (2.13), (1.7), and (2.10), respectively.
Let us write u
(1)







= −p(1 + P )p∂tWµ,ξ +
N + 2
4
[κN∆g0 ((1 + P )Wµ,ξ)
+κN (1 + P )
pW
p
µ,ξ − (S + h)(1 + P )Wµ,ξ
]
(2.22)
in the (x, t)-variable. Also, thanks to (2.6)–(2.7), we see











2 µ̇a{0} + µ−
N




κN∆g0 ((1 + P )Wµ,ξ) + κN (1 + P )
pW
p
µ,ξ − (S + h)(1 + P )Wµ,ξ
]
− [κN (∆P2)Wµ,ξ + 2κN∇P2 · ∇Wµ,ξ − (S + h)(z0)Wµ,ξ
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−κN
3








2 R(y, t) = µ3a{1} + µν2+2a{2}. (2.24)
By (1.8), it holds that
R = κN (∆g0P −∆P2)Wµ,ξ + 2κN
(
〈∇g0P,∇g0Wµ,ξ〉g0 −∇P2 · ∇Wµ,ξ
)
− [(S + h)(1 + P )− (S + h)(z0)]Wµ,ξ + κN
[





+ κN [(1 + P )
p − (1 + P )− (p− 1)P2]W pµ,ξ. (2.25)
From this, we readily deduce that (2.24) holds for |y| ≤ 1. Suppose that |y| ≥ 1. Putting (1.4),
(1.7), and the estimate
















− [(S + h)(1 + P )− (S + h)(z0)] |x|2−N
+ κN
[





+ µ−(N−3)a{1} + µ−(N−2)+ν2a{2}.
Then (2.15) and (2.10)–(2.11) imply
µ
N+2
2 R(y, t) = −µNαN
[






+ µ3a{1} + µν2+2a{2}
= −µNαNκN
[











h(z0)|x|2−N + µ3a{1} + µν2+2a{2}
= µ3a{1} + µν2+2a{2}.
We note that the term involving Rij(z0)xixj|x|−N vanished here, because its coefficient is a multiple
of 4ĉ1 − 13 = 0. Therefore, the assertion (2.24) is true.
Now, by applying (2.10) once more, we derive
(∆P2)Wµ,ξ = µ
−N−2
2 [(2ĉ1 + 2Nĉ2)S(z0) + 2Nĉ3h(z0)]W1,0(y)
and
∇P2 · ∇Wµ,ξ = 2µ−
N
2 [ĉ1Rij(z0)(µyi + ξi) + (ĉ2S(z0) + ĉ3h(z0))(µyj + ξj)] ∂jW1,0(y).
Accordingly,
∆g0 ((1 + P )Wµ,ξ) + (1 + P )
pW
p
µ,ξ − κ−1N (S + h)(1 + P )Wµ,ξ
= (∆P2)Wµ,ξ + 2∇P2 · ∇Wµ,ξ − κ−1N (S + h)(z0)Wµ,ξ −
1
3
Rij(z0)xi∂jWµ,ξ + (p − 1)P2W pµ,ξ
+ µ−
N−4
2 a{1} + µν2−
N−2
2 a{2}































2 a{1} + µν2−
N−2
2 a{2}.
Plugging (2.23) and (2.26) into (2.22), we establish the desired estimate (2.16). 
Lemma 2.4. Let ε1 ∈ (0, 1) be a small number. It holds that
[












−ζ1ε1µ̇b1(z, t) + µ
N+2
2








0 ·) is the cut-off function introduced after (1.12);
- ζ1 > 0 is a number depending only on N , and ν2 = 2− ε0;









(z, t) ≤ Cδ−ζ0 (2.28)
for b = b1, b2 and b3, where C, ζ > 0 are constants depending only on (M,g0), N , h, and
z0. They may contain the pair (µ, ξ), and their Lipschitz constants are uniformly bounded
as functions of (µ, ξ).
Proof. The proof is split into two steps.






































By taking b3 = 0, we get (2.27) for this case.
Step 2. We assume that µε10 ≤ dg0(z, z0) ≤ 2δ0. Let b̂1, b̂2, . . . be functions satisfying (2.28) for












































On the other hand, we infer from (2.9) and the mean value theorem that
∂iv
(1)





(µ2 + |x− ξ|2)(N−2)/2
{
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= µ
N+2







µ,ξ(x, t) = µ
N+2









































and so on, we deduce (2.27). Note that supp(b3) ⊂ Bg0(z0, 2δ0)× [t0,∞). 
2.2. Second approximation solutions. In this subsection, we refine the approximate solutions
to reduce their errors in the ball Bg0(z, z0) significantly. To this end, we introduce a linear equation
∆Ψ(·, t) + pW p−11,0 Ψ(·, t) = −
4
(N + 2)κN
E0[µ̄](·, t) in RN , Ψ(·, t) ∈ Ẇ 1,2(RN ) (2.30)
for each t ∈ [t0,∞), where µ̄ and E0[µ̄] are given in (2.6) and (2.17), respectively.
By virtue of the definition of µ̄, we have
µ̄−1 ˙̄µ = −(N + 2)c2
4c1
h(z0)µ̄
2 on [t0,∞). (2.31)
Hence the function µ̄−2E0[µ̄] is independent of t, and a solution Ψ to (2.30) is decomposed into
Ψ(y, t) = µ̄2(t)Q(y) on RN × [t0,∞) where Q satisfies






(y) in RN , Q ∈ Ẇ 1,2(RN ). (2.32)
From (2.17) and (2.19), we immediately see that (µ̄−2E0[µ̄])(y) = O(|y|2−N ) for |y| large. In fact,
as we shall see in the next lemma, a remarkable cancellation among the terms of F0 occurs, so we
actually have a better decay estimate for µ̄−2E0[µ̄]. This observation turns out to be essential in
constructing the refined approximate solution with sufficiently small error.





1 + |y|N for (y, t) ∈ R
N × [t0,∞). (2.33)




















In light of (2.17), (2.19), (2.31), and the above identity, we obtain (2.33). 
Lemma 2.6. Equation (2.32) has a solution.





∆Ψ+ pW p−11,0 Ψ
)
= 0 in RN
is spanned by the function ZN+1 in (2.3) and
Zi(y) := ∂iW1,0(y) = −(N − 2)αN
yi
(1 + |y|2)N2
for y ∈ RN and i = 1, . . . , N. (2.34)
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This fact, (2.33), the dimensional assumption N ≥ 5, and the Fredholm alternative imply that






(y)Zn(y)dy = 0 (2.35)
for n = 1, . . . , N + 1.











































































Thus (2.32) is solvable. 
Lemma 2.7. There is a constant C > 0 depending on Q such that
∣∣∣∇ℓyQ(y)
∣∣∣ ≤ C(1 + log |y|)|y|N−2+ℓ for |y| ≥ 1 and ℓ = 0, 1, 2, 3. (2.37)
Proof. By employing the rescaling argument with the condition Q ∈ Ẇ 1,2(RN ), we obtain
|Q(y)| ≤ C
1 + |y|N−22
for y ∈ RN .
Then, having (2.33) in hand, we apply the comparison principle to (2.32) repeatedly, which produces
|Q(y)| ≤ C
1 + |y|N−2−ε for y ∈ R
N (2.38)
where ε > 0 is any small number. By (2.32), (2.33), and (2.38),










for |y| ≥ 1.











1 + |ỹ|N ≤
C(1 + log |y|)
|y|N−2 for |y| ≥ 1
where we estimate the second integral by decomposing the domain RN into











Therefore, (2.37) for ℓ = 0 holds. The gradient estimate for Q, that is, (2.37) for ℓ = 1, 2, 3 follows
from elliptic regularity. 
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Let Ψ0 = µ̄
2Q0 be the unique solution to (2.30) such that∫
RN
(Q0Zn) (y)dy = 0 for n = 1, . . . , N + 1.
We now define the second (or, refined) approximate solution
u
(2)






















(µ2 + |x− ξ|2)(N−2)/2 − 1
)
+µ−(N−2)|x|N−2Ψ0(y, t)
)] if δ0 < dg0(z, z0) ≤ 2δ0,
µ
N−2
2 αN if dg0(z, z0) > 2δ0.
(2.40)
Here, z = expz0(x) = expz0(µy+ ξ) for z ∈ Bg0(z0, 2δ0). By taking t0 large, we see from (2.37) that
u
(2)
µ,ξ is of class C
2+σ0,1+σ0/2(M × [t0,∞)) and positive on M × [t0,∞). The next lemmas measure
its error.









(y, t) = E2[µ, ξ](y, t) (2.41)
for y ∈ BN (−µ−1ξ, µ−1δ0) and t ∈ [t0,∞). Here,















+F1[µ, ξ](y, t) + µ3a{1} + µ2ν1a{2} + µµ̇a{0} + µν1−2λ̇ a{−2} + µξ̇ · a{−1} (2.42)
where
- F0, F1, and P are the functions in (2.19), (2.20), and (2.13), respectively, and ν1 and ν2
are numbers in (2.7);
- a{γ} ∈ R and a{γ} ∈ RN are C1 functions of (y, µ, µ−1ξ, µ−1λ) satisfying (2.21).










































Ψ0 + (E0[µ]− E0[µ̄]) + E1[µ, ξ] +A(Ψ0)
(2.43)

























p−1∇(W1,0 +Ψ0)−W p−11,0 ∇W1,0
]
+ µ4 log |y|a{2}.
By Taylor’s theorem and (2.37),
A(Ψ0) = µ4 log |y|a{2} + µµ̇ log |y|a{−2} + µ log |y|ξ̇ · a{−3}. (2.44)
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4 log |y|a{2} (2.45)
and









+ µ2ν1a{2} + µν1−2λ̇ a{−2}. (2.46)
Inserting (2.44)–(2.46) and (2.18) into (2.43), and then arranging the resulting terms, we deduce
the desired equality (2.41). 
Lemma 2.9. It holds that
[












−ζ2ε1µ̇b4(z, t) + µ
N+2
2




for (z, t) ∈M × [t0,∞). Here,
- ε1 ∈ (0, 1) is the small number in Lemma 2.4, and ηµε10 is the cut-off function introduced
after (1.12);
- ζ2 > 0 is a number depending only on N , and ν2 = 2− ε0;
- b4, b5, and b6 are functions on M × [t0,∞) such that (2.28) holds for b = b4, b5, and b6.
















































































Let b̂5, b̂6, and b̂7 be functions satisfying (2.28). Applying (2.37), we argue as in Step 2 of the proof







































































By substituting (2.49)–(2.51), and (2.27) into (2.48), and then defining b4, b5, and b6 suitably, we
obtain (2.47). 
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3. Inner-outer gluing procedure
For the sake of brevity, we write uµ,ξ = u
(2)
µ,ξ in the sequel.
In the rest of the paper, we construct a remainder term ψµ,ξ such that u = uµ,ξ + ψµ,ξ is a
solution to (2.1). To this end, we apply the inner-outer gluing procedure as in [14]. It amounts to










on M × [t0,∞) (3.1)
and determining ψoutµ,ξ and ψ̂
in
µ,ξ by solving so-called outer and inner problems.




















































































































Inner problem: As before, we identify points z ∈ Bg0(z0, δ0) and x ∈ BN (0, δ0) via g0-normal









































We write x = µ̄ȳ + ξ and define ψinµ,ξ by the relation
ψ̂ inµ,ξ(x, t) = γ
−1






= (1 + P (x))µ̄−
N−2
2 ψinµ,ξ (ȳ, t)
(3.5)
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If ψoutµ,ξ and ψ
in
µ,ξ solve (3.2) and (3.6), respectively, then u = uµ,ξ+ψµ,ξ will satisfy (2.1) provided
it is positive on M × [t0,∞). In Sections 4 and 5, we will look for solutions to (3.2) and (3.6)
with appropriate choices of parameters (µ, ξ) and initial conditions u0, and verify that u is indeed
positive.
4. Outer problem
This section is devoted to the analysis of the outer problem (3.2).
In Subsections 4.1 and 4.2, we develop existence theory and a priori estimates on a solution to
an associated inhomogeneous problem (4.1). The main technical point is to control the degenerate
factor up−1µ,ξ .
In Subsections 4.3 and 4.4, we apply the results for (4.1) and the contraction mapping theorem
to derive the unique solvability of (3.2) as well as several a priori estimates on the solution.
4.1. Inhomogeneous problem associated to (3.2): Weighted H2 estimate. In this subsec-








Lg0,hψ +Wµ,ξψ + up−1µ,ξ f on M × (t0,∞),
ψ(·, t0) = ψ0 on M
(4.1)
in a weighted H2 space by deriving a priori estimate for solutions. Here and after, we mean by a
solution to (4.1) and other related equations a function that satisfies them in a weak sense.
We first establish the following version of a priori weighted H2 estimate. Refer to Definition 1.7
for the definition of the norms.
Lemma 4.1. Suppose that Yh(M,g0) > 0, t0 < s0 − 1, ‖f‖L2t0,s0 + ‖ψ0‖H1 < ∞ and (2.5)–(2.7)
hold. Then there is a constant C > 0 depending only on (M,g0), N , h, and z0 such that every








Lg0,hψ +Wµ,ξψ + u
p−1
µ,ξ f on M × (t0, s0),





‖ψ‖L2t0,s0 + ‖f‖L2t0,s0 + ‖ψ0‖H1
)
(4.3)
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provided t0 > 0 is large enough.
Proof. The proof is inspired by that of [15, Lemma 3.2]. We will divide it into four steps.
Throughout the proof, we assume that C depends only on (M,g0), N , h, and z0, and in particular,
is independent of s0.
Step 1. We claim that
u−1µ,ξ|(uµ,ξ)t| ≤ Cµ20. (4.4)



























in the (y, t)-variable.




















Consequently, the claim follows.
Step 2. Fixing any t ∈ [t0, s0], we multiply (4.1) by ψ and integrate the resultant equality over
































µ,ξ dvg0 . (4.5)

































2) dvg0 ≤ −C
∫
M
ψLg0,hψ dvg0 . (4.6)



































INFINITE-TIME BLOWING-UP SOLUTIONS TO PERTURBATIONS OF THE YAMABE FLOW 21














2) dvg0 ≤ C
(
‖ψ(·, t)‖2L2(M) + ‖f(·, t)‖2L2(M)
)









































To get this inequality, we use the initial datum ψ0 in (4.1) instead of introducing the cut-off function
χ(t), and (4.6).
Step 3. Fixing t ∈ [t0, s0] again, we multiply (4.1) by ψt, integrate the result over M , and then




























µ,ξ dvg0dt ≤ C
[∫
M
















for all τ ∈ (t0, s0 − 1]. Furthermore, we have
‖ψt‖2L2(Mt0) ≤ C
(







Step 4. Combining (4.8)–(4.11), using (4.6), and performing algebraic manipulations, we conclude
that
‖ψt‖L2t0,s0 + ‖ψ‖H1t0,s0 ≤ C
(
‖ψ‖L2t0,s0 + ‖f‖L2t0,s0 + ‖ψ0‖H1
)
.
By (4.1) and the previous estimate,
‖u1−pµ,ξ Lg0,hψ‖L2t0,s0 ≤ C
(




‖ψ‖L2t0,s0 + ‖f‖L2t0,s0 + ‖ψ0‖H1
)
.
Adding the above two estimates, we immediately obtain (4.3). 
Next, we improve Lemma 4.1 by dropping the norm of ψ in the right-hand side of (4.3). We
need some preliminary definitions.
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∈ SNn := SN \ {(0, . . . , 0, 1)} ⊂ RN+1







f(y) for ỹ := Π(y) ∈ SNn .
Lemma 4.3. Suppose that all the conditions of Lemma 4.1 hold, and s0 >
3t0
2 . Then there is a






provided t0 > 0 is large enough.






Throughout the proof, we assume that C > 0 depends only on (M,g0), N , h, and z0.
Step 1. To establish (4.13), we argue by contradiction. Suppose that there are increasing sequences




and tℓ, sℓ → ∞ as ℓ→ ∞, (4.14)
sequences {µℓ}ℓ∈N and {ξℓ}ℓ∈N of parameters satisfying (2.5)–(2.7), and sequences {ψℓ}ℓ∈N, {fℓ}ℓ∈N,









Lg0,hψℓ +Wµℓ,ξℓψℓ + u
p−1
µℓ,ξℓ
fℓ on M × (tℓ, sℓ),
ψℓ(·, tℓ) = ψ0ℓ on M
(4.15)
and
‖ψℓ‖L2tℓ,sℓ = 1, ‖fℓ‖L2tℓ,sℓ + ‖ψ0ℓ‖H1 → 0 as ℓ→ ∞. (4.16)









dvg0dt ≤ 1 and ‖ψℓ‖H1tℓ,sℓ ≤ C (4.17)
where the latter inequality is valid by virtue of Lemma 4.1. By passing to a subsequence if necessary,
we may assume that {τℓ}ℓ∈N is increasing.
The main assertion of this step is
lim inf
ℓ→∞
(τℓ − tℓ) = ∞. (4.18)









(·, τ)dvg0 for τ ∈ [tℓ, sℓ − 1].










By Grönwall’s inequality and (4.16), it follows that
Ψℓ(τ) ≤ o(1) · (τ − tℓ + 1)eC(τ−tℓ).
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This and (4.17) yield the assertion (4.18).
Step 2. Set
φℓ(z, t) = ψℓ(z, t+ τℓ), uℓ(z, t) = uµℓ,ξℓ(z, t+ τℓ),
Wℓ(z, t) = Wµℓ,ξℓ(z, t+ τℓ), f̃ℓ(z, t) = fℓ(z, t+ τℓ).






Lg0,hφℓ +Wℓ φℓ + up−1ℓ f̃ℓ on M × (tℓ − τℓ, 1)








ℓ dvg0dt ≤ 1 and ‖ψℓ‖H1tℓ−τℓ,1 ≤ C. (4.19)






































for all large ℓ ∈ N. Here, µ̃ℓ := µℓ(·+ τℓ) and ξ̃ℓ := ξℓ(·+ τℓ).











Identifying z ∈ Bg0(z0, δ04 ) and x = µ̃ℓy + ξ̃ℓ ∈ BN(0,
δ0
4 ) as before, we define
ϕℓ(y, t) = µ̃
N−2
2
ℓ φℓ(µ̃ℓy + ξ̃ℓ, t) for (y, t) ∈ Bℓ × (tℓ − τℓ, 1)
where Bℓ := B
N
(
















κN∆g0(x)ϕℓ − µ̃2ℓ(S + h)ϕℓ
]


























in Bℓ × (tℓ − τℓ, 1), where P is the function in (2.13), ˜̄µℓ := µ̄ℓ(·+ τℓ),
Wℓ(y, t) := Wℓ(µ̃ℓy + ξ̃ℓ, t) and f̄ℓ(y, t) := f̃ℓ(µ̃ℓy + ξ̃ℓ, t).
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Hence, there exists a function ϕ∞ in R





weakly in Ẇ 1,2(RN × (τ, τ + 1))
strongly in L2loc(R
N × (τ, τ + 1))
a.e. in RN × (τ, τ + 1)
as ℓ→ ∞,







N × (−∞, 1) (4.22)












|∇ϕ∞|2dydt ≤ C. (4.23)
In the next step, we will deduce that
ϕ∞ = 0 in R
N × (−∞, 1), (4.24)
a contradiction to the first inequality in (4.23). Therefore, (4.13) is valid.
Step 4. Referring to Definition 4.2, we write ϕ̄∞ = Π∗ϕ∞ on S
N
n . From (4.22), the second



















|∇SN ϕ̄∞|2SN + ϕ̄2∞
)
dSỹdt ≤ C. (4.26)
Parabolic regularity theory and (4.26) imply that (0, . . . , 0, 1) ∈ SN is a removable singularity of
ϕ̄∞ and ‖ϕ̄∞‖C∞(SN×(−∞,1)) ≤ C.
Let us apply a well-known argument to prove that ϕ̄∞ = 0 on S
N × (−∞, 1). By using (4.25)


























where Ric = (N−1)gSN is the Ricci curvature on SN , and we wrote ϕ̄ = ϕ̄∞, ∇ = ∇SN , etc. Hence,


































(t− τ0)|∇ϕ̄|2 ≤ max
ỹ∈SN
ϕ̄2(ỹ, τ0) ≤ C.
Thus
|∇ϕ̄(ỹ, t)| ≤ C√
t− τ0
for all (ỹ, t) ∈ SN × [τ0, 1).





t + c̄2 in (−∞, 1) for some c̄1, c̄2 ∈ R.
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Since it must be bounded in (−∞, 1), we have that c̄1 = 0. From (4.25) again, we conclude that
c̄2 = 0.
Now, (4.24) follows at once. 
Using a priori estimate (4.12), we deduce the unique existence of a solution to (4.1).
Corollary 4.4. Suppose that Yh(M,g0) > 0, ‖f‖L2t0 + ‖ψ0‖H1 < ∞ and (2.5)–(2.7) hold. Then






Proof. Pick an increasing sequence {sℓ}ℓ∈N such that 3t02 < sℓ → ∞ as ℓ → ∞, and let ψℓ be a
unique solution to a uniformly parabolic equation (4.2) with s0 = sℓ. Then a priori estimate (4.12)
with s0 = sℓ is true for ψℓ, and the constant C > 0 in (4.12) is independent of ℓ ∈ N. Thus, passing
to a subsequence, ψℓ converges weakly to a function ψ∞ in a Banach space equipped with the norm
‖ · ‖H2t0,t for each t >
3t0
2 . As a result, ψ∞ is the only function satisfying (4.1) and (4.27). Setting
ψ = ψ∞, we conclude the proof. 
4.2. Inhomogeneous problem associated to (3.2): Pointwise estimate. We next derive a
pointwise estimate for a solution to the inhomogeneous problem (4.1). A main tool is a version of
the maximum principle presented in the following lemma.








Lg0,hψ +Wµ,ξψ on M × (t0,∞),
ψ(·, t0) ≥ 0 on M
in a weak sense. Then ψ ≥ 0 on M × [t0,∞).
Proof. Fix s0 > t0 and let M(s0) =M × (t0, s0). We set




































































µ,ξ > 0 on M(s0)
by (4.4).









κN∆g0ω − f0ω = 0 on M(s0),
ω(·, s0) = ω0 on M
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has a unique solution ω ≥ 0 on M(s0). Taking it as a test function for (4.28) and employing




(φup−1µ,ξ )(·, s0)ω0dvg0 .
Since ω0 and s0 were chosen arbitrarily, we must have that φ(·, t0) ≥ 0, namely, ψ(·, t0) ≥ 0 on
M × [t0,∞). 
In the rest of this subsection, we will deduce a priori pointwise estimates for (4.1) by means of
barrier and rescaling arguments. For the definition of the associated norms, refer to Definition 1.8.
Lemma 4.6. Suppose that Yh(M,g0) > 0, ‖f‖L2t0 + ‖ψ0‖H1 < ∞, and (2.5)–(2.7) hold so that
equation (4.1) admits the unique solution ψ; refer to Corollary 4.4. Assume further that ‖f‖∗,α,ρ+
‖ψ0‖∗∗,α <∞ for some α ∈ (0, N − 2) and ρ ≥ −N−22 . Then there exist constants C > 0 large and
δ1 > 0 small depending only on (M,g0), N , h, z0, α, and ρ such that










for (z, t) ∈M × [t0,∞).
Proof. Throughout the proof, we assume that C > 0 depends only on (M,g0), N , h, z0, α, and ρ.
Moreover, we write ψ = ψ[f, ψ0], emphasizing the dependence of ψ on f and ψ0. Let ψ1 = ψ[0, ψ0]
and ψ2 = ψ[f, 0] so that ψ = ψ1 + ψ2.
Step 1: A bound for ψ1. First of all, we assume that dg0(z, z0) <
δ0
4 so that u(x, t) = (1 +
P (x))µ−
N−2
2 [W1,0(y) + µ̄
2Q0(y)] for x = exp
−1
z0 (z) = µy + ξ ∈ BN (0,
δ0
4 ) and t ∈ [t0,∞). Given a
small number δ1 > 0, we set
ψ̃11(z, t) = ‖ψ0‖∗∗,αµρ0(t0)e−δ1(t−t0) ×
{
2− |y|2 for |y| ≤ 1,
|y|−α for |y| > 1.
If |y| ≤ 1, then
pu
p−1

































‖ψ0‖∗∗,αµρ0(t0)e−δ1(t−t0)µ−2 > 0 (4.30)
for sufficiently small δ1 > 0.
If |y| > 1, then
pu
p−1
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Lg0,hψ̃11 −Wµ,ξψ̃11 ≥ C‖ψ0‖∗∗,αµ
ρ
0(t0)e
−δ1(t−t0)µ−2|y|−(α+2) > 0 (4.31)
for small δ0, δ1 > 0. On the other hand, there exists a large constant c > 0 depending only on
(M,g0), N , and α such that
(cψ̃11 ± ψ1)(z, t0) = (cψ̃11)(z, t0)± ψ0(z) ≥ 0 (4.32)
for z ∈ Bg0(z0, δ04 ).
Next, we handle the case that dg0(z, z0) >
δ0
6 . Let v be a solution to −Lg0,hv = 1 on M . Owing
to the condition Yh(M,g0) > 0, the strong maximum principle holds for the elliptic operator Lg0,h.
Hence, such v exists uniquely in C2(M) and is positive on M . Let us set










−δ1(t−t0)µα(t)v(z) on M × [t0,∞).
A simple calculation shows that if δ06 < dg0(z, z0) <
δ0































Lg0,hψ̃12 −Wµ,ξψ̃12 ≥ Cδ−α0 ‖ψ0‖∗∗,αµ
ρ
0(t0)e
−δ1(t−t0)µα > 0 (4.33)
taking δ1 > 0 smaller if needed. In addition, it holds that
(cψ̃12 ± ψ1)(z, t0) ≥ 0 on M (4.34)
for some large c > 0.





on M × [t0,∞).
By applying Lemma 4.5 for functions cψ̃ ± ψ1 and using (4.30)–(4.34), we deduce
|ψ1(z, t)| ≤ C‖ψ0‖∗∗,αµρ0(t0)e−δ1(t−t0)wα,0(z, t) on M × [t0,∞). (4.35)
Step 2: A bound for ψ2. For z ∈ Bg0(z0, δ04 ), we redefine




2− |y|2 for |y| ≤ 1,
|y|−α for |y| > 1
where x = exp−1(z) = µy + ξ ∈ BN (0, δ04 ) and t ∈ [t0,∞).
To treat the case that dg0(z, z0) >
δ0
6 , we also set









0 ‖f‖∗,α,ρµα+ρ(t)v(z) on M × [t0,∞).
Then, arguing as in Step 1, we arrive at
|ψ2(z, t)| ≤ Cδ−20 ‖f‖∗,α,ρµ
ρ
0(t)wα,0(z, t) on M × [t0,∞). (4.36)
Summing (4.35) and (4.36) up, we get (4.29). 
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Corollary 4.7. Suppose that all the conditions of Lemma 4.6 hold, and ‖f‖∗,α,ρ;σ0+‖ψ0‖∗∗,α;σ0 <∞
where σ0 ∈ (0, 1) is the number appearing in (2.7). There exist constants C > 0 large and δ1 > 0
















































































for (z, t) ∈M × [t0,∞) and ℓ ∈ {0, 1, 2}. In particular, we have that
‖ψ‖∗′,α,ρ;σ0 ≤ C1δ−20 (‖f‖∗,α,ρ;σ0 + ‖ψ0‖∗∗,α;σ0) (4.39)
where C1 > 0 is a constant depending only on (M,g0), N , h, z0, α, ρ, and σ0.
Proof. The proof is decomposed into two steps.
Step 1. We examine the case that dg0(z, z0) ≤ δ012 .
We set






















(S + h)(x) +Wµ,ξ(x, t)
]
φ+ p−1f(x, t). (4.40)
For a number t > t0 + 2 and a set Ω ⊂ RN+1, we define
Ω11 = {|y| ≤ 6} × [t− 1, t], Ω12 = {|y| ≤ 8} × [t− 2, t],
and a standard parabolic Hölder norm
‖φ‖Cσ0,σ0/2(Ω) = ‖φ‖L∞(Ω) + sup
(y1,t1)6=(y2,t2)∈Ω
|φ(y1, t1)− φ(y2, t2)|
|y1 − y2|σ0 + |t1 − t2|σ0/2
.
A straightforward computation shows that the Cσ0,σ0/2(Ω12)-norms of the coefficients in (4.40) are







+ ‖φt‖Cσ0,σ0/2(Ω11) ≤ C
(
‖φ‖L∞(Ω12) + ‖f(x, t)‖Cσ0,σ0/2(Ω12)
)
. (4.41)
Given any (y1, t1), (y2, t2) ∈ Ω12, we have
|f(x1, t1)− f(x2, t2)|
|y1 − y2|σ0 + |t1 − t2|σ0/2
≤ (1 +O(δ20))µσ0(t1)




|f(x12, t1)− f(x2, t2)|
|t1 − t2|σ0/2
where
x1 := µ(t1)y1 + ξ(t1), x2 := µ(t2)y2 + ξ(t2) and x12 := µ(t1)y2 + ξ(t1).
Moreover, if |y1 − y2| < δ for a number δ > 0 small enough, then dg0(x1, x2) < µ0(t1) and so









(x1, t1) dg0(x1, x12)
σ0
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+ sup
θ∈(0,1)












If |t1 − t2| < 1, then
|x12 − x2| ≤ Cµ30(t1)(|y2|+ o(1))|t1 − t2| ≤ Cµ30(t1)|t1 − t2|,
which implies
|f(x12, t1)− f(x2, t2)| ≤ |f(x12, t1)− f(x2, t1)|+ |f(x2, t1)− f(x2, t2)|
≤ C
[





≤ C‖f‖∗,α,ρ;σ0µρ0(t1)|t1 − t2|σ0/2.
It follows that
‖f(x, t)‖Cσ0,σ0/2(Ω12) ≤ C‖f‖∗,α,ρ;σ0µ
ρ
0(t). (4.42)






























































µσ00 [ψt]Cσ0z (x, t) + [ψt]Cσ0/2t










for ℓ ∈ {0, 1, 2}, |x− ξ| < 4µ, and t > t0 + 2.
Let n0 be a natural number such that 2
n0 ≤ δ024µ−1(t) < 2n0+1. In the rest of this step, we will
estimate φ on each set
Ωn1 :=
{






for n = 1, . . . , n0.
With this aim, we introduce









ϕ(Y, τ) = φ
(
2n Y, t+ 2−2nτ
)
for (Y, τ) ∈ Ω̃n2.

















) [N + 2
4









in Ω̃n2. A direct computation gives that the above equation is uniformly parabolic and all the
Cσ0,σ0/2(Ω̃n2)-norms of the coefficients in it are uniformly bounded in n and t. Hence

























































































for ℓ ∈ {0, 1, 2}, 2µ < |x − ξ| < δ012 , and t ≥ t0 + 2. To get the estimates for the C
σ0
t -norms in
(4.46)–(4.47), we need (4.45) with t replaced by any number in the interval [t− 1 + 22n, t].
To treat the case that t ∈ [t0, t0 + 2], we repeat the above argument with the interior Schauder





















Ω′11 := {|y| ≤ 6} × [t0, t0 + 2] and Ω′12 := {|y| ≤ 8} × [t0, t0 + 2].

























and we can deduce an analogous estimate to (4.44), (4.46), and (4.47).
Step 2. We examine the case that dg0(z, z0) ≥ δ012 .
Define a function ψ̃ on M × [t0,∞) by























INFINITE-TIME BLOWING-UP SOLUTIONS TO PERTURBATIONS OF THE YAMABE FLOW 31
If dg0(z, z0) ≥ δ024 , a coefficient function (δ40t)−1u
1−p




µ,ξ ≃ t−1µ−20 ≃ 1), and uniformly Lipschitz. Therefore, we conclude from the






















































































provided dg0(z, z0) ≥ δ012 .
Combining (4.43)–(4.49), we find the desired gradient estimates (4.37) and (4.38). 
4.3. Unique solvability of (3.2) and a priori estimate of the solution. Denote Bµ̄,ξ :=
BN (−µ̄−1ξ, 2µ̄−1µε10 ). Let ψ̂ in be a function on BN (−0, 2µε10 ) × [t0,∞) and ψin be a function on
Bµ̄,ξ × [t0,∞) such that
ψ̂ in(x, t) = (1 + P (x))µ̄−
N−2
2 ψin (ȳ, t) ; (4.50)
cf. (3.5). We remark that ψin needs not to be a solution to (3.6) at this moment. Letting also ψ0




≤ C21 and ‖ψ0‖∗∗,α;σ0 ≤ C22µδ20 (t0) (4.51)
for some C21, C22 > 0, a ∈ (σ0, N − 2), b ≃ 3, α ∈ (0, a) to be determined later, and an arbitrarily
chosen δ2 > 0; the ♯
′- and ∗∗-norms are given in (1.19) and (1.16), respectively, and σ0 ∈ (0, 1) is
the number appearing in (2.7). By employing the existence theory and a priori estimates for the



















on M × (t0,∞),




















Proposition 4.8. Assume that (4.51) and (2.5)–(2.7) hold, and t0 > 0 is sufficiently large. Suppose
also that α ∈ (0, a) and β ∈ (0, b] satisfy α+β = N − 2, and set ρ = −N−22 +β = N−22 −α. Choose
any
δ3 ∈ (0,min{2, β, β(p− 1), a+ b− (N − 2), (p− 1)(a+ b− (N − 2))}] . (4.54)
Then (4.52) possesses a unique solution ψout = ψout
[






≤ Cδ−20 µδ40 (t0) (4.55)
where C > 0 is a constant depending only on (M,g0), N , h, z0, α, and σ0,
δ4 ∈ (0,min {ν2 − ζ2ε1, 2(p − 1), δ3}) ∩ (0,min{(1 − ε1)(a− α), δ2}], (4.56)
and the ∗′-norm is defined in (1.17).
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The proof of Proposition 4.8 consists of several lemmas. Let 1N=5 be a quantity equal to 1 if N = 5
and 0 if N ≥ 6.












- C31, ζ31 > 0 are constants depending only on (M,g0), N , h, z0, α, and σ0;
- ε1 ∈ (0, 1) is the small number in Lemma 2.4, ζ2 > 0 is the number depending only on N
in Lemma 2.9, and ν2 = 2− ε0 is the number in (2.7);
- the ∗-norm is defined in (1.15).
































































which reads (4.57). 











where C32 > 0 depends only on (M,g0), N , h, z0, α, and σ0, and δ4 > 0 is a number satisfying
(4.56).
Proof. It suffices to consider only points in the set {x ∈ RN : |x| ≤ 2µε10 } ⊃ supp(ηµε10 ).








)p−1∣∣∣∣ (x, t) = (1 + P (x))
p−1µ−2

















1N=5 (1 + log |y|) + µ
−2+ 8
N−2
0 (1 + log |y|)p−1
]
1















1 + |ȳ|a (4.59)
and
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where the second inequality comes from the assumption that α ∈ (0, a) and β ∈ (0, b].

















































































Further computations yield a weighted Hölder bound of J1 and so (4.58). We omit the details. 














































































































where C33, ζ33 > 0 depends only on (M,g0), N , h, z0, α, and σ0, and δ3 > 0 is the number
satisfying (4.54).




































































































































































































where we applied (4.59) for the first inequality.






































































on M× [t0,∞). To deduce the inequality, we repeatedly use the relations α+β = N−2, α ∈ (0, a),
and β ∈ (0, b].
Combining all the computations together, we establish a weighted L∞-estimate for J2, that is,
(4.62) where the weighted Hölder norms are replaced with the associated weighted L∞-norms.
Further computations yield a weighted Hölder bound of J2 and so (4.62). We omit the details. 
Completion of the proof of Proposition 4.8. For the parameters (µ, ξ) satisfying (2.5)–(2.7) and the
function ψ0 satisfying (4.51), let T outµ,ξ [f, ψ0] be a unique solution to (4.1) obtained in Corollary 4.4.
A function ψout is a solution to (4.52) if and only if it satisfies


















by applying the contraction mapping theorem on the set
Dout :=
{
ψout : ‖ψout‖∗′,α,ρ;σ0 ≤ 2C1(C21C32 + C22)δ−20 µδ40 (t0)
}
(4.64)
where C1, C21, C22, C32, C33 > 0 are the numbers appearing in (4.39), (4.51), (4.58), and (4.62).
By employing (4.39), (3.3), (3.4), (4.57), (4.58), (4.62), (4.51), and (4.56), and taking a larger
























0 (t0) + C21C32µ
δ4































≤ 2C1(C21C32 + C22)δ−20 µδ40 (t0)

































































































0 (t0) + µ
δ4(p−1)
0 (t0)
] ∥∥ψout1 − ψout2
∥∥
∗′,α,ρ;σ0








is a contraction map on Dout,
and it has a fixed point in Dout, namely, a point satisfying (4.63). Finally, (4.55) follows directly
from (4.64). 
4.4. Derivatives of the solution to (3.2) with respect to parameters. In the following propo-
sition, we provide quantitative estimates on the derivatives of ψout with respect to its parameters.
Proposition 4.12. Suppose that all the conditions of Proposition 4.8 hold. There exists a constant







≤ Cδ−ζ0 µδ40 (t0)‖λ̄‖ν1 ,∥∥∂ξψout[ξ̄]
∥∥
∗′,α,ρ;σ0
≤ Cδ−ζ0 µδ40 (t0)‖ξ̄‖ν2 ,∥∥∥∂λ̇ψout[ ˙̄λ]
∥∥∥
∗′,α,ρ;σ0
≤ Cδ−ζ0 µδ40 (t0)‖ ˙̄λ‖ν1+2,∥∥∥∂ξ̇ψout[ ˙̄ξ]
∥∥∥
∗′,α,ρ;σ0















≤ Cδ−ζ0 µδ40 (t0)‖ψ̄0‖∗∗,α;σ0
(4.65)
on M×[t0,∞). Here, λ̄, ξ̄, ˙̄λ, ˙̄ξ, ψ̄, and ψ̄0 denote directions in the Gateaux derivatives of ψout with
respect to its parameters, and the ν- and ♯′-norms were defined in (1.13) and (1.19), respectively.
Proof. Given the computations used for the proof of Proposition 4.8, we can adopt the arguments
in [14, Proposition 4.2] to establish the proposition. We skip the proof. 
5. Inner problem and the completion of the proof of Theorem 1.1
This section is devoted to the analysis of the inner problem (3.6), which will allow us to complete
the proof of the main theorem.
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∆ψ + pW p−11,0 ψ
)
+W p−11,0 H in RN × (t0,∞),
ψ(·, t0) = e0(t0)Z0 in RN
(5.1)









(ȳ)dȳ = 0 for t ∈ [t0,∞) and n = 1, . . . , N + 1. (5.2)
Here,
- e0(t0) is a real number to be determined by H;
- Z1, . . . , ZN+1 are the functions in (2.3) and (2.34);























It is clear that m0 = p− 1 and Z0 is a constant multiple of W1,0; refer to [3, Appendix].
Given parameters (λ, ξ), and functions ψin and ψ0 satisfying (2.5)–(2.7) and (4.51), respectively,
let ψout = ψout
[
λ, ξ, λ̇, ξ̇, ψ̂ in, ψ0
]
be the unique solution to (4.52) found in Proposition 4.8. In



















Zn(ȳ)dȳ = 0 (5.3)
for n = 1, . . . , N + 1 and t ∈ [t0,∞) into a system of nonlinear ODEs (5.30) and (5.38) of (λ, ξ)
and solve it; refer to (1.12), (2.42), (3.1), (3.5), (3.7), (3.8), and Subsection 2.1 for the definition of
the notations.
In Subsection 5.3, we solve (3.6) by applying (5.3), the unique solvability of (5.1) under (5.2),
and the contraction mapping theorem.
In Subsection 5.4, we complete the proof of Theorem 1.1.
5.1. Linear theory. In this subsection, we examine the linear problem (5.1) provided a ∈ (σ0, N−
2) and b ≃ 3.
Proposition 5.1. Suppose that ‖H‖♯,a+2,b;σ0 < ∞ and (5.2) holds. Then one can find ψ = ψ[H]
and e0 = e0[H] ∈ R satisfying (5.1). These ψ and e0 are linear in H, and
‖ψ‖♯′ ,a,b;σ0(RN ) + ‖e0‖b;σ0 ≤ C4‖H‖♯,a+2,b;σ0 (5.4)
for a constant C4 > 0 depending only on N , a, b and σ0. Here, the norms of ψ, e0, and H are
given in Definitions 1.9 and 1.6.





(∆SNϕ+Nϕ) + H̃ − c̃0(t) on SN × (t0, s0),
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where d SN (ỹ) := arccos(ỹN+1) is the geodesic distance on S
N between ỹnorth := (0, . . . , 0, 1) and ỹ,
and ∫
SN
H̃(ỹ, t)ỹndSỹ = 0 for t ∈ [t0, s0) and n = 1, . . . , N + 1. (5.6)






H̃(ỹ, t)dSỹ for t ∈ [t0, s0). (5.7)
By integrating the equation in (5.5) over SN , and applying (5.7) and the initial condition on ϕ, we
find ∫
SN
ϕ(ỹ, t)dSỹ = 0 for t ∈ [t0, s0). (5.8)
Moreover, testing ỹn on (5.5) for n = 1, . . . , N + 1, and exploiting (5.6) and the fact that N is the
second eigenvalue of −∆SN with eigenfunctions ỹ1, . . . , ỹN+1, we obtain∫
SN
ϕ(ỹ, t)ỹndSỹ = 0 for t ∈ [t0, s0) and n = 1, . . . , N + 1. (5.9)




<∞ for s0 > 3t02 large, and (5.6) holds. If ϕ is a solution
to (5.5) such that ϕ, Dỹϕ, D
2
ỹϕ, ϕt ∈ L2(SN×(t0, s0)), then there exists a constant C > 0 depending










Proof. To deduce the lemma, we will argue as in the proof of [46, Lemma 4.1]; see Remark 1.4 (3).
The proof is divided into two steps.
Throughout the proof, C denotes a universal constant independent of s0.
Step 1. We insist that
sup
t∈[t0,s0)







The first inequality in (5.11) is obvious. Let us consider the second one. If δ > 0 is any small





Also, the geodesic distance d SN (ỹ) = arccos(ỹN+1) on S
N between ỹnorth and ỹ satisfies
∆SN [d SN (ỹ)]





a−N in BSN (ỹnorth, δ).
Therefore, if we set









(v ± ϕ)t ≥
κN
N
[∆SN (v ± ϕ) +N(v ± ϕ)] in BSN (ỹnorth, δ)× (t0, s0),
(v ± ϕ)(ỹ, t0) = v(ỹ, t0) ≥ 0 in BSN (ỹnorth, δ),
v ± ϕ ≥ 0 on ∂BSN (ỹnorth, δ) × (t0, s0)
provided K2 ≫ K1. The parabolic maximum principle implies the second inequality in (5.11).
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To the contrary, suppose that there exist increasing sequences {tℓ}ℓ∈N, {sℓ}ℓ∈N of positive numbers





(∆SNϕℓ +Nϕℓ) + H̃ℓ − c̃ℓ(t) on SN × (tℓ, sℓ),











→ 0 as ℓ → ∞. (5.15)






H̃ℓ(ỹ, t)dSỹ for t ∈ [tℓ, sℓ). (5.16)






ϕℓ(ỹ, t)ỹndSỹ = 0 for t ∈ [tℓ, sℓ) and n = 1, . . . , N + 1, (5.17)




ỹℓ = (ỹℓ1, . . . , ỹℓ(N+1)) ∈ SN , lim
ℓ→∞
ỹℓ = ỹ∞ ∈ SN , τℓ ∈ (tℓ, sℓ),
1
2
≤ µ−b0 (τℓ)[d SN (ỹℓ)]N−2−a|ϕℓ(ỹℓ, τℓ)| ≤ 1 for all ℓ ∈ N.
(5.18)
Let us check that ỹ∞ = ỹnorth. If not, we would have a small number δ > 0 such that d SN (ỹℓ) ≥ δ
for all large ℓ ∈ N. Let χ : SN → [0, 1] be a smooth function such that χ(ỹ) = 1 if d SN (ỹ) ≥ δ2 ,
χ(ỹ) = 0 if d SN (ỹ) ≤ δ4 , and |∇χ| ≤ 4δ on SN . We test (5.13) against χ2ϕℓ for each τ ∈ (tℓ, sℓ),
integrate the result over (tℓ, τ), and apply (5.11), the initial condition on ϕℓ, (5.15), and Grönwall’s











eC(τ−tℓ) for τ ∈ [tℓ, sℓ).








































(∆SN ϕ̄∞ +Nϕ̄∞) on S
N × (−∞, 0),
|ϕ̄∞(ỹ, t)| ≤ [d SN (ỹ)]a−(N−2) for (ỹ, t) ∈ SN × (−∞, 0),
(5.19)






ϕ̄∞(ỹ, t)ỹndSỹ = 0 for t ∈ (−∞, 0) and n = 1, . . . , N + 1. (5.20)
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By the growth condition on ϕ̄∞ in (5.19) and parabolic regularity, ϕ̄∞ is in fact smooth on S
N ×
(−∞, 0) and ‖ϕ̄∞‖C∞(SN×(−∞,0)) ≤ C. Also, (5.20) gives
























t = −B(ϕ̄∞(·, t)) ≤ 0
for all t ∈ (−∞, 0]. Hence (ϕ̄∞)t = 0 on SN × (−∞, 0]. By plugging it into (5.19) and employing
(5.20) again, we conclude that ϕ̄∞ = 0 on S
N × (−∞, 0]. This is a contradiction, and we must have
that ỹ∞ = ỹnorth. Especially, νℓ := d SN (ỹℓ) → 0 and (ỹℓ1, . . . , ỹℓN ) → 0 ∈ RN as ℓ→ ∞.
Now, we regard ϕℓ as the function in B
N (0, 12)× (tℓ, sℓ), abusing the notation




















∈ SN × (tℓ, sℓ),
and define





























N × (−∞, 0),
|ϕ̃∞(Y, τ)| ≤ |Y − Y0|a−(N−2) for (Y, τ) ∈ RN × (−∞, 0] and some Y0 ∈ SN−1,
(5.21)
and 12 ≤ |ϕ̃∞(0, 0)| ≤ 1. However, a standard comparison argument shows that the only solution
to (5.21) is the trivial one. This is a contradiction, and (5.12) must hold.
Inequality (5.10) is an immediate consequence of (5.11) and (5.12). 








< ∞, and (5.6) and (5.7) hold for s0 = ∞.





(∆SNϕ+Nϕ) + H̃ − c̃0(t) on SN × (t0,∞),
ϕ(ỹ, t0) = 0 on S
N ,
(5.22)











for a constant C > 0 depending only on N , a and b.





(∆SNϕℓ +Nϕℓ) + H̃ℓ − c̃ℓ(t) on SN × (t0, sℓ),
ϕℓ(ỹ, t0) = 0 on S
N .
(5.24)
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Here,

















ỹndSỹ for t ∈ (t0, sℓ) and n = 1, . . . , N + 1,
and c̃ℓ is the quantity defined by (5.16) in which tℓ is replaced with t0. Clearly, (5.14) holds provided
tℓ = t0, and d̃nℓ(t) → 0 and H̃ℓ → H̃ a.e. as ℓ→ ∞.
By applying the Galerkin method, we can construct a solution ϕℓ to (5.24) such that ϕℓ, Dỹϕℓ,
D2ỹϕℓ, (ϕℓ)t ∈ L2(SN × (t0, sℓ)). Lemma 5.2 tells us that such ϕℓ is unique and
‖ϕℓ‖♯̃,a+2,b;t0,sℓ + sup
t∈[t0,sℓ)









for a constant C > 0 independent of ℓ ∈ N. By (5.14), we also have (5.17) provided tℓ = t0.
Fix ε ∈ (0, aN−a). Given any s > t0, parabolic regularity and (5.25) yield that









weakly in W 1,1+εloc (S
N × (t0,∞)),
strongly in L1+εloc (S
N × (t0,∞)),
a.e. on SN × (t0,∞)
as ℓ→ ∞,
along a subsequence. In particular, ϕ∞ satisfies (5.22) with c̃0(t) = limℓ→∞ c̃ℓ(t). Setting ϕ = ϕ∞,
we also infer from (5.17) and (5.25) that (5.8)–(5.9) for s0 = ∞ and (5.23) are valid.
The linear dependence of ϕ and c̃0 in H̃ is obvious. This completes the proof. 











∆φ+ pW p−11,0 φ
)
+W p−11,0 H− c0(t)W
p−1
1,0 Z0
in RN × (t0,∞),
φ(ȳ, t0) = 0 in R
N
(5.26)








(ȳ)dȳ = 0 for t ∈ [t0,∞) and n = 0, . . . , N + 1. (5.27)
Also, φ = φ[H] and c0 = c0[H] are linear in H, and
‖φ‖♯′,a,b(RN ) + sup
t∈[t0,∞)
µ−b0 (t)|c0(t)| ≤ C‖H‖♯,a+2,b (5.28)
for a constant C > 0 depending only on N , a and b.
Proof. Let Π : RN → SNn and Π∗f : SNn → R be the inverse of the stereographic projection and the
weighted push-forward of f : RN → R in Definition 4.2, respectively.
We set H̃ = Π∗H for each fixed t ∈ [t0,∞). If d SN (ỹ) is the geodesic distance on SN between
ỹnorth = (0, . . . , 0, 1) and ỹ = Π(ȳ) for ȳ ∈ RN , then
d SN (ỹ) = arccos
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< ∞. Besides, each Π∗Zℓ being a constant multiple
of ỹℓ, (5.2) is transformed into (5.6) with s0 = ∞.
Given the solution (ϕ, c̃0) to (5.22) deduced from Corollary 5.3, we set (φ, c0) by
ϕ = Π∗φ and c̃0(t) := c0(t)(Π∗Z0) for t ∈ [t0,∞),
noting that Π∗Z0 is a positive constant. By virtue of conformality of the map Π, it satisfies (5.26)–
(5.28). 
Corollary 5.5. Suppose that all the assumptions on Proposition 5.1 hold. Let φ be a solution to
(5.26) satisfying (5.28). Then there exists a constant C > 0 depending only on N , a, b and σ0 such
that
‖φ‖♯′,a,b;σ0(RN ) + ‖c0‖b;σ0 ≤ C‖H‖♯,a+2,b;σ0 . (5.29)






1,0 Z0H(ȳ, t)dȳ for t ∈ [t0,∞),
it is easy to see that [c0]Cσ0/2t
is controlled by ‖H‖♯,a+2,b;σ0 provided a > σ0. Using this fact and
(5.28), one can estimate ‖φ‖♯′,a,b;σ0(RN ) as in Step 1 in the proof of Corollary 4.7. We skip the
detail. 
Proof of Proposition 5.1. Let φ be the solution to (5.26) satisfying (5.27) and (5.29) found in Corol-
lary 5.4. If we set ψ = φ+ e0(t)Z0, it satisfies (5.1) provided e0 satisfies
ė0 − κNe0 = p−1c0 on [t0,∞),






exp (κN (t− τ)) c0(τ)dτ for t ∈ [t0,∞).
The function e0 is linear in H. Moreover, by (5.29),
‖e0‖b;σ0 ≤ C sup
t∈[t0,∞)
µ−b0 (t)|c0(t)| ≤ C‖H‖♯,a+2,b,
which together with the condition a < N − 2 yields
‖ψ‖♯′ ,a,b;σ0(RN ) ≤ ‖φ‖♯′,a,b;σ0(RN ) + ‖e0Z0‖♯′,a,b;σ0(RN ) ≤ C‖H‖♯,a+2,b;σ0
as desired. 
5.2. Choice of parameters. As mentioned at the beginning of this section, we reduce (5.3) into
a system of nonlinear ODEs of (λ, ξ1, . . . , ξN ). Recall ν1 and ν2 in (2.7), δ4 in (4.56), and a, b, α,
β, ρ, σ0, and ψ
out = ψout
[
λ, ξ, λ̇, ξ̇, ψ̂ in, ψ0
]
in Proposition 4.8.




































































on [t0,∞). Here, Θn = Θn1,Θn2,Θn3 is a function on [t0,∞) such that
- ‖Θn‖0;σ0 ≤ C5δ−ζ50 for some C5, ζ5 > 0 where the norm is defined in (1.13);
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‖Θn[λ1]−Θn[λ2]‖0;σ0 ≤ C‖λ1 − λ2‖ν1;σ0 ,
‖Θn[ξ1]−Θn[ξ2]‖0;σ0 ≤ C‖ξ1 − ξ2‖ν2;σ0 ,∥∥∥Θn[λ̇1]−Θn[λ̇2]
∥∥∥
0;σ0
≤ C‖λ̇1 − λ̇2‖ν1+2;σ0 ,∥∥∥Θn[ξ̇1]−Θn[ξ̇2]
∥∥∥
0;σ0









for C > 0 large depending only on (M,g0), N , h, z0, a, b, α, and σ0.
Proof. Throughout the proof, we will use the notation Θn to refer functions which behave as in the
statement of the lemma. They may vary from line to line and even in the same line.





























for t ∈ [t0,∞), respectively. Here, x = µy + ξ = µ̄ȳ + ξ.






































































0 Θn + µ
ν1−1

































1 > 0. (5.33)










(x)(1 + P )−p(x)F0(y)Zn(ȳ)dȳ = 2µ̄λ
∫
RN
(F0Zn)(ȳ)dȳ + µ2ν10 Θn = µ2ν10 Θn.







































(x)(1 + P )−p(x)
[
µ3a{1} + µ2ν1a{2}















Estimate on Bn2: To estimate Bn2, we handle the quantity K1[ψin] in (3.7) term by term.
As an illustration, we consider the integrals involving the first and third terms of K1[ψin]: The





















































































Estimate on Bn3: We consider two terms of K2[ψin, ψout] in (3.8) separately.









(x)(1 + P )−1(x)W p−11,0 (y)µ
N−2





































































Notice that (5.3) is equivalent to the equation Bn1+Bn2+Bn3 = 0. By combining (5.34), (5.36),
and (5.37), we establish (5.30).
A closer look at the above computations gives (5.31). We skip the details. 




λ(t) = µ30Θ(N+1)1 + µ
b+ν1
0 Θ(N+1)2 + µ
a+b+1−σ0





on [t0,∞). Here, ΘN+1 = Θ(N+1)1, . . . ,Θ(N+1)4 is a function on [t0,∞) that behaves as the function
Θn described in the statement of Lemma 5.6.
Proof. The proof is analogous to that of the previous lemma. Let B(N+1)1, B(N+1)2, and B(N+1)3
be the quantities obtained by taking n = N + 1 in (5.32). It suffices to estimate each of them.
Estimate on B(N+1)1: In view of (2.4) and (2.5)–(2.6) (see also (2.31)), we know
N + 2
2











































Estimate on B(N+1)2 and B(N+1)3: Arguing as in the derivation of (5.36) and (5.37), we deduce
B(N+1)2 = µ
b+ν1−1











Observe that the above estimate on B(N+1)2 has one more term than that on Bn2 in (5.36). It is
because the integrand of B(N+1)2 decays slower than that of Bn2 as |ȳ| → ∞; compare (2.3) and
(2.34). 
We next solve the system (5.30) and (5.38) of nonlinear ODEs, thereby determining the param-
eters (λ, ξ).
Proposition 5.8. Suppose that (4.51) holds and t0 > 0 is large enough. Given ν1 = ν2 = 2 − ε0
in (2.7), δ4 in (4.56), and a, b, α, β, σ0, and ψ
out in Proposition 4.8, we further assume that











system (5.30) and (5.38) of ODEs which satisfies
‖λ‖ν1;σ0 + ‖λ̇‖ν1+2;σ0 + ‖ξ‖ν2;σ0 + ‖ξ̇‖ν2+2;σ0 ≤ Cδ−ζµδ50 (t0) (5.39)
where δ5 := min{ε0, δ4} > 0, and C, ζ > 0 are constants depending only on (M,g0), N , h, z0, a, b,
α, σ0, and ε0; compare with (2.7). Additionally,
∥∥∥λ
[














ψ̂ in2 , ψ02
]∥∥∥
ν2
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≤ Cδ−ζ0 µδ50 (t0)
[∥∥∥ψ̂ in1 − ψ̂ in2
∥∥∥
♯′,a,b;σ0(Bµ̄,ξ)
+ ‖ψ01 − ψ02‖∗∗,α;σ0
]
. (5.40)
Proof. The proof is decomposed into three steps.
Step 1. Let M be an N ×N symmetric matrix and h(t) := (h1(t), . . . , hN (t)) a function on [t0,∞)
such that ‖h‖ν;σ <∞ for some numbers ν > 2 and σ ∈ (0, 1). We assert that there exists a solution




Mξ(t) = h(t) on [t0,∞), ξ(t) → 0 as t→ ∞ and ‖ξ̇‖ν−ǫ;σ ≤ C‖h‖ν;σ (5.41)
where ξ and h are regarded as column vectors, ǫ > 0 is any small number, and C > 0 is a constant
depending only on N , M, ν, ǫ, and σ.
Indeed, since M is symmetric, there exist an orthogonal matrix Q and a diagonal matrix D =
diag(ς1, . . . , ςN ) such that M = QTDQ. If we set ξ(t) by

























then it satisfies (5.41). Note that one can select ǫ = 0 unless ςi =
ν
2 − 1 for some i = 1, . . . , N .
Step 2. Let h(t) = (h1(t), . . . , hN+1(t)) be a function on [t0,∞) and








RN1(z0) · · · RNN (z0)

 . (5.43)
By adjusting ε0 suitably, we may assume that ςi 6= ν12 = ν22 for all i = 1, . . . , N , and so we may








2 hN+1(s)ds so that λ̇(t) +
3
2t
λ(t) = hN+1(t) on [t0,∞), (5.44)
and
T par[h] = (Ξ,Λ) := (ξ̇, λ̇). (5.45)
By (5.41) and (5.44),
‖T par[h]‖ν2+2, ν1+2;σ0 = ‖(Ξ,Λ)‖ν2+2, ν1+2;σ0 := ‖Ξ‖ν2+2;σ0 + ‖Λ‖ν1+2;σ0
≤ C6(‖(h1, . . . , hn)‖ν2+2;σ0 + ‖hN+1‖ν1+2;σ0) = C6‖h‖ν2+2, ν1+2;σ0
(5.46)
for some C6 > 0.
Step 3. Parameters (λ, ξ) solve the system (5.30) and (5.38) of nonlinear ODEs if and only if




















0 Θn3 for n = 1, . . . , N,
µ40Θn1 + µ
b+ν1
0 Θn2 + µ
a+b+1−σ0
















Ξ,Λ, ψ̂ in, ψ0
]




Ξ,Λ, ψ̂ in, ψ0
])
on [t0,∞).
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We claim that there exists a point (Ξ,Λ) on the set
Dpar :=
{
h : ‖h‖ν2+2, ν1+2;σ0 ≤ 4δ−ζ50 µδ50 (t0)C5C6
}
for which (5.47) holds, where C5, ζ5 > 0 are the numbers in the statement of Lemma 5.6.











Ξ,Λ, ψ̂ in, ψ0
]∥∥∥
ν2+2, ν1+2;σ0
≤ 4δ−ζ50 µδ50 (t0)C5C6.
































provided t0 > 0 large enough. By the contraction mapping theorem, the assertion holds.
Checking (5.39) for the associated parameters (λ, ξ) is a simple task. Furthermore, a closer look
at the above computations gives (5.40). The proof is finished. 












































in RN × (t0,∞),
ψin(·, t0) = e0(t0)Z0 in RN
(5.49)
for some e0(t0) ∈ R, then it solves (3.6) in BN(0,Bµ̄,ξ)×(t0,∞) where Bµ̄,ξ = BN (−µ̄−1ξ, 2µ̄−1µε10 ).
Furthermore, estimate (5.50) given below clearly implies the first inequality of (4.51).
Proposition 5.9. Suppose that the second inequality in (4.51) holds and t0 > 0 is large enough.
Given numbers a, b, α, β, and σ0 in Proposition 5.8, we further assume that a ∈ [σ0+ ε0,min{N −









+ µ−b0 (t0)|e0[ψ01](t0)− e0[ψ02](t0)| ≤ C‖ψ01 − ψ02‖∗∗,α;σ0 (5.51)
for a constant C > 0 depending only on (M,g0), N , h, z0, a, b, α, and σ0. Here, (λ, ξ) and ψ
out
are the ones determined in Propositions 5.8 and 4.8, respectively.




in the ♯-norm, defined in
(1.18).
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where C71 > 0 is a constant depending only on (M,g0), N , h, z0, α, and σ0.
Proof. It follows from (2.42) that the dominating term of E2[µ, ξ] is a constant multiple of µ̄λW1,0(y).



























































1 + |ȳ|N−4−a+σ0 ≤ Cµ
2
0(t0)
where we employed the condition a ∈ (0, N − 4]; see Definition 1.5 for the definition of the local
Hölder semi-norms.
Handling the other terms of E2[µ, ξ] in an analogous way, we establish (5.52). 










where C72 > 0 is a constant depending only on (M,g0), N , h, z0, α, and σ0.
Proof. Arguing as in the proof of Lemma 4.10, we can estimate the first three terms of K1[ψin] in
(3.7).




























we obtain its weighted L∞-bound; cf. (5.35). By further inspection, we deduce a weighted Hölder
estimate.
Handling the remaining terms of K1[ψin] in an analogous way, we establish (5.53). 

















where C73 > 0 is a constant depending only on (M,g0), N , h, z0, α, and σ0.
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(1 + P )−1(x)W p−11,0 (y)µ
N−2
















from which we obtain a weighted L∞-bound. By further inspection, we deduce a weighted Hölder
estimate.
Employing the mean value theorem, we can handle the second term of K1[ψin]. Inequality (5.54)
then readily follows. 
Completion of the proof of Proposition 5.9. Let T in[H] := ψ[H] and e0[H] be the solution to (5.1)
found in Proposition 5.1. A function ψin solves (5.49) if it satisfies








where f inµ,ξ is the map defined in (5.48), and the notation ψ
out[ψin;ψ0] emphasizes the dependence
of ψout on ψin and ψ0.









where C4 and C71 are the numbers appearing in (5.4) and (5.52).


















































































∥∥ψ in1 − ψ in2
∥∥
♯′,a,b;σ0(Bµ̄,ξ)
where the notation (µ, ξ) = (µ, ξ)[ψin] stresses the dependence of (µ, ξ) in ψin. By the contraction
mapping theorem, the assertion holds.
We now have a unique solution ψin to (5.49) with the desired ♯′-norm bound given in (5.50).
Also, the bound on e0(t0) in (5.50) immediately follows from (5.4) and (5.55). A further inspection
gives (5.51), concluding the proof. 
5.4. Completion of the proof of Theorem 1.1. Let z0 be a point on M such that h(z0) > 0.
In Subsection 2.1, we chose sufficiently small numbers ε0, ε1, σ0 ∈ (0, 1) and set ν1 = ν2 = 2− ε0.
Take the numbers
a = N − 4, b = 3− ε0, α = N − 5 + ε0, β = 3− ε0, δ2 = ε0,
and δ4 > 0 satisfying (4.56), and set ψ0 = 0 onM . From the discussion in Section 3 and Propositions
4.8, 5.8, and 5.9, we find a solution uz0 to (1.6) of the form uz0 = uµ,ξ +ψµ,ξ on M × [t0,∞) where
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uµ,ξ = u
(2)
µ,ξ and ψµ,ξ are given in (2.39) and (3.1), respectively. Estimates (4.55), (2.7), and (5.50)
(or (4.51)) imply that uz0 > 0 onM× [t0,∞) and (1.10) holds. Consequently, the proof of Theorem
1.1 is completed.
Note that we have a freedom to choose the initial value ψ0 = ψ
out(·, t0) on the outer problem
(3.2) or (4.52), provided the second inequality of (4.51) holds. In Subsection 6.2, we will further
analyze this observation to establish the k-codimensional stability stated in Corollary 1.3.
6. Proof of Theorem 1.2 and Corollary 1.3
Throughout the section, k ∈ N is fixed and l can take any integer between 1 and k.
6.1. Proof of Theorem 1.2. In this subsection, we provide the outline of the proof of Theorem
1.2, pointing out the changes needed with respect to the one bubble case.
By choosing the number δ0 > 0 sufficiently small, we may assume that z0 = (z
(1)
0 , . . . , z
(k)
0 ) is an

















≥ cδ0 for 1 ≤ l 6= m ≤ k
}









(l)(t) = d(l)µ0(t) + λ
(l)(t) =: µ̄(l)(t) + λ(l)(t) for t ∈ [t0,∞) (6.1)
where µ0 is the function in (2.5), and λ
(l) is a higher-order term. We assume that (2.7) holds for




(l) for z0 and µ̄, respectively, we define the analogue P
(l) of P in (2.14),
and the analogue Ψ
(l)
0 of Ψ0 in the paragraph after Lemma 2.7. In (2.39)–(2.40), we put z0, (µ, ξ)
and Ψ0 in place of z
(l)
0 , (µ






. Then we set the
refined approximate solution








(z, t) on M × [t0,∞) (6.2)






















(µ(l)y + ξ(l)) ∈ Bg0(z
(l)
0 , δ0) and t ∈ [t0,∞), where E2 is the function in














which is smaller than the main order terms of E2. An analogous formula to (2.47) is also true.
The norms in Subsection 1.5 must be adjusted accordingly. For instance, every uµ,ξ in the norms
has to be replaced with uµ,ξ, and the weight wα,γ in (1.14) needs to be redefined as
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Let ψµ,ξ stand for the remainder term such that u = uµ,ξ + ψµ,ξ is a solution to (2.1). We





µ,ξ on M × [t0,∞) (6.3)




















for (z, t) ∈M× [t0,∞) and x(l) = µ̄(l)ȳ(l)+ξ(l). The inner-outer gluing procedure consists of finding
a solution ψoutµ,ξ to the outer problem on M × [t0,∞) and a solution (ψ inµ,ξ)(l) of an inner problem
on BN (−(µ̄(l))−1ξ(l), 2(µ̄(l))−1µε10 )× [t0,∞) for l = 1, . . . , k.
Minor modifications of the arguments in Sections 4 and 5 yield a priori estimates for inhomoge-
neous equations associated to the outer and inner problems. For example, the only change required
















for some m ∈ {1, . . . , k}. The existence of such m is guaranteed by the pigeonhole principle. To













6 ), and then examine the behavior of ψ on each subset.
By employing the a priori estimates for inhomogeneous equations and adopting the arguments
in Sections 4 and 5 once again, we establish the existence of ψoutµ,ξ, (λ
(l), ξ(l)), and (ψ inµ,ξ)
(l) for
l = 1, . . . , k as well as estimates on their respective norms. Combining this information leads us to
complete the proof of Theorem 1.2.
6.2. Proof of Corollary 1.3. By modifying the argument in the proof of [14, Corollary 1.1]
suitably, one can prove the corollary. Here we give a sketch the proof.
As in the previous subsection, a quantity with the superscript (l) indicates that it is related to
the l-th blow-up point z
(l)
0 .
Fix l = 1, . . . , k and let M be the matrix in (5.43) with z0 = z(l)0 . If ς1, . . . , ςN are the eigenvalues
of M, then the assumption on the Ricci curvature implies that







Set (fpar)(l) = ((fpar1 )
(l), . . . , (fparN )
(l)) and an orthogonal matrix Q such that M = QTDQ with



























(s)ds for i = 1, . . . , N. (6.6)
They satisfy (2.7), and
µ(l)(t0) = d
(l)µ0(t0), ξ
(l)(t0) = 0 and ξ
(l)(t) → 0 as t→ ∞ (6.7)
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by (6.1).1
Let ψ0 be the initial condition for the outer problem, and e
(l)
0 [ψ0]Z0 the initial condition for the
inner problem of (ψ inµ,ξ)
(l). Recalling (6.2) and (6.3)–(6.4), we choose the initial datum for (2.1) of
the form

















+ F [ψ0](z) for z ∈M
where























According to (6.7), the solution u(z, t) to (2.1) blows up precisely at z
(1)
0 , . . . , z
(k)
0 on M . Besides,
F is a C1-function on C2,σ0(M) (see (5.51)), F [0] = 0, and DF [Ψ0] = Id on the subspace W :=
∩kl=1ker(Dψ0e
(l)
0 [0]) of C
2,σ0(M). Hence the inverse function theorem says that there is a manifold of
codimension codim(W ) ≤ k in a neighborhood of 0 ∈ C2,σ0(M) such that each element is expressed
as F [ψ0] for some ψ0 ∈ C2,σ0(M) near 0. Calling such a manifold Mz0 and taking σ = σ0, we
conclude the proof.
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[36] A. M. Micheletti, A. Pistoia, J. Vétois, Blow-up solutions for asymptotically critical elliptic equations on Rie-
mannian manifolds. Indiana Univ. Math. J. 58 (2009), 1719–1746.
[37] A. Pistoia, G. Vaira, Clustering phenomena for linear perturbation of the Yamabe equation. Partial differential
equations arising from physics and geometry, London Math. Soc. Lecture Note Ser., vol. 450, Cambridge Univ.
Press, Cambridge, 2019, 311–331.
[38] B. Premoselli, Towers of bubbles for Yamabe-type equations and for the Brézis-Nirenberg problem in dimensions
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