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Der Einsatz strukturierter Metadaten ist ein Grundbaustein fu¨r den effizienten
Umgang mit umfangreichen Datenbesta¨nden in komplexen Systemen. Im Bereich
der Bibliotheks- und Dokumentationswissenschaft stellt die systematische Sach-
erschließung durch trainierte Mitarbeiter, unter Ru¨ckgriff auf detailliert spezifi-
zierte Arbeitsprozeduren, eine zentrale Aufgabe dar. A¨hnliche Arbeitsprozesse
und Normen existieren allerdings nicht in allen Bereichen, in denen Ressourcen
fu¨r zuku¨nftige Nutzer erschlossen werden sollen. Dabei ist insbesondere die Er-
stellung angemessener und korrekter Metadaten essentiell, um aus teils unter
hohem finanziellen und zeitlichem Aufwand erstellten Daten und Werkzeugen
langfristigen Nutzen ziehen zu ko¨nnen.
Mit der zunehmenden Vernetzung lokaler Ressourcen und Expertisen in kom-
plexen Infrastrukturen stellt die Erstellung und Auswertung von Metadaten so-
mit ein wichtiges Problemfeld dar. Die Entwicklung solcher Forschungsinfra-
strukturen wird in der Europa¨ischen Union im Rahmen der ESFRI-Initiative
(European Strategy Forum for Research Infrastructures1) vorangetrieben. Fu¨r
den Bereich der Geistes- und Sozialwissenschaften erfolgt sie insbesondere durch
die Common Language Resources and Technology Infrastructure CLARIN (Hin-
richs und Krauwer (2014)). Der Autor der vorliegenden Arbeit ist im Kontext
seiner langja¨hrigen Ta¨tigkeit in der technischen Infrastruktur dieses Projektes
mit verschiedenen Problemstellungen im weiteren Bereich von Metadaten kon-
frontiert worden. Die gemachten Erfahrungen im Rahmen verschiedener Arbeits-
gruppen und Taskforces sind entsprechend in diese Arbeit eingeflossen.
Fu¨r die detaillierte Beschreibung linguistischer und verwandter Ressourcen
wurden in den letzten Jahrzehnten verschiedene Standards erarbeitet, die sich
im Trend zur Herausbildung integrierter Forschungsinfrastrukturen beweisen
mu¨ssen. Dabei ist das Thema der Interoperabilita¨t, also die Fa¨higkeit zur ge-
meinschaftlichen Nutzung eigentlich heterogener Systeme, zentral, um dem ein-
zelnen Fachwissenschaftler in seiner Rolle als
”
Kunde“ der Infrastruktur einen
Mehrwert bieten zu ko¨nnen. Im Rahmen von CLARIN wurde als Antwort auf
die Interoperabilita¨t von Metadaten die Component MetaData Infrastructure
CMDI (Broeder et al. (2010)) initiiert. Der Grundgedanke dieses ISO-Standards
ist die Beschreibung von Ressourcen durch die Kombination mehrerer Meta-
datenkomponenten zu beliebig komplexen Metadatenprofilen. Im Ru¨ckgriff auf
bekannte modulare Entwicklungsmodelle werden Komponenten als wiederver-
wendbare Objekte entwickelt, die in Kombination komplexe Aufgaben erfu¨llen




tem zur Verfu¨gung gestellt, um unabha¨ngig von konkreten Ressourcentypen und
im beliebigen Detailgrad Dokumentationsbedu¨rfnisse befriedigen zu ko¨nnen. Al-
le Kernkomponenten der CMDI sind durch Interessenten erweiterbar, wobei die
Wiederverwendung bestehender Bausteine den Arbeitsaufwand deutlich verrin-
gert. Die Verfu¨gbarkeit von mittlerweile u¨ber eine Million o¨ffentlich verfu¨gbarer
Metadateninstanzen auf Basis dieses Standards, bei kontinuierlichem Wachstum,
ist ein Indiz fu¨r den Erfolg des gewa¨hlten Modells.
Die a¨ußerst konsequente Nutzung von Metadaten in CLARIN zur Doku-
mentation, Konfiguration und Orchestrierung einer stark integrierten, Service-
orientierten Infrastruktur (Heyer et al. (2015)) macht die Qualita¨t von Meta-
daten zwangsla¨ufig zu einem zentralen Anliegen aller beteiligten Partner. Dieses
ist, nicht zuletzt aufgrund der allgemeinen Rahmenbedingungen, ein nicht trivia-
les Problem. Fu¨r CLARIN wurde ein Zentren-orientierter Ansatz gewa¨hlt, der
den einzelnen Teilnehmern der Fo¨deration mit ihren unterschiedlichen fachlichen
Kernkompetenzen vergleichsweise viel Autonomie bietet. Zentrale Autorita¨ten,
die Entwicklungsrichtungen und Qualita¨tsnormen vorgeben, existieren hingegen
kaum. Die Besitzer relevanter Ressourcen sind zudem in den seltensten Fa¨llen
große Organisationen, sondern oft kleine Fachbereiche, die Daten und Werkzeuge
ha¨ufig im Rahmen eher kurzlebiger Projekte entwickeln. Feste Rollenverteilun-
gen bei der Erhebung und Strukturierung von Metadaten existieren nicht immer.
Oftmals werden alle Teilprozesse der Metadatenerstellung und -auslieferung von
einer einzigen Person neben anderen fachspezifischen Arbeiten durchgefu¨hrt.
Fu¨r die Nutzung solcher Daten in fo¨derierten Umgebungen stellen diese Rah-
menbedingungen naturgema¨ß eine große Herausforderung dar. Es ist konkret
abzuwa¨gen zwischen dem Bedarf an sauber strukturierten, mo¨glichst umfangrei-
chen Metadaten, einer einheitlichen Semantik, die eine automatische Auswertung
ermo¨glicht, und dem Arbeits- beziehungsweise Einarbeitungsaufwand, der lokal
in den einzelnen partizipierenden Zentren und Projekten zu erbringen ist.
Der Fokus dieser Arbeit liegt auf zwei Schwerpunkten. Im ersten Schwer-
punkt werden auf der Basis von Erfahrungswerten der letzten Projektjahre Pro-
blemfa¨lle anhand konkreter Beispiele herausgearbeitet. Dabei wird die bestehen-
de Metadatenqualita¨tssicherung im Projekt in den Kontext bekannter Verfahren
zur Bewertung von Informationsqualita¨t eingeordnet. Als zweiter Schwerpunkt
werden verschiedene Ansa¨tze zur Qualita¨tssicherung komponentenbasierter Me-
tadaten erarbeitet. Dabei werden vor allem die von traditionellen Standards
abweichenden Spezifika beru¨cksichtigt. Die gewa¨hlten Lo¨sungsansa¨tze orientie-
ren sich vor allem an drei Problemstellungen: der semantischen Anreicherung
von CMD-Komponenten unter Verwendung von Ansa¨tzen des Semantic Web,
die Nutzung objektorientierter Entwicklungsmodelle als Alternative zum bisher
eher schwach strukturierten Entwicklungsprozess der CMDI sowie der Gewinn
von Informationen u¨ber den lokalen und globalen Zustand von Metadaten im
CLARIN-Verbund auf der Basis von Vernetzungsalgorithmen im Metadaten-
graph.
Die vorliegende Arbeit ist in drei Teile gegliedert. Teil 1 widmet sich der
allgemeinen Definition und dem Einsatz von Metadaten sowie deren Evaluie-
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rung. Kapitel 2 geht auf verwendete Terminologie und Entwicklungen der letz-
ten Jahrzehnte ein und bietet anhand konkreter Metadatenstandards, die der
Beschreibung von Sprachressourcen dienen, einen beispielhaften U¨berblick u¨ber
verwendete Ansa¨tze in diesem Bereich. Abschließend wird kurz auf den neuarti-
gen Ansatz der Modellierung von Metadaten durch Komponenten eingegangen.
Kapitel 3 widmet sich der vorhandenen Literatur zum Thema Evaluation von
Metadaten anhand verschiedener Qualita¨tskriterien bzw. sogenannter Qualita¨ts-
dimensionen. Dabei werden die bisher gebra¨uchlichen Verfahren von der Bewer-
tung komponentenbasierter Metadaten abgegrenzt und die hier entstandenen
neuen Herausforderungen herausgearbeitet.
Teil 2 der Arbeit geht detaillierter auf die Verwendung komponentenbasierter
Metadaten im Umfeld einer fo¨derierten Forschungsinfrastruktur ein. Dabei wid-
met sich Kapitel 4 im Detail der Component Metadata Infrastructure CMDI,
die, als eine konkrete Umsetzung des neuen Metadatenparadigmas, Gegenstand
der vorliegenden Arbeit ist und im Forschungsinfrastrukturprojekt CLARIN ak-
tiv eingesetzt wird. Kapitel 5 geht anschließend auf Arbeitsprozesse ein, die fu¨r
die Nutzung der CMDI von herausragender Bedeutung sind. Dabei werden Pro-
bleme, die sich bei der verteilten, kollaborativen Arbeit in einem eher schwach
reglementiertem Umfeld ergeben an konkreten Beispielen dargestellt. Kapitel
6 widmet sich den verschiedenen Strukturierungsmo¨glichkeiten komponenten-
basierter Metadaten. Es werden Probleme, die durch unkoordinierte Verwen-
dung unterschiedlicher Modellierungstechniken und mangelhafte Schemaerstel-
lung entstehen ko¨nnen am Beispiel des Extraktionsprozesses der Suchmaschine
Virtual Language Observatory (VLO) aufgezeigt.
Der dritte Teil der Arbeit widmet sich verschiedenen Ansa¨tzen, die die struk-
turierte Erstellung von Metadaten bzw. Metadatenschemata in der CMDI er-
leichtern ko¨nnen. Die dargestellten Verfahren sollen dabei nicht zwangsla¨ufig in
ihrer Kombination den Erstellungsprozess von Metadaten und deren Auswer-
tung erleichtern. Vielmehr beleuchten sie verschiedene Aspekte, die auch un-
abha¨ngig voneinander umgesetzt werden ko¨nnen. Kapitel 7 setzt den Fokus auf
die Erweiterung der Komponentenannotationen in CMD-Schemata mit dem Ziel,
unter Zuhilfenahme bekannter RDF-Vokabulare bisher schwach getypte Relatio-
nen explizit anzugeben. Kapitel 8 arbeitet die Analogie zwischen komponenten-
basierten Metadaten und objektorientierter Programmierung (OOP) deutlicher
heraus. Dabei wird das Vererbungskonzept der OOP auf CMDI angewendet
und dessen Vorteile dargestellt. Anhand konkreter Beispiele werden Designme-
triken der OOP auf CMDI u¨bertragen und entsprechende Refactorings vorge-
schlagen. Kapitel 9 geht anschließend auf testgetriebene Entwicklungsprinzipi-
en der OOP als Vorbild fu¨r zuku¨nftige Arbeitsprozesse in der CMDI ein. Der
Fokus liegt dabei auf der Optimierung bestehender Schemata bezu¨glich identi-
fizierter Nutzerinteressen bzw. der Verwendung in zentralen Anwendungen der
CLARIN-Infrastruktur. Kapitel 10 betrachtet den Metadatengraph aller o¨ffent-
lich verfu¨gbaren CMD-Instanzen im Kontext einer fo¨derierten Forschungsumge-
bung auf Basis der U¨bereinstimmung von Konzept-Wert-Paaren. Es werden Vor-
schla¨ge fu¨r die Bewertung von Metadateninstanzen, -kollektionen und -anbieter
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erarbeitet und daru¨ber hinaus wird auf die Einflu¨sse von Granularita¨t der Me-
tadatenmodellierung sowie von korrigierender Nachbearbeitung eingegangen.
Die Dissertation schließt mit einer Zusammenfassung in Kapitel 11, in dem
die zentralen Erkenntnisse der Arbeit dargestellt sowie Ideen zu weiteren Ver-
besserungen bzw. zuku¨nftigen Arbeiten angesprochen werden.
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In der Literatur werden verschiedene Definitionen des Begriffes
”
Metadaten“
vorgeschlagen. Naturgema¨ß sind diese ha¨ufig durch die jeweilige Doma¨ne beein-
flusst, in der sie verwendet werden. Unterschiede lassen sich dabei vor allem in
Bezug auf den Einsatzzweck, den Metadaten erfu¨llen sollen, herausarbeiten, als
auch in der Trennlinie zwischen Metadaten und den eigentlichen
”
Daten“, die sie
beschreiben. Im Bibliothekswesen wird diese traditionell zwischen dem eigent-
lichen (u¨blicherweise physischen) Objekt des Buches und den von ihm getrennt
aufbereiteten und abgelegten Metadaten (sei es in Form von Karteikartenka¨sten
oder in Form von digitalen Bibliothekskatalogen) gesehen. In anderen Bereichen,
in denen Metadaten unmittelbares Forschungsobjekt sind (wie zum Beispiel die
Bibliometrie) oder in denen sich Metadaten direkt aus den eigentlichen
”
Rohda-
ten“ ergeben, ist eine derart eindeutige Trennung nicht immer mo¨glich.
Im Rahmen dieser Arbeit wird allerdings auf eine detaillierte Ausdifferenzie-
rung des Begriffes und seiner Verwendung verzichtet. Dies liegt vor allem am
gewa¨hlten Themenschwerpunkt der Verwendung von Metadaten in einer fo¨de-
rierten Forschungsumgebung linguistischer Ressourcen. Jahrelange Erfahrungen
haben hier gezeigt, dass unterschiedliche Wahrnehmungen und Verwendungen
der relevanten Terminologie nicht nur im
”
Großen“ (zum Beispiel zwischen Fach-
bereichen) sondern durchaus auch im
”
Kleinen“ (innerhalb des gleichen Fach-
bereiches) vorhanden sind. Dies ist ebenfalls fu¨r die teils sehr spezialisierten
Forschungsgebiete der Linguistik, der verschiedenen Philologien und verwand-
ten Bereiche der Fall. Die unterschiedlichen Forschungsschwerpunkte lassen hier
ha¨ufig selbst die Definitionsfindung fu¨r elementare Begriffe teils zu langwierigen
und fruchtlosen Diskussionen verkommen.
Ein Ausweg aus dieser Situation ist allerdings ein eher pragmatischer Ansatz,
der akzeptiert, dass in fo¨derierten Umgebungen mit eher schwachen zentralen
Autorita¨ten eine gewisse Grundtoleranz fu¨r unterschiedliche Wahrnehmungen
und eine eher pragmatische Herangehensweise unabdingbar fu¨r den Erfolg des
Gesamtprojektes sind. Wie im folgenden noch na¨her dargestellt, ergeben sich
dabei ha¨ufig erst durch die zunehmende Nutzung von Best Practices sowie durch
die Durchsetzung von Standards in relevanten Werkzeugen1 verwendete Normen
und die Unterstu¨tzung von fehlertoleranten Ansa¨tzen im Gesamtsystem.
1Zum Beispiel die Durchsetzung von Mindestanforderungen an Metadaten zur Verbesserung
ihrer Auffindbarkeit in zentralen Suchmaschinen.
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Aus diesen Gru¨nden wird fu¨r den Rest der Arbeit die eher allgemeine De-
finition der National Information Standards Organization NISO aus dem Jahr
2004 genutzt, die in der Literatur ha¨ufig zitiert wird. Metadaten sind nach dieser
Definition
[...] structured information that describes, explains, locates, or
otherwise makes it easier to retrieve, use, or manage an information
resource. NISO (2004)
Damit einhergehend wird auch in verschiedene Arten von Metadaten unter-
teilt:
• Deskriptive Metadaten beschreiben die entsprechende Ressource zum Zwe-
cke ihrer Auffindbarkeit und Identifikation.
• Strukturelle Metadaten stellen den Zusammenhang zwischen komplexen
Ressourcen und ihren Bestandteilen her.
• Administrative Metadaten stellen Informationen zur Verfu¨gung, die das
Management der Ressource und den Zugriff auf sie ermo¨glichen bzw. er-
leichtern. Dabei verweist die NISO auf zwei besonders relevante Unterar-
ten: Angaben zur rechtlichen Situation der Ressource2 sowie Metadaten,
die fu¨r die Archivierung und den Erhalt der Ressource relevant sind3.
Eine Unterteilung in diese Arten von Metadaten hat sich in der Literatur
weitgehend durchgesetzt. Insbesondere ist die Unterscheidung in Angaben zur
eigentlichen Ressource (wie Titel, Autor, Schlagworte zur Charakterisierung des
Inhalts) im Gegensatz zu administrativ/technischen Metadaten eine grundlegen-
de Unterteilung, die praktisch immer anzutreffen ist.
Ebenfalls relativ unabha¨ngig von der jeweiligen Doma¨ne in der konkrete Meta-
datenstandards eingesetzt werden, existieren typische Verwendungszwecke, die
ihren Einsatz erfordern. Ebenfalls durch die NISO werden hier verschiedene
Einsatzzwecke herausgearbeitet. Diese umfassen unter anderem den weiteren
Bereich der
”
Resource Discovery“, also der Unterstu¨tzung eines Nutzers bei der
Auswahl relevanter bzw. dem Auffinden einer konkreten Ressource sowie des Zu-
griffes auf diese. Daru¨ber hinaus werden Metadaten fu¨r die Strukturierung und
Organisation komplexer Ressourcen eingesetzt und erleichtern die Interoperabi-
lita¨t zwischen verteilten Systemen (zum Beispiel in Form verteilter Suchanfra-
gen). Im Kontext der Langzeitarchivierung von Ressourcen wird hier aber auch
ein zunehmender Bedarf an
”
Preservation Metadata“ gesehen, die Grundlage fu¨r
den langfristigen Erhalt und Zugriff sind. Auch hier kann in fo¨derierten Umge-
bungen nicht zwangsla¨ufig von a¨hnlichen Herangehensweisen und Bedu¨rfnissen
ausgegangen werden. Die vorrangige Gewichtung konkreter Verwendungszwecke
ha¨ngt sowohl stark von der jeweils bereitstellenden Institution ab, als auch vom









Auch fu¨r die weitere Terminologie im Umfeld des Begriffes
”
Metadaten“ haben
sich in den unterschiedlichen Fachbereichen verschiedene Terminologien durch-
gesetzt. Diese bzgl. ihrer Definition teils stark u¨berlappenden (teils auch synony-
men) Begriffe haben in den jeweils genutzten Metadatenstandards und natu¨rlich
auch in der Literatur Niederschlag gefunden. Fu¨r die formale Beschreibung ein-
zelner Metadatenstandards werden in der Literatur zum Beispiel unterschiedlich
granulare Ebenen unterschieden. Gemeinsam haben diese Beschreibungsformen
aber typischerweise mindestens eine Unterteilung in Semantik (also die mehr
oder weniger formale Angabe der Bedeutung von MD-Bausteinen) und Syntax
(also ein Regelsystem, das erlaubte Kombinationen von Elementen vorgibt) von
Metadaten. Grundsa¨tzlich werden fu¨r den Rest der Arbeit Metadaten prima¨r in
ihrer Funktion als strukturierte Legende fu¨r sogenannte Contentobjekte (im Fol-
genden ha¨ufig auch
”
Ressourcen“) betrachtet. Relevant ist dabei insbesondere
auch die Unterscheidung in Metadaten-Vokabulare auf Typebene (wie die DCMI-
Elemente mit ihren entsprechenden Definitionen) und Vokabulare auf Individu-
enebene (also Vokabulare fu¨r konkrete Werte in den Metadateninstanzen)4.
Im Sinne einer einheitlichen Terminologie werden im Rahmen dieser Arbeit
die jeweils relevanten Begriffe in der im angeha¨ngten Glossar angegebenen Be-
deutung genutzt. Die verwendeten Definitionen entsprechen dabei zum großen
Teil der Verwendung in ISO/AWI 24622-2 zur Component Metadata Infrastruc-
ture CMDI (auf die im Folgenden noch im Detail eingegangen wird) bzw. lehnen
sich an diese an.
2.2 Allgemeine Entwicklung
Die typischen Treiber fu¨r formal spezifizierte Metadatenstandards sind vor allem
die Institutionen, die bereits seit der Antike große Mengen von Objekten verwal-
teten und diese Informationen einer gro¨ßeren Anzahl von Personen bereitstellen
mussten: Bibliotheken. Dazu kommen in der Moderne ebenfalls Institutionen
wie Archive und Museen, die a¨hnliche Bedu¨rfnisse bei der Dokumentation und
Auswertung ihres Bestandes erfu¨llen mu¨ssen. Das Vorhandensein erster Biblio-
thekskataloge ist bereits fu¨r die antike Bibliothek von Alexandria belegt5. Fu¨r
die gleiche Institution sind durch Galenos von Pergamon (2. Jahrhundert u.Z.)
auch Informationen u¨ber feste Arbeitsabla¨ufe und arbeitsteilige Prozesse u¨ber-
liefert, die die Pflege und Erweiterung des Bestandes ermo¨glichten (Orru, 2002,
S. 33).
Seither stellt die Verwaltung großer Objektmengen Herausforderungen an Bi-
bliographen und Archivare, die durch den Einsatz jeweils moderner Arbeitsmit-
tel und feste Arbeitsabla¨ufe bewa¨ltigt werden. Das Aufkommen digitaler Tech-
nik und die Mo¨glichkeit der Vernetzung bestehender Katalogsysteme fu¨hrte fol-
gerichtig zur Entwicklung erster digitaler Metadatenstandards, die den Zugriff
4Terminologie entsprechend der Verwendung in Maicher (2007).
5Nach Parson (1996) organisierten die sogenannten pinakes den Bestand der Bibliothek, der
bereits ungefa¨hr 500.000 Werke umfasste.
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auf verteilte Besta¨nde ermo¨glichten. Hier sei beispielhaft auf Standards wie die
Anglo-American Cataloguing Rules (kurz: AACR, American Library Associa-
tion (2005)), Machine-Readable Cataloging (kurz: MARC, Avram (1975)) aus
den sechziger oder das Maschinelle Austauschformat fu¨r Bibliotheken (MAB6)
aus den fru¨hen siebziger Jahren verwiesen. Der Aufbau fo¨derierter Systeme, die
nicht nur Spezialisten, sondern im zunehmenden Maße auch Endnutzern, zur
Verfu¨gung gestellt werden, war hier wichtige Triebfeder fu¨r die kontinuierliche
Weiter- und Neuentwicklung von Metadatenstandards, die Teilbereiche wie kom-
patible Datenmodelle, Vokabularkonventionen oder Zugriffs- und Austauschpro-
tokolle umfassten.
Ein Meilenstein in dieser Entwicklung, der massiven Einfluss auf verschiedens-
te Fachbereiche hatte, war die Dublin Core Metadata Initiative (DCMI, Dublin
Core Metadata Initiative (2010)). Die Mitte der neunziger Jahre gegru¨ndete In-
itiative vereint interdisziplina¨re Teilnehmer mit dem Ziel, ein Vokabular zu defi-
nieren, das doma¨nenu¨bergreifend die Beschreibung von Ressourcen vereinfachen
und vereinheitlichen sollte. Dabei wurden konkret 15 Kernelemente definiert,
die zur Angabe typischer Metadaten geeignet sind7. Diese Elementmenge (und
auch die spa¨tere Erweiterung in Form des Qualified Dublin Core) stellen mitt-
lerweile die Basis fu¨r diverse Metadatenstandards verschiedenster Bereiche dar.
Ihre Intention (und Erfolg) als
”
kleinster gemeinsamer Nenner“ bei der Beschrei-
bung auch grundverschiedener Entita¨ten hat daru¨ber hinaus auch zur intensiven
Verwendung im Rahmen von Linked (Open) Data beziehungsweise als Baustein
des Semantic Web (Dublin Core Metadata Initiative (2008) bzw. Baker (2005))
gefu¨hrt.
Im Bereich der Zugriffsprotokolle nehmen Z39.50 (siehe Vijayalakshmi (2010))
(bzw. dessen Nachfolger SRU/SRW, LeVan (2013)) sowie das OAI Protocol for
Metadata Harvesting (OAI-PMH8) eine bedeutende Funktion ein. Z39.50 wurde
bereits in den achtziger Jahren entworfen, um verteilte bibliographische Infor-
mationssysteme abzufragen und hat sich in diesem Bereich als breit genutzter
Standard etabliert. Auch das im Jahr 2000 entwickelte REST-basierte Proto-
koll OAI-PMH hat sich zu einer wichtigen Schnittstelle fu¨r den Zugriff auf ver-
teilte Metadatenbesta¨nde entwickelt. Sogenannte Data Provider vero¨ffentlichen
daru¨ber ihren Bestand an Metadaten zu lokal vorliegenden Ressourcen. OAI-
PMH begegnet dem Problem der unterschiedlichen Metadatenformate durch die
obligatorische Nutzung Dublin Core basierter Metadaten als Minimalanforde-
rung an die Data Provider. Die kombinierte Nutzung von OAI-PMH und Dublin
Core erleichterte somit die Aggregation und Auswertung vorhandener Metada-
ten massiv. Gerade die Aufbereitung dieser Besta¨nde in fo¨derierten Systemen
macht grundlegende Probleme der dezentralen Erstellung von Metadaten deut-
lich9. Dies umfasst unter anderem die Heterogenita¨t von Metadatenformaten, die
6http://www.dnb.de/DE/Standardisierung/Formate/MAB/mab_node.html (Stand 12.2.2016)
7Diese Simple Dublin Core Elemente erlauben dabei bereits die Angabe diverser deskriptiver,
struktureller und administrativer Metadaten.
8http://www.openarchives.org/OAI/openarchivesprotocol.html
9Siehe dazu auch Kapitel 3.
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Nutzung unterschiedlicher Vokabulare sowie die Verwendung unterschiedlicher
Erstellungsrichtlinien und -prozesse.
Zumindest teilweise parallel zu Entwicklungen im Bibliotheks- und Publikati-
onswesen nimmt seit Jahren die Nutzung von RDF/RDFS/OWL-basierten On-
tologien bzw. die Adaptierung bestehender Standards in diversen Doma¨nen zu.
Auch der ISO-Standard TopicMaps (ISO 13250-1:2010) hat sich hier in verschie-
denen Bereichen durchgesetzt. In der Nutzung diverser Grundkomponenten teil-
weise mit den
”
traditionellen“ Ansa¨tzen u¨berlappend, stellen sich auch hier teils
a¨hnliche Probleme bei der Formalisierung von Semantik und der Nutzung teils
stark doma¨nenabha¨ngiger Vokabulare.
Unabha¨ngig von konkreten Implementierungen wird in der Literatur ha¨ufig
der massive Umbruch betont, den die Popularisierung des Internets auf die Ent-
wicklung von Metadatenstandards und die Erstellung konkreter Metadatenin-
stanzen gespielt hat. Die Katalogisierung der Pra¨-Internetzeit wird zum Beispiel
folgendermaßen charakterisiert:
A large amount of human catalog work and intervention was involved
in the process, not only because of the physical nature of information
objects but also because complex rules and standards governed the
relationships among these objects.(Zeng und Qin, 2008, S.5)
Betont wird dabei auch ha¨ufig die starke Kopplung von Metadaten an die sie
erschließenden Werkzeuge. Anbieter von Ressourcen, Metadaten und Schnitt-
stellen waren dabei meist identisch. Personen, die Metadaten erzeugten, wa-
ren typischerweise Profis und mit den teilweise hochkomplexen Standards gut
vertraut. Mit dem Aufkommen des Internets hat sich die Metadatenerstellung
allerdings deutlich gewandelt. Gekennzeichnet ist der Umbruch unter anderem
durch:
• Auftrennung der bisherigen Arbeitsrollen mit einer zunehmenden Erstel-
lung von Ressourcen durch Laien.




Born digital“ Objekte lassen sich vergleichsweise schnell erzeugen, erlau-
ben andere Arbeitsprozesses zur Generierung von Metadaten10 und ma-
chen einen Medienbruch wie beim Wechsel von Bibliothekskatalogen zu
gedruckten Bu¨chern in zunehmendem Maße unno¨tig.
Allgemein la¨sst sich festhalten, dass zur Dokumentation der zunehmenden
Menge an Ressourcentypen in den letzten Jahrzehnten verschiedenste Meta-
datenstandards erstellt wurden. Auch fu¨r die na¨chsten Jahre ist nicht davon
auszugehen, dass es zu keinen weiteren Ausdifferenzierungen oder neuen Res-
sourcentypen kommen wird. Zeng und Qin begru¨nden dies pra¨gnant:
10Ha¨ufig werden sie direkt aus ihnen extrahiert.
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no limit exists for the type or amount of resources that metadata
can describe, nor are there any limits to the number of overlapping
standards for any type of resource or subject domain. (Zeng und Qin,
2008, S.7).
Dieser Entwicklungsprozess wird auch weiterhin von dem Trend gepra¨gt sein,
dass sich die, vor wenigen Jahrzehnten noch vergleichsweise schwach struktu-
rierten, Standards (ha¨ufig als Menge fest definierter Metadatenelemente) zu
immer komplexeren und flexibleren Metadatenschemata entwickeln. Fu¨r eine
breite Darstellung derzeit verbreiteter Metadatenstandards aus einer eher theo-
retischen Sicht sei hier nur beispielhaft auf Hillmann und Westbrooks (2004)
oder Zeng und Qin (2008) verwiesen. Im Folgenden wird anhand konkreter Bei-
spiele auf die Nutzung von Metadatenstandards im Bereich linguistischer bzw.
philologischer Ressourcen eingegangen.
2.3 Metadatenstandards fu¨r linguistische
Ressourcen
Digitalisierte Arbeitsprozesse wirkten sich in unterschiedlichem Maße auf die ver-
schiedenen wissenschaftlichen Teilbereiche und den Einsatz formal spezifizierter
Metadaten aus. Wa¨hrend naturgema¨ß kosten- und datenintensive Fachbereiche
sehr fru¨h begannen sich auf Metadatenstandards und Vokabulare zu einigen11,
ist dies in anderen Fachrichtungen im deutlich geringeren Ausmaße erfolgt. Zu
diesen Bereichen geho¨rte auch das weitere Umfeld der Sprachressourcen. Bro-
eder und Wittenburg stellen im Jahr 2006, mit einem Fokus auf multimodale
Sprachressourcen, die Situation zum Beispiel folgendermaßen dar:
Before 2000 metadata in the domain of language resources was not
being considered an important separate class of information. Me-
tadata was either part of annotation conventions e.g., part of the
header in an annotation file, and consequently tied to a specific an-
notation framework or tool, or it existed as separate records in the
catalogues of Human Language Technology (HLT) companies or da-
ta distribution agencies, dedicated to managing their repositories of
recordings. There was no strong drive towards standardisation and
interoperability because it was not needed, most researchers had ma-
nageable small amounts of data and could share the data available
in electronic form in a piecemeal fashion. (Broeder und Wittenburg
(2006))
Seither hat Metadatenerstellung in den entsprechenden Fachbereichen aller-
dings eine deutliche Bedeutungszunahme erfahren. Insgesamt erlebt der Bereich
der Linguistik, der verschiedenen Philologien und verwandter Fachbereiche in
11Siehe zum Beispiel die Darstellung in Bird et al. (2013) fu¨r den Bereich der Chemie.
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den letzten Jahren einen deutlichen Vernetzungsschub. Bisher eher unabha¨ngig
voneinander entwickelte Verfahren und Daten werden im zunehmenden Maße
miteinander verbunden und in fo¨derierten Systemen Interessenten zur Verfu¨gung
gestellt. Im Bezug auf die Nutzbarmachung dieser Ressourcen stellen sich a¨hn-
liche Probleme wie in den meisten anderen Fachgebieten: lokal entwickelte Me-
tadatenschemata und Vokabulare verkomplizieren die Zusammenfu¨hrung bezie-
hungsweise die Nutzung fo¨derierter Zugriffsmethoden. Die Entwicklung einheit-
licher Standards erfolgt ha¨ufig projektgetrieben fu¨r spezifische Teildoma¨nen und
ist damit im sehr heterogenen Bereich linguistischer Ressourcen schwer u¨ber-
tragbar.
Damit ist es nicht verwunderlich, dass mittlerweile eine Fu¨lle diverser Stan-
dards existiert, die teils u¨berlappende Zielgruppen bezu¨glich Ressourcentypen
und Verwendungszwecken haben. Im Folgenden sei anhand einiger Beispielpro-
jekte die Bandbreite vorhandener Standards und verwendeter Lo¨sungen aufge-
zeigt. Auf eine Beru¨cksichtigung der Vielzahl von Standards zur Annotation
linguistischer Merkmale natu¨rlichsprachlicher Daten12, die im weiteren Sinne
freilich auch
”
Daten u¨ber Daten“ bereitstellen, wird hier allerdings verzichtet,
da sie nicht im Fokus dieser Arbeit stehen. Fu¨r eine breitere U¨bersicht sei auf
die im Rahmen von FLaReNet13 erstellte Auflistung relevanter Standards in
Monachini et al. (2011) verwiesen.
2.3.1 Open Language Archives Community
Die im Jahr 2000 gegru¨ndete Open Language Archives Community14 stellt das
gleichnamige XML-basierte Metadatenformat (Bird und Simons (2001)) zur Ver-
fu¨gung, das insbesondere von vielen Sprachdatenarchiven fu¨r die Beschreibung
verschiedenster Sprachressourcen genutzt wird. Das OLAC-Format nutzt dabei
die Dublin Core Elemente mit teilweise spezifischeren Bedeutungen (sogenann-
ten
”
Refinements“) (Bird und Simons (2003)). Jedes Element ist in OLAC be-
liebig ha¨ufig fu¨r die Beschreibung einer konkreten Ressource einsetzbar. Um die
archivu¨bergreifende Nutzung von Metadaten zu erleichtern und Mindestanfor-
derungen fu¨r konkrete Instanzen zu definieren, empfiehlt OLAC allerdings die
obligatorische Nutzung konkreter DCMI-Element. Neben der Definition eines fu¨r
Sprachressourcen angepassten Metadatenvokabulars bietet die OLAC unter an-
derem auch umfangreiche Dokumentation zur konkreten Verwendung einzelner
Elemente in Form von
”
Best Practices“15.
12Nur erwa¨hnt seien hier die ISO-Standards Linguistic Annotation Framework LAF (ISO
24612:2012), Syntactic Annotation Framework SynAF (ISO 24615-1:2014) oder das






2.3.2 ISLE Meta Data Initiative
Die ISLE Meta Data Initiative (IMDI16) wurde ebenfalls im Jahr 2000 ge-
gru¨ndet, um einen Metadatenstandard fu¨r multimediale, multimodale Sprachres-
sourcen sowie Korpora geschriebener Sprache zu erstellen. Dabei werden unter
anderem fu¨r einzelne Sessions relevante Metadatenelemente und auch bereits fu¨r
die Doma¨ne relevante Vokabulare definiert (siehe auch Broeder und Wittenburg
(2006)). IMDI-Metadateninstanzen werden mittlerweile von diversen Anbietern
entsprechender Ressourcen angeboten. Die im Standard vorgegebenen Vokabu-
lare (zum Beispiel fu¨r die Kategorisierung entsprechend Genre, Modalita¨t oder
Annotationstypen) haben auch u¨ber IMDI hinaus Relevanz und werden in an-
deren Kontexten wiederverwendet.
2.3.3 Text Encoding Initiative
Die bereits in den 1980er Jahren gegru¨ndete Text Encoding Initiative (TEI) ist
eine umfangreiche Community mit dem Fokus auf die digitale Umsetzung von
Dokumenten und a¨hnlichen textorientierten Ressourcen. Dabei erstellt die TEI
umfangreiche Richtlinien mit denen Textdaten in sehr hohem Detailgrad und
unterschiedlichsten Genres kodiert werden ko¨nnen. Die XML-basierten Schema-
ta (fru¨her SGML) sind dabei in Module aufgeteilt und erlauben die Anpassung
von Schemata an konkrete Texttypen mit ihren jeweiligen Spezifika. Fu¨r die An-
gabe administrativer und deskriptiver Metadaten entha¨lt jedes TEI-konforme
Dokument einen Header, in dem entsprechende Informationen angegeben wer-
den ko¨nnen. Da die TEI traditionell vor allem fu¨r die Digitalisierung klassischer
Textressourcen (wie Bu¨cher, Manuskripte etc.) genutzt wurde, sind hier vor al-
lem umfangreiche bibliographische und klassifikatorische Angaben zu finden.
Naturgema¨ß werden TEI-basierte Metadaten vor allem in Projekten genutzt,
die die Richtlinien auch zur Kodierung der eigentlichen Sprachdaten einsetzen.
Der vorhandene Detailgrad und auch die kontinuierliche Weiterentwicklung hat
allerdings auch dazu gefu¨hrt, dass teilweise TEI-Header
”
standalone“ zur Be-
schreibung nicht TEI-kodierter Ressourcen eingesetzt werden.
2.3.4 META-SHARE
Seit 2013 ist das META-SHARE-Projekt (Federmann et al. (2012)) aktiv und
arbeitet an der la¨nderu¨bergreifenden Dokumentation von Sprachressourcen und
deren Bereitstellung. Dabei ist META-SHARE eine fo¨derierte Infrastruktur von
Repositorien, die u¨ber zentrale Aggregationsdienste abgefragt werden ko¨nnen.
Ein zentraler Baustein des Projektes ist das META-SHARE Metadatenmodell,
das eine umfangreiche Menge von Elementen definiert und auf der Basis vordefi-
nierter Metadatenkomponenten aufgebaut ist. Die u¨ber 700 definierten Elemente




tur und ihres Detailgrades als obligatorisch, empfohlen oder optional eingestuft
(Gavrilidou et al. (2012)).
2.3.5 DCAT und DataID
Die bisher aufgefu¨hrten Standards basieren typischerweise direkt auf XML-Sche-
mata. Obwohl ha¨ufig eine Umsetzung oder Transformation in RDF angestrebt
wird17 bzw. auch schon entsprechende Umsetzungen vorhanden sind, ist die
Erstellung von XML-basierten Metadaten, gerade im akademischen Umfeld lin-
guistischer oder philologischer Institute, der Regelfall. Es gibt allerdings durch-
aus auch Bestrebungen aus dem Umfeld der Semantic Web Community, RDF-
basierte Vokabulare zur Beschreibung von Sprachressourcen zu nutzen. Als Bei-
spiel sei hier auf den W3C-Standard Data Catalog Vocabulary18 (DCAT) ver-
wiesen, der auf einer vergleichsweise allgemeinen Ebene Datenkataloge und deren
Inventar beschreibt. DCAT macht dabei umfangreichen Gebrauch von Dublin
Core Elementen, nutzt allerdings auch diverse weitere Vokabulare.
Eine auf DCAT aufbauende Ontologie stellt DataID19 (Bru¨mmer et al. (2014))
dar. DataID verfolgt das Ziel, die Erstellung umfangreicher RDF-basierter Meta-
daten fu¨r vorhandene Linked Open Data Besta¨nde zu ermo¨glichen. Diese Onto-
logie la¨sst sich damit ebenfalls fu¨r die Dokumentation von Sprachressourcen nut-
zen. Auch DataID verwendet zu großen Teilen DCMI-Elemente und erleichtert
damit fu¨r viele bereits vorhandene Standards die U¨bernahme aus vorhandenen
Metadateninstanzen.
2.3.6 Infrastrukturen fu¨r Sprachressourcen
Wie bereits dargestellt, haben sich Infrastrukturen fu¨r die systematische Er-
schließung und Bereitstellung von Sprachressourcen vergleichsweise spa¨t heraus-
gebildet. Gerade im europa¨ischen Kontext gab es hier in den letzten Jahren
allerdings deutliche Fortschritte. Verschiedene Organisationen haben in diesem
Zeitraum den Bedarf und auch mo¨gliche Lo¨sungsansa¨tze herausgearbeitet (wie
zum Beispiel in Wittenburg et al. (2010), Hedges et al. (2013) oder Soria et al.
(2012)). Zudem hat die Fo¨rderung entsprechender Projekte durch o¨ffentliche
Projekttra¨ger als Katalysator gewirkt. Sowohl auf nationaler als auch auf eu-
ropa¨ischer Ebene wird die freie20 Bereitstellung o¨ffentlicher Ressourcen als essen-
tiell angesehen. Als Beispiel fu¨r eine solche Position sei hier auf die
”
Open Data
Strategy“ der Europa¨ischen Kommission verwiesen, die explizit (unter anderem
auch fu¨r
”
publicly funded research projects“) folgende Barrieren bema¨ngelt:21










• A lack of information that certain data actually exists and is
available;
• A lack of clarity of which public authority holds the data
Mittlerweile sind diverse internationale Verbu¨nde von Anbietern linguisti-
scher Ressourcen wie CLARIN22, DARIAH23 oder das bereits erwa¨hnte META-
SHARE entstanden und arbeiten an der Metadaten-basierten Dokumentation
verschiedenster Ressourcentypen24. Die einzelnen Projekte verfolgen dabei un-
terschiedliche Strategien, um dem allgemeinen Umfeld mit seiner großen Band-
breite vorhandener Daten und Werkzeuge, sowie einer dezentralen und stark
community-spezifischen Arbeitsweise gerecht zu werden: wa¨hrend TextGrid und
META-SHARE ein eigenes Metadatenformat entworfen haben, wurde in CLARIN
ein ganzes Framework zur Erstellung von Metadatenschemata entwickelt25. Be-
teiligte Institutionen mu¨ssen in diesen Projekten die jeweiligen Standards ad-
aptieren und fu¨r Bestandsdaten Konvertierungen durchfu¨hren. DARIAH setzt
dagegen versta¨rkt auf Empfehlungen fu¨r die Nutzung bereits vorhandener, ga¨n-
giger Metadatenstandards (wie TEI P5 oder die im Bibliothekswesen wichtigen
Formate METS und MODS).
2.4 Modularita¨t und komponentenbasierte
Metadaten
In der umfangreichen Menge vorhandener Literatur zur Strukturierung von Me-
tadaten werden diverse Grundsa¨tze und Richtlinien als besonders relevant her-
ausgearbeitet. Darunter fallen (unter anderen auch nach Duval und Hodgins
(2002)) die Prinzipien, dass Metadaten mo¨glichst
• modular aufgebaut sein sollten. Ziel ist dabei die Mo¨glichkeit bereits vor-
handene Komponenten/Module wiederzuverwenden und zu neuen Kombi-
nationen zu verbinden.
• erweiterbar sein mu¨ssen, so dass auch sehr spezifische Anforderungen erfu¨llt
werden ko¨nnen.
• die Mo¨glichkeit bieten sollen, bestehende Metadatenelemente oder Voka-
bulare zu verfeinern (Refinement).
Grundannahme ist hier offensichtlich die Erkenntnis, dass ein einheitliches,
starres Metadatenschema nicht geeignet ist, die Vielzahl verschiedener Ressour-
centypen zu beschreiben. In der Art der Umsetzung dieser Prinzipien gibt es
22http://clarin.eu
23http://dariah.eu/
24Verwiesen sei hier zum Beispiel auf die umfangreiche Aufstellung relevanter Ressourcentypen
bzw. -formate in Monachini et al. (2011).
25Etwas detaillierter wird eine solche Infrastruktur am Beispiel von CLARIN bzw. CLARIN-D
noch im Folgenden erla¨utert.
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allerdings durchaus signifikante Unterschiede. Die Metadaten der DCMI erfu¨llen
zum Beispiel bereits alle diese Anforderungen. Auf der Basis von Dublin Core
Terms und Elementen ko¨nnen Metadatenschema generiert werden, die vorhande-
ne Elementdefinitionen nutzen, durch das Hinzufu¨gen optionaler DC-Elemente
erweiterbar sind (unter der Annahme dass Anwendungen diese optionalen Ele-




Ein alternativer Ansatz wird im Rahmen der bereits erwa¨hnten Text Encoding
Initiative zur Verfu¨gung gestellt. Die komplexen, XML-basierten Metadatensche-
mata werden aus der Kombination verschiedener Module erzeugt und lassen sich
im großen Umfang (aber trotzdem formal spezifiziert) an die konkreten Bedu¨rf-
nisse anpassen. Dies gilt sowohl fu¨r das finale Metadatenschema als auch fu¨r die
genaue Semantik jedes einzelnen XML-Elementes oder Attributes27. Als Resul-
tat ist die Erstellung von ressourcenspezifischen, aber weiterhin TEI-konformen
Metadatenschemata mo¨glich. Als Beispiele fu¨r sehr umfangreiche
”
Customiza-
tions“ sei hier auf EpiDoc (Bodard (2010)) oder die an TEI angelehnte Music
Encoding Initiative MEI (Hankinson et al. (2011)) verwiesen.
Auch im Bereich formaler Ontologien wird das Thema Modularita¨t und des-
sen Umsetzung in der Praxis seit einigen Jahren versta¨rkt diskutiert. Es steht
hier ebenso die Aufteilung von Wissensbasen in kleine Module und deren Kom-
position zu umfangreichen Ontologien im Vordergrund (Stuckenschmidt et al.
(2009)). Ziele sind dabei unter anderem die Reduktion der Komplexita¨t von On-
tologien zur Verbesserung ihrer Wartbarkeit und Anpassbarkeit, ohne dabei die
Mo¨glichkeit formaler Schlussfolgerungen (Reasoning) zu verlieren. Auf einige der
verwendeten Techniken bei der Modularisierung von Ontologien wird im Laufe
der Arbeit noch na¨her eingegangen.
Ein weiterer Ansatz Modularita¨t und Anpassbarkeit in den Bereich von Me-
tadaten und Metadatenschemata zu bringen, stellen die Component Metadata
CMD bzw. die sie implementierende Infrastruktur CMDI dar. In diesem ISO-
Standard (ISO 24622-1:2015) stehen die Erstellung von Komponenten (die An-
gaben zu einzelnen Aspekten einer Ressource bu¨ndeln) und deren Kombinier-
barkeit zu komplexen Schemata im Vordergrund. Da die vorliegende Arbeit die
CMD im gro¨ßeren Detail behandelt, werden die konkreten Strategien zur Um-




3 Metadatenevaluation in der
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3.1 Bewertung von Metadaten
Die Qualita¨t von Metadaten hat einen direkten Einfluss auf die Fa¨higkeit von
Nutzern1, mit Ressourcen zu interagieren. Dabei stellen Metadaten Repra¨senta-
tionen der sie beschreibenden Ressourcen dar und sind fu¨r viele Anwendungen
die prima¨re Schnittstelle fu¨r jeweils typische Interaktionen. Eine bezu¨glich die-
ser Interaktionen nicht angemessene Repra¨sentation kann dabei einen direkten
negativen Einfluss auf den Einsatz und die Ha¨ufigkeit der Verwendung haben.
Marcia Lei Zeng und Jian Qin beschreiben diese Konsequenz in der Terminologie
des Information Retrieval: Metadaten geringer Qualita¨t fu¨hren bei Nutzeranfra-
gen zu geringem Recall und geringer Precision, sie verhindern das Aufspu¨ren
relevanter Ressourcen und sind damit teuer2 (Zeng und Qin, 2008, S. 247f).
Trotz des großen Einflusses, die Metadatenqualita¨t auf die Nutzung von Res-
sourcen in verschiedensten Anwendungen hat, gibt es vergleichsweise wenig ei-
gensta¨ndige Forschung in diesem Bereich. Noch 2008 beklagten Zeng und Qin:
As evaluation is not an active research area in either digital libraries
or metadata, it is certainly difficult to label evaluation methodolo-
gy as “metadata evaluation methodology”. Fortunately, some of the
methodology typologies in digital library evaluation are well suited
for metadata evaluation. (Zeng und Qin, 2008, S. 262)
Offensichtlich lassen sich Erfahrungswerte aus benachbarten Feldern u¨berneh-
men, die aber zumindest in Teilen adaptiert werden mu¨ssen. Sehr offensichtlich
ist dies der Fall fu¨r die Bewertung von Qualita¨t im Rahmen digitaler Biblio-
theken, da diese a¨hnliche Charakteristiken bezu¨glich der verschiedenen Anwen-
dungsszenarien aufweisen. Wichtiger Unterschied zum gro¨ßeren Bereich der Eva-
luation von Metadaten ist hier die natu¨rliche Konzentration auf bibliographische
Elemente. Trotzdem ist auch die Evaluation dieser Ressourcenbeschreibungen
ein Gebiet, das erst seit kurzem systematisch bearbeitet wird. Tefko Saracevic
weist zum Beispiel 2004 in seiner Analyse von 80 verschiedenen Evaluationen zu
digitalen Bibliotheken darauf hin, dass:
1wobei der Term
”
Nutzer“ hier nicht ausschließlich menschliche Benutzer, sondern durchaus
auch den automatischen Einsatz umfasst.
2
”
cost-inefficient (in time and money)“
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Evaluation is not a wide or even growing activity in digital libraries.
As a matter of fact, evaluation is more conspicuous by its absence
or minimal presence in vast majority of works on digital libraries,
in both research and practice; evaluation seems to be an exception
rather than a rule. This is in stark opposition to research in IR, where
evaluation is an absolute rule. (Saracevic (2004))
Das Problem mangelnder Metadatenqualita¨t wurde insbesondere mit dem
Aufkommen großer digitalisierter Besta¨nde und Spezialisierungstendenzen bei
den genutzten Metadatenschemata deutlich. Wa¨hrend fru¨he Evaluationen zu
digitalen Bibliotheken Standardformate wie MARC (Avram (1975)) vorausset-
zen konnten, ist dies bei modernen Metadatenrepositorien nicht mehr in diesem
Ausmaß mo¨glich. Das Wegfallen zentraler Autorita¨ten und die zunehmende Er-
stellung von Instanzen durch eher unerfahrene Nutzer in schwach strukturier-
ten Arbeitsprozessen, erho¨ht die Heterogenita¨t auf verschiedenen Ebenen und
erschwert die Aggregation zu konsistenten Besta¨nden deutlich. Dushay und Hill-
mann fassen dieses Problem folgendermaßen zusammen:
The emerging metadata world is by contrast the Wild West. Ins-
tead of trained library workers applying well-documented content
standards to describe a relatively small number of resource formats,
there are untrained people working largely in isolation (and without
adequate documentation) to describe an increasingly complex array
of resources. Additionally, there are records created by automated
means, oftentimes with ill-documented methods, containing little or
no provenance. It is no surprise that metadata available to aggrega-
tors [...] varies strikingly in quality, and does not play well together.
(Dushay und Hillmann (2003))
3.2 Qualita¨tsdimensionen
Der Bedarf an hochwertigen und konsistenten Metadaten-Aggregationen auf der
Basis verteilter Repositorien hat die Frage nach mo¨glichen Kriterien zur Qua-
lita¨tsbewertung dringlich gemacht. Dabei werden in der Literatur verschiedene
Dimensionen herausgearbeitet, an denen Metadaten bewertet werden.
Eine sehr detaillierte Aufschlu¨sselung mo¨glicher Qualita¨tsdimensionen wurde
zum Beispiel in Stvilia et al. (2007) vorgestellt. Die Autoren entwickelten ei-
ne Taxonomy in der 22 Qualita¨tsdimensionen in drei verschiedene Kategorien
eingeteilt werden3:
• Intrinsische Qualita¨t la¨sst sich auf der Basis einer Metadateninstanz und
aller enthaltenen beschreibenden Elemente ohne Beru¨cksichtigung des Kon-
textes bestimmen. Dies umfasst zum Beispiel die Konformita¨t bezu¨glich
3Die jeweiligen Erkla¨rungen adaptieren (wenn sinnvoll) die Definition der Autoren fu¨r den
Bereich Metadaten.
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Tabelle 3.1: Qualita¨tsdimensionenen nach Stvilia et al. (2007)
eines Schemas (Validita¨t), Rechtschreibfehler, Konformita¨t bezu¨glich eines
Vokabulars usw.
• Relationale/Kontextuelle Qualita¨t beru¨cksichtigt das Verha¨ltnis zwischen
Metadaten und ihrer konkreten Nutzung. Dabei spielt die Angemessenheit
der Repra¨sentation eine dominante Rolle.
• Reputationale Informationsqualita¨t misst die Position, die die Metadaten-
instanz in ihrem jeweiligen Kontext auf Basis ihrer Herkunft einnimmt.
Hier ist vor allem die Autorita¨t der bereitstellenden Institution relevant.
Die sich ergebende Taxonomie wurde fu¨r die allgemeine Bewertung von Infor-
mationsqualita¨t erstellt. Einzelne aufgefu¨hrte Elemente sind dabei nicht direkt
oder teils gar nicht auf den Bereich der MD-Qualita¨t zu u¨bertragen bzw. sind
kaum strukturiert umsetzbar und eher intuitiv zu bewerten. Die Relevanz er-
gibt sich trotzdem aus der Tatsache, dass die meisten Arbeiten, die sich mit der
Bewertung von Metadaten bescha¨ftigen, eine Teilmenge der einzelnen Qualita¨ts-
dimensionen nutzen und sich bezu¨glich dieser einordnen lassen. Tabelle 3.1 stellt
die einzelnen Dimensionen tabellarisch dar. Mehrfachnennungen sind mo¨glich,
da es sich hier jeweils um spezifische Auspra¨gungen fu¨r die entsprechende Kate-
gorie handelt.
In den praxisnahen Evaluierungen von MD-Qualita¨t werden u¨blicherweise nur
intrinsische und relationale Qualita¨tsmerkmale untersucht. Dabei liegt der Fo-
kus meist auf Indikatoren, die sich weitgehend automatisch auswerten lassen.
Konkret sei hier auf die folgenden, in der Literatur recht popula¨ren, Kriterien
verwiesen (zum Beispiel Stvilia et al. (2004), Bruce und Hillmann (2004) oder
Stvilia und Gasser (2008)):
• Vollsta¨ndigkeit (completeness): Vollsta¨ndigkeit der Metadateneintra¨ge be-
zu¨glich aller ausfu¨llbaren Felder
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• Korrektheit (accuracy): Korrektheit der MD-Instanz bzgl. der sie repra¨sen-
tierenden Entita¨t, des genutzten Formates sowie in der sprachlichen Um-
setzung
• Konsistenz (Consistency): Konsistenz bezu¨glich der Verwendung eines ein-
heitlichen Vokabulars, einheitlicher Syntax der einzelnen Eintra¨ge, referen-
zierter externer Ressourcen usw.
3.3 Qualita¨t und Zweckma¨ßigkeit
Vom Begriff
”





usefulness“). Zeng und Qin formulieren den Zusammenhang zwischen beiden
folgendermaßen:
The quality of metadata and its usefulness in retrieval form the two
most important areas in metadata evaluation. If the quality indi-
cators measure how good the metadata representation is, then the
retrieval-based evaluation judges how useful that representation is.
(Zeng und Qin, 2008, S. 263)
Eng verbunden mit der Usefulness (oder auch
”
fitness for use“ (Stvilia et al.
(2007))) ist damit die Frage nach relevanten Zugriffsarten und Anspru¨chen der
Nutzer an die Metadatenkollektion. Einen Hinweis auf sinnvolle Kategorisie-
rungsmo¨glichkeiten liefern hier verschiedene Metadatentypologien die Metada-
tenelemente und teilweise auch ganze Schemata bezu¨glich der sie ermo¨glichen-
den Funktionalita¨t eingruppieren. Von den diversen Ansa¨tzen sei hier beispiel-
haft die Kategorisierung nach Lagoze (1996) erwa¨hnt, bei der in sieben Arten










• Informationen zur Herkunft (
”
Provenance metadata“)
• Relation zu anderen Ressourcen (
”
Linkage/relationship metadata“)
• technische Metadaten (
”
Structural metadata“)4
4Weitere Kategorisierungen die sich weitgehend auf die Typologie Lagozes abbilden lassen,
finden sich zum Beispiel in Greenberg (2001) und Gilliland (2008).
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3.3.1 Zugriffsarten durch Nutzer
Im direkten Zusammenhang mit diesen funktionsbezogenen Kategorisierungen
stehen verschiedene Anfragetypen, fu¨r die Metadaten generiert werden. Im Bi-
bliothekswesen werden zur Strukturierung des Bestandes ha¨ufig die Functional
Requirements for Bibliographic Records (FRBR) genutzt. Neben diversen Termi-
nologiedefinition werden in den FRBR auch sogenannte
”
User tasks“ definiert,
die typische Anfragen von Nutzern an einen bibliographischen Bestand darstellen
(Tillett (2004)). Konkret handelt es sich dabei um das Auffinden von Ressourcen
(
”
Find“), das Identifizieren relevanter Ressourcen unter A¨hnlichen (
”
Identify“),
die Auswahl einer konkreten Ressource bezu¨glich gewu¨nschten Inhalts, Formats
o.a¨. (
”
Select“) und Informationen zum Zugriff auf die Ressource (
”
Obtain“).
Diese Zugriffsarten sind derart generisch, dass sie sich auch als Standardzugrif-
fe auf nicht-bibliographische Metadaten verstehen lassen. Zweckma¨ßigkeit von





Die vorhandene Literatur an Qualita¨tsbewertung von Metadaten la¨sst sich in
den meisten Fa¨llen bezu¨glich der oben geschilderten Kriterien einstufen. Im Fol-
genden sei auf einige wenige Arbeiten verwiesen, die sich auf die Evaluierung
verteilter Metadatenbesta¨nde konzentrieren, um die Bandbreite der vorhandenen
Arbeiten zu verdeutlichen.
Baden Hughes greift den Mangel an Evaluierungen jenseits simpler technischer
Validierungsmethodiken auf und implementiert ein Maß zur Bewertung der Qua-
lita¨t einfacher Metadateninstanzen (Hughes (2004)). Grundlage sind dabei die,
im Rahmen der Open Language Archives Community (OLAC) u¨ber OAI-PMH
angebotenen, Metadaten aus 29 Spracharchiven. Bei der Aggregation aller be-
reitgestellten Metadateninstanzen wird die variierende Qualita¨t deutlich. Hughes
begegnet diesem Problem durch eine intrinsische Analyse aller Instanzdaten5 mit
dem Fokus auf Vollsta¨ndigkeit der ausgelieferten Eintra¨ge. Dabei wird die Nut-
zung durch OLAC empfohlenen Vokabulars im Rahmen eines
”
Code Existence




Element Absence Penalty“ negativ bewertet. Auf dieser Basis wird jeder Me-
tadateninstanz ein Score mit dem Wertebereich [0,10] zugewiesen. Dieser Score
wird dabei sowohl fu¨r die Bewertung einzelner Dateien als auch fu¨r die Bewer-
tung ganzer Repositorien genutzt.
Stvilia et al. (2004) wa¨hlen einen umfangreicheren Blick auf Informationsqua-
lita¨t bei fo¨derierten Metadatenkollektionen. Hierbei werden Dublin Core basierte
Metadaten sowohl bezu¨glich intrinsischer als auch relationaler Merkmale ausge-
wertet. Unter anderem wird auch dem kognitiven Aufwand Rechnung getragen,
5Zum Analysezeitpunkt ungefa¨hr 27.000 Dateien.
6Zu diesen geho¨ren Dublin Core title, description, subject, date und identifier.
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den komplexe Informationen fu¨r Katalogisierer und Nutzer darstellen. Dabei
wird die Komplexita¨t einzelner Metadateneintra¨ge unter anderem u¨ber die re-
lative Anzahl nicht umgangssprachlicher Terme abgescha¨tzt und hohe Entropie
in Elementwerten als Einstiegspunkt fu¨r Verbesserungen im Erstellungsprozess
genutzt. Daru¨ber hinaus wird auch hier die Vollsta¨ndigkeit der Nutzung aller
DCMI-Elemente als Maßstab fu¨r Qualita¨t eingesetzt.
Eine Arbeit mit dem alleinigen Fokus auf Vollsta¨ndigkeit stellt die Begutach-
tung der Metadaten der National Science Digital Library durch Bui und Park
(2006) dar. Dabei werden Metadaten verschiedener Kollektionen analysiert und
der prozentuale Anteil ausgefu¨llter Dublin Core Elemente bestimmt. Das Ergeb-
nis zeigt hier eine sehr uneinheitliche Nutzung durch die verschiedenen Anbieter.
Eine umfangreiche Arbeit Ochoa und Duvals (Ochoa und Duval (2009)) be-
scha¨ftigt sich mit der Analyse von Metadaten digitaler Bibliotheken. Dabei kom-
men sowohl intrinsische, als auch relationale und reputationale Ansa¨tze zum Ein-
satz. Durch die Verfu¨gbarkeit und Auswertbarkeit der eigentlichen Ressourcen7
ko¨nnen die Autoren eine große Anzahl Metriken formulieren, die unter anderem
auch die Angemessenheit der Beschreibung beru¨cksichtigen. Weitere Maße zur
Bestimmung von Vollsta¨ndigkeit, Konsistenz, Koha¨renz und Vernetzungsgrad
zwischen Metadateninstanzen fließen ebenfalls in die Analyse ein.
Sarantos Kapidakis widmet sich der Analyse von Metadaten, die im Rahmen
des Projektes Europeana8 generiert wurden (Kapidakis (2012)). Dabei ordnet er
alle erlaubten Metadatenelemente aus Dublin Core beziehungsweise den Euro-
peana Semantic Elements (ESE) nach Bedeutung in Kategorien9 ein und nutzt
diese Einteilung zur Bewertung des Vorhandenseins dieser MD-Elemente in den
einzelnen MD-Instanzen. Daru¨ber hinaus werden Elemente mit festem Individu-
envokabular u¨ber die Nutzung des Type-Token-Ratio (Templin, 1957, S. 105ff)
bestimmt. Die Nutzung produktiver Vokabulare wird dabei als positiv angese-
hen. Fu¨r Felder ohne festes Vokabular wird die Qualita¨t der einzelnen Werte
u¨ber deren La¨nge abgescha¨tzt. Dabei wird umfangreicher Inhalt als das Vorhan-
densein detaillierter Informationen angesehen und positiv bewertet.
3.5 Qualita¨tsbewertung komponentenbasierter
Metadaten
Die Nutzung komponentenbasierter Metadaten fu¨r die Beschreibung heterogener
Ressourcen unterscheidet sich bei der Analyse von Qualita¨t und Angemessenheit
in einigen Punkten. Bezu¨glich der oben erla¨uterten Kriterien und Bewertungs-
dimensionen lassen sich diverse Ansa¨tze nur in adaptierter Form u¨bernehmen.
Zentrale Unterschiede sind dabei vor allem der sta¨rkere Fokus auf Strukturinfor-
mationen bzw. die Beru¨cksichtigung variabler Schemata, die deutlich verringerte
7Bei diesen Contentobjekten handelt es sich um umfangreiche bibliographische Angaben, die
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Abha¨ngigkeit von stark eingeschra¨nkten Konzeptmengen wie Dublin Core sowie
das Fehlen etablierter Workflows.
3.5.1 Trennung von Schema und Instanz
Qualita¨tsanalysen bei Metadaten beziehen sich u¨blicherweise auf die Angemes-
senheit einer konkreten Instanz bezu¨glich gewisser Qualita¨tskriterien. Das ge-
nutzte Metadatenschema, auf dessen Basis die Instanz generiert wurde, wird da-
bei als unvera¨nderlich vorausgesetzt und gibt den maximalen Umfang mo¨glicher
Angaben vor. Die Generierung dieser Schemata stellt einen hohen Aufwand dar,
der u¨blicherweise in Kooperation zwischen professionellen Metadatenerstellern10
und den Fachwissenschaftlern der jeweiligen Doma¨ne statt findet. Das ha¨ufig ge-
nutzte Kriterium der Vollsta¨ndigkeit funktioniert aber nur unter der Annahme,
dass dieses Schema als weitgehend
”
optimal“ betrachtet bzw. vorausgesetzt wer-
den kann. Das Fehlen von Angaben wird dabei als Mangel interpretiert und
negativ bewertet. Eine Optimierung des Schemas erfolgt eher selten, da eine
U¨berarbeitung (und die damit einhergehende U¨berarbeitung aller existierender
Instanzen sowie evt. vorhandener Arbeitsprozesse) einen enormen Arbeitsauf-
wand darstellt, der gerade in fo¨derierten Umgebungen ansonsten autonomer In-
stitutionen kaum vermittelbar ist.
Durch die Nutzung komponentenbasierter Metadaten wird diese weitgehend
feste Trennung von stabilem Schema und variablen Instanzen aufgelo¨st. Grund-
gedanke der CMDI ist die Generierung neuer, teils hochspezifischer Schemata
durch die Kombination existierender bzw. die Neuerstellung fehlender Kompo-
nenten. Die Angemessenheit von Metadaten la¨sst sich dadurch nicht mehr aus-
schließlich u¨ber die Instanzdaten bewerten. Zusa¨tzlich muss hier auch die Ange-
messenheit des zugrunde liegenden Schemas bezu¨glich konkreter Aufgaben bzw.
definierter Qualita¨tsmetriken beru¨cksichtigt werden.
3.5.2 Workflows
In Bibliotheken und Archiven werden seit Langem detailliert dokumentierte Pro-
zesse genutzt, die, im Rahmen des Aufnahmeprozesses neuer Ressourcen, auch
Grundlage fu¨r die Erstellung hochqualitativer und nu¨tzlicher Metadaten sein
sollen. Dies beinhaltet eine Arbeitsteilung durch Nutzung verschiedener Rollen,
sowie speziell qualifizierte Mitarbeiter, die fu¨r ihren jeweiligen Arbeitsbereich ge-
schult sind. Abbildung 3.1 stellt anhand eines Prozessdiagramms einen solchen
Ablauf dar. Grundlage ist das funktionale Modell des Open Archival Informa-
tion System (OAIS), das das Referenzmodell fu¨r elektronische Archivsysteme
darstellt.
Die vergleichsweise kleinen, fachspezifischen Zentren im CLARIN-Verbund
weichen diese feste Arbeitsteilung von Spezialisten teilweise auf. Im Rahmen der
CLARIN-Fo¨deration arbeiten diverse Institutionen mit unterschiedlichen Tradi-
tionen bzgl. Langzeitarchivierung, Dokumentation bestehender Ressourcen oder
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Abbildung 3.1: Funktionales Modell des Open Archival Information System
(entnommen aus CCSDS (2012))
verwendeter Arbeitsprozesse zusammen. Dies umfasst große Bibliotheken mit
langja¨hriger Erfahrung in diesem Bereich (z.B. die Wolfenbu¨tteler Digitale Bi-
bliothek), Universita¨tszentren die komplexe Ressourcen in weitgehend automa-
tischen Prozessen generieren (Boehlke et al. (2012)), aber auch vergleichsweise
kleine Forschungsprojekte, die ihre Daten durch manuelle Metadatenerstellung
beschreiben (z.B. verschiedene Facharbeitsgruppen des CLARIN-D-Projektes).
Damit ist nicht in allen Fa¨llen fu¨r jede Position anzunehmen, dass sie durch
einen speziell geschulten Spezialisten durchgefu¨hrt wird.
Gleichzeitig ist die Unterstu¨tzung dieser heterogenen Gruppe durch Werkzeu-
ge vergleichsweise schwach ausgepra¨gt. Es existieren diverse Standardtools, die
aber wenig zur Verbesserung der Metadatenqualita¨t beitragen (wie zum Beispiel
durch Vorschla¨ge aus empfohlenen Vokabularen). Die Nutzung solcher (meist
Formular-basierten) Werkzeuge ist in vielen Doma¨nen ein beliebter Ansatz, um
vorhandene Ressourcen zu dokumentieren. Das Problem dieser Werkzeuge brin-
gen Currier et al. (2004) im Kontext von eLearning-Ressourcen sehr pointiert
auf den Punkt:
Consequently, the metadata creation problem space has been elided
within e-learning. Downes (2001) stated in his seminal paper on the
necessity for a learning object economy:
Whatever the properties, the authoring of metadata itself will be
straightforward for most course designers. Because metadata files are
machine-writable, authors will simply access a form into which they
enter the appropriate metadata information.
This statement encapsulates the (lack of) thinking in this area. (Cur-
rier et al. (2004))
Diverse Arbeiten (wie zum Beispiel Barton et al. (2003) oder auch Vullo et al.
(2010)) weisen bereits fru¨h darauf hin, dass die verteilte Erstellung von Meta-
daten ohne jede Form der Supervision oder Hilfestellung zwangsla¨ufig zur Ver-
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schlechterung der Qualita¨t des Gesamtbestandes fu¨hren muss. Auch Zeng und
Qin betonen diesen Bedarf an Unterstu¨tzung, der im Rahmen der CMDI eher
selten vorhanden ist:
In addition, a simple but efficient way of ensuring metadata quality
at input stage is to create a template to assist in metadata creation.
An HTML form can be used to outline the required and optional
elements, core elements, and minimal level elements; embed lists of
values for certain elements; lead to best practices guides and ex-
amples; link to controlled vocabularies; and provide validation for
an element-value or for a whole record before it is submitted to the
database. A template needs stringent testing by experts before being
widely disseminated. (Zeng und Qin (2008), S. 264)
Als Beispiel fu¨r Probleme, die durch unerfahrene Nutzer entstehen ko¨nnen,
sei hier auf die Unterscheidung lokaler und globaler Verwendung von Metada-
ten verwiesen. Das in der Literatur auch als
”
On a horse“ bezeichnete Problem
(Wendler (2004)) veranschaulicht11, dass Metadaten die in ihrem lokalen Kon-
text wertvolle Daten darstellen, außerhalb dieses Kontextes (wie zum Beispiel
im Rahmen eines fo¨derierten Systems) weitgehend nutzlos sein ko¨nnen.
3.5.3 Umfang genutzter Datenkategorie-/Konzeptmengen
Aggregatoren in fo¨derierten Systemen stehen zwangsla¨ufig vor dem Problem, In-
teroperabilita¨t fu¨r teilweise sehr heterogene Ressourcenrepositorien herstellen zu
mu¨ssen. Heterogenita¨t beinhaltet hier sowohl strukturelle als auch semantische
Unterschiede. Begegnet wird diesem Problem meist mit der Einigung auf Media-
torschemata, auf gemeinsame Konzepte und Vokabulare. Fu¨r den Bereich allge-
meiner Metadaten hat sich hier zum Beispiel als
”
kleinster gemeinsamer Nenner“
Dublin Core (Simple, Qualified oder auch mit proprieta¨ren Erweiterungen12)
durchgesetzt. Wie bereits erwa¨hnt, erzwingt OAI-PMH, als ein Standardproto-
koll fu¨r die Bereitstellung von Metadaten, sogar die Auslieferung DCMI-basierter
Records.
Im Rahmen von CMDI ist dieser Fokus auf Dublin Core nicht gegeben. Das
Format unterstu¨tzt diverse Metadatenstandards mit dem Fokus auf die ISO
TC37 Data Category Registry (ISOcat, Snijders et al. (2009)) bzw. die CLA-
RIN Concept Registry (CCR, Wright et al. (2014)), die bei Bedarf Nutzern die
Definition neuer Konzepte erlauben. In der Praxis bedeutet dies die Verwen-
dung von ungefa¨hr 900 verschiedenen Datenkategorien/Konzepten13 in CMDI,
die sehr spezielle aber auch eher allgemeine Definitionen haben ko¨nnen. Diese
11Wendler verweist dabei auf den Titel eines Bildes
”
On a horse“, der im Rahmen einer
Kollektion von Theodore Roosevelt Bildern sinnvoll, aber bei aggregierten Kollektionen
nutzlos sei.




3 Metadatenevaluation in der Literatur
Proliferation verwendeter Konzepte erschwert auf der einen Seite die Einigung
auf empfohlene (Typ-)Vokabulare, aber auch die Bewertung von MD-Instanzen
bezu¨glich favorisierter Konzepte, wie sie in der Literatur teilweise vorgenommen
wird.
3.5.4 Bisherige Vero¨ffentlichungen
Durch die relativ neue Verwendung komponentenbasierter Metadatenschema-
ta existiert bisher kaum Literatur, die sich mit der Bewertung dieser Daten
bescha¨ftigt. Eine der wenigen substanziellen Arbeiten zu diesem Thema stammt
von Trippel et al. (2014). Hier werden fu¨r die Bewertung von 250.000 CMD-
Instanzen sowohl Features auf der Basis der einzelnen Profilschemata sowie der
konkreten Instanzen genutzt. Bezu¨glich der Schemata wird unter anderem die
durchschnittliche Anzahl verwendeter Datenkategorien bzw. Komponenten zum
Vergleich herangezogen. Es fließt dabei auch das Vorhandensein von, fu¨r ty-
pische Suchprozesse, relevanten MD-Elementen und, bezu¨glich der konkreten
Instanzdatei, der Anteil ausgefu¨llter Elemente sowie die La¨nge des ersten Be-
schreibungstextes als Maß fu¨r den Detailgrad dieser Beschreibung ein.
Auch hier wird also zu einem Teil auf eine Form von
”
Vollsta¨ndigkeit“ bei Me-
tadateninstanzen zuru¨ckgegriffen. Durch den Einsatz diverser Metadatensche-
mata unterschiedlichen Umfangs wird, in Ermangelung eines maximalen Wertes,
der Durchschnitt u¨ber alle Profile bzw. Instanzen herangezogen. Analog fließt
der Anteil aller ausgefu¨llten Elemente einer Instanz in die Bewertung ein. Ei-
ne detailliertere Analyse des konkreten Aufbaus bzw. der Angemessenheit der
einzelnen (Teil-)Schemata findet allerdings nicht statt. Durch den Ru¨ckgriff auf
gemittelte Werte u¨ber alle Schemata bzw. Instanzen werden Abweichungen von
einem Durchschnitt bestraft, der unter Umsta¨nden fu¨r die einzelnen Metadaten-





4 Die Component Metadata
Infrastructure
4.1 Entwicklung und Ziele der CMDI
Die Component Metadata Infrastructure (CMDI) ist ein komponentenbasiertes
Framework zur Erstellung und Verwendung von Metadatenschemata (Broeder
et al. (2010)) auf der Basis der ISO-Standards ISO 24622-1:2015 bzw. ISO/A-
WI 24622-2. Obwohl die CMDI im Kern doma¨nenunabha¨ngig ist und fu¨r jede
Art von Informationen geeignet, sind die Triebfedern der Entwicklung vor allem
Anbieter und Nutzer linguistischer Daten und Werkzeuge aus dem erweiterten
akademischen Umfeld. Von den derzeit vorhandenen CMD-Instanzdaten stam-
men deutlich u¨ber 90% aus diesem Bereich. Der Restbestand dient hauptsa¨chlich
der Dokumentation von Ressourcen in anderen textorientierten Fachgebieten.
Bei der Entwicklung des CMD-Modells wurde aus den Erfahrungen mit dem
bisherigen Umgang mit Sprachressourcen und deren Erschließung durch Metada-
ten verschiedene Schlussfolgerungen gezogen. Kritikpunkt war dabei unter ande-
rem die Nutzung proprieta¨rer Standards bzw. Umgebungen fu¨r die Dokumentati-
on des vorhandenen Bestandes. Daneben hatten sich in verschiedenen Fachcom-
munities unterschiedliche Arten der Dokumentationen vorhandener Ressourcen
durchgesetzt. Diese Standards waren zwangsla¨ufig an die jeweilige Doma¨ne an-
gepasst und das weitgehende Fehlen von Integrationsstrategien erschwerte die
Interoperabilita¨t massiv.
Mit dem Aufkommen fo¨derierter Umgebungen im Bereich von Sprachdaten1
wurde zur Behebung dieses Missstandes die Component Metadata Infrastruc-
ture entwickelt. Zentraler Grundsatz der Schemaerstellung ist die Spezifikation
von Komponenten, die anschließend in unterschiedlichen Kontexten (d.h. unter-
schiedlichen Metadatenschemata) verwendet werden ko¨nnen. Einzelne Kompo-
nenten stellen typischerweise die Vorlage zur Beschreibung eines Aspektes einer
Ressource dar und bilden den Rahmen fu¨r CMD-Elemente bzw. -Attribute, die
in den Instanzdateien die eigentlichen Metadaten enthalten2. Durch die Kom-
bination dieser Vorlagen zu komplexen Komponenten ko¨nnen praktisch belie-
big umfangreiche Metadatenschemata erstellt werden. Speziell ausgezeichnete
Komponenten (sogenannte CMD-Profile) stellen dabei die Vorlage fu¨r die kom-
1Infrastrukturen wie zum Beispiel CLARIN (Hinrichs und Krauwer (2014), Va´radi et al.
(2008)) oder DARIAH (Hedges et al. (2013)).
2Die formale Spezifikation erfolgt mittels eines XML-Dokumentes entsprechend der CMDI
Component Specification Language (CCSL).
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Abbildung 4.1: Schematischer Aufbau von CMD-Profilen (nach ISO 24622-
1:2015)
plette Beschreibung einer Ressource. Auf ihrer Basis werden die CMD Profil-
schemata erzeugt, auf deren Basis die einzelnen Instanzdateien validiert werden
ko¨nnen. CMD-Profile enthalten typischerweise mehrere Komponenten, die be-
reits von anderen Metadatenerstellern generiert wurden. Der allgemeine Aufbau
von CMD-Profilen und deren Nutzung zur Beschreibung konkreter Ressourcen
wird in Abbildung 4.1 schematisch dargestellt.
Die Flexibilita¨t dieses Vorgehens erlaubt auch die Nachbildung bereits vorhan-
dener und etablierter Standards mit den Mitteln der CMDI. Konsequenterwei-
se wurden bereits diverse etablierte Metadatenschemata (wie zum Beispiel die
Schemata der OLAC oder TEI) in CMDI nachgebildet, um eine Weiternutzung
vorhandener Besta¨nde zu erleichtern.
Ein weiterer zentraler Grundsatz der CMDI ist ein offener Zugriff fu¨r interes-
sierte Nutzer und die Mo¨glichkeit, das bestehende System zu erweitern. Jedem
Nutzer ist dabei die Erstellung neuer Komponenten und deren freie Kombina-
tion erlaubt. Zur Verhinderung von Wildwuchs werden essentielle Hilfsmittel
und Werkzeuge zentral verwaltet. Unter anderem mu¨ssen Komponenten in einer
sogenannten Component Registry3 (CR) registriert werden, um sie u¨ber dort ver-
gebene Identifikatoren referenzieren zu ko¨nnen. Die Component Registry bietet
neben der Funktion als zentraler Speicher- und Abfrageort fu¨r Schemata auch
eine einfache Nutzeroberfla¨che fu¨r die Erstellung neuer Komponenten und deren
Kombination zu Profilen.
Neben den erwa¨hnten profilspezifischen Schemabestandteilen, die die Struk-
tur der eigentlichen
”
Payload“ der Metadateninstanzen vorgibt, erlaubt jede
CMD-Instanzdatei auch die Angabe diverser Rahmenangaben zur Version der
Instanz oder auch deren Beziehung zu anderen Ressourcenbeschreibungen (u¨ber
sogenannte ResourceProxys). Das Gesamtsystem CMDI wird unter anderem in
Broeder et al. (2012a) detaillierter dargestellt.
3https://catalog.clarin.eu/ds/ComponentRegistry/
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4.2 Analogie strukturierte Softwareentwicklung
Eine Grundidee der Nutzung komponentenbasierter Metadaten ist die U¨bernah-
me von Erfahrungswerten aus dem Bereich der komponentenbasierten Software-
entwicklung (Councill und Heineman (2001))) und der sogenannten
”
strukturier-
ten Programmierung“, wie zum Beispiel der modularen oder objektorientierten
Softwareentwicklung. Daher ist es nicht u¨berraschend, dass bei der Definition,
Motivation sowie der konkreten Umsetzung Parallelen deutlich werden. Dies ist
bereits bei zentralen Definitionen, wie die fu¨r den Term
”
object-oriented“ durch
die International Organization for Standardization ISO, erkennbar
Pertaining to a technique or a programming language that supports
objects, classes, and inheritance. (ISO 2382-15:1998)
, die sich weitgehend auf die Verwendung im Bereich Metadaten u¨bertragen
lassen. Analog gilt dies fu¨r die U¨bernahme des Komponentenbegriffes aus der
Softwarearchitektur-Terminologie. Eine (Software-)Komponente ist nach Szy-
perski (1998) definiert als:
a unit of composition with contractually specified interfaces and ex-
plicit context dependencies only. A software component can be de-
ployed independently and is subject to third-party composition.
Auch bezu¨glich der Motivation lassen sich a¨hnliche Gru¨nde fu¨r die Wahl die-
ser Designparadigmen herausarbeiten. Arthur Riel beschreibt dies in seinem ein-
flussreichen Buch zu objektorientierten Designmetriken folgendermaßen: objek-
torientierte Programmierung sei
[...] simply the next logical step in a long series of steps that take
the software developer further and further away from the machine
details. [...] A software crisis comes about because our paradigm of
programming is no longer sufficent to handle the complexity of pro-
blems we are asked to solve. (Riel, 1996, S. 1)
Objektorientierte Programmierung (kurz OOP) wird hier also als Lo¨sung fu¨r
die wachsende Komplexita¨t von Softwareprojekten verstanden. Da Wartung bzw.
Wartbarkeit von Software im zunehmenden Maße ein Kostenfaktor ist, wird
diesem durch angepasste Arbeitsprozesse begegnet. Die Erwartungen dabei sind
unter anderem:
• Module sind kleiner und damit leichter zu verstehen
• kleine Module sind leichter auf Fehler zu u¨berpru¨fen bzw. zu warten
• Module sind austauschbar und ko¨nnen mit geringem Aufwand durch ver-
besserte Versionen ersetzt werden
• vereinfachte Parallelisierung von Arbeitsprozessen
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Tabelle 4.1: Analogie OOP zu CMD in CMDI
• Spezialisten erstellen effizienteren Programmcode
• Module lassen sich leicht wiederverwenden und verringern somit Redun-
danz und Arbeitsaufwand
und im Resultat effizientere Entwicklung umfangreicher Systeme gerade auch
in komplexen Arbeitsumgebungen4. Ha¨ufig wird diese Herangehensweise auf die








, die ebenfalls fu¨r die Erstellung und Wartung von Metadaten relevant sind.
Durch die komponentenbasierte Erstellung von Metadaten sollen diese Vorzu¨ge
modularen bzw. objektorientierten Arbeitens auch in diesem neuen Bereich ge-
nutzt werden. Gerade der Umbau traditioneller Arbeitsprozesse zu sta¨rker ver-
teiltem Arbeiten soll eine Trennung zwischen Metadatenexperten (die ihr Fach-
wissen nutzen um einzelne Komponenten zu generieren) und den Fachwissen-
schafter (die vorhandene Komponenten zum großen Teil wiederverwenden und
zu neuen Doma¨nen-spezifischen Schemata zusammenfu¨gen) ermo¨glichen.
Auch in der konkreten Umsetzung la¨sst sich diese Analogie deutlich anhand
der jeweils strukturierenden Bausteine nachvollziehen. Der
”
Klasse“ in der OOP
steht die Komponente in CMD gegenu¨ber,
”
anonyme Klassen“ wie sie beispiels-
weise in Java genutzt werden, gibt es in Form sogenannter
”
Inlinekomponenten“.
Tabelle 4.1 stellt diese Analogie detaillierter dar.
Zentraler Unterschied zur OOP ist das vollsta¨ndige Fehlen eingebauter Funk-
tionen bzw. eingebauten Verhaltens bei Metadatenkomponenten. CMD-Kompo-
nenten ko¨nnen somit als sogenannte
”
Datenklassen“ (also datenhaltende Klassen
4Siehe zum Beispiel das
”
Modular Programming Manifesto“ in Wielenga et al. (2007).
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(a) Modellierung in OOP (b) Modellierung in CMD
Abbildung 4.2: UML Klassendiagramme fu¨r die Modellierung von Klassen bzw.
Komponenten in OOP und CMD auf Basis von CMDI 1.1
ohne u¨ber Datenzugriff hinausgehende Funktionalita¨t, Bezeichung entsprechend
der Kategorisierung in Fowler et al. (2012), S. 86) ohne Zugriffsrestriktionen
angesehen werden. Abbildung 4.2 vergleicht die beiden Ansa¨tze anhand eines
minimalen Beispieles.
Mit der zunehmenden Verbreitung von OOP kristallisierten sich Best Practices
heraus, die sich beim Aufbau komplexer Softwareprojekte als nu¨tzlich erwiesen.
Zentrale Werke, die großen Einfluss auf das Softwaredesign und auch dessen
konkrete Unterstu¨tzung in Werkzeugen hatten, sind dabei unter anderem die
”
Design Patterns“ der sogenannten
”
Gang of Four“ (Gamma et al. (1995)) sowie
”
Refactoring“ von Martin Fowler (Fowler et al. (2012)). Beide Werke haben bis
heute große Relevanz bei der Analyse und Bewertung von Softwaredesign.
Die U¨bertragbarkeit der hier gemachten Erfahrungen fu¨r den Bereich Meta-
daten la¨sst sich gut daran erkennen, dass (unter Ausklammerung verhaltens-
bedingter Designmuster) viele Heuristiken zur Bewertung guten OOP-Designs
auch auf den Bereich CMD u¨bertragbar sind. Beispielhaft sei hier auf einige De-
signheuristiken in der Formulierung von Arthur Riels (Riel (1996)) verwiesen:
Heuristic 4.13: A class must know what it contains, but it should not
know who contains it. (Riel (1996), S. 67)
Heuristic 4.14: Objects that share lexical scope – those contained
in the same containing class – should not have uses relationships
between them. (ebd.)
Heuristic 5.9: If two or more classes share only common data [...] then
that common data should be placed in a class that will be contained
by each sharing class. (Riel (1996), S. 97)
Offensichtlich ist die Analogie zwischen OOP und CMD nicht vollsta¨ndig:
das Fehlen eingebauter Funktionen (Verhaltens) fu¨hrt zum Verzicht auf u¨bli-
cherweise vorhandene Bestandteile. Konsequenterweise existiert fu¨r abstrakte
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Klassen der OOP oder Datenkapselung kein A¨quivalent in CMDI. Aus nahelie-
genden Gru¨nden gibt es fu¨r die einzelnen inhaltstragenden Elemente (o¨ffentli-
cher) Metadateninstanzen auch keinerlei Zugriffskontrolle, wie sie in der OOP
unverzichtbar sind. Die Separierung o¨ffentlicher von geschu¨tzten Informationen
erfolgt typischerweise durch den expliziten Export unproblematischer Angaben
u¨ber entsprechende Schnittstellen auf der Basis umfangreicherer Datenbesta¨nde.
Im Rahmen dieser Arbeit wird aus vergleichbaren Gru¨nden auf die durchgehen-
de Unterscheidung bzw. Ausdifferenzierung objektorientierter und komponen-
tenbasierter Entwicklungsprinzipien verzichtet. Die im Bereich des Software En-
gineering relevanten Unterschiede haben in Bezug auf Metadatenkomponenten,
insbesondere aufgrund der gering ausgepra¨gten
”
Verhaltensorientierung“ (z.B.
nach Gruhn und Thiel (2000)), vergleichsweise wenig Bedeutung.
Der Zugriff auf Metadaten linguistischer Ressourcen ist (im Gegensatz zu den
eigentlichen Ressourcen) u¨blicherweise ohne Einschra¨nkung mo¨glich. Damit stel-
len die u¨ber die u¨blichen Schnittstellen verfu¨gbaren Daten einen deutlich gro¨ße-
ren, teilweise sogar vollsta¨ndigen, Blick auf den gesamten Bestand dar. Es ist
somit leichter, globales Wissen u¨ber den Aufbau und die Verwendung von Me-
tadateninstanzen zu erlangen und diese zu analysieren. Letzteres wird natu¨rlich
auch durch eine explizite, formale Beschreibung erleichtert, die die automati-
sche Erkennung von A¨hnlichkeiten und Unterschieden zwischen Komponenten
ermo¨glicht.
Das Datenmodell der CMDI 1.1, auf deren Basis die u¨berwiegende Anzahl der-
zeit genutzter Komponenten erstellt wurden, erlaubt keine explizite Kennzeich-
nung von Vererbungsrelationen5. Dies erschwert die Nachverfolgbarkeit vorge-
nommener A¨nderungen (Erweiterungen durch neue Elemente, A¨nderungen von
Kardinalita¨tsrestriktionen etc.) u¨ber die Zeit. Diese Unterschiede ko¨nnen somit
nur u¨ber die paarweise Analyse von Unterschieden herausgearbeitet werden.
Ein weiterer wichtiger Unterschied liegt in einer Grundeigenschaft der (derzeit
bevorzugten) Serialisierung in XML: eine Reihenfolge von Elementen in Kom-
ponenten (bzw. von Komponenten in Profilen) ist immer gegeben. Auch wenn
der Standard diese Information nicht explizit zur Kodierung von Information
vorsieht, wird diese Eigenschaft von einigen Datenmodellierern zur Gruppierung
gleichartiger Daten genutzt. Refaktorisierende Vera¨nderungen von Komponen-
ten ko¨nnten deshalb auch diese implizite Information beru¨cksichtigen.
4.3 Konzeptuelle Verankerung und semantische
Interoperabilita¨t
Zwangsla¨ufig ergibt sich aus der Offenheit der CMD-Infrastruktur ein Problem
bei der Interoperabilita¨t erzeugter Metadatenschemata. Die Aggregation von
Metadatenbesta¨nden verschiedener Anbieter zu auswertbaren Kollektionen soll
5Der Nachfolgestandard 1.2 erlaubt zumindest die Angabe von DerivedFrom-Relationen zwi-
schen Komponenten (Goosen et al. (2014)).
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Abbildung 4.3: U¨berblick u¨ber Aufbau und Funktionsweise von CMD-basierten
Metadaten
natu¨rlich weiterhin ermo¨glicht werden. Zur Lo¨sung dieses Problems ko¨nnen im
CMD Modell alle relevanten Bestandteile eines Schemas (Komponenten, Ele-
mente, Attribute, Werte) mit sogenannten Konzeptlinks (ConceptLinks) verse-
hen werden. Die Semantik eines CMD-Elements (und damit dessen Inhalts in
der konkreten CMD-Instanz) ergibt sich durch diesen Verweis auf ein Konzept in
einer semantischen Registry (
”
semantic registry“). Der Zusammenhang zwischen
Konzepten in der Registry, CMD-Profilen und den konkreten Instanzdaten wird
in Abbildung 4.3 dargestellt.
Der Begriff Konzept ist in der CMDI nicht zwangsla¨ufig als Konzept im Rah-
men einer formalen Ontologie zu verstehen. Hauptanforderungen an ein Konzept
sind das Vorhandensein eines Uniform Resource Identifiers (URI) sowie einer
menschenlesbaren und frei zuga¨nglichen Definition. Um die Abgrenzung zum
Begriff
”
Konzept“ im Kontext formaler Ontologien zu verdeutlichen, wird auch
ha¨ufig der Begriff Datenkategorie verwendet (Broeder et al. (2012b)).
Die CMDI gibt keine semantische Registry als Standard vor. Als De-Facto-
Standard hat sich allerdings die Data Category Registry ISOcat (ISO 12620:2009)
bzw. die CLARIN Concept Registry CCR durchgesetzt6. Neben ISOcat und
CCR sind auch Verweise auf Dublin Core sowie MODS-Elemente gebra¨uchlich.
Dabei stellen allerdings Konzeptlinks auf ISOcat/CCR die u¨berwiegende Mehr-
heit dar (95,7% aller annotierten Instanzelemente und 86,4% aller annotierten
CMD-Bausteine werden durch diese beschrieben). Fu¨r weitere Details zur der-
zeitigen Verwendung (Stand 01.03.2016) siehe auch Tabelle 4.2.
Der Offenheit der CMDI bezu¨glich der Verwendung verschiedener Registries
6ISOcat wurde mittlerweile im Rahmen des CLARIN-Projektes durch die CCR ersetzt (Bro-
eder et al. (2014)). Die sich ergebenden A¨nderungen bei der Konzeptdefinition haben keine
weitere Relevanz fu¨r diese Arbeit. Die Begriffe ISOcat und CCR werden deshalb im Fol-
genden weitgehend synonym verwendet und die entsprechenden Datenkategorien/Konzepte
durch den Pra¨fix
”
CCR-“ in Kombination mit der urspru¨nglichen ISOcat-ID dargestellt.
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Dublin Core 4,29 3,00
MODS 9,13 1,27
Tabelle 4.2: Verwendung von semantischen Registries in CMD-
Elementendefinitionen bzw. Elementinstanzen (Angaben in
Prozent)
Abbildung 4.4: U¨berblick u¨ber die CMD-Infrastruktur nach Broeder et al.
(2012b)
wird durch die Unterstu¨tzung einer
”
Relation Registry“ RELcat (Windhouwer
(2012)) begegnet, die es erlaubt Relationen zwischen semantisch a¨hnlichen bzw.
identischen Konzepten verschiedener oder auch gleicher Registraturen zu definie-
ren. Dies erleichtert sowohl die Interoperabilita¨t zwischen Komponenten als auch
den Einsatz in Anfrageerweiterungen (Query Expansion) bei IR-Systemen durch
das Erweitern der angefragten Konzepte durch (Teil-)Synonyme bzw. anderwei-
tig verwandte Konzepte. Semantische Interoperabilita¨t zwischen Komponenten
wird dabei u¨ber Verweise auf das gleiche Konzept bzw. auf bezu¨glich der RELcat
synonyme Konzepte sichergestellt7.
7Fu¨r eine detailliertere Darstellung siehe auch Broeder et al. (2012a) oder Durco und Wind-
houwer (2013).
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4.4 Komponentenbasiertes Schemadesign am
Beispiel
Zum besseren Versta¨ndnis wird im Folgenden das Profil
”
LCC CorpusProfile“
(ID: clarin.eu:cr1:p 1360931019822)8 detaillierter erla¨utert. Dieses CMD-Profil
wurde am CLARIN-Zentrum Leipzig fu¨r die Beschreibung von Textkorpora der
Leipzig Corpora Collection (Goldhahn et al. (2012)) entwickelt. Zielstellung der
Entwicklung war die Beschreibung lokal vorliegender Ressourcen fu¨r die breite
Fachcommunity (hier konkret im Rahmen des CLARIN-Projektes) sowie fu¨r die
zentrumsinterne Nutzung zur Strukturierung, Aufbereitung und Analyse. Als
Konsequenz ermo¨glicht das Profil die Angabe allgemeiner Informationen (Name,
Beschreibung, Vero¨ffentlichungsdatum etc.), wie sie fu¨r viele Metadatenschemata
typisch sind, sowie auch hochspezifische Angaben, wie Details zum Umfang der
Ressource, zu ihren Bestandteilen oder zu Werkzeugen die bei der Erstellung
genutzt wurden.
Das Profil mit seiner internen Struktur sowie der Verankerung einzelner Be-
standteile in ISOcat/CCR wird in Abbildung 4.5 schematisch dargestellt. Da-
bei wird der Einfluss wiederverwendbarer Komponenten deutlich: abgesehen
von den ersten drei CMD-Elementen (Id, Name, Description) lassen sich al-
le Bestandteile in anderen Komponenten bzw. Profilen wiederverwenden. Der
gewa¨hlte Ausschnitt stellt unter anderem die Wiederverwendung der Kompo-
nente clarin.eu:cr1:c 1271859438111 (
”
cmdi-language“) dar, die wiederum die
Komponente clarin.eu:cr1:c 1271859438110 (
”
iso-language-639-3“) nutzt. Letz-
tere dient nicht nur der Beschreibung, der in den Instanzdateien abgelegten
Werte als
”
language ID“, sondern gibt auch ein festes Vokabular vor (konkret
die Sprachcodes aus ISO 639-3:2007).
4.5 Einsatz von CMD in linguistischen
Infrastrukturen
Wichtigster Nutzer der CMD-Infrastruktur ist das CLARIN-Projekt, eine eu-
ropa¨ische Forschungsinfrastruktur fu¨r die Geistes- und Sozialwissenschaften mit
einem Fokus auf Sprachressourcen. In CLARIN wird ein verteilter Ansatz gewa¨hlt,
bei dem u¨ber Europa verteilte Kompetenzzentren ihre Daten und Werkzeuge in
einer serviceorientierten Umgebung zur Verfu¨gung stellen. Dabei werden im fach-
lichen Umfeld dieser Kompetenzzentren auch kleinere Partner beru¨cksichtigt,
die sich an der Infrastruktur mit ihren jeweiligen Kompetenzen und Ressour-
cen beteiligen. CLARIN steht damit in einer Reihe von Bemu¨hungen, fo¨derierte
Forschungsumgebungen fu¨r den weiteren Bereich der Geisteswissenschaften zu
erstellen, wie sie fu¨r die eher technisch gepra¨gten Fachbereiche seit vielen Jahren
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Abbildung 4.5: Aufbau des CMD-Profils clarin.eu:cr1:p 1360931019822
(LCC CorpusProfile), zur Verdeutlichung wiederverwendbare
Komponenten hier mit * markiert
Im Rahmen dieser Arbeit sind fu¨r das CLARIN-Projekt vor allem die folgen-
den Punkte hervorzuheben:
• Das CLARIN-Projekt nutzt Metadaten in einer Bandbreite wie keine an-
dere Infrastruktur im Bereich der Geistes- und Sozialwissenschaften. Me-
tadaten stellen nicht nur Informationen u¨ber vorhandene Daten und Werk-
zeuge bereit, die anschließend u¨ber zentrale Suchmaschinen abrufbar sind,
sondern ebenso
”
technische“ Angaben, die die Struktur und Funktionswei-
se der gesamten Fo¨deration betreffen. Zum Beispiel werden Informationen
u¨ber beteiligte Zentren in entsprechenden Metadaten vorgehalten, Dienste
auf der Basis von Metadaten (vor-)konfiguriert und Service-Announcements
u¨ber Metadaten automatisch von zentralen Diensten ausgewertet und ent-
sprechende Dienstleistungen dem Nutzer bereitgestellt.
• Die Fachbereiche, die durch CLARIN abgedeckt werden, sind stark gepra¨gt
durch eine Vielzahl von Ressourcenanbietern. Diese sind typischerweise
eher dezentral organisiert und in vielen Fa¨llen, im Vergleich mit Zentren
der Fachbereiche Physik und Chemie, eher klein. Als Konsequenz gibt es
an vielen dieser Standorte keine feste Rollenverteilung beim Entwurf, der
Erstellung bzw. Pflege von Metadaten, wie sie fu¨r gro¨ßere Organisationen
typisch ist (siehe auch Abbildung 4.6). Oft sind Ersteller von Ressourcen
und der sie dokumentierenden Metadaten identisch; Erfahrungen im Um-
gang mit Metadaten und relevanten Qualita¨tsstandards sind ha¨ufig nicht
vorhanden.
• Durch die Kleinteiligkeit des Umfeldes und den Fokus auf teils sehr spezi-
fische Ressourcen (die prima¨r Relevanz fu¨r eine eng umrissene Community
haben) haben sich in der Vergangenheit eine Vielzahl von Formaten, Richt-
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Abbildung 4.6: Typische Arbeitsprozesse im Lebenszyklus von Metadaten
linien und Best Practices herausgebildet, die ha¨ufig nur lokal Verwendung
finden. Die Umsetzung des CLARIN-Projektes als serviceorientierte Archi-
tektur (SOA) ist eine der gewa¨hlten Ansa¨tze, um mit den entsprechenden
Interoperabilita¨tsproblemen umzugehen. Fu¨r den Bereich der Dokumen-
tation bestehender Ressourcen ist der Umgang mit vorhandenen Legacy-
Metadatenformaten eine zentrale Herausforderung.
• Die beteiligten Institutionen unterscheiden sich in der Form ihrer Struk-
tur, ihrem rechtlichen Status und ihrer Gro¨ße deutlich. Die Bandbreite
reicht von einzelnen Universita¨tsabteilungen, spezifisch fu¨r CLARIN ge-
gru¨ndeten Interessensverbu¨nden, gro¨ßeren Forschungszentren bis hin zu
wissenschaftlichen Akademien.
• Obwohl die CLARIN-Fo¨deration das Ziel verfolgt, verteilte Ressourcen zu
nutzen und dies durch verschiedene Integrationsstrategien unterstu¨tzt, gibt
es in CLARIN keine starke Supervision der beteiligten Zentren. Deren Au-
tonomie, u.a. auch bezu¨glich Metadaten-Modellierungsstandards und Ent-
wurfsstrategien, steht deshalb nicht in Frage; zentrale Instanzen, die einer
Proliferation genutzter Schemata entgegenstehen bzw. Mindeststandards
durchsetzen ko¨nnten, existieren nicht.
Neben CLARIN wird die CMDI auch durch andere Nutzer eingesetzt. 15,4%
aller o¨ffentlich abfragbaren CMD-Metadateninstanzen stammen nicht aus dem
unmittelbaren Umfeld des CLARIN-Projektes. Nutzer sind hier unter anderen
diverse Spracharchive (z.B. das California Language Archive oder das African
Language Materials Archive), Bibliotheken (wie die Wolfenbu¨tteler Digitale Bi-
bliothek) oder Fachbereiche einzelner Universita¨ten (u.a. an den Universita¨ten
Barcelona, Rom II oder Sheffield).
Als Konsequenz aus den Charakteristika dieser Umgebung und auf Basis vor-
handener Erfahrungen mit linguistischen Metadaten wurde der CMD-Standard
entwickelt. Dieser soll die Flexibilita¨t bieten, bestehende Ressourcendokumen-
tationen verschiedenster Art mo¨glichst einfach zu u¨bernehmen, praktisch belie-
bige Arten von Metadaten formal zu spezifizieren und gleichzeitig auch offen
fu¨r Nutzer sein, die im Bereich der Metadatenerstellung eher unerfahren sind.
Gleichzeitig muss sich der Standard, und die ihn unterstu¨tzenden Werkzeuge,
in verschiedene, teils sehr unterschiedliche, Arbeitsprozesse integrieren lassen,
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07.12 61 15 494.172
09.12 61 24 511.496
12.12 61 28 507.606
04.13 61 36 538.919
09.13 47 49 556.667
01.14 58 64 603.645
03.14 57 65 609.098
06.14 60 47 679.761
09.14 56 63 669.626
12.14 62 79 689.080
04.15 59 78 695.945
06.15 62 83 765.086
09.15 60 85 770.609
12.15 66 82 879.960
04.16 66 86 880.248
Tabelle 4.3: Anzahl bereitstellender Zentren, verwendeter CMD-Profile und aus-
gelieferter CMD-Instanzdateien
die sich aus der Heterogenita¨t und dem unterschiedlichen Erfahrungsniveau der
Metadatenersteller ergeben. Diesem Anspruch konnte die CMDI in ihrer bishe-
rigen Nutzungszeit zumindest zum Teil gerecht werden. Seit der Erstellung der
ersten Metadatenschemata im Jahr 2010 wurde der Standard in zunehmendem
Maße von Zentren und angeschlossenen Forschungseinrichtungen u¨bernommen
und Schemata erstellt bzw. an die jeweiligen Bedu¨rfnisse angepasst. Tabelle 4.3
stellt die Entwicklung der letzten dreieinhalb Jahre dar. Dabei wird neben der
Anzahl von Zentren, die derzeit u¨ber die Standardschnittstelle OAI-PMH CMD-
Metadaten ausliefern, auch die Anzahl aller CMD-Instanzdateien sowie der aktiv
genutzten CMD-Profile dargestellt. Es ist wichtig anzumerken, dass diese Zahlen
nicht den kompletten CMD-Bestand, sondern nur den o¨ffentlich zuga¨nglichen
Teil darstellen, der im Rahmen der zentralen CLARIN-Metadatenaggregation
erfasst wurde.
4.6 Beispiele fu¨r CMD-Modellierungen
Zur Darstellung der Bandbreite genutzter Ansa¨tze der Metadatenerstellung fu¨r
jeweils lokal vorliegende Ressourcen, wird im Folgenden auf Struktur und Er-
stellungsweise bei einigen Institutionen aus dem Umfeld des CLARIN-Verbundes
eingegangen. Fu¨r weitere Beispiele siehe auch de Vriend et al. (2013), Mahlow
et al. (2014) oder Jettka und Stein (2014).
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Abbildung 4.7: Granularita¨t und Addressierbarkeit von Textkorpora der Leipzig
Corpora Collection
4.6.1 Beispiel 1: ASV Leipzig
Das CLARIN-Zentrum der Universita¨t Leipzig an der Fakulta¨t fu¨r Informatik
stellt in erster Linie monolinguale Textkorpora fu¨r viele Sprachen auf der Ba-
sis von Web-, Zeitungs- und Wikipediatexten zur Verfu¨gung (Quasthoff et al.
(2015)). Daru¨ber hinaus werden diverse Anwendungen mit dem Fokus auf sta-
tistische NLP-Verfahren in Form von RESTful Webservices zur Verfu¨gung ge-
stellt. Im Bereich der Katalogisierung bestehender, in CLARIN integrierter Res-
sourcen, liegt der Fokus vor allem auf der feingranularen Dokumentation des
Textkorpusbestandes. Korpora werden dabei als strukturierte Ressourcen ange-
sehen, deren interne Granularita¨t auch fu¨r externe Nutzer erfass- und abfragbar
gemacht werden soll.
Als Konsequenz wird jedes in CLARIN integrierte Korpus in einem 4-Ebenen-
Modell beschrieben. Die verschiedenen Ebenen werden in Abbildung 4.7 an-
hand eines Beispieles dargestellt. Das umfasst bei der Beschreibung eines Kor-
pus
”
deu news 2010 100K“ die Layer
”
Corpus“ (Angaben zum gesamten Text-
korpus),
”
Data Provider“ (Anbieter von Rohtextmaterial, z.B. einzelne Web-
domains),
”
Source“ (einzelne Rohtextdokumente) sowie
”
Sentence“ (einzelne
Sa¨tze). Dabei werden diese Strukturelemente durch vier spezifische CMD-Profile
beschrieben. Alle Bestandteile des Korpus lassen sich durch persistente Iden-
tifikatoren adressieren und entsprechende Beschreibungen in CMD, sowie die
eigentlichen Rohdaten in u¨blichen Formaten, u¨ber Webservices abfragen.
Aus Performanzgru¨nden werden nicht alle CMD-Instanzen u¨ber OAI-PMH zur
Verfu¨gung gestellt. Die o¨ffentliche Sicht auf die Korpora wird dabei auf die obe-




Data Provider“) beschra¨nkt. Durch Ver-
linkung unter den einzelnen CMD-Instanzen besteht allerdings die Mo¨glichkeit,





gen. Die einzelnen Metadateninstanzen werden on-the-fly auf der Basis vorhan-
dener relationaler Datenbanken generiert und gecacht. Die CMD-Daten stellen
hier also eine alternative Kodierung der Informationen dar, die bereits in ande-
ren Formaten vorliegen und vor der Verwendung der CMDI schon in diversen
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Anwendungen zum Einsatz kamen9.
4.6.2 Beispiel 2: Deutsches Textarchiv DTA
Das Deutsche Textarchiv (DTA10) widmet sich der Erschließung deutschspra-
chiger Texte des 17., 18. und 19. Jahrhunderts. Die DTA-Plattform stellt dabei
Nutzeroberfla¨chen zur Verfu¨gung, die die Annotation TEI P5-basierter Doku-
mente erlauben. Der dokumentenzentrierte Ansatz des DTA zeigt sich auch in
der Struktur der genutzten CMD-Metadaten. Dabei werden vorhandene Metada-
ten, die bereits in den jeweiligen TEI-Headern abgelegt sind, u¨ber einfache Trans-
formationen in ein dem TEI-Header nachgebildetes CMD-Schema u¨berfu¨hrt.
4.6.3 Beispiel 3: The Mind Research Repository
Das Mind Research Repository11(Schuster (2015)) ist ein Repositorium fu¨r den
Zugriff auf wissenschaftliche Publikationen mit einem Fokus auf den Bereich Psy-
chologie. Das System erlaubt Autoren, neben den eigentlichen Vero¨ffentlichun-
gen, auch die dazugeho¨rigen Forschungsdaten und Analyseskripte zur Verfu¨gung
zu stellen (sogenannte
”
Paper packages“). Das MRR stellt die, in das Repositori-
um aufgenommenen, Vero¨ffentlichungen mittels eines (spezifisch fu¨r diese Paper
Packages erstellten) CMD-Profils via OAI-PMH zur Verfu¨gung. Das verwendete
CMD-Profil nutzt als Vorlage das popula¨re MODS-Format und erga¨nzt dies mit
weiteren, fu¨r das Repositorium relevanten, Zusatzinformationen.
4.6.4 Beispiel 4: SFB 673
”
Alignment in Communication“
Der Sonderforschungsbereich SFB 673 erforscht Prozesse der Ausrichtung in der
Kommunikation als Alternative zu anderen Theorien menschlicher Kommuni-
kation (Wachsmuth et al. (2013)). Wichtige Unterstu¨tzung fu¨r diese Forschung
sind multimodale Korpora wie das SaGA-Korpus. Mitarbeiter des SFB fu¨hr-
ten vor der Integration in CLARIN eine kritische Analyse bestehender CMD-
Profile fu¨r multimodale Korpora durch (Freigang und Bergmann (2013)). Fu¨r
die vorgefundenen Problemfa¨lle wurden speziell Lo¨sungsansa¨tze entwickelt, um
eine ada¨quate und detaillierte Beschreibung einzelner, relevanter Ressourcen zu
ermo¨glichen.
4.6.5 Beispiel 5: Zentrum LINDAT/CLARIN
Das LINDAT/CLARIN-Zentrum12 ist der tschechische Beitrag zu verschiedenen
Infrastrukturprojekten fu¨r die Sprachforschung. Neben dem Fokus auf tschechi-
sche Sprachressourcen bietet das Zentrum auch aktiv die Katalogisierung und
9Fu¨r weitere Details zur Ressourcenstrukturierung und Bereitstellung von LCC-Korpora,
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Bereitstellung von Ressourcen externer Wissenschaftler an. Fu¨r diesen Zweck
werden Webformulare angeboten, u¨ber die entsprechende Metadaten erstellt
werden ko¨nnen. Unterstu¨tzt werden unterschiedliche Ressourcentypen (wie Kor-
pora, Lexika, Werkzeuge etc.), die mittels verschiedener (teils OLAC-basierter)
Metadatenschemata beschrieben werden.
4.7 Unterstu¨tzende Werkzeuge
Um einen umfassenderen U¨berblick u¨ber die CMD-Infrastruktur zu bekom-
men und mo¨gliche Querbeziehungen zwischen ihren Bausteinen einscha¨tzen zu
ko¨nnen, werden im Folgenden kurz zentrale Dienste vorgestellt, die im Rahmen
der CMDI angeboten werden bzw. die CMD-basiert Dienste in der CLARIN-
Infrastruktur bereit stellen. Die bereits erwa¨hnte Component Registry zur Ver-
waltung und Erstellung von CMD-Komponenten und Profilen ist hiervon aus-
genommen.
4.7.1 Instanzeneditoren
Im Rahmen der CMDI wurden diverse Editoren entwickelt, die die Erstellung
von CMD-basierten Metadaten erleichtern sollen. Diese wenden sich typischer-
weise an Fachwissenschaftler, die fu¨r einzelne Ressourcen Metadaten erstellen
wollen. Der Grad der Nutzerunterstu¨tzung (zum Beispiel durch Vorgabe sinn-
vollen Vokabulars) und auch des Funktionsumfangs variiert dabei deutlich. Es
existieren neben einfachen formulargestu¨tzten Diensten (wie zum Beispiel das
ZVdR Germ-Formular13) auch komplexe Editoren. Beispiele fu¨r solche Editoren,
die die Erstellung von Instanzen entsprechend beliebiger CMD-Profile erlauben,
sind Arbil (Withers (2012)), Proforma14 oder COMEDI (Lyse et al. (2015)). Fu¨r
gro¨ßere Kollektionen ist die Erstellung u¨ber diese Editoren allerdings untypisch;
in solchen Fa¨llen werden Metadateninstanzen meist automatisch generiert.
4.7.2 Aggregatoren
Durch die verteilte Struktur des CLARIN-Projektes und den Einsatz von OAI-
PMH als Schnittstelle der Metadatenauslieferung besteht ein Bedarf an Me-
tadatenaggregatoren, deren Aufgabe die periodische Abfrage aller im Verbund
registrierten Zentren bzw. ihrer Endpunkte ist. Dies wird in CLARIN durch
den CLARIN OAI Harvester15 u¨bernommen, der pro Woche zwei Download-
vorga¨nge durchfu¨hrt und die gesammelten Metadaten an einer zentralen Stelle
zur Verfu¨gung stellt. Neben diesem existieren noch weitere Harvester, die meist
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4.7.3 Kataloge
Es stehen diverse Dienste zur Verfu¨gung, die die gesammelten Metadaten auf-
bereiten und dem Endnutzer fu¨r Anfragen zur Verfu¨gung stellen. Die meisten
der vorhandenen Katalogdienste extrahieren Informationen aus CMD-Instanzen
und erlauben Anfragen u¨ber eine facettierte Suchfunktionalita¨t. Zu diesen Ka-
talogen geho¨ren unter anderen der Meertens Institute CMDI Catalogue16 oder
der NaLiDa Faceted Browser17 (Barkey et al. (2011)).
Bezu¨glich Anzahl der Nutzeranfragen ist allerdings das Virtual Language Ob-
servatory18 (VLO) die wichtigste Suchmaschine fu¨r CMD-Metadaten. Da es der
zentrale Anlaufpunkt fu¨r interessierte Nutzer ist und den gesamten Bestand an
o¨ffentlich abfragbaren CMD-Instanzen entha¨lt, sei die Funktionsweise hier et-
was detaillierter dargestellt. Das VLO ist eine facettierte Suchmaschine fu¨r alle
frei verfu¨gbaren CMD-Metadaten. Es unterstu¨tzt dabei sowohl die Volltextsu-
che als auch die Eingrenzung der Suchmenge u¨ber verschiedene Facetten. Ent-
sprechend der Verankerung von CMD-Metadaten in semantischen Registraturen
wurde fu¨r die Definition jeder Facette eine Menge relevanter Konzepte bestimmt.
Alle Instanzwerte aus Elementen mit dem entsprechenden Konzeptlink werden
anschließend fu¨r die Befu¨llung der jeweiligen Facette beru¨cksichtigt19. Anschlie-
ßend werden diverse Nachbearbeitungsschritte durchgefu¨hrt, die die Qualita¨t
der dargestellten Informationen erho¨hen bzw. diese vereinheitlichen. Fu¨r eine
detaillierte Darstellung des gesamten Vorgangs siehe auch van Uytvanck et al.
(2012).
4.7.4 Auswahl CMD-basierter Dienste
Diverse Dienste der CLARIN-Infrastruktur u¨bernehmen Informationen direkt
aus den CMD-Instanzdaten. Dabei ist die Bekanntgabe verfu¨gbarer Services bzw.
Schnittstellen durch die jeweiligen Anbieter und Metadatenersteller der typisch-
ste Fall. Auf der Basis entsprechender Angaben in CMD-Instanzen werden die
Anwendungen entsprechend vorkonfiguriert bzw. geben dem Nutzer mo¨gliche
Optionen vor. Dies umfasst unter anderem eine SOA zur Korpus- und Lexikonan-
notation (WebLicht, Hinrichs et al. (2010)), die auf dieser Basis Kenntnis u¨ber
verfu¨gbare Annotationswebservices gewinnt, oder auch die verteilte Inhaltssuch-
maschine CLARIN Federated Content Search FCS20, die u¨ber die Abfragbarkeit





19Fu¨r genauere Informationen zur aktuellen Konfiguration und dem Verha¨ltnis zu einzelnen




5 Probleme der verteilten Konzept-,
Schema- und Instanzenerstellung
5.1 Konsequenzen kollaborativer Arbeit in
komplexen Systemen
Das Gesamtsystem der Component Metadata Infrastructure setzt fu¨r den ty-
pischen Metadatenerstellungsprozess die Nutzung verschiedener Teilsysteme vor-
aus1. Konkret bedeutet dies, dass die Nutzung dieser Infrastrukturbausteine den
Einsatz von Metadaten (vor allem im Sinne ihrer
”
Auswertbarkeit“) in einem
nicht zu unterscha¨tzenden Maße beeinflussen. Fu¨r einzelne Teilnehmer am Ver-
bund kann dieser Arbeitsprozess ausschließlich aus der Erstellung schemakon-
former XML-Dateien bestehen, aber auch in diesen Fa¨llen wirken sich, durch
andere Nutzer bereits getroffene, Entscheidungen in fru¨heren Arbeitsschritten
unmittelbar auf die erstellten Instanzen aus.
Fu¨r die Generierung von CMD-Schemata spielen bzw. spielten insbesondere
die Datenkategorie-Registratur ISOcat und der Erstellungsprozess in der Com-
ponent Registry eine herausragende Rolle. Im Folgenden wird deshalb auf beide
Systeme na¨her eingegangen und grundsa¨tzliche Probleme erla¨utert bzw. Erfah-
rungswerte dargestellt.
Die auf der Basis dieser Werkzeuge erstellten Metadateninstanzen stellen weit-
gehend das Ru¨ckgrat des CLARIN-Projektes dar. Da sich hier Fehler unmittel-
bar auswirken und die Nutzung der gesamten Infrastruktur beeinflussen, mu¨ssen
zwangsla¨ufig Verfahren gefunden werden, ihnen zu begegnen. In CLARIN werden
seit Jahren verschiedene Ansa¨tze eingesetzt, um die allgemeine Metadatenqua-
lita¨t zu erho¨hen. Auf die verwendeten Strategien wird deshalb ebenfalls kurz
eingegangen.
5.2 Erstellung von Datenkategorien als kollaborative
Arbeit
Die Data Category Registry (DCR), im Rahmen dieser Arbeit kurz nach ihrer
letzten Implementierung ISOcat, wurde seit 2008 durch das ISO Technical Com-
mittee 37 (TC37) entwickelt, um standardisierte Datenkategorien auf der Ba-
1Eine einfache U¨bersicht des typischen Arbeitsprozesses wurde bereits in Abbildung 4.4 dar-
gestellt.
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sis von ISO 11179-1:2004, ISO 12620:1999 bzw. ISO 12620:2009 bereitzustellen.
Datenkategorien werden in diesen Standards als Konzepte angesehen, die mit





value domain“) angereichert sind.
Die Grundidee der DCR ist die zentrale Definition wiederverwendbarer Da-
tenkategorien, um diese zur Beschreibung von (Sprach-)Ressourcen einzuset-
zen. Die sich dadurch ergebende feste Semantik von Datenkategorien (definiert
u¨ber natu¨rlichsprachliche Definitionen und konkrete Beispiele) wird als wichti-
ger Baustein bzw. Grundlage fu¨r die Herstellung von Interoperabilita¨t zwischen
Ressourcen (z.B. u¨ber auf ISOcat-Kategorien aufbauende Doma¨nenontologien)
gesehen. ISOcat wurde bewusst als vergleichsweise offenes System konzipiert,
das nach erfolgter Anmeldung jedem Nutzer die Erstellung neuer privater Da-
tenkategorien erlaubt. Sogenannte
”
Thematic Domain Groups“ (TDG) sollten
in Form von Peer-Reviews den Bestand sichten und relevante, sauber definierte
Datenkategorien als offiziellen Standard markieren.
Zu den Anwendern dieser DCR geho¨rt die CMDI, die bevorzugt in ISOcat
generierte Datenkategorien fu¨r die Annotation von Elementen, Komponenten
usw. u¨ber Konzeptlinks nutzte und deren Einsatz durch Unterstu¨tzung in den
entsprechende Werkzeugen (z.B. in der Component Registry) erleichterte. Mit
dieser Entscheidung geho¨rte die Suche nach passenden bzw. bei Bedarf die Er-
stellung neuer Datenkategorien zum typischen Arbeitsprozess bei der Erstellung
neuer Metadatenschemata in der CMDI. Als problematisch stellten sich dabei
unterschiedliche Faktoren heraus, von denen im Folgenden auf drei Beispiele
eingegangen wird:
5.2.1 Komplexita¨t des Datenmodells
Das in ISO 12620:2009 spezifizierte Datenmodell sieht die Unterscheidung von
Datenkategorien in verschiedene Typen vor: einfache (
”
simple“) Datenkategori-
en, die keine Werte tragen ko¨nnen (damit in erster Linie zur einfachen Annota-
tion geeignet sind) sowie komplexe (
”
complex“) Datenkategorien, die Werte mit
verschieden stark restringierten Wertebereichen enthalten ko¨nnen. Mo¨glich sind





feminin“ als mo¨glicher Inhalt der Datenkate-
gorie
”
Geschlecht“), die Angabe eines XML-Schema basierten Datentyps, sowie
das vo¨llige Fehlen jeder Restriktion (
”
open data categories“)2.
Diese vergleichsweise umfangreiche und fu¨r unerfahrene Nutzer teils wenig in-
tuitive Unterscheidung fu¨hrt im Zusammenspiel mit der Komponentenerstellung
in CMDI zu einem Synchronisierungsproblem. Fu¨r eine angemessene Veranker-
ung von CMD-Bausteinen in ISOcat ist nicht nur die passende Definition, son-
dern auch der passende Datenkategorie-Typ erforderlich. Um Widerspru¨che zu
vermeiden, muss dieser aber zwangsla¨ufig mit der in CMD-Komponenten vor-
gegebenen Datenmodellen u¨bereinstimmen. Unter anderem kommen damit fu¨r
2Fu¨r eine umfangreichere U¨bersicht siehe auch Kemps-Snijders et al. (2008).
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CMD-Elemente, die ein konkretes Vokabular vorgeben, nur komplexe Datenka-
tegorien mit kompatiblem Wertebereich als Annotation in Frage. Diese Parallel-
entwicklung setzt eine hohe Disziplin beim einzelnen Schemaersteller voraus und
erho¨ht dessen Zeit- und Arbeitsaufwand enorm. In der Praxis zeigte sich, dass
diese, teils sehr subtilen, Unterschiede durch die Metadatenersteller weitgehend
ignoriert wurden.
5.2.2 Mangelnde Supervision
Die Auswahl und Auszeichnung konkreter ISOcat-Eintra¨ge als o¨ffentliche, stan-
dardisierte Datenkategorien wurde zu keinem Zeitpunkt im erwarteten Rahmen
durch die Thematic Domain Groups durchgefu¨hrt. Im Ergebnis waren selbst
sauber definierte Datenkategorien, die in der CMDI bereits u¨ber Jahre im Ein-
satz waren, nicht als offizielle Standards anerkannt und konnten entsprechend
nicht neuen Nutzern bevorzugt pra¨sentiert werden. Gleichzeitig existierten eher
wenige Maßnahmen, um die Qualita¨t von Datenkategorien auf einem hohen Ni-
veau zu halten. Dies betrifft unter anderem die (optionale) Angabe konkreter
Beispiele zur Illustration des Einsatzzweckes, die U¨bersetzung der obligatori-
schen englischsprachigen Angaben in weitere Sprachen oder die Pra¨zision und
Aussagekraft der gewa¨hlten (Volltext-)Definitionen3.
5.2.3 Dublettenerstellung
Die beiden erwa¨hnten Probleme fu¨hren zwangsla¨ufig zur Erstellung von Daten-
kategorien, die bezu¨glich ihrer Definition identisch bzw. sehr a¨hnlich sind oder
sich nur in ihrer
”
Conceptual Domain“ unterscheiden. Daru¨ber hinaus ist die
Auswirkung beno¨tigter Spezifita¨t von Datenkategorien, fu¨r die Verwendung in
einzelnen Doma¨nen, nicht zu unterscha¨tzen. Dabei entstehen Datenkategorien
deren Definitionsunterschiede, fu¨r den in der jeweilige Doma¨ne nicht beheima-
teten Benutzer, kaum zu fassen sind4. Auch die direkte U¨bernahme von Defini-
tionen aus bereits vorhandenen Vokabularen (zum Beispiel aus TEI-Elementen)
fu¨hrte zur Generierung immer neuer (partiell) synonymer Datenkategorien.
Als Folge scheint die semi-automatische Aufarbeitung des Gesamtbestandes
aller ISOcat-Datenkategorien (mit dem Teilziel der Erkennung mo¨glicher Dublet-
ten) eine hilfreiche, unterstu¨tzende Maßnahme zu sein. Hier haben sich einfache
Matchingverfahren als sehr hilfreich erwiesen. In einer Testimplementierung zur
Bestimmung sich a¨hnelnder Datenkategorien wurden zum Beispiel die folgenden
Verfahren eingesetzt (Tiepmar (2013)):
• Stringa¨hnlichkeit der Datenkategorie-Namen auf Basis der Levenshtein-
Distanz,




Indication of the type of a corpus as a specialised corpus.“ verwiesen.
4Unter anderem gilt dies fu¨r die diversen ISOcat-Datenkategorien zur Beschreibung eines
”
Korpus“ (u.a. DC-4046, DC-4361 oder DC-5158).
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• U¨bereinstimmende signifikante Terme in Volltextelementen ihrer Defini-
tionen, bestimmt u¨ber die Signifikanz der Abweichung ihrer Ha¨ufigkeit in
Bezug auf ein ISOcat-Referenzkorpus,
• die Charakterisierung angegebener Beispiele u¨ber die Verwendung ver-
schiedener Zeichenklassen, sowie
• die Expansion der Datenkategorienamen unter Zuhilfenahme der WordNet-
Synsets (Fellbaum (1998)).
Dabei stellten sich die Verfahren auf Basis von Namensa¨hnlichkeit sowie das
gemeinsame Vorkommen signifikanter Terme in der Evaluierung bzgl. manu-
ell erstellter Relationen der bereits erwa¨hnten RELcat-Registry als besonders
erfolgreich heraus5 und zeigten die teils hohe Redundanz der erstellten Daten-
kategorien6.
Grundsa¨tzlich fu¨hrt die große Anzahl erstellter Datenkategorien (Ende 2014
u¨ber 5000 Eintra¨ge) zu einem hohen Einarbeitungs- bzw. Suchaufwand bei Nut-
zern und erfordert teils hohe Kompetenz im Versta¨ndnis sehr spezifischer Kon-
zepte. Fu¨r die Erstellung von CMD-Komponenten hat dies zur Folge, dass die
konkrete Annotation einzelner Elemente sowie deren Angemessenheit massiv von
der Gru¨ndlichkeit der Recherche des jeweiligen Erstellers abha¨ngt.
5.2.4 Konsequenzen
Als Konsequenz aus den erkannten Unzula¨nglichkeiten wurde das ISOcat-System
im Rahmen der CMDI durch eine CLARIN Concept Registry (CCR) ersetzt. Ei-
ne umfangreichere U¨bersicht u¨ber die Gru¨nde des Scheiterns wurde durch Bro-
eder et al. (2014) erstellt. Im Vergleich zu ISOcat sind zentrale Unterschiede
des neuen Systems das deutlich vereinfachte Datenmodell (u.a. ohne die Unter-
scheidung zwischen komplexen und einfachen Datenkategorien) sowie die Been-
digung der sehr offenen Erstellungspolitik: neue Konzepte werden erst nach Ent-
scheidung durch eine zentrale Instanz in die Registratur aufgenommen (Wright
et al. (2014)). Die in CMDI genutzten ISOcat-Datenkategorien wurden in CCR-
Konzepte u¨berfu¨hrt und bestehende Konzeptlinks automatisch umgeschrieben.
Abha¨ngige zentrale Werkzeuge mussten ebenfalls entsprechend angepasst wer-
den.
5.3 Schemaerstellung als kollaborative Arbeit
Die Erstellung der einzelnen CMD-Komponenten bzw. Profile im Rahmen der
zentralen Component Registry (CR) ist als sehr offener und durch nur weni-
5Dies deckt sich mit Erfahrungswerten des Schema Matchings (siehe zum Beispiel deren
Einsatz in einer Vielzahl von Matching-Systemen nach Rahm und Bernstein (2001)).
6Diese Aussage bezieht sich allerdings ausschließlich auf die Nutzung im Rahmen der CMDI.
In anderen Kontexten kann diese Ausdifferenzierung natu¨rlich durchaus relevant sein.
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ge (meist technisch bedingte) Einschra¨nkungen gepra¨gter Prozess wichtiger Be-
standteil der MD-Erstellung in CLARIN. Auch hier existieren wiederum wenige
integrierte Werkzeuge, um die Schemaersteller bei ihrer Arbeit zu unterstu¨tzen.
Dazu geho¨rt unter anderem das Fehlen automatisch generierter Hinweise auf
bereits existierende a¨hnliche Komponenten, Hilfestellung zur vollsta¨ndigen An-
notation von CMD-Bausteinen durch Konzeptlinks, Kriterien zur Bewertung der
Entwurfsqualita¨t oder anwendungsspezifische Anforderungen an Komponenten
auf die im Rahmen dieser Arbeit noch na¨her eingegangen werden.
Die Flexibilita¨t der CMDI beruht nicht zuletzt auf den vergleichsweise weni-
gen Restriktionen, die durch ihre Spezifikationssprache (die Component Specifi-
cation Language CCSL) auf der Basis von XML vorgegeben werden. Fu¨r jeden
Schemaersteller bedeutet dies zwangsla¨ufig sich unter einer großen Anzahl ver-
schiedener Modellierungsmo¨glichkeiten fu¨r eine konkrete Umsetzung entscheiden
zu mu¨ssen. Dies umfasst unter anderem die Frage nach der finalen Tiefe des
Schemas, mo¨glicher U¨bernahme bestehender Komponenten, mo¨gliche Nutzung
von Attributen zur Kodierung von Inhalten usw. Die CMDI gibt in dieser Hin-
sicht keine Richtlinien vor; als Konsequenz sind in der Praxis die verschiedensten
Ansa¨tze vorzufinden (siehe auch Kapitel 6).
Offizielle und leicht auffindbare Dokumentation ist derzeit nur im geringen
Umfang vorhanden7 oder nur u¨ber umfangreiche Suchvorga¨nge aufzufinden. Vor-
handene Werkzeuge wie zum Beispiel der SMC-Browser (Durco und Windhouwer
(2014b)) oder der VLO Facet Mapper8 liegen zwar vor, sind aber nicht direkt in
den Erstellungsprozess integriert. Bestehende Werkzeuge betrachten dazu meist
nur vollsta¨ndige Komponenten bzw. Profile9. Diese eher statische Sicht stellt
allerdings wenig Hilfe bei der Kombination von Komponenten zu neuen, kom-
plexen Schemata zur Verfu¨gung.
Der Vero¨ffentlichungsprozess der CR unterscheidet sich von der Handhabung
in ISOcat. Komponenten ko¨nnen typischerweise
”
privat“ (nur sichtbar fu¨r den
Ersteller) oder
”
public“ (sichtbar fu¨r jeden Nutzer) sein. Kollaborative Elemente
hat die CR erst mit der spa¨teren Unterstu¨tzung von Nutzergruppen erhalten.
U¨ber den Status seiner Komponente entscheidet jeder Nutzer selbst. Um die Va-
lidita¨t von Instanzdateien nicht zu gefa¨hrden, bedeutet die Vero¨ffentlichung ein
”
Einfrieren“ der Komponente, die spa¨tere Anpassungen weitgehend verhindert.
Als Konsequenz ist die mo¨glichst lange
”
private“ Nutzung von Komponenten
ha¨ufig anzutreffen, da in dieser Zeit noch beliebige U¨berarbeitungen mo¨glich
sind, ohne sofort Anpassungen in den Instanzdaten (wie der Verweis auf das
gu¨ltige Schema) vornehmen zu mu¨ssen.
Daru¨ber hinaus existiert auch in der CR keine Instanz, die bei offensichtlich
problematischer Schemaerstellung regulierend eingreifen ko¨nnte. Nachtra¨gliche
Anpassungen sind zwar (im geringen Rahmen) mo¨glich, der teilweise hohe Fol-
7Siehe zum Beispiel den eher kleinen
”
CMDI Best Practice Guide“ (https://www.clarin.
eu/content/cmdi-best-practice-guide (Stand 20.05.2016)).
8https://lux17.mpi.nl/isocat/clarin/vlo/mapping/index.htm (Stand 10.03.2015)
9Dies gilt auch fu¨r bestehende Dokumentation, zum Beispiel in Form empfohlener Kompo-
nenten: https://www.clarin.eu/faq-page/273#t273n3491 (Stand 20.05.2016).
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geaufwand durch Anpassungen vieler Instanzdateien schra¨nkt allerdings dieses
Mittel auf die Umsetzung eher geringfu¨giger A¨nderungen ein10.
5.4 Einsatz einfacher instanzbasierter
Qualita¨tsbewertung
Die letztlich u¨ber die OAI-PMH-Endpunkte ausgelieferten Metadateninstanzen
sind zwangsla¨ufig das Produkt dieser sehr freien, wenig reglementierten Ar-
beitsprozesse. Wie bereits dargestellt, sieht die vorhandene Literatur bezu¨glich
ihrer Qualita¨tsbewertung verschiedene Ansa¨tze vor, die auf den Bereich der kom-
ponentenbasierten Metadaten mehr oder weniger gut u¨bertragbar sind. Hervor-
zuheben ist allerdings, dass eine rein
”
technische“ Bewertung in der Literatur
vergleichsweise wenig Raum einnimmt, sondern meist als Basis fu¨r komplexere
Analysen (und somit als Selbstversta¨ndlichkeit) vorausgesetzt wird. Zu diesen
grundlegenden Voraussetzungen geho¨ren unter anderem die Validita¨t von In-
stanzen bzgl. ihrer formalen Strukturbeschreibung (fu¨r die CMDI also vor allem
XML Schema), die konsistente Nutzung von Vokabular durch den gleichen An-
bieter oder die Einhaltung zentraler Grundsa¨tze der eindeutigen Adressierbarkeit
von Ressourcen.
Zur Verdeutlichung des Problems werden im Folgenden einige Beispiele auf-
gefu¨hrt, die die Bandbreite solcher Versto¨ße aufzeigen sollen. Sie teilen die aus ih-
nen erwachsenden Konsequenzen fu¨r ihren Einsatz in einer stark integrierten und
metadatenbasierten Infrastruktur wie CLARIN. Da die konkreten Auspra¨gun-
gen hier vor allem als Indikator fu¨r eine zu schwache Supervision im gesamten
Verbund gesehen werden (ohne die Verantwortung der einzelnen Anbieter fu¨r
ihre Metadaten in Abrede zu stellen) wird bewusst auf die Nennung konkreter
Zentren bzw. Projektteilnehmer verzichtet.
• Die Auswertung strukturierter Metadaten setzt typischerweise voraus, dass
diese ein, bezu¨glich einer formalen Strukturbeschreibung,
”
gu¨ltiges“ (vali-
des) Dokument darstellen. Erst diese Konformita¨t ermo¨glicht dessen sys-
tematische Verarbeitung. Analysen fu¨r den Instanzenbestand zeigen aber,
dass dies in großen Teilen nicht der Fall ist. Zum Crawlingzeitpunkt April
2016 waren etwa 17% aller ausgelieferten CMD-Instanzen nicht valide. Ob-
wohl dies eine deutliche Verbesserung gegenu¨ber a¨lteren Datenbesta¨nden
darstellt (mit einem Anteil von teils u¨ber 30%) liefern weiterhin etwa 40%
aller Zentren mindestens eine
”
kaputte“ Metadateninstanz aus. Fu¨r ein-
zelne Zentren liegt die Quote invalider Dokumente bei bis zu 100%11.
• Die eindeutige Adressierbarkeit von CMD-Metadaten wird u¨ber den
”
Md-
SelfLink“-Eintrag im CMD-Instanzenheader sichergestellt. Empfohlen wird
10Zum Beispiel auf das Nachtragen fehlender Konzeptlinks.
11Diese Ergebnisse basieren weitgehend auf der Software
”
CMDIValidator“, entwickelt durch
Oliver Schonefeld (Institut fu¨r Deutsche Sprache).
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dabei die Nutzung eindeutiger Identifikatoren, wie zum Beispiel Digital
Object Identifier (DOIs) oder Handles. Diese werden ebenfalls genutzt um
Relationen zwischen Metadaten u¨ber dedizierte Elemente im Instanzenhea-
der (RessourceProxys) anzugeben. Im Rahmen von CMD-Metadaten und
(daru¨ber hinausgehend) in der gesamten CLARIN-Infrastruktur stellen sie
damit einen zentralen Grundstein dar. Allerdings kann auch hier nicht im-
mer von einer einheitlichen Verwendung ausgegangen werden. Problemfa¨lle
umfassen dabei die Angabe identischer Identifikatoren fu¨r unterschiedliche
Ressourcen, die Verwendung unterschiedlicher Identifikatoren fu¨r die glei-
che Ressource (z.B. Nutzung von sowohl Handle als auch URL) oder das
Fehlen eines solchen Eintrages in den Instanzen.
• Die Verwendung eines gemeinsamen Werte-Vokabulars stellt in fo¨derierten
Systemen zwangsla¨ufig ein Problem dar, da nicht von einer einheitlichen
Nutzung durch die verschiedenen Teilnehmer ausgegangen werden kann.
Fu¨r den Einsatz in zentralen Diensten sind damit ha¨ufig Kurationsmaß-
nahmen no¨tig, die terminologische Unterschiede ausgleichen sollen. Dieses
erwartbare Problem wird allerdings versta¨rkt, wenn die einzelnen Teilneh-
mer des Verbundes selbst fu¨r ihren lokalen (Meta-)Datenbestand eine sol-
che Einheitlichkeit nicht sicherstellen ko¨nnen. Dies umfasst den offensicht-
lichen Mangel an einheitlichen Erstellungsrichtlinien (die z.B. zu uneinheit-
licher Verwendung von Sprachen in Metadateninstanzen fu¨hrt) sowie eine
vo¨llig unsystematische Verwendung von Basisterminologie (zum Beispiel
die Verwendung von u¨ber einem Dutzend verschiedener Schreibweisen des
gleichen Institutsnamens in den Metadaten eines einzigen Anbieters).
5.5 Strategien zur Erho¨hung der Interoperabilita¨t in
CLARIN
Das Fehlen zentraler Instanzen, die die Einhaltung allgemeiner Grundsa¨tze des
Metadatenqualita¨tsmanagements durchsetzen ko¨nnten, die Flexibilita¨t des CMD-
Standards sowie der unterschiedliche Erfahrungsgrad der erstellenden Personen
bzgl. Metadatenqualita¨t fu¨hrt zwangsla¨ufig zu Problemen der Interoperabilita¨t
zwischen einzelnen Schemata sowie konkreten Metadateninstanzen. Bei letzteren
stellt vor allem auch der mangelnde Einsatz kontrollierter Vokabulare ein Pro-
blem dar. Deutlich wird dies zum Beispiel bei Aggregatoren, die die angebotenen
Metadaten fu¨r konkrete Anwendungszwecke aufbereiten, sowie strukturelle und
semantische Heterogenita¨ten ausgleichen bzw. beheben mu¨ssen.
Durch die steigende Anzahl genutzter CMD-Schemata sowie die Erweiterung
und Diversifikation der Nutzerbasis ist der Bedarf an ausgleichenden Maßnah-
men fu¨r die genannten Probleme kontinuierlich gewachsen. Im Rahmen von
CLARIN werden dabei insbesondere die folgenden Strategien verfolgt:
• Verbesserte Metadaten ko¨nnen sich direkt auf die Nutzbarkeit einer an-
gebotenen Ressource auswirken. Dies ist insbesondere in einer stark in-
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tegrierten Infrastruktur, die sich u¨ber Metadaten teils automatisch kon-
figuriert und steuert, ein wichtiger Anreiz fu¨r Ressourcenanbieter. Sehr
offensichtlich sind die Konsequenzen fu¨r das Fehlen wichtiger Angaben:
nur ein vorhandener Headereintrag fu¨r den CQL-Endpunkt einer Ressour-
ce fu¨hrt zu ihrem Listing im Rahmen der Federated Content Search (FCS);
in der gleichen Anwendung fu¨hrt ein fehlerhafter Eintrag zu falschen Abfra-
gen durch Endnutzer und unvollsta¨ndigen oder fehlenden Ergebnissen. Der
daraus resultierende Ansporn fu¨r die einzelnen Zentren erho¨ht die Wahr-
scheinlichkeit, dass Korrekturen vorgenommen werden. Dieser Ansatz sto¨ßt
allerdings an natu¨rliche Grenzen, wenn der Nutzen nicht derart unmittel-
bar erkennbar oder messbar ist (wie z.B. fu¨r die bessere Auffindbarkeit
in Suchmaschinen) oder fu¨r Ressourcen, die durch mittlerweile beendete
Projekte erstellt wurden und fu¨r deren Nachbearbeitung keine finanziellen
Mittel zur Verfu¨gung stehen.
• Dem mo¨glichen Wildwuchs von teils sehr a¨hnlichen CMD-Komponenten
soll durch die explizite Markierung empfohlener Komponenten begegnet
werden. Die Entscheidungen treffen dabei erfahrene Schemaersteller, die
fu¨r essentielle Informationsbedu¨rfnisse jeweils eine gelungene Komponente
als Empfehlung bzw. Referenz vorschlagen. Nutzer sollen bei der Entwick-
lung neuer Schemata vorzugsweise auf diese Teilmenge zuru¨ckgreifen und
einzelne Komponenten bei Bedarf an ihre konkreten Anforderungen an-
passen. Der aktuelle Bestand (Stand Ma¨rz 2016) umfasst 10 Komponenten
sowie 9 Profile.
• Dem Problem divergierender Wertevokabulare soll mit einer systemati-
schen Nachbearbeitung begegnet werden. Dabei werden fu¨r besonders rele-
vante Informationsarten genutzte Vokabulare analysiert und (wo mo¨glich)
auf ein einheitliches Vokabular abgebildet (King et al. (2015)). Die im
Rahmen des Kurationsprozesses erstellten Abbildungen werden anschlie-
ßend direkt fu¨r zentrale Dienste genutzt und erzielte Effekte systematisch
dokumentiert. Ziel ist der Aufbau einer Feedbackschleife, bei der getroffe-
ne Entscheidungen direkt als Anregung fu¨r mo¨gliche A¨nderungen an die
bereitstellenden Zentren zuru¨ckfließen. Diese Feedbackschleife wird in Ab-
bildung 5.1 dargestellt. Daru¨ber hinaus gibt es Bestrebungen in Metadaten
versta¨rkt kontrollierte Vokabulare in Form von Normdateien einzusetzen.
Vorhandene Implementierungen (z.B. durch den
”
OpenSKOS CLARIN Vo-
cabulary Service“ CLAVAS) werden bisher allerdings eher wenig genutzt.
5.6 Zusammenfassung
In der Betrachtung des Gesamtsystems CMDI wird deutlich, dass die teilwei-
se geringe Qualita¨t von Metadaten eine Folge verschiedener Faktoren ist. Unter
diese fa¨llt die sehr offene Konzeption der CMDI in Kombination mit nur wenigen
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Abbildung 5.1: Feedbackschleife im CLARIN-Metadatenqualita¨tsmanagement
bzw. kaum integrierten Systemen, die Nutzern (Schemaersteller, Instanzersteller,
auswertende Personen) unterstu¨tzend zur Seite stehen. Dem Problem wird der-
zeit hauptsa¨chlich durch eine hohe Fehlertoleranz in zentralen Komponenten
(z.B. durch nichtvalidierende Verarbeitung von CMD-Dokumenten) sowie durch
die nachtra¨gliche Verbesserung von Metadateninstanzen im Rahmen eines Ku-
rationsprozesses begegnet. Anreize fu¨r Metadatenanbieter zur Einhaltung von
Mindeststandards stellen vor allem eine verbesserte Sichtbarkeit ihrer Ressour-
cen in zentralen Anwendungen dar. Daru¨ber hinaus stellen Arbeitsgruppen Un-
terstu¨tzung, z.B. in Form mo¨glicher A¨nderungen, zur Verfu¨gung, die durch den
Anbieter nur noch auf seine Instanzen angewendet werden mu¨ssen.
Dabei stellt sich schon bei der Betrachtung sehr einfacher Qualita¨tskriterien
heraus, dass die gegenwa¨rtige Infrastruktur keine Institution aufweist, die in der
Lage ist auch nur einfache Qualita¨tsstandards zu erzwingen. Damit steht al-
lerdings die Nu¨tzlichkeit bereits etablierter oder auch zuku¨nftiger Maßnahmen,
die auch auf anderen Ebenen (wie in der Schemaerstellung oder bei der Nutzung
einheitlicher, zentrenu¨bergreifender Vokabulare) wirken sollen, in Frage. Eine In-
frastruktur, die die Auslieferung komplett invalider Dokumentenmengen durch
einzelne Zentren akzeptiert, wird kaum in der Lage sein, komplexere A¨nderungen
mit ho¨herem Arbeits- und Abstimmungsbedarf umzusetzen. Zentrale Arbeiten
an Metadatenqualita¨t sind damit weitgehend als reine Vorschlags- und Anre-
gungsfunktion zu verstehen; eine Umsetzung bleibt weiterhin freiwillig.
Das Scheitern der ISOcat/RELcat als ein a¨hnlich offenes System kann hier
eventuell als Anregung fu¨r mo¨gliche Anpassungen dienen. In diesem Fall wurde
als Konsequenz eines kaum mehr zu beherrschenden und uneinheitlichen Da-
tenbestandes eine zentrale Instanz eingefu¨hrt, die eine ungesteuerte und unko-
ordinierte Entwicklung verhindern soll. Eine solche
”
Gatekeeper“-Rolle ist im
Rahmen des CLARIN-Verbundes und seiner fo¨derierten Strukturen sicher nicht
mo¨glich und auch nicht wu¨nschenswert. Das weitgehende Ausblenden von Meta-
datenqualita¨t als gewichtigem Kriterium fu¨r die Nu¨tzlichkeit der Infrastruktur
kann allerdings zu a¨hnlichen Konsequenzen fu¨hren: zur Ausbildung inkompati-
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6.1 Entwurfsstrategien in komponentenbasierter
Schemaerstellung
In modernen Forschungsumgebungen werden Metadaten fu¨r verschiedene Ein-
satzzwecke genutzt. Dabei ist die Aggregation und Aufbereitung fu¨r den mensch-
lichen Endnutzer nur eine unter vielen Anwendungsfa¨llen. Wie bereits in Kapitel
4.5 dargestellt, nutzt ein Projekt wie CLARIN Metadaten fu¨r die Darstellung
vorhandener Ressourcen in zentralen Diensten mit einer menschlichen Zielgrup-
pe, aber auch fu¨r die vollautomatische Auswertung zur Konfiguration diverser
Werkzeuge. Dabei stellt der Verzicht auf ein einheitliches Metadatenschema und
das kontinuierliche Wachstum der Anzahl genutzter Profile eine Herausforderung
fu¨r die automatische Auswertung dar. Typischerweise werden große Metadaten-
besta¨nde (wie im Bibliothekswesen) gerade durch die Vereinbarung einheitli-
cher semantischer und auch syntaktischer Grundlagen erschließbar. Der bewuss-
te Verzicht auf ein solches Vorgehen birgt dabei die Gefahr der Auspra¨gung von
”
Insello¨sungen“ die im Rahmen eines fo¨derierten Systems nicht mehr sinnvoll
aggregierbar und auswertbar sind.
Die CMDI stellt keine spezifischen Anforderungen an die Art der Modellie-
rung, die fu¨r die Beschreibung einer Ressource eingesetzt wird. Dabei ist so-
wohl die Nutzung bereits existierender Schemata durch eine 1:1-Umsetzung (im
Rahmen einfacher Schema-Crosswalks) als auch eine vollsta¨ndige Neumodellie-
rung mo¨glich. Obwohl die Wiederverwendung existierender Komponenten expli-
zit empfohlen wird und den Erstellungsaufwand deutlich reduzieren kann, liegt
die Entscheidung letztlich immer im Ermessensspielraum des Schemaerstellers.
Im Bezug auf die Modularisierung (also die Ausnutzung der, im Rahmen der
CMDI ermo¨glichten, Unterstu¨tzung von Komposition aus Einzelkomponenten)
stellt sich damit sowohl die Frage bezu¨glich der Modellierung des Schemas als
auch bezu¨glich des Spezifita¨t der genutzten Datenkategorien beziehungsweise
Konzepte. Die Bedeutung eines konkreten MD-Elementes la¨sst sich dabei u¨ber
die Nutzung hochspezifischer Konzepte beschreiben (siehe zum Beispiel die Defi-
nition diverser Titelfelder in MARC 211). Alternativ kann aber auch auf eher all-
gemeine Konzepte zuru¨ckgegriffen werden, so dass sich die konkrete Bedeutung
einzelner Elemente erst im jeweiligen Kontext ergibt. Im Rahmen der CMDI (so-
1http://www.loc.gov/marc/bibliographic/bd20x24x.html (Stand 10.08.2015)
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wie auch modularer Ontologien) ist dies das bevorzugte Entwurfsmittel um die
Wiederverwendbarkeit einzelner Module in anderen Kontexten zu erleichtern.
Im Folgenden werden die zwei Strategien, denen sich die meisten CMD-Kom-
ponenten zuordnen lassen, anhand eines fiktiven Beispieles vorgestellt.
6.1.1 Flache Struktur mit spezifischen Konzepten
Ein Beispiel fu¨r eine flache Modellierung ist das Metadatenschema der Open Lan-
guage Archives Community2 beziehungsweise dessen Umsetzung in der CMDI3.
Wie bereits erwa¨hnt basiert das OLAC-Schema auf Simple und Qualified Dublin
Core und erlaubt daru¨ber hinaus Erweiterungen um an Community-spezifische
Bedu¨rfnisse angepasst zu werden. Die Umsetzung des OLAC-Originalschemas
in XML Schema erfolgt dabei weitgehend durch die beliebige Auswahl aller er-
laubten Elemente4 und generiert dabei Instanzdateien die Inhalt ausschließlich
in Tochterknoten des XML-Wurzelknotens enthalten. Abbildung 6.1 stellt diese
Form der Modellierung in einem Ausschnitt dar.
Dabei wird die Ressource (hier ein Korpus) durch verschiedene Elemente be-
schrieben. Dies beinhaltet unter anderem Angaben zur Sprache des Korpusma-
terials in Form eines CMD-Elementes sowie eine na¨here Beschreibung der Kor-
pussprache in einem zweiten. Eine weitere Strukturierung erfolgt dabei nicht.
In der Modellierung komponentenbasierter Metadaten entspricht dies der Defi-
nition einer einzelnen Komponente, die alle beno¨tigten MD-Elemente entha¨lt.
Gleichzeitig fu¨hrt diese Form der Strukturierung zu einem Bedarf an hochspe-
zifischen Konzepten, die die Semantik der einzelnen Elemente vorgeben. In der
Abbildung beno¨tigt damit das Element
”
LanguageDescription“ zu seiner Inter-




Anpassungen des Schemas an unterschiedliche Ressourcentypen erfolgt zwangs-
la¨ufig durch Anpassung der Semantik der einzelnen Elemente. Folgerichtig wird
dies im Rahmen von OLAC durch den bekannten Mechanismus der Dublin Core
Refinements umgesetzt und kann u¨ber die Angabe zusa¨tzlicher Attribute explizit
kodiert werden.
6.1.2 Modularisierte Struktur u¨ber generische Konzepte
Eine alternative Modellierung einer Korpusbeschreibung kann durch die Nut-
zung des Modularita¨tsgedankens erfolgen. Dabei werden gleichartige Informatio-
nen in Komponenten gebu¨ndelt und Profile aus der Kombination dieser Kompo-
nenten gebildet. Zur Verbesserung der Wiederverwendbarkeit ko¨nnen Konzepte
mit allgemeinerer Semantik verwendet werden; die konkrete Bedeutung ergibt
2http://www.language-archives.org/OLAC/metadata.html (Stand 10.08.2015)
3CMD-Profil OLAC-DcmiTerms (clarin.eu:cr1:p 1288172614026)
4In Version 0.4 durch ein xsd:choice mit maxOccurs=unbounded, http://www.
language-archives.org/OLAC/0.4/olac.xsd (Stand 20.03.2016).
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Abbildung 6.1: Flache Modellierung einer Korpusbeschreibung
Abbildung 6.2: Modulare Modellierung einer Korpusbeschreibung
sich erst aus der Verwendung der Komponente bzw. des Elementes im konkreten
Kontext (unter Feststellung des referentiellen Bezuges).
Abbildung 6.2 stellt diese Modellierungsform anhand eines Beispieles dar. Die
hier gewa¨hlte Form der Korpusbeschreibung entha¨lt weitgehend die gleichen
Angaben, wie das oben vorgestellte Beispiel einer flachen Strukturierung. Die
Sprache des Korpus sowie die betreuende Institution sind hier allerdings durch
spezielle Komponenten beschrieben. Als Konsequenz wird hier die sehr spezi-
fische Angabe
”
LanguageDescription“ (inklusive der Wahl eines entsprechend
spezifischen Konzeptes) durch ein Element
”
Description“ (mit der Konzeptse-
mantik
”
allgemeiner Beschreibungstext“) in einer ausgelagerten Komponente
”




6.1.3 Konzeptspezifita¨t und Modularita¨t in CMD-Schemata
Wie bereits dargestellt bildet die CMDI (bzw. ihre Spezifikationssprache CCSL)
nur den Rahmen fu¨r die Definition von Komponenten und deren Kombination
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zu Profilen. Auch die Verankerung der CMD-Bausteine in einer Datenkategorie-
/Konzeptregistratur erfolgt durch den jeweiligen Schemaersteller, ohne jede Form
externer Kontrolle. Folgerichtig werden im Bestand aller CMD-Schemata ver-
schiedenste Ansa¨tze der Nutzung von Komponenten und Konzepten verwen-
det. Fehlende Erstellungsrichtlinien und Supervision, sowie mangelnde Sorgfalt
bei der Erstellung von Komponenten und Profilen, fu¨hrt dabei teilweise zu
problematischen Konstrukten, die nicht der urspru¨nglichen Intention entspre-
chen und auch ha¨ufig kaum automatisch auswertbar sind. Konkret betrifft dies
die Nutzung hochspezifischer Konzepte in Komponenten, die fu¨r die Nutzung
in verschiedenen (bezu¨glich der Datenkategorie unpassenden) Kontexten einge-
setzt werden, allerdings auch die Verwendung sehr allgemeiner Konzepte fu¨r
Elemente, fu¨r die die eine deutlich spezifischere Semantik sinnvoll wa¨re. Auch
der bereits dargestellte Fall der mangelnden Annotation von CMD-Elementen
mit Konzepten erschwert bzw. verhindert die vollsta¨ndige automatische Ver-
arbeitung von Instanzdaten. Fu¨r die Komponente
”
ActorCharacteristics“ (cla-
rin.eu:cr1:c 1396012485086), in der von 13 CMD-Elementen nur vier mit Kon-
zeptlinks annotiert sind, bedeutet dies den Verlust wichtiger Information im
Rahmen von (eigentlich dafu¨r vorgesehenen) konzeptbasierten Verfahren.
Ein Beispiel fu¨r hochspezifische Konzepte unter gleichzeitiger Nutzung von
Modularita¨t ist das EMITX-Profil (clarin.eu:cr1:p 1407745711934), das fu¨r Res-
sourcen des Emblem Projekts Utrecht5 erstellt wurde. Das Profil nutzt a¨ußerst
spezifische Konzepte, um selbst vergleichsweise allgemeine Informationen zu an-









publisher“, die jeweils spezifisch fu¨r das Emblem-Projekt definiert wur-
den. Der Inhalt des Elementes
”
publicationYear“ wird zum Beispiel als
”
year of
publication of emblem book“ definiert6 (und analog fu¨r andere CMD-Elemente
des Profils). Damit stellt das Profil zwar ein sauber annotiertes Schema, fu¨r die
Angabe resourcenspezifischer Metadaten, dar, fu¨r die Auswertung des Profils in
Aggregatoren bedeutet allerdings die Nutzung weitgehend proprieta¨rer Konzep-
te einen gesonderten Anpassungsbedarf fu¨r dessen Verarbeitung. Gleichzeitig ist
das Profil ein Beispiel fu¨r die Nutzung von Komponenten zur Strukturierung
des Schemas. Diese sind allerdings in allen Fa¨llen sogenannte Inlinekomponen-
ten, die nur lokal fu¨r das jeweilige Profil generiert werden und damit nicht in






0431694580) verschiedene Komponenten, um die einzelnen Aspekte der zu be-
schreibenden Ressource (allgemeine Angaben, Informationen zum Erstellungs-
prozess, Gro¨ßenangaben etc.) darzustellen. Diese sind in allen Fa¨llen eigensta¨ndig
in der Component Registry aufgefu¨hrt und ko¨nnen somit auch durch andere
Nutzer verwendet werden. Die in den einzelnen CMD-Komponenten genutzten
Konzepte sind in vielen Fa¨llen ausreichend generisch, um auch in anderen Kon-
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”
GeneralInfo“ (clarin.eu:cr1:c 1290431694495), die in Umfang und semantischer
Verankerung fu¨r praktisch alle (Sprach-)Ressourcen nutzbar ist.
6.2 Auswertung bestehender Profile
Probleme bei der Auswertung von Metadaten werden spa¨testens bei ihrer auto-
matischen Verarbeitung deutlich. Schemata, die unter Zuhilfenahme menschli-
cher Intuition noch versta¨ndlich sind, ko¨nnen sich hier schnell als unzureichend
und als Fehlerquelle herausstellen. Im Rahmen der CMD-Infrastruktur existie-
ren mehrere Aggregatoren, die automatisch Instanzdateien auswerten und fu¨r
spezifische Anwendungen bereitstellen. Eine dieser Anwendungen ist das Vir-
tual Language Observatory (VLO). Wie bereits in 4.7 vorgestellt, ist das VLO
eine facettierte Metadaten-Suchmaschine, die Daten aus CMD-basierten Meta-
daten extrahiert, um den Nutzern eine Suchfunktionalita¨t und U¨bersicht u¨ber
vorhandene Ressourcen anzubieten.
Der im VLO genutzte Extraktionsprozess besteht aus zwei Schritten. Alle Fa-
cetten werden ausschließlich durch eine Menge von Datenkategorien/Konzepten
definiert (also u¨blicherweise basierend auf ISOcat/CLARIN Concept Registry,
Dublin Core oder MODS)78. Wa¨hrend des Importvorgangs werden alle Profil-
schemata auf Elemente u¨berpru¨ft, die mit relevanten Konzepten annotiert sind
(also Instanzen dieser Konzepte beinhalten ko¨nnen). Passende XPath-Ausdru¨cke
werden extrahiert und in einem zweiten Arbeitsschritt genutzt um relevante In-
halte aus den CMD-Instanzen zu extrahieren9. Abbildung 6.3 stellt diesen Ex-
traktionsprozess dar. Dieser rein auf Konzepten basierende Ansatz ermo¨glicht es
in Teilen semantische Heterogenita¨ten zu u¨berwinden und mit verschiedenen Me-
tadatenprofilen umzugehen. Offensichtlich orientiert sich der Prozess allerdings
an der Auswertung flacher Metadatenschemata mit hochspezifischen Datenkate-
gorien. Eine Ausnutzung der mo¨glicherweise vorhandenen Schemastruktur findet
dabei nicht statt.
6.2.1 Nutzerfeedback
Die Erfahrungen und Nutzerru¨ckmeldungen mehrerer Jahre zeigte allerdings,
dass die extrahierten Werte den Anspru¨chen der Nutzer und Metadatenanbieter
nicht immer genu¨gten. Das dringendste Problem stellte dabei die geringe Qua-
lita¨t der Facettenwerte dar, die sich durch Extraktion irrelevanter Werte aus den
Instanzdateien ergab.
7Zum Beispiel wird die Facette Sprache (Language) durch die folgenden ISOcat-
Datenkategorien (bzw. ihnen a¨quivalenten CCR-Konzepte) befu¨llt: 2482 (language Id),
2484 (language name), 5358 (language) und 5361 (language usage).
8Das System unterstu¨tzt auch die Extraktion durch statische XPath-Ausdru¨cke fu¨r die ein-
zelnen Facetten. Da diese allerdings nur eine tempora¨re Lo¨sung darstellen, werden sie im
Folgenden nicht beru¨cksichtigt.
9Fu¨r mehr Details siehe van Uytvanck et al. (2012).
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Abbildung 6.3: Extraktionsprozess des Virtual Language Observatory
Als Referenz fu¨r eine Evaluierung und weitere Verbesserungen wurden alle
Zentren des CLARIN-D-Projekts gebeten, manuell erstellte Abbildungen fu¨r die
von ihnen genutzten CMD-Profile bereitzustellen. Diese Abbildungen sollten fol-
gende Informationen enthalten:
• Whitelist: fu¨r jedes vom Zentrum genutzte Profil und jede VLO-Facette
eine Liste alle XPath-Ausdru¨cke, die bei der Extraktion beru¨cksichtigt
werden sollte
• Blacklist: fu¨r jedes vom Zentrum genutzte Profil und jede VLO-Facette
eine Liste alle XPath-Ausdru¨cke, die in der aktuellen VLO-Konfiguration
genutzt, aber eigentlich nicht beru¨cksichtigt werden sollte
Diese White- und Blacklists wurden durch die meisten Zentren zur Verfu¨gung
gestellt. Dabei wurden Abbildungen fu¨r 11 verschiedene CMD-Profile einge-
sandt10, die relevant fu¨r dreizehn verschiedene Facetten waren. Basierend auf
diesen Angaben wurde eine systematische Evaluation des Extraktionsprozes-
ses durchgefu¨hrt, um fu¨r jede Facette Precision und Recall zu bestimmen. Die
folgende Makroevaluation basiert auf den extrahierten XPath-Ausdru¨cken je
Profil, nicht auf der (deutlich ho¨heren) Menge extrahierter Werte aller CMD-
Instanzdateien. Die beiden Werte wurden folgendermaßen berechnet:
Precision =
|TP |








OLAC-DcmiTerms“ (clarin.eu:cr1:p 1288172614026) gab es leicht unter-
schiedliches Feedback durch zwei verschiedene Zentren.
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• TP die Menge aller XPath-Ausdru¨cke, die extrahiert wurden und bezu¨glich
des Feedbacks relevanten Inhalt fu¨r die jeweilige Facette enthalten,
• FP die Menge aller XPath-Ausdru¨cke, die extrahiert wurden und bezu¨glich
des Feedbacks keinen relevanten Inhalt fu¨r die jeweilige Facette enthalten
und
• FN die Menge aller XPath-Ausdru¨cke, die nicht extrahiert wurden, aber
bezu¨glich des Feedbacks relevanten Inhalt fu¨r die jeweilige Facette enthal-
ten
sind.
Zum Zeitpunkt der Evaluation wurden im gesamten CMDI-Verbund u¨ber 60
verschiedene Profile genutzt (als Schemata fu¨r ungefa¨hr 600.000 Dateien). Damit
stellen die folgenden Werte nur einen Einblick in die Ressourcen des deutschen
Teilprojektes CLARIN-D und nicht in das gesamte europa¨ische CLARIN-Projekt
dar. Fu¨r das CMD-Profil
”
OLAC-DcmiTerms“ (clarin.eu:cr1:p 1288172614026)
wurde per Zufall eine der beiden Ru¨ckmeldungen fu¨r die Evaluation ausgewa¨hlt.
Durch die Implementierungsdetails des verwendeten Extraktors konnten ei-
nige Elemente nicht extrahiert werden, obwohl sie durch die Datenanbieter als
relevant fu¨r mindestens eine Facette angesehen wurden. Dies betraf vor allem
Elemente, die nur in Abha¨ngigkeit von konkreten Attributwerten im Vaterkno-
ten als relevant eingestuft wurden. Der theoretische Maximalwert fu¨r den Recall
kann somit in der folgenden Evaluation nicht erreicht werden.
6.2.2 Einfacher Ansatz basierend auf Konzeptmengen
(Baseline)
Als Baseline wurde der urspru¨ngliche Extraktionsansatz (wie beschrieben in 6.2)
evaluiert, der bis Oktober 2013 genutzt wurde. Tabelle 6.1 entha¨lt die Resultate
bezu¨glich der urspru¨nglichen VLO-Konfiguration11.





Offensichtlich ist ein Hauptproblem die hohe Anzahl von Werten, die, obwohl
mit einem korrekten Konzept annotiert, von den Datenanbietern als fa¨lschlicher-
weise extrahiert betrachtet werden (false positives). Eine verbesserte Version des
VLO-Importers sollte also bevorzugt diese Anzahl deutlich verringern, ohne da-
bei den akzeptablen Recall zu mindern.
11Diese und alle weiteren Ergebnisse basieren auf den CMD-Schemata Stand November 2013.
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Profil-ID TP FP FN
clarin.eu:cr1:p 1369752611624 17 21 2
clarin.eu:cr1:p 1361876010680 5 4 2
clarin.eu:cr1:p 1345180279115 1 9 7
clarin.eu:cr1:p 1288172614026 6 2 1
clarin.eu:cr1:p 1369140737145 12 0 2
clarin.eu:cr1:p 1381926654508 6 41 1
clarin.eu:cr1:p 1336550377513 6 45 3
clarin.eu:cr1:p 1290431694581 20 69 3
clarin.eu:cr1:p 1324638957739 5 24 5
clarin.eu:cr1:p 1320657629644 6 31 1
clarin.eu:cr1:p 1290431694580 22 57 1
Summe 106 303 28
Tabelle 6.1: Ergebnisse fu¨r den urspru¨nglichen Extraktionsprozess (basierend
auf einfachen Konzeptmengen)
6.2.3 Manuelles Blacklisting
Als Konsequenz dieser unbefriedigenden Ergebnisse wurde der Extraktionpro-
zess durch ein einfaches Blacklisting-System erweitert, das es ermo¨glicht fu¨r je-
de Facette unerwu¨nschte XPath-Ausdru¨cke anzugeben, die bei der Extraktion
nicht beru¨cksichtigt werden. Diese XPath-Ausdru¨cke wurden auf der Basis des
Zentren-Feedbacks manuell der Konfiguration hinzugefu¨gt. Der gesamte Pro-
zess der Modifikation beinhaltete auch die Erkennung und Vermeidung wider-
spru¨chlicher Konfigurationen (durch widerspru¨chliches Feedback) und das semi-
automatische Generieren einer minimalen Regelmenge um eine unno¨tig umfang-
reiche Konfiguration zu vermeiden. Der gesamte Prozess (inklusive dreier Feed-
backrunden fu¨r besonders problematische CMD-Profile) beno¨tigte mehrere Per-
sonentage. Tabelle 6.2 stellt die Auswirkungen dieser Konfigurationsa¨nderung
dar.
Als Ergebnis reduzierte das Verfahren den Umfang fa¨lschlicherweise extrahier-




Trotzdem schien dieser Ansatz fu¨r eine langfristige Lo¨sung nicht akzeptabel
zu sein, da der manuelle Konfigurationsaufwand fu¨r jedes zusa¨tzliche Profil er-
neut zu erbringen wa¨re. Um einen verbesserten Extraktionsprozess ohne gro¨ßere
manuelle Eingriffe zu ermo¨glichen (im Rahmen des VLO aber auch anderer An-
wendungen, die auf der Extraktion CMD-basierter Metadaten basieren), schien
eine Erweiterung des naiven Extraktionsansatzes no¨tig.
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Profil-ID TP FP FN
clarin.eu:cr1:p 1369752611624 16 18 3
clarin.eu:cr1:p 1361876010680 4 2 3
clarin.eu:cr1:p 1345180279115 1 9 7
clarin.eu:cr1:p 1288172614026 6 2 1
clarin.eu:cr1:p 1369140737145 11 0 3
clarin.eu:cr1:p 1381926654508 6 28 1
clarin.eu:cr1:p 1336550377513 6 39 3
clarin.eu:cr1:p 1290431694581 19 4 4
clarin.eu:cr1:p 1324638957739 5 14 5
clarin.eu:cr1:p 1320657629644 6 0 1
clarin.eu:cr1:p 1290431694580 20 6 3
Summe 100 122 34
Tabelle 6.2: Ergebnisse fu¨r den urspru¨nglichen Extraktionsprozess mit einer ein-
fachen Blacklist
6.2.4 Kontextabha¨ngige Extraktion
Da CMD-Komponentenspezifikationen auf XML basieren, besitzen alle Profile
einen natu¨rlichen Strukturbaum, der Elemente und Komponenten zu komplexen
Strukturen verbindet. Demzufolge schien die Nutzung folgender Informationen
nu¨tzlich zu sein, um Werte auf der Basis ihres Kontextes zu extrahieren:
• Nutzung der natu¨rlichen Baumstruktur aller CMD-Dateien: ein intuiti-
ver Ansatz scheint die Annahme, dass Elemente von ihren Vorga¨ngerkno-





Person“ ist). Diese Hierarchien ko¨nnen dabei bis zum
Wurzelknoten genutzt werden.
• Die Komponentenstruktur stellt weitere Kontextinformationen zur Verfu¨gung.
Eine mo¨gliche Annahme ist, dass Komponentengrenzen (also Wurzelkno-
ten einer eigensta¨ndigen Komponente) relevantere Kontextknoten darstel-
len, da sie mit ho¨herer Wahrscheinlichkeit semantische und nicht nur struk-
turelle Bedeutung haben.
• Typen der ISOcat-Datenkategorien: einige ISOcat-Kategorien sind explizit
als Container12 kategorisiert. Diese Kategorien ko¨nnten sinnvolle Kandi-
daten sein, um Kontext fu¨r die ss in To¨chterknoten darzustellen. Aus den
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Zur Nutzung dieser Kontextinformationen wurden verschiedene Extraktions-
varianten implementiert13. Dabei werden alle XPath-Ausdru¨cke, die durch die
Baseline extrahiert wurden, bezu¨glich ihres Kontextes bewertet. Genutzt werden
dabei Mengen von Datenkategorien die akzeptable/nicht akzeptable Kontexte
darstellen. Fu¨r eine Korpusbeschreibung kann dies zum Beispiel bedeuten, dass





Erstellende Person“ aber irrelevant sein kann.
6.2.5 Next Conceptlink Context (NC)
Als Kontextkonzept eines CMD-Elementes wird der erste Vorga¨ngerknoten beru¨ck-
sichtigt, der mit einem Konzept annotiert ist. Als zusa¨tzlicher Parameter N kann
die Anzahl von Komponentengrenzen genutzt werden, um Mindestanforderung-
en an die
”
Lokalita¨t“ des Kontextes anzugeben (also die maximale Distanz zum
kontextgebenden Vorga¨ngerknoten in Anzahl der Kanten im XML-Baum). Die
Grundidee ist hierbei, dass Konzepte, die im XML-Strukturbaum weiter ent-
fernt sind, eine geringere Relevanz fu¨r die Interpretation des Elementes haben
ko¨nnten.
N ist dabei die Anzahl der Komponentengrenzen die beim Traversieren in
Richtung des Wurzelknotens u¨berquert werden, bis der erste mit einem Kon-
zept annotierte Knoten erreicht ist. Zum Beispiel schra¨nkt N=0 diese Suche auf
die Knoten in der gleichen Komponente ein. Falls keine Lokalita¨tsrestriktion
gewu¨nscht ist, kann N auch unbeschra¨nkt sein.
Abbildung 6.4 illustriert diese Idee fu¨r N=1. Im skizzierten Profil ist die Kom-
ponente Comp 1 mit einem Link auf die Datenkategorie DC-1 annotiert und
beinhaltet eine zweite Komponente Comp 2. Comp 2 entha¨lt wiederum eine In-
linekomponente Comp 2.1 und diese wiederum Comp 3. Comp 3 entha¨lt drei
Elemente. Dabei ist der Kontext des Elements 3.3 die Datenkategorie DC-3, da
sie die na¨chste Kategorie an einem Vorga¨ngerknoten ist. Selbst ohne den Kon-
zeptlink an Komponente 2.1 oder an Komponente 2 wu¨rde DC-1 aufgrund der
Lokalita¨tseinschra¨nkung nie beru¨cksichtigt.
6.2.6 Next Conceptlink in Component Root Context (NCR)
NCR erweitert den NC-Ansatz, in dem sie nur Datenkategorien in Wurzelkno-
ten beru¨cksichtigt. Wieder wird der Parameter N als Mittel eingesetzt, um eine
maximal zula¨ssige Entfernung zu erzwingen. Dabei wird fu¨r N=0 nur das Kon-
zept im Wurzelknoten der gleichen Komponente als Kontext genutzt. Falls keine
Lokalita¨tsrestriktion gewu¨nscht ist, kann N auch unbeschra¨nkt sein.
Abbildung 6.5 illustriert diese Idee fu¨r N=0: der Kontext des Elementes 3.3 ist
hier das Wurzelelement der Komponente 3. Da dieses Element nicht annotiert
ist, hat Element 3.3 keinen Kontext.
13Alle Varianten basieren auf der urspru¨nglichen Whitelist/Blacklist-Implementierung von
Menzo Windhouwer (Meertens Institute).
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Abbildung 6.4: NC1: nur Vorga¨ngerknoten werden als Kontext betrachtet wenn
sie Bestandteil der gleichen Komponente oder der Vaterkompo-
nente sind
Abbildung 6.5: NCR0: nur der Wurzelknoten der gleichen Komponente wird als
Kontext beru¨cksichtigt
6.2.7 Multiple Conceptlinks Context (MC)
Bei MC werden die Konzepte aller Vorga¨ngerknoten als Kontext eines Elements
betrachtet. Wieder kann der Parameter N als maximale Anzahl von Komponen-
tengrenzen eingesetzt werden.
Abbildung 6.6 stellt diese Idee fu¨r unbeschra¨nktes N dar: der Kontext des Ele-
mentes 3.3 sind die Konzepte alle Vorga¨ngerknoten. In diesem Beispiel besteht
der Kontext also aus DC-3, DC-2 und DC-1.
6.2.8 Automatische Konfigurationsgenerierung
Basierend auf dem Feedback der Zentren und den vorgestellten Extraktions-
strategien wurde ein Brute-Force-Ansatz implementiert, der jeweils alle validen
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Abbildung 6.6: MC∞: alle Vorga¨ngerknoten werden als Kontext beru¨cksichtigt
Konfigurationen generiert und die entsprechenden Ergebnisse berechnet. Dabei
wurde jede mo¨gliche Kombination akzeptabler/nicht akzeptabler Konzepte ge-
nutzt, basierend auf der Menge aller mo¨glichen Kontextkonzepte14.
Fu¨r jede der folgenden Extraktionsvarianten wurde die optimale Konfiguration










Zum Vergleich wurde dazu noch das Ergebnis des Baseline-Ansatzes berech-
net. Aus Komplexita¨tsgru¨nden wurde die Facette description aus den Berech-
nungen heraus genommen und nur die restlichen zwo¨lf Facetten beru¨cksichtigt.
Zum Vergleich gibt Tabelle 6.3 die Ergebnisse des Baseline-Ansatzes fu¨r die re-
duzierte Facettenmenge an. Der ha¨ufigen Nutzung von Beschreibungselementen
in CMD-Profilen und der damit einhergehenden Suchraumgro¨ße ließe sich mit
entsprechenden Optimierungsverfahren begegnen (z.B. einfachem Hill Climbing
14Dies beinhaltet also alle Konzepte, die mindestens einmal Konzeptlink eines Nicht-
Blattknotens mit mindestens einem Nachfahren mit Konzeptlink sind.
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Profil-ID TP FP FN
clarin.eu:cr1:p 1369752611624 13 7 1
clarin.eu:cr1:p 1361876010680 5 4 1
clarin.eu:cr1:p 1345180279115 1 9 6
clarin.eu:cr1:p 1288172614026 4 2 1
clarin.eu:cr1:p 1369140737145 12 0 2
clarin.eu:cr1:p 1381926654508 5 33 0
clarin.eu:cr1:p 1336550377513 5 14 1
clarin.eu:cr1:p 1290431694581 18 14 3
clarin.eu:cr1:p 1324638957739 4 7 3
clarin.eu:cr1:p 1320657629644 5 1 1
clarin.eu:cr1:p 1290431694580 20 13 1
Summe 92 104 20
Tabelle 6.3: Baseline fu¨r reduzierte Facettenmenge (Precision: 0,469, Recall:
0,821, F-Measure: 0,597)
mit Random Restart). Da dies fu¨r die spa¨ter getroffene Grundaussage allerdings
keine Einschra¨nkung darstellt, wurde hier zugunsten des globalen Optimums
darauf verzichtet.
6.2.9 Ergebnisse
Die Evaluation zeigt, dass ein kontextabha¨ngiger Extraktionsprozess das Po-
tential hat die Extraktionsergebnisse zu verbessern. Am effizientesten erwiesen
sich dabei Ansa¨tze, die keine Lokalita¨tsrestriktion nutzen: NC∞ (Tabelle 6.4,
F-Measure: 0,641), NCR∞ (F-Measure: 0,647) und MC∞ (F-Measure: 0,647) -
verglichen mit 0,597 der Baseline15.
Trotzdem ist dieses Ergebnis fu¨r die Extraktion auf der Basis strukturierter
und semantisch annotierter Metadaten weiterhin unbefriedigend. Eine Erkla¨rung
fu¨r diese Ergebnisse liegt unter anderem in der unvollsta¨ndigen Annotation von
CMD-Elementen und -Komponenten mit Konzeptlinks (siehe Abschnitt 5.3), die
zwangsla¨ufig jede kontextabha¨ngige Extraktion behindert. In den 11 evaluierten
Profilen hatten nur 46% der CMD-Elemente, die durch von der Baseline extra-
hierten XPath-Ausdru¨cke adressiert wurden (also vor jeder Form der Filterung),
mindestens einen Vorga¨ngerknoten mit Konzeptlink (in absoluten Zahlen: 217
von 470). Offensichtlich wurden also Konzeptannotationen mit einer ho¨heren
Wahrscheinlichkeit fu¨r Blattknoten vorgenommen, als bei inneren Knoten, die
hier als Kontext beru¨cksichtigt werden.
Daru¨ber hinaus stellen flache Profile (wie zum Beispiel das ha¨ufig verwendete
”
OLAC-DcmiTerms“) maximal den Wurzelknoten des Profils als Kontext zur
Verfu¨gung. Bei der Nutzung
”
schwacher“ Konzepte zur Beschreibung von Inhal-
15Detaillierte Ergebnisse befinden sich im Anhang A.
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Profil-ID TP FP FN
clarin.eu:cr1:p 1369752611624 12 5 2
clarin.eu:cr1:p 1361876010680 5 5 1
clarin.eu:cr1:p 1345180279115 1 9 6
clarin.eu:cr1:p 1288172614026 4 2 1
clarin.eu:cr1:p 1369140737145 12 0 2
clarin.eu:cr1:p 1381926654508 5 16 1
clarin.eu:cr1:p 1336550377513 4 5 2
clarin.eu:cr1:p 1290431694581 18 10 3
clarin.eu:cr1:p 1324638957739 4 1 3
clarin.eu:cr1:p 1320657629644 1 2 5
clarin.eu:cr1:p 1290431694580 18 11 3
Summe 84 66 28
Tabelle 6.4: NC∞ fu¨r reduzierte Facettenmenge (Precision: 0,56, Recall: 0,75,
F-Measure: 0,641)
ten ist hier eine Unterscheidung zwischen relevanter und irrelevanter Information
praktisch nicht mo¨glich.
Aus diesen Gru¨nden muss im Zweifelsfall auf menschliche Nachbearbeitung
zuru¨ckgegriffen werden. Die hohe Anzahl manuell hinzugefu¨gter XPath-Pfade
(derzeit deutlich u¨ber 100 Eintra¨ge) in der VLO-Standardkonfiguration ist dafu¨r
ein Indiz. Die nachtra¨gliche Charakterisierung von Komponenten durch Konzept-
Annotationen in ihrem Wurzelknoten du¨rfte ein vergleichsweise einfaches Mittel
sein, die Auswertung von Instanzdateien zu erleichtern. Dieses
”
Nachtragen“
fehlender Konzeptlinks (wie in Einzelfa¨llen bereits geschehen) ist natu¨rlich nur
unter Beachtung der konkreten Verwendung in den unterschiedlichen Kontexten
und mit Zustimmung des urspru¨nglichen Erstellers mo¨glich. Eine nachtra¨gliche
”
Modularisierung“ von Profilen wird hingegen aufgrund des hohen Arbeitsauf-
wandes (inklusive der Anpassung jeder einzelnen Instanzdatei) nur in den sel-










Wie in Kapitel 6 dargestellt, stellt die Auswertung von Metadaten der CMDI
zum derzeitigen Stand ein Problem dar. Eine Ursache hierfu¨r ist, neben den
bereits dargestellten uneinheitlichen Modellierungsentscheidungen oder der kon-
kreten Konzeptwahl, die mangelnde Annotation von CMD-Komponenten, -Ele-
menten und -Attributen durch Konzeptlinks. Als Grundgedanke der CMDI stel-
len diese Konzeptverlinkungen die prima¨re Informationsquelle bei der automa-
tischen Auswertung von CMD-Komponenten, bzw. der durch sie beschriebenen
Instanzen, dar. Der teilweise sehr geringe Annotationsgrad einiger Profile1 er-
fordert zwangsla¨ufig eine manuelle Nachbearbeitung im Rahmen aller Auswer-
tungsprozeduren oder fu¨hrt alternativ zu massivem Verlust an Information.
In der Tat fallen, unter Ausblendung aller nicht durch Konzeptlinks annotier-
ten CMD-Elemente, viele Profile in ihrer semantischen Verankerung weitgehend
auseinander und lassen sich ohne menschliche Intuition und unter ausschließli-
cher Beru¨cksichtigung der teilweise schwachen Konzeptdefinitionen, kaum mehr
sinnvoll auswerten. Beispielhaft sei dies im Folgenden anhand eines Ausschnit-
tes des Profils
”
ToolProfile“ (clarin.eu:cr1:p 1290431694581) dargestellt (siehe
Abbildung 7.1, die, fu¨r die betrachteten Profilbestandteile, alle Konzeptlink-
Annotationen entha¨lt).
Das Profil selbst ist nicht durch einen Konzeptlink annotiert und entha¨lt alle
Angaben in wiederverwendbaren Komponenten. Dies umfasst unter anderen die
Komponente
”
GeneralInfo“, die ebenfalls nicht mit einem Konzeptlink versehen
ist. Eine intuitive Interpretation, die in dieser Form auch durch den dargestellten
VLO-Extraktionsprozess unterstu¨tzt wird, ist die Betrachtung der Komponente
als reinen Strukturknoten der prima¨r Informationen bu¨ndelt, ohne eine eigene se-
mantische Bedeutung zu haben. Diese Annahme deckt sich auch mit Erfahrungs-
werten, die im Rahmen der Konvertierung von XML-Schemata in RDF/OWL
gemacht wurden und dort die Erstellung unno¨tig komplexer Graphen verhin-
dert (Villegas et al. (2014) oder McCrae et al. (2015)). In diesem Sinne ko¨nnten





unmittelbar auf die durch
”





Component contains general information
1Der fu¨r einzelne Profile wie
”
KinTerm“ (clarin.eu:cr1:p 1337778924930) bei 0% liegt.
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about the resource, e.g. its name, title, [...]“) legt diese Interpretation ebenfalls
nahe.
Bereits fu¨r die Komponente
”
Documentation“ (als Bestandteil von
”
Documen-
tations“) ist diese, durch die CMD-Spezifikation nicht gestu¨tzte, Annahme aller-
dings problematisch. Die Komponente ist wiederum durch keinen Konzeptlink
annotiert und entha¨lt (neben hier nicht dargestellten weiteren Komponenten und





Url“). Fu¨r die Auswertung dieser Elemente stehen damit ausschließlich
deren Konzepte (CCR-5435, CCR-2546) zur Verfu¨gung, die sehr allgemein als
”
Indication of the name of a file.“2 bzw.
”
A URL referring to another resource
that can be used in various contexts.“3 definiert sind. Entsprechend der oben ge-
machten Annahme, dass Elemente nicht annotierter Komponenten sich auf die
jeweilige Elternressource im Strukturbaum beziehen, stellt damit
”
Url“ einen
Link fu¨r die Ressource
”
ToolProfile“ dar. Die Information, dass es sich dabei
um einen Verweis auf dessen Dokumentation (und nicht etwa auf die Ressource
selbst) handelt, geht in der automatischen Auswertung verloren. Dieses Wissen
la¨sst sich erst unter Beru¨cksichtigung des Komponentennamens (
”
Documentati-
on“) und der (vorbildlichen) Dokumentationstexte in der Komponentendefiniti-
on ableiten.
Analog scheitert die Auswertung von
”
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ponente
”
Creators“. Fu¨r Letztere la¨sst sich u¨ber Komponentenname und Be-
schreibung (
”
Component contains (contact) information about the persons and/or
organisations [...] involved in the creation process of a resource“) ableiten, dass
”
Description“ eine Beschreibung, der an der Erstellung beteiligten Personen
bzw. Organisationen ist. Unter ausschließlicher Nutzung der Konzeptverlinkung
ist dies allerdings nicht ableitbar. Entsprechend ordnet der Extraktionsmecha-
nismus dieses Element wiederum
”
Tool“ zu; zur Korrektur muss manuell ein
entsprechender Eintrag in die Blacklist aufgenommen werden (siehe Abschnitt
6.2.3).





License“4, die in der CMDI-FAQ ex-
plizit als nu¨tzlicher Baustein fu¨r zuku¨nftige Profile vorgeschlagen wird, weist ent-
sprechende Annotationslu¨cken auf. Es scheint zudem intuitiv, dass mit ho¨herer
Profilkomplexita¨t und -tiefe zunehmend mit a¨hnlichen Problemen zu rechnen ist.
Exemplarisch fu¨r solche komplexeren Profile sei hier auf den folgenden XPath-
Ausdruck der aktuellen VLO-Blacklist verwiesen. Dieser soll verhindern, dass aus
der Beschreibung eines menschlichen Sprechers (
”
IDSAGD Speaker“) La¨nderan-
gaben extrahiert werden, die sich auf Orte beziehen, in denen die Sprachvarieta¨t
gesprochen wird, die die beschriebene Person ebenfalls beherrscht. Diese, an sich
natu¨rlich wertvolle, Information besitzt im Rahmen einer allgemeinen Suchma-
schine eher wenig Relevanz fu¨r die Beschreibung einer Person. Sie la¨sst sich
allerdings mit den bisherigen Mitteln der CMDI, fu¨r die hier verwendeten Kom-
ponenten, nicht auf Basis der Konzeptannotationen ausschließen.
//IDSAGD Speaker/LinguisticBackground/Competence/LanguageVariety/
LanguageVarietyPlace/Location/Country5
Betont sei an dieser Stelle, dass solche problematischen Konstruktionen nicht
einfach den Personen angelastet werden ko¨nnen, die die jeweiligen Komponenten
erstellt bzw. sie zu Profilen zusammengefu¨gt haben. Gerade die Sicherstellung
von Wiederverwendbarkeit in immer neuen Kontexten erschwert es massiv, ge-
nerische und gleichzeitig in ihrer konkreten Verwendung eindeutig spezifizierte
Komponenten zu erstellen. Fu¨r den Prozess der Komponentenkombination gibt
es daru¨ber hinaus keine Richtlinien in der CMDI, die durch Interessenten ein-
heitlich umgesetzt bzw. als Richtschnur genutzt werden ko¨nnten. Fu¨r den ein-
zelnen Schemaersteller bedeutet die Hinzunahme jeder einzelnen Komponente
allerdings die Beantwortung verschiedener Fragen:
• Auf welche Ressource beziehen sich die durch die Komponente/Element/At-
tribut dargestellten Daten?
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• Sind alle relevanten Elemente durch passende Konzepte ausgezeichnet?
• Entsprechen die verwendeten Konzepte (inklusive jener aller relevanten
Elternkomponenten) in ihren Definitionen der beabsichtigten Dokumenta-
tion?
In der Konsequenz ko¨nnen die entsprechenden Schlußfolgerungen zu hohem
Arbeitsaufwand fu¨hren, der die Neuerstellung bereits vorhandener und in Tei-
len sehr komplexer Komponenten in leicht gea¨nderter Auspra¨gung beinhaltet.
Entsprechend ist die Wahrscheinlichkeit einer derart gru¨ndlichen Arbeitsweise
eher gering, zumal sie durch den verwendeten Standard derzeit nicht vorgegeben
oder gar durch eine Institution eingefordert wird. In der Konsequenz steigt die
Anzahl problematischer Komponenten und Profile kontinuierlich, und damit der
Aufwand, den der einzelne Schemaersteller zu erbringen hat.
In der Zusammenfassung gilt damit, dass viele CMD-basierte Schemata derzeit
fu¨r die automatische Auswertung chronisch unterspezifiziert sind. Die Semantik
der Instanzdaten ist teilweise durch sehr schwache oder sehr spezifische, aber
ha¨ufig auch durch gar keine Konzepte definiert. Alternativ ergibt sich die kon-
krete Semantik ha¨ufig nur durch die Hinzunahme nicht explizit kodierten Wis-
sens, dass nur in Form ausschließlich menschenlesbarer Definitionen oder aus-
sagekra¨ftiger Elementnamen unter Hinzunahme menschlicher Intuition vorliegt.
Aus Sicht automatischer Verfahren stellen viele CMD-Profile damit eher
”
Da-
tenhalden“ anstelle strukturierter, maschinenlesbarer Informationstra¨ger dar.
7.1.1 Nachannotation von Konzeptlinks
Es la¨sst sich leicht aufzeigen, dass die Nachannotation von Komponenten durch-
aus sinnvoll sein kann. Wie bereits in Kapitel 6 dargestellt, weisen in Profilen
(und damit auch Komponenten) innere Knoten einen besonders geringen An-
notationsgrad auf. Eine kontextabha¨ngige Auswertung ist allerdings gerade auf
diese Konzeptlinks angewiesen. Abbildung 7.2 stellt den bereits bekannten Pro-
filausschnitt aus
”
ToolProfile“ mit entsprechenden, manuell erzeugten, Konzept-
links dar. Fu¨r, im Rahmen der CCR, nicht vorhandene Konzepte wurde jeweils
der Platzhalter
”
CCR-?“ sowie ein jeweils passender, fiktiver Konzeptname ein-
gesetzt. Die beno¨tigten Konzepte mu¨ssten, mit der entsprechenden Definition,
erzeugt bzw. durch U¨bernahme aus externen Vokabularen ersetzt werden.
Durch diese beispielhafte Nachbearbeitung wird das Profil im Ganzen als Be-
schreibung einer Ressource
”
tool“ (CCR-4362) gekennzeichnet und liesse sich
damit bereits zusammen mit vergleichbaren Profilen6 bzw. Komponenten grup-





Url“ beziehen sich nunmehr
auf die Dokumentation des Werkzeuges und
”
Description“, in der fast gleichna-










Tool“ (clarin.eu:cr1:p 1297242111879), die allerdings
ebenfalls nicht entsprechend annotiert sind.
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Dabei ist die konkrete Wahl einer Verlinkung wieder als Abwa¨gung zwischen
mo¨glichst pra¨ziser Beschreibung des jeweiligen Inhalts, aber auch einer mo¨gli-
chen Wiederverwendung der entsprechenden Komponente in anderen Kontexten,
zu betrachten. Die Wahl hochspezifischer Konzepte steht dabei in Teilen einer
solchen Wiederverwendung, und damit einem der Hauptziele der CMDI, ent-
gegen. Dieser Zusammenhang wurde bereits in Abschnitt 6.1 dargestellt. Fu¨r
die Bearbeitung bestehender Komponenten stellt sich zudem das Problem ihrer
Verwendung in unterschiedlichen (auch privaten) Profilen, so dass A¨nderungen
systematisch auf mo¨gliche negative Konsequenzen zu u¨berpru¨fen sind. Ansprech-
partner sind somit nicht nur der urspru¨ngliche Komponentenersteller, sondern
auch jeder einzelne Nutzer. Daru¨ber hinaus ist ein großer Teil des Komponenten-
bestandes sehr fachspezifisch und teils unter hohem Aufwand erzeugt worden,





Trotz mo¨glicher und sinnvoller Optimierungen bietet sich ein vergleichender
Blick auf andere Ansa¨tze, die zur Darstellung einer Ressource im Einsatz sind,
an. Der Aufbau des Profils
”
ToolProfile“ modelliert bereits im dargestellten Teil
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Abbildung 7.3: Beispiel fu¨r RDF-Tripel
zeuge“). Unter diese fallen allgemeine Angaben zur eigentlichen Ressource, vor-
handene Dokumentation, beteiligte Organisationen und Personen usw. A¨hnliche
Modellierungen bzw. Dokumentationsinteressen erfolgen in der Praxis natu¨rlich
durch verschiedenste Ansa¨tze. Seit einigen Jahren wird fu¨r die Beschreibung von
Daten im zunehmenden Maße der graphbasierte Ansatz des RDF-Datenmodells
und die auf diesem aufbauenden Standards eingesetzt (Hitzler et al. (2007)).
Auch bereits bestehende Metadatenstandards- bzw. Vokabulare werden ha¨ufig
in RDFS oder OWL umgesetzt (wie bereits in Kapitel 2 angerissen) um vorhan-
dene Ressourcen im globalen Graph der
”
Linked Open Data“ (LOD) einzubinden
und Interessenten zur Verfu¨gung zu stellen.
Die Grundidee aller konkreten Umsetzungen bleibt dabei das RDF-Modell, das
die Beziehungen zwischen beliebigen Ressourcen u¨ber gerichtete Graphen dar-
stellt. Dabei werden jeweils Tripel gebildet, die ein Subjekt u¨ber ein Pra¨dikat mit
einem Objekt verbinden. Diese sehr generische Darstellung erlaubt im Prinzip
die Modellierung beliebiger Zusammenha¨nge in den verschiedensten Kontexten.
Abbildung 7.3 stellt dies anhand eines konkreten Beispieles dar. Hier wird das
CCR-Konzept 2979 (
”
Organisation“) mit Hilfe des, aus der DCMI entnomme-
nen, Pra¨dikats dc:creator mit dem CCR-Konzept 4046 (
”
text corpus“) verbun-
den und damit die Relation zwischen Organisationen als erstellende Entita¨ten
von Textkorpora formalisiert.
Zu den konkreten Standards, die, auf der Basis von RDF, Datenbesta¨nde
beschreiben, geho¨rt der W3C-Standard DCAT. Dessen Modell (Abbildung 7.4,
entnommen aus DCAT (2014)) soll im Folgenden zur beispielhaften Darstellung
dieser alternativen Modellierung dienen. DCAT sieht prima¨r die Unterscheidung
in
”





dcat:Distribution“ (als Zugriffswege fu¨r das einzelne Data-
set) vor7. Bestandteil des Modells ist zudem der
”
Agent“, der hier als Verleger
(
”
Publisher“) von Katalog und Dataset auftreten kann. Entsprechend der dar-
gestellten Grundidee von Linked Data sind alle Beziehungen zwischen Klassen
und Literalen u¨ber entsprechende Properties umgesetzt, welche teils aus Fremd-
7Alle Namensra¨ume definiert entsprechend der DCAT-Spezifikation.
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Abbildung 7.4: Modell des Data Catalog Vocabulary DCAT









dcat:distribution“ mit dem jeweiligen
”
dcat:Dataset“ ver-
bunden. Entsprechend lauten die Definitionen dieser Properties
”
The entity re-
sponsible for making the catalog online.“ bzw.
”
Connects a dataset to its availa-
ble distributions.“.
Natu¨rlich stellt DCAT keine mit der CMDI vergleichbare Funktionalita¨t zur
Verfu¨gung. Zur Umsetzung von weniger elementaren Dokumentationsbedu¨rfnis-
sen kann es allerdings als Basis fu¨r praktisch beliebige Erweiterungen dienen. Ei-
ner dieser Ansa¨tze stellt zum Beispiel DataID (Bru¨mmer et al. (2014)) dar, das
mit Hilfe von DCAT (und einiger weiterer RDF-Vokabulare) einen umfangreiche-
ren Standard zur Beschreibung von Datensa¨tzen erarbeitet und auch detaillierte
Angaben zu Lizenzen oder Herkunft ermo¨glicht. Dabei werden diverse Klassen
modelliert, die in ihrer Form auch fu¨r den Bereich von Sprachressourcen und








griffsmo¨glichkeiten auf Ressourcen oder die feingranulare Modellierung diverser
”
Agents“, die an den verschiedenen Prozessen rund um die Erstellung, Nutzung
und Auslieferung der Ressourcen beteiligt sind.
Auch mit diversen Erweiterungen fu¨r DCAT bzw. DataID (siehe zum Bei-
spiel auch Freudenberg et al. (2016)) stellen diese Standards natu¨rlich nicht die
Mo¨glichkeiten zur Verfu¨gung linguistische Daten mit all ihren ressourcenspezifi-
schen Details abzubilden. Ein, in dieser Hinsicht, der CMDI vergleichbarer Stan-
dard ist das Schema des META-SHARE-Projektes (Gavrilidou et al. (2012)), das
zur Beschreibung a¨hnlicher Ressourcen, wie sie durch die CMDI derzeit abge-
deckt werden, eingesetzt wird. Fu¨r das umfangreiche XML Schema wurde durch
McCrae et al. (2015) eine Umsetzung in OWL erstellt. Hierbei wurde der kom-
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Abbildung 7.5: Komponente
”
fundingProject“ im Kontext von
”
resourceCrea-
tionInfo“ in META-SHARE v3.0
ponentenbasierte Entwurf in entsprechende OWL-Klassen u¨berfu¨hrt und, wenn
mo¨glich, passende Fremdvokabulare genutzt.
Abbildung 7.5 stellt einen Ausschnitt des urspru¨nglichen XSD-Entwurfs fu¨r
die Beschreibung eines Projektes als
”
funding project“ dar8. Der komplexe XSD-
Typ
”
projectInfoType“ gruppiert entsprechend diverse Informationen zur Be-
schreibung eines konkreten Projektes. Die OWL-Ontologie bildet diesen Aus-
schnitt entsprechend Listing 7.1 ab9. Die Relation zwischen der beschriebenen
Sprachressource und dem finanzierenden Projekt wird dabei durch ein Proper-
ty
”





ms:Project“ (rdfs:range). Entsprechend existiert
”
ms:Project“
als autonome Klasse und kann, im Rahmen des gesamten META-SHARE-Stan-
dards, auch in weiteren Kontexten genutzt werden.
ms:Resource rdf:type owl:Class ;
rdfs:label "Resource" .




ms:fundingProject rdf:type owl:ObjectProperty ;
rdfs:domain ms:Resource ;
rdfs:label "Funding Project"@en ;
rdfs:range ms:Project ;
Listing 7.1: Ausschnitt der META-SHARE OWL-Ontologie nach McCrae et al.
(2015)
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Auch fu¨r die CMDI existiert mittlerweile eine Umsetzung in den LOD-Standards
durch Durco und Windhouwer (2014a). In dieser werden die wesentlichen Grund-
bausteine der CCSL (Profile, Komponenten, Elemente) durch RDFS Klassen
dargestellt. Dies gilt auch fu¨r Elemente, die, obwohl Tra¨ger der eigentlichen In-
stanzdaten, aufgrund ihrer komplexen Struktur (komplexe Datenmodelle, Kon-
zeptlinks, Attribute) nicht als einfache Properties modelliert werden ko¨nnen. Die
in der CCSL-Spezifikation, und damit auch im abgeleiteten XML Schema, auch
strukturell motivierten Relationen zwischen Komponenten (z.B. Komponente
”
GeneralInfo“ als Tochterknoten des Profils
”
ToolProfile“) mu¨ssen im Rahmen
dieser Implementierung natu¨rlich ebenfalls explizit angegeben werden. Dies wird
hier durch die Einfu¨hrung des Properties
”
cmdm:contains“ umgesetzt. Listing
7.2 stellt den in Abbildung 7.1 dargestellten Profilausschnitt, entsprechend dieser
Modellierung, fu¨r die dort dargestellten Komponenten dar.
Dabei wird deutlich dass
”
cmdm:contains“ konsequent fu¨r jede Beziehung im
CMD-Strukturbaum zwischen Profilen und Komponenten (und analog fu¨r die
hier nicht dargestellten CMD-Elemente) genutzt wird. Entsprechend der be-
kannten Subjekt-Pra¨dikat-Objekt-Tripel ist damit das Pra¨dikat in allen diesen
Fa¨llen auf
”
cmdm:contains“ festgelegt und bildet die Tochterknotenbeziehung
im XML-Baum des jeweiligen CMD-Profils (und damit aller entsprechenden
CMD-Instanzen) direkt nach. Diese Modellierung in RDFS ist korrekt; sie setzt
die CMDI-Spezifikation vollsta¨ndig um10, die keine weiteren Angaben bezu¨glich
solcher Relationen vorsieht. Die Auswertung muss also auch hier u¨ber die be-
kannten Konzeptlinks erfolgen, die ebenfalls Teil der vollsta¨ndigen Implemen-
tierung (u¨ber das Property
”
dcr:datcat“) sind. Bezu¨glich sta¨rker getypter Kom-
ponentenbeziehungen kann das RDF/RDFS-A¨quivalent allerdings keine weitere
Hilfestellung bieten.
10Inklusive aller Komponenten, Elemente und Attribute die nicht durch einen Konzeptlink
annotiert sind.
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cmdm:Component rdf:type rdfs:Class .
cmdm:Profile rdfs:subClassOf rdfs:Component .
cmdm:contains rdf:type rdf:Property .
cmdm:contains rdfs:domain cmdm:Component .
cmdm:contains rdfs:range cmdm:Component .
cmd:ToolProfile rdf:type cmdm:Profile .
cmd:GeneralInfo rdf:type cmdm:Component .
cmd:Project rdf:type cmdm:Component .
cmd:Documentations rdf:type cmdm:Component .
cmd:Documentation rdf:type cmdm:Component .
cmd:Creators rdf:type cmdm:Component .
cmd:Description rdf:type cmdm:Component .
cmd:ToolProfile cmdm:contains cmd:GeneralInfo .
cmd:ToolProfile cmdm:contains cmd:Project .
cmd:ToolProfile cmdm:contains cmd:Documentations .
cmd:Documentations cmdm:contains cmd:Documentation .
cmd:ToolProfile cmdm:contains cmd:Creators .
cmd:Creators cmdm:contains cmd:Description .
Listing 7.2: Ausschnitt des Profils
”
ToolProfile“ in RDF/RDFS entsprechend
Durco und Windhouwer (2014a)
Dies ist bereits hinsichtlich allgemeiner Definitionen zum, eigentlich als Vor-
bild genommenen, Komponentenbegriff problematisch. Gruhn und Thiel (2000)
definieren zum Beispiel ein
”
Komponentenmodell“ in der Softwareentwicklung
als:
Ein Komponentenmodell legt einen Rahmen fu¨r die Entwicklung
und Ausfu¨hrung von Komponenten fest, der strukturelle Anforde-
rungen hinsichtlich Verknu¨pfungs- bzw. Kompositionsmo¨glichkeiten
sowie verhaltensorientierte Anforderungen hinsichtlich Kollaborati-
onsmo¨glichkeiten an die Komponenten stellt. (Gruhn und Thiel, 2000,
S.293)
Fu¨r eine U¨bertragung dieses Begriffs in das Komponentenmodell der CMDI
ist offensichtlich die Kompositionsmo¨glichkeit eindeutig beschrieben und wird
entsprechend aktiv eingesetzt. Die gleiche Annahme kann fu¨r das A¨quivalent
”
verhaltensorientierter Anforderungen“, die in der Literatur auch als
”
Interacti-
on Standard“ bezeichnet werden11, eher nicht gelten.
Im Rahmen der CMDI muss, um die entsprechenden Relationen zu kodieren,
freilich trotzdem das Pra¨dikat, mit den zur Verfu¨gung stehenden Mitteln angege-
ben werden. Die Auswirkungen lassen sich hier gut anhand konkreter Beispiele
darstellen. Die Komponente
”
Project“ (clarin.eu:cr1:c 1290431694522), die in
11Siehe zum Beispiel die Definition in Councill und Heineman (2001):
”
An interaction standard
defines the elements of an interface. If the component can perform its function only by
interacting with other software elements, all explicit context dependencies should be clearly
specified in the component’s documentation.“.
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Abbildung 7.6: Komponente
”
iso-country“ (clarin.eu:cr1:c 1271859438 104) im
Kontext des Profils
”
Tool“ (clarin.eu:cr1:p 129724 2111879)
Abbildung 7.1 Bestandteil von
”
ToolProfile“ ist, zeigt unter anderen die Konse-
quenzen in Hinsicht auf eine Modellierung der Pra¨dikatsinformationen in CMDI.
”
Project“ dient, laut Komponentenbeschreibung, zur Gruppierung von Angaben
”





ProjectTitle“) weisen auch entsprechende,
konsistente Konzeptlinkdefinitionen auf12. Auch wenn die Komponente selbst
nicht annotiert ist, zeigen Beschreibungstexte und Definitionen deutlich die in-
tendierte Verwendung zur Beschreibung eines Projektes, in seiner Funktion als
Ressourcenersteller.
Als zweites Beispiel dient die laut FAQ empfohlene Komponente
”
iso-country“
(clarin.eu:cr1:c 1271859438104) (siehe Abbildung 7.6 im Kontext des Profils
”
Tool“); laut Komponentenbeschreibung ein einfacher Container fu¨r La¨nder-
codes nach ISO 3166-1 welches, in seinem einzigen Element, das entsprechende
kontrollierte Vokabular entha¨lt. Sowohl Komponente als auch Element sind mit
dem CCR-Konzept 2532 verknu¨pft, das auch, im Rahmen der VLO-Extraktion,
zur Befu¨llung der Facette
”
country“ genutzt wird. Die Definition dieses Konzep-
tes lautet allerdings (im Gegensatz zur Komponentenbeschreibung):





ToolProfile“ vergleichbarem Profil) ist
also anzunehmen, dass die Instanz des Elementes eine Ortsangabe fu¨r das kon-
krete Werkzeug entha¨lt. Das verwendete Konzept charakterisiert damit nicht
nur die
”
Menge“ aller La¨nder (u¨ber ihre ISO-Codes), sondern auch deren Funk-
tion als Herkunftsort fu¨r eine referenzierte Ressource. Im Sinne einer modularen
Schemaerstellung ist diese Angabe durchaus sinnvoll:
”
iso-country“ kann in be-
liebigen Kontext eingesetzt werden, um Herkunftsorte fu¨r beliebige Ressourcen
anzugeben. In Bezug auf die bereits dargestellte generische Unterteilung in Sub-
jekt, Pra¨dikat und Objekt stellt dies allerdings eine Umsetzung entsprechend
Abbildung 7.7 dar. Dabei entha¨lt der Konzeptlink der enthaltenen Komponen-





A short name or abbreviation of the project
that led to the creation of the resource or tool/service.“.
13http://hdl.handle.net/11459/CCR_C-2532_d004b0a6-fd1d-3ca3-abf1-1e6aeb3e37b2
85
7 Semantische Anreicherung komponentenbasierter Metadaten
Abbildung 7.7: Beispiel fu¨r Subjekt-Pra¨dikat-Objekt im CMD-Strukturbaum
relevante, Pra¨dikatsrelation.
Wie bereits dargestellt, ist dies auch die einzige Mo¨glichkeit diese Informa-
tion in CMDI formal anzugeben. Weder
”
cmdm:contains“ (als rein strukturelle
Tochterknotenbeziehung) noch der Konzeptlink des Subjekts ko¨nnen hierfu¨r ein-
gesetzt werden. Fu¨r das angefu¨hrte Beispiel stellt dies allerdings kein unmittel-
bares Problem dar. Die intendierte Informationsabsicht (Land als Herkunftsort
der durch das Profil beschriebenen Ressource) kann aus der Profilspezifikation
entnommen werden und steht auch im Rahmen des VLOs zur Verfu¨gung.
Trotzdem ist diese Form der Modellierung problematisch, denn sie erfordert fu¨r
jede sinnvolle Pra¨dikat-Objekt-Kombination, die Erstellung eines neuen Konzep-
tes und damit auch die Erstellung einer neuen Komponente. Ein Beispiel hierfu¨r
ist, neben
”
iso-country“, auch die bereits angesprochene Komponente
”
Project“
(clarin.eu:cr1:c 1290431694522), deren Spezifikation sie ja als
”
Component con-
tains (contact) information about the project in which a resource was created.“
beschreibt. In jeder anderen Hinsicht ist sie allerdings eine hervorragende Vor-
lage zur Dokumentation eines akademischen Projektes, inklusive Angaben zur
Laufzeit oder Zugeho¨rigkeit zu einer Institution. Fu¨r die Beschreibung eines
Projektes in weiteren Kontexten (Projekt als Hoster einer Ressource, Projekt
das Support bereitstellt, Projekt das einen Mitarbeiter bescha¨ftigt etc.) ist sie
allerdings nicht zu gebrauchen.





Language“ (clarin.eu:cr1:c 1271859438111) mit einem sehr spezifischen
Element
”
LanguageName“14 oder die mit CCR-253115 annotierte Komponente
”
Continent“ (clarin.eu:cr1:c 1271859438105).
Diese Form der Erstellung hochspezifischer Komponenten ist durchaus kein
Einzelfall. Aufgrund der CMDI-inha¨renten Restriktionen steht ein Komponen-
tenersteller zwangsla¨ufig vor der Wahl generische Komponenten zu generieren,
die sich evt. nicht eindeutig auswerten lassen, oder alternativ, hochspezifische
14Definition:
”
A human understandable name of the language that is used in the resource
or supported by the tool/service.“.
15Definition:
”
The continent of where the resource was created or originated“.
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Komponenten zu erstellen, fu¨r die, in jedem anderen Kontext, eine in ihrem Auf-
bau a¨hnliche Dublette erstellt werden muss. Als Beispiel fu¨r letztere Problematik
sei auf die Komponenten
”
Author“ (clarin.eu:cr1:c 1404130561319) bzw.
”
Trans-
lator“ (clarin.eu:cr1:c 1396012485107) verwiesen, die, abgesehen von Komponen-
tennamen und -beschreibung praktisch identisch sind. Fu¨r sie kann angenom-
men werden (da gleiche Erstellerin), dass sie ausschließlich generiert wurden,
um unterschiedliche Rollen einer zu beschreibenden Person darzustellen. Eine
extreme Form der Dublettenerstellung sind die fu¨nf Komponenten des NaLiDa-





AnnotationToolInfo“), die sich ausschließlich durch ein CMD-Element
unterscheiden, welches den jeweiligen Einsatzzweck u¨ber einen entsprechenden
CCR-Konzeptlink kodiert.
Diese Gesamtsituation erschwert zwangsla¨ufig die Arbeit aller beteiligten Per-
sonen: die angemessene Umsetzung einer Komponente durch den Komponenten-
ersteller, die Suche nach einer passenden Komponente fu¨r den Profilersteller, die
Ausweitung der zu unterstu¨tzenden Konzepte in auswertenden Tools oder die
Pra¨zision mit der Dokumentation erstellt werden muss. Fu¨r letzteres siehe zum
Beispiel die unpassende Beschreibung fu¨r
”
iso-country“, die deren Verwendung
in, bezu¨glich der Konzeptverlinkung, eigentlich unpassenden Kontexten erlaubt
und in der Folge fehlerhafte Profile generiert. In Anbetracht der geschilderten
Nachteile scheint eine saubere Auftrennung in die typischen Rollen Subjekt,
Pra¨dikat, Objekt angeraten und sinnvoll. Als unmittelbare Konsequenz ergibt
sich hieraus vor allem die Elimination unno¨tiger Komponentendubletten sowie
eine intuitivere Modellierung fu¨r den vergleichsweise unerfahrenen Nutzer.
7.4 Anreicherung von CMD-Komponenten
Im Rahmen der Spezifikation der CMDI 1.1 bzw. 1.2 ruht die semantische Veran-
kerung von Komponenten und Profilen ausschließlich auf den Konzeptlinkanno-
tationen. Dabei ist die U¨bernahme des dargestellten Grundprinzips der
”
Linked
Data“-Standards, auch ohne deren vollsta¨ndige U¨bernahme, durchaus auch im
Rahmen der CMDI umsetzbar. Das sehr erfolgreiche Komponentenmodell, das
mittlerweile zu einer großen Bandbreite an erstellten Komponenten gefu¨hrt hat,
zeigt, dass die bisherige Implementierung durchaus durch die Nutzer angenom-
men und aktiv eingesetzt wird.
Zur Anreicherung vorhandener und zur systematischen Annotation neu er-
stellter Komponenten und Profile sollten A¨nderungen bestehender Systeme und
Arbeitsprozesse, im Idealfall, mo¨glichst gering sein, um deren Akzeptanz zu
erho¨hen. Die Grundidee der Kombination von Komponenten ist, wie bereits mit
Blick auf RDFS und OWL gezeigt, der hier vorgeschlagenen Nachannotation
vergleichsweise a¨hnlich. Dabei werden die bisher nur schwach annotierten Kan-
ten zwischen Komponenten durch Pra¨dikate annotiert, die die Verwendung der
konkreten Komponente im jeweiligen Kontext charakterisieren. Entsprechend
ko¨nnen (und sollten) Komponenten durch generischere Konzeptlinks beschrieben
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Allgemeines Vokabular zur Beschreibung von Ressour-
cen
DCAT/DataID Vokabulare zur Beschreibung von Datenkatalogen so-
wie deren Eintra¨gen
FOAF Vokabular fu¨r personenspezifische Angaben
vCARD Vokabular fu¨r personen- bzw. organisationsspezifische
Angaben
PROV-O Ontologie zur Beschreibung von Herkunftsangaben
OAI-ORE Aggregation von Ressourcen
SWRC Ontologie zur Beschreibung von Publikationen
Tabelle 7.1: Potenziell relevante Vokabulare fu¨r die Beschreibung von Sprachres-
sourcen
werden, die deren Verwendung in mo¨glichst vielen Profilen ermo¨glicht. Beson-
ders deutlich wird diese Aufteilung anhand der bereits dargestellten Komponen-
te
”
Projects“, die entsprechend dieser Modellierung allgemein als
”
Komponente
die Informationen zu einem (akademischen) Projekt bu¨ndelt“ beschrieben und








Der konkrete Aufwand, der im Rahmen einer Modifikation der CMDI (bzw.
CCSL) erfolgen mu¨sste, ist vergleichsweise gering. Die verschiedenen Vokabu-
lare der
”
Linked Data“-Community, wie FOAF16, vCARD17, PROV-O18, OAI-
ORE19 oder SWRC20 bieten bereits einen umfangreichen Grundstock an entspre-
chenden Properties. Tabelle 7.1 stellt solche, potentiell relevanten, Vokabulare
bzw. Ontologien kurz vor. Mit ihrer Hilfe allein lassen sich bereits viele der im Be-






foaf:primaryTopic“, darstellen. Dazu existiert mit der
OWL-Umsetzung des umfangreichen META-SHARE-Schemas ein weiterer Be-
stand relevanter Klassen und Properties. Mit der Konzeptregistratur CCR steht
zudem ein bereits etabliertes System zur eindeutig referenzierbaren Definition
von Konzepten zur Verfu¨gung, das bereits, im Rahmen der Konzeptlinks, als
offene Alternative zu Dublin Core aktiv genutzt wird.
Ziel einer Nachannotation ist dabei nicht die U¨berfu¨hrung des CMDI-Models
in RDF/RDFS oder gar eine der OWL-Varianten. Gerade die hohe Flexibilita¨t
des CMD-Metamodells, das Nutzern den Einstieg bewusst einfach gestaltet, ist
ein Hauptvorteil des gewa¨hlten Standards. Entsprechend ist, zumindest ohne
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fahrenen Nutzer kaum zu erwarten, dass die durch RDFS bzw. OWL beno¨tigten
formalen Kriterien (wie die Definition und einheitliche Nutzung von Proper-
tydomains -und ranges) eingehalten werden. Vielmehr wird vorgeschlagen, die
entsprechenden Vokabulare zur einfachen Formalisierung von Komponentenkom-
position im Rahmen eines a¨ußerst flexiblen
”
Interaction Standards21“ zu nutzen.
Bereits diese, auch fu¨r unerfahrene Benutzer, einfach durchzufu¨hrende Anno-
tation, unter Verzicht auf alle weiteren Anforderungen formaler Ontologien, hat
sowohl fu¨r die Erstellung als auch die Auswertung von Profilen und Komponen-
ten Vorteile:
• Komponenten und deren Konzeptverlinkungen ko¨nnen kontextunabha¨ngig
beschrieben werden und sind damit in deutlich mehr Umgebungen nutzbar.
• Die beno¨tigten Konzept- und Komponentenmengen verringern sich durch
eine saubere Trennung von Pra¨dikat- und Objektdefinition. Insbesondere
entfallen alle bisher beno¨tigten Kombinationen (wie
”
Person als Ersteller
der Ressource“) und damit eine der wichtigsten Ursachen fu¨r Dubletten
im aktuellen Komponentenbestand. In der Folge sinkt die Anzahl aktiv
verwendeter Komponenten und erleichtert damit deren Optimierung und
den Suchprozess fu¨r den Endnutzer.
• Die explizite Pra¨dikatsangabe a¨hnelt den derzeit popula¨ren Ansa¨tzen der
”
Linked Data“-Bewegung und stellt damit keinen weitgehend proprieta¨ren
Modellierungsansatz dar. Die saubere Trennung analog der RDF-Tripel er-
leichtert zudem die Nutzung graphbasierter Abfragesprachen. Eine Trans-
formation der erzeugten XML Schemata in sinnvoll abfragbare Graphen
(zum Beispiel u¨ber die Abfragesprache SPARQL) ist derzeit kaum mo¨glich,
da entsprechende Kanteninformationen erst manuell aus den Konzeptlinks
extrahiert werden mu¨ssen. In der Folge entstehen (auch unter Nutzung
entsprechender Optimierungen wie nach Villegas et al. (2014)) praktisch
unbenutzbare Graphen, fu¨r die selbst erfahrene Benutzer kaum sinnvolle
Anfragen generieren ko¨nnen22.
• Die Angabe einer passenden Kompositionsdefinition kann weiterhin, ana-
log zur Konzeptverlinkung von Komponenten und Elementen, optional
bleiben. Dies ermo¨glicht die uneingeschra¨nkte Weiterverwendung bereits
existierender Profile und u¨berla¨sst dem Schemaersteller die Entscheidung
daru¨ber, fu¨r welche Komponenten eine solche Spezifikation eher wenig
sinnvoll ist (zum Beispiel wegen zu hohem Aufwand oder ausschließlicher
Relevanz fu¨r lokale Anwendungen).
Die Grundidee wird im Folgenden anhand eines konkreten Beispiels fu¨r das
bereits vorgestellte Profil
”
ToolProfile“ illustriert (Abbildung 7.8). Dabei ist es
21Terminologie und Verwendung wieder entnommen aus dem Komponentenbegriff der Soft-
wareentwicklung.
22Siehe zum Beispiel den SPARQL-Endpunkt der CMD2RDF-Implementierung nach Durco
und Windhouwer (2014a): http://145.100.59.244/cmd2rdf/ (Stand 20.05.2016).
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Abbildung 7.8: Adaption des CMD-Profils
”
ToolProfile“
naheliegend auch die in Abbildung 7.2 manuell hinzugefu¨gten Konzeptlinks zu
beru¨cksichtigen, da diese ebenfalls eine fehlende semantische Verankerung der ge-
nutzten Komponenten darstellen. Entsprechend der vorgeschlagenen Trennung
von Pra¨dikat- und Objektdefinition bedeutet eine vollsta¨ndige Umsetzung auch
den Umbau (bzw. das Ersetzen) einige der genutzten Komponenten durch gene-
rischere Alternativen. Konkret betrifft dies hier zum Beispiel die Komponente
”
Project“, die nun als allgemeine Projektbeschreibung definiert ist.
Entsprechend der bereits erwa¨hnten Optimierung in der Umsetzung von XML
Schemata in RDF, durch das Entfernen unno¨tiger Knoten, wird auf eine An-










Title“) unmittelbar auf das dargestellte Werkzeug beziehen. Fu¨r die Kompo-
nente
”
Creators“ wurde hier die Semantik
”
Person als Ersteller“ gewa¨hlt, die
sich auch weitgehend mit der urspru¨nglichen Komponentendefinition deckt. Alle
weiteren Angaben (wie Konzeptlinks) wurden zur Illustration, insofern es kein
passendes A¨quivalent in ComponentRegistry oder CCR gab, entsprechend der
durch den Autor vermuteten Bedeutung umgesetzt.
Analog zur Nachannotation von Konzeptlinks der Komponenten und Elemente
in 7.1.1 ist im Zweifelsfall natu¨rlich wieder entsprechendes Fachwissen bezu¨glich
der modellierten Doma¨ne no¨tig. Entsprechend sind diese A¨nderungen auch wie-
der nur in Zusammenarbeit mit dem Komponentenersteller und jedem aktiven
Nutzer der Komponente bzw. des Profils mo¨glich.
Der technische Aufwand der fu¨r die konkrete Umsetzung im Rahmen von CCSL
und Component Registry zu erbringen ist, ist vergleichsweise gering. Die CCSL
in der Version 1.2 erlaubt bereits die Nutzung gesonderter Namespaces fu¨r ver-
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(optionalen) Anreicherung mit Darstellungshinweisen durch entsprechende At-
tribute dient. Analog ist hier natu¨rlich auch ein entsprechendes Attribut fu¨r
CMD-Komponenten mo¨glich, dass im Rahmen der CCSL eine Liste mo¨glicher
Pra¨dikate vorgibt. Das entsprechende Attribut mit der jeweils passenden Wer-
tebelegung muss dabei auch in den einzelnen Instanzen enthalten sein, damit im
Rahmen der Auswertung darauf zuru¨ckgegriffen werden kann.
7.5 Zusammenfassung
Im Rahmen dieses Kapitels wurde anhand eines konkreten Beispiels aufgezeigt,
dass der teils schwach ausgepra¨gte Annotationsgrad von CMD-Komponenten
und Profilen durch die nachtra¨gliche Annotation mit Konzeptlinks zu einer
verbesserten Versta¨ndlichkeit und Auswertbarkeit fu¨hren kann. Entsprechende
Umsetzungen erfolgten bisher ausschließlich in Einzelfa¨llen und getrieben durch
konkrete Nutzerinteressen bzw. anwendungsspezifische Probleme. Im Sinne ei-
ner allgemein verbesserten Nutzung von CMD-Schemata ist die nachtra¨gliche
Aufbereitung eine sinnvolle Option, die allerdings nur in Abstimmung mit den
urspru¨nglichen Komponentenerstellern und allen aktiven Nutzern erfolgen kann.
Dabei scheint eine Fokusierung auf besonders popula¨re (im Sinne von
”
ha¨ufig
wiederverwendete“) Komponenten eine sinnvolle Strategie zu sein.
Im Folgenden wurde anhand der DCAT- und DataID-Vokabulare bzw. der
OWL-Umsetzung des META-SHARE-Schemas die grundlegende Modellierung
von Daten durch einen graphbasierten Ansatz im Rahmen von
”
Linked Data“
dargestellt. Anhand konkreter Beispiele und einer vorhandenen Umsetzung des
CMD-Datenmodells in RDFS wurde herausgearbeitet, dass es in CMD zum der-
zeitigen Stand keine unmittelbare Entsprechung zu den generischen RDF-Tripeln
gibt23, die u¨ber die Nachbildung schemabedingter Baumstrukturen hinausgeht.
Anschließend wurden die Konsequenzen dieser wenig intuitiven Modellierung an
konkreten Beispielen dargestellt.
Als Alternative wurde die U¨bernahme graphbasierter Modellierungsansa¨tze
durch das explizite Auszeichnen der Pra¨dikatsrelationen in CMD-basierten Me-
tadaten vorgeschlagen, um die Verwendung einer generischen Komponente in
ihrem konkreten Kontext auszuzeichnen. Die Vorgehensweise wurde anhand ei-
nes Beispieles illustriert und die sich ergebenden Vorteile deutlich gemacht. Da-
bei ist das Ziel nicht die U¨berfu¨hrung der sehr offenen und flexiblen CMDI in
eine formale RDFS/OWL-basierte Ontologie. Vielmehr soll die vergleichsweise
niedrige Einstiegshu¨rde in die Erstellung von CMD-Metadaten durch eine optio-
nale Spezifikation der Komponentenkomposition beibehalten werden, die in der
Konsequenz zu einer intuitiver versta¨ndlichen Modellierung und verbesserten
Arbeitsabla¨ufen fu¨hrt. Letztere a¨ußern sich vor allem in der deutlichen Reduk-
tion von Komponentendubletten, einem u¨bersichtlicheren Komponentenbestand
sowie einer verbesserten Auswertbarkeit von CMD-Instanzen durch die entspre-
chenden Werkzeuge, gerade auch im Rahmen graphbasierter Anfragesprachen.





8.1 Qualita¨tssicherung in der OOP
Die U¨bernahme des Komponentenbegriffs aus dem Software Engineering fu¨r die
Nutzung im Bereich Metadaten ist von a¨hnlichen Motivationen getrieben wie
bei dessen Vorbild. Wie bereits dargestellt, sind dies unter anderem die Er-
leichterung der Wiederverwendung bereits erstellter Ressourcen (hier Schemata
bzw. Teilschemata) und eine damit erhoffte Verringerung redundanter Arbeit.
Letzteres betrifft dabei nicht nur die Erstellung mo¨glicher Dubletten oder Quasi-
dubletten (also Komponenten, die vollsta¨ndige bzw. teilweise U¨berlappung ihrer
Funktionalita¨t aufweisen), sondern insbesondere auch die vereinfachte Wartung
bestehender Komponenten in Form eventuell no¨tiger Aktualisierungen.
Diese Motivationsformen zur Nutzung komponentenbasierten Designs sind
nicht in jedem Fall fu¨r den Bereich Metadaten anwendbar oder passend. Wa¨hrend
typische Aktualisierungsvorga¨nge, wie die allgemeine Erweiterung von Funktio-
nalita¨t bei Software, eine a¨hnliche Charakteristik haben wie die Aktualisierung
von Metadatenschemata zur Erweiterung ihrer Beschreibungsma¨chtigkeit, sind
andere Aspekte spezifisch fu¨r die jeweiligen Doma¨nen. Gerade der im Softwareen-
gineering wichtige Bereich der Sicherheit, bei dem der Aktualisierungsaufwand
sicherheitsrelevanter Komponenten mo¨glichst minimiert werden soll (unter an-
derem durch die Nutzung weniger, zentral verwalteter Standardbibliotheken),
haben im Bereich Metadaten keine derartige Dringlichkeit. Die grundsa¨tzliche
Motivation und die erhofften Vorteile bleiben allerdings weitgehend vergleichbar.
Der Entwicklungsvorsprung komponentenbasierter Softwareentwicklung ist da-
bei immens. Die ersten Arbeiten zum Thema stammen hier teilweise aus den
60er/70er Jahren1 und spa¨testens seit der breiten Popularisierung des objekt-
orientierten Programmierparadigmas ist die Nutzung von Modulen bzw. Kom-
ponenten der Regelfall in vielen Doma¨nen. Dieser Vorsprung wirkt sich, neben
dem unterschiedlichen Verbreitungsgrad und dem Vorhandensein und der Qua-
lita¨t unterstu¨tzender Werkzeuge, auch auf die Etablierung von Best Practices
aus. Fu¨r komponentenbasierte Metadaten werden diese zum Teil
”
ad hoc“ und
sehr spezifisch projektgetrieben erarbeitet und haben eine eher geringe Durch-
dringung bzw. Bekanntheitsgrad bei Anwendern und Schemaentwicklern.
1Siehe zum Beispiel Stevens et al. (1974).
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Dieser Entwicklungsvorsprung bietet allerdings auch die Chance, von bereits
erarbeiteten Strategien zu profitieren. Die enorme Anzahl vorhandener Software-
projekte und deren teils großer Umfang haben diese Entwicklung stark voran-
getrieben. Lo¨sungsansa¨tze sind in die Entwicklung neuer Programmiersprachen
eingeflossen, komplexe Entwicklungsumgebungen unterstu¨tzen die Beru¨cksich-
tigung von Best Practices und umfangreiche Literatur verbessert die Aus- und
Weiterbildung von Entwicklern.
8.2 Kontrollierte Flexibilita¨t durch Ru¨ckgriffe auf
die OOP
Grundlegende Konzepte und Ideen der objektorientierten Programmierung (wie
der Begriff der Klasse, Unterstu¨tzung von Vererbung und Polymorphie) tra-
gen der Erkenntnis Rechnung, dass Wiederverwendbarkeit und Anpassbarkeit
bereits erstellten Programmcodes hilfreich fu¨r die effiziente Arbeit in gro¨ßeren
Entwicklergruppen und zur Unterstu¨tzung komplexer Aufgaben ist. Die Verer-
bung zentraler Funktionalita¨t an abgeleitete Klassen ermo¨glicht unter anderem
die Flexibilita¨t, auch fu¨r immer neue Anforderungen Anpassungen vornehmen
zu ko¨nnen und zeitgleich eine systematische U¨bersicht der (explizit angegebe-
nen) Beziehungen zwischen allen erstellten Klassen zu besitzen. In der modernen
Softwareentwicklung werden diese Rahmenbedingungen mittlerweile als selbst-
versta¨ndlich angenommen und alle relevanten Programmiersprachen (bzw. deren
Infrastrukturen) unterstu¨tzen Entwickler bei deren aktiver Nutzung2.
Fu¨r den vergleichsweise neuen Bereich der komponentenbasierten Metadaten-
modellierung existieren solche
”
Best Practices“ noch kaum und in der Konse-
quenz unterstu¨tzen weder der genutzte Standard noch die vorhandene Infrastruk-
tur Entwickler (hier also Schemaersteller) bei der Beru¨cksichtigung existierender
Vorarbeiten, noch bei bei der systematischen Integration neuer Anpassungen in
den Gesamtbestand in ausreichendem Maße. Im Rahmen dieses Kapitels wird,
neben objektorientierter Erstellungsprozesse, auch auf mo¨gliche Heuristiken ein-
gegangen, die fu¨r eine solche Arbeitsweise von Relevanz sind. Dabei sollen mo¨gli-
che Fehlentwicklungen bereits in der Erstellungsphase einer Komponente erkannt
und die negativen Einflu¨sse durch wenig abgestimmte Entwicklungen verringert
werden.
Von großer Bedeutung sind hier die Erfahrungswerte aus der OOP, die in
großen Teilen auf CMD u¨bertragbar sind. Im Gegensatz zur traditionellen Sche-
maerstellung ist nicht anzunehmen, dass einmal getroffene Modellierungsent-
scheidungen
”
in Stein gemeißelt“ sind. Dies betrifft sowohl die Annahme, dass
ein Schema nur fu¨r eine konkrete Doma¨ne entwickelt wird, dass die Verwendung
in der Doma¨ne ausreichend homogen ist, um eine Lo¨sung zu erstellen, aber auch
2Als vergleichbare Analogie ko¨nnen natu¨rlich auch die Vererbungshierarchien in RDFS/OWL
(u¨ber rdfs:subClassOf) genutzt werden. Da die im Folgenden angesprochenen Strategien
sich allerdings, aufgrund besserer Vergleichbarkeit und umfangreicherer Erfahrungswerte
bzw. Literatur, prima¨r an die OOP anlehnen, werden diese nicht weiter betrachtet.
93
8 Objektorientierte Modellierungsstrategien und Refactoring auf CMD
die Grundannahme, dass fu¨r ein stabiles (und mit hohem Aufwand erstelltes)
Schema, Anpassungen kaum zu erwarten bzw. kaum von weiterem Belang fu¨r
den Ersteller sind. Eine U¨bernahme effizienter Arbeitsprinzipien der OOP ergibt
sich natu¨rlich nicht von allein und setzt gewisse organisatorische Rahmenbedin-
gungen bzw. Unterstu¨tzung durch die genutzte Infrastruktur voraus. Fu¨r die
CMDI bedeutet dies vor allem:
• Komponenten sind selten vollsta¨ndig unabha¨ngig von anderen Kompo-
nenten zu betrachten. Der CMDI-Standard in der Version 1.1 erlaubt im
Bereich des Lifecycle-Managements und der Versionierung von Komponen-
ten ausschließlich die Vergabe des published -Status zur Vero¨ffentlichung
von Komponenten/Profilen. Jede weitere Einschra¨nkung bzw. Kenntlich-




abgeleitet von“) wird durch den Standard und die ihn
implementierenden Werkzeuge nicht unterstu¨tzt. Der Nachfolgestandard







Deprecated“) sowie die op-
tionale Angabe von Bezu¨gen zu anderen Komponenten3 vor. Gerade diese
optionalen Angaben dienen allerdings hauptsa¨chlich der Anzeige fu¨r den
interessierten Nutzer. Jede weitere automatische Nutzung wird erschwert,
da fu¨r sie keine formalen Regelungen bzw. Restriktionen gelten4.
• Schaffung des Bewusstseins, dass die Erstellung neuer Komponenten im-
mer im Kontext des gesamten Bestandes und auch in Hinsicht mo¨glicher
zuku¨nftiger Anpassungen zu sehen ist. In dieser Hinsicht ist die Ablei-
tung aus vorhandenen Komponenten meist der Erstellung neuer Kompo-
nenten vorzuziehen. Die derzeitige Infrastruktur (insbesondere in Form
der Component Registry) gibt hier keinerlei Ru¨ckmeldungen, falls iden-
tische bzw. sehr a¨hnliche Komponenten (Dubletten/Quasidubletten) er-
stellt werden sollen. Externe Werkzeuge, die hier unterstu¨tzend eingreifen
ko¨nnten, existieren nur in eher rudimenta¨rer Form und sind nicht in den
typischen Workflow der CMDI eingebunden (siehe weiter unten). Entspre-
chende Werkzeuge zur Restrukturierung (oder
”
Refactoring“) existieren
im Rahmen objektorientierter Programmierung und sind dort als wichtige
Unterstu¨tzung anerkannt. Im Rahmen der CMDI existieren solche Werk-
zeuge noch nicht. Die der typischen Arbeitsweise (siehe Kapitel 4) geschul-
dete Tendenz lieber
”
from scratch“ neue Quasidubletten zu erstellen, als
vorhandene Komponenten anzupassen, kombiniert mit der fehlenden bzw.
mangelhaften Unterstu¨tzung solche Anpassungen/Ableitungen/Ausdiffe-





DerivedFrom“ um eine einfache Form von
Ableitungsba¨umen zu erstellen.
4Es sei hier explizit angemerkt, dass eine Successor-Komponente und die Komponente aus
der sie entstanden ist, bezu¨glich ihrer Elemente- und Konzeptmengen vollsta¨ndig disjunkt
sein ko¨nnen.
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neuen
”
Insello¨sungen“ und die Wahrscheinlichkeit zuku¨nftiger Inkompati-
bilita¨ten deutlich.
Gerade der zweite Punkt, der zuku¨nftige Anpassungen und kontinuierliche
U¨berarbeitungen als einen Hauptvorteil des komponentenbasierten Entwurfs be-
trachtet, ist essentiell: mit der zunehmenden Verwendung und einer Nutzung
in neuen Doma¨nen wird der Komponentenbestand zwangsla¨ufig wachsen. Um
bei diesen kontinuierlichen Vera¨nderungen weiterhin eine kooperative Zusam-
menarbeit und einen hohen Grad an Wiederverwendbarkeit zu erhalten, muss
es mo¨glich sein den Bestand regelma¨ßig zu evaluieren und bei offensichtlichen
Ma¨ngeln zu u¨berarbeiten. Dies umfasst allerdings nicht nur die Mo¨glichkeit auf
Schemaebene veraltete Entwu¨rfe zu kennzeichnen, sondern auch die aktive U¨ber-
arbeitung zu erleichtern und no¨tige Anpassungen im Zweifelsfall auch (mo¨glichst
automatisch) auf die konkreten Instanzdateien anzuwenden.
8.3 Komponentena¨hnlichkeit
Ungeachtet der eher geringen Nutzungsdauer der CMDI von wenigen Jahren zei-
gen sich bereits deutliche Anzeichen einer Proliferation des vorhandenen Kom-
ponentenbestandes. Um diesem entgegen zu wirken, besteht Bedarf an Verfah-
ren, die A¨hnlichkeit von (sowohl existierenden als auch sich in der Entwicklung
befindenden) Komponenten quantifizieren und diese in eine systematische und
dem Nutzer5 begreifbare Systematik bringen. Eine Vielzahl von Arbeiten im Be-
reich der Informationsintegration sowie des Schema Matchings bzw. Mappings6
widmen sich im Detail verwandten Problemstellungen. Dazu geho¨rt insbeson-
dere die Frage, wie dezentral erstellte Schemata aufeinander abgebildet und die
sie beschreibenden Datenbesta¨nde durch Aufheben struktureller und semanti-
scher Heterogenita¨ten in fo¨derierten Systemen gemeinschaftlich genutzt werden
ko¨nnen. Ein Großteil der dort entwickelten Ansa¨tze lassen sich auch fu¨r die
nachtra¨gliche Aufarbeitung im Rahmen der CMDI sinnvoll einsetzen.
Dabei wird selbst mit vergleichsweise einfachen linguistischen Matchern sehr
schnell deutlich, dass mittlerweile ein hohes Maß an Redundanz im Komponen-
tenbestand existiert. Als ein Beispiel entha¨lt Tabelle 8.1 die ha¨ufigsten Kompo-
nentennamen in der Component Registry7. Auf eine tiefere Analyse der Kom-
ponenten wurde hier bewusst verzichtet, gematcht wurde ausschließlich u¨ber
die vollsta¨ndige Stringgleichheit des Komponentennamens. Auf den ersten Blick
kann die recht hohe Anzahl von Komponenten fu¨r a¨hnliche Interessensgebie-
te als Indiz dafu¨r gewertet werden, dass verschiedene Metadatenersteller die
zu beschreibende Ressource auf unterschiedliche Arten modelliert haben. Eine
genauere Betrachtung zeigt allerdings, dass der u¨berwiegende Teil dieser Kom-
ponenten aus zwei speziellen Gru¨nden entstanden ist.
5
”
Nutzer“ hier im Sinne von Schemaersteller.
6Fu¨r eine allgemeine U¨bersicht siehe zum Beispiel Leser und Naumann (2007) oder Bellahsene
et al. (2011).
7Zum Stand 01.03.2016 mit einer Gesamtanzahl von 1163 o¨ffentlichen Komponenten.
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Komponentenname Ha¨ufigkeit Kurzbeschreibung des Einsatzzweckes
Actor 12 Verschieden granulare Personenbeschrei-
bung (z.B. als allgemeine Person oder
konkreter als Teilnehmer einer Studie)
Actors 10
”
Container“ fu¨r mehrere Personenbe-
schreibungen
Content 10 Beschreibungen des Inhalts einer linguis-
tischen Ressource
Access 9 Informationen u¨ber Zugriff auf bzw. Zu-
griffsrechte fu¨r eine Ressource
Resources 9
”
Container“ fu¨r verschiedene Ressourcen-
beschreibungen
WrittenResource 9 Informationen u¨ber eine Ressource ge-
schriebenen Textes
Location 8 Ortsangaben unterschiedlichen Detailgra-
des
MediaFile 8 Informationen u¨ber eine Mediendatei un-
terschiedlichen Typs
Tabelle 8.1: Ha¨ufige Komponentennamen in der CMDI (Stand 01.03.2016)
Mehrfach wurde durch verschiedene Metadatenersteller ein Fremdschema (bzw.
ein Teil dieses) nachgebildet und dabei voneinander abweichende Designentschei-
dungen getroffen. Anzutreffen sind hier viele der aus der Literatur bekannten Ab-
weichungen im Rahmen struktureller bzw. schematischer Heterogenita¨t (Leser
und Naumann, 2007, S.66ff). Dazu geho¨ren minimal variierende Schreibweisen
von Element-/Komponentennamen, Unterschiede in Kardinalita¨tsrestriktionen
oder der Reihenfolge von Elementen, die Nutzung unterschiedlicher (aber sich
a¨hnelnder) Konzepte, Anpassungen in Beschreibungstexten usw.
Eine weitere ha¨ufige Ursache fu¨r die Vielzahl sich offensichtlich stark a¨hneln-
der Komponenten ist deren inkrementelle U¨berarbeitung. Die Vero¨ffentlichung
einer Komponente in CMDI legt diese auf eine konkrete Auspra¨gung fest und
kann (um die Validita¨t von Instanzdateien zu garantieren) nicht vera¨ndert wer-
den. In der Folge entstehen Komponenten, die sich von ihrem Vorga¨nger ha¨ufig
nur in Details unterscheiden. Durch das bereits kritisierte Fehlen jeglicher Un-
terstu¨tzung von Versionierungsmechanismen in CMDI 1.1 lassen sich hier maxi-
mal die Zeitstempel der Vero¨ffentlichung nutzen. Provenance-Angaben existieren
ho¨chstens in Form beschreibender Volltexte8, die sich aber natu¨rlich kaum au-
tomatisch auswerten lassen.
Trotz der verschiedenen Ursachen sind die Folgen durchaus vergleichbar: Un-
terschiede zwischen Schemata fallen ha¨ufig eher gering aus und die konkrete
Modellierung unterscheidet sich nur in Details. Fu¨r die allgemeine Bewertung
8Zum Beispiel die sehr detaillierte Beschreibung in der Komponente cla-
rin.eu:cr1:c 1302702320452, die von clarin.eu:cr1:c 1271859438197 abgeleitet wurde.
96
8 Objektorientierte Modellierungsstrategien und Refactoring auf CMD
von CMD-Schemata und deren Struktur sind dabei einige Alleinstellungsmerk-
male zu beru¨cksichtigen:
• Der modulare Aufbau von CMD-Komponenten und die angestrebte Les-
barkeit durch Menschen fu¨hren zu vergleichsweise kleinen (Teil-)Schemata.
Eine durchschnittliche CMD-Komponente besteht nur aus 5,06 Konstitu-
enten. Dies beinhaltet alle Elemente und Komponenten, die nicht Tochter-
knoten einer eigensta¨ndigen Komponente sind9. Vollsta¨ndige Metadaten-
schemata sind typischer ungleich gro¨ßer10.
• CMD-Komponenten besitzen eine eher einfache Struktur: die durchschnitt-
liche Komponente besitzt eine Baumtiefe von 1,126 (bzw. 2,967 unter
Beru¨cksichtigung eingebetteter Komponenten). Vollsta¨ndige Profile sind
allerdings ha¨ufig komplexer.
• Im Gegensatz zur allgemeinen Problemstellung der Integration heterogener
Ressourcen erfolgt die Entwicklung in der CMDI weitgehend im Rahmen
zentraler Werkzeuge. Wie bereits dargestellt, umfasst dies vor allem auch
die zentrale Speicherung privater und vero¨ffentlichter Komponenten in der
Component Registry, so dass ein zentraler Einstiegs- und Verarbeitungs-
punkt gegeben ist.
• Die systematische Verankerung von CMD-Elementen/Attributen/Kompo-
nenten auf Basis zentraler Konzeptregistraturen (prima¨r durch ISOcat/CCR)
ist als Mittel der semantischen Annotation von Schemata bereits von An-
fang an vorhanden und wird von diversen Bausteinen der Gesamtinfra-
struktur beno¨tigt. Eine solche Annotation wird ha¨ufig vorausgesetzt (ist
allerdings nicht in allen Fa¨llen vorhanden); der Aufbau entsprechender
Mappings zwischen verschiedenen (Teil-)Schemata erfolgt dabei automa-
tisch u¨ber diese Annotationen; der Einsatz nachtra¨glicher Zuordnungen
zwischen Schemaelementen u¨ber verschiedene Matchingalgorithmen kann




Aufgrund der spezifischen Rahmenbedingungen wird im Folgenden ein ver-
gleichsweise einfaches A¨hnlichkeitsmaß genutzt, um die A¨hnlichkeit zwischen
Komponenten auf Basis ihrer Konzeptlink-Annotationen zu bestimmen. Die kon-
kreten Unterschiede lassen sich natu¨rlich auch durch Werkzeuge des Schemamat-
chings (wie z.B. COMA (Massmann et al. (2011))) oder, begu¨nstigt durch ha¨ufig
geringe Unterschiede, einfache Bauma¨hnlichkeitsalgorithmen (z.B. die Tree Edit
Distance (Pawlik und Augsten (2011))) herausarbeiten. Im Rahmen dieser Ar-
beit steht allerdings nicht prima¨r die nachtra¨gliche
”
Homogenisierung“ von Kom-
ponenten im Vordergrund, weshalb auf eine detaillierte Auswertung verzichtet
928,37 bei Beru¨cksichtigung der vollsta¨ndigen eingebetteten Komponenten. Dies entspricht
allerdings schon in vielen Fa¨llen der Betrachtung vollsta¨ndiger CMD-Profile.
10Vergleiche zum Beispiel die Gro¨ße von TEI-Modulen oder vollsta¨ndiger Schemata wie
META-SHARE.
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wird. Beispielhaft betrachtete Komponentenpaare (selektiert u¨ber Namensa¨hn-
lichkeit und optional identische erstellende Person/Institution) legen allerdings
den effizienten Einsatz linguistischer Matcher, zum Beispiel auf der Basis von
Namensa¨hnlichkeit, nahe11.
Fu¨r die Bewertung von Komponenten- bzw. Profila¨hnlichkeit wird deshalb
ein auf dem Dice-Koeffizienten (Dice (1945)) basierendes Verfahren genutzt, das
die jeweils vorhandenen Konzeptannotationen zur Charakterisierung nutzt. Der
A¨hnlichkeitswert ergibt sich somit u¨ber das Verha¨ltnis der Anzahl gemeinsam
verwendeter Konzepte zur Summe der Anzahl verwendeter Konzepte in den
beiden Einzelkomponenten, entsprechend Formel 8.112. Durch die Verwendung
eines Schwellwertes kann nach einer Mindesta¨hnlichkeit gefiltert werden.
simc(c1, c2) = 2 ∗ |Concepts(c1) ∩ Concepts(c2)||Concepts(c1)|+ |Concepts(c2)| (8.1)
Der hier verwendete
”
Fingerabdruck“ einer Komponente (bzw. in der Ter-
minologie der OOP ihre
”
Signatur“) ergibt sich somit ausschließlich u¨ber die
Menge verwendeter Konzepte. Gleiche bzw. a¨hnliche Signaturen zweier Kompo-
nenten werden dabei als Indiz fu¨r einen a¨hnlichen Einsatzzweck gewertet. In ei-
ner Erweiterung ko¨nnen unmittelbar eingebettete Komponenten alternativ auch
ausschließlich u¨ber die im jeweiligen Wurzelknoten vorhandene Konzeptannota-
tion beru¨cksichtigt werden. Die Motivation dieser Mo¨glichkeit ergibt sich aus der
im Folgenden dargestellten alternativen Charakterisierung, bei der eingebettete
Komponenten flexibler gehandhabt werden ko¨nnen.
Die Nutzung einfacher Mengenoperationen und damit die fehlende Betrach-
tung von Strukturinformation (wie zum Beispiel auch den Abstand von Ele-
menten im Schemabaum, wie oft bei strukturellen Matchern genutzt) ist dabei
bewusst gewa¨hlt: abgesehen von der typischerweise fehlenden Tiefe in Kompo-
nentenschemata, sieht die CMDI-Spezifikation keine informationstragende Grup-
pierung von Elementen vor. Auch wenn Schemaersteller teilweise Elemente auf-
grund intuitiv bestimmter Na¨he anordnen, kann diese nicht explizit gemachte
Information, bei einer automatischen Auswertung, kaum genutzt werden und
wird auch entsprechend von keinem Werkzeug derzeit beru¨cksichtigt13.
Anstelle der hier gewa¨hlten Umsetzung sind natu¨rlich diverse weitere Ver-
fahren denkbar. Diese reichen von komplexeren Ansa¨tzen, wie den bereits oben
dargestellten, zu a¨hnlichen Verfahren, wie der Nutzung von Jaccard- bzw. Dice-
Koeffizient oder des im Rahmen des SMC-Browsers14 prima¨r zur Visualisierung
von Profila¨hnlichkeit eingesetzten Maßes (Durco und Windhouwer (2014b)). Bei
Letzterem ergibt sich die A¨hnlichkeit von Profilen als Mittelwert des Anteils ge-
meinsam verwendeter Konzepte an der Konzeptmenge beider einzelner Profile.
11Verfahren wie sie sich zum Beispiel auch fu¨r die Herausarbeitung von Ontologie-Evolution
in den Lebenswissenschaften als sinnvoll erwiesen haben (Gross (2014)).
12Mit Concepts(c) als Menge aller in der Komponente c annotierten Konzepte.
13Als Beispiel sei auf das Profil clarin.eu:cr1:p 1288172614026 verwiesen, in dem Elemente
entsprechend ihres Namens alphabetisch sortiert sind.
14http://clarin.oeaw.ac.at/smc-browser
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8.3.1 Erweitertes A¨hnlichkeitsmaß u¨ber Konzeptexpansion
Das vorgeschlagene Verfahren, um Profila¨hnlichkeit zu bestimmen, hat allerdings
den Nachteil, die Nutzung unterschiedlicher Konzeptregistraturen bzw. unter-
schiedlicher, aber synonymer, Konzepte zu vernachla¨ssigen. Dabei kann (wie be-
reits in Kapitel 5 dargestellt) trotz des Einsatzes zentraler Werkzeuge nicht von
einer einheitlichen Verwendung identischer Konzepte ausgegangen werden. Glei-
che Aspekte beschreibende Komponenten wu¨rden damit zwangsla¨ufig keinerlei
A¨hnlichkeit aufweisen.
Die in CLARIN zur U¨berbru¨ckung dieser Heterogenita¨t gedachten Werkzeu-
ge und Systeme wurden bereits in Kapitel 4 kurz vorgestellt. Konkret standen
folgende Datenmengen zur Verfu¨gung:
1. Im Rahmen der Relation Registry RELcat (Windhouwer (2012)) wurden
seit 2011 die Relationen zwischen Konzeptpaaren einer oder verschiede-
ner Konzeptregistraturen explizit gespeichert. Verwendet wurden dabei
u.a. die hier relevanten sameAs und almostSameAs, sowie weitere Rela-
tionen, die feingranulare Abstufungen ermo¨glichen15. Bei der Konzeption
der RELcat wurde bewusst die Mo¨glichkeit geschaffen, dass einzelne Com-
munities angepasste Taxonomien fu¨r ihre jeweilige Doma¨ne erstellen. In
der Folge entstanden neun Relationsmengen16 mit sehr unterschiedlichem
Fokus (u.a. zur Herstellung von Interoperabilita¨t zwischen Sprachlexika
oder Query Expansion in Suchmaschinen wie dem VLO oder der Edisyn-
Suchmaschine17). Von den insgesamt 1423 paarweisen Relationen wurden
alle sameAs- und almostSameAs-Beziehungen genutzt (insgesamt 592 Re-
lationen).
2. Die Auswertung von CMD-Metadaten im Rahmen der Suchmaschine VLO
wurde bereits in Kapitel 6 im Detail vorgestellt. Die Zusammenfassung sich
a¨hnelnder Konzepte (unter teilweiser Ausklammerung von Spezifika oder
des jeweils verwendeten Vokabulars) erlaubte dort die Befu¨llung von Such-
facetten auf Basis teils sehr heterogener CMD-Profile. Diese u¨ber mehrere
Jahre erstellte und kontinuierlich angepasste Datenbasis wurde ebenfalls
beru¨cksichtigt. Dabei wurden insgesamt 51 Konzepte in 12 Synsets einge-
ordnet.
3. Wie bereits in Abschnitt 5.2 dargestellt, stellte die offene Nutzung der
ISOcat einen großen Problemfaktor dar, der zur Erstellung und Nutzung
vieler (quasi-)synonymer Konzepte fu¨hrte. Durch den Einsatz einfacher
linguistischer Matcher konnten auch hier potentiell synonyme Konzepte
bestimmt werden (Tiepmar (2013)). Auf die Verwendung dieser Daten
15Die Definition aller Relationen auf der Basis von OWL ist abrufbar unter https://lux17.
mpi.nl/relcat/relations (Stand 10.03.2016).
16Im Folgenden wird die fu¨r das VLO entwickelte Taxonomie allerdings nicht beru¨cksichtigt,
da ihre in RELcat vorliegende Form veraltet ist.
17http://www.dialectsyntax.org
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wurde hier allerdings verzichtet, da die umfangreiche Kandidatenmenge
nur durch Fachwissenschaftler verschiedenster Fachbereiche auf korrekte
Eintra¨ge zu u¨berpru¨fen ist.
Auf der Basis der Datenmengen 1 und 2 wurden als a¨hnlich erkannte Konzepte
in sogenannten
”
Synsets“ gruppiert und auf ein zufa¨lliges (aber fest gewa¨hltes)
Konzept abgebildet. Zum Beispiel wurden die ISOcat/CCR-Konzepte CCR-6147
(
”
domain of use“), CCR-6543 (
”
subject“) und der DCMI Term
”
subject“ auf den
DCMI Term abgebildet und in der folgenden Auswertung als Synonyme betrach-
tet. Nach Bildung des transitiven Abschlusses konnten insgesamt 557 Synsets mit
durchschnittlich 2,14 synonymen/quasisynonymen Konzepten fu¨r die erweiter-
te A¨hnlichkeitsbestimmung genutzt werden, von denen allerdings nur eine Teil-
menge in derzeit verwendeten CMD-Profilen Verwendung findet18. Eine daru¨ber
hinausgehende Expansion durch die Hinzunahme schwa¨cherer Relationen (wie
related) kann natu¨rlich ebenso durchgefu¨hrt werden, wie die Beschra¨nkung auf
einzelne Teilmengen.
Die erstellten Daten werden im Folgenden entsprechend Formel 8.2 beru¨ck-
sichtigt. Dabei wird die Bestimmung der Konzeptmenge Concepts(c) durch eine
expandierte Variante Conceptexp(c) mit der dargestellten Behandlung synony-
mer bzw. quasi-synonymer Konzepte ersetzt.
simc exp(c1, c2) = 2 ∗ |Conceptsexp(c1) ∩ Conceptsexp(c2)||Conceptsexp(c1)|+ |Conceptsexp(c2)| (8.2)
Abbildung 8.1 stellt simc exp bei einer Mindesta¨hnlichkeit von 0,9 fu¨r den
gesamten Komponentenbestand dar. Dabei wurden eingebettete Komponenten
sowohl vollsta¨ndig (unter Betrachtung aller ihrer Tochterknoten) als auch aus-
schließlich u¨ber deren Wurzel-Konzeptannotationen (als alleinige Charakterisie-
rung der Komponente) beru¨cksichtigt. Zur Verbesserung der U¨bersichtlichkeit
werden Knoten mit Knotengrad 0 nicht dargestellt19.
Dabei zeigt sich, dass fu¨r einen großen Anteil o¨ffentlich verfu¨gbarer CMD-
Komponenten a¨hnliche Alternativen existieren. Wie bereits dargestellt, handelt
es sich bei ihnen ha¨ufig nur um u¨berarbeitete Versionen der praktisch gleichen
Komponente, in anderen Fa¨llen allerdings auch um Parallelentwicklungen durch
unterschiedliche Nutzer. Die gro¨ßeren Graphkomponenten beinhalten in erster
Linie komplexe CMD-Komponenten, die sich durch die Nutzung popula¨rer Teil-
komponenten vergleichsweise a¨hnlich sind. Außerdem kommt hier die ha¨ufig feh-
lende Konzeptlink-Annotation zum tragen, die Komponenten a¨hnlicher erschei-
nen la¨sst, als sie es bei korrekter Erstellung wa¨ren. Der u¨berwiegende Teil aller
dargestellten CMD-Komponenten ist allerdings nur mit relativ wenigen anderen
18Dies betrifft vor allem die im Rahmen der GOLD-Ontologie erstellten Mappings, die kaum in
CMDI genutzt werden. Daru¨ber hinaus sind sie als (bezu¨glich der verwendeten Konzepte)
vollsta¨ndig bijektive Abbildung Ursache der geringen durchschnittlichen Synset-Gro¨ße.
19Dies betrifft hier 53,3% (vollsta¨ndig expandierte Komponenten) bzw. 75,3% aller o¨ffentlich
verfu¨gbaren Komponenten.
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Komponenten verbunden. Fu¨r die Auswertung und mo¨gliche U¨berarbeitung von
CMD-Komponenten ist gerade dieser Umstand bzw. dessen Ursache relevant.





Abbildung 8.1: Komponentena¨hnlichkeit im CMD-Gesamtbestand (Min-
desta¨hnlichkeit 0,9)
8.4 Komponentendubletten
Fu¨r die Betrachtung von Zusammenha¨ngen zwischen CMD-Komponenten ko¨nnen
das beschriebene A¨hnlichkeitsmaß bzw. die bestimmten Cluster/Graphkompo-
nenten als Filter eingesetzt werden. Ziel ist die Erkennung mo¨glicher (Quasi)-
Dubletten, also CMD-Komponenten, die vergleichbare Informationsaspekte dar-
stellen. Sie sind geeignete Kandidaten, um systematisch Relationen zwischen ih-
nen herauszuarbeiten und die gewonnene Information dem Nutzer anzubieten.
Wie bereits dargestellt, sind derartige Relationen in CMDI 1.1 nicht bzw. in
CMDI 1.2 nur rudimenta¨r vorgesehen und erschweren eine systematische U¨ber-
sicht u¨ber den Komponentenbestand.
Dabei fu¨hrt die Existenz von Komponentendubletten zu verschiedenen Pro-
blemen, die im Folgenden anhand zweier Beispiele na¨her erla¨utert und fu¨r die
mo¨gliche Lo¨sungsansa¨tze aufgezeigt werden.
8.4.1 Modellierungsspezifita¨t




Descriptions“20 identische Komponenten dar. Beide enthal-
20clarin.eu:cr1:c 1324638957666 bzw. clarin.eu:cr1:c 1290431694486
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ten jeweils nur ein Element das auf CCR-252021 verweist. Formale Unterschiede
existieren hier in erster Linie nur in Form unterschiedlicher Kardinalita¨tsrestrik-
tionen sowie eines zusa¨tzlichen Attributes
”
type“ fu¨r das Hauptelement in
”
Des-




long“). Da keine Verankerung in einer Konzeptregistratur existiert, ist eine au-
tomatische Auswertung nicht mo¨glich; das Attribut stellt somit vor allem fu¨r
den menschlichen Nutzer zusa¨tzliche Information bereit. Trotz des Fehlens einer
erla¨uternden Beschreibung kann davon ausgegangen werden, dass das Attribut




hzsk-shortDescription“ wiederum la¨sst sich unter Beru¨ck-
sichtigung des sprechenden Titels sowie der vorliegenden Volltext-Dokumentation22
als Komponente zur Angabe kurzer Beschreibungen multimodaler Korpora ver-
stehen. Trotz der hohen A¨hnlichkeit bezu¨glich simc exp stellt diese Komponente




• die Kardinalita¨t des Hauptelementes ist auf maximal ein Vorkommen be-
schra¨nkt (im Gegensatz zur unbeschra¨nkten Verwendung in
”
Descriptions“)
• die intendierte Nutzung als
”
Kurzbeschreibung“ ist eine von zwei durch
”
Descriptions“ abgedeckte Mo¨glichkeiten (@type =
”
short“)
• die ausschließlich in der Volltextbeschreibung angegebene Restriktion von
”
hzsk-shortDescription“ auf Angaben zu multimodalen Daten und Korpo-
ra ist ein Spezialfall der in dieser Hinsicht nicht weiter eingeschra¨nkten
”
Descriptions“
Bezogen auf ihre intendierte Nutzung kann damit die Komponente
”
Descrip-
tions“ an jeder Position eingesetzt werden, an der
”
hzsk-shortDescription“ ge-
nutzt wird23. Ein entsprechender Umbau des Komponenten-/Profilbestandes un-
ter Elimination von
”
hzsk-shortDescription“ ko¨nnte damit durchgefu¨hrt werden,
ohne dass dies zu Einschra¨nkungen bei der automatischen Auswertung fu¨hrte.
Ein Verlust entstu¨nde allerdings durch das Entfallen konkreter Instanziierungs-
regeln fu¨r den menschlichen Metadatenersteller.
8.4.2 Einfluss von Redundanz bei Quasidubletten













A description in general prose text of the issues that are indi-
cated by the context.“
22
”
A short description of the corpus design and data containing information on: recording
type(s): audio/video, speech type(s), [...]“
23Eine praktische Ersetzung ohne die Erstellung neuer Profile ist im Rahmen der formalen
Schemaspezifikation in CCSL freilich nicht mo¨glich.
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vationToolInfo“24 haben bezu¨glich simc eine A¨hnlichkeit von 0,8 (unter Beru¨ck-
sichtigung der oben aufgefu¨hrten Synset-Menge 3 sogar 1). Sie dienen der Be-
schreibung von Softwarewerkzeugen mit unterschiedlichen Einsatzzwecken und
besitzen eine praktisch identische Grundstruktur, die sich nur im ersten Element,
das spezifische Angaben zum jeweiligen Einsatzzweck entha¨lt, unterscheidet. Alle
weiteren Bestandteile25 sind in Anordnung, Kardinalita¨ts- und Datentyprestrik-
tionen sowie Konzeptverlinkung identisch.
Die Expansion der grundlegenden Beschreibung von Softwarewerkzeugen in
fu¨nf verschiedene Komponenten kann in der konkreten (durch den Ersteller in-
tendierten) Verwendung durchaus eine sinnvolle Entscheidung gewesen sein. Sie
ist allerdings fu¨r die Auswertung und Weiterverwendung in Teilen problematisch:
• Die Menge mo¨glicher Werkzeugtypen ist potentiell sehr groß. Sie ha¨ngt un-
ter anderem von der Granularita¨t der gewu¨nschten Unterteilung26 sowie
von der Verwendung in neuen Kontexten ab. Eine zuku¨nftige Ausweitung
dieser Menge zieht bei der hier gewa¨hlten Modellierung fu¨r jeden zusa¨tzli-
chen Werkzeugtypen die Erstellung einer neuen Komponente nach sich.
• Der hohe Grad an Redundanz fu¨hrt bei eventuell no¨tigen Anpassungen
(z.B. Erweiterung durch neue Elemente, Erzwingen fester Formate fu¨r Ver-
sionsangaben etc.) zu A¨nderungsbedarf bei allen fu¨nf Komponenten (sowie
aller sie enthaltenden Profile) und erho¨ht damit den Bearbeitungsaufwand
deutlich. Dies verringert daru¨ber hinaus die Wahrscheinlichkeit, dass sol-
che A¨nderungen u¨berhaupt vorgenommen werden.
• Die Modellierung durch unterschiedliche Komponenten macht den Vorgang
der Komponentenkomposition komplexer. Komponenten, die dem Zweck
dienen verschiedene Alternativen zusammenzufu¨hren (z.B. eine Kompo-
nente die alle an der Erstellung eines Korpus beteiligten Werkzeuge bu¨ndelt),
werden dadurch umfangreicher in ihrer Spezifikation und schwieriger durch
menschliche Nutzer zu verstehen. Die Erstellung einer neuen Komponente
erzwingt, durch den modularen Aufbau der CMDI, automatisch weite-
re A¨nderungen in abha¨ngigen Komponenten. Dies zieht sich bis hin zu
den (zur Unterstu¨tzung der Validierung von Instanzdaten fixierten) Profil-
Schemata und macht damit auch die Anpassung konkreter Instanzdaten
no¨tig27. Da eine solche Anpassung meist zeitaufwa¨ndig ist, werden in den
wenigsten Fa¨llen Anbieter ihre vorhandenen Metadaten anpassen. Im Un-
24clarin.eu:cr1:c 1290431694533, clarin.eu:cr1:c 1290431694534, clarin.eu:cr1:c 12904316944
97, clarin.eu:cr1:c 1290431694500, clarin.eu:cr1:c 1290431694502
25Konkret sind dies Angaben zum Einsatzzweck, zur Version, relevanter URLs in Form wei-
terer Elemente, sowie die popula¨re Komponente clarin.eu:cr1:c 1290431694486 zur Angabe
beliebiger weiterer Beschreibungstexte.
26Siehe zum Beispiel die detaillierte Kategorisierung allgemeiner Software im Rahmen des
United Nations Standard Products and Services Codes.
27Dies kann von einer einfachen A¨nderung des verlinkten Schemas bis hin zu Strukturanpas-
sungen in der eigentlichen Payload reichen.
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terschied zu Anbietern, die auf diese Schemaanpassungen angewiesen sind,
werden sie in Zukunft weiterhin die a¨lteren Profile nutzen.
• Bei der automatischen Auswertung erschließt sich der urspru¨nglich beab-





AnnotationToolInfo“ etc. vermutlich als alle die Menge mo¨glicher
Werkzeuge erscho¨pfenden Alternativen) nicht und muss im Zweifelsfall
durch menschliches Wissen nachtra¨glich explizit gemacht werden28.
Als alternative Modellierung, die die dargestellten Probleme nicht aufweist,
ließen sich alle fu¨nf Komponenten auch durch eine einzige ersetzen. Die Informa-
tion u¨ber den Einsatzzweck des konkreten Werkzeugs ließe sich dabei durch ein
einzelnes Element (evt. unter Nutzung eines kontrollierten Vokabulars) kodieren.
Die Modellierung von Alternativen durch Erstellung vieler eigensta¨ndiger Kom-
ponenten ist in der CMDI durchaus kein Einzelfall. Sie la¨sst sich unter anderem










8.5 Systematischer Aufbau von
Vererbungsrelationen
Mit der Version 1.2 des CMDI-Standards ist es mo¨glich, u¨ber das DerivedFrom-
Feld in der CCSL anzugeben, welche Komponente Ursprung bzw. Basis fu¨r eine
Neuentwicklung war. Dadurch wird diese Beziehung explizit angegeben und der
Zusammenhang zwischen (bisher unabha¨ngigen) Komponenten kann systema-
tisch dargestellt werden (z.B. analog
”
Vererbungsba¨umen“ in der OOP). Diese
Weiterentwicklung erleichtert es Nutzern, verschiedene Optionen fu¨r das gleiche
Dokumentationsinteresse bzw. (durch Nutzung des Successor -Elementes) die je-
weils aktuellste Version einer Komponenten zu finden.
Fu¨r die automatische Auswertung von CMD-Komponenten bieten diese An-
notationen allerdings wenige Vorteile. Die beiden Elemente DerivedFrom und
Successor enthalten ausschließlich vom Ersteller angegebene oder bei Neuerstel-
lung automatisch abgeleitete Informationen zum Lebenszyklus der Komponente.
Dies umfasst allerdings auch den vo¨lligen Umbau der Ursprungskomponente zur
Beschreibung einer vo¨llig neuen Ressource. Fu¨r den Bereich der OOP wa¨re eine
solche Beziehung zu schwach, um sie explizit darzustellen: sie entspra¨che der Ko-
pie einer bestehenden Klasse und einem vo¨lligen Neuentwurf ihrer Schnittstellen,
Attribute und Methoden. Die bekannten Vererbungsrelationen (hier entnommen
aus der Java-Terminologie) extends bzw. (im schwa¨cheren Maße) implements
haben dabei eine deutlich sta¨rkere Semantik, die Aussagen u¨ber das Vorhan-
densein konkreter Methoden in abgeleiteten Klassen beinhaltet und damit auch
28Zum Beispiel in Form externer Richtlinien oder Dokumentation.
29clarin.eu:cr1:c 1375880372941 und clarin.eu:cr1:c 1375880372942
30clarin.eu:cr1:c 1289827960123 und clarin.eu:cr1:c 1289827960124
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fu¨r die Typsicherheit von Relevanz ist. Dies erlaubt die gebra¨uchliche Erweite-
rung bestehender Klassen und die Weiterverwendung neu erzeugter Klassen in
Kontexten, die urspru¨nglich fu¨r ihre Superklasse entwickelt wurden.
Im Folgenden werden die Begriffe extends (Erweiterung bestehender Klassen)
und implements (Implementierung vorgegebener Methodensignaturen) fu¨r den
Metadatenbereich nicht weiter unterschieden. Begru¨ndung hierfu¨r ist die bereits
in Kapitel 4 dargestellte Betrachtung von MD-Komponenten als OOP-Objekte
mit extrem eingeschra¨nkter Funktionalita¨t31. Da MD-Objekte allerdings nicht
im eigentlichen Sinn Methoden implementieren, ist die Unterscheidung zwischen
beiden Begriffen hier wenig hilfreich. Aus Gru¨nden der besseren Versta¨ndlich-
keit und da Mehrfachvererbung (wie sie durch implements mo¨glich ist) auch fu¨r
CMD problematische Nebeneffekte haben kann32, wird im Folgenden der Begriff
extends bzw. dessen deutsches Pendant erweitern verwendet.
Fu¨r die systematische Erstellung von MD-Komponenten la¨sst sich das Verer-
bungsparadigma in leicht abgewandelter Form nutzen. Die Grundidee ist hier-
bei, dass eine neu erstellte Komponente (Unterkomponente/Subkomponente) den
Entwurf einer zweiten Komponente (Oberkomponente/Superkomponente) u¨ber-
nimmt und diese um neue Elemente erweitert. Dabei mu¨ssen die ererbten Ele-
mente der Superkomponente in den erstellten Instanzdateien weiterhin entspre-
chend ihrer Restriktionen (z.B. Kardinalita¨t oder vorgeschriebenes Vokabular)
instanziiert werden. Die Beziehung zwischen beiden Komponenten muss explizit
Bestandteil der Komponentenbeschreibung sein, damit eine Auswertung durch
externe Anwendungen auf diese Information zuru¨ckgreifen kann.
Diese neue Modellierung von Komponenten wird in Abbildung 8.2 anhand
eines konkreten Beispieles vergleichend dargestellt. Konkret werden verschiede-
ne Komponenten, zwischen denen bisher keine expliziten (bzw. in CMDI 1.2
nur schwach getypte) Relationen bestehen, durch Anwendung einfacher Ent-
wurfsprinzipien der OOP in einen automatisch auswertbaren Vererbungsbaum
eingeordnet.
Dabei erscho¨pft sich die U¨bernahme des Vererbungsbegriffes aus der OOP
nicht auf die reine Erweiterung um neue Tochterelemente/-Komponenten in
Subkomponenten. Auch der Begriff des
”
U¨berschreibens“ (overriding) kann hier
durchaus sinnvoll genutzt werden. Zur Sicherstellung konsistenten und erwart-
baren Verhaltens erlaubt die OOP die freie Implementierung einer Methode
solange deren Methodensignatur gewahrt bleibt. Diese stellt sicher, dass alle
fu¨r eine Klasse gu¨ltigen Aufrufe auch in deren Subklassen ausgefu¨hrt werden
ko¨nnen. Analog mu¨ssen Anwendungen in CMD voraussetzen ko¨nnen, dass Me-
tadatenelemente in Subkomponenten kompatiblen Datentypen folgen. Konkret
kann dies durch die Nutzung spezifischerer Datentypen umgesetzt werden (ent-
sprechend kovarianter Vererbung in der objektorientierten Programmierung, bei
der die Typhierarchie von Werten ebenfalls mit der Richtung der Vererbungs-
hierarchie u¨bereinstimmen muss). Bei einer Umsetzung der CMD auf der Basis
31Reduktion der Klassensignatur auf Getter und Setter-Methoden und damit deren Reduktion
auf primitive Data Access Objects (DAOs).
32Analog zum bekannten Diamond-Problem (Cargill (1993)) in der OOP.
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(a) CMDI 1.1 (b) Vererbungshierarchie
Abbildung 8.2: CMDI 1.1 - Komponenten im Vergleich zur Nutzung expliziter
Vererbung
von XML Schema gilt dies zum Beispiel fu¨r die dort definierten (und von CMD
unterstu¨tzten) Datentypen. Im Rahmen des CMD-Standards sind somit aus-
schließlich folgende A¨nderungen mo¨glich33:
• Verwendung eines spezifischeren Datentypes (zum Beispiel xsd:integer an-
stelle von xsd:decimal) bzw. die Beschra¨nkung erlaubter Werte durch Nut-
zung eines kontrollierten Vokabulars
• die Einschra¨nkung eines von der Superklasse u¨bernommenen Vokabulars
(durch Restriktion auf eine echte Teilmenge des Ursprungsvokabulars)
• die A¨nderung eines von der Superklasse u¨bernommenen regula¨ren Aus-
druckes unter Wahrung der Kompatibilita¨t (z.B. durch Entfernen optio-
naler Teilmuster)
• vera¨nderte Kardinalita¨tsrestriktionen (zum Beispiel durch erzwungene In-
stanziierung urspru¨nglich optionaler Elemente)
Die Umsetzung dieser Optionen wird in Abbildung 8.3 anhand eines kon-
kreten Beispieles vergleichend dargestellt. Dabei werden fast alle aufgefu¨hrten
U¨berschreibungsmo¨glichkeiten illustriert34.
Der modulare Aufbau von CMD-Komponenten erlaubt damit eine a¨hnlich fle-
xible Handhabung wie dies mit Klassen in OOP mo¨glich ist. Auch hochkomplexe
33Grundsa¨tzlich wu¨rde unter diese Optionen auch die Verlinkung spezifischerer Konzepte u¨ber
Konzeptlinks fallen. Da sich die Nutzung des ISOcat/RELcat-O¨kosystems allerdings nicht
in der CMDI durchgesetzt hat und die Alternativlo¨sung CLARIN Concept Registry CCR
keine expliziten Relationen zwischen Konzepten mehr unterstu¨tzt, sei sie hier nur am Rand
erwa¨hnt.
34Aus Gru¨nden der U¨bersichtlichkeit sind Kardinalita¨tsa¨nderungen nicht aufgefu¨hrt. Zum
Beispiel ko¨nnte die Angabe eines Department-Elementes in Employee optional, in Refine-
dEmployee allerdings obligatorisch sein.
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Abbildung 8.3: U¨berschreiben von Elementen in Metadatenkomponenten
CMD-Profile ko¨nnen an praktisch beliebigen Stellen erweitert35 bzw. u¨berschrie-
ben werden. Durch die Beschra¨nkung auf die oben aufgefu¨hrten Optionen ko¨nnen
auch alle abgeleiteten Komponenten/Profile typsicher ausgewertet werden und
gleichzeitig Metadatenersteller ressourcenspezifische Anpassungen vornehmen.
Bei der Auswertung der auf dieser Basis erzeugten MD-Instanzen ko¨nnen so-
mit Anwendungen auch fu¨r alle Subkomponenten der gleichen Superkomponen-
te deren Schnittstellen (i.e. Elemente/Teilkomponenten) voraussetzen und deren
Inhalte verarbeiten. Eine solche Verankerung von Komponenten in formalen Ver-
erbungsba¨umen schra¨nkt MD-Ersteller teilweise bei der Generierung neuer Kom-
ponenten ein, bzw. setzt eine intensivere Bescha¨ftigung mit dem vorhandenen
Bestand voraus. Allerdings steht dem Schemaersteller weiterhin die Flexibilita¨t
eigensta¨ndiger Erweiterungen zur Verfu¨gung, die es erlaubt auch beliebig detail-
lierte Beschreibungen weiterer Ressourcentypen zu modellieren. Erwa¨hnenswert
ist in diesem Zusammenhang, dass die beschriebene Form der Modellierung kei-
neswegs im Gegensatz zur bisherigen Strategie in CLARIN steht, besonders ge-
lungene Komponenten bzw. Profile als
”
empfohlen“ hervorzuheben (siehe auch
Sektion 5.5). Vielmehr unterstu¨tzt diese Modellierung die Vorgabe minimaler
”
Basiskomponenten“ bzw. deren Anordnung in Profilen, die (im Rahmen der hier
dargestellten Mo¨glichkeiten) beliebig erweitert und angepasst werden ko¨nnen.
Denkbar ist damit ein von Abbildung 4.6 abweichender, erweiterter Arbeitspro-
zess fu¨r die Erstellung von Metadaten bzw. Metadatenschemata: ressourcen-
oder doma¨nenspezifische Anpassungen werden auf der Basis von
”
Rahmenpro-
filen“ generiert, die durch besonders geschulte bzw. erfahrene Profilersteller er-
zeugt wurden. In solche Rahmenprofile ko¨nnen somit Mindeststandards fu¨r al-
le abgeleiteten Profile kodiert werden, die wegen organisatorischer, juristischer,
technischer oder sonstiger Rahmenbedingungen erforderlich sind. Dazu geho¨rt
insbesondere auch die Mo¨glichkeit essentielle Informationen (wie Titel, Beschrei-
bungstext und Lizenzangabe) als obligatorisch vorzuschreiben.
Abbildung 8.4 stellt als Beispiel einen Auszug eines solchen Rahmenprofils
und dessen mo¨gliche Anpassungen fu¨r die Doma¨nen bibliographischer Werke
35Die Grenzen dieser Erweiterbarkeit finden sich natu¨rlich in den (hier durch XML) vorgege-
benen Rahmenbedingungen, damit die eindeutige Auswertung (Parsen) von Instanzdoku-
menten gewa¨hrleistet ist.
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Abbildung 8.4: Mo¨gliches CMD-Rahmenprofil fu¨r allgemeine Ressourcen und
zwei konkrete Auspra¨gung (Buch, Sprachkorpus) (Auszug)
bzw. Sprachkorpora dar. An diesem Beispiel lassen sich die Vorteile dieser Mo-
dellierung erneut leicht veranschaulichen. Das Basisprofil legt mit der Vorgabe
einer minimalen Elementenmenge36 eine stabile Grundlage fu¨r verschiedene Aus-
wertungstools, die fu¨r alle Instanzen abgeleiteter Profile die Existenz gewisser
Mindestangaben voraussetzen ko¨nnen. Gleichzeitig lassen sich in den abgeleite-
ten Profilen weiterhin Ressourcentyp-spezifische Anpassungen in praktisch be-
liebigem Ausmaß vornehmen.
8.5.1 Implementierung und Auswertung
Die Umsetzung der vorgeschlagenen A¨nderungen beno¨tigt nur vergleichsweise
geringe Anpassungen in der CMDI Kernspezifikation. Konkret betroffen sind
ausschließlich die Komponentenbeschreibungen in der CCSL. Konkret muss die
Headerspezifikation um ein Element Extends erweitert37 bzw. die Semantik des
bereits vorhandenen Elementes DerivedFrom angepasst werden, um eine evt.
vorhandene Superkomponente anzugeben. CCSL-Spezifikationen von Subkom-
ponenten werden weiterhin als autonome Spezifikationen erstellt; aus ihnen las-
sen sich damit weiterhin XML-Schemata generieren und zur Validierung von
Instanzdateien einsetzen.
Da alle CMD-Komponenten (ob in Vererbungshierarchien eingebunden oder
nicht) weiterhin eigensta¨ndig auswertbar sind, sind auch fu¨r alle bestehenden
Schemata, Instanzdateien und vorhandenen Werkzeuge (Extraktoren, Aggre-
gatoren etc.) keinerlei A¨nderungen notwendig. Die Auswertung und Nutzung
36Unter der Voraussetzung dass die Kardinalita¨tsrestriktionen jeweils mindestens eine Instanz
verlangen.
37Mit einer maximalen Ha¨ufigkeit von 1, um Mehrfachvererbungen auszuschließen.
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der Hierarchieba¨ume ist damit eine rein optionale Funktionalita¨t. Beno¨tigt wird
allerdings ein Element in der Infrastruktur, das sicherstellt, dass die Rahmen-
bedingungen von Vererbungsrelationen in jedem Fall eingehalten werden, also
die Erstellung von Komponenten, die den oben aufgefu¨hrten Bedingungen wi-
dersprechen, verhindert. Die in dieser Hinsicht zentralisierte CMD-Infrastruktur
mit der Component Registry CR, als zentraler Autorita¨t fu¨r die Registrierung
und Abfrage von Komponenten, gewa¨hrleistet bereits fu¨r CMDI 1.1, dass Nut-
zer keine invaliden XML Schemata generieren38. Eine Erweiterung der CR muss
hier zusa¨tzlich sicherstellen, dass abgeleitete Komponenten die entsprechenden
Bedingungen einhalten bzw. (durch Lo¨schen des Extends-Eintrages in der CCSL-
Spezifikation) die neue Komponente aus der Vererbungshierarchie herauslo¨sen.
Werkzeuge, die CMD-Instanzdateien auswerten (wie z.B. die Suchmaschine
VLO), beno¨tigen die in der CR vorliegenden Informationen zu Vererbungsre-
lationen, um bei Bedarf nur auf Basis der genutzten Superkomponente unter
Ausschluss aller Erweiterungen zu arbeiten. Falls weiterhin die vollsta¨ndigen
Angaben aller Subkomponenten beru¨cksichtigt werden sollen (und damit die
Vererbung prima¨r zur Unterstu¨tzung und als Leitfaden fu¨r den Schemaersteller
eingesetzt wird), sind auch hier keine A¨nderungen notwendig.
Von den rein technischen Voraussetzungen abzugrenzen, sind natu¨rlich die
allgemeinen Rahmenbedingungen, die fu¨r eine sinnvolle Umsetzung relevant sind.
Konkret heißt dies, dass gro¨ßere Anpassungen der bisherigen Modellierungs-
und Arbeitsprozeduren, um fu¨r Anwender und diverse Infrastrukturbausteine
nu¨tzlich zu sein, in einem organisatorischen Rahmen eingebettet sein mu¨ssen.
8.6 Qualita¨ts-/Designmetriken der OOP
Unabha¨ngig von mo¨glichen Erweiterungen besteht allerdings auch bereits im
Rahmen von CMDI 1.1 und 1.2 ein direkter Bedarf, sinnvolle Schemaentwu¨rfe zu
erkennen und von Problemfa¨llen abzugrenzen. Wiederum kann hier ein Ru¨ckgriff
auf die objektorientierte Softwareentwicklung Hinweise auf mo¨gliche Ansa¨tze
liefern.
Die teilweise enorme Gro¨ße und Komplexita¨t von Softwareprojekten im Be-
reich der OOP hat fru¨h dazu beigetragen, dass dem Thema Qualita¨tsbewer-
tung durch mehr oder weniger automatische Mittel Rechnung getragen wurde.
In der Literatur wird dabei ha¨ufig auf der Basis allgemeiner Qualita¨tsmodelle
die Evaluierung vorhandenen Programmcodes durchgefu¨hrt. Beispiele fu¨r solche
Modelle sind unter anderem das FCM- (Factor-Criteria-Metrics, McCall et al.
(1977)) oder das GQM-Modell (Goal-Question-Metric, Basili et al. (1994) oder
Koziolek (2008)). Dabei werden bezu¨glich gewu¨nschter Qualita¨tsziele konkrete
Qualita¨tsmerkmale aufgeschlu¨sselt und diese u¨ber eine Auswahl sinnvoller und
operationalisierbarer Metriken bewertet39.
38Z.B. durch Nutzung identischer Elementnamen fu¨r Schwesterknoten.
39Metriken sind hier weitgehend in der Definition nach IEEE 1061:1998 zu verstehen als
”
A
function whose inputs are software data and whose output is a single numerical value that
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Fu¨r den Bereich objektorientierter Softwareentwicklung gibt es seit den fru¨hen
neunziger Jahren umfangreiche Literatur, in der Metriken fu¨r die Bewertung
des Designs konkreter Softwarelo¨sungen entwickelt wurden. Tabelle 8.2 gibt eine
U¨bersicht u¨ber ha¨ufig in der Literatur verwendete elementare Metriken mit dem
prima¨ren (aber nicht ausschließlichen) Fokus auf objektorientierter Software40.
Diese Metriken werden dabei ha¨ufig nicht alleinstehend, sondern in Kombina-
tion bzw. gemittelt fu¨r die Evaluation eingesetzt. Als Beispiel sei hier auf die
kombinierten Metriken ANDC, AHH oder
”
Coupling intensity“ in Lanza et al.
(2005) verwiesen, die Basismetriken zu neuen Metriken kombinieren und daru¨ber
erweiterte Aussagen u¨ber Qualita¨t des OO-Designs treffen.
Metrik Erkla¨rung
Lines of Code (LOC, SLOS) Anzahl Quelltextzeilen






Comment Lines of Code (CLOC) Anzahl der Kommentare
Cyclomatic complexity/McCabe metric zyklomatische Komplexita¨t, Anzahl
Pfade im Kontrollflussgraphen
Halstead complexity measures Umfang und Komplexita¨t auf der Basis
von Operatoren und Operanden
Depth of Inheritance Tree (DoI) Maximale Pfadla¨nge im Vererbungs-
baum
Number of Children (NOC) Anzahl der (spezialisierten) Unterklas-
sen
Weighted methods per Class (WMC) Summe der Komplexita¨t der einzelnen
Methoden (u¨blicherweise auf Basis von
McCabe)
Response for a Class (RFC) Anzahl ausfu¨hrbarer Methoden
Coupling between Objects (CBO) Anzahl aller verwendeten Klassen
Lack of Cohesion in Methods (LCOM) Anzahl von Methodenpaaren einer
Klasse ohne gemeinsame Instanzvaria-
blen
Tabelle 8.2: Designmetriken der objektorientierten Programmierung (u.a. nach
Chidamber und Kemerer (1994), Henderson-Sellers (1996), Riel
(1996) und Lanza et al. (2005))
can be interpreted as the degree to which software possesses a given attribute that affects
its quality.“.
40Metrikennamen hier entsprechend der englischsprachigen Literatur.
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Entwurfsmuster (Englisch) Kurzerkla¨rung
Kompositum (Composite) Zusammenfu¨gen von Objekten zu
komplexen Strukturen, ermo¨glicht
die einheitliche Behandlung von ein-
zelnen Objekten bis hin zu umfang-
reichen Kompositionen
Fassade (Facade) Nutzung einheitlicher Schnittstellen
fu¨r unterschiedliche Schnittstellen
verschiedener Teilsysteme
Dekorierer Erweiterung eines Objektes um neue
Zusta¨ndigkeiten als Alternative zur
Unterklassenbildung
Tabelle 8.3: Beispiele fu¨r Design Patterns nach Gamma et al. (1995)
8.6.1 Pattern und Antipattern
Teilweise parallel zur Vermessung existierenden Programmcodes durch Metriken
und deren Einsatz zur Qualita¨tsbewertung und Identifikation von Problemfa¨llen
wurde das Thema sinnvoller Entwurfsmuster (
”
Design Patterns“) im zunehmen-
den Maße relevant. Basierend auf dem Vorbild der Entwurfsmuster in der Archi-
tektur41 werden hier Vorlagen fu¨r die Lo¨sung ha¨ufig auftretender Softwaredesign-
Probleme formuliert, die beim Design und auch Redesign von Softwarecode ty-
pische Fehlentwicklungen vermeiden sollen.
Ersten Arbeiten Ende der achtziger Jahre (vor allem Beck und Cunningham
(1987)) folgten diverse weitere Vero¨ffentlichungen. Darunter fa¨llt unter anderem
auch die Arbeit von Coad und Yourdon zu objektorientierter Analyse, fu¨r die
gutes Design durch geringe Kopplung, hohe Koha¨sion, handhabbare Komple-
xita¨t sowie angemessene Datenabstraktion gekennzeichnet ist (Coad und Your-
don (1991)). 1994 wird
”
Design Patterns: Elements of Reusable Object-oriented
Software“ von Gamma, Helm, Johnson und Vlissides (Gamma et al. (1995))42
herausgegeben. Diesem bahnbrechenden Werk, das bis heute noch großen Ein-
fluss besitzt, folgten weitere Arbeiten, die das Konzept der Entwurfsmuster-
basierten Entwicklung von Software weiterentwickelten. Die urspru¨ngliche Men-
ge von 23 Entwurfsmustern wurde dabei kontinuierlich vergro¨ßert. Die bereits
im urspru¨nglichen Werk vorhandene Unterscheidung in drei Typen (Erzeugungs-
muster, Strukturmuster sowie Verhaltensmuster43) wird dabei meist weitgehend
u¨bernommen. Tabelle 8.3 entha¨lt einige Beispiele fu¨r ha¨ufig genutzte Designmus-
ter44.
Bezugnehmend auf den etablierten Terminus wurde 1995 ebenfalls der Begriff
41Ha¨ufig dem Architekten Christopher Alexander zugeschrieben, der Muster fu¨r die Entwick-
lung von Sta¨dten und Geba¨uden formulierte (Alexander et al. (1977)).
42Ha¨ufig auch als
”
Gang of Four“ (GoF) bezeichnet.
43creational patterns, structural patterns, behavioural patterns
44Die Kurzerkla¨rungen orientieren sich dabei an den Originalbeschreibungen.
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Antimuster (Englisch) Kurzerkla¨rung
Big Ball of Mud Software ohne wahrnehmbare Soft-
warearchitektur
Gottobjekt (God object), Blob Objekte mit zu viel Wissen bzw.
Funktionalita¨t
Zwiebel (Onion code/Onion architec-
ture)
Aufbau neuer Funktionalita¨t um be-
reits vorhandene, ohne diese kom-
plett zu verstehen
Copy and Paste Duplizierung bereits vorhandener
Funktionalita¨t
Tabelle 8.4: Beispiele fu¨r Anti-Pattern nach Koenig (1998) und Brown et al.
(1998)
”
Anti-Pattern“ gepra¨gt (Koenig (1998)), der im Gegensatz zu herko¨mmlichen
Entwurfsmustern schlechte Problemlo¨sungsansa¨tze umfasst. Spa¨tere Arbeiten
(wie zum Beispiel Brown et al. (1998)) erweiterten die Anzahl dieser Antimus-
ter, die zur Identifikation schlechten Designs und damit auch als Einstiegspunkt
fu¨r Verbesserungen bestehenden Codes dienen sollen. Auch hier wurde eine Ka-
tegorisierung in verschiedene Arten von Anti-Pattern vorgenommen und u¨ber die
Jahre kontinuierlich verfeinert. Tabelle 8.4 stellt eine Auswahl dieser Antimuster
vor.
Insbesondere fu¨r den Teilbereich der Programmierung bzw. des Softwareent-
wurfes wurde von Kent Beck der Begriff
”
code smell“ gepra¨gt. Das Buch
”
Re-
factoring“ von Fowler et al. (2012) machte den Terminus popula¨r und widmete
sich Strategien wie solchem problematischem Programmcode zu begegnen sei.
8.6.2 Refactoringstrategien
Refactoring45 bezeichnet den Prozess des Umbaus bestehenden Programmcodes
mit dem Ziel seiner Verbesserung46. Ziele dieser Verbesserung sind insbesonde-
re bessere Lesbarkeit, Wiederverwendbarkeit und Wartbarkeit des bestehenden
Codes. Dabei werden identifizierte Antipatterns als Einstieg in eine (im Ideal-
fall) systematische Aufbereitung genutzt. Metriken, wie die oben erwa¨hnten,
sind dabei nicht als fester Maßstab zu begreifen. Fowler und Beck betonen dies
ausdru¨cklich:
In our experience no set of metrics rivals informed human intuition.
(Fowler et al., 2012, S. 75)
45deutsch: Refaktorisierung oder auch Restrukturierung
46Entsprechend der Definition
”
Refactoring is a disciplined technique for restructuring an
existing body of code, altering its internal structure without changing its external behavior.“
in Fowler (2015).
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Die Identifikation problematischen Programmcodes und die Entscheidung fu¨r
U¨berarbeitung desselben la¨sst sich also nicht vollautomatisch durchfu¨hren. Den
Einfluss, den Metriken auf diesen gesamten Prozess haben sollten, wird in der
Literatur unterschiedlich bewertet. Tenor ist aber weitgehend, dass sie trotzdem
ein hilfreiches Mittel darstellen, da moderne Softwarelo¨sungen teilweise hoch-
komplexe Systeme sind, die sich durch menschliche Intuition allein kaum mehr
vollsta¨ndig verstehen oder objektiv vergleichen lassen. Lanza und Marinescu
formulieren ihre Lo¨sung fu¨r diesen Zwiespalt folgendermaßen:
Although we partially agree with Fowler [...] there is a big disadvan-
tage: human intuition does not scale with the dimensions of today’s
software systems. Therefore, in order to find and improve disharmo-
nious design fragments [...] we employ detection strategies. (Lanza
et al., 2005, S.70)
Auch sie setzen also Metriken zur Erkennung problematischer Codestellen ein.
Wichtig fu¨r den Einsatz des Refactoring ist die grundlegende Annahme, dass in
bereits existierenden Programmen typische Fehler behoben werden mu¨ssen, um
deren weitere Nutzung zu erleichtern bzw. erst zu ermo¨glichen. Dies steht teil-
weise verschiedenen Ansa¨tzen strukturierter Softwareentwicklung entgegen, bei
denen feste Phasen sequentiell abgearbeitet werden. Bei typischer sequentieller
Softwareentwicklung47 werden Design-, Entwurfs- und Implementierungsphasen
stark voneinander abgegrenzt. Im Idealfall wird ein entworfenes Design nicht
mehr angefasst und ist stabile Grundlage fu¨r die na¨chsten Arbeitsschritte. Re-
factoring hingegen akzeptiert falsche Designentscheidungen als natu¨rliche Ent-
wicklungen und stellt Werkzeuge zur Verfu¨gung diesem Problem zu begegnen.
Konsequenterweise ist Refactoring ein zentraler Baustein aller agilen Software-
entwicklungsmodelle.
8.6.3 Designmetriken und Refactoring in der CMDI
Die a¨hnliche Motivation fu¨r den Einsatz und A¨hnlichkeit in der Verwendung
der konstituierenden Bausteine bei OOP und CMD legen die Adaption existie-
render Qualita¨tssicherungsmaßnahmen aus dem Bereich der OOP nahe. Dabei
spielen auch die A¨hnlichkeiten im Bezug auf Entwicklungsmodellen eine Rolle.
Die Nutzung des sequentiellen Softwareentwicklungsparadigmas (Balzert, 2008,
S.518-522) entspricht dem typischen Entwurfsprozess bei Metadatenschemata:
feste Arbeitsphasen werden durchlaufen, wobei der U¨bergang in eine na¨chste
Phase erst nach Abschluss der vorhergehenden erfolgt. Ru¨ckspru¨nge sind zwar
durchaus mo¨glich, aber nur unter sehr kontrollierten Bedingungen vorgesehen.
Kritisiert wird an diesem recht starren Schema unter anderem der erst spa¨te
Einsatz unter weitgehend realen Bedingungen. Fehler oder Unzula¨nglichkeiten,
die erst in diesen spa¨ten Phasen entdeckt werden, fu¨hren zwangsla¨ufig zu einem
47Zum Beispiel beim bekannten Wasserfallmodell (Royce (1970)).
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vergleichsweise aufwa¨ndigen
”
Rollback“ von Teilen des Entwicklungsprozesses,
der in vielen Fa¨llen zeit- und kostenintensiv ist.
Im Bereich der Softwareentwicklung wird aus diesen und weiteren Kritikpunk-
ten zunehmend ein inkrementelles Vorgehen propagiert. Diese Formen der Soft-
wareentwicklung versuchen durch iterative Prozesse, testgetriebene Entwicklung
und sta¨ndige Optimierung existierenden Designs, durch Refaktorisierung schnel-
ler und mit geringerem bu¨rokratischen Aufwand zu Ergebnissen zu kommen.
Interessant ist in diesem Bereich, dass sowohl Kritik an testgetriebener Entwick-
lung als auch an Refactoring hohe Relevanz fu¨r die Entwicklung komponentenba-
sierter Metadatenschemata haben. Unter anderem durch Kannangara und Wi-
jayanayake (2015) wird der Einfluss verschiedener Refactoringstrategien auf die
Qualita¨t von Programmcode evaluiert. Die Autoren kommen dabei zum Schluss,
dass Refactoring nur relativ wenig Einfluss bzgl. externer und interner Metriken
zeigte. Dem gegenu¨ber stehen allerdings Arbeiten wie die durch Ammerlaan et al.
(2015), die langfristig positive Effekte bezu¨glich der Versta¨ndlichkeit (understan-
dability) refaktorisierten Codes aufzeigten. Gerade die Versta¨ndlichkeit vorhan-
denen Designs ist aber fu¨r den Einsatz von Metadaten in verteilten Umgebungen
ein entscheidendes Kriterium. Die zunehmende Einbindung von
”
Amateuren“ in
den Erstellungsprozess erfordert gerade fu¨r komplexe Designs die Mo¨glichkeit,
deren Angemessenheit und mo¨gliche Konsequenzen des Einsatzes u¨berblicken zu
ko¨nnen.
Positiv la¨sst sich dabei hervorheben, dass ein Teil vorhandener Metriken zur
Identifikation potentieller Schwachstellen aus der OOP u¨bernommen werden
ko¨nnen. Auch einige der bereits erwa¨hnten Anti-Patterns und Refactorings sind
auf CMD u¨bertragbar48. Als Beispiele fu¨r die U¨bertragbarkeit u¨blicher Refacto-
rings der OOP stellt Tabelle 8.5 angepasste Strategien auf der Basis von CMD
dar.
Dabei wird der grundsa¨tzliche Einsatz von Refactoring zur Optimierung von
Komponenten und Profilen auch hier nicht vollautomatisch ein, bezu¨glich belie-
biger Kriterien,
”
optimales“ Design generieren beziehungsweise dieses ableiten
ko¨nnen. Refactoring ist auch im Bereich CMD nur durch menschliche Intuition
sinnvoll einsetzbar und Metriken stellen (analog der bereits dargestellten Mei-
nung zu deren Einsatz in OOP) nur Indikatoren dar. Zentrale Grundannahmen
bezu¨glich guten Designs objektorientierter Entwu¨rfe, wie in den Arbeiten Coad
und Yourdons, ko¨nnen dabei den gro¨ßeren Rahmen abstecken.
8.7 Auswertung Metadaten-Instanziierung in der
CMDI
Wie bereits dargestellt, lassen sich u¨ber die Analyse des Einsatzes von Kom-
ponenten in der objektorientierten Programmierung Informationen ableiten, die
Ru¨ckschlu¨sse bezu¨glich der Angemessenheit der gewa¨hlten Modellierung zulas-
48Wie bereits dargestellt, liegt dabei der Fokus auf strukturellen Anti-Patterns.
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Refactoring CMD Basierend auf Kurzerkla¨rung
Collapse Hierarchy Collapse Hierarchy Zusammenfu¨hren voneinander
abgeleiteter, aber sehr a¨hnlicher
Komponenten
Extract Component Extract Class Auslagern von Teilen einer
Komponente in eine neue Kom-
ponente
Inline Component Inline/Lazy Class Ersetzen einer kleinen Kompo-
nente durch ihre Elemente
Replace Component Replace Method Ersetzen verwandter Elemente
durch eine Komponente
Rename Rename Method Umbenennen von Elementen/-
Komponenten, damit ihr Zweck
deutlicher wird







sen. A¨hnliche Ru¨ckschlu¨sse lassen sich auch bezu¨glich des konkreten Einsatzes
von Metadatenschemata in den einzelnen Metadateninstanzen annehmen. Die
Flexibilita¨t von komponentenbasierten MD-Schemata und des Workflows, in dem
sie generiert und genutzt werden, la¨sst dabei das bekannte Evaluierungskriteri-
um der Vollsta¨ndigkeit einzelner Instanzen bezu¨glich eines (mehr oder weniger
fest vorgegebenen) Schemas an Relevanz verlieren. Auf der Basis ganzer Schem-
ata (hier also CMD-Profile) bzw. einzelner Komponenten sind die relevanten
Fragestellungen vielmehr:
• Beschreibt die Komponente die jeweilige Doma¨ne angemessen bzw. vollsta¨ndig?
• Ist die Komponente fu¨r den (menschlichen) Nutzer versta¨ndlich (d.h. nicht
u¨berma¨ßig komplex) und ermuntert zu ihrer Wiederverwendung?
• Bu¨ndelt die Komponente Informationen zum gleichen Aspekt oder ver-
mischt sie unterschiedliche Informationsinteressen?
• Stellt die Modellierung der Komponente eine lokale Anpassung dar, die
eine Weiterverwendung in anderen Kontexten erschwert?
• Ist eine Erweiterung der Komponente einfach mo¨glich?
Zumindest fu¨r einige dieser Fragestellung kann die Betrachtung der aktiven
Verwendung des vorhandenen Komponentenbestandes interessante Antworten
geben. Ziel ist es dabei sowohl eine Hilfestellung bei der Auswahl konkreter
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Rang Komponenten-ID Komponentenname Frequenz
1 clarin.eu:cr1:c 1290431694486 Descriptions 1141
2 clarin.eu:cr1:c 1271859438118 cmdi-description 544
3 clarin.eu:cr1:c 1271859438110 iso-language-639-3 295
4 clarin.eu:cr1:c 1271859438111 cmdi-language 262
5 clarin.eu:cr1:c 1290431694487 Contact 168
6 clarin.eu:cr1:c 1271859438113 Contact 166
7 clarin.eu:cr1:c 1353678848785 sizeInfo 131
8 clarin.eu:cr1:c 1352813745460 communicationInfo 114
9 clarin.eu:cr1:c 1271859438114 Total Size 95
10 clarin.eu:cr1:c 1271859438104 iso-country 76
Tabelle 8.6: Popularita¨t von CMD-Komponenten im gesamten CMD-
Profilbestand
Komponenten zu haben, dem Metadatenersteller Ru¨ckmeldungen bezu¨glich der
Angemessenheit der gewa¨hlten Modellierung zu geben und damit den Prozess der
Komponentenerstellung zu vereinfachen und zu systematisieren. Gerade dieser
letzte Punkt scheint in der von wenig Kontrolle gepra¨gten Umgebung der CMDI
von besonderer Relevanz zu sein. Die bisherigen Arbeitsabla¨ufe, in denen wenig
erfahrene Metadatenmodellierer fu¨r ihre lokalen Datenbesta¨nde mit mo¨glichst
kurzem Zeitaufwand Komponenten generieren, fu¨hrt zwangsla¨ufig zu Nebenwir-
kungen, die sich negativ auf die Nu¨tzlichkeit und Auswertbarkeit des gesamten
verteilten Bestandes auswirken.
8.7.1 Popularita¨t
Eine sehr einfache Herangehensweise an die Angemessenheit von Komponenten-
modellierung ist die Analyse der Popularita¨t von Komponenten. Dies la¨sst sich
sowohl u¨ber deren absolute Nutzungsha¨ufigkeit als auch u¨ber die Instanziierung
optionaler Komponenten (siehe den folgenden Abschnitt) betrachten. Tabelle
8.6 stellt die zehn ha¨ufigsten Komponenten mit ihrer jeweiligen Nutzungsanzahl
dar49. Die Ha¨ufigkeit bezieht sich dabei auf die Nutzung der jeweiligen Kom-
ponente in unterschiedlichen Profilen bzw. an unterschiedlichen Positionen des
gleichen Profils. Die Ha¨ufigkeitsverteilung a¨hnelt dabei bekannten Power-Law-
Verteilungen (Clauset et al. (2009)) (siehe auch Abbildung 8.5); somit bietet
sich hier eine Fokussierung auf besonders popula¨re, bzw. in besonders vielen
verschiedenen Profilen verwendete, Komponenten an.
8.7.2 Instanziierung optionaler Elemente
CMD-basierte Schemata unterstu¨tzen im a¨hnlichen Umfang wie die genutzte
XML Schema Definition (XSD) die Einschra¨nkung von Kardinalita¨ten. Dabei
49Stand der Daten fu¨r diese und die folgenden Angaben ist der 1.11.2014.
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Abbildung 8.5: Verteilung der Komponentenha¨ufigkeiten im gesamten CMD-
Komponentenbestand
wird von Metadatenerstellern ha¨ufig die Flexibilita¨t von Schemata u¨ber die Nut-
zung einer Mindestkardinalita¨t von 0 (also das Vorsehen optionaler Elemente/-
Komponenten) sichergestellt. Entsprechend kann man die Angemessenheit einer
Komponente u¨ber das Instanziierungsverhalten in der Gesamtheit aller Kompo-
nenteninstanzen betrachten. Grundannahmen sind dabei, dass
• optionale Elemente oder Komponenten, die nie oder selten instanziiert
werden, Indiz fu¨r eine zu detaillierte Modellierung der sie enthaltenden
Komponente sind.
• optionale Elemente oder Komponenten, die nur in konkreten Komponenten
bzw. nur von einzelnen Metadatenanbietern instanziiert werden, Indiz fu¨r
eine konkrete Ausdifferenzierung/Spezialisierung sind.
Auf der Basis der vorhandenen Instanzdaten lassen sich Informationen u¨ber
die konkrete Instanziierung generieren. Abbildung 8.6 stellt dies fu¨r alle aktuell
genutzten Komponenten dar, die mindestens ein optionales Element bzw. eine
optionale Komponente enthalten. Dabei stellt jeder Eintrag im Diagramm eine
CMD-Komponente dar, fu¨r die die Vollsta¨ndigkeit der Instanziierung optiona-
ler Elemente (Wertebereich [0,1], ohne Beru¨cksichtigung mo¨glicher Mehrfach-
instanziierung) der Standardabweichung dieses Anteils u¨ber alle vorhandenen
Instanzen der Komponente gegenu¨ber gestellt wird. Konkret bedeutet damit ein
durchschnittlicher Instanziierungsgrad von 0 bei einer Standardabweichung von
0, dass in keiner Instanz der Komponente ein optionales Element/eine optionale
Komponente mit Daten befu¨llt wurde. Umgekehrt steht ein durchschnittlicher
Instanziierungsgrad von 1 bei einer Standardabweichung von 0 fu¨r die Instanziie-
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Abbildung 8.6: Vollsta¨ndigkeit der Instanziierung optionaler CMD-
Elemente/Komponenten fu¨r alle Komponenten mit mindestens
einem optionalen Element/optionale Komponente (arithmeti-
sches Mittel, Standardabweichung)
rung aller optionalen Elemente/Komponenten in jeder Instanz der betrachteten
CMD-Komponente.
Grundlegend lassen sich hier vier verschiedene Komponenten-Verwendungsarten
unterscheiden, die in Abbildung 8.7 farblich angedeutet werden:
• Komponenten mit optionalen Elementen/Komponenten, die nie oder fast
nie instanziiert werden (rot)
• Komponenten mit optionalen Elementen/Komponenten, die alle oder fast
alle instanziiert werden (gru¨n)
• Komponenten die optionale Elemente/Komponenten enthalten, die u¨bli-
cherweise im a¨hnlichen Ausmaß instanziiert werden (geringe Abweichung
vom durchschnittlichen Instanziierungsgrad) (gelb)
• Komponenten die optionale Elemente/Komponenten enthalten, die (abha¨ngig
von Schemakontext oder MD-Anbieter) im unterschiedlichen Ausmaß in-
stanziiert werden (blau)
Offensichtlich gibt es fu¨r alle vier hier angenommenen Instanziierungsmodelle
Beispiele. Konkret wird im Folgenden auf jeweils eine Komponente na¨her einge-
gangen:





Description“ ohne eingeschra¨nkte Kardinalita¨t (0 -
”
un-
bounded“), das die Beschreibungstexte entha¨lt. In den ungefa¨hr eine Mil-
lionen Instanzen dieser Komponente ist in praktisch jedem Fall mindestens
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Abbildung 8.7: Vollsta¨ndigkeit der Instanziierung optionaler CMD-
Elemente/Komponenten fu¨r alle Komponenten mit mindestens
einem optionalen Element/optionale Komponente (arithme-
tisches Mittel, Standardabweichung), verschiedene Instanziie-
rungsarten farblich markiert
ein Description-Element instanziiert. Dies kann als Indiz gewertet werden,
dass die untere Kardinalita¨tsschranke (0) hier zu schwach gewa¨hlt wurde,
da sie die Instanziierung einer leeren Komponente erlaubt.
• Die Komponente clarin.eu:cr1:c 1375880372993 (
”
titleInfo“) entha¨lt diver-
se Titelangaben zu einem bibliographischen Werk. Basis ist hier das Me-
tadata Object Description Schema (MODS). Die Komponente entha¨lt, ne-













nonSort“) die direkt aus
dem MODS entnommen wurden. In den ungefa¨hr 100.000 Instanzen der
Komponente werden die vier Elemente nie instanziiert. Ursache fu¨r diese
”
zu umfangreiche“ Modellierung ist die originalgetreue Umsetzung eines
fremden Schemas (hier MODS), die fu¨r die vorhandenen Daten bzw. die
genutzte Transformation nach CMD nicht no¨tig scheint.
• Die Komponente clarin.eu:cr1:c 1271859438186 (
”
component-content-lan-







TargetLanguage“), die u¨ber ein geschlos-
senes Vokabular eine Erweiterung des Datentyps Boolean nutzen. Diese
werden in den ungefa¨hr 40.000 Instanzen ha¨ufig instanziiert (zu 71,7%),
ein festes Instanziierungsverhalten ist allerdings nicht festzustellen (relativ
hohe Standardabweichung: 0,393).
• Die Komponente clarin.eu:cr1:c 1379939315562 (
”
encodingDesc“) entha¨lt
fu¨nf optionale Komponenten, die den encodingDesc-Header der TEI nach-
bilden. Im Schnitt sind etwa die Ha¨lfte dieser Komponenten mindestens
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einmal instanziiert (0,441); eine niedrige Standardabweichung (0,08) deu-
tet auf eine feste Verwendungspraxis hin (z.B. durch direkte Transforma-
tionen aus TEI-Dokumenten). Eine na¨here Betrachtung der Instanzen be-
legt diese Hypothese: die Komponente wurde nur durch ein Zentrum (die






Die Betrachtung des Instanziierungsverhaltens in Metadateninstanzen erlaubt
es natu¨rlich nicht automatisch auf Probleme in der Metadatenmodellierung zu
schließen. Als Indiz fu¨r solche Probleme sind sie allerdings durchaus nu¨tzlich um
eine Vorauswahl mo¨glicherweise kritischer Komponenten zu treffen und diese
einer na¨heren Betrachtung zu unterziehen.
Als problematisch fu¨r den Komponentenbestand zeigt sich hier vor allem die
Nachbildung bereits popula¨rer Schemata in CMD, wobei typische Modellierungs-
prinzipien zugunsten einer mo¨glichst vollsta¨ndigen Kompatibilita¨t aufgegeben
werden. Dem einzelnen Schemaersteller ist dabei kein Vorwurf zu machen: er
ermo¨glicht die schnelle U¨bernahme vorhandener Datenbesta¨nde und minimiert
die Wahrscheinlichkeit Anpassungen vornehmen zu mu¨ssen. Fu¨r das Gesamt-
system der CMDI, als Grundstock von Komponenten zur Beschreibung von
Sprachressourcen, sind sie allerdings wenig hilfreich.
Eine na¨here Betrachtung zeigt, dass diese Komponenten außerhalb ihrer ur-
spru¨nglichen Verwendung (also im urspru¨nglichen Profil oder in von diesem ab-
geleiteten Profilen) wenig genutzt werden. Tabelle 8.7 stellt fu¨r verschiedene
Fremdschemata die Anzahl erstellter CMD-Komponenten und deren Verwen-
dung in unterschiedlichen CMD-Profilen dar. Dabei werden zum Beispiel 64
CMD-Komponenten, die in Abstimmung mit TEI-Schemata generiert wurden,
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Fremdschema Komponenten Profile Profil (Name)
























Tabelle 8.7: Wiederverwendung von CMD-Komponenten auf Basis von Fremd-
schemata in CMD-Profilen
in nur sechs verschiedenen Profilen verwendet, von denen ein Großteil unter-
schiedliche Versionen voneinander darstellen. Die Wiederverwendbarkeit dieser
Komponenten in anderen Kontexten scheint damit eher beschra¨nkt zu sein50.
8.8 Outlier-Bestimmung fu¨r Komponenten
In Abschnitt 8.6 wurde bereits umrissen, dass bei der Erkennung problemati-
scher Codestellen in der OOP derzeit Metriken nur unterstu¨tzend eingesetzt wer-
den. Die finale Entscheidung u¨ber den Bedarf eines Refactorings sowie dessen
konkreter Durchfu¨hrung liegt weiterhin prima¨r im Verantwortungsbereich des
menschlichen Nutzers. Die U¨bertragbarkeit von Konzepten der OOP auf CMD
legt die Nutzung einiger dieser Metriken fu¨r den gleichen Zweck nahe. Dabei ist
50Betrachtete Komponenten wurden auf Basis ihrer Namen bzw. Beschreibungstexte aus-
gewa¨hlt. Die vollsta¨ndige Liste befindet sich in Tabelle A.13 im Anhang.
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die automatische Bestimmung eines
”
optimalen“ Designs (bezu¨glich objektiver
Kriterien) auch hier nicht realistischer Anspruch. Vielmehr wird bei automa-
tischen Metriken eine große Abweichung vom
”
U¨blichen“ als Indiz fu¨r proble-
matisches Design gewertet. Eine Baseline ergibt sich dabei aus den
”
typischen“
Werten (z.B. Werten zwischen unterem und oberen Quartil) in einer mo¨glichst
umfangreichen und vergleichbaren Menge von Entwu¨rfen. Die Betrachtung der
einzelnen Extremfa¨lle fa¨llt wiederum in den Bereich menschlicher Kompetenz
und Erfahrungswerte.
Fu¨r die schnelle Erfassung solcher
”
Outlier“ eignen sich unter anderem ver-
schiedene graphische Darstellungen. In der Literatur verbreitet sind unter ande-
rem Boxplots (z.B. Robbes et al. (2012)), allgemeine Anomalieerkennung auf Ba-
sis dreidimensionaler Metriken-Darstellungen (z.B. Dhambri et al. (2008)) oder
diverse kombinierte Darstellungen (wie z.B. in Lanza et al. (2005)). Im Folgenden
werden fu¨r einige der in der Literatur verbreiteten
”
Bad Smell“-Antimuster der
OOP analoge Betrachtungen fu¨r komponentenbasierte Metadaten dargestellt.
Dabei wird kein Anspruch auf Vollsta¨ndigkeit erhoben, sondern vielmehr exem-
plarisch auf einige mo¨gliche Ansa¨tze eingegangen.
8.8.1 Large Class/God Class
Im objektorientiertem Design wird durch verschiedene Autoren der Effekt von
stetig wachsenden bzw. von vornherein zu groß modellierten Klassen beschrie-
ben, der deren Nutzung und zuku¨nftige Anpassung erschwert. Arthur Riel for-
muliert das Problem pra¨gnant:
The problem with large public interfaces is that you can never find
what you are looking for. This is a serious problem with reusability in
general. By keeping the interface minimal, we make the system easier
to understand and the components easier to reuse. (Riel, 1996, S.17)
Das entsprechende Antimuster wird in der Literatur meist als Large Class
oder God Class bezeichnet. Erkennungsstrategien der OOP beziehen sich typi-
scherweise auf die gesamte Bandbreite von Verhalten (im Sinne von angebotenen
Methoden) bzw. vorgehaltenen Wissens (im Sinne von Membervariablen). Dieser
zweite, datenbezogene, Fokus la¨sst sich analog in der CMDI aufzeigen. Dabei ist
die Grundannahme, dass eine Komponente eine handhabbare Gro¨ße nicht u¨ber-
schreiten sollte. Als einfache Metrik bietet sich dafu¨r die Anzahl an Bausteinen
an, aus der die Komponente zusammengesetzt ist. Abbildung 8.9 stellt einen
Boxplot dar, der die Anzahl solcher Elemente fu¨r alle 1163 o¨ffentlichen CMD-
Komponenten51 darstellt. Beru¨cksichtigt wurden alle CMD-Elemente, -Attribute
und -Komponenten. Eingebettete, eigensta¨ndige (und damit wiederverwendba-
re) Komponenten gehen nur u¨ber ihren Wurzelknoten ein, da sie den Umfang der
eigentlich betrachteten Komponente nicht weiter beeinflussen. Attribute wurden
51Nicht enthalten sind allerdings zwei vollsta¨ndig leere CMD-Komponenten (cla-
rin.eu:cr1:c 1418833904840, clarin.eu:cr1:c 1418833904841). Stand der genutzten CCSL-
Definitionen ist der 9. Februar 2016.
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Abbildung 8.9: Boxplot fu¨r die Gro¨ße von CMD-Komponenten, gemessen in An-
zahl Nachkommen des Wurzelknotens inklusive Attribute, ei-
gensta¨ndige Teilkomponenten nicht expandiert
als eigensta¨ndige Informationstra¨ger betrachtet, da eine in der CMDI gebra¨uch-
liche Modellierungsstrategie, die Kodierung von Informationen in Attributen an-
stelle von Elementen ist (siehe zum Beispiel die meisten MODS-basierten CMDI-
Komponenten).
Offensichtlich sind die meisten CMD-Komponenten vergleichsweise klein (Me-
dian = 2, Interquartilsabstand = 2, arithmetisches Mittel = 5,86), allerdings
existieren Ausreißer, die aus deutlich mehr Elementen bestehen52. Den Maxi-
malwert erreicht die bereits besprochene clarin.eu:cr1:c 1349361150621 (
”
OLAC-
DcmiTerms“). Die fu¨nf gro¨ßten Komponenten sind allesamt U¨bertragungen aus
Fremdschemata (OLAC bzw. MODS). Interessant ist dabei, dass dieser Zusam-
menhang bereits durch Riel fu¨r die OOP beschrieben wurde:
The [...] god class problem occurs very often when a designer is mi-
grating a legacy system to a new object-oriented design. (Riel, 1996,
S.39)
Es ist anzunehmen, dass in beiden Fa¨llen die Ursache dieses Verhaltens die
vergleichsweise einfache U¨bernahme aus einer bestehenden Lo¨sung, unter Ver-
meidung zeitaufwa¨ndiger Umstrukturierungen, ist. Die Auswirkungen auf U¨ber-
sichtlichkeit und Wiederverwendbarkeit des neu erstellten Gesamtsystems wird
allerdings ebenfalls in beiden Fa¨llen als eher negativ zu betrachten sein.
Eine alternative Betrachtungsweise des Umfangs einer Komponente ist die Tie-
fe, die der jeweils beschriebene Strukturbaum (fu¨r CMDI also derzeit in XML)
hat. In Abbildung 8.10 wird die Verteilung der Komponententiefe fu¨r alle CMD-
Komponenten dargestellt. Aus den bereits erla¨uterten Gru¨nden werden Attri-
bute als eigensta¨ndige Knoten betrachtet und gehen voll in die Tiefenbestim-
mung ein. Ebenfalls analog zu den vorherigen Angaben werden eingebettete,
eigensta¨ndige Komponenten nur u¨ber ihren Wurzelknoten beru¨cksichtigt. Die
bereits in Abbildung 8.8 skizzierte Komponente
”
component-content-language“
hat entsprechend eine Tiefe von 1, da das Element
”
Description“, als Bestandteil
einer eigensta¨ndigen Komponente, nicht beru¨cksichtigt wird. Fu¨r den Fall, dass
die Komponente
”
component-description“ eine Inlinekomponente (und damit
52In der gewa¨hlten Darstellung verlaufen die
”
Whisker“ bis zu den jeweiligen Maximalwerten.
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Abbildung 8.10: U¨bersicht u¨ber die Tiefe von CMD-Komponenten




Offensichtlich sind die meisten CMD-Komponenten (unter Ausklammerung
eingebetteter Komponenten) eher flach strukturiert. Da Komponenten nur in
Form von (ausschließlich lokal gu¨ltiger) Inlinekomponenten in die Berechnung
eingehen, kann eine Komponententiefe von > 2 (unter Ausschluss von CMD-
Attributen > 1) als Indiz fu¨r problematisches Design gesehen werden. In diesen
Fa¨llen werden im Rahmen der CCSL Strukturen erstellt, die entweder derart spe-
zifisch sind, dass eine Wiederverwendung nicht no¨tig bzw. sinnvoll ist, oder evt.
wiederverwendbare Strukturen nur lokal definiert. Letzteres erho¨ht die Wahr-
scheinlichkeit der Erstellung von Dubletten und verhindert die Wiederverwen-
dung des erstellten Designs in anderen Kontexten.
Extremfa¨lle fu¨r ein solches, ausschließlich lokal gu¨ltiges, Design sind zum Bei-
spiel die Komponenten clarin.eu:cr1:c 1349361150711 (
”
LCC Corpus“) oder cla-
rin.eu:cr1:c 1407745711904 (
”
ContentLanguages“). Letzteres wird in Abbildung
8.11 als Ausschnitt dargestellt. Die Komponente dient der ausfu¨hrlichen Be-
schreibung der Sprache einer Ressource (
”
content language“). Dabei werden
erga¨nzende Angaben (z.B. zur Sprachfamilie oder zu La¨ndern, in denen die Spra-
che gesprochen wird) in Inlinekomponenten beschrieben. Diese, obwohl zweifellos
von breiterem Interesse, sind damit ausschließlich in
”
ContentLanguages“ gu¨ltig.
Personen, die vergleichbare Daten angeben wollen, mu¨ssen die entsprechenden
Teilschemata erneut erstellen bzw. vorhandene wiederverwendbare Komponen-
ten heraussuchen. Entsprechend bietet sich hier die Refactoring-Operation Ex-
tract Component an, um wiederverwendbare Teile des Schema herauszulo¨sen,
bzw. Replace Component, um die Teilschemata durch externe Komponenten zu
ersetzen.
124
8 Objektorientierte Modellierungsstrategien und Refactoring auf CMD
Abbildung 8.11: Aufbau der Komponente clarin.eu:cr1:c 1407745711904 (
”
Con-
tentLanguages“) (Ausschnitt, Inlinekomponenten in grau)
8.8.2 Speculative Generality/Dead Code
Eine gru¨ndliche Analyse beno¨tigter Metadatenangaben sollte typischerweise am
Beginn jedes CMD-Komponentenentwurfs stehen. Die Nutzung der erstellten
Komponente in der Praxis kann allerdings, trotz intensivster Vorbereitungen,
Fehleinscha¨tzungen offenlegen. Dies umfasst u.a. die Erstellung zu
”
großer“ Kom-
ponenten, die deutlich mehr als die in der Praxis erwartbaren Dokumentations-
bedu¨rfnisse abdecken. Ha¨ufig ist die Ursache eine systematische Beru¨cksichti-
gung aller mo¨glicher Sonderfa¨lle, die im Rahmen eines einzigen Komponenten-
entwurfs bedacht werden sollen.
Arthur Riel begegnet der Frage nach dem Umfang eines Klasseninterfaces in
der OOP mit
Heuristic 2.6
Do not clutter the public interface of a class with items that users
of that class are not able to use or are not interested in using. (Riel,
1996, S.18)
, also der Aufforderung sich auf das wirklich No¨tige zu beschra¨nken und (im-
plizit) nicht fu¨r alle evt. auftauchenden Sonderfa¨lle Vorkehrungen zu treffen.
Im Gegensatz fu¨hrt allerdings auch eine iterative Weiterentwicklung nicht
zwangsla¨ufig zu einem guten Design. Im Gegenteil ist zu erwarten, dass auch
hier der reale Gebrauch in der Praxis den mangelnden Bedarf an konkreten
Komponenten deutlich macht. In allen mo¨glichen Entwicklungsmodellen kann
davon ausgegangen werden, dass Komponenten bzw. einige ihrer Teile u¨ber die
Zeit obsolet werden. Auch fu¨r diesen Fall bietet Riel einen entsprechenden Rat-
schlag:
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Heuristic 3.7
Eliminate irrelevant classes from your design. (Riel, 1996, S.42)
Fu¨r die CMDI ko¨nnen aus dieser Herangehensweise verschiedene Richtlinien
abgeleitet werden. Darunter fa¨llt die U¨berarbeitung bestehender Designs mit
dem Ziel unno¨tige
”
Bausteine“ zu entfernen. Die beno¨tigte Information kann aus
den realen Instanzdaten (wie in Abschnitt 8.7 im Detail dargestellt) abgeleitet
werden. Dies gilt fu¨r Elemente und Komponenten, aber evt. auch fu¨r Datentypen
(Vokabulare, Muster etc.), die fu¨r die praktische Verwendung nicht angemessen
sind.
Dazu geho¨rt allerdings auch die systematische Pflege des Komponentenbestan-
des durch die bereits jetzt vorhandenen Mittel. O¨ffentliche Komponenten, die in
keinem CMD-Profil genutzt werden, sind dabei zumindest Kandidaten, um sie
entsprechend CMDI 1.2 als
”
deprecated“ zu markieren. Im o¨ffentlichen Bestand
der CMDI gilt dies immerhin fu¨r 93 Komponenten (8%). Da eine Verwendung
allerdings auch in privaten Profilen erfolgen kann, ist hier in allen Fa¨llen eine
manuelle Begutachtung, in Zusammenarbeit mit dem urspru¨nglichen Ersteller,
angeraten.
8.8.3 Weighted Methods per Class
Fu¨r OOP-Klassen existieren verschiedene Ansa¨tze, um, u¨ber die Komplexita¨t
aller vorhandenen Methoden, die Komplexita¨t einer gesamten Klasse zu bestim-
men53. Ein ha¨ufig eingesetztes Maß ist dabei WMC (Weighted Methods per
Class) als Summe der Methodenkomplexita¨t, die z.B. u¨ber die McCabe-Metrik
(McCabe (1976)) bestimmt wird.
Analog la¨sst sich die Komplexita¨t von Komponenten auf der Basis der Kom-
plexita¨t verwendeter Datentypen abscha¨tzen. Ziel ist die Unterscheidung einfa-
cher Komponenten (mit ausschließlich primitiven Datentypen) von komplexen
Komponenten, die spezifischere Datentypen einsetzen. Die CMDI-Spezifikation
erlaubt neben der Nutzung u¨blicher XSD-Datentypen (boolean, decimal, string,
dateTime etc.) auch die Angabe regula¨rer Ausdru¨cke oder ganzer kontrollierter
Vokabulare. Dabei ist davon auszugehen, dass fu¨r die beiden letzten Fa¨lle ein
erho¨hter Aufwand fu¨r die Spezifikation und (bei Vokabularen) semantische Ver-
ankerung in Konzeptregistraturen erfolgte. Die entsprechenden CMD-Elemente
bzw. Attribute sind Kandidaten fu¨r ein ExtractComponent-Refactoring, in der
sie in gesonderte Komponenten ausgelagert werden und damit in anderen Kon-
text wiederverwendbar sind.
Im Folgenden werden zur Bewertung des
”
Gewichtes“ eines verwendeten Da-
tentypen folgende Annahmen getroffen:
• alle aus der XML Schema Definition (XSD) u¨bernommenen Datentypen
besitzen das Gewicht 1
53Der Begriff
”
Komplexita¨t“ wird in der entsprechenden Literatur allerdings nicht zwangsla¨ufig
im formal definierten Sinne von Zeit- bzw. Speicherkomplexita¨t verwendet.
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Abbildung 8.12: Verteilung der Komponentengewichte (Auszug)
• das Gewicht eines kontrollierten Vokabulars v ergibt sich aus dem Loga-
rithmus seines Umfangs (ln(|v|) + 1)
• das Gewicht eines regula¨ren Ausdruckes wird u¨ber den Logarithmus der
Anzahl der in ihm vorkommenden Quantoren (’*’, ’+’, ’?’, ’{’) bzw. Al-
ternativen (’|’) abgescha¨tzt (Min(1, ln(|Quant|+ |Alt|) + 1))
Der hier gewa¨hlte Bewertungsmaßstab ist freilich nur eine von vielen mo¨gli-
chen Alternativen und wurde vor allem im Sinne einer einfachen Nachvollziehbar-
keit durch den Endnutzer implementiert. Abbildung 8.12 stellt das durchschnitt-
liche Gewicht aller CMD-Komponenten als arithmetisches Mittel der jeweiligen
Einzelgewichte aller CMD-Elemente und -Attribute dar. Wiederum wird aus-
schließlich die nicht-expandierte Form der Komponenten betrachtet. Verzichtet
wurde auf die Darstellung von Komponenten, die aus ausschließlich einem Ele-
ment/Attribut bestehen bzw. des
”
Long tails“, in dem ausschließlich einfache
Datentypen verwendet werden (48,8% des Bestandes), sowie Komponenten, die
keine eigenen CMD-Elemente oder Attribute enthalten (22,2%).
In einer manuell erfolgten U¨berpru¨fung finden sich im Bereich der Kompo-
nenten mit hohem durchschnittlichen Gewicht diverse Kandidaten, fu¨r die eine
Auslagerung einiger ihrer Bestandteile zweckma¨ßig sein ko¨nnte. Zur Illustration
dienen die folgenden Beispiele:
• das Element
”
distributionAccessMedium“ der Komponente clarin.eu:cr1:c
1349361150579 (
”
licenceInfo“, Gewicht: 3,75) mit einer Liste mo¨glicher
Kana¨le u¨ber die auf eine Ressource zugegriffen werden kann
• das CMD-Element
”
Genre“ der Komponente clarin.eu:cr1:c 1290431694515
(
”
ResourceContext“, Gewicht: 2,47) mit 19 Genre-Charakterisierungen,





BirthDate“ der Komponente clarin.eu:cr1:c
1422885449324 (
”
FieldtripParticipantInfo“, Gewicht: 1,69) enthalten um-
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fangreiche regula¨re Ausdru¨cke zur Einschra¨nkung des jeweiligen Wertebe-
reiches. Identische regula¨re Ausdru¨cke finden sich (in Kopie) in diversen
weiteren Komponenten (siehe z.B. clarin.eu:cr1:c 1396012485087 oder cla-
rin.eu:cr1:c 1369140737147).
8.8.4 Weitere Metriken und Refactorings
Die hier vorgestellten Ansa¨tze sind natu¨rlich nur ein Ausschnitt aus der Vielzahl
mo¨glicher Metriken und Refactorings, die in der OOP existieren und in ange-
passter Form auf CMD u¨bertragbar sind. Als Anregung sei hier nur auf Collapse
Hierarchy (Entfernen abgeleiteter Subkomponenten, die sich ihrer Superkompo-
nente zu a¨hnlich sind), Push Down (Auslagern von Teilen einer Komponente in
Subkomponenten) oder die in Tabelle 8.5 aufgefu¨hrten Restrukturierungen ver-
wiesen. Daru¨ber hinaus ko¨nnen auch weitere Instanzdaten-basierte Metriken,
z.B. zur Bewertung der Angemessenheit konkreter CMD-Elemente (wie falsche
Elementkardinalita¨t bei ha¨ufig nicht-atomaren Werten in den Instanzen) heran-
gezogen werden.
8.9 Zusammenfassung
Die bisherige Praxis im Rahmen der CMDI, Nutzer ohne gro¨ßere Unterstu¨tzung
neue Komponenten und Profile erstellen zu lassen, hat zu a¨hnlichen Konsequen-
zen gefu¨hrt, wie sie bereits die Nutzung der ISOcat-Datenkategorieregistratur
massiv erschwert haben. Daru¨ber hinaus sind die wenigen vorhandenen Werk-
zeuge nicht in den typischerweise genutzten Workflow integriert und werden
deshalb von den wenigstens Nutzern aktiv eingesetzt. Dazu erschwert die feh-
lende Unterstu¨tzung eines Lifecyle-Managements im CMDI 1.1-Standard eine
sinnvolle und nutzerfreundliche Ordnung und Darstellung des Komponentenbe-
standes.
Mit der Einfu¨hrung von CMDI 1.2 ist mittlerweile die explizite Markierung
veralteter Komponenten bzw. der Aufbau einfacher Ableitungsba¨ume (derived-
From) mo¨glich. Damit werden einige nu¨tzliche Ansa¨tze des Softwaremanage-
ments auch fu¨r die CMDI nutzbar gemacht. Trotz dieser Verbesserungen kann
die weitere U¨bernahme von Erfahrungswerten aus der OOP fu¨r die CMDI von
Nutzen sein. Im Rahmen dieses Kapitels wurde dabei exemplarisch ein einfa-
ches Maß der Komponentena¨hnlichkeit vorgestellt, das Komponentenerstellern
als Hilfsmittel dienen kann, um die Erzeugung (teilweise oder gar vollsta¨ndig)
redundanter Komponenten zu vermeiden. Dabei wurde der Vielseitigkeit der




Als Antwort auf die sehr unsystematische Erstellung neuer Komponenten zur
Ausdifferenzierung bzw. Anpassung in Details wurde die U¨bernahme des Verer-
bungskonzeptes aus der OOP vorgeschlagen. Dabei werden Basiskomponenten
erstellt, die typischerweise nur eine u¨berschaubare Menge von Angaben ent-
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halten. Aus diesen ko¨nnen durch Erweiterung und U¨berschreibung abgeleite-
te Komponenten erzeugt und die Vererbungsrelation explizit gemacht werden.
Damit kann gleichzeitig dem Interesse des Erstellers an mo¨glichst detaillierter
Beschreibung seiner Daten, als auch den Interessen des gesamten Verbundes
an einfach auswertbaren Metadaten entsprochen werden. Basis fu¨r die systema-
tische (Nach-)Generierung solcher Vererbungsba¨ume ko¨nnen, neben einfachen
A¨hnlichkeitsmaßen auf der Basis von Konzepten (bzw. Konzeptmengen), auch
die bekannten Verfahren des Schema Matchings/Mappings sein. Die typischer-
weise u¨berschaubare Gro¨ße von CMD-Komponenten ermo¨glicht allerdings auch
die manuelle Bearbeitung.
Abschließend wurde die U¨bertragbarkeit von
”
Bad Smell“- bzw. Refactoring-
Heuristiken auf den Bereich der komponentenbasierten Metadaten diskutiert.
Dabei wurde auf die etablierte Erkennung untypischer Werte zuru¨ckgegriffen,
wie sie in diversen Werkzeugen des Softwarerefactorings aktiv eingesetzt wird.
Wie in verschiedenen Arbeiten zu Refactoring in OOP dargestellt (u.a. Murphy
et al. (2006) oder Wilking et al. (2007)) wird auch fu¨r CMD nur eine vergleichs-
weise geringe Anzahl von Refactorings sinnvoll eingesetzt werden ko¨nnen. Wie
ebenfalls in den entsprechenden Vero¨ffentlichungen und Studien dargestellt, min-
dert dies aber nicht zwangsla¨ufig den Nutzen solcher Prozeduren, zumal die gu-
te Lesbar- und Versta¨ndlichkeit von Metadatenkomponenten durch menschliche
Nutzer ein prima¨res Entwurfsziel der gesamten CMD-Infrastruktur ist.
Als zentraler Punkt muss noch betont werden, dass die vorgeschlagenen Re-
factorings und deren mo¨gliche Erweiterungen sowie die Nutzung formaler Ver-
erbungshierarchien nicht in jedem Fall angebracht sind. Sie stellen nur Entschei-
dungshilfen bzw. in manchen Fa¨llen nu¨tzliche Modellierungsprinzipien dar. Die
konkrete Entscheidung u¨ber ein Design und die Bewertung seiner Angemessen-
heit ha¨ngt weiterhin (wiederum analog zur OOP) in erster Linie vom jeweiligen




9.1 Einfluss von Nutzungsszenarien auf Schema und
Instanzen
Qualita¨t wird ha¨ufig als
”
Fitness for use“, also in diesem Fall als Eignung eines
Metadatenschemas bzw. einer Metadateninstanz fu¨r konkrete Anwendungszwe-
cke betrachtet. Wa¨hrend mo¨gliche und sinnvolle Anwendungszwecke vor allem
durch die konkreten Implementierungen und erstellten Lo¨sungen der Anbieter
vorgegeben werden, wird die Eignung in erster Linie u¨ber den konkreten Einsatz
durch die Gesamtheit aller Benutzer bzw. Anwender bestimmt. Diese umfas-
sen durchaus auch technische
”
Anwender“ wie Aggregatoren oder generell alle
Softwarelo¨sungen, die automatische Aufbereitungen oder Weiterverarbeitung der
Daten vornehmen. Problemfa¨lle, die die Eignung der Metadaten fu¨r solche Nut-
zer einschra¨nken, lassen sich dabei u¨blicherweise leicht u¨berpru¨fen und ko¨nnen
unmittelbar als Feedback an die jeweiligen Ersteller zuru¨ckfließen. Fu¨r konkrete
Beispiele solcher QA-Maße sei auf Kapitel 5.4 verwiesen, in dem bereits entspre-
chende Verfahren angesprochen wurden.
Deutlich komplexer ist die Evaluierung des Verhaltens menschlicher Benutzer,
die selbststa¨ndig mit vorhandenen Schnittstellen agieren und diese entsprechend
ihrer konkreten Interessen einsetzen. Wichtige Schnittstellen sind dabei typi-
scherweise die vorhandenen zentralen Werkzeuge, die fu¨r die Interaktion erstellt
und ha¨ufig kontinuierlich weiterentwickelt werden. Jede Infrastruktur ha¨lt solche
Systeme vor; die bekanntesten Beispiele sind die weit verbreiteten Onlinekata-
loge (OPAC), die von Bibliotheken als zentrale Zugriffspunkte zur Verfu¨gung
gestellt werden. Eine kurze U¨bersicht der im Rahmen von CLARIN erstellten
Werkzeuge wurde bereits in Kapitel 4.7 gegeben. Analog zu ihren Pendants
im Bibliothekswesen la¨sst sich u¨ber die Interaktion der Benutzer interessantes
Feedback generieren, das im Ru¨ckfluss an die MD-Ersteller Hinweise fu¨r eine
optimierte Erzeugung von Metadatenschemata und -instanzen liefern kann.
Eine solche Adaption, also die Anpassung von Metadaten an ihre
”
Umweltbe-
dingungen“, ist dabei im unmittelbaren Interesse der Ressourcenanbieter. Opti-
mierte Metadateneintra¨ge erho¨hen die Sichtbarkeit der sie beschreibenden Res-
sourcen und damit auch die Wahrscheinlichkeit, dass interessierte Nutzer auf sie
aufmerksam werden und fu¨r konkrete Anwendungen in Betracht ziehen.
Die Nutzung komponentenbasierter Schemata stellt dabei deutlich verbesser-
te Mo¨glichkeiten zur Verfu¨gung, auf auftretende Probleme in Sichtbarkeit und
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Nutzung einzugehen und eventuell no¨tige Optimierungen vorzunehmen. Fu¨r fes-
te Metadatenschemata beschra¨nken sich die Mo¨glichkeiten der fu¨r die Erstel-
lung und Wartung verantwortlichen Personen typischerweise in der Optimie-
rung genutzten Vokabulars bzw. der Ausscho¨pfung fest vorgegebener Annota-
tionsmo¨glichkeiten. Als Konsequenz bescha¨ftigt sich ein Großteil der Literatur
mit der Erkennung solcher Probleme auf eben dieser Basis (siehe Kapitel 3). Die
deutlich ho¨here Flexibilita¨t des komponentenbasierten Paradigmas durch Ver-
bindung von Komponenten bzw. deren Erweiterung ermo¨glicht hier ebenso eine
flexiblere Handhabung und Anpassung an bestehende Nutzungsszenarien und
konkrete Nutzerinteressen. Dabei sind Anpassungen der Schemata eine valide
und (unter Einsatz von Erfahrungswerten der OOP, siehe 8.1) vergleichsweise
zeitsparende Mo¨glichkeit auf A¨nderungen der Anforderungen zu reagieren. Das
Entwicklungsmodell von Metadaten wandelt sich dabei zu einem zunehmend
agilen System wie es im Bereich der Softwareentwicklung seit einigen Jahren
versta¨rkt zum Einsatz kommt (VersionOne (2013))
Neben dem bereits erwa¨hnten Refactoring setzt das agile Softwareengineering
zur Anna¨herung an konkrete Anforderungen im großem Umfang auf testgetrie-
bene Entwicklung. Dabei werden bereits vor dem eigentlichen Entwicklungsbe-
ginn die zu erreichenden Ziele u¨ber die Erstellung von Tests beschrieben und die
gewu¨nschte Funktionalita¨t kontinuierlich entwickelt. Die konkrete Abdeckung
der Tests wird dabei den sich a¨ndernden Anforderungen angepasst. Eine solche
Vorgehensweise setzt natu¨rlich das Vorhandensein von Testmetriken und de-
ren Anwendbarkeit in der jeweiligen Doma¨ne voraus. Bei der Entwicklung von
Metadatenschemata bzw. der spa¨teren Entscheidung u¨ber die konkrete Instan-
ziierung einzelner Felder wird u¨blicherweise auf Expertenwissen bzw. allgemeine
Erfahrung zuru¨ckgegriffen. Da eine Weiterentwicklung der Schemata selten vor-
gesehen ist, gibt es hier wenig Bedarf, deren Angemessenheit kontinuierlich zu
u¨berpru¨fen. Dies geschieht maximal zu Beginn des Entwicklungszykluses (siehe




Die Evaluierung der Eignung ist natu¨rlich nicht nur fu¨r eine kontinuierliche
Weiterentwicklung hilfreich, sondern spielt auch eine wichtige Rolle bei der Erst-
erstellung. Die in der hier besprochenen Doma¨ne vorwiegend akademischen Res-
sourcenanbieter linguistischer Daten und Werkzeuge erstellen ha¨ufig fu¨r ihre
spezifischen Ressourcen neue Schemata mit den bereits besprochenen Proble-
men von Betriebsblindheit und Over- und Underfitting von MD-Schemata als
Konsequenz. In diesem Prozess ko¨nnen entsprechende Evaluierungen als hilfrei-
che Unterstu¨tzung auch bei der erstmaligen Schemaerarbeitung genutzt werden.
9.2 Nutzungsszenarien
Bei der Bewertung einzelner Metadateninstanzen bzw. erstellter Schemata sind
die vorhandenen System-Schnittstellen gute Indikatoren fu¨r die Eignung entspre-
chend des jeweiligen Nutzungsszenariums. Zentral ist hier die Ausdifferenzierung
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der Nutzer(-gruppen) entsprechend der jeweiligen Rollen, die sie einnehmen bzw.
der Bedu¨rfnisse, die sie befriedigen mo¨chten. Dabei dient die Erstellung von
Bedarfslisten fu¨r alle relevanten Benutzergruppen der Identifikation relevanter
Angaben und als Basis fu¨r die Generierung von Anwendungsprofilen, die die-
se Angaben (und evt. daru¨ber hinausgehende Vorgaben) zusammenfassen1. Fu¨r
unterschiedliche Nutzergruppen kann es sinnvoll sein spezifische Anwendungs-
profile zu entwerfen und umzusetzen, um die jeweiligen Benutzer mit ihren (ver-
muteten) Bedu¨rfnissen zu unterstu¨tzen.
Im akademischen Umfeld linguistischer Ressourcen ist die Entwicklung grup-
penspezifischer Anwendungsprofile bzw. deren Umsetzung in unterschiedlichen
Metadateninstanzen eher selten anzutreffen. Hiervon sei der Sonderfall ausge-
nommen, in dem parallel
”
lokale“ aber auch fu¨r die Außendarstellung angepass-
te Metadateninstanzen vorgehalten werden. Dies kann durch Transformationen2,
basierend auf einem internen
”
one size fits all“ Metadatenschema, durchgefu¨hrt
werden. Dieses Schema muss dabei alle vom Ersteller erwarteten Anwendungs-
szenarien unterstu¨tzen. Solche Szenarien umfassen natu¨rlich typischerweise die
bekannten FRBR User tasks, allerdings auch doma¨nenspezifische Anforderun-
gen. Im Rahmen des CLARIN-Projektes mit seinen typischerweise akademischen
Nutzern umfassen solche Anforderungen unter anderem3:
• Unterstu¨tzung der Zitierung von Ressourcen
• Referenzen auf relevante Vero¨ffentlichungen




Discoverability“) durch die konkrete Nutzergruppe; Un-
terstu¨tzung des gewu¨nschten Detailgrades von Angaben
• Relevante Angaben bezu¨glich des jeweils gu¨ltigen Data Management Plans
(inklusive entsprechender Informationen zu Vorhaltedauer, Versionierungs-
policies, Regelungen bezu¨glich privater Daten etc.)
Die bezu¨glich dieser Anforderungen mangelnde Ausgestaltung vorhandener
CMD-Profile la¨sst sich dabei leicht belegen. Der offensichtliche Bedarf an sau-
berer Zitierung kann zum Beispiel durch verschiedene CMD-Komponenten un-
terstu¨tzt werden. Diese ermo¨glichen es (teils sehr spezifische) bibliographische
Angaben fu¨r die jeweilige Ressource anzubieten. Allerdings werden sie von kaum
einem Profil unterstu¨tzt: relevante dedizierte Komponenten4 werden derzeit nur
1Siehe zum Beispiel Day et al. (2004).
2Wobei hier neben einer einfachen Selektion natu¨rlich auch Adaptionen vorhandener Angaben
vorgenommen werden ko¨nnen.
3Basierend auf diversen Gespra¨chen und Diskussionen in Metadaten-relevanten Arbeitsgrup-
pen des CLARIN-Projektes und externen Projekten mit vergleichbarem Fokus.











DCMI Element Find Identify Select Obtain




Rights x x x
Tabelle 9.1: Unterstu¨tzung von FRBR User Tasks durch Dublin Core Elemente
(Auszug aus Stvilia und Gasser (2008), nach Delsey (2002))
in 2,7 % aller Profile eingesetzt. Analog la¨sst sich auch das Vorhandensein bzw.
Fehlen weiterer Angaben in CMD-Profilen, u.a. im Rahmen der Profilerstel-
lung, u¨berpru¨fen und unmittelbar entsprechendes Feedback fu¨r den Schemaer-
steller generieren. Bezu¨glich weiterer relevanter Informationsbedu¨rfnisse ko¨nnen
natu¨rlich auch externe Metadatenschemata, bzw. deren Richtlinien zur konkre-
ten Verwendung, herangezogen werden.
9.3 Unterstu¨tzung allgemeiner Nutzerinteressen
Die Functional Requirements for Bibliographic Records definieren vier typische
Aufgaben, die der Nutzer im Umgang mit einem bibliographischen Katalog
durchfu¨hren mo¨chte. Offensichtlich sind nicht alle mo¨glichen bibliographischen
Angaben fu¨r alle diese
”
User tasks“ hilfreich. Fu¨r verschiedene Dublin Core ba-
sierte Metadatenschemata wurden die einzelnen DC Elemente bezu¨glich ihres
Nutzens fu¨r die jeweilige Aufgabe kategorisiert. Tabelle 9.1 entha¨lt einen Aus-
zug einer solchen Einteilung entnommen aus Stvilia und Gasser (2008). Hier
wird diese Einteilung genutzt um die Qualita¨t einzelner Metadateninstanzen
bezu¨glich der vier Aktivita¨ten (u¨ber die Qualita¨t der jeweils relevanten Elemen-
te) zu bewerten. Auch wenn diese Einstufungen nie vollsta¨ndig objektiv sein
ko¨nnen, bieten sie dennoch eine einfache Unterstu¨tzung fu¨r Metadatenersteller
bei der Generierung und U¨berarbeitung neuer Komponenten.
Fu¨r feste Schemata basierend auf einer geschlossenen Menge von Elementen ist
die instanzorientierte Herangehensweise in Stvilia und Gasser (2008) natu¨rlich
sehr sinnvoll; fu¨r eine komponentenbasierte Modellierung lassen sich diese Anga-
ben aber auch fu¨r die Bewertung einzelner Komponenten beru¨cksichtigen. Ziel ist
dabei eine Einteilung bezu¨glich ihrer Eignung zur Unterstu¨tzung der jeweiligen
Aufgabe und (in der Aggregation) die Bewertung ganzer Profile bzw. Schemata.
Daneben ist eine solche Kategorisierung auch fu¨r die Identifikation von Pro-
blemfa¨llen geeignet. In Anlehnung an Erfahrungswerte der objektorientierten
Softwareentwicklung sollten Klassen (hier also Komponenten) mo¨glichst zusam-
menha¨ngende Informationen bu¨ndeln. Fu¨r die komponentenbasierte Metadaten-
erstellung ist zudem noch anzunehmen, dass eine Komponente jeweils spezifi-
sche Aspekte einer Ressource beschreibt und somit nur fu¨r spezifische Anfrage-
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typen Relevanz besitzt. Komponenten, die bezu¨glich aller mo¨glichen Anfrage-
typen relevante Informationen beinhalten, ko¨nnen im dargestellten Sinne pro-
blematisch sein. Derartige Komponenten sind in den seltensten Fa¨llen auch in
anderen Kontexten wiederverwendbar und stellen natu¨rliche Kandidaten fu¨r op-
timierendes Refactoring dar. Das Problem wird im Folgenden kurz anhand der
Komponenten OLAC-DcmiTerms (clarin.eu:cr1:c 1349361150621) sowie License
(clarin.eu:cr1:c 1328259700915) skizziert (siehe auch Abbildung 9.1).
Die Komponente License beinhaltet vier fu¨r die Lizenzierung der Ressour-
ce relevante Eintra¨ge (den eigentlichen Lizenztext, den Lizenztyp, zusa¨tzliche
Details sowie einen Zeitstempel zur Identifikation der konkreten Version). Die-
se streng monothematische Ausrichtung, ohne Restriktion der konkreten Fach-
doma¨ne, macht die Komponente zu einem guten Kandidaten fu¨r die Wieder-
verwendung und den Einsatz in unterschiedlichen Kontexten. Konsequenter-
weise wird sie auch zur Beschreibung unterschiedlicher Ressourcen eingesetzt.
Die Komponente OLAC-DcmiTerms wiederum besteht aus 55 CMD-Elementen,
die eine sehr umfangreiche Beschreibung fu¨r diverse linguistische Ressourcen
ermo¨glichen. Darunter fallen Angaben zu verschiedensten Aspekten, inklusive
Informationen zum Titel, der Lizenz oder zum Ressourcentypen. Diese
”
one si-
ze fits all“ Komponente wird nur in einem Profil eingesetzt; durch die Fu¨lle
an mo¨glichen Eintra¨gen ist eine Verwendung in anderen Kontexten praktisch
ausgeschlossen.
(a) OLAC DcmiTerms (Auszug) (b) License
Abbildung 9.1: Aufbau der CMD-Komponenten OLAC-DcmiTerms (cla-
rin.eu:cr1:c 1349361150621) (Auszug) und License (cla-
rin.eu:cr1:c 1328259700915)
Eine Kategorisierung der in CMD-Komponenten verwendeten Konzeptlinks
stellt im Vergleich zur ausschließlichen Nutzung von Dublin Core einen Mehr-
aufwand dar, der aufgrund der Offenheit des Gesamtsystems fu¨r neue Konzepte
regelma¨ßig aktualisiert werden muss. Trotzdem kann eine solche Einordnung
nach festen Richtlinien eine wichtige Hilfestellung sein. Fu¨r die im Rahmen von
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Konzept Name Find Identify Select Obtain
CCR-2520 description x x x
CCR-2544 resource name x x x
CCR-3894 identifier x x
CCR-1975 external reference x x
CCR-2462 annotation level type x x x
Tabelle 9.2: Kategorisierung von CMD-relevanten Datenkategorien/Konzepten
der ISOcat/CCR nach FRBR User tasks (Auszug)
Identifier Name Find Identify Select Obtain
c 1353678848801 projectInfo 1 4 2 2
c 1282306194499 titleStmt 2 2 0 0
c 1280305685188 FieldOfResearch 4 4 0 0
c 1328259700915 License 0 0 2 2
c 1349361150621 OLAC-DcmiTerms 14 29 36 17
Tabelle 9.3: Kategorisierung von CMD-Komponenten fu¨r FRBR User tasks
(nach absoluter Ha¨ufigkeit relevanter Elemente)
CMDI genutzten Konzepte wurde diese Einstufung, angelehnt an die Richtlini-
en der International Federation of Library Associations and Institutions IFLA
(IFLA (1998)) und der Umsetzung in Stvilia und Gasser (2008), erstellt. Tabelle
9.2 stellt einen Auszug fu¨r die fu¨nf ha¨ufigsten Konzepte dar5.
Die daraus ableitbaren Informationen ko¨nnen zur Kategorisierung einzelner
Komponenten oder ganzer Profile eingesetzt werden. Tabelle 9.3 stellt die Ha¨ufig-
keit verschiedener fu¨r die FRBR User tasks relevanten Konzepte fu¨r eine Aus-
wahl von Komponenten dar6. Auch hier ist der Unterschied zwischen den dis-
kutierten Komponenten deutlich ablesbar. Thematisch homogene Komponenten
enthalten Informationen, die nur fu¨r spezifische (aber nicht alle) Informationsin-
teressen mo¨glicher Nutzer relevant sind. Gerade diese Beschra¨nkung vereinfacht
aber ihren Einsatz durch inhomogene Nutzergruppen und fu¨r unterschiedliche
Ressourcenarten.
Die Unterteilung mo¨glicher Nutzeranfragen in die vier genannten Bereiche
stellt natu¨rlich nur eine Mo¨glichkeit unter vielen dar. Ebenso ist die Bewertung
nach vo¨llig anderen Bedu¨rfnissen denkbar. Wie bereits dargestellt, ist dies vor
allem in Bezug auf spezifische Nutzungsszenarien sinnvoll.
5Die Einstufung erfolgte manuell auf Basis der jeweiligen Definitionen. Fu¨r eine umfangrei-
chere U¨bersicht siehe Anhang A.






9.4 Optimierung bezu¨glich Nutzeranfragen
Die Einstufung von Metadatenschemata bzw. einzelner Instanzen nach vermu-
teten Nutzerinteressen in einem Top-down-Prozess (da u¨blicherweise durch die
Schemaersteller) birgt zwangsla¨ufig die Gefahr, dass an den realen Nutzerinteres-
sen vorbei entwickelt wird. Eine Einteilung nach der Unterstu¨tzung allgemeiner
Aufgaben/Aktivita¨ten (wie durch die FRBR) ko¨nnen dabei einen Mindeststan-
dard sicherstellen, einen direkten Bezug zur konkreten Nutzergruppe haben sie
allerdings nicht. Arbeiten zu Anfrageverhalten bei verschiedenen Suchmaschinen
(zum Beispiel Stvilia und Gasser (2008)) zeigen, dass die Erwartungshaltung
der Endnutzer signifikant von der der Datenanbieter abweichen kann. Nutzerin-
teressen bezu¨glich verschiedener Informationen ko¨nnen dabei nicht als uniform
betrachtet werden: nicht jede angebotene Information wird im gleichen Ausmaß
fu¨r Suchaktivita¨ten genutzt. Die aus der Analyse von Logfiles gewonnenen In-
formationen zu realen Nutzeranfragen sind damit ein wichtiges Werkzeug um
die Angemessenheit einzelner Metadateninstanzen, aber auch ganzer Metada-
tenschemata, zu bewerten.
Als zentraler Leitsatz fu¨r die Motivation einer solchen Analyse kann das fol-
gende Zitat aus Moen et al. (1998) gesehen werden:
The quality of metadata undergirds its effectiveness in supporting
networked information discovery and retrieval.
Offensichtlich wird hier der Fokus im besonderen Maße auf die
”
Discovery“
und den anschließenden Zugriff auf die Ressource gelegt7. In der Konsequenz ist
dies ein deutliches Pla¨doyer fu¨r die Adaption eines IR-Systems (als Gesamtheit
von Daten und der den Zugriff erlaubenden Werkzeuge) an die realen Inter-
essen und Suchgewohnheiten der Benutzer. Eine gewisse Parallelita¨t zur Op-
timierung von Webseiten bezu¨glich ihres Rankings in Suchmaschinen (Search
Engine Optimization SEO, z.B. Alpar et al. (2015)) ist dabei naheliegend, aber
im Kontext von linguistischen Metadaten im vorwiegend akademischen Umfeld
natu¨rlich nicht eins zu eins u¨bertragbar. Insbesondere unterscheiden sich hier so-
wohl die Erwartungshaltung, Qualifikation als auch die Spezifita¨t zu erwartender
Anfragen potentieller Benutzer deutlich. Zudem ist die finanzielle Motivation im
akademischen Umfeld nicht im gleichen Maße ausgepra¨gt. Trotz offensichtlicher
Unterschiede ist aber die grundlegende Motivation eine a¨hnliche: Optimierung
erfolgt mit dem Ziel, effizienter (und natu¨rlich ha¨ufiger) gefunden und besser
durch den Endnutzer wahrgenommen zu werden.
Im Rahmen von CLARIN ist das Virtual Language Observatory (VLO) die
zentrale Suchmaschine fu¨r vorhandene Metadaten. Das VLO stellt dabei sowohl
eine facettierte Suchfunktionalita¨t als auch die Mo¨glichkeit einer Volltextsuche
zur Verfu¨gung8. Die Existenz dieses Werkzeuges als zentraler Einstiegspunkt in
die
”
Discovery“ relevanter Ressourcen fu¨r das gesamte CLARIN-Projekt (und





8Detaillierter ist das VLO bereits in Abschnitt 4.7 vorgestellt worden.
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teilweise daru¨ber hinaus) macht die Auswertung der Nutzeranfragen zu einem
wichtigem Hilfsmittel um ein genaueres Bild von Nutzerinteressen und Nut-
zerverhalten zu gewinnen. Dabei ist die Unterscheidung in Sub-Nutzergruppen
(zum Beispiel die Unterscheidung von Anfragen nach Forschungsinstituten mit
unterschiedlichem Schwerpunkt) durchaus mo¨glich, wird aber aus Datenschutz-
gru¨nden im Folgenden nicht weiter beru¨cksichtigt. Stattdessen wird die Gesamt-
heit aller Anfragen an das VLO fu¨r die Identifikation relevanter Informationsty-
pen betrachtet.
Fu¨r die Analyse sind die Nutzeranfragen an das VLO fu¨r unterschiedliche
Zeitra¨ume betrachtet worden. Dabei werden Suchmuster deutlich wie sie teilwei-
se auch fu¨r andere facettierte IR-Systeme beschrieben worden sind. Insbesonde-
re findet sich vergleichsweise wenig Evidenz fu¨r systematische Suchaktivita¨ten
durch ein
”
Drill-Down“, also durch iterative Einschra¨nkungen der ausgewa¨hlten
Ergebnismenge. Die Mehrheit aller Anfragen an das VLO nutzt dabei mindes-
tens eine der vorgegebenen (und teilweise speziell aufbereiteten) Facetten.
Die Abbildungen 9.2 stellen die Verteilung der Nutzeranfragetypen (ausschließ-
lich facettierte Suche, ausschließlich Volltextsuche, Kombination aus facettier-
ter und Volltextsuche) fu¨r zwei unterschiedliche Implementierungen der Nut-
zeroberfla¨che dar9. Auch fu¨r eine vera¨nderte Gestaltung, die die Volltextsuche
sta¨rker in den Vordergrund ru¨ckt10 (teilweise in Anlehnung an die minimalis-
tische Oberfla¨che der Websuchmaschine Google, siehe auch Goosen und Eckart
(2014)), wird die Restriktion durch Facettenwerte in mehr als 2/3 aller Anfra-
gen eingesetzt. Dies ist ein starkes Indiz fu¨r die Akzeptanz und Sinnhaftigkeit
der systematischen Erschließung von Ressourcenbesta¨nden durch Metadaten (im
Gegensatz zur Nutzung reiner Volltextindexierung). Dabei wird allerdings fu¨r die
meisten Suchanfragen nur eine Facette eingesetzt; daru¨ber hinausgehende Ein-
schra¨nkungen erfolgen zumeist durch die Nutzung des Volltextindexes (siehe Ab-
bildung 9.3). Dieses Suchverhalten (Volltextindex und/oder typischerweise eine
Facettenauswahl) deckt sich mit Erfahrungswerten anderer Metadaten-basierter
Suchmaschinen (siehe zum Beispiel Stvilia und Gasser (2008)).
Daraus ergibt sich ein besonderer Nutzen fu¨r Metadatenersteller zumindest
in relevanten Kategorien vertreten zu sein und entsprechende Angaben anzubie-
ten. Konsequenterweise ist dies auch fu¨r die Nutzungsha¨ufigkeit der verschiede-
nen Facetten anzunehmen. Entsprechende Logfile-Auswertungen zeigen deutli-
che Pra¨ferenzen der Nutzer fu¨r einzelne Facetten. Abbildung 9.4 stellt dies wie-
der fu¨r zwei Untersuchungszeitra¨ume dar. Trotz A¨nderungen der graphischen
Oberfla¨che und teilweiser Umsortierung der Reihenfolge von Facetten sind die
popula¨rsten Facetten deutlich erkennbar und bleiben unvera¨ndert. Offensichtlich
werden in Nutzeranfragen vor allem die Sprache der Ressource, die Zugeho¨rig-
keit zu einer Kollektion (und damit implizit auch zu einem Anbieter), sowie das
Fachgebiet und der Ressourcentyp genutzt. Weitere teils spezifischere Angaben
wie die Herkunft aus einem Land oder die linguistische Modalita¨t werden in ge-





ringerem Umfang abgefragt. Ein a¨hnliches (wenn auch nicht derart deutliches)
Bild zeigt sich auch bei der Analyse von popula¨ren Facettenkombinationen (siehe
Anhang A).
(a) VLO 2 (fu¨r 02.12.2013 – 17.01.2014) (b) VLO 3 (fu¨r 15.05.2014 – 25.10.2014)
Abbildung 9.2: Verteilung von Anfragetypen fu¨r zwei Oberfla¨chenimplementie-
rungen des Virtual Language Observatory
Diese Informationen sind als Feedback fu¨r die Generierung und U¨berarbei-
tung von Profilen gut geeignet. Gerade die Flexibilita¨t der komponentenbasierten
Strukturierung von Metadaten erlaubt hier die einfache Erweiterung bestehen-
der Komponenten oder die Hinzunahme dieser Komponenten zu vorhandenen
Profilen. Tabelle 9.4 stellt die Angemessenheit von Profilen bzgl. der derzeit11
genutzten VLO-Facettenkonfiguration dar. Beispielhaft sind sowohl gut als auch
schlecht angepasste Profile aufgefu¨hrt12.
Problematisch an dieser Herangehensweise ist die Restriktion auf die in den
Facetten jeweils vorhandenen Werte. Dem Nutzer ist es natu¨rlich nicht mo¨glich
eine Selektion vorzunehmen, bei der fu¨r eine Facette ein nicht vorhandener Wert
ausgewa¨hlt wird13. Die Nutzung des VLO als zentraler Einstiegspunkt in die
CMDI birgt damit die Gefahr, dass Ressourcen schwer auffindbar sind, weil die
verfu¨gbare Suchfunktionalita¨t dem Nutzer nicht ausreichend Spielraum la¨sst.
Dabei kann das Nutzerinteresse deutlich von den erwarteten und deshalb in der
Folge angebotenen Konzepten abweichen14.
Diese Einschra¨nkung gilt allerdings nicht fu¨r die Volltextsuche. U¨ber Anfra-
gen, die durch den Volltextindex ausgewertet werden, la¨sst sich das Nutzerin-
teresse deutlich direkter beurteilen. Wie bereits fu¨r die konkreten Facettenwerte
11Zum Stand 10.11.2015.
12Eine Bewertung auf der Basis von ausgewa¨hlten Facettenwerten (zum Beispiel die Bele-
gung
”
German“ fu¨r die Facette
”
Language“) wird hier nicht weiter betrachtet, da sie sich
eher zur Bewertung des Nutzerinteresses an konkreten Ressourcen als zur Bewertung der
Metadatenschemata eignet.
13In manchen Suchmaschinen wird fu¨r diesen Fall ein
”
None of the above“-Wert zur Verfu¨gung
gestellt, der die Selektion des Ergebnismengen-Komplements ermo¨glicht. Eine Auswertung
des eigentlichen Nutzerinteresses erlaubt dies ebenfalls nicht.
14Die regelma¨ßige Umkonfiguration des VLO auf Basis von Nutzerfeedback u¨ber mehrere
Jahre hinweg kann hier als Beleg dienen. Fu¨r Details siehe auch Haaf et al. (2014).
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Abbildung 9.3: Anzahl verwendeter Facetten fu¨r Nutzeranfragen auf dem VLO
fu¨r den Zeitraum 01.01.2015 – 17.08.2015 (ausschließlich fu¨r An-
fragen mit mindestens einer Facettenauswahl)
Abbildung 9.4: Ha¨ufigkeit der Facettenwahl fu¨r Nutzeranfragen auf dem
VLO fu¨r die Zeitra¨ume 02.12.2013 – 17.01.2014 (blau) und

















































































clarin.eu:cr1:p 1381926654508 x x x x x x
clarin.eu:cr1:p 1280305685235 x x x x x
clarin.eu:cr1:p 1360230992146 x x x x x x x x
clarin.eu:cr1:p 1345561703673 x
clarin.eu:cr1:p 1345561703683 x x
clarin.eu:cr1:p 1369752611615
Tabelle 9.4: Unterstu¨tzung der aktuellen VLO-Facettenkonfiguration durch die
CMD-Profile LCC CorpusProfile, DynaSAND, ToolService, Arthu-
rianFiction, ComicBook und documentMetadataINLCorpus
sind hier nicht die einzelnen Anfragestrings relevant, sondern vielmehr deren Zu-
geho¨rigkeit zu fu¨r den Nutzer potenziell relevanten Konzepten. Zur Veranschau-
lichung stellt Tabelle 9.5 die im Zeitraum 01.01.2015 – 17.08.2015 am ha¨ufigsten
abgefragten Suchbegriffe dar. Fu¨r einen menschlichen Nutzer aus dem linguisti-
schen Umfeld sind die Arten der abgefragten Werte leicht einzuordnen. Beson-














phonetic lexicon“). Das siebtha¨ufigste An-
fragewort
”
Max Planck“ stellt hier allerdings einen Problemfall dar. Fu¨r die
meisten der 102 Anfragen ist anzunehmen, dass nicht die Person, sondern das
in CLARIN aktiv beteiligte Max-Planck-Institut fu¨r Psycholinguistik17 gesucht
wurde.
Fu¨r die Klassifikation der Suchanfragen bezu¨glich relevanter Konzepte ist der
Einsatz diverser Verfahren, wie zum Beispiel die Klassifikation u¨ber semanti-
sche Wortnetze wie WordNet oder DBpedia, denkbar. Allerdings mu¨ssen die
Ergebnisse wieder auf die in CMDI verwendeten Konzepte abgebildet werden.
Daru¨ber hinaus liegt der Fokus hier weiterhin deutlich auf der Doma¨ne linguis-
tischer Ressourcen und es kann angenommen werden, dass sowohl Anbieter als
auch Nutzer diesen Fokus teilen. Da das Fehlen jeder Kontextinformation den
zu erwartenden Fehler bei komplexeren Modellen erho¨ht, wurde fu¨r die Klassi-
fikation die Gesamtheit aller vorhandenen CMD-basierten Metadateninstanzen
per fulltext match gegen die Anfragestrings abgeglichen. Beru¨cksichtigt wurden






Query Frequenz Query Frequenz
IPROSLA 264 PILNAR 91
BISLI 148 Hausa 91
crdo 124 phonetic lexicon 88
hzsk webservices 115 Meertens 80
NEHOL 108 pronunciation lexicon 72
hzsk 107 phonetic transcriptions 71
Max Planck 102 Mutu 71
treebank 98 pos tag 67
Ono 97 IPNV 67
Tabelle 9.5: Die ha¨ufigsten VLO-Volltextanfragen im Zeitraum 01.01.2015 –
17.08.2015 (siehe auch Eckart et al. (2015))
den. Ein Match (also die vollsta¨ndige U¨bereinstimmung eines Anfragestrings mit
einem CMD-Instanzwert) wird dabei als Indiz fu¨r das Interesse des Nutzers am
Konzept der CMD-Instanz interpretiert. Tabelle 9.6 entha¨lt die am ha¨ufigsten
gematchten Konzepte, inklusive der jeweiligen Anzahl unterschiedlicher Anfra-
gestrings18. Fu¨r eine umfangreichere Liste siehe Anhang A.
Auch hier zeigt sich wieder die Strategie der Nutzer, relevante Ressourcen
u¨ber Restriktionen bezu¨glich Sprache und Fachgebiet einzugrenzen. Sehr ha¨ufig
sind daru¨ber hinaus aber die eigentlichen Ressourcennamen vertreten. In die-
sen Fa¨llen kann vermutet werden, dass hier fu¨r die anfragenden Nutzer weniger
”
Discovery“ (also das Aufspu¨ren relevanter Ressourcen), sondern vielmehr der
Zugriff auf die eigentliche (bereits bekannte) Ressource im Vordergrund stand.
Deutlich u¨berraschender ist die vergleichsweise ha¨ufige Abfrage von Begriffen,
die als Keyword getaggt waren (Rang 13 aller genutzten Konzepte) oder ra¨um-
liche Begriffe (Rang 21, typischerweise La¨nder- und Sta¨dtename), obwohl ver-
gleichbare Angaben eher selten im Rahmen der facettierten Suche abgefragt
wurden.
9.5 Abgleich mit Fremdschemata am Beispiel
DataID
Offensichtlich existieren bereits diverse Metadatenschemata, die fu¨r die Doku-
mentation a¨hnlicher oder auch identischer Ressourcentypen eingesetzt werden.
Dabei steckt in ihrer Erstellung typischerweise ein hoher intellektueller und auch
zeitlicher Aufwand, der teils durch gro¨ßere Expertengruppen erbracht wurde.
Entsprechend kann die Beru¨cksichtigung der dort gewa¨hlten Schwerpunkte in
den Erstellungsprozess neuer Schemata nutzbringend und zeitsparend sein.




Konzept Name Frequenz Kategorie
dcterms:language - 466 Sprache
dcterms:subject - 464 Fachgebiet
CCR-2544 resource name 195 Ressourcenname
dcterms:title - 176 Ressourcenname
CCR-2557 participant name 117 Vorname
CCR-2552 participant code 113 Personenidentifier




CCR-2484 language name 104 Sprache
MODS:subject - 85 Fachgebiet
MODS:name - 64 Ressourcenname
... ... ... ..
CCR-278 keyword 43 Keywords
CCR-2536 project name 36 Projektname
dcterms:spatial - 12 Ra¨umliche Angabe
Tabelle 9.6: Die ha¨ufigsten abgefragten Konzepte basierend auf Stringgleichheit
(fu¨r den Zeitraum 01.01.2015 – 17.08.2015)
Durch die große Bandbreite von CMD-Profilen, die teils direkt umfangreiche
Fremdschemata nachbilden, ist bereits im Rahmen der Component Registry ein
Abgleich mit diversen Alternativen mo¨glich. Dies betrifft unter anderem die
popula¨ren Profile entsprechend der TEI, IMDI, MODS oder OLAC. Aber auch
die Betrachtung von Schemata und Vokabularen fremder Fachbereiche, kann
hier durchaus Impuls fu¨r sinnvolle Anpassungen und Erweiterungen sein. Im
Folgenden wird dies fu¨r das, bereits in den Kapiteln 2 und 7 kurz vorgestellte,
DataID-Vokabular exemplarisch dargestellt. Ziel war dabei die Bereitstellung
CMD-basierter Metadaten fu¨r die LOD-Community und damit deren erho¨hte
Sichtbarkeit in neuen Fachbereichen. Fu¨r weitere Details siehe auch Freudenberg
et al. (2016).
Um eine mo¨glichst große Abdeckung vorhandener Instanzdaten zu erreichen,
wurden bewusst die meist verwendeten CMD-Profile ausgewertet und entspre-
chende Mappings generiert. Allein durch die vier ha¨ufigsten Profile konnte damit
bereits eine Abdeckung von 55,6% aller u¨ber den CLARIN Metadatenharves-
ter abgerufenen CMD-Instanzen erreicht werden19. Konkret wurden die CMD-
Profile prima¨r auf die Klasse dataid:Dataset abgebildet, da diese weitgehend
der typischen Verwendung von CMD-Metadaten entspricht (
”
A collection of
data, available for access in one or more formats.“20). Die Klasse umfasst 23
verschiedene Properties, die im Rahmen von DataID als besonders relevant an-





zifisch fu¨r RDF-basierte Daten sind21 und fu¨r CMD-Metadaten typischerwei-
se eher wenig Bedeutung haben. Daru¨ber hinaus wurde der Fokus vor allem
auch auf die Extraktion aller Personen bzw. Organisationen gesetzt, die am
Erstellungs- und Nutzungsprozess beteiligt waren oder sind. DataID setzt hier
einen starken Fokus auf die explizite Angabe diverser Personengruppen und ih-
rer jeweiligen Rechte im Rahmen detaillierter Data Management Pla¨ne. Listing












Listing 9.1: Auszug des Mappings von Profil
”
imdi-session“ auf DataID Proper-
ties
Erwartungsgema¨ß unterstu¨tzen verschiedene CMD-Profile die durch DataID
vorgeschlagenen Angaben im unterschiedlichen Maße. Wenig u¨berraschend ist
dabei, dass das auf Dublin Core Terms basierende
”
OLAC-DcmiTerms“ (cla-
rin.eu:cr1:p 1288172614026) eine hohe U¨bereinstimmung mit dataid:Dataset auf-
weist, da dieses ebenfalls im großen Maße Dublin Core Vokabular nutzt. Gerade
auch im Bezug auf die explizite Angabe verschiedener
”
Agents“, im Lebenszy-
klus der beschriebenen Ressource, zeigen sich die Profile eher heterogen. Da-
bei reichen die vorgesehenen Angaben von der alleinigen Spezifikation eines da-
taid:Creator fu¨r
”















men der eigentlichen Profil-
”
Payload“, scho¨pft keines der Profile aus. Eine kurze
U¨bersicht u¨ber die Ergebnisse stellt Tabelle 9.7 dar.
Von einer unkritischen U¨bernahme von Elementen anderer Schemata ist na-
tu¨rlich abzuraten. Dies ist insbesondere der Fall, wenn Angaben schemaspezi-
fisch unterschiedlich kodiert werden. Die Rolle des Maintainers einer Ressource
nimmt in CLARIN meist das jeweilige Zentrum ein, das auch die dazugeho¨ri-
gen Metadaten ausliefert. Eine gesonderte Auszeichung dieser Information in
den Metadateninstanzen ko¨nnte damit unno¨tige Redundanz erzeugen. Trotzdem
zeigt bereits die U¨berfu¨hrung eines Großteils aller o¨ffentlich verfu¨gbaren CMD-
Instanzen in ein anderes Vokabular (hier also DataID), dass eine externe Sicht-
weise auf Metadatenschemata wieder hilfreich sein kann, um eventuelle Defizite
21Zum Beispiel void:classes als
”
the number of distinct class URIs occuring as objects of
rdf:type triples in the dataset.“ oder dataid:growth als
”
Indication of what the datas ap-









OLAC-DcmiTerms 156.210 (17,4%) 13 3
Song 155.403 (17,3%) 9 1
imdi-session 100.423 (11,2%) 9 2
teiHeader 87.533 (9,7%) 10 2
Tabelle 9.7: Unterstu¨tzung von DataID-Properties durch popula¨re CMD-Profile
zu erkennen bzw. die Nutzung vorhandener Metadaten in anderen Communities
zu erleichtern. Im Bezug auf DataID scheint dies vor allem die systematische
Beru¨cksichtigung der zeitlichen und ra¨umlichen Einordnung sowie Angaben im
Rahmen von Data Management Pla¨nen zu sein. Es ist zu erwarten, dass der Ab-
gleich mit weiteren Fremdschemata und -vokabularen vergleichbare Ergebnisse
zeigt bzw. zusa¨tzliche Hinweise liefert.
9.6 Zusammenfassung
Die letzten Jahre des CLARIN-Projektes zeigen, dass die Nutzung von Meta-
daten und Metadatenschemata im Rahmen einer stetig wachsenden und sich
vera¨ndernden Infrastruktur keine rein statische Herangehensweise erlaubt. Viel-
mehr ist auch fu¨r die na¨chsten Jahre davon auszugehen, dass dieses, im Vergleich
zu bisherigen Ansa¨tzen, stark integrierte, Metadaten-basierte Informations- und
Arbeitssystem kontinuierlich neue Anforderungen an Metadaten stellen wird.
Dies umfasst die Integration neuer Anwendungen, aber auch Anpassungen an
zuku¨nftige Nutzergruppen, von deren
”
Akquisition“ der langfristige Erfolg des
Projektes essentiell abha¨ngt.
Dabei variiert die Form der Beziehung zwischen Ressourcenanbietern und
Nutzern deutlich. Die in der privaten Wirtschaft typische Anbieter-Kunden-
Relation, in der eine Partei feste Anforderungen definiert, die von der anderen
umzusetzen sind, nimmt sie aber in den meisten Fa¨llen nicht an. Umso schwieri-
ger ist es aber, handfeste Aussagen bezu¨glich der Interessen einzelner Personen
oder ganzer Personengruppen treffen zu ko¨nnen. Die verschiedenen Mo¨glichkei-
ten, an konkretes Feedback zu gelangen, stellen natu¨rlich nie ein vollsta¨ndiges
Abbild der realen Interessen dar. Trotzdem sind sie ein unmittelbarer Kontakt
zum
”
Kunden“ und ha¨ufig Indiz fu¨r reale Ma¨ngel oder Defizite. Die Bandbreite
reicht dabei von der Analyse von Helpdesk-Anfragen, die meist fokussiert auf ein
konkretes (technisches) Problem sind, u¨ber Umfragen in einzelnen Nutzergrup-
pen, externe Analyse von Bedu¨rfnissen einzelner Fachcommunities, Vergleich
mit popula¨ren Fremdschemata, bis hin zur Analyse realen Nutzerverhaltens. Da-
bei stellt letzteres eine vergleichsweise breite und unmittelbare (
”
ungescho¨nte“)
Sicht auf Nutzer und ihre Bedu¨rfnisse dar.
Die entsprechenden Auswertungen sind natu¨rlich nicht nur fu¨r den Bereich de-
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skriptiver Metadaten relevant. Neu ist allerdings, dass sie den Aufgabenbereich
eines MD-Schemaerstellers erweitern: Optimierungen betreffen nicht mehr nur
A¨nderungen an verwendetem Vokabular oder die Instanziierung fehlender Ein-
tra¨ge. Vielmehr ko¨nnen sie Auswirkung u¨ber den gesamten Lebenszyklus eines
Metadatenschemas und der es nutzenden Instanzdateien haben.
Fu¨r eine zuku¨nftige flexiblere Handhabung ist wieder ein Ru¨ckgriff auf Er-
fahrungswerte der Softwareentwicklung mo¨glich. Gerade die derzeit popula¨ren
agilen Methoden, mit ihrer Betonung iterativer Prozesse unter kontinuierlicher
Ru¨ckmeldung (bzw.
”
Ru¨ckkopplung“ (Balzert, 2008, S.655)) und Nutzung von
Tests, ko¨nnen (mit Abstrichen) hilfreiche Vorbilder sein. In Ermangelung di-
rekten Nutzerfeedbacks sollte alle verfu¨gbare Information in diesen Entwick-
lungsprozess eingehen. Eine Nutzbarmachung, dieser und weiterer Ansa¨tze, im
typischen Arbeitsablauf bzw. in verwendeten Werkzeugen unter Beru¨cksichti-
gung vorab formulierter Ziele und vermuteter Nutzerinteressen (
”
User-Stories“
in der Terminologie des Extreme Programming) kann ein Hilfsmittel fu¨r sta¨rke-
re Integration und ho¨here Attraktivita¨t einer heterogenen Ressourcenlandschaft
sein.
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10.1 Ressourcenvernetzung in einer fo¨derierten
Forschungsumgebung
Bereits in Kapitel 3 wurde das sogenannte
”
On a horse“-Problem (Wendler
(2004)) dargestellt, das die Unterscheidung zwischen Informationen illustriert,
die in einem lokalen Kontext Relevanz besitzen (als diskriminierendes Merkmal
in einer Menge bzgl. konkreter Kriterien gleichartiger Ressourcen) und Informa-
tionen die den
”
Discovery“-Prozess in einem globalen Kontext erleichtern (als
diskriminierendes Merkmal in einer eher heterogenen Menge von Ressourcen).
Dieses Problem zeigt sich in der Metadatenerstellung insbesondere in Form von
hochspezifischen Ressourcenbeschreibungen. Triebfeder ist hier ha¨ufig eine posi-
tive
”
Betriebsblindheit“, die durch den Willen der Ersteller gekennzeichnet ist,
mo¨glichst viele Details anzubieten. Dabei besteht die Gefahr, dass das Ergeb-
nis nur fu¨r eine sehr begrenzte Anzahl von Personen (typischerweise fu¨r eine
u¨berschaubar große Gruppe, die an a¨hnlichen Fragestellungen arbeitet) Rele-
vanz besitzt. Diese Form des
”
Overfittings“ zeigt sich besonders deutlich in der
Auswahl von mehr oder weniger spezifischem Vokabular bei der Erzeugung der
Metadateninstanzen.
Bei einer flexibleren Handhabung der Metadatenschemata stellt dies allerdings
auch fu¨r die vorangehende Schemaerstellung ein Problem dar. Das Resultat sind
CMD-Profile, die eher wenige Anknu¨pfungspunkte zu dem gro¨ßeren Umfeld be-
sitzen, in dem sie angeboten werden. Dies verringert die Wahrscheinlichkeit, dass
Daten und Werkzeuge aufgefunden und auch in Doma¨nen eingesetzt werden, fu¨r
die sie nicht prima¨r entworfen wurden1. Dies ist hochproblematisch, da gerade
die diversen Formen der Wiederverwendung von Ressourcen in neuen Kontexten
eines der grundlegenden Ziele beim Aufbau fo¨derierter Forschungsumgebungen
sind. Das Auffinden solcher Ressourcen, zum Beispiel durch explorative Suche
(White und Roth, 2009, S.17ff), in einem großen Ressourcenbestand muss des-
halb fu¨r den Nutzer mo¨glichst erleichert werden. Starke Verlinkung der Ressour-
cenbeschreibungen untereinander ermo¨glichen dabei Serendipita¨tseffekte, wie sie
gerade auch fu¨r die wissenschaftliche Arbeit eine hohe Relevanz besitzen (Toms
(1999)).
1Dieses grundlegende Problem ist natu¨rlich nicht nur auf die Metadatenwelt beschra¨nkt.
Alternative Beispiele in der Linguistik sind die Granularita¨t linguistischer Annotationen
(Petrov et al. (2012)) oder unterschiedlich restriktive Vorverarbeitungsschritte (Eckart et al.
(2012)) fu¨r Textrohdaten, die ebenfalls eine alternative Verwendung zumindest erschweren.
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10.2 Aufbau Metadatengraph
Eine Mo¨glichkeit Informationen u¨ber die effiziente Einbindung von Schemata
und Instanzen in ihre Umgebung herauszuarbeiten, ist der Ru¨ckgriff auf beste-
hende Ressourcen bzw. ihrer Beziehungen untereinander. Grundlage ist dabei
die Modellierung der vorhandenen CMD-Metadaten als Instanz-Metadatengraph
GI = (V,E) mit der Knotenmenge V als Menge aller Ressourcenbeschreibun-
gen (also CMD-Instanzdateien) und der Menge E als Vereinigung aller Mengen
Ec von ungerichteten, getypten Kanten ec = {vi, vj} mit vi, vj ∈ V und mit c
als ein Element der Menge aller genutzter Konzepte C. Eine Kante ec zwischen
zwei CMD-Instanzen v1 und v2 wird in den Graph aufgenommen, falls beide
Instanzen bezu¨glich des Konzeptes c den gleichen Wert besitzen.
Diese Herangehensweise hat den Vorteil, dass nur sichere Information (gleicher
Wert fu¨r das gleiche Konzept) in den Gesamtgraphen eingeht. Damit gehen sol-
che Analysen u¨ber die reine Betrachtung von Schemaa¨hnlichkeit hinaus, da die
jeweils verwendeten Vokabulare (die nicht zwangsla¨ufig Bestandteil der Schema-
definition sein mu¨ssen) in die Bewertung einfließen. Fu¨r die Beschra¨nkung auf
eine konkrete Konzept-Wert-Belegung la¨sst sich ein solches Vorgehen auch als
Selektion des Subgraphen verstehen, der bezu¨glich einer Anfrage alle relevanten
Knoten verbindet.
Die Auswertung von Konzeptinstanzen, unabha¨ngig von ihrem konkreten Kon-
text, generiert Kanten, die Instanzen verbinden, welche nicht semantisch vo¨llig
gleiche Informationen enthalten2. Diese Kanten sind allerdings im Sinne explora-
tiver Suche durchaus erwu¨nscht - sie stellen zu großen Teilen neue Verbindungen
zwischen Ressourcen dar, die nicht a priori zu erwarten waren. Die Mo¨glichkeit
weiterer Einschra¨nkung, wie zum Beispiel die Restriktion auf Kanten zwischen
identischen Ressourcentypen, besteht natu¨rlich weiterhin. Dies war aber nicht
Ziel des hier gewa¨hlten Ansatzes.
Die Grenze der Konnektivita¨t liegt dabei in der uneinheitlichen Nutzung von
Vokabular und Konzepten durch Schema- und Instanzersteller. Wie bereits dar-
gestellt, hat sich gerade die Konzepterstellung durch Endnutzer und die Beru¨ck-
sichtigung verschiedener Konzeptsysteme als ein Problem herausgestellt, dem
teilweise durch Bildung von Synsets bzw. durch explizite Angabe semantischer
Relationen (z.B. durch RELcat) begegnet wird. Damit ließe sich der Metada-
tengraph auch durch expandierte Konzeptmengen generieren, was tendenziell zu
erho¨hter Konnektivita¨t im Gesamtgraph fu¨hren wird. Auf die Effekte nachtra¨gli-
cher Bearbeitung von Instanzwerten (im Rahmen eines Postprocessing) wird im
Folgenden noch na¨her eingegangen.
Fu¨r den allgemeinen Fall, bei dem Kanten fu¨r beliebige u¨bereinstimmende
Konzept-Wert-Paare aufgenommen werden, ist die Verbindung zweier Knoten
durch mehr als eine Kante mo¨glich3. Im Folgenden wird fu¨r den entstehenden
2Zum Beispiel eine Kante zwischen einer Textkorpus- und Parser-Webservice-Instanz, bei
der die Sprache des Textmaterials mit der Liste der unterstu¨tzten Sprachen eines Parsers
verbunden ist.
3Dies ist zum Beispiel fu¨r zwei Metadateninstanzen deutschsprachiger Textkorpora der Fall,
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Abbildung 10.1: Beispiel fu¨r einen Instanzmetadaten-Graph mit unterschiedli-
chen Kantengewichten (Default-Kantengewicht: 1)
Multigraph je Knotenpaar (e1, e2) maximal eine Kante dargestellt, in die die
Anzahl verbindender Kanten als Kantengewicht eingeht.
Abbildung 10.1 stellt beispielhaft einen solchen Metadatengraph fu¨r neun In-
stanzen dar4. Hier teilen zum Beispiel die Dokumente 1 und 2 drei Merkmale,
wa¨hrend Dokument 3 mit den anderen Dokumenten dieser Clique nur u¨ber ein
Merkmal verbunden ist. Dokument 9 ist als isolierter Knoten mit keinem anderen
Dokument verbunden.
Der Zusammenhang von Ressourcen mittels u¨bereinstimmender Konzept-Wert-
Paare la¨sst sich natu¨rlich nicht nur fu¨r einzelne Metadateninstanzen nutzen. Eine
mo¨gliche Verallgemeinerung ist das Zusammenfassen mehrerer Metadateninstan-
zen zu einzelnen Knoten u¨ber verschiedene Selektionskriterien. Der zentrumsba-
sierte Ansatz des CLARIN-Projektes legt hier zum Beispiel die Gruppierung
von Instanzen bezu¨glich ihrer Herkunft nahe. Dabei entsteht ein Zentrengraph
Gz = (Z,E) mit der Knotenmenge Z als Menge aller am Metadatenverbund
teilnehmenden Anbieter und der Menge E als Vereinigung aller Mengen Ec von
ungerichteten, getypten Kanten ec = {zi, zj} mit zi, zj ∈ Z und mit c als ein
Element der Menge aller genutzter Konzepte C. Eine Kante ec zwischen zwei
Zentren z1 und z2 wird in den Graph aufgenommen, falls beide Zentren jeweils
mindestens eine Ressource anbieten, die bezu¨glich des Konzeptes c den gleichen
Wert aufweisen. Dabei geht die absolute Anzahl der jeweils selektierten Ressour-
cen eines Zentrums bezu¨glich des gleichen Konzept-Wert-Paares nicht weiter in
den Graph ein. Wie auch im Falle der Instanzgraphen wird im Folgenden davon
ausgegangen, dass mehrere Kanten zwischen gleichen Zentren durch eine einzige
die sowohl bezu¨glich des Ressourcentypen als auch der verwendeten Sprache das gleiche
Merkmal aufweisen.
4Grundlage war hier, sowie fu¨r alle folgenden Beispiele, der Datenbestand des CLARIN OAI-
Harvesters am 1.11.2015
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Kante mit der Kantenanzahl als Gewicht ersetzt werden.
10.3 U¨berspezifita¨t von Metadatenschemata
Wie bereits mehrfach dargestellt, besteht bei der Erstellung von Metadatensche-
mata durch Laien die Gefahr unangemessener Modellierungen. In diesem Zusam-
menhang wird im Folgenden als Beispiel auf eine Zusammenarbeit zwischen der
Facharbeitsgruppe 1 (F-AG 1 Germanistik) des CLARIN-D-Projektes5 und der
Abteilung Automatische Sprachverarbeitung (ASV) der Universita¨t Leipzig6 ein-
gegangen. Ziel war die Erstellung eines Systems zur Dokumentation bestehender
germanistischer Ressourcen mit hoher Relevanz fu¨r die wissenschaftliche Com-
munity. Dabei stand die dokumentierende Ersterfassung und Dokumentation
vorhandener Ressourcen und nicht deren erscho¨pfende Beschreibung im Vorder-
grund.
Die Vielzahl unterschiedlicher Ressourcentypen wurde durch zehn neu erstell-
te CMD-Profile abgedeckt. Es wurden durch die Partner aus der Germanistik
erste Entwu¨rfe erzeugt, die fu¨r jeden Ressourcentyp alle beno¨tigten Informatio-
nen auffu¨hrten. Als Beispiel stellt Tabelle 10.1 den ersten Entwurf fu¨r die Be-
schreibung eines Textkorpus dar. Diese auf den ersten Blick angemessene Kurz-
beschreibung eines Korpus zeigt bereits Probleme, die durch eine rein fachliche
Orientierung bei der Beschreibung von Daten entstehen. Die U¨bernahme der, fu¨r









oder der Literaturgattung wurden dabei beru¨cksichtigt, andere Angaben, die die
Unterstu¨tzung bekannter Nutzerinteressen durch die Metadateninstanz verbes-
sern ko¨nnten, fehlen allerdings.
Aus eher technischer Sicht sei hier zum Beispiel auf das Fehlen von Angaben
zum Ressourcentyp verwiesen, der sich ansonsten nur implizit u¨ber den Profilna-
men ableiten ließe. In einer Metadatenumgebung, die unterschiedlichste Ressour-
centypen bereitstellt, ist zudem die explizite Einordnung in einen Fachbereich







Select“-Prozess erleichtern ko¨nnen, sind zudem In-
formationen zur Lizenz, die Auflistung vorhandener Korpusannotationen sowie
mo¨glicherweise auch die Bereitstellung von Schlag- bzw. Stichworten.
Es sei hier betont, dass dies keine Kritik an der Arbeit der Germanisten dar-
stellt. Fu¨r den Bedarf, der im Rahmen des konkreten Projektes abgedeckt wer-
den sollte, sind die vorgeschlagenen Angaben zweckdienlich und unterstu¨tzen
den gewu¨nschten Arbeitsprozess. Fu¨r den Einsatz der Metadateninstanzen im
Umfeld verschiedenster linguistischer Ressourcen ist eine Erweiterung des Sche-
mas allerdings angeraten. Das no¨tige Vorwissen um potentiell relevante Angaben
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Angabe Beschreibung
Name/Titel der Ressource -
Sprache Sprache in der die Prima¨rdaten erstellt wurden
Sprachstadium Einteilung in vier sprachgeschichtliche Perioden
der deutschen Sprache
Textbereich/Genre literarisches Teilgebiet bzw. Literaturgattungen
URL Verweis auf Korpus
Referenz Kontaktperson, Institution
Land Herkunftsland der Prima¨rdaten
Tabelle 10.1: Erster Entwurf eines Metadatenschemas fu¨r die Beschreibung eines
Textkorpus
erwartet werden. Die Unterstu¨tzung durch einen Metadatenspezialisten ist des-
halb angeraten, steht allerdings nicht in jedem Fall zur Verfu¨gung.
10.4 Zentreninterner Zusammenhalt des
Metadatengraph
Bei der Bewertung von Metadatengraphen ist zwischen verschiedenen Arten und
in der Konsequenz auch verschiedenen Auspra¨gungen dieser Graphen zu unter-
scheiden. Eine spezifische Auspra¨gung stellt zum Beispiel der rein zentrumsin-
terne Instanzgraph dar. Abbildung 10.2 visualisiert einen solchen beispielhaft
fu¨r eine Teilmenge von Ressourcen, die durch das CLARIN-Zentrum Leipzig zur
Verfu¨gung gestellt werden7. Wie bereits erwa¨hnt bietet die ASV Leipzig verschie-
dene Ressourcentypen im Rahmen von CLARIN an, die durch unterschiedliche
Schemata beschrieben werden. Die Abbildung entha¨lt dabei drei MD-Instanzen
fu¨r verschiedene Textkorpora8 sowie 9 Records, die einzelne Datenlieferanten fu¨r
die drei Korpora beschreiben.
Der sich ergebende Graph ist vollvermascht: jede Metadateninstanz entha¨lt
Eintra¨ge, die eine Verbindung mit allen anderen Knoten ermo¨glicht. Dies ko¨nnen
Kantentypen sein, die unterschiedlich große Cliquen im Gesamtgraphen verbin-
den. Zum Beispiel verbindet der Wert
”
nep“ fu¨r das Konzept CCR-2482 (
”
lang-
uage Id“) alle vier Ressourcen der Sprache Nepali zu einer Clique, die Belegung
”
deu“ fu¨r das gleiche Konzept alle acht Ressourcen in deutscher Sprache. Es
existieren allerdings auch Konzept-Wert-Kombinationen, die nicht nur eine ech-
te Teilmenge aller Knoten zu einer Clique verbinden, sondern den gesamten
Graphen. Bei unterschiedlichen Ressourcentypen mit (teilweise) unterschiedli-
7Die Visualisierung dieses und der weiteren Graphen in diesem Kapitel erfolgten durch die
”
Graph-tool“-Bibliothek (Peixoto (2014)).
8Konkret die beiden deutschen Zeitungskorpora
”
deu news 2008 100K“ und
”
deu news 2010 100K“ mit jeweils 100.000 Sa¨tzen sowie ein Nepali Zeitungskorpus
”
nep news 2008 10K“ mit 10.000 Sa¨tzen
150
10 Vernetzung im Metadatengraph
Abbildung 10.2: Metadatengraph fu¨r eine Teilmenge von Ressourcen des
CLARIN-Zentrums Leipzig
chen Auspra¨gungen (zum Beispiel Ressourcen in verschiedenen Sprachen oder
mit unterschiedlichem Umfang) ist dies vor allem fu¨r Konzepte anzunehmen,
die anbieter- bzw. kollektionsspezifische Informationen9 enthalten. Fu¨r das hier
angefu¨hrte Beispiel gilt dies fu¨r neun verschiedene Konzepte, die in Tabelle 10.2
aufgefu¨hrt sind. In der Tat erfolgt der Zusammenhalt des Zentrumsgraphen vor
allem durch Konzepte, die
1. Angaben zum Ressourcenanbieter (wie Organisationsname und Kontakt-
daten),
2. allgemeine technische Angaben (wie MIME-Type und Gro¨ßeneinheiten)
oder
3. ressourcenspezifische Angaben die typisch fu¨r den gesamten Subgraphen
sind (hier nur Genre)
enthalten. Alle diese drei Arten von Informationen sind typische Kandidaten
fu¨r den Zusammenhalt des vollsta¨ndigen Instanzgraphen eines konkreten Anbie-
ters. Dabei erlaubt die Einschra¨nkung auf spezifischere (zum Beispiel Ressourcen-
typ-abha¨ngige) Subgraphen fu¨r einen einzelnen Anbieter die automatische Iden-
tifikation der jeweils relevanten Konzepte. Fu¨r Zentren, die unterschiedliche
Ressourcentypen anbieten, werden bei der Betrachtung ihrer Instanzgraphen
hauptsa¨chlich Konzepte des Typs 1 (und eventuell auch 2) identifiziert werden.
Dies ist auch fu¨r die Metadaten des Zentrums Leipzig der Fall (konkret sind dies
ausschließlich Angaben zur bereitstellenden Institution).
9Im Gegensatz zu Informationen die eher ressourcenspezifisch sind.
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Konzept Konzeptname Wert
CCR-2459 organization CLARIN-D center, Natural Language Proces-
sing Group, University of Leipzig




CCR-2583 sizeUnit number of sentences
CCR-2978 Person CLARIN Center Leipzig Staff
CCR-2979 Organisation CLARIN-D center, Natural Language Proces-
sing Group, University of Leipzig
CCR-3807 role Technical contact
Tabelle 10.2: Konzept-Wert-Paare die den Zusammenhang zwischen Leipziger
Ressourcen sicherstellen
Da die Nutzung konkreter Schemata und damit der Einsatz gleicher Kon-
zepte abha¨ngig vom Ressourcentyp und natu¨rlich auch von den Vorlieben des
MD-Erstellers ist, ist die Menge der Konzepte, die fu¨r den zentrumsinternen
Zusammenhang relevant sind, immer auch abha¨ngig vom Zentrum und den an-
gebotenen Ressourcen. U¨ber die Analyse der jeweiligen Abdeckung von Konzep-
ten fu¨r alle Anbieter und der Aggregation dieser Daten la¨sst sich allerdings eine
wertvolle Hilfestellung generieren.
Tabelle 10.3 entha¨lt Beispiele fu¨r Zentren und Konzepte, die im unterschied-
lichem Umfang die zentrumsinterne Vernetzung der Metadaten sicherstellen10.
Dabei wird fu¨r einige ausgewa¨hlte Konzepte und Zentren die Anzahl verschiede-
ner Cliquen (auf der Basis konkreter Instanzwerte mit Vorkommen in mindes-
tens zwei Metadatendateien) und fu¨r den meist genutzten Instanzwert der Anteil
verbundener Dateien am Gesamtbestand dargestellt. Zum Beispiel existieren in
den 2541 vom Hamburger Zentrum fu¨r Sprachkorpora (HZSK) ausgelieferten
Dateien fu¨r das Konzept CCR-245711 (
”







HZSK-RES“), von denen der popula¨rste Werte
(
”
HZSK-RES“) in 97,8% aller Dateien anzutreffen ist. Die hohe Selektivita¨t12
dieses Wertes spricht fu¨r ein Merkmal, das fu¨r HZSK-Ressourcen typisch zu sein
scheint. Weitere Beispiele befinden sich in Tabelle A.14 im Anhang.
In der Verallgemeinerung fu¨r alle Zentren lassen sich damit die Konzepte her-
ausarbeiten, die fu¨r den internen Zusammenhang aller Ressourcen eines Anbie-
ters relevant sind. Besonders erfolgreiche Konzepte mit dem durchschnittlichen
10ALMA = African Language Materials Archive, ASV = CLARIN OAIProvider Institute of
Computer Science NLP Group University of Leipzig, Tu¨bingen = Clarin D Repository
Tubingen, U Utrecht = Unnamed provider at dspace library uu nl
11http://hdl.handle.net/11459/CCR_C-2457_45bbaa1a-7002-2ecd-ab9d-57a189f694a6
12Hier im Sinne von Selektivita¨t bei Anfragen an IR- bzw. Datenbanksysteme.
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Zentrum Konzept Name Dateien Cliquen Anteilmax
HZSK CCR-2457 license 2541 3 0,978
BAS CCR-2570 media type 23614 13 0,997
Tu¨bingen CCR-2521 email 59 15 0,746
ALMA DCterms:subject subject 52 24 0,096
ASV CCR-2547 version 6905 3 0,00507
U Utrecht MODS:note note 64621 157 0,00082
Tabelle 10.3: Beispiele der Abdeckung von Graphen fu¨r verschiedene Konzepte
und CLARIN-Zentren
Konzept Name Durchschnittliche Graphabde-









Tabelle 10.4: Durchschnittliche Graphabdeckung durch Konzepte im zentrum-
sinternen Metadatengraph
Anteil13 der gro¨ßten Clique am jeweiligen Zentrumsgraphen sind in Tabelle 10.4
aufgefu¨hrt. Beru¨cksichtigt wurden dabei Konzepte, die von mindestens fu¨nf ver-
schiedenen Zentren genutzt wurden.
Die Ergebnisse besta¨tigen die vermuteten Konzeptarten als ha¨ufig genutzte
Verbindungen zwischen Ressourcenbeschreibungen fu¨r einzelne Zentren. Zum
Beispiel stellt fu¨r Zentren, die den DCMI Term
”
publisher“ nutzen, dieser fu¨r
durchschnittlich 74% aller Instanzen eine Verbindung u¨ber den gleichen Instanz-
wert dar. A¨hnlich hohe Werte sind fu¨r andere, eher allgemeine, Angaben (Zu-
griffsrechte, Kontakt-Mailadresse) vorzufinden.
Im Umkehrschluss kann der Zerfall eines Zentrumsgraphen bezu¨glich solcher
Konzepte als Indiz fu¨r uneinheitliche Verwendung von Konzepten (z.B. durch
Verwendung unterschiedlich modellierter Komponenten fu¨r a¨hnliche Informa-
tionsaspekte, dem durch Konzeptexpansion begegnet werden kann), aber vor
allem auch als Indiz fu¨r eine uneinheitliche Verwendung von Vokabular gesehen
werden. Im Sinne konsistenter Metadaten ist zu erwarten, dass zentrumsspezifi-
sche Angaben in mo¨glichst allen Instanzdateien einheitlich vorzufinden sind. Dies
umfasst den autoritativen Namen des bereitstellenden Zentrums, eine einheitli-
13Arithmetisches Mittel
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che Kontaktmailadresse und Ortsangaben. Diese Einheitlichkeit ha¨ngt allerdings
auch direkt vom Zentrumstypen ab: ein auf sehr spezifische Ressourcen spezia-
lisiertes Zentrum wird hier eine ho¨here Homogenita¨t aufweisen als Zentren, die
u¨ber Fremdhosting auch externe Ressourcen verbreiten.
10.5 Zusammenha¨nge des Zentrengraphen
Analog zur zentrumsinternen Vernetzung lassen sich auch die Zusammenha¨nge
im gesamten Metadatengraphen u¨ber die Kanten zwischen den einzelnen Zen-
tren betrachten. Dabei ko¨nnen Konzepte identifiziert werden, die fu¨r den Zu-
sammenhalt des Gesamtsystems besonders relevant sind und die Ressourcen in
Beziehung zu anderen, hinsichtlich konkreter Eigenschaften a¨hnlicher, Instanzen
setzen. Der zumindest theoretisch mo¨gliche Extremfall des vo¨lligen Auseinander-
fallens des Metadatengraphen in die Subgraphen der Zentren wu¨rde dabei die
vo¨llige Orthogonalita¨t angebotener Ressourcen oder die Nutzung unterschied-
licher Konzepte zu ihrer Beschreibung bedeuteten. Beides ist allerdings (unter
anderem auch durch die Wiederverwendung gleicher CMD-Komponenten sowie
sta¨rkerer Restriktionen bei der Erstellung neuer Konzepte) fu¨r die CMD-Welt
nicht anzunehmen.
Abbildung 10.3 zeigt einen solchen Zentrengraphen. Zur besseren Darstellung
wurde der isolierte Knoten der Universita¨tsbibliothek Utrecht (die ein komplett
eigenes Profil auf der Basis von MODS nutzt) nicht in den Graph aufgenom-
men14. Stichproben zeigen, dass die Cluster im Zentrengraph auf der A¨hnlich-
keit angebotener Ressourcen durch verschiedene Zentren beruhen. Dabei ist auch
die Benutzung a¨hnlicher Komponenten eine Ursache fu¨r die ho¨here Wahrschein-
lichkeit u¨bereinstimmender Konzept-Wert-Paare. Trotz dieser Vorbedingungen
zeigt der Zentrengraph, dass die CMD-Metadaten auch zentrumsu¨bergreifend
vernetzt sind und, von einer Ausnahme abgesehen, kein Zentrum vo¨llig isoliert
ist. Dies gilt allerdings nur fu¨r die Beru¨cksichtigung aller Kanten mit einem
Mindestgewicht von 1. Abbildung A.3 im Anhang stellt die Entwicklung fu¨r
verschiedene Mindestgewichte und den sich daraus ergebenden Zerfall des Gra-
phen dar. Deutlich wird dabei, dass selbst fu¨r hohe Gewichte eng vermaschte
Graph-Komponenten bestehen bleiben.
Wiederum lassen sich Konzepte bezu¨glich ihrer Eignung fu¨r den Zusammen-
halt im Metadatengraph einteilen. Tabelle 10.5 stellt als Beispiel die Konzepte
vor, fu¨r die am ha¨ufigsten gleiche Werte in Instanzdaten unterschiedlicher Zen-
tren identifiziert wurden. Diese sind damit gute Kandidaten, um CMD-Kompo-
nenten bzw. -Profile in der Gesamtumgebung CMD-basierter Metadaten einzu-
binden und ko¨nnen als sinnvolle Vorschla¨ge Schemaerstellern angeboten werden.
14Aus Platzgru¨nden wurde auf die Darstellung der kompletten Zentrumsnamen verzichtet. Die
Zuordnung der hier (und im Folgenden) verwendeten Zentren-IDs auf die entsprechenden
Namen, sowie eine ho¨her aufgelo¨ste Version der Grafik, befindet sich im Anhang (Tabelle
A.15 bzw. Abbildung A.4).
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CCR-2482 language ID 0,3
CCR-2484 language name 0,267
CCR-2571 mime type 0,267
CCR-2491 number of languages 0,25
CCR-2570 media type 0,2
Tabelle 10.5: Konzepte, die den Zusammenhang zwischen CLARIN-Zentren im
Metadatengraph sicherstellen. Die Graphabdeckung ist hier der
Anteil von Zentren, die u¨ber eine Kante dieses Konzeptes mit min-
destens einem weiteren Zentrum verbunden sind.
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10.6 Bewertung von Metadatenanbietern u¨ber den
Zentrengraph
Die Auswertung des Zentrengraphen ist nicht nur geeignet, um Konzepte her-
auszuarbeiten, die die Wahrscheinlichkeit der Selektion von Ressourcen fu¨r Nut-
zeranfragen erho¨hen bzw. Querverbindungen ermo¨glichen. In fo¨derierten For-
schungsumgebungen wie CLARIN ergibt sich der Mehrwert der gesamten Infra-
struktur zu einem großen Teil durch die Kombination verteilter, teilweise kom-
plementa¨rer, teils sich erga¨nzender Ressourcen zu einem umfangreichen Angebot.
Gerade diese Kombinationsfa¨higkeit ermo¨glicht die Erstellung neuer Anwendun-
gen in neuen Kontexten. In diesem Sinne ko¨nnen Zentrengraphen zur Analyse
des gegenwa¨rtigen Ressourcenbestandes genutzt werden und ermo¨glichen die Be-
stimmung dominanter Ressourcentypen15 sowie (insbesondere in Kombination
mit der Analyse des eigentlichen Nutzerinteresses, zum Beispiel durch die Ana-
lyse ha¨ufiger Nutzeranfragen) die Bestimmung von Unausgewogenheiten im vor-
handenen Bestand.
Der Zentrengraph eignet sich daru¨ber hinaus auch fu¨r die Bewertung der Res-
sourcenanbieter im Zusammenspiel der gesamten Fo¨deration. Hier ko¨nnen u¨ber
entsprechende Analysen sowohl besonders gut aufgestellte Zentren als auch po-
tentielle Problemfa¨lle herausgearbeitet werden. Dabei ko¨nnen Hubs (also Knoten
mit hohem Knotengrad) als Indiz fu¨r besonders breit aufgestellte Zentren gese-
hen werden. Dies umfasst in Abha¨ngigkeit von den jeweils genutzten Konzepten
sowohl die Breite bezu¨glich des Ausscho¨pfens eines diskreten Wertebereiches
(zum Beispiel Ressourcen in vielen verschiedenen Sprachen) als auch die Be-
reitstellung verschiedenster Ressourcentypen und somit Anknu¨pfungspunkten
bezu¨glich Ressourcentyp-spezifischer Merkmale.
Knoten, die hingegen nur schwach bzw. u¨berhaupt nicht im Zentrengraphen
eingebunden sind (also einen geringen Knotengrad aufweisen), stellen offensicht-
lich bezu¨glich der gesamten Infrastruktur
”
untypische“ Ressourcenbeschreibun-
gen bzw. Ressourcen zur Verfu¨gung. Hier sei explizit darauf hingewiesen, dass
solche Ausreißer nicht zwangsla¨ufig negativ zu bewerten sind. Ursachen fu¨r eine
schlechte Einbindung ko¨nnen sowohl in unangemessenen Beschreibungen (Nut-
zung untypischer/falscher Konzepte, Nutzung untypischen Vokabulars), aber
auch in der Bereitstellung untypischer Ressourcen bzw. Ressourcentypen zu fin-
den sein.
Fu¨r diesen zweiten Fall muss die Bewertung letztlich bezu¨glich konkreter Ziel-
stellungen erfolgen: liegen die angebotenen Ressourcen außerhalb des Rahmens
den die Infrastruktur abdecken mo¨chte oder sind sie eher eine Bereicherung und
fu¨llen eine ansonsten vorhandene Lu¨cke? Damit bestehen Beziehungen zu fol-
genden (miteinander teils verbundenen) Fragestellungen:
• Welches Zentrum bietet besonders typische Ressourcen bzw. Ressourcen-
typen an?
15Ohne dabei auf rein ha¨ufigkeitsbasierte Maße zuru¨ckzugreifen, die zwangsla¨ufig Anbieter
mit großen Besta¨nden weitgehend homogener Ressourcen bevorzugen.
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• Welches Zentrum ist bezu¨glich der angebotenen Ressourcen bzw. Ressour-
centypen besonders breit aufgestellt?
• Welches Zentrum stellt besonders untypische Ressourcen bzw. Ressourcen-
typen bereit?
• Welches Zentrum wa¨hlt fu¨r die Beschreibung seiner Ressourcen untypische
Metadatenschemata bzw. Vokabulare?
Hervorzuheben ist dabei, dass die jeweiligen Ergebnisse zwangsla¨ufig von der
Auswahl der relevanten Konzepte abha¨ngen. Zentrengraphen, die nur u¨ber Kan-





werden, stellen natu¨rlich die entsprechenden Verbindungen bezu¨glich dieser Kon-
zepte dar. Da die Bandbreite, der in der CMDI genutzten Konzepte, sehr groß
ist, wird im Folgenden exemplarisch von einem Zentrengraphen ausgegangen, in
den alle extrahierten Kanten (also alle gemeinsamen Konzept-Wert-Paare un-
terschiedlicher Zentren) einfließen.
Zur Identifikation besonders zentraler (bzw. abgelegener) Zentren ko¨nnen die
entsprechenden Maße der Graphentheorie genutzt werden. Eingesetzt wurden
hier die bekannten Verfahren der
”
Betweenness“ (Freeman (1977)) bzw.
”
Close-
ness“ (Opsahl et al. (2010)) von Knoten sowie die Katz centrality (Katz (1953)),
die allesamt fu¨r die Bestimmung der
”
Zentralita¨t“ von Knoten in Netzwerken
eingesetzt werden ko¨nnen16. Fu¨r den bereits vorgestellten Zentrengraph stellt
Abbildung 10.4 die Bewertung der einzelnen Zentrumsknoten bezu¨glich ihrer
”
Closeness“ dar17. Die farbliche Skala reicht dabei von weiß (maximale Closen-
ess) zu schwarz (niedrige Closeness). Einen Auszug verschiedener Zentralita¨ts-
werte fu¨r ausgewa¨hlte Knoten entha¨lt Tabelle 10.6.
Die farbliche Darstellung macht deutlich, welche Zentren besonders gut und
welche kaum im Gesamtverbund vernetzt sind. Im Folgenden wird auf drei un-
terschiedliche Extremfa¨lle eingegangen:
• Das Zentrum LINDAT/CLARIN (Knoten 34) stellt den Knoten, der be-
zu¨glich aller drei Verfahren am zentralsten im Zentrengraphen eingebun-
den ist. Eine manuelle U¨berpru¨fung der verwendeten Konzept-Werte-Paare
macht deutlich, dass dies insbesondere in seiner Funktion als allgemeiner
”
Hoster“ linguistischer Metadaten begru¨ndet ist. Dabei richtet sich der
Anbieter auch an zentrumsferne Personen und erlaubt die Angabe von
Metadaten fu¨r eine große Bandbreite von Forschungsinteressen und Res-
sourcentypen (siehe auch Kapitel 4.6). In der Folge basieren die meisten
Kanten auf gleichen Sprachnamen bzw. Sprachcodes, da das Zentrum Me-
tadaten zu Ressourcen in u¨ber 100 Sprachen bereitstellt.
16Um den Vorteil besonders breit aufgestellter Zentrenpaare (mit vielen u¨bereinstimmenden
Konzept-Wert-Paaren) zu minimieren, wird im Folgenden ausschließlich die reine Graph-
struktur, ohne Beru¨cksichtigung der konkreten Kantengewichte, genutzt.
17Eine ho¨her aufgelo¨ste Version der Grafik befindet sich im Anhang (Abbildung A.5). Dort
finden sich ebenfalls die entsprechenden Abbildungen fu¨r Betweenness (Abbildung A.6)
sowie Katz centrality (Abbildung A.7).
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Abbildung 10.4: Darstellung der Closeness (nach Opsahl et al. (2010)) von Kno-
ten im Zentrengraph mit Mindestkantengewicht 1
Anbieter (Knoten-ID) Betweenness Closeness Katz Centrality
ASV (11) 0,0003 0,579 0,121
DANS (17) 0,0786 0,747 0,151
Huygens (25) 0,0084 0,614 0,13
IMS (28) 0,0043 0,602 0,126
IDS (27) 0,0286 0,756 0,152
LDC Corpus Catalog (47) 0,0292 0,689 0,142
LINDAT/CLARIN (34) 0,124 0,838 0,161
Oxford Text Archive (39) 0,0452 0,729 0,148






Tabelle 10.6: Zentralita¨t von Knoten im Zentrengraph entsprechend verschiede-
ner Zentralita¨tsmaße (Auszug), Min- und Maxwerte farblich mar-
kiert
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Zentralita¨tsmaß Betweenness Closeness Katz Centrality
Betweenness 1 0,89 0,86
Closeness 0,89 1 0,99
Katz Centrality 0,86 0,99 1
Tabelle 10.7: Spearmans Rangkorrelationskoeffizienten fu¨r verschiedene Zentra-
lita¨tsmaße
• Das African Language Materials Archive (Knoten 3) ist nur u¨ber fu¨nf
Konzept-Wert-Paare mit anderen Zentren verbunden. Von diesen Kanten
basieren drei auf U¨bereinstimmung von (entsprechend des Archivbestandes
afrikanischen) Sprachnamen, eine Kante auf U¨bereinstimmung im Thema
(DCMI Subject,
”
Dental hygiene“) sowie eine Kante auf dem gleichen be-
trachteten Zeitraum. Das verwendete Schema eignet sich also prinzipiell
zur Einbindung in den Gesamtgraphen. Die geringe Zentralita¨t des Kno-
tens erkla¨rt sich durch seinen thematischen Schwerpunkt auf afrikanische
Sprachressourcen in einem eher europa¨isch gepra¨gten Forschungsverbund.
• Die CLARIN Virtual Collection Registry (Knoten 13) ist ein zentraler
Dienst der CLARIN-Infrastruktur, der der Erstellung von einheitlichen
Metadaten zu sogenannten
”
virtuellen Kollektionen“ dient. Solche Kollek-
tionen umfassen potentiell beliebig viele Ressourcen und gruppieren die-
se bezu¨glich eines beliebigen Kriteriums (wie zum Beispiel eine Kollekti-
on aller Textkorpora der deutschen Sprache des 18. Jahrhunderts). Zum
Erhebungszeitraum stellte die CLARIN VCR nur zwei Metadateninstan-
zen zur Verfu¨gung. Damit ist die Wahrscheinlichkeit einer Verbindung zu
anderen Zentren naturgema¨ß gering. Eine Betrachtung des verwendeten
CMD-Schemas18 zeigt allerdings auch eine eher geringe Verwendung von
Elementen, die fu¨r eine solche Verbindung geeignet wa¨ren. Unter ande-
rem sind die bereits als sinnvoll herausgearbeiteten Konzepte zu Sprache,
Ressourcentyp usw. nicht im Schema enthalten.
Im allgemeinen stellt sich die Rangfolge der Zentren fu¨r verschiedene Zen-
tralita¨tsmaße als recht stabil heraus: die getesteten Verfahren weisen eine hohe
Korrelation auf. Tabelle 10.7 stellt die Korrelationskoeffizienten der Rangfolgen
aller Zentren bezu¨glich der verwendeten Zentralita¨tsmaße mittels Spearmans
Rho dar.
Aus der Position eines Zentrums im Gesamtgraphen ergibt sich natu¨rlich nicht
zwangsla¨ufig eine negative Bewertung der angebotenen Ressourcenbeschreibun-
gen im Zusammenspiel mit der gesamten Infrastruktur. Trotzdem kann die Se-
lektion auf dieser Basis ein geeignetes Mittel fu¨r die automatische Erstellung
von Feedback sein sowie Indikator fu¨r den Bedarf einer Einzelbetrachtung zur
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10.7 Einfluss von Granularita¨t auf den
Metadatengraph
Die Granularita¨t, in der Ressourcen als Teil der gewa¨hlten Metadaten-Modell-
ierung beschrieben werden, hat ebenfalls einen Einfluss auf den Metadatengraph.
Wie bereits in Kapitel 4 dargestellt, nutzen hier verschiedene Anbieter unter-
schiedliche Detailgrade. Dabei reicht die Bandbreite von einzelnen Metadaten-
instanzen fu¨r komplexe Korpora bis hin zu feingranularen Beschreibungen aller
Einzelbestandteile, inklusive weiterer Instanzen zur Beschreibung verschiedener
Aggregationsstufen (siehe zum Beispiel die 4-Ebenen-Modellierung am CLARIN-
Zentrum Leipzig (Boehlke et al. (2012))).
Im Rahmen fo¨derierter Forschungsumgebungen sollen Ressourcenzugriffe und
der Aufbau von Verarbeitungsketten mo¨glichst automatisierbar sein. Hierfu¨r ist
eine mehrstufige Modellierung (also Beschreibung komplexer Ressourcen sowohl
als Ganzes als auch deren Bestandteile) von großem Vorteil. Dabei spielt ins-
besondere auch wieder der Serendipita¨tseffekt eine Rolle, wobei Kanten auf al-
len verschiedenen Ebenen wichtige Einstiegspunkte oder Querverweise darstel-
len ko¨nnen. Sie liegen bei einer groben Modellierung auf der Ebene komplexer
Aggregationen zwangsla¨ufig nicht im gleichen Ausmaß vor. Gleichzeitig stellen
CMD-Dateien in der stark integrierten Infrastruktur des CLARIN-Projektes die
Zugriffsmechanismen fu¨r die jeweiligen Ressourcen zur Verfu¨gung. Das Konzept
der
”
virtuellen Kollektionen“ (Wittenburg und Gietz, 2013, S.311ff), inklusive
des Zugriffs auf diese eigentlich dezentral erstellten Daten und ihrer Nutzung
als
”
Einzelressource“, wird erst durch die Kombination der einzelnen Zugriffs-
mechanismen ermo¨glicht. Ziel sind nicht zuletzt Verarbeitungsketten, in denen
durch Metadaten-basierte Ressourcenselektion und die anschließende automati-
sche Aggregation der zugeho¨rigen Textdaten verteiltes Material kombiniert und
in verschiedenen Bearbeitungsprozeduren eingesetzt werden ko¨nnen. Abbildung
10.5 stellt dies anhand eines Beispieles dar.
Als negatives Beispiel fu¨r eine MD-Instanz, die eine solche Verarbeitung ver-
hindert, sei hier auf die Metadateninstanz zu den
”
W2C – Web to Corpus
– Corpora“ verwiesen19. Diese Metadatendatei beschreibt eine Sammlung von
Textkorpora in 120 verschiedenen Sprachen. Die monolingualen Einzelkorpora
bestehen aus Textmaterial der Wikipedia sowie aus Webtexten. Eine feingra-
nularere Beschreibung der einzelnen Korpora erfolgt nicht. Als Konsequenz ist
die Auffindbarkeit der Daten (bzw. der Zugriff auf sie) ausschließlich u¨ber diese
”
Sammelbeschreibung“ vorgesehen; eine genauere Selektion (zum Beispiel nach
Sprache und Herkunft des Rohmaterials) fu¨r den Zugriff auf die Einzeldaten ist
nicht mo¨glich. Damit ist die CMD-Instanz schon bereits u¨ber die Angabe der
120 verschiedenen Sprachcodes bzw. Sprachnamen sehr gut im Gesamtgraphen
vernetzt. Die (vor allem auch automatische) Auswertung und Nutzung der Res-
source, zum Beispiel als Trainingsmenge fu¨r verschiedene Annotationswerkzeuge,
ist aber durch die grobe Modellierung und das damit einhergehende Fehlen fein-
19http://hdl.handle.net/11858/00-097C-0000-0022-6133-9
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Abbildung 10.5: Nutzung
”
virtueller“ Kollektionen in einer integrierten For-
schungsinfrastruktur
granularer Zugriffsmechanismen ausgeschlossen. In der Verallgemeinerung kann
somit eine besonders umfangreiche Vernetzung einer Metadateninstanz im In-
stanzgraphen auch als Indiz fu¨r eine zu allgemeine Modellierung und zu geringe
Granularita¨t gesehen werden.
10.8 Einfluss von Postprocessing auf den
Metadatengraph
Wie bereits dargestellt, wird dem Problem divergierender Metadatenbesta¨nde
im Rahmen von CLARIN auch durch die Nachbearbeitung von Metadatenin-
stanzen vor ihrer Nutzung in zentralen Diensten und durch die Einfu¨hrung ei-
ner Feedbackschleife unter Einbeziehung der Metadatenanbieter begegnet (siehe
auch Abschnitt 5.5). Hier steht in erster Linie die Verbesserung der Metada-
ten bezu¨glich ihrer Sichtbarkeit und Auffindbarkeit im Rahmen der zentralen
Suchmaschine VLO im Vordergrund. In der Folge wurden fu¨r viele der im VLO
verwendeten Suchfacetten Nachbearbeitungsroutinen entwickelt, die vorhandene
Werte auf ein mo¨glichst einheitliches Vokabular abbilden sollten20.
Durch diese Normalisierungen verringert sich naturgema¨ß die Anzahl mo¨gli-
cher Werte fu¨r die einzelnen Facetten (siehe auch Tabelle 10.8). Dabei ha¨ngt das
Ausmaß an Reduktion von verschiedenen Faktoren ab. Fu¨r die Ha¨ufigkeitsver-
teilung, mit der Instanzwerte in der Gesamtheit aller Metadateninstanzen vor-
kommen, kann meist von einer Power-law-Verteilung ausgegangen werden. Na-
turgema¨ß konzentrieren sich Normalisierungen vor allem auf die hochfrequenten
Werte, so dass der
”
Long-tail“ sehr seltener Werte ha¨ufig unangetastet bleibt.
















TemporalCoverage“ entwickelt und kontinuierlich angepasst.
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Tabelle 10.8: Einfluss von Postprocessing auf Facetten-Wertmengen
Daru¨ber hinaus kann in Teilen auch von einer
”
opportunistischen“ Herangehens-
weise ausgegangen werden, in der Anpassungen als Reaktion auf eintreffendes
Nutzerfeedback erfolgen. Eine systematische Aufarbeitung des gesamten Werte-
bereiches fu¨r einzelne Facetten21 wurde schon aufgrund des no¨tigen Aufwandes
kaum durchgefu¨hrt und mu¨sste wegen des wechselnden Datenbestandes auch in
regelma¨ßigen Absta¨nden erfolgen (entsprechend King et al. (2015)).
Beide Herangehensweisen fu¨hren nicht zwangsla¨ufig zu einer optimalen Ver-
netzung der Ressourcen bzw. Ressourcenanbieter untereinander. Trotzdem ist
im Allgemeinen von einer Verbesserung auszugehen. Abbildung 10.6 stellt den
bereits vorgestellten Zentrengraphen sowohl ohne, als auch unter Einsatz von
Postprocessing dar. Dabei wurden ausschließlich Konzepte beru¨cksichtigt, die fu¨r
die Befu¨llung der erwa¨hnten VLO-Facetten eingesetzt werden und keine Kanten
u¨ber Gewichtsrestriktionen entfernt. Aus Gru¨nden der U¨bersichtlichkeit werden
isolierte Zentren (jeweils 4) nicht im Graphen dargestellt.
Es zeigt sich, dass der Einsatz von Postprocessing zu einer verbesserten Kon-
nektivita¨t des Zentrengraphen mit einem gestiegenen lokalen und globalen Clus-
terkoeffizienten fu¨hrt22. Konkret steigt der durchschnittliche lokale Clusterkoef-
fizient von 0,75 auf 0,845, der globale Clusterkoeffizient von 0,749 auf 0,86. Die
Abbildungen 10.7 stellen die Ergebnisse fu¨r unterschiedliche Mindestkantenge-
wichte dar. Eine Einbindung von Ressourcen weiterer Zentren findet (auch fu¨r
ho¨here Kantengewichte) kaum statt. Die Vernetzung einzelner Zentren (gemes-
sen an deren Knotengrad) verbesserte sich allerdings deutlich (fu¨r Beispiele siehe
Tabelle 10.9).
Der grundlegende Ansatz der Nachbearbeitung von Metadateninstanzen zur
Erho¨hung ihres Nutzens im Gesamtsystem scheint damit sinnvoll zu sein. Ei-
ne Betrachtung des Gesamtgraphen kann neben der U¨berpru¨fung der erzielten
Effekte auch zur Priorisierung zuku¨nftiger Arbeiten genutzt werden. Als eine
mo¨gliche Strategie ließe sich der Fokus auf schwach vernetzte Ressourcen bzw.
Ressourcenzentren legen, um ihren Status als isolierte (und damit wenig nu¨tz-
21Eine solche ist zum Beispiel fu¨r die Facette
”
License/Availability“ erfolgt, bei der rechts-
kundige Personen Lizenzen und Lizenztexte auf ein kleines Vokabular abbildeten.
22Alle Angaben unter der Annahme eines lokalen Clusterkoeffizienten von 0 fu¨r isolierte Kno-
ten.
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(a) ohne Postprocessing (b) mit Postprocessing
Abbildung 10.6: Zentrums-Metadatengraphen fu¨r VLO-Facetten (Mindestkan-
tengewicht 1)















Abbildung 10.7: Unterschied des durchschnittlichen lokalen und des globalen
Clusterkoeffizienten vor/nach Normalisierungen fu¨r verschiede-
ne Mindestkantengewichte
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BAS Repository 39 56
Clarin D Repository Tubingen 36 42
The Tibetan and Himalayan Library 0 0
University of Sheffield 25 42
Mindestkantengewicht 3
Academia Sinica Balanced Corpus of Mo-
dern Chinese
2 4




Huygens Metadata Repository 19 30
Mindestkantengewicht 5
BAS Repository 24 30
CLARIN PL digital repository 6 10
European Language Resources Association 16 26
Euskal Herriko Unibertsitatea 5 10




Diese Arbeit hat sich mit dem Einsatz der Component Metadata Infrastructure
CMDI im Rahmen einer fo¨derierten Infrastruktur fu¨r Sprachressourcen ausein-
andergesetzt, verschiedene Problemfa¨lle, die im Laufe der letzten Jahre in des-
sen Kontext offensichtlich wurden, aufgezeigt und entsprechende Lo¨sungsansa¨tze
entwickelt.
Als Hauptnutzer hat die Forschungsinfrastruktur CLARIN ein unmittelbares
Interesse an einer effizienten Nutzung und Entwicklung der CMDI. Gerade der
intensive Einsatz von Metadaten fu¨r unterschiedlichste Zwecke, die u¨ber das Auf-
finden von Ressourcen durch interessierte Nutzer weit hinausgeht, macht sie zu
einem der Kernbausteine dieser Infrastruktur. Dabei wird die extrem offene und
flexible Nutzung der CMDI kaum durch Einflu¨sse oder Reglementierungen auf
organisatorischer Ebene eingeschra¨nkt bzw. begleitet. Auch wenn dies einen der
Erfolgsfaktoren der CMDI darstellt, ergeben sich hieraus diverse Probleme. Dazu
geho¨rt die unkontrollierte Nutzung unterschiedlichster Designentscheidungen fu¨r
identische Dokumentationsinteressen, die unkontrollierte Erstellung von Dublet-
ten auf Komponenten- und Profilebene sowie die konsequenzenlose Auslieferung
invalider Metadateninstanzen durch diverse Projektteilnehmer. CLARIN stellt
in dieser Hinsicht eine eher
”
schwache Fo¨deration“ dar, in der zentral erarbeite-
te Qualita¨tsmaßsta¨be kaum existieren bzw. nicht durchgesetzt werden. Entspre-
chende Fehlentwicklungen mu¨ssen in der Folge im Rahmen einzelner Werkzeuge
oder durch mu¨hsam erstellte, aber selten persistierte, Nachbearbeitungen aus-
geglichen werden.
Fu¨r die Erarbeitung konkreter Lo¨sungsstrategien wurden unterschiedliche Ver-
fahren adaptiert und fu¨r die Qualita¨tsanalyse von Metadaten sowie zur Optimie-
rung ihres Einsatzes in einer fo¨derierten Umgebung eingesetzt. Konkret betrifft
dies vor allem die U¨bernahme von Modellierungsstrategien der
”
Linked Data“-
Community, die U¨bernahme von Prinzipien und Qualita¨tsmetriken der objekt-
orientierten Programmierung fu¨r CMD-Metadatenkomponenten sowie den Ein-
satz von Zentralita¨tsmaßen der Graph- bzw. Netzwerkanalyse fu¨r die Bewertung
des Zusammenhalts des gesamten Metadatenverbundes.
Dabei wurde im Rahmen der Arbeit vor allem die Analyse verwendeter Schema-
bzw. Schemabestandteile in den Vordergrund gestellt und auf die Betrachtung
verwendeter Individuenvokabulare der konkreten Instanzen (zum Beispiel im
Sinne nachtra¨glicher Vokabularhomogenisierung oder der gemeinschaftlichen Er-
arbeitung sinnvoller Vokabulare) weitgehend verzichtet. Es konnte allerdings ge-
zeigt werden, dass die derzeit in CLARIN praktizierte nachtra¨gliche Bearbeitung
im Rahmen eines instanzbasierten Postprocessings durchaus zur verbesserten
Nutzung vorhandener Metadatenbesta¨nde fu¨hren kann. Die serviceorientierte
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CLARIN/CMDI-Umgebung, mit festen Metadaten-Endpunkten und kontinu-
ierlichen Harvestingvorga¨ngen, ermo¨glicht hier auch weiterfu¨hrende Betrachtun-
gen, die gerade hinsichtlich der diachronen Entwicklung des CMD-Metadatenbe-
standes hilfreiche Metriken bezu¨glich der Diversifizierung oder Homogenisierung
verwendeter Vokabulare bieten kann.
Als wichtige Punkte der vorliegenden Arbeit werden im Folgenden relevante
Erkenntnisse und Beitra¨ge zum Forschungsgebiet vorgestellt und (wo sinnvoll)
auf mo¨gliche weiterfu¨hrende Arbeiten verwiesen.
• Typische Maße zur Bewertung von Metadatenqualita¨t legen den Schwer-
punkt weitgehend auf Instanzdaten. Grundannahme ist dabei die Existenz
eines festen, von professionellen Entwicklern erstellten, Schemas, die fu¨r
den Bereich komponentenbasierter Metadaten der CMDI nicht passend
ist. Vielmehr muss, gerade in einer verteilten Umgebung wie CLARIN, die
Bewertung bereits bei der Erstellung einzelner Metadatenkomponenten an-
setzen. Aufgrund der freien Kombinierbarkeit, die das CMD-Metamodell
ermo¨glicht und fo¨rdert, liegt der Fokus damit auch nicht ausschließlich auf
vollsta¨ndigen Schemata (Profilen) und deren Angemessenheit fu¨r eine zu
beschreibende Ressource, sondern vielmehr auf der Wiederverwendbarkeit
von Komponenten und deren Kombination zu komplexeren Schemata.
• Der Anspruch des CLARIN-Projektes zur Bildung einer stark integrierten
Forschungsinfrastruktur, geht weit u¨ber jenen diverser alternativer Projek-
te, die sich der Bereitstellung von Sprachressourcen in einer serviceorien-
tierten Umgebung widmen, hinaus. In der Folge sind die Anforderungen
an den Gesamtverbund der beteiligten Zentren und Institutionen deutlich
ho¨her einzuscha¨tzen. Fu¨r den Bereich der Metadaten sollten konsequen-
terweise Analysen des Bestandes der gesamten Fo¨deration durchgefu¨hrt
werden. Als Alternative zu einfachen und eher lokalen Betrachtungen wur-
de der Einsatz von Graphzentralita¨tsmaßen auf Basis von Konzept-Wert-
Paaren vorgeschlagen. Ziel ist dabei, neben unterstu¨tzender Hilfestellungen
zur effizienten Erstellung von CMD-Komponenten und Profilen, auch die
Erkennung von Ausreißern im Verbund. Divergierende Metadaten ko¨nnen
hier als ein Indikator fu¨r Probleme der gewa¨hlten Modellierung, des ver-
wendeten Vokabulars, aber auch fu¨r eine mo¨gliche inhaltliche Isolierung
dienen. Konkret konnte der derzeit noch vergleichsweise starke Fokus des
CLARIN-Projektes auf europa¨ische Sprachen herausgearbeitet werden. Er-
kannte Fehlentwicklungen oder Defizite sind dabei ein erster Schritt zu
vollsta¨ndigeren und nu¨tzlicheren Ressourcenbesta¨nden sowie einer ho¨her-
en Attraktivita¨t der gesamten Infrastruktur fu¨r den Endnutzer.
• Die Nutzung der CMDI durch die verschiedenen Ressourcenanbieter so-
wie die Auswertung und Optimierung der von ihnen erstellten Metada-
ten wurde bisher eher wenig systematisch durchgefu¨hrt. Dies betrifft auch
die Evaluation vorhandener Werkzeuge bezu¨glich der Angemessenheit fu¨r
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ihren jeweiligen Einsatzzweck oder die Effekte zeitintensiver Postproces-
sings. Im Rahmen der Arbeit wurde unter anderem der Extraktionsprozess
der Suchmaschine VLO systematisch ausgewertet und diverse Alternativen
entwickelt sowie die Vokabularhomogenisierung im Rahmen manueller Ku-
rationsbemu¨hungen bewertet. Daru¨ber hinaus wurden in Form detaillierter
Beispiele Problemfa¨lle erarbeitet und ero¨rtert. Als warnendes Beispiel fu¨r
mo¨gliche Konsequenzen einer weitgehend unu¨berwachten Umgebung wur-
de die Entwicklung und Nutzung der Datenkategorie-Registratur ISOcat
vorgestellt.
• Vorlage fu¨r das Komponentenmodell der CMD sind vergleichbare Ansa¨tze
anderer Fachbereiche, wobei das komponentenbasierte Entwicklungsmodell
der Softwaretechnik sowie verwandter Ansa¨tze ein offensichtliches Vorbild
sind. Erwartet werden, analog zur Nutzung im Software Engineering, eine
leichtere Wiederverwendbarkeit, geringerer Entwicklungsaufwand oder die
effizientere Nutzung vorhandenen Expertenwissens. Dabei nutzt die CMDI,
in ihrer derzeitigen Umsetzung, nur einen Teil des dort vorhandenen, um-
fassenden Erkenntnisstandes. Dazu geho¨rt die nur unvollsta¨ndige Vorgabe
eines Komponentenmodells, die, entsprechend seiner Definition in der Soft-
waretechnik, neben der Spezifikationsmo¨glichkeit von Komponenten und
der Angabe eines Kompositionsstandards auch einen Interaktionsstandard
beno¨tigt. Als Ersatz wurde in dieser Arbeit die U¨bernahme von Designprin-
zipien der LOD vorgeschlagen, die zu einer sauberen Aufteilung partizi-
pierender Bestandteile im Sinne von Subjekt-Pra¨dikat-Objekt-Relationen
und zu einfacheren und intuitiveren Umsetzungen fu¨hrt. Zudem wurde
die U¨bernahme des Klassen/Schnittstellen- und Vererbungsbegriffes der
OOP vorgeschlagen, um auch fu¨r Metadatenschemata eine hohe Flexibi-
lita¨t und Anpassbarkeit mit sauber definierten (Mindest-)Schnittstellen zu
kombinieren, welche als Grundlage fu¨r eine automatische Weiterverarbei-
tung dienen ko¨nnen. In der Konsequenz lassen sich aus der umfangreichen
Palette von Designmetriken und Umstrukturierungsprinzipien der OOP
analoge Metriken und Verfahren fu¨r die CMDI ableiten. Fu¨r die Zukunft
ist hier der systematische Aufbau von Testumgebungen zu wu¨nschen so-
wie die Entwicklung entsprechender Werkzeuge, die Schemaanpassungen
unterstu¨tzen und, im Idealfall sogar, eine automatische Propagation von
Refactorings bis hin zu den MD-Instanzen vornehmen.
• Die Entwicklung von Metadatenschemata und -instanzen vera¨ndert sich
im zunehmenden Maße von statischen zu dynamischen Entwicklungspro-
zessen. Das sehr flexible CMD-Modell unterstu¨tzt bereits wichtige Aspekte
dieses neuen Ansatzes durch Modularisierung und verbesserte Wiederver-
wendbarkeit. Dynamische Entwicklungsmodelle akzeptieren, dass erarbei-
tete Ergebnisse (hier also Metadaten) kaum als vollsta¨ndig final angesehen
werden ko¨nnen, sondern vielmehr Alterung und kontinuierlichem Anpas-
sungsbedarf unterliegen. Die Flexibilita¨t der CMDI erweitert vor allem
auch die Mo¨glichkeit nachtra¨glicher A¨nderungen u¨ber die reine Anpassung
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gewa¨hlter Instanzvokabulare hinaus. Vielmehr stehen unmittelbar auch
die gewa¨hlten Schemata und Schemakompositionen zur Diskussion und
mu¨ssen sich in ihrer konkreten Umgebung, bestehend aus diversen Anwen-
dungen und ihren Nutzern, bewa¨hren. Gleichzeitig geht damit ein erho¨hter
Aufwand in der Erstellung und Pflege von Metadaten einher. Analog zur
Entwicklung komplexer Softwaresysteme oder auch linguistischer Ressour-
cen ist damit die Wartung von Metadaten u¨ber ihren gesamten Lebenszy-
klus ein gesonderter Kostenfaktor, der bisher kaum in Projektplanungen
einfließt. In der Folge werden Metadaten noch zu ha¨ufig entsprechend ei-
ner
”
Fire and Forget“-Logik generiert; eventuell no¨tige Anpassungen, auch
u¨ber das Projektende hinaus, die die Nutzung der jeweiligen Ressource er-
halten ko¨nnen, sind dabei selten eingeplant.
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Das folgende Kurzglossar dient der einheitlichen Definition, der in der Arbeit ver-
wendeten Terminologie. Die CMD-spezifischen Glossareintra¨ge orientieren sich
weitgehend an den (englischsprachigen) Glossareintra¨gen der CMDI 1.2 Spezifi-
kation bzw. des zuku¨nftigen ISO-Standards ISO 24622-2.
• CCSL (CMDI Component Specification Language): XML-basierte Spra-
che fu¨r die Beschreibung von Metadatenkomponenten entsprechend des
CMD-Modells.
• CLARIN (Common Language Resources and Technology Infrastructure):
ein europa¨isches Forschungsinfrastrukturprojekt fu¨r die Geistes- und Sozial-
wissenschaften.
• CMD (Component MetaData): ein formal spezifiziertes, komponentenba-
siertes Metadatenmodell (siehe auch ISO 24622-1:2015).
• CMD-Instanz (auch: Metadateninstanz, Metadatenrecord, CMD-Record):
eine (XML-)Datei, deren Struktur einem CMD-Profil entspricht und die
Informationen u¨ber eine konkrete Ressource entha¨lt.
• CMD-Komponente (auch: Komponente): eine wiederverwendbare Vorlage
(Template) fu¨r die Beschreibung eines Aspektes einer Ressource bzw. einer
vollsta¨ndigen Ressource. Formal spezifiziert durch eine CCSL-Spezifikation
entsprechend des CMD-Modells. Erlaubt die Einbettung weiterer Kompo-
nenten. Der Sonderfall sogenannter
”
Inlinekomponenten“ ist ausschließlich
im Kontext anderer Komponenten gu¨ltig und nur u¨ber diese wiederver-
wendbar.
• CMD-Element (auch Metadatenelement): Element in einer CMD-Kompo-
nente das potentieller Tra¨ger von Daten in einer CMD-Instanz ist.
• CMD-Profil (auch Profil): Sonderfall einer CMD-Komponente, die der Be-
schreibung einer Klasse von Ressourcen dient und die nicht in andere Kom-
ponenten eingebettet werden kann. Sie beschreibt die vollsta¨ndige Struktur
einer CMD-Instanz.
• CMDI (Component MetaData Infrastructure): ein Framework und die
es implementierende Infrastruktur, zur Beschreibung von Metadatentem-
plates, das die Wiederverwendung vorhandener Komponenten in neuen




• Component Registry (CR): zentrale Registratur und Editor fu¨r CMD-
Komponenten und Profile.
• Datenkategorie: ein Konzept mit einem dazugeho¨rigen Datenmodell.
• Fo¨deriertes Informationssystem (auch Fo¨deration): ein Informationssys-
tem, das den Zugriff auf autonome (und typischerweise physisch verteilte)
Datenbesta¨nde ermo¨glicht. Zur Abgrenzung siehe auch verteiltes Informa-
tionssystem.
• Instanziierung von Metadatenelementen/-komponenten: analog zur Instan-
ziierung der objektorientierten Programmierung die Erstellung eines kon-
kreten (wertetragenden) Metadatenobjektes in einer CMD-Instanz.
• Katalogisierung: Erschließung von Medien fu¨r den Eintrag in einen Katalog
(Bibliothekskatalog). Im Rahmen der Arbeit die Erstellung von Metadaten
fu¨r eine Menge von Ressourcen.
• Konzept: eine abstrakte oder allgemeine Idee die von bestimmten Instan-
zen abgeleitet wurde.
• Konzeptlink (auch ConceptLink): Verweis aus CMD-Komponenten bzw.
dessen Bestandteilen auf einen Eintrag in einer semantischen Registratur
(u¨blicherweise) u¨ber persistente Identifikatoren.
• Metadaten (im Rahmen der Arbeit teils kurz MD): die formale Beschrei-
bung einer Ressource entsprechend eines Metadatenmodells.
• Persistenter Identifikator (auch PID): eindeutiger Uniform Resource Iden-
tifier (URI), der den permanenten Zugriff auf ein digitales Objekt un-
abha¨ngig von dessen ra¨umlicher Lage oder konkreten Besitzverha¨ltnissen
ermo¨glicht.
• Ressource (hier auch linguistische Ressource, Sprachressource): ein (meist
digital zuga¨ngliches) Objekt, das u¨ber seinen Inhalt und technische Eigen-
schaften beschrieben werden kann. Referenzierbar durch einen Uniform
Resource Identifier (URI).
• ResourceProxy: ein Mittel der CMD um Relationen zwischen Metadaten-
instanzen zu kodieren. Optionale Elemente im Rahmenschema jeder CMD-
Instanzdatei.
• Semantische Registratur (auch Datenkategorie-Registry): ein (autoritati-
ves) Verzeichnis von Definitionen fu¨r Konzepte oder Datenkategorien. Er-
laubt typischerweise die Referenzierung der Eintra¨ge u¨ber persistente Iden-
tifikatoren. Beispiele fu¨r solche Verzeichnisse sind ISOcat, die CLARIN
Concept Registry (CCR) oder Dublin Core.
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• Verteiltes Informationssystem: ein Informationssystem, das den Zugriff auf
physisch verteilte Ressourcen ermo¨glicht. Diese bieten dabei eine einheit-
liche Sicht auf Daten und unterliegen einer zentralen Kontrolle. Zur Ab-
grenzung siehe auch fo¨deriertes Informationssystem.
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Profil-ID TP FP FN
clarin.eu:cr1:p 1369752611624 13 7 1
clarin.eu:cr1:p 1361876010680 5 4 1
clarin.eu:cr1:p 1345180279115 1 9 6
clarin.eu:cr1:p 1288172614026 4 2 1
clarin.eu:cr1:p 1369140737145 12 0 2
clarin.eu:cr1:p 1381926654508 5 33 0
clarin.eu:cr1:p 1336550377513 5 14 1
clarin.eu:cr1:p 1290431694581 18 14 3
clarin.eu:cr1:p 1324638957739 4 7 3
clarin.eu:cr1:p 1320657629644 5 1 1
clarin.eu:cr1:p 1290431694580 20 13 1
Summe 92 104 20
Tabelle A.1: Originaler Ansatz fu¨r reduzierte Facettenmenge (Precision: 0,469,
Recall: 0,821, F-Measure: 0,597)
Profil-ID TP FP FN
clarin.eu:cr1:p 1369752611624 12 5 2
clarin.eu:cr1:p 1361876010680 5 4 1
clarin.eu:cr1:p 1345180279115 1 7 6
clarin.eu:cr1:p 1288172614026 3 2 2
clarin.eu:cr1:p 1369140737145 12 0 2
clarin.eu:cr1:p 1381926654508 4 29 1
clarin.eu:cr1:p 1336550377513 4 8 2
clarin.eu:cr1:p 1290431694581 16 13 5
clarin.eu:cr1:p 1324638957739 4 5 3
clarin.eu:cr1:p 1320657629644 4 1 2
clarin.eu:cr1:p 1290431694580 19 11 2
Summe 84 84 28




Profil-ID TP FP FN
clarin.eu:cr1:p 1369752611624 11 6 2
clarin.eu:cr1:p 1361876010680 5 5 1
clarin.eu:cr1:p 1345180279115 1 9 6
clarin.eu:cr1:p 1288172614026 4 2 1
clarin.eu:cr1:p 1369140737145 12 0 2
clarin.eu:cr1:p 1381926654508 5 25 0
clarin.eu:cr1:p 1336550377513 4 5 2
clarin.eu:cr1:p 1290431694581 18 8 3
clarin.eu:cr1:p 1324638957739 4 5 3
clarin.eu:cr1:p 1320657629644 4 2 2
clarin.eu:cr1:p 1290431694580 17 10 4
Summe 85 77 27
Tabelle A.3: NC1 fu¨r reduzierte Facettenmenge (Precision: 0,525, Recall: 0,759,
F-Measure: 0,62)
Profil-ID TP FP FN
clarin.eu:cr1:p 1369752611624 12 5 2
clarin.eu:cr1:p 1361876010680 5 5 1
clarin.eu:cr1:p 1345180279115 1 9 6
clarin.eu:cr1:p 1288172614026 4 2 1
clarin.eu:cr1:p 1369140737145 12 0 2
clarin.eu:cr1:p 1381926654508 5 16 1
clarin.eu:cr1:p 1336550377513 4 5 2
clarin.eu:cr1:p 1290431694581 18 10 3
clarin.eu:cr1:p 1324638957739 4 1 3
clarin.eu:cr1:p 1320657629644 1 2 5
clarin.eu:cr1:p 1290431694580 18 11 3
Summe 84 66 28




Profil-ID TP FP FN
clarin.eu:cr1:p 1369752611624 13 7 1
clarin.eu:cr1:p 1361876010680 5 4 1
clarin.eu:cr1:p 1345180279115 1 9 6
clarin.eu:cr1:p 1288172614026 4 2 1
clarin.eu:cr1:p 1369140737145 12 0 2
clarin.eu:cr1:p 1381926654508 5 31 0
clarin.eu:cr1:p 1336550377513 4 10 2
clarin.eu:cr1:p 1290431694581 18 14 3
clarin.eu:cr1:p 1324638957739 4 7 3
clarin.eu:cr1:p 1320657629644 4 2 2
clarin.eu:cr1:p 1290431694580 20 13 1
Summe 90 99 22
Tabelle A.5: NCR0 fu¨r reduzierte Facettenmenge (Precision: 0,476, Recall:
0,804, F-Measure: 0,598)
Profil-ID TP FP FN
clarin.eu:cr1:p 1369752611624 13 6 1
clarin.eu:cr1:p 1361876010680 5 3 1
clarin.eu:cr1:p 1345180279115 1 9 6
clarin.eu:cr1:p 1288172614026 4 2 1
clarin.eu:cr1:p 1369140737145 12 0 2
clarin.eu:cr1:p 1381926654508 5 26 0
clarin.eu:cr1:p 1336550377513 4 8 2
clarin.eu:cr1:p 1290431694581 18 14 3
clarin.eu:cr1:p 1324638957739 4 7 3
clarin.eu:cr1:p 1320657629644 4 2 2
clarin.eu:cr1:p 1290431694580 20 13 1
Summe 90 90 22




Profil-ID TP FP FN
clarin.eu:cr1:p 1369752611624 13 5 1
clarin.eu:cr1:p 1361876010680 5 2 1
clarin.eu:cr1:p 1345180279115 1 9 6
clarin.eu:cr1:p 1288172614026 4 2 1
clarin.eu:cr1:p 1369140737145 12 0 2
clarin.eu:cr1:p 1381926654508 5 16 0
clarin.eu:cr1:p 1336550377513 4 6 2
clarin.eu:cr1:p 1290431694581 18 14 3
clarin.eu:cr1:p 1324638957739 4 7 3
clarin.eu:cr1:p 1320657629644 4 2 2
clarin.eu:cr1:p 1290431694580 20 13 1
Summe 90 76 22
Tabelle A.7: NCR∞ fu¨r reduzierte Facettenmenge (Precision: 0,542, Recall:
0,804, F-Measure: 0,647)
Profil-ID TP FP FN
clarin.eu:cr1:p 1369752611624 13 7 1
clarin.eu:cr1:p 1361876010680 5 4 1
clarin.eu:cr1:p 1345180279115 1 9 6
clarin.eu:cr1:p 1288172614026 4 2 1
clarin.eu:cr1:p 1369140737145 12 0 2
clarin.eu:cr1:p 1381926654508 5 31 0
clarin.eu:cr1:p 1336550377513 4 9 2
clarin.eu:cr1:p 1290431694581 18 14 3
clarin.eu:cr1:p 1324638957739 4 7 3
clarin.eu:cr1:p 1320657629644 4 2 2
clarin.eu:cr1:p 1290431694580 20 13 1
Summe 90 98 22




Profil-ID TP FP FN
clarin.eu:cr1:p 1369752611624 11 6 3
clarin.eu:cr1:p 1361876010680 5 5 1
clarin.eu:cr1:p 1345180279115 1 9 6
clarin.eu:cr1:p 1288172614026 4 2 1
clarin.eu:cr1:p 1369140737145 12 0 2
clarin.eu:cr1:p 1381926654508 5 25 0
clarin.eu:cr1:p 1336550377513 4 7 2
clarin.eu:cr1:p 1290431694581 18 8 3
clarin.eu:cr1:p 1324638957739 4 5 3
clarin.eu:cr1:p 1320657629644 4 2 2
clarin.eu:cr1:p 1290431694580 17 10 4
Summe 85 79 27
Tabelle A.9: MC1 fu¨r reduzierte Facettenmenge (Precision: 0,518, Recall: 0,759,
F-Measure: 0,616)
Profil-ID TP FP FN
clarin.eu:cr1:p 1369752611624 13 5 1
clarin.eu:cr1:p 1361876010680 5 5 1
clarin.eu:cr1:p 1345180279115 1 9 6
clarin.eu:cr1:p 1288172614026 4 2 1
clarin.eu:cr1:p 1369140737145 12 0 2
clarin.eu:cr1:p 1381926654508 5 16 0
clarin.eu:cr1:p 1336550377513 2 4 4
clarin.eu:cr1:p 1290431694581 18 14 3
clarin.eu:cr1:p 1324638957739 4 3 3
clarin.eu:cr1:p 1320657629644 4 2 2
clarin.eu:cr1:p 1290431694580 20 13 1
Summe 88 73 24





Manuelle Klassifikation von CMD-relevanten Datenkategorien/Konzepten fu¨r
die Eignung bezu¨glich FRBR User Tasks (Find, Identify, Select, Obtain) ent-
sprechend Definition in Tillett (2004). Sortiert nach Ha¨ufigkeit ihrer Verwendung
in CMD-Komponenten, Top 150 (Stand Januar 2015). Identifier bzw. URLs zur
besseren U¨bersichtlichkeit geku¨rzt.
Konzept F I S O Konzept F I S O
CCR-2520 x x x CCR-3901 x x x
CCR-2544 x x x CCR-5142 x x
CCR-3894 x x CCR-5254 x x x
CCR-1975 x x CCR-2469 x x x
CCR-2462 x x x CCR-2492 x x
CCR-2580 x x CCR-2490 x x x
CCR-2583 CCR-2500 x x
CCR-2563 x CCR-2476 x x
CCR-2570 x x x CCR-2477 x x
CCR-2571 x x x CCR-2464 x x x
CCR-2482 x x x CCR-2493 x x
CCR-2574 x x MODS:subject topic x x
CCR-2548 x CCR-5123 x x
CCR-2531 x x x CCR-5253 x x x
CCR-2532 x x x CCR-1846 x x
CCR-2510 x x CCR-5130
CCR-2566 x MODS:origininfo datecreated x x
CCR-2693 x CCR-4126
CCR-2484 x x x DCterms:date x x x
CCR-4596 x DCterms:publisher x x x
CCR-2518 x x x CCR-2468 x x x
CCR-4174 CCR-5129 x x
CCR-2564 x DCterms:type x x
CCR-2546 x x CCR-2536 x x x x
CCR-2528 x x CCR-5252
CCR-2562 x x x DCterms:description x x x
CCR-2516 x x CCR-5135 x
CCR-4776 x x CCR-5136 x
CCR-2684 x x MODS:titleinfo title x x x
CCR-2685 x CCR-2453 x x x
CCR-2577 x CCR-3899 x x x




CCR-2550 x x x DCterms:hasPart
CCR-3879 CCR-5137
CCR-2551 x x CCR-2537
CCR-2575 x x x DCterms:rights x x
CCR-4598 x x CCR-6013
CCR-2686 DCterms:tableOfContents x x
CCR-2561 x x x CCR-6543
CCR-2557 x x DCterms:source x x x
CCR-2694 MODS:typeOfResource x x x
CCR-2552 MODS:genre x x x
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Konzept F I S O Konzept F I S O
CCR-2560 CCR-2325 x x
CCR-2554 CCR-2503 x x x
DCterms:identifier x x MODS:classification x
CCR-2465 MODS:part number
MODS:name namepart x x x CCR-2535 x
CCR-2454 x x x DCterms:references x
CCR-2533 x x x MODS:language languageterm x x x
CCR-2470 x x x CCR-6119 x x
CCR-2559 x x x DCterms:relation x
CCR-2555 x x x CCR-5138 x x
CCR-278 x x CCR-2955 x
CCR-2521 x x MODS:abstract.html x x x
CCR-2459 x x x x CCR-2558 x x
DCterms:subject x x x CCR-5141 x x
CCR-5126 DCterms:spatial x x x
DCterms:creator x x CCR-5139
CCR-2505 x x x CCR-5140
CCR-5127 x x x MODS:origininfo publisher x x x
CCR-3900 x x x CCR-2954
CCR-2585 x x CCR-2553
CCR-2545 x x x CCR-6122 x x x
CCR-5583 x x CCR-4599 x x
CCR-5582 x x CCR-4597 x
DCterms:format x x MODS:identifier.html x
CCR-2587 x CCR-6124 x x
CCR-2586 x MODS:part start
DCterms:contributor x x CCR-6139 x x x
DCterms:title x x x DCterms:alternative x x
CCR-556 x x CCR-2692
MODS:name roleterm x CCR-4352 x
Tabelle A.11: Einordnung CMD-Konzepte/Datenkategorien nach FRBR
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Popula¨re Facettenkombinationen im VLO
Abbildung A.1: Popula¨re Facettenkombinationen in Nutzeranfragen auf dem
VLO fu¨r den Zeitraum 02.12.2013 – 17.01.2014
Abbildung A.2: Popula¨re Facettenkombinationen in Nutzeranfragen auf dem
VLO fu¨r den Zeitraum 15.05.2014 – 25.10.2014
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Ha¨ufig abgefragte Konzepte auf der Basis von
Volltextanfragen im VLO
Konzept Frequenz Konzept Frequenz
DCterms:language 466 CCR-6013 7
DCterms:subject 464 CCR-2462 6
CCR-2544 195 CCR-2489 6
DCterms:title 176 CCR-3901 6
CCR-2557 117 CCR-4519 6
CCR-2552 113 DCterms:type 6
CCR-2545 107 CCR-2490 5
CCR-2555 106 CCR-2537 5
CCR-2484 104 DCterms:description 5
MODS:subject topic 85 CCR-2500 4
MODS:name namepart 64 CCR-2505 4
CCR-2520 51 CCR-2554 4
CCR-278 43 CCR-2990 4
CCR-2483 42 MODS:origininfo placeterm 4
CCR-2556 39 CCR-19785 3
CCR-2536 36 CCR-2459 3
CCR-4174 32 CCR-2532 3
CCR-5358 16 CCR-3815 3
CCR-2466 14 CCR-3886 3
CCR-2482 12 CCR-4198 3
DCterms:spatial 12 CCR-4776 3
CCR-2470 11 CCR-5126 3
CCR-2528 11 CCR-5127 3
CCR-2533 10 CCR-5580 3
CCR-5436 9 DCterms:contributor 3
DCterms:alternative 9 DCterms:coverage 3
CCR-2503 8 DCterms:creator 3
CCR-6543 8 DCterms:publisher 3
CCR-3899 7
Tabelle A.12: Ha¨ufig abgefragte Konzepte auf der Basis von Volltextanfragen
im VLO (Mindestfrequenz 3 unterschiedlicher Anfragestrings die




MODS OLAC TEI TEI
c 1375880373019 c 1271859438225 c 1375880372985 c 1407745712038
c 1379939315558 c 1271859438227 c 1407745712050 c 1381926654525
c 1375880373012 c 1271859438229 c 1381926654522 c 1407745712054
c 1379939315571 c 1271859438222 c 1375880373031 c 1407745712039
c 1379939315566 c 1271859438226 c 1375880372988 c 1407745712037
c 1375880373020 c 1271859438221 c 1375880372989 c 1375880372979
c 1379939315565 c 1271859438232 c 1379939315551 c 1375880372992
c 1379939315554 c 1271859438234 c 1375880372986 c 1407745712042
c 1375880373010 c 1271859438235 c 1379939315556 c 1407745712045
c 1379939315573 c 1271859438231 c 1282306194500 c 1379925925654
c 1381926654506 c 1271859438233 c 1379939315559 c 1375880373028
c 1379939315564 c 1271859438223 c 1375880373030 c 1407745712043
c 1375880372973 c 1271859438228 c 1381926654523 c 1282306194504
c 1375880372969 c 1271859438220 c 1375880372990 c 1379925925653
c 1375880372994 c 1271859438219 c 1375880373023 c 1342181139666
c 1375880372971 c 1271859438230 c 1381926654524 c 1375880372987
c 1380613302380 c 1422885449340 c 1381926654590 c 1407745712048
c 1379939315567 c 1299509410085 c 1379939315553 c 1375880372991
c 1379939315577 c 1349361150621 c 1381926654589 c 1379939315557
c 1379939315569 c 1375880372981 c 1381926654521 c 1360230992140
c 1379939315568 c 1379939315562 c 1337778925037
c 1379939315570 c 1345180279116 c 1375880372978
c 1379939315574 c 1375880372984 c 1379925925655
c 1379939315575 c 1282306194507 c 1375880372982
c 1379939315572 c 1379939315561 c 1375880373029
c 1375880372972 c 1407745712052 c 1407745712041
c 1381926654442 c 1379939315555 c 1375880373027
c 1375880372967 c 1375880373026 c 1282306194502
c 1375880372970 c 1380613302381 c 1375880373024
c 1379939315560 c 1375880373021 c 1375880372983
c 1375880372968 c 1380613302392 c 1282306194499
c 1375880372993 c 1379939315552 c 1407745712072
Tabelle A.13: CMD-Komponenten, die fu¨r die Fremdschemata MODS, OLAC






Zentrum Konzept Name Dateien Cliquen Anteil
ALMA DCMI:language language 52 6 0,25
ALMA DCMI:publisher publisher 52 1 0,769
ALMA DCMI:subject subject 52 24 0,096
ASV CCR-2538 pub date 6905 3 0,015
ASV CCR-2546 url 6905 1 0,975
ASV CCR-2978 Person 6905 1 0,975
BAS CCR-2466 dialect 23614 172 0,248
BAS CCR-2544 resource name 23614 21385 0,021
BAS CCR-3879 elicitation type 23614 20 0,437
CHILDES CCR-2476 interactivity 37343 2 0,92
CHILDES CCR-2521 email 37343 1 0,964
CHILDES CCR-2580 size 37343 1540 0,185
Meertens CCR-2571 mime type 249657 9 0,717
Meertens CCR-5123 music notation 249657 7 0,289
Meertens CCR-5252 Copy used 249657 4244 0,037




(a) Mindestgewicht 1 (b) Mindestgewicht 3
(c) Mindestgewicht 5 (d) Mindestgewicht 10
(e) Mindestgewicht 20 (f) Mindestgewicht 30




Zuordnung Zentrums-IDs zu Zentrumsname
Die angegebenen Zentrumsnamen entsprechen den Namen der anbietenden Re-
positorien in ihrer Verwendung im CLARIN OAI Harvester. Die offiziellen Na-
men der jeweiligen Organisationen bzw. Projekte ko¨nnen davon abweichen.
ID Zentrumsname
0 Academia Sinica Balanced Corpus of Modern Chinese
1 Academia Sinica Formosan Language Archive
2 A Digital Archive of Research Papers in Computational Linguistics
3 African Language Materials Archive
4 Archive of the Indigenous Languages of Latin America
5 B2SHARE
6 BAS Repository
7 California Language Archive
8 CHILDES
9 CLARIN DK UCPH Repository
10 Clarin D Repository Tubingen
11 CLARIN OAIProvider Institute of Computer Science NLP Group University of Leipzig
12 CLARIN PL digital repository
13 CLARIN Virtual Collection Registry
14 CLLE ERSS Universite de Toulouse Le Mirail
15 Common Language Resources and Technology Infrastructure Norway CLARINO Bergen
Repository
16 Cornell Language Acquisition Laboratory CLAL
17 DANS CMDI Provider
18 Deutsches Textarchiv
19 e codices OAI repository
20 Ethnologue Languages of the World
21 European Language Resources Association
22 Euskal Herriko Unibertsitatea
23 Fihrist
24 GEI historic German textbooks




29 Information Retrieval Facility
30 Instituut voor Nederlandse Lexicologie INL Metadata Repository
31 IULA UPF Centre de Competencia CLARIN
32 IULA UPF OAI Archive
33 Language Bank of Finland
34 LINDAT CLARIN digital library at Institute of Formal and Applied Linguistics Charles
University in Prague
35 Meertens Institute Metadata Repository
36 META SHARE 3 0
37 Multimodal Learning and teaching Corpora Exchange
38 Nederands Instituut voor Beeld en Geluid OAI PMH repository
39 Oxford Text Archive
40 Pacific And Regional Archive for Digital Sources in Endangered Cultures PARADISEC
41 ScholarSpace at University of Hawaii at Manoa
42 SIL Language and Culture Archives
43 Slovenian language resource repository CLARIN SI





46 The Language Archive s IMDI portal
47 The LDC Corpus Catalog
48 The LINGUIST List Language Resources
49 The Rosetta Project A Long Now Foundation Library of Human Language
50 The Tibetan and Himalayan Library
51 The Typological Database Project
52 U Bielefeld Language Archive
53 UdS CLARIN D Repository
54 Universidade de Vigo
55 Universitaet Tuebingen SFB833 Repository
56 Universitat de Barcelona
57 University of Roma Tor Vergata
58 University of Sheffield




63 Wolfenbuettel Digital Library
Tabelle A.15: Zuordnung Zentrumsname zu Identifier
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Abbildung A.4: Metadatengraph fu¨r den Zusammenhang von Zentren auf Basis
u¨bereinstimmender Konzept-Wert-Paare




Abbildung A.6: Darstellung der Betweenness von Knoten im Zentrengraph mit
minimalem Kantengewicht 1
Abbildung A.7: Darstellung der Katz Centrality von Knoten im Zentrengraph
mit minimalem Kantengewicht 1
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Titel: Einsatz und Bewertung komponentenbasierter Metadaten in einer fo¨derierten Infrastruk-
tur fu¨r Sprachressourcen am Beispiel der CMDI
171 Seiten, 53 Abbildungen, 158 Literaturangaben
Die Arbeit setzt sich mit dem Einsatz der Component Metadata Infrastructure CMDI im Rah-
men der fo¨derierten Infrastruktur CLARIN auseinander, wobei diverse konkrete Problemfa¨lle
aufgezeigt werden.
Fu¨r die Erarbeitung entsprechender Lo¨sungsstrategien werden unterschiedliche Verfahren
adaptiert und fu¨r die Qualita¨tsanalyse von Metadaten und zur Optimierung ihres Einsatzes
in einer fo¨derierten Umgebung genutzt. Konkret betrifft dies vor allem die U¨bernahme von
Modellierungsstrategien der
”
Linked Data“-Community, die U¨bernahme von Prinzipien und
Qualita¨tsmetriken der objektorientierten Programmierung fu¨r CMD-Metadatenkomponenten,
sowie den Einsatz von Zentralita¨tsmaßen der Graph- bzw. Netzwerkanalyse fu¨r die Bewertung
des Zusammenhalts des gesamten Metadatenverbundes.
Dabei wird im Rahmen der Arbeit die Analyse verwendeter Schema- bzw. Schemabestand-
teile sowie die Betrachtung verwendeter Individuenvokabulare im Zusammenspiel aller betei-
ligten Zentren in den Vordergrund gestellt.
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