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RIASSUNTO Un grande numero di lavori sperimentali e teorici hanno 
spiegato il comportamento dei sistemi socio-economici come risultato 
di decisioni a livello micro. Molto spesso tali sistemi sono descrit: 
ti come modelli "compartimentali". Lo scopo di questo capitolo è di 
fornire una introduzione generale dei modelli compartimentali che si 
usanof in modo piuttosto indipendente, nei campi delle scienze regio­
nali, della sociologia matematica, dell'economia, della chimica e del 
la biologia.
Per la cinetica lineare e non lineare sono introdotte le inter­
pretazioni probabilistiche e deterministiche. Inoltre, i principali 
strumenti matematici e i risultati fondamentali sono esemplificati e 
discussi. I modelli sono illustrati con semplici esempi nei vari cam 
pi.
PAROLE CHIAVE: analisi compartimentale, equazioni differenziali e 
alle differenze finite, dinamica, processi non lineari, processi di 
Markov, equazioni differenziali probabilistiche.
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10. INTRODUZIONE
I sistemi sociali ed economici, il cui comportamento dipende dal 
la somma di un grande numero di decisioni individuali, sono general­
mente analizzati con una descrizione statistica che mira a trovare 
leggi o regole che non emergono se si esaminano le unità del sistema 
prese singolarmente. Sempre più spesso, per studiare tali sistemi ,si 
ricorre all'uso di modelli matematici, che hanno dato origine a lina 
vasta letteratura. In genere si prendono in considerazione due punti 
di vista diversi: da un lato, l'approccio normativo esamina i siste­
mi socioeconomici in funzione di criteri di valore (normativi) scel­
ti a priori (*); dall'altro lato, l'approccio descrittivo spiega la 
evoluzione di tali sistemi sulla base del comportamento delle loro 
unità.
In questo capitolo,viene approfondito,unicamente, l'approccio 
descrittivo e vengono presentati i principali strumenti matematici u 
sati. Le tecniche in questione sono proprie della descrizione dei si 
stemi in termini di processi: in effetti, nessun principio variazio­
nale, peculiare dell'approccio normativo, sembra applicabile in que­
sto caso. I modelli generalmente usati possono essere suddivisi in 
due classi: i modelli deterministici in termini di equazioni diffe­
renziali o alle differenze finite e i modelli probabilistici (o sto­
castici) in termini di catene o processi di Markov. Più recentemente, 
sono stati sviluppati modelli quasi-deterministici in termini di e- 
quazioni differenziali o equazioni probabilistiche alle differenze fi 
nite.
(*) Per una bibliografia aggiornata sull'argomento si veda l'artico 
lo di Fujita (1983).
2In questo capitolo, vengono presentati questi tre approcci gene 
rali; per essi vengono discusse in particolare ipotesi di base, ap­
plicabilità ed interrelazioni.
I modelli saranno trattati nel contesto spazio-temporale pro­
prio delle scienze regionali ed illustrati con riferimento sopratut 
to, ai trasporti ed alla localizzazione residenziale. Riteniamo i- 
noltre interessante citare approcci analoghi nel campo della chimi­
ca e della biologia.
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1. I MODELLI COMPARTIMENTALI
Un modello compartimentale tratta la descrizione di un sistema 
suddiviso in un numero finito di sottosistemi detti compartimenti, 
tra i quali le unità fondamentali del sistema si muovono. Lo scopo 
di questo modello è di descrivere l'evoluzione temporale dello sta­
to del sistema, il quale viene definito tramite il numero di unità 
nei vari compartimenti. In 1.1 si sottolinea l'importanza di questo 
modello nelle scienze sociali e biochimiche e, quindi, in 1 . 2 se ne 
precisano le caratteristiche matematiche e le diverse formalizzazio 
ni.
1.1 Una rassegna delle applicazioni di questi modelli
Molto spesso nelle scienze sociali, gli individui di una popo­
lazione vengono classificati in funzione delle loro caratteristiche 
socioeconomiche. Così, per descrivere il propagarsi di una notizia
0 di una innovazione (Bass, 1969, Rogers e Shoemaker, 1971, e Ur- 
ban e Hauser, 1980), la popolazione è suddivisa in gruppi secondo 
criteri economici (ad esempio, il reddito), criteri geografici (ad 
esempio, la localizzazione) e in funzione della sua posizione e del 
suo comportamento nei confronti della notizia o dell'innovazione(at 
tiva o passiva, utente o no). Allo stesso modo nei modelli gerarchi 
ci di popolazione utilizzati dalle imprese per pianificare la mano­
dopera, i compartimenti del sistema corrispondono ai diversi livel­
li professionali del personale delle imprese e le transizioni tra
1 compartimenti corrispondono alle promozioni, agli ingressi o al­
le uscite (Bartholomew, 1973 , Vajda, 1978 , MCLean, 1980). In
4fine, nei problemi decisionali dei. sistemi collettivi, i 
comportamenti di scelta individuale sono descritti in
termini di transizioni tra compartimenti, le quali vengono, quindi, 
interpretate come le possibili diverse opzioni a disposizione dell' 
individuo (de Palma e Lefèvre, 1982a). Numerosi studi ben si adatta­
no a questa formulazione: nella localizzazione residenziale (Bertu—  
glia e Leonardi, 1979, de Palma e Ben-Akiva, 1982), nel campo della 
migrazione interregionale (Ginsberg 1972, Wilson 1974) e nel campo 
dei trasporti (de Palma et al., 1982).
I modelli compartimentali sono anche usati nelle scienze chimi­
che e biologiche. Alcuni autori descrivono i sistemi chimici come un 
complesso di unità che comunicano tra loro attraverso processi di 
spostamento di massa e di energia (Malek-Mansour e Nicolis, 1975, N_i 
colis e Prigogine, 1977). In biologia, alcuni sistemi possono essere 
descritti in modo immediato dai modelli compartimentali; ad esempio, 
quando si studiano le reazioni dei componenti dei sistemi dopo aver 
introdotto alcune entità esterne (ad esempio,in farmacologia ed in e_ 
oologia). Questi lavori hanno dato origine a importanti studi teori­
ci (Chiang, 1968, Jacquez, 1972, 1979, Matis e Wehrly, 1979). In mo­
do alquanto sorprendente,in epidemiologia sono stati sviluppati dei 
modelli matematici il cui approccio concettuale è simile a quello u- 
tilizzato negli studi inerenti alla diffusione di notizie e di inno­
vazioni. Questi modelli hanno lo scopo di descrivere qualitativamen­
te o quantitativamente il diffondersi di una malattia contagiosa in 
una popolazione stratificata secondo il grado di sensibilità al 
contagio e la contagiosità degli individui (Watson, 1972, Bailey, 
1975, Spicer, 1979).
51. 2 I vari approcci
I modelli compartimentali qui trattati sono intrinsecamente di­
namici, poiché lo stato del sistema dipende dalle varie transizioni 
precedenti; conseguentemente i risultati ottenuti descrivono le con­
dizioni transitorie (tempo finito) e quelle permanenti (tempo infini 
to) del modello. I sistemi in esame, inoltre, riguardano popolazioni 
di individui, e perciò si è prestata particolare attenzione ai com­
portamenti macroscopici ed ai fenomeni collettivi.
Qualitativamente si verificano due situazioni diverse. Nei si­
stemi "lineari", gli individui hanno comportamenti indipendenti e, 
quindi, lo stato della popolazione può essere dedotto semplicemente 
dal comportamento dei suoi componenti; questa situazione si verifica 
nella pianificazione della manodopera e, frequentemente,in biologia 
e nei modelli di migrazione. Nel caso opposto - modelli "non lineari" 
-,gli individui hanno comportamenti interdipendenti, la cui aggrega­
zione può dare origine a situazioni qualitativamente nuove (ad esem­
pio, una nuova configurazione spazio-temporale); questo vale per i 
modelli epidemici, per i modelli cinetici in chimica, per i modelli 
di diffusione nel "marketing" e per i modelli di scelta individuale 
nei sistemi collettivi. Un'altra distinzione importante è tra sistemi 
aperti e chiusi. I sistemi chiusi non consentono transizioni di indi 
vidui dal sistema al "mondo esterno". Questo tipo di transizione, in 
vece, può avvenire nei sistemi aperti e, di fatto, ha conseguenze feri 
damentali in quanto può modificare in modo decisivo l'evoluzione del 
sistema.
Diversi strumenti matematici sono disponibili nell'analisi com­
partimentale .
6La scelta di un particolare strumento deriva, naturalmente, dal_ 
le proprietà fisiche del sistema, ma anche da alcune considerazioni 
connesse alla trattabilità delle tecniche stesse. Una importante di­
stinzione viene fatta tra i modelli deterministici e probabilistici 
(Eisenfeld, 1979). Il sistema è deterministico quando si può prevede^ 
re con esattezza la sua evoluzione. Nelle scienze sociali, ad esem­
pio, raramente ciò è vero; in realtà, ci sono spesso fattori casuali 
che perturbano l'evoluzione del sistema, sia perché i sistemi non s£ 
no completamente definiti, sia perché i comportamenti degli indivi­
dui rivelano aspetti intrinsecamente probabilistici. L ' interpretazi£ 
ne probabilistica è quindi la più appropriata, ma purtroppo,dal pun­
to di vista analitico, porta spesso a problemi più complicati.E' po£ 
sibile fare un'altra distinzione tra modelli nel tempo continuo e mo 
delli nel tempo discreto. La formulazione in termini di tempo conti­
nuo è di uso più agevole, mentre quella in termini di tempo discreto 
è più adatta per i procedimenti di stima.
Questo capitolo è suddiviso in sette paragrafi. Nei primi tre 
paragrafi, sono sviluppati i modelli di tempo continuo per i quali 
si illustrano le versioni probabilistiche (2.), deterministiche (3.), 
e quasi deterministiche (4.). I casi lineari e non lineari sono trat_ 
tati in ciascun paragrafo (Hearon, 1953); inoltre, vengono anche ana 
lizzate le relazioni tra questi approcci. Uno studio analogo viene 
fatto nel paragrafo 5. per i modelli nel tempo discreto. Nel paragra 
fo 6 . sì prendono in considerazione altri approcci, che possono esse 
re applicati all'analisi dei sistemi compartimentali. Nell'ultimo pa 
ragrafo (7 .) infine si presenta un esempio di applicazione di anali­
si compartimentale nel campo della localizzazione residenziale.
2. L'APPROCCIO MARKOVIANO
Il punto di partenza è costituito dall'ipotesi di Markov la 
quale asserisce che gli individui si spostano da un compartimento a^ 
l'altro con probabilità che dipendono dalle caratteristiche dei com­
partimenti di ingresso, ma non da quelli precedentemente occu 
pati ("il futuro dipende dal presente, ma non dal passato"). Prendia_ 
mo in considerazione i casi in cui le probabilità di transizione non 
dipendono (nel caso lineare), o dipendono (nel caso non lineare), da_l 
lo stato del sistema (cioè, dal numero degli individui nei comparti- 
menti) .
2.1 Derivazione delle master equations
Si consideri un modello compartimentale con J compartimenti.
X (t) indicherà il numero di individui nel compartimento j nell'istan
j -
te t, t > 0, e x un possibile evento di X ,(t), j = 1,....,J. Sia 
-  j :
X (t) il vettore colonna di Jxl [x^  (t ) ,... ,X_. (t )] e x un possibile e_
vento di X (t). Con R (x,t)At + ó(At), 1 < i ^ j < J, definiamo la 
-  i*: ~  ~  “
probabilità che durante l'intervallo di tempo infinitesimale (t,t +
+ At), un dato individuo si sposti dal compartimento i al comparti —  
mento j, quando il sistema è nello stato x nell'istante t. In un si­
stema aperto, R (x,t) At + o(At) rappresenta la probabilità che 
i, 0 -
questo individuo abbandoni il compartimento i per andare nel mondo JS
sterno, e R (x,t) At + o(At) la probabilità di ingresso di un in- 
0 ,j
d : v i.duo dal mondo esterno nel compartimento j. Le diverse probabili­
tà di transizione sono mostrate nella fig. 1.
8Figura 1 Schema di un modello compartimentale
Si indichi con P (t) la probabilità che X(t) = x data la con
-(De­
dizione iniziale X(0) = x . Sia e =
-  - 0  -j
na base ortonormale di RJ. Le equazioni differenziali di Kolmogorov 
descrivono l'evoluzione temporale della distribuzione di probabilità 
dello stato del sistema, tenendo conto delle "entrate" (transizioni 
allo stato x) e delle "uscite" (transizioni dallo stato x) ed assumo 
no la forma (Cox e Miller, 1965) :
P, , J,u-
37
J
z Jz p (t)
i=l j = l
n
(xi+1) *
J
9J
+ E p (t) • R (x-e.,t) - P (t)
x^x-e, 0 , j----j’ Xq .x
j = l
J J 
' E Z x 
1=1 j=l 1 
*i
R (x,t) + Z x • R (x,t) + Z R .(x,t) 
,J j = l J ~  j = 1 0 ,j - ( 1)
Le equazioni (1) sono le "master equations" del processo multi, 
variato di natalità e mortalità. Generalmente, queste equazioni sono 
di difficile soluzione. Tuttavia, nei paragrafi che seguono si mostra 
come sia possibile ottenere delle informazioni sulla evoluzione del­
lo stato del sistema.
2.2 II caso lineare
In questo caso, si suppone che i tassi di transizione R (x,t),
i/j _
R (x,t) e R (x,t) siano indipendenti dallo stato del sistema x 
0 ,j -  j / 0 -  -
e, quindi, l'argomento x può essere omesso.
Si può allora ottenere la soluzione delle (1) con il metodo del^  
le funzioni generatrici, oppure con una formulazione probabilistica 
più diretta. A questo proposito si richiamano nel seguito i principa. 
li risultati ottenuti da Faddy (1977), McLean (1980), Capasso e Pavé
ri-Fontana (1981).
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2.2.1 La distribuzione transitoria
Si indichi con p, .(t) la probabilità che un individuo, inizial_ 
mente nel compartimento i, sia nel compartimento j nell'istante t,
1 i, j < J,e sia P(t) la matrice J x J dei p (t) .
-  i, j
Le equazioni differenziali di Kolmogorov possono essere espres­
se in forma matriciale come segue:
dt P(t ) = P(t ) • R( t ), ( 2 )
dove R(t) è la matrice J x J dei tassi R. , (t) , 1 _< i,j J, con
1 / 3
R, .(t), 1 < j < J, definita da 
D»3 ~  “
R. .(t)
J ».1
J
- £
k=0
(3)
Se R(t) è una matrice costante R, l'equazione (2) ha la seguente so­
luzione :
P(t) = exp[ R • t], (4)
Negli altri casi, è più difficile scrivere la soluzione della 
(2) in modo semplice.
E' ora possibile enunciare in termini rigorosi il seguente ri­
sultato intuitivo:
X ( t )  = x x ( t )  +  x 2 ( t ) , (5)
dove (t) rappresenta lo stato del sistema nell'istante t, se que­
sto era inizialmente vuoto, e ne rappresenta lo stato in assen
11
za di ingressi. Si indichino rispettivamente con G (£,t) g (£,t) e
G (5,t) le funzioni generatrici dei vettori X(t) , X2 (t) e X (t) ; c£ 2 1 2
sì ad esempio:
G(?,t) = E Jj— • P (t), 
x ¿ 0 ’-
dove
1  e C I | < 1, 1 < j < J,
r* = / l  pXJ 
- " *1 ’'“’J *
(6)
Poiché gli individui non interagiscono, le variabili X^(t) e X vft) 
sono indipendentif cosicché si ha:
G(i,t) = G (5,t) • G2(5,t). (7)
Bisogna ora calcolare il valore di G (5,t) e G (?,t). Si “può di- y 1 — 2 —
mostrare che (Karlin e Taylor, 1981):
3 ( C , t )  = exp [ (_£-u) ’ • / P ’ ( t , t )  • R ( T ) d x ] ,  
i 0 u
(8)
x
G (5,t) = [P(t) • (i-u) + u]“°,
dove u e R^(x) sono, rispettivamente, i vettori colonna Jxl di£l,...l]
e di Tr (t) ,__,R (T)]; P(t) è la soluzione matriciale JxJ della
L 0, 1 0 ,J —
(2) e p(T,t) è la matrice J x J  delle probabilità P. ,(t,t) che un 
- 1 / J
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individuo nel compartimento i nell’istante t sia nel compartimento
j nell'istante t (la matrice P(x,t) può essere derivata da una equa­
zione analoga alla (2)).
2.2.2 Matrice della media e di covarianza
Sia M(t) lo stato atteso del sistema nell'istante t, cioè M(t) 
- E[ )i(tj] . si può facilmente dimostrare che:
37 M(t) = R'(t) • M(t) + R0 (t), (9)
il che dà :
M(t) = P'(t) • Xq + / P’(T,t) . Ro(t)dr. (io;
Sia C(t) la matrice di covarianza di X(t) , cioè C(t) = E[x(t)
X' (t)] - E[x(t)] • E[X' (t)] , e CM (t) :
M
C (t) = C(t) - diag[M(t) ]. (11)
Si può dedurre dalla (1) che:
d_
dt cM(t) = R'(t) cM(t) cM(t) R(t), ( 12 )
il che dà:
13
cM(t) -_P'(t) * £M(0) • P(t), (13)
e quindi :
£(t) = CM (t) + diag[M(t)]. (14)
Noi affermiamo che gli ingressi non influiscono sull'evoluzione 
M
di C (t) e di conseguenza non hanno influenza sulla covarianza tra i 
numeri di individui nei diversi compartimenti (bensì sulle loro va­
rianze ! ) .
2.2.3 La distribuzione stazionaria
Quando i tassi di transizione non dipendono in modo esplicito 
dal tempo, la distribuzione stazionaria dello stato del sistema può 
essere derivata dalla (7) e dalla (8). Considereremo ora due situa­
zioni particolari di peculiare interesse.
Se il modello compartimentale è irriducibile (cioè, tutti i com 
partimenti sono intercomunicanti) e se non ci sono né ingressi né u- 
scite, allora:
x* *_u
lira G(£,t) = (£’ • Z ) ~ ° , (15)
dove p è un vettore J x 1 di Perron (vedi, ad esempio, Cox e Miller, 
1965),i cui componenti sono positivi e con somma uguale a 1.
Di conseguenza, nello stato stazionario, G è la funzione genera.
14
trice di un vettore multinomiale con esponente x^' u e con parame­
tri p. Si può verificare che:
lim M(t) = (x! • u) • p, (16)
t+o°
lim CM(t) = (u/ • CM(0) • u) • p • p/. <17>
£-M»
Se il modello compartimentale è non singolare, cioè det|R|^ 0 
(il che implica l'esistenza di uscite), allora:
lim G(J_,t) = exp[ (j[-u) '
V 1'
(18)
Nello stato stazionario, G è quindi la funzione generatrice di
un vettore di Poisson con componenti indipendenti e con parametri 
- 1
-R' > R . E' facilmente verificabile che:
0
lim M(t) 
t + <»
(19)
lim CM(t) = 0. (20)
2.2.4 Applicazioni di questi modelli
Numerosi autori (ad esempio, Gardiner et al., 1976, Nicolis e 
Prigogine, 1977) hanno cercato di tener conto dell'importanza delle 
fluttuazioni nei sistemi chimico-fisici e hanno proposta una rappre­
sentazione delle reazioni chimiche in termini di processi di Markov.
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Tale formulazione comporta equazioni del tipo (1). La variabile X_. (t)
rappresenta il numero di molecole di prodotto j,j = 1,...,J. Nel ca
so lineare qui considerato, R ,.l < i j < J, è un tasso di transi1 , 3 -  -  -
zione corrispondente a una reazione monomolecolare (senza il verifi­
carsi di collisioni di reazione nel sistema). Gli ingressi corrispon 
dono a reazioni chimiche per le quali i prodotti iniziali restano co 
stanti (il che comporta tassi di ingresso costanti).
In farmacologia, è possibile descrivere un gran numero di situa 
zioni con certi sistemi compartimentali. Cosi, vari studi descrivono 
e quantificano gli effetti che i farmaci possono avere sulle diverse 
parti dell'organismo. La rilevanza dei modelli basati sulle equazio­
ni di tipo (l),per l'analisi dei sistemi fisiologici, si fonda sul 
fatto che con tali modelli è possibile spiegare in modo semplice, ma 
esauriente,il passaggio delle molecòle tra i sottosistemi fisiologi­
ci (ad esempio, Matis e Hartley 1971, Anderson et al., 1977).
In ecologia, la maggior parte dei modelli utilizza delle cineti^ 
che non lineari. Tuttavia, in alcuni casi specifici, l'approccio li­
neare ha condotto ad approssimazioni sufficientemente rigorose; ad e_ 
sempio, nello studio della risposta dell'ecosistema a seguito dell'dn 
troduzione di un elemento esterno (vedi, ad esempio, Matis e Wehrly, 
1979).
I modelli compartimentali sono stati usati in diversi campi de^ 
le scienze sociali. Diversi approcci probabilistici hanno descritto 
la mobilità interregionale e le decisioni di spostamento intraurbano 
(Ginsberg, 1972, Bartholomew, 1973). Lavori analoghi sono stati con­
dotti per studiare i problemi della mobilità sociale e della pianiti^ 
cazione della forza lavoro nelle strutture gerarchiche (ad esempio,
16
nelle università e nelle imprese) (a questo proposito,cfr.: Coleman, 
1964, McLean, 1978).
Come evidenziato da Conlisk (1976), i modelli lineari sono sta­
ti ampiamente utilizzati in virtù della semplicità di analisi e di 
valutazione che essi consentono. Tuttavia, l'ipotesi di indipendenza 
fra i comportamenti individuali da essi assunta è spesso restrittiva, 
in particolare per modellizzare le scelte individuali nei campi del­
la localizzazione residenziale e dei trasporti.
.2.3 II caso non lineare *1
In questo caso, i tassi di transizione R. (x,t), R. (x,t)
1 • j j / 0 ~
Rn • dipendono esplicitamente dallo stato del sistema.
u / 3
La presenza della variabile indipendente x nei tassi di transi­
zione rende le equazioni (1) di difficile soluzione. In effetti, il 
metodo delle funzioni generatrici non conduce più, come nel caso li­
neare, ad una semplice equazione differenziale parziale di primo gra 
do. Finora si sono analizzati unicamente particolari modelli ed ora 
si discutono due esempi che consentono di derivare dalla (1) alcuni 
risultati analìtici.
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2.3.1 Un modello di comportamento di scelta in un sistema collettivo
Si consideri una popolazione chiusa di N individui, nella quale 
ogni individuo deve operare una scelta tra due opzioni, e c ^ . Que 
ste ultime potrebbero indicare un modo di trasporto (autobus e auto), 
un prodotto che può essere accettato o meno, od anche, ad esempio, u 
na localizzazione (città e campagna).
Il comportamento di scelta degli individui nella popolazione è 
definito da un modello compartimentale,in cui ogni scelta corrisponde 
ad un compartimento nel sistema. La popolazione è chiusa e perciò lo 
stato del sistema verrà rappresentato da una variabile, ad esempio 
(t) , i cui eventi sono indicati da x. Si precisa ora la struttura 
dei tassi di transizione R (x,t), 1 < i, j < 2.
i/j ~  -
Si supponga che un individuo decida di riesaminare e modificare 
la sua scelta in due fasi successive (de Palma e Lefèvre, 1982a). Dap 
prima, durante (t,t+At), egli riconsidera la sua scelta attuale C. 
con una probabilità R ^ A t  + o (At) ; successivamente, opera una scel 
ta C , la cui probabilità di realizzazione p  ^ (x) ha la forma logit 
seguente :
p ^ ( x )  = exp[v^\x)/u]/{exp[v^ l\x)/u] +
( 21 )
exp[v^~\x)/u] }, j = 1,2,
dove v ^  (x) e v^  ^(x) rappresentano la funzione di utilità, rispet­
tivamente, delle scelte e e y è un parametro positivo che e- 
sprime il grado di incertezza nel comportamento dell'individuo.E' pos^  
sibile giustificare questa formula in termini microeconomici basandosi
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sulla regola di ottimizzazione di una funzione di "utilità" ca­
suale associata a ciascuna scelta (Domencich e McFadden, 1975). Si
noti che l'indice i tipico della scelta attuale C non compare nella
1
(21). Ciò implica, in particolare, che in questo caso non esiste ne£ 
sun costo di transazione. In due altri lavori, peraltro, la conside­
razione di tali costi di transazione è stata esplicitamente trattata 
(cfr.: de Palma e Lefèvre, 1982a, de Palma e Ben-Akiva, 1982,per una 
applicazione specifica alla localizzazione residenziale).
E' chiaro che il processo (t) viene ridotto a un processo in­
variato di natalità e mortalità. La distribuzione globale delle sce_l 
te individuali dipende in larga misura dalla struttura delle funzio­
ni di utilità. A titolo di esempio, esamineremo i casi in cui l'uti­
lità di ogni scelta è una funzione lineare o logaritmica del numero
di individui che hanno operato una certa scelta (cioè, v^  ^(x) e
(2 )v (x) sono, rispettivamente, funzioni lineari o logaritmiche di 
x e N-x).
Consideriamo dapprima il caso in cui le funzioni di utilità so­
no lineari:
^(x) = a + bx 
v(2)(x) = c + d(N-x)
x = 0,...,N. ( 22 )
Il processo di Markov è quindi irriducibile cosicché i
lim P (t) = P esistono e sono indipendenti da x (Cox e Miller,
X0 ' X X °  (1) (2) 
1965). Esamineremo ora la situazione simmetrica, in cui R = R ,
a = c e b = d, allo scopo di illustrare in modo semplice l'importan­
za delle non linearità.
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Ovviamente, la distribuzione stazionaria è simmetrica. Quando 
b = 0 (caso lineare), la situazione stazionaria ammette una distribu 
zione binomiale con esponente N e parametro 0,5 (cfr.: equazione (15)). 
I valori di b che sono positivi (negativi) esprimono un comportameli 
to di "imitazione"("anti-imitazione").Si può dimostrare che se il 
comportamento di imitazione diventa sufficientemente importante 
(b > 2 y/N), la distribuzione stazionaria passa da una forma unimoda. 
le ad una bimodale: lo stato N/2 non è più la moda della distribuzio 
ne e corrisponde a un minimo locale della distribuzione (cfr.:fig.2).
Figura 2 Distribuzione stazionaria nel caso lineare quando y = 1
Consideriamo ora il caso in cui le funzioni di utilità sono lo­
garitmiche :
( 1), . ^ . , v (x) = a + b i.n x
v^^(x) = c + d in(N-x)
x 0 ,...,N. (23)
Il processo di Markov è allora o irriducibile o assorbente in
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funzione del segno dei coefficienti b e d. Ad esempio, quando b e 
d sono positivi, si hanno due stati di assorbimento 0 e N. In questo 
caso, è plausibile che uno di questi due stati, ad esempio 0 , sia di 
fatto preferibile all'altro stato N. Poiché le probabilità di assor­
bimento dipendono da y, è naturale, allora, considerare questo para­
metro (interpretato qui nei termini di livello di informazione accejs 
sibile agli individui) come un parametro di controllo per massimizz^ 
re la probabilità di assorbimento nello stato 0. Si può dimostrare 
che esiste una linea di condotta stazionaria, ottimale, che consi­
ste nell'attribuire a y il più grande valore possibile quando la d^
stribuzione di scelta x favorisce C a detrimento di C (ciò avviene
(2) (1)quando v (x) < v (x)) e nell1 attribuire a y il più piccolo valo­
re possibile nel caso contrario (cfr.: fig. 3).
Figura 3 Funzioni logaritmiche di utilità
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2.3.2 Un modello per la diffusione di informazioni e di epidemie
Il cosiddetto modello generale epidemico(Bailey, 1975) descrive 
la propagazione di una epidemia o di una informazione in una popola­
zione di grandezza N. Adotteremo, in questo caso, le argomentazioni 
proprie dell'approccio alla diffusione di una informazione (Bartholo 
mew, 1973). Il sistema è compartimentale e suddiviso in due comparti 
menti. Il primo corrisponde agli individui, di numero x , che sono 
suscettibili di venire a conoscenza dell'informazione, e il secondo 
corrisponde a quegli individui, di numero x^, che sono a conoscenza 
dell'informazione e la stanno diffondendo a voce. Un'unica transizio
ne è allora permessa all'interno del sistema, con un tasso R (:x,t)1, z
E 3x^. Inoltre, gli individui nel secondo compartimento possono bloc 
care la diffusione dell'informazione e abbandonare quindi definitiva
mente il sistema; la transizione associata ha un tasso ^ (x,t)t?y. 
Naturalmente, nell'istante 0, si ha X^(0) + (0) = N.
La diffusione dell'informazione termina quando il numero di in­
dividui nel secondo compartimento diventa nullo. Un risultato essen­
ziale del modello riguarda la distribuzione degli individui che sono 
venuti a conoscenza dell'informazione durante il processo di diffu­
sione. Intuitivamente, è lecito assumere che esista una soglia oriti 
ca oltre la quale un numero significativo di individui è venuto a co 
noscenza dell'informazione. L'esistenza di un fenomeno di soglia è 
stata dimostrata da Rendali (1956): "per X^(0) grande, o X^(0)g/y_< 1 
e la diffusione si arresta rapidamente, o X^(0)g/y > 1 e la dif­
fusione termina rapidamente con probabilità [y/(Xj(0)g)]X 2 ^  oppure 
si diffonde ampiamente con probabilità complementare". Più in genera 
le, si può dimostrare che la non linearità delle cinetiche presenti 
in tali processi una condizione necessaria per il prodursi di un fe-
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nomeno di soglia.
2.3.3 Altre applicazioni di questi modelli
Sono stati illustrati due semplici modelli non lineari che con­
ducono a risultati analitici. Nella maggior parte delle situazioni 
reali, tuttavia ,l'approccio lineare viene generalmente usato per ra­
gioni di semplicità ed in questo senso esso costituisce un'approssi­
mazione, talvolta grossolana, di dinamiche che sono intrinsecamente 
non lineari.
Nei problemi di scelta, gli attributi delle diverse scelte di­
pendono spesso dalla distribuzione globale della popolazione. Cosi, 
le densità di popolazione influenzano la scelta della localizzazione 
residenziale (Lerman, 1975, Anas, 1980) e la scelta di un tipo di 
trasporto o l'ora di partenza,negli spostamenti casa-lavoro, dipen­
dono in modo decisivo dalle scelte dell'intera popolazione (Ben-Aki- 
va et al., 1980 , de Palma et al., 1982).
Nello studio della diffusione di una informazione, il modello 
epidemico precedentemente presentato è stato generalizzato in varie 
direzioni per tener conto sia della natura spaziale del processo sia 
della segmentazione della popolazione, sulla base di criteri socioe­
conomici e dei livelli di conoscenza dell'informazione. Un gran nume 
ro di articoli in questo campo è stato pubblicato nel "Journal of Ma 
thematical Sociology" (ad esempio, cfr.: Karmeshii e Pathria, 1980).
Gli aspetti probabilistici dei modelli non lineari si sono rive 
lati di particolare interesse nella genetica e nella dinamica della
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popolazione. In genetica, numerosi lavori hanno cercato di comprènde 
re come la presenza di mutanti possa incidere su una popolazione di 
geni. (A questo proposito, si rimanda il lettore ai numerosi artico­
li pubblicati in "Theoretical Population Biology"). In ecologia, il 
processo di stabilità e di estinzione di un gruppo di specie intera­
genti sono state ampiamente studiate (ad esempio, cfr.: Bartlett, 
1960, Pielou, 1977). In farmacologia, alcuni autori hanno evidenzia­
to il carattere non lineare delle cinetiche presenti nel processo di 
diffusione di farmaci nei sistemi viventi; finora, tuttavia, in que­
sta direzione, le formulazioni modellistiche sono relativamente po­
che .
La maggior parte delle reazioni chimiche non è moncmolecolare e 
porta a cinetiche non lineari che sono state descritte in termini di 
processi di natalità e mortalità. Parecchi autori hanno studiato il 
comportamento spazio-temporale di tali sistemi ed hanno messo in evi 
denza gli straordinari fenomeni di organizzazione che possono produr 
si (Malek-Mansour e Nicolis, 1975, Nicolis e Prigogine, 1977, Oppen­
heim, Shuler e Weiss, 1977).
Vale la pena di sottolineare che,da un punto di vista fisico,1' 
approccio probabilistico è più generale di quello deterministico ed 
a questo proposito, nei paragrafi 3. e 4.,si analizzerà il campo di 
validità dell'approccio deterministico. L'approccio Markoviano, per 
altro, si rivela appropriato per una corretta analisi statistica dei 
dati. Esso, purtroppo, comporta spesso grosse difficoltà nella trat­
tazione matematica e vi sono alcuni casi in cui solo l'approccio de­
terministico può fornire dei risultati espliciti, mentre quello pro­
babilistico risulta intrattabile (cfr.: paragrafi 3. e 7.). In ogni 
caso, quando entrambi gli approcci non consentono di ottenere risul
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tati analitici, è più conveniente simulare il processo di Markov sot 
teso nelle master equations con i classici metodi Monte Carlo, piut­
tosto che simulare le equazioni differenziali della versione determi 
nistica tramite metodi approssimati, quali il metodo modificato di 
Eulero o il metodo di Runge-Kutta (ad esempio, cfr.: Gillespie,1976, 
Frankowicz e Gudowska-Nowak, 1982).
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3. L'APPROCCIO DETERMINISTICO
Supponiamo ora che lo stato del sistema compartimentale sia go 
vernato da un complesso di equazioni differenziali- Come nel paragra 
fo 2., prenderemo in considerazione i casi lineari e non lineari. In 
primo luogo, utilizzando un teorema formulato da Kurtz (1978) dimo—  
streremo che esiste una relazione tra l'approccio Markoviano e l'ap­
proccio deterministico.
3.1 Derivazione del modello deterministico
In biologia ed in sociologia, diversi fenomeni trattano un gran 
numero di unità e vengono descritti da sistemi di equazioni differen 
ziali. Questa rappresentazione, detta macroscopica, presuppone che 
ci sia una netta distinzione tra le variabili macroscopiche (soluzio 
ni delle equazioni differenziali) e le fluttuazioni esistenti in tut 
ti i sistemi reali. L'interpretazione deterministica legata al model 
lo compartimentale, descritto in 2 .1, è definita dalle seguenti equa 
zioni differenziali:
i— 1
J
E x . ( t ) • R. . [_x 
_ i  ^ > J
J
(t),t] - x.(t) • E 
1 i=l
R [x(t),t] - x.(t) • R. [_x(t),t] +
J * i  1 i • u (24)
Rn ,[x(t)»t], j=l 
 ^9 J J,
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dove x(t) _ [ (t) ,... ,xj (t)] ' è il vettore colonna J x 1 dello sta
to del sistema nell'istante t e gli R [x,t] rappresentano i tassi
1 / J
precedentemente definiti.
Nel caso lineare, l'equazione (24) si riduce (con ovvia notazio 
ne) a:
k  *(t) = R'(t) • *(t) - Rn(t), i25)
che è equivalente alla (9). Ne consegue allora che, nel caso lineare, 
lo stato del sistema nella versione deterministica è lo stato atteso 
nell interpretazione Markoviana - per condizioni iniziali identiche 
- (Faddy, 1977).
Nel caso non lineare, questo risultato non è più vero. Un teore 
ma dovuto a Kurtz (1978) dimostra che, con certe ipotesi, esiste una 
connessione tra l'interpretazione deterministica e quella Markoviana. 
Questo risultato è applicabile quando il numero totale degli indivi­
dui è sufficientemente grande, cioè proporzionale ad un numero gran­
de N. Inoltre, esso suppone che i tassi d'ingresso nel sistema siano
della forma N R e che i tassi R , R e R. ., 1 < i, j < j,di 
u '3 0 , 3  3 , 0  1 , 3  — _  J —
pendano dallo stato del sistema attraverso le quantità x/N (e non dal 
le frequenze assolute _x). Questa proprietà, detta estensività , delle 
probabilità di transizione, è sempre soddisfatta in chimica, ma non 
necessariamente nelle scienze sociali. Si indichi con ZN (t) la densi 
tà J{(t)/N e con z^ (t) la densità j£(t)/N, rispettivamente, nell'inter­
pretazione probabilistica ed in quella deterministica. Kurtz ha dimo 
strato il seguente teorema: "date le ipotesi suddette, se
lim (0) = z^ (O) , allora per ogni T, 0 < T < °°: 
N-*-°°
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lim sup |z^N(t) - £(t)| =* 0 a.s.,
_ t<T (26)
N-+*
e cioè, lo stato normalizzato nella versione Markoviana converge qua
si certamente allo stato normalizzato nella versione deterministica.
Nel paragrafo 4. verrà precisata la velocità di convergenza del pro- 
N, v
cesso Z (t).
3.2 II caso lineare
3.2.1 Risultati analitici
La soluzione transitoria del sistema (25) è:
t
x(t) = _P'(t) • x(0) + { P'(x,t) • R (t)dT,
0 (27)
dove _P'(t) e j? 1 (T,t) sono le matrici definite in 2 .2 .
Il comportamento asintotico (t-*») dello stato del sistema può 
essere determinato facilmente quando i tassi di transizione non di­
pendono dal tempo. Vengono ora considerati i due casi discussi in 
2.2.3. Nel primo caso:
lim x(t) = [x'(0) • u] • p, (28)
e nel secondo caso:
lim _x(t)
t>® (29)
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dove si sono usate le stesse notazioni del punto 2.2. Per uno studio 
generale dei sistemi lineari, si rimanda il lettore al lavoro di 
Hearon (1963).
3.2.2 Applicazioni di questi modelli
Nei sistemi chimici, è ben noto che le non linearità ed il fat­
to che il sistema sia aperto sono due condizioni necessarie per il 
prodursi di configurazioni spazio-temporali, e, per altro, la mag­
gior parte dei lavori più recenti si è interessata proprio ai casi 
non lineari.
Nei sistemi sociali ed in quelli biologici, tale proprietà non 
è necessariamente mantenuta. Ciò spiega anche perché in queste disci^ 
piine i modelli lineari siano tuttora molto utilizzati. Inoltre,l'ap 
proccio deterministico è più usato di quello probabilistico, per la 
semplicità di studio delle equazioni differenziali lineari. In real­
tà si è visto che, di fatto, l'analisi del caso lineare Markoviano 
non è più complesso; quindi, si ritiene che l'approccio probabili­
stico dovrebbe essere preferibile. Vale la pena ricordare che i mo­
delli compartimentali deterministici lineari sono stati usati, preva_ 
lentemente, in biologia (molti risultati sono stati pubblicati sulla 
rivista "Mathematica! BioscienceS").
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3.3 II caso non lineare
Trattiamo il sistema (24) nel caso indipendente.
3.3.1 Strumenti matematici
E 1 conveniente riscrivere il sistema (24) come segue:
f t  X j ( t > = F j l X j C t ) ....... x J ( t ) ] ,  p ò )
In generale, non è possibile risolvere questo sistema in modo
esplicito. Tuttavia, esistono dei metodi matematici che consentono
di ottenere delle informazioni sulla soluzione di tale sistema. Tra
questi metodi, citiamo la teoria delle biforcazioni (Rabinowitz,1977),
la teoria delle catastrofi (Thom, 1972) e la teoria della stabilità
(Sattinger, 1973). Gli stati stazionari della (30), indicati da 
* * *
x = (x1,...,x )', sono definiti da:
d _
dt x (t) = 0 , j
e sono soluzioni del sistema algebrico seguente:
(31)
V*. .Xj) = 0 , J 1,••• | Ji (32)
La teoria delle biforcazioni studia la molteplicità delle solu­
zioni della (32) in funzione di un certo parametro 0 del .modello. Un
*
punto di biforcazione [0 ,x ( 0 )] è un punto tale che, nelle sue vir-
b —  b
cinanze, la molteplicità delle soluzioni dello stato stazionario cam
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bia. La teoria delle catastrofi fornisce un metodo generale per clas 
sificare gli stati stazionari della (30) quando il sistema ammette 
un potenziale V [x(t)] definito da:
d_
dt v e> V[x(t)l, j * 1 (33)
Discuteremo più dettagliatamente un procedimento generale per 
analizzare la stabilità degli stati stazionari.
Un'analisi di stabilità studia il comportamento delle traietto­
rie in prossimità di uno stato stazionario. A questo scopo, la solu-
*
zione della (30) in prossimità di x è espressa come segue:
x^(t) = x  +  x ( t ) , (34)
dove x(0 ) è una perturbazione iniziale che soddisfa |x (t)/x_. | << 1,
j=l,...,J. Con l'approssimazione di primo grado, si deduce dalla (30)
e dalla (32) che le x (t) sono soluzioni del seguente sistema di e-
3
quazioni differenziali lineari:
, J
—  x . ( t )  = Z a • x ( t ) ,  j = 1 ........J ,  (35)
dt 3 i = 1 Ji i
dove :
aj i  = 3 x7  Fj I  * ’ i > 3 =  (36)
J i  J x ( t ) = x
Questo sistema, che si esprime in forma matriciale come dx(t)/dt 
= A . x(t) , ha la soluzione:
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x (t) = E b ( E e t  )e , j = (37)
J i=i J1 k=0 2
dove i coefficienti b e c sono costanti ed i X . sono gli autovalori 
distinti della matrice A, che si suppone siano in numero m e di cor­
rispondente molteplicità m.. Questi autovalori sono numeri reali o 
complessi. La parte complessa genera un comportamento oscillante,meri 
tre la parte reale dà origine ad una evoluzione esponenzialmente ere
scente o decrescente, a seconda che il suo segno sia positivo o nega_
*
tivo. Ne consegue che 1° stato stazionario x è asintoticamente stabjl
le, se tutte le parti reali sono negative (cioè, se la soluzione ba-
*
naie della (35) è asintoticamente stabile); lo stato x è instabile
•k
se esiste almeno una parte reale positiva. Inoltre io stato è
marginalmente stabile (stabilità di Lyapounov), se esiste almeno un 
autovalore la cui parte reale è nulla e se tutti gli altri autovalo­
ri hanno una parte reale negativa. Tratteremo ora brevemente i sist£ 
mi con una o due variabili; i sistemi con più di due variabili sono 
molto più complicati e non vengono discussi qui.
Nel caso di una variabile, il sistema (30) diventa:
~  x(t) = F[x(t)] = F+ [x(t)] - F [x(t)], (38)
dove F+ e F sono funzioni non negative. Si può facilmente dimostra­
re che questo sistema non può avere un comportamento oscillante e 
che esiste almeno [ al massimo] uno stato stazionario instabile [ stabi, 
le] tra due stati stazionari stabili [instabili ] successivi.
Nel caso di due variabili, il sistema (30) diventa:
J^'XjCt) = F [Xjit), x2 (t)] , j = 1,2. (39)
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Gli autovalori della matrice A definita nella (36) sono soluzio 
ni della equazione caratteristica seguente:
2
X - TX + A = 0 , (40)
con :
T =
11 + a2 2 ’ and A = a a I l  22 ’ a!2a2l' (41)
•k
I  diversi tipi di singolarità di x sono illustrati nella fig.
. . . .  *
4 in funzione dei valori di T e A: x può essere stabile (nodo
stabile o fuoco), instabile (nodo instabile o fuoco) o marginalmen­
te stabile (centro).
Un'analisi di stabilità consente di ottenere delle informazioni
*
sul comportamento del sistema in prossimità di x : in molti casi,que 
ste informazioni sono sufficienti a dare un'idea precisa del compor­
tamento qualitativo del sistema in tutto lo spazio delle fasi. Si no 
ti, inoltre, che l'analisi di stabilità può essere estesa ai sistemi 
spaziali.
3.3.2 Un modello di comportamento di scelta in un sistema collettivo
Si consideri nuovamente il modello di scelta binaria introdotto 
in 2.3.1. Supponiamo che siano soddisfatte le ipotesi del teorema di 
Kurtz. Poiché il modello riguarda una popolazione chiusa di grandez­
za N, prendiamo N = N; le utilità delle scelte dipendono, quindi,dal
N N
lo stato del sistema attraverso la densità z = x /N degli individui 
che hanno operato la scelta C . Per N grande, la versione determini-
33
Fi
gu
ra
 
4 
Ti
po
 
e 
st
ab
il
it
à 
de
gl
i 
st
at
i 
st
az
io
na
ri
 
de
l 
si
st
em
a 
(3
9)
34
stica del modello Markoviano diventa (de Palma e Lefèvre, 1982a)
^  z(t) = R(2) • p(1)[z(t)] - {R(2) p( U [Z(t)] + R(1),
(42)
p^2)[z(t)]} • z(t),
dove z(t) rappresenta la densità di coloro che hanno operato la scel 
ta nell'istante t ed i p^[z(t)] sono definiti nella (2 1).
Cominciamo ad esaminare il caso in cui le funzioni di utilità
Glisono lineari. A titolo di esempio, supponiamo che
stati stazionari z sono soluzioni di:
z = 1/{1 + exp[(A - B • z )/y]}, (43)
dove :
A = c + d - a, and B = b + d. (44)
Prendiamo c come parametro di biforcazione. A seconda del segno 
di B-4y,risultano due soluzioni qualitativamente diverse(cfr.: figg. 
5a e 5b).
* *
z sono stabili, mentre il ramo z^ è instabile. Quando iB-4p
che implica un comportamento imitativo piuttosto forte tra gli indi-
*
vidui, il sistema ammette due punti di biforcazione [c , z i
■k
[c , z (c )], e si ha un fenomeno di isteresi. Nella fig. 5b, Az 
b2 b2 J i
rappresenta, per un valore di c, [c , c ], la grandezza della per-
ì bl b2 * *
turbazione che permette di passare dal ramo z+ al ramo z . Prendiamo 
in considerazione il caso simmetrico dove a = c e b = d .  La condizio
•k
Z
+
ed
o, il
«>] e
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Figura 5a Diagramma di bi­
forcazione
* ★
z = z (c) quando B-4 y< 0
Figura 5b Diagramma di 
biforcazione
* * 
z =z (c) quando B-4 y > 0
zione B- 4 y > 0 si riduce così a b > 2y,che è esattamente la stessa 
condizione derivata nel caso probabilistico per ottenere una distri­
buzione bimodale (2.3.1); come previsto, il modello deterministico 
ha, allora, due stati stazionari stabili.
Esaminiamo ora il caso in cui le funzioni di utilità siano lo­
garitmiche. Il sistema ammette da uno a quattro stati stazionari, a
seconda dei valori dei parametri. Ad esempio, siano b e d positivi.
* *
Gli stati z = 0 e z =1, allora,sono due punti singolari triviali.
Nella fig. 6, si esamina il caso particolare in cui b > y e
0 < d < y, dove A, definito nella (44), è un parametro di biforcazio 
*
ne. Il punto [A , z  (A )] è un punto di biforcazione, poiché, quando 
b b
A > A si hanno due nuove soluzioni, 
b
36
* *
ie *
Figura 6 Diagramma di biforcazione z- = z (A) quando b>y e 0< d < y
Si ricordi che nella versione Markoviana, b e d positivi impli­
cano che ci siano unicamente due stati assorbenti: 0 e 1. Ne conse—  
gue che i comportamenti asintotici dei modelli deterministici e pro­
babilistici sono completamente diversi; questo risultato non deve 
sorprendere, poiché, affinché il teorema di Kurtz sia valido,t deve 
essere finito. (Per lo studio di un semplice sistema chimico in cui 
t e N sono grandi, rimandiamo il lettore a Oppenheim, Shuler e Weiss, 
1977, Turner e Malek-Mansour, 1978).
3.3.3 Un modello per la diffusione di informazioni e di epidemie
Prendiamo nuovamente in considerazione il modello epidemico ge­
nerale presentato in 2.3.2. La versione deterministica corrisponden­
te è definita da:
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d F  x i ( t )  = "  P x 1( t ) x 2 ( t ) f
¿F x2(t) = Bx1(t)x2(t) - yx2(t),
(45)
(46)
con
x (0) + x (0) = N. 
1 2
(47)
Gli stati stazionari sono caratterizzati da x„ = 0. Le soluzio­
ni dell'equazione (40) sono:
0, a;jYd 0x L - y.
Perciò, uno stato stazionario (x^,0) è marginalmente stabile insta- 
* * *
bile , se x^ _< y/B[x  ^ > y/B ] Il valore x^ = y/3 può essere interpre­
tato come soglia: una piccola perturbazione dà origine ad una epide-
*
mia unicamente se x^ > y/B. Vogliamo sottolineare che questa condi­
zione è simile a quella del modello Markoviano (cfr.: 2.3.2).
La versione deterministica (45)-(47) assume che il tasso di tran
sizione R = 3x dipenda dalla frequenza assoluta x e non dalla
1 , 2  2 2
densità z , per cui il teorema di Kurtz non può essere applicato.Que 
sta formulazione è tipica della trattazione matematica in epidemiolo^
già: in realtà, la formulazione in termini di densità non è soddisfa 
cente poiché non consente di tener conto, nella condizione di soglia, 
dell'effetto connesso alla dimensione.
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3.3.4 Altre applicazioni di questi modelli
In molti sistemi sociali, al fine di tener conto dei tempi di 
aggiustamento nelle decisioni individuali e dell'interdipendenza tra 
i comportamenti individuali, si ricorre a modelli con equazioni dif­
ferenziali non lineari. Nel campo della localizzazione residenziale, 
ad esempio, Hanushek e Quigley (1979) ne hanno messo in luce gli ef­
fetti frizionali; per i sistemi urbani, inoltre,la congestione è
chiaramente un fenomeno non lineare.
La strutturazione dei sistemi urbani è stata studiata in numero 
si lavori. Si possono distinguere due approcci principali: quello "e 
cologico" che descrive, ad esempio, la competizione e la cooperazio­
ne tra diverse classi sociali, e quello micro-economico, che presup­
pone la massimizzazione di una funzione di utilità individuale. Si 
rimanda il lettore ai lavori di Ingram, Kain e Ginn (1972), Wilson 
(1974), Alien e Sanglier (1978), Miyao (1979), Tomlin (1979), Weid- 
lich e Haag (1980), Beaumont, Clarke e Wilson (1981), de Palma e
Ben-Akiva (1982).
I modelli dinamici non lineari descrivono, a scala interregiona_ 
le, le migrazioni degli individui; vedi, ad esempio, Okabe (1979).Nu 
merose applicazioni del modello di scelta dinamico presentate in 3.3.2 
sono state fatte nel campo dei trasporti (Kahn, Deneubourg e de Pal­
ma, 1981, de Palma et al., 1982, Kahn, Deneubourg e de Palma 1982). 
Un certo numero di modelli derivati dalla teoria matematica delle e- 
pidemie (Waltman, 1974) è stato utilizzato per descrivere la diffu­
sione di una informazione o di un prodotto in una popolazione (Bar —  
tholomew, 1973, Dodson e Muller, 1978, Webber e Joseph, 1978, 1979, 
Mahajan e Muller, 1979).
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La teoria della biforcazione è stata applicata con successo ai 
sistemi chimici non lineari per spiegare le varie strutturazioni spa 
zio-temporali osservate in modo sperimentale (per una analisi più si 
stematica, si veda, ad esempio, Tyson, 1976, Erneux, 1979). Numerosi 
modelli biologici analoghi sono stati usati per studiare la capacità 
di sopravvivenza di strutture biologiche differenti; citiamo,ad esem 
pio, la morfogenesi, le oscillazioni glicolitiche e il processo di 
differenziazione cellulare (Nicolis e Prigogine, 1977).
In ecologia, l'evoluzione degli ecosistemi è stata descritta 
per mezzo di strumenti matematici non lineari; in particolare, lo 
studio della stabilità strutturale (stabilità del sistema relativa — 
mente a nuovi processi) ha portato ad un approfondimento della rela 
zione esistente tra stabilità e complessità (McArthur, 1972, May,
1973).
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4. L'APPROCCIO QUASI DETERMINISTICO
Si è visto con la (26) che, con certe assunzioni, il processo 
Markoviano normalizzato converge quasi sicuramente alla sua relativa 
versione deterministica, man mano che la dimensione della popolazio­
ne diventa molto grande. Si considerino le situazioni in cui il teo­
rema può essere applicato. E' naturale allora approssimare il model­
lo probabilistico con quello deterministico. Il teorema, tuttavia, 
non fornisce nessuna informazione sulla qualità di questa approssima 
zione nel tempo. A questo scopo, citeremo un teorema complementare 
di Kurtz (1978) che asserisce che il processo probabilistico può es­
sere espresso come somma del processo deterministico e di un proces­
so di diffusione probabilistico. Questo risultato consente di giudi­
care la validità dell'approssimazione -in funzione del tempo. _I 
noltre, è anche molto utile per l'inferenza statistica, in quanto 
consente di costruire facilmente dai dati una funzione di verosimi­
glianza. Recentemente, questo teorema è stato riformulato da Lehoczky 
(1980) in un contesto diverso, più adatto all'oggetto di questo lavo 
ro. Per questo motivo, si comincia con il presentare il risultato di 
Lehoczky.
4.1 II teorema di Lehoczky
Per semplicità, si considera qui il caso in cui il sistema è 
chiuso di dimensione N (non sono consentiti né ingressi né uscite) 
ed autonomo (i tassi di transizione non dipendono esplicitamente dal 
tempo). Le stesse notazioni introdotte in 3.1 sono utilizzate anche
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N
qui, e cioè i vettori Z_ (t) e £(t) rappresentano le densità di indi­
vidui nei vari compartimenti nell'istante t, rispettivamente, nella 
versione probabilistica ed in quella deterministica.
Il teorema di Lehoczky (1980) assume che le probabilità di tran
sizione siano estensive (i tassi di transizione R , 1 < i, j < J.di
ij -  -  _
pendono dallo stato del sistema attraverso le densità). Tale teorema 
può essere esposto come segue.
Se per
|  ZN(0) ---^--- ► z(0),
[/N [ZN(0 ) - 2(0 )] W N[0, E(0)],
allora per N-*=°:
N D
Z (t)-- 2--- - z(t),
(48)
/ ¥  [ Z N ( t )  - £ ( t ) ]  ------- --- ----------* N [ 0 ,  £ ( t ) ] ,
dove £(0) è una matrice di covarianza non negativa definita e E(t) 
soddisfa l'equazione matriciale seguente:
de £(t) = Gl _2 ( t) ] . £(t) + l(t) . G'[ z ( t) ] + B[ z(t)] . (49)
Nella (43) , G [_z (t ) ] e B_ [z(t)]sono due matrici J x J i cui el£
menti g e b  , 1 < i, j < J, sono definiti, rispettivamente, da: 
ij ij -  -
g  [ ^ ( f ) ]  = R  [ z ( t > ]  +  E z  ( t )  • 
J J ’ 1 4-1 1 T z'j rtj » (50)
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e :
b1jt£(t>l ='
- * i ( t >  * Ri t j l £ ( t ) ]  -  Z j ( t )  * Rj 1 l £ ( t ) l ,  i  * j ,
J
_zi(t) * Ri,i[-(t)1 + 1 zi(t) * R* 1 - j.£ * 1 9
H
Perciò, per N grande, l'approssimazione della diffusione dà:
(51)
ZN(t ) - £(t) f N| 0, T.J f ) ] .
/N
(52)
Per stabilire la convergenza debole dei processi di Markov 
N t— N
[K (t) =>/N[z (t) - £(t)] , Lehoczky dimostra che i generatori inifi-
N
nitesimali associati ad ogni K (t) convergono ad un generatore limi­
te che corrisponde a un certo processo di diffusione K°°(t). Questo 
processo limite è definito dall'equazione differenziale probabili­
stica :
no 1 ¡2.
dK (1) - G | z ( t ) ] • K ( t )dt + B U(t)MWO), (53)
dove {w(t), t > 0} è un processo multivariato standard di Wiener.Qu£ 
sta equazione è un'equazione differenziale probabilistica lineare 
non stazionaria e, come tale, è stata ampiamente studiata (ad esem­
pio, cfr.: Arnold, 1974). Infatti, il risultato della (48) è una di­
retta conseguenza della (53). Altri risultati possono essere deriva-
0° o»
ti dalla (53) , ad esempio la covarianza tra K ( t ) e K ( s ) ,  s,t >_ 0.
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4.2 II teorema di Kurtz
Kurtz (1978, 1981) ha formulato diversi teoremi di approssima­
zione che completano il risultato di Lehoczky e lo estendono a una 
classe più ampia di processi di Markov.
Più esattamente, Kurtz considera la varietà dei processi Marko- 
viani z^(t) che sono soluzioni di equazioni del tipo:
ZN( n  - z(0 ) + E A • £ • Yf fu / f y (ZN(s) ).ls! , (54)
£ —  o •-
J
dove i  £ Z e gli sono processi indipendenti di Poisson. La ver­
sione deterministica associata è definita da:
t
z(t) - z(0) *- / Z £ • f (z(s)ì Hs. (55)
o £ "  ■_ “
Si rileva che con riferimento: al sistema compartimentale consi­
derato in questo lavoro, il vettore _£ corrispondente alla transizio­
ne i + j è dato semplicemente da e - e . e la funzione relativa
~ j ~ 1N N fj
f (Z (t) ) è uguale a Z (t) • R (Z (t) ) .
1  -  i i,3 -
Tra i molti risultati derivati da Kurtz per questa classe di 
processi di Markov, citiamo i seguenti due."Per condizioni molto ge­
nerali, il risultato della (26) resta valido, cioè, per ogni T,0<T<«=:
llm sup | (t) - z(t)| = 0 a.B. . (56)
N t < T
Inoltre, la differenza normalizzata tra i processi probabilisti 
ci e quelli deterministici può essere espressa come segue:
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N l z N( t ) z ( t ) ]  3 V ( t )  I- Of y | - N-) , (57)
dove V(t) è il processo gaussiano che soddisfa:
t t.
V(t. ) - T. I • J / f  ( r. ì r S T sT T  dW ( s )  +  J l l * f f ( z ( s ) )  | * V ( s ) d s .  (58)
l  •) - — n l -
In questo caso, i W^(t) sono processi indipendenti standard di 
Wiener, e 3E£_*f (0 indica il gradiente si Può osservare
ìl ìl a a
che questo teorema estende il risultato di Lehoczky dato nel punto 
4.1.
Diverse applicazioni di questi metodi di approssimazione sono 
state fatte in fisica, chimica e biologia; ad esempio, cfr.: Ar­
nold e Lefèver (1981), Lehoczky e Gaver (1977). In sociologia, l'im­
portanza di queste approssimazioni è stata dimostrata da Lehoczky 
(1980) con riferimento a processi Markoviani interattivi; si veda an_ 
che, per esempio, Karmeshu e Pathria (1980) e Sikdar e Karmeshu (1982) 
per l'uso di approssimazioni di tale tipo nello studio di certi si­
stemi sociali. Va tenuto presente, tuttavia, che 1 'estensività delle 
probabilità di transizione, che è un'ipotesi fondamentale, non è sem 
pre vera nelle scienze sociali.
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5. MODELLI DI TEMPO DISCRETO
Dimostreremo, brevemente, che le analisi presentate nei paragra 
fi 2., 3. e 4. con riferimento a modelli compartimentali nel tempo 
continuo possono essere estese a modelli nel tempo discreto.
5.1 L 1appro c c io Markoviano
Si consideri nuovamente un sistema compartimentale suddiviso in 
J classi, ma si assuma ora una scala temporale discreta t = 0,1,2, 
.....  La versione nel tempo discreto del processo di Markov presen­
tato in 2 . 1 può essere costruita nel modo seguente.
Si indichi con X(t) = [ X (t) ,... ,X (t) ] lo stato del sistema1 u
nell'istante t. Supponiamo che>le transizioni individuali tra i com­
partimenti avvengano secondo una cosiddetta catena interattiva di Mar_ 
kov (Conlisk, 1976). Più precisamente, se nell'istante t lo stato 
del sistema è dato da x , allora nell'istante t + 1 gli individui di 
qualunque compartimento i, 1 < i < J, prendono delle decisioni di 
transizione indipendenti e ciascuno di essi o si sposta al comparti 
mento j con probabilità R. . (x,t) , 1 <_ j _< J o abbandona definitiva
mente il sistema con probabilità R. (x,t). Supponiamo poi che il nu
x , u
mero di individui che entrano nel sistema nell'istante t + 1 sia una 
variabile di Poisson con parametro A(x_,t), e che ciascun individuo
entri nei vari compartimenti con probabilità R ,(x,t), 1 < j < J;
~ 0 , j
poniamo R . (x,t) s A(x,t). R . (x,t) , 1 _< j £  j. Ne consegue che 
lo stato X(t+1), dato X(t) = x , è la somma dei (J+l) vettori casuali
indipendenti che seguono: un vettore di Poisson con parataetri
X . 1t Ro ,l ........V j 1- ' * ’ 1
e parametri [R (x,t),..
i,l ~
e J vettori multinomiali con esponente
rispettivamente.
Lo stato del sistema nell'istante t + 1 è quindi un vettore casuale 
con una distribuzione ben definita, ma complessa.
5.1.1 II caso lineare
Supponiamo che le quantità R. .(x,t), R „(x,t) ed R. (x,t)sia
i,D -  0,3 -  1 ,0 -  “
no indipendenti da x*
E' possibile trovare la distribuzione di }£(t) usando una varia­
bile indipendente simile a quella adottata in 2.2. Si indichi con 
p (t) la probabilità che un individuo nel compartimento i nell'i-
i, j
stante 0 sia nel compartimento j nell'istante t e con .P(t) la matri­
ce JxJ di questi p. .(t). Chiaramente: 
i,l
P(t+I) = P(t) • R( t ), (59)
dove R(t) è la matrice JxJ degli R (t). Si noti che se R(t) è una
-  i,l ~~
matrice costante R, allora:
P(t) = R^, (60)
Adottando la stessa procedura di decomposizione usata nel paragrafo 
5 ., si dimostra facilmente che la funzione generatrice di X(t) può 
essere espressa come nella (7), ove il termine G2 (^,t) è dato dalla 
(8) ed il termine G (¿,t) è uguale (con ovvie notazioni) a:
t
G (f,,t) = expl(C-u)* • E P ’ ( r . r ) R ( i - 1 ) |. (61)
1 i-l °
Il valore atteso di X(t),nonché la sua matrice di covarianza ed 
il suo comportamento asintotico, possono anch'essi essere facilmente 
derivati. Ad esempio, M(t)=E[x(t)] è soluzione dell'equazione alle
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differenze finite :
M(t+|) - R'(t) • M(t) + R0 (t). (62)
Per ulteriori dettagli, si rimanda il lettore ai lavori di Polard 
(1967) e Vassiliou (1982).
5.1.2 II caso non lineare
Il caso non lineare è molto più difficile da analizzare e fino­
ra pochi studi sono stati sviluppati sull'argomento. Nella letteratu 
ra esistente, tali modelli sono stati applicati principalmente nell' 
analisi epidemiologica. Tuttavia, anche in questo campo, i modelli 
nel tempo discreto sono stati sviluppati relativamente poco, rispet­
to a quelli nel tempo continuo (si veda, ad esempio, Bailey, 1975). 
Si presenta nel seguito la versione nel tempo discreto del processo 
epidemico semplice, che nella letteratura corrente viene comunemente 
definito come processo logistico. Per quanto questo modello sia sta­
to ampiamente usato nella sua versione nel tempo continuo, sembrereb 
be che non esista nessuna analisi sistematica della sua versione nel 
tempo discreto.
Il modello epidemico semplice riguarda una popolazione chiusa 
di grandezza N suddivisa in due classi. Nell'applicazione allo stu­
dio della diffusione di un'informazione, il primo compartimento cor­
risponde agli individui, in numero di , che possono venire a cono­
scenza della informazione, e il secondo corrisponde a quegli indivi­
dui, in numero di x^, che sono a conoscenza dell'informazione e la 
trasmettono a parole. La principale differenza con il modello epide­
mico generale (cfr.: 2.3.2) è che, in questo caso, non è ammesso al-
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cun fenomeno di "dimenticanza"; perciò, l'unica transizione possibi­
le è quella dal compartimento 1 al compartimento 2. Sia q la probabi 
lità che un qualsiasi individuo dato del compartimento 1 "sfugga" al 
contatto con un qualsiasi altro individuo del compartimento 2 nell'u 
nità di tempo. Un'interpretazione probabilistica diretta mostra che .
la probabilità R (x^t) è allora uguale a 1 - qx2 . Ora, per questo 1 f z
particolare modello, lo stato del sistema può essere descritto con
una variabile, ad esempio X (t). E' chiaro che X (t) è semplicemente
^ 2
una catena Markoviana avente le seguenti probabilità di transizione:
N-x x k x ( N-x k )
P[X2(t + n  - x2 + k|X2(t) - x ? ] = ( k 2) • ( 1 —q 2) • q 7 2 ,
(63)
0 < k < N - x
2 *
E' allora possibile trovare una formula esplicita della 
distribuzione transitoria di X^(t) e funzione generatrice del 
"costo" del processo di diffusione; questi risultati sono illustrati 
nel lavoro di Lefèvre (1982).
5.2 L'approccio deterministico
La versione deterministica associata al modello di Markov pre­
sentato qui sopra viene costruita formalmente ponendo x_(t + l)EE [x(t+l)| 
X(t)] e x^ (t) = X(t) . Quindi, x { t )  è la soluzione del seguente siste^ 
ma di equazioni alle differenze finite:
x(M !) - R'|x(t),t| * x(i. ) + R [x( t ) ,t |. (64)
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La versione deterministica del processo epidemico semplice è
dunque definita da :
x ( t r4 l )  -  | N -  x ( f: ) | •
2 2
| 4- x ^ ( t ) . (65)
5.2.1 II caso lineare
Nel caso lineare, le equazioni (64) si riducono alle (62), e ciò 
significa che, come già nella versione di tempo continuo, lo stato 
del modello deterministico è uguale allo stato atteso del modello 
Markoviano (per condizioni iniziali identiche).
Lo studio dei sistemi di equazioni lineari alle differenze fini­
te è ben noto e non sarà trattato in questa sede.
5.2.2 II caso non lineare
Nel caso non lineare, il sistema (64) non descrive più l'evolu­
zione temporale dello stato atteso del modello Markoviano. Tuttavia, 
Lehoczky (1980) ha dimostrato un teorema che, in certe condizioni, 
stabilisce una relazione tra il modello probabilistico e quello de­
terministico. Questo risultato è analogo al teorema di Kurtz richia­
mato nella (26) efper ragioni di brevità, non viene riportato qui.
Consideriamo il sistema (64) nel caso autonomo. Mostreremo come
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sia possibile estendere l'analisi di stabilità presentata in 3 .1 .1.
A questo scopo, è opportuno indicare con x (invece che non 1) l'in­
tervallo di tempo, costante, e riscrivere la (64) come segue:
x^e + T) - XjCt) + F.|xi(t),...,xj(t)l, (66)
•k
Gli stati stazionari x  sono definiti da: 
x, (t.+i) * x^  (t ) , i = J ,. .. ,.I,
e sono perciò soluzioni del sistema algebrico:
* *
^ J ) 85 0 y J ~ l f • • • » J «
*
Scriviamo la soluzione (66) in prossimità di x come segue:
x(t) = x + x(t), (69)
*dove x(0) è la perturbazione iniziale assunta tale che x (t)/x I
j j
<< 1. L'approssimazione di primo grado porta alla equazione matricia 
le :
(67)
(68)
x(t-fr) = (xA + I) * x(t), (7 0)
dove A è ancora definita dalla (36). Si può quindi affermare che il 
sistema è stabile, se tutti gli autovalori di A soddisfano la condi­
zione :
h, + 1/t | < l/x, 155 1 p * * • |H1 • (71)
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Facciamo notare che quando t->0, il sistema (6 6) si riduce a 
quello della (30), e la condizione (71) diventa |A.| <0, i=l,...,m, 
che è la condizione di stabilità derivata nel caso del modello di
tempo continuo. E' opportuno notare anche che la (71) è, di fatto,
5.3 L'approccio quasi-deterministico nel tempo discreto
Lehoczky (1980) ha mostrato come costruire un'approssimazione 
quasi-deterministica dei modelli Markoviani presentati in 5.1.Questa 
approssimazione è, di fatto, "simile" a quella derivata da Kurtz per 
i processi Markoviani di tempo continuo (cfr.: paragrafo 4.). In pa£ 
ticolare, Lehoczky ha dimostrato che, date certe ipotesi, la diffe­
renza tra il sistema probabilistico normalizzato e la sua versione 
deterministica associata ha una distribuzione normale con valore at­
teso nullo e matrice di covarianza specificata.
Per il modello epidemico semplice, questo risultato può essere
allora espresso come segue. "Si supponga che q assuma la forma
N
q = exp [-X/N] , con \ >  0 indipendente da N. Si indichino con Z^(t)e
z (t) le densità X (t)/N e x (t)/N, rispettivamente, nella versione 
2 2 2
probabilistica ed in quella deterministica. Se per N-h».
più restrittiva di |à .| < 0 , i=l
v'N (7.^ (0) - z?(0)|--Nl0,o?(0)J,
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allora per N-x°:
_N a.s. , v 
^2(t)------- z?(t),
(72)
/N [ Z ^ ( t ) - z?(t)| — ->> N[0,o2(lr)|,
2 2 
dove a (0) è una certa costante non negativa e a (t) soddisfa la re­
lazione ricorsiva:
o2(t+l) = c(t) + [d(t)]2 * o 2 ( t ) ,  (73) 7
con :
c(t) - I 1-2=2 ( t ) ] • {l-exp[-Az?(t) | } • exp[-Az?(t)] ,
<
d(t) = { l+.\[ l-z^Ct) ] } • exp[-Az^(t ) ) ]
5.4 Applicazioni di questi modelli
I modelli di tempo discreto sono stati applicati in diversi cam 
pi delle scienze sociali, dalla migrazione della popolazione e dalla 
mobilità dei posti di lavoro, all'analisi di settori commercia 
li ed alla diffusione delle informazioni.
Generalmente, questi modelli descrivono il comportamento di una 
popolazione di individui che agiscono in modo indipendente. Per il
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caso deterministico, citiamo i lavori di Rogers (1975) e Liaw (1975) 
sulla teoria della migrazione, di Keyfitz (1977) sulla demografia; 
per il caso probabilistico, si ricordano quelli di Coleman (1964) in 
sociologia,di Massy, Montgomery e Morrison (1970) nel "marketing",di 
Burnett (1974) sulla teoria della localizzazione, di Stewman (1976) 
per gli studi sulla mobilità occupazionale e di Bartholomew (1973) 
sulla pianificazione della manodopera.
Nondimeno, l'ipotesi che non vi sia alcuna interazione tra gli 
individui è molto restrittiva per modellizzare in modo verosimile i 
processi sociali e, recentemente, i modelli non lineari hanno avuto 
sempre maggiore attenzione. Con riferimento al caso deterministico, 
citiamo i lavori di May (1973) e Cooke (1975) sulle dinamiche della 
popolazione, di Conlisk (1976) nella sociologia, di MacKinnon e Ro- 
gerson (1980) sulla teoria della migrazione, di Wilson (1981) per i 
problemi di localizzazione. Con riferimento al caso probabilistico, 
sembra che i modelli non lineari siano stati studiati soprattutto 
nella teoria epidemica; si veda, ad esempio, Gani e Jerwood (1971), 
Ludwig (1975), Von Barh e Martin-Lof (1980) e Lefèvre (1982).
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6 . ALTRI APPROCCI
Per concludere, presentiamo brevemente alcune altre tecniche ma 
tematiche, che potrebbero essere applicate allo studio dei modelli 
compartimentali deterministici e probabilistici.
Inclusioni differenziali
Una recente teoria, detta teoria delle inclusioni differenziali 
e della possibilità di sopravvivenza, amplia la teoria delle equazio 
ni differenziali ed offre un quadro di riferimento che, per quanto 
non utilizzabile a fini previsionali, si rivela, in una certa misura, 
più adatto alle scienze sociali. In questo approccio (Aubin e 
1982, 1983), l'evoluzione di un sistema non è più descritta 
da un'unica traiettoria, ma da un fascio di traiettorie (dx(t)/dt £
A [x (t)], dove A è una corrispondenza)e ciascuna traiettoria accet 
tabile deve obbedire ad una dinamica possibile ed a dei vincoli. Al­
cuni meccanismi di regolazione, soggetti ad inerzia, cercano di man­
tenere le traiettorie nel campo di "vitalità" del sistema (o di modi 
ficarlo): se la ricerca di un nuovo controllo di regolazione non può 
essere soddisfatta, la traiettoria scompare. Questa teoria comincia 
ad essere applicata all'interpretazione del meccanismo di regolazio­
ne dei prezzi in economia. Gli autori della teoria sperano di utiliz 
zarla per lo studio di alcuni aspetti dell'evoluzione dei sistemi 
biologici.
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Sistemi caotici
Nello studio dei fenomeni atmosferici, Lorenz (1963) ha intro - 
dotto semplici equazioni alle differenze finite che fanno riconosce­
re delle dinamiche complesse. Si è già osservato che un certo numero 
di non linearità (e cioè di non differenziabilità) generano delle in 
stabilità [cfr. : equazione (71)]. Diversi lavori hanno esplorato le 
condizioni analitiche per l'esistenza di un comportamento caotico 
(ad esempio, cfr.: Li e Yorke, 1982). I sistemi caotici sono di par­
ticolare interesse nella modellistica, poiché,in tali sistemi,sempli 
ci meccanismi possono portare a comportamenti complessi. Nella dina­
mica della popolazione, equazioni alle differenze finite del tipo 
x(t+l) = f [x (t) ] sono state studiate da May (1976), May e Oster 
(1976) e Marotto (1982). Nelle scienze regionali, citiamo il lavoro 
di Wilson (1979) , il quale ha studiato il comportamento di biforca - 
zioni e quello caotico di alcuni modelli di tempo discreto. In econo 
mia, alcuni semplici modelli cercano di tener conto degli aspetti 
caotici dei vari indicatori economici (Day, 1982); ciò finora è sta­
to affrontato con modelli più complessi (Forrester, 1972).
Algebra Booleana
In ingegneria, numerosi sistemi inducono ad una descrizione in 
termini di variazioni 0/1 ricorrenti nel tempo continuo. Questi si­
stemi sono sequenziali, nel senso che la conoscenza dei tassi di in­
gresso non è sufficiente per determinare il valore delle variabili; 
si immettono, quindi, alcune variabili di tnemoria che tengono conto 
dei ritardi. Il modello si riduce a una serie di equazioni alle dif­
ferenze finite implicite (Fiorine, 1964). Quando il numero delle va-
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riabili è contenuto (<1 0) , le evoluzioni temporali e lo stato asinto 
tico possono essere calcolati molto facilmente anche a mano.Ciò spie 
ga, forse, perché questo strumento è stato applicato con successo in 
genetica da Kaufmann (1969) e da Thomas (1973). Questi metodi sono 
stati anche applicati al contesto urbano (Boon e de Palma, 1979). Al 
cune delle relazioni esistenti tra questo approccio e quello probabi 
listico (in termini di master equations) sono state trattate nel li­
bro di Thomas (1979) .
Evoluzioni casuali
In biologia, raramente i sistemi compartimentali sono compieta- 
mente deterministici. Per questo motivo, alcuni autori (ad esempio, 
cfr.: Bécus, 1979) hanno cercato di applicare la teoria delle evolu­
zioni casuali (Griego e Hersh, 1971) all'analisi compartimentale. .
La teoria delle evoluzioni casuali concerne sistemi di equazio­
ni differenziali che sono, in una certa misura, soggette ad elementi 
stocastici esterni. Più esattamente, in questa formulazione, la ma­
trice dei tassi di transizione dipende da un processo Markoviano e- 
sterno. Per i sistemi lineari, si può facilmente calcolare l'evolu­
zione temporale attesa; un sistema li-compartimentale con 
due modi di evoluzione ed una probabilità poissoniana di trasferimen_ 
to da un modo all'altro è stato dettagliatamente trattato da Bé­
cus (1979).
Un'idea analoga è stata sviluppata da Saunders (1976), il quale 
ha generalizzato i processi Markoviani presentati nel paragrafo 2. ,_i 
potizzando che i tassi di transizione dipendano, in modo specifico, 
da un processo probabilistico esterno.
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Modelli semi-Markoviani
Una ipotesi fondamentale nei modelli di Markov è che la distri­
buzione temporale fra le transizioni sia esponenziale. Studi empiri­
ci hanno indicato che questa ipotesi è discutibile in diversi tipi 
di applicazioni. Nella formulazione semi-Markoviana, la distribuzio­
ne della durata di permanenza è generale e può dipendere dalla situa, 
zione iniziale, come pure da quella finale (spinte e trazioni). I mo 
delli semi-Markoviani sono stati applicati con successo in diversi 
campi. Nella pianificazione della forza lavoro, McLean (1980) ha cori 
siderato una popolazione stratificata secondo livelli, con transizi£ 
ni semi-Markoviane tra i diversi livelli. Nella migrazione, Ginsberg 
(1972) ha usato l'approccio semi-Markoviano per tener conto degli e.£ 
fetti della durata di permanenza. Nella teoria dei trasporti, Lerman 
(1979) ha sviluppato e applicato un modello semi-Markoviano per lo 
studio del problema del concatenamento degli spostamenti.
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7. APPLICAZIONE DI MODELLI COMPARTIMENTALI: UN ESEMPIO
In questo paragrafo,si illustra con maggior dettaglio un esem­
pio di applicazione dell'analisi compartimentale al campo della loca_ 
lizzazione residenziale.
Si consideri un sistema costituito da una popolazione omogenea 
di individui che affrontano un problema decisionale di localizzazio­
ne residenziale. Il sistema è dinamico: per gli elevati costi di tran 
sazione connessi al cambiamento di residenza, le decisioni di trasfe^ 
rimento degli individui non sono immediate, cosicché il sistema non 
può essere considerato sempre in equilibrio. Il sistema viene de­
scritto come un sistema compartimentale : i compartimenti sono i quar^ 
tieri omogenei della città e possono corrispondere, ad esempio, a zo
ne varie utilizzate nei rilevamenti statistici. I tassi R . corri-
^ / D
spondono, in questo caso, alle immigrazioni ed alle nascite, i tassi 
R alle emigrazioni ed alle morti, ed i tassi R. . alle decisioni 
di trasferimento da un quartiere all'altro. Infine, il sistema è non 
lineare: in generale, le decisioni individuali non sono indipendenti, 
ma interagiscono, sia direttamente (in tal caso le decisioni indivi­
duali dipendono dalla localizzazione degli altri individui), sia in­
direttamente (attraverso variabili che dipendono da certi fattori 
quali/ad esempio, l'offerta - la cui evoluzione nel tempo dipende dal 
le decisioni localizzative degli individui).
Si rimanda il lettore a de Palma e Ben-Akiva (1982) per una 
trattazione del primo caso, in una situazione in cui le decisioni di 
trasferimento dipendono da una sequenza di scelte, basate su un model^ 
lo logit. In questa sede, ci occuperemo del secondo caso (de Palma e 
Lefèvre, 1982b).
- 59
Per ragioni di semplicità, consideriamo una popolazione chiusa 
di grandezza N e supponiamo che il mercato residenziale sia articola, 
to solo in due sottomercati: un'unica area contrassegnata da i e il 
mondo esterno contrassegnato da 0. Applicando l'approccio determini­
stico esaminato nel paragrafo 3., si ottiene (cfr.: equazione(24)):
d x . ( t )
-----  = I N - x.(t)| . R (t) - x (t) . R (t) , (74)
dt i 0,1 1 1 *u
dove x (t) è la popolazione dell'area i e N - x.(t) è la popolazione 
i t
del mondo esterno. Si suppone che i tassi Rq ^(t) e Q(t) derivino 
dallo stesso principio di massimizzazione dell'utilità, come descrit_ 
to in 2 .3 .1; più precisamente, tali tassi sono definiti da:
v(l)(t>
R, ;(t) = R mQ, 1 . . v 1 )vv '(t) x 0x -f e
R. (t) « R - Rrt j-(t) •
i , 0  0 ,  i
(75)
In questo caso, R indica una qualche misura del processo di ri­
cerca residenziale degli individui e 0 è la funzione di utilità del 
mondo esterno; si assume inoltre che questi tassi siano costanti. 
v^l)(t) è la funzione di utilità dell'area e va ora specificata. Fi- 
n0ra, abbiamo preso in considerazione situazioni in cui le funzioni 
di utilità, e più generalmente i tassi di transizione, dipendono o 
esogenamente dal tempo o direttamente dalla distribuzione degli in­
dividui nei diversi compartimenti.
In questo esempio, si assume che la funzione di utilità v (t)
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dipenda da una variabile, la qualità dell'area, la cui evoluzione è 
funzione dello stato x,(t) del sistema. Si comincia con l'esprimere
(i)#J.v (t) come segue:
( i ) m  _v ( t ; - (i) (ì),.vq ( t ) B . P ( x ) ( t ) (76)
dove a (l) rappresenta gli attributi locali dell'area ,q(l) (t) la qua­
lità abitativa, pU) (t) il prezzo delle abitazioni e 6 è un parame­
tro positivo. Inoltre, si assume che P(l)(t) corrisponda semplicemen 
te al grado di attrazione dell'area, il che dà:
F-(,)(t) = (n(l) +
( i ) (t) + >)/(! + P) , (77)
dove y è la costante di Eulero. Quindi, per la (76) e la (77), v (t) 
dipende dal tempo attraverso la variabile q ( ] (t). E' noto che la 
qualità delle abitazioni si deteriora spontaneamente nel tempo, ma 
può essere migliorata,, con interventi di manutenzione. In questo ca­
so, si suppone che un certo numero di interventi di spesa per la ma­
nutenzione siano stati decisi per tutta l'area. Questi interventi non 
sono stati fissati in modo esogeno, ma sono funzione del reddito ef­
fettivo delle unità abitative, e perciò del numero di individui resi 
denti nell'area. Ciò conduce alla seguente equazione del deteriora­
mento qualitativo:
 ^ = hi x. (t)] - (t)
(78)
dt
dove l  > 0 è il tasso di deterioramento, e h [x±(t)] è l'effetto posi
di manutenzione che vengono effettuate quar^tivo prodotto dalle spese
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do x (t) individui sono localizzati nell'area. Quindi, come detto, 
i
(t) dipende dallo stato x. (t) del sistema. In sintesi, il siste­
ma è descritto da due equazioni differenziali accoppiate,la (74) e 
la (78).
Esaminiamo gli stati stazionari e di questo sistema. Si rileva
(i)* *
facilmente che gli stati stazionari q e x^ soddisfano le relazio
ni :
q(Ì)* = h(x*)/i. , (79)
N/x* = 1 + $ exp{-h(x*)/[ + 6)1) ,
dove
0 = 0 exp | (f?-y - a.) / (1 + 8)1
Il numero di soluzioni stazionarie dipende dunque dalla forma 
funzionale di h(.). Situazioni qualitativamente diverse sono state e_ 
seminate in de Palma e Lefèvre (1982b). Qui, ci limiteremo a discute 
re la seguente (verosimile) politica diunanutenzione: le spese di rna^ 
nutenzione aumentano con il numero di individui residenti nel quar­
tiere, a condizione che questo numero resti inferiore a una grandez­
za data x; oltre questo punto, gli investimenti aumentano meno rapi­
damente o, addirittura, diminuiscono. A titolo di esempio, poniamo 
a = 1 e definiamo h(.) come segue:
a + b x. , for x. € |0 ,xl ,
ì • i
a + b x + c(xi - x), for x^ € [ x,N] ,
] f 6 expl -h(X|)/(1+8)]
(80)
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dove a, b e c sono tre parametri costanti, con b < O e c > b  (e c 
positivo o negativo). Ulteriori condizioni per a, b e c consentono 
di garantire l'esistenza di tre stati stazionari (cfr.: de Palma e 
Lefèvre, 1982b). Un'analisi di stabilità mostra che i primi due sta_ 
ti stazionari sono, rispettivamente, un nodo stabile ed un punto di 
sella, mentre il terzo è un fuoco o nodo stabile, a seconda che c 
sia positivo o negativo (cfr.: 3.3). Ciò è illustrato nelle £igg.7a 
e 7b.
Figura 7a
Figura 7 Diagrammi_deIlo spazio delle fasi quando nella (80), a=12,
b=-0.,25, x=40, 0=30 e c è 0,1 (figura 7a) o -1/120 (f_i 
gura 7b). Sn indica un nodo stabile, Sp un punto di sella e 
Sf un fuoco stabile
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Val la pena osservare che l'esistenza di tre stati stazionari 
implica un fenomeno soglia, che potrebbe indurre segregazione in un 
sistema con J aree e due popolazioni.
Discussione
L'esempio precedente ha lo scopo di dimostrare come il quadro 
di riferimento tipico dell'analisi compartimentale possa essere uti­
lizzato ed esteso allo studio di sistemi la cui evoluzione è il ri­
sultato dell'interazione tra domanda ed offerta. Questo caso è di 
particolare interesse in un gran numero di situazioni che spesso ri­
corrono nelle scienze regionali.
In generale, il modello di base è un classico modello comparti
mentale (cfr. : fig. 1), in cui però i tassi di transizione dipendono
da variabili di offerta p ,..,p quali,ad esempio, i prezzi, i tempi
1 L
di viaggio ed i tempi di attesa. Il valore di queste variabili diperi 
de da un aggiustamento dinamico dell'offerta basato sulla domanda, 
cioè sulla distribuzione degli individui nei diversi compartimenti 
(cfr. : fig . 8) .
Recentemente, tale approccio è stato usato per descrivere le 
scelte dell'ora di partenza negli spostamenti casa-lavoro e per stu­
diare il problema della congestione del traffico nell'ora di punta 
(de Palma, Ingenbleek e Lefèvre, 1983). Si ritiene che analoghe e- 
stensioni dell'analisi compartimentale dovrebbero essere attentamen­
te esplorate per approfondire la comprensione delle interazioni spa­
ziali.
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Figura 8 Estensione del modello compartimentale per descrivere l'ag 
giustamente tra domanda e offerta.
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