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Abstract
Skin lesion datasets consist predominantly of normal samples
with only a small percentage of abnormal ones, giving rise to the
class imbalance problem. Also, skin lesion images are largely
similar in overall appearance owing to the low inter-class vari-
ability. In this paper, we propose a two-stage framework for
automatic classification of skin lesion images using adversarial
training and transfer learning toward melanoma detection. In
the first stage, we leverage the inter-class variation of the data
distribution for the task of conditional image synthesis by learn-
ing the inter-class mapping and synthesizing under-represented
class samples from the over-represented ones using unpaired
image-to-image translation. In the second stage, we train a deep
convolutional neural network for skin lesion classification using
the original training set combined with the newly synthesized
under-represented class samples. The training of this classifier
is carried out by minimizing the focal loss function, which as-
sists the model in learning from hard examples, while down-
weighting the easy ones. Experiments conducted on a dermatol-
ogy image benchmark demonstrate the superiority of our pro-
posed approach over several standard baseline methods, achiev-
ing significant performance improvements. Interestingly, we
show through feature visualization and analysis that our method
leads to context based lesion assessment that can reach an expert
dermatologist level.
Keywords: Adversarial training; transfer learning; domain
adaptation; melanoma detection; skin lesion analysis.
1 Introduction
Melanoma is one of the most aggressive forms of skin cancer [1,
2]. It is diagnosed in more than 132,000 people worldwide each
year, according to the World Health Organization. Hence, it
is essential to detect melanoma early before it spreads to other
organs in the body and becomes more difficult to treat.
While visual inspection of suspicious skin lesions by a der-
matologist is normally the first step in melanoma diagnosis, it is
generally followed by dermoscopy imaging for further analysis.
Dermoscopy is a noninvasive imaging procedure that acquires
a magnified image of a region of the skin at a very high res-
olution to clearly identify the spots on the skin [3], and helps
identify deeper levels of skin, providing more details of the
lesions. Moreover, dermoscopy provides detailed visual con-
text of regions of the skin and has proven to enhance the di-
agnostic accuracy of a naked eye examination, but it is costly,
error prone, and achieves only average sensitivity in detecting
melanoma [4]. This has triggered the need for developing more
precise computer-aided diagnostics systems that would assist in
early detection of melanoma from dermoscopy images. De-
spite significant strides in skin lesion recognition, melanoma
detection remains a challenging task due to various reasons,
including the high degree of visual similarity (i.e. low inter-
class variation) between malignant and benign lesions, making
it difficult to distinguish between melanoma and non-melanoma
skin lesions during the diagnosis of patients. Also, the con-
trast variability and boundaries between skin regions owing to
image acquisition make automated detection of melanoma an
intricate task. In addition to the high intra-class variation of
melanoma’s color, texture, shape, size and location in dermo-
scopic images [5], there are also artifacts such as hair, veins,
ruler marks, illumination variation, and color calibration charts
that usually cause occlusions and blurriness, further complicat-
ing the situation [6].
Classification of skin lesion images is a central topic in med-
ical imaging, having a relatively extensive literature. Some of
the early methods for classifying melanoma and non-melanoma
skin lesions have focused mostly on low-level computer vision
approaches, which involve hand-engineering features based on
expert knowledge such as color [5], shape [7] and texture [8, 9].
By leveraging feature selection, approaches that use mid-level
computer vision techniques have also been shown to achieve
improved detection performance [10]. In addition to ensemble
classification based techniques [11], other methods include two-
stage approaches, which usually involve segmentation of skin
lesions, followed by a classification stage to further improve de-
tection performance [4, 9, 10]. However, hand-crafted features
often lead to unsatisfactory results on unseen data due to high
intra-class variation and visual similarity, as well as the presence
of artifacts in dermoscopy images. Moreover, such features are
usually designed for specific tasks and do not generalize across
different tasks.
Deep learning has recently emerged as a very powerful way
to hierarchically find abstract patterns using large amounts of
training data. The tremendous success of deep neural net-
works in image classification, for instance, is largely attributed
to open source software, inexpensive computing hardware, and
the availability of large-scale datasets [12]. Deep learning has
proved valuable for various medical image analysis tasks such
as classification and segmentation [13–18]. In particular, sig-
nificant performance gains in melanoma recognition have been
achieved by leveraging deep convolutional neural networks in
a two-stage framework [19], which uses a fully convolutional
residual network for skin lesion segmentation and a very deep
residual network for skin lesion classification. However, the
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issues of low inter-class variation and class imbalance of skin
lesion image datasets severely undermine the applicability of
deep learning to melanoma detection [19,20], as they often hin-
der the model’s ability to generalize, leading to over-fitting [21].
In this paper, we employ conditional image synthesis without
paired images to tackle the class imbalance problem by gen-
erating synthetic images for the minority class. Built on top
of generative adversarial networks (GANs) [22], several image
synthesis approaches, both conditional [23] and unconditional
[24], have been recently adopted for numerous medical imaging
tasks, including melanoma detection [25–27]. Also, approaches
that enable the training of diverse models based on distribution
matching with both paired and unpaired data were introduced
in [28–31]. These approaches include image translation from
CT-PET [32], CS-MRI [33], MR-CT [34], XCAT-CT [35] and
H&E staining in histopathology [36,37]. In [38,39], image syn-
thesis models that synthesize images from noise were developed
in an effort to improve melanoma detection. However, Cohen et
al. [40] showed that the training schemes used in several domain
adaptation methods often lead to a high bias and may result in
hallucinating features (e.g. adding or removing tumors leading
to a semantic change). This is due in large part to the source or
target domains consisting of over- or under-represented samples
during training (e.g. source domain composed of 50% malig-
nant images and 50% benign; or target domain composed of
20% malignant and 80% benign images).
In this paper, we introduce MelaNet, a deep neural net-
work based framework for melanoma detection, to overcome
the aforementioned issues. Our approach mitigates the bias
problem [40], while improving detection performance and re-
ducing over-fitting. The proposed MelaNet framework consists
of two integrated stages. In the first stage, we generate syn-
thetic dermoscopic images for the minority class (i.e. malignant
images) using unpaired image-to-image translation in a bid to
balance the training set. These additional images are then used
to boost training. In the second stage, we train a deep convo-
lutional neural network classifier by minimizing the focal loss
function, which assists the classification model in learning from
hard examples, while down-weighting the easy ones. The main
contributions of this paper can be summarized as follows:
• We propose an integrated deep learning based framework,
which couples adversarial training and transfer learning to
jointly address inter-class variation and class imbalance for
the task of skin lesion classification.
• We train a deep convolutional network by iteratively min-
imizing the focal loss function, which assists the model in
learning from hard examples, while down-weighting the
easy ones.
• We show experimentally on a dermatology image analysis
benchmark significant improvements over several baseline
methods for the important task of melanoma detection.
• We show how our method enables visual discovery of
high activations for the regions surrounding the skin lesion,
leading to context based lesion assessment that can reach
an expert dermatologist level.
The rest of this paper is organized as follows. In Section
2, we introduce a two-stage approach for melanoma detection
using conditional image synthesis from benign to malignant in
an effort to mitigate the effect caused by class imbalance, fol-
lowed by training a deep convolutional neural network via iter-
ative minimization of the focal loss function in order to learn
from hard examples. We also discuss in detail the major com-
ponents of our approach, and summarize its main algorithmic
steps. In Section 3, experiments performed on a dermatology
image analysis datasets are presented to demonstrate the effec-
tiveness of the proposed approach in comparison with baseline
methods. Finally, we conclude in Section 4 and point out future
work directions.
2 Method
In this section, we describe the main components and algorith-
mic steps of the proposed approach to melanoma detection.
2.1 Conditional Image Synthesis
In order to tackle the challenging issue of low inter-class vari-
ation in skin lesion datasets [19, 21], we partition the inter-
classes into two domains for conditional image synthesis with
the goal to generate malignant lesions from benign lesions. This
data generation process for the malignant minority class is per-
formed in an effort to mitigate the class imbalance problem, as
it is relatively easy to learn a transformation with given prior
knowledge or conditioning for a narrowly defined task [34, 37].
Also, using unconditional image synthesis to generate data of a
target distribution from noise often leads to artifacts and may
result in training instabilities [41]. In recent years, various
methods based on generative adversarial networks (GANs) have
been used to tackle the conditional image synthesis problem,
but most of them use paired training data for image-to-image
translation [42], which requires the generation of a new im-
age that is a controlled modification of a given image. Due to
the unavailability of datasets consisting of paired examples for
melanoma detection, we use cycle-consistent adversarial net-
works (CycleGAN), a technique that involves the automatic
training of image-to-image translation models without paired
examples [28]. These models are trained in an unsupervised
fashion using a collection of images from the source and tar-
get domains. CycleGAN is a framework for training image-
to-image translation models by learning mapping functions be-
tween two domains using the GAN model architecture in con-
junction with cycle consistency. The idea behind cycle consis-
tency is to ward off the learned mappings between these two
domains from contradicting each other.
Given two image domainsB andM denoting benign and ma-
lignant, respectively, the CycleGAN framework aims to learn
to translate images of one type to another using two generators
GB : B → M and GM : M → B, and two discriminators DM
and DB , as illustrated in Figure 1. The generator GB (resp.
GM ) translates images from benign to malignant (resp. malig-
nant to benign), while the discriminator DM (resp. DB) scores
how real an image of M (resp. B) looks. In other words, these
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discriminator models are used to determine how plausible the
generated images are and update the generator models accord-
ingly. The objective function of CycleGAN is defined as
L(GB , GM , DM , DB) = LGAN (GB , DM , B,M)
+ LGAN (GM , DB ,M,B)
+ λLcyc(GB , GM ),
(1)
which consists of two adversarial loss functions and a cycle con-
sistency loss function regularized by a hyper-parameter λ that
controls the relative importance of these loss functions [28]. The
first adversarial loss is given by
LGAN (GB , DM , B,M) = Em∼pdata(m)[logDM (m)]
+ Eb∼pdata(b)[log(1−DM (GB(b)))],
(2)
where the generator GB tries to generate images GB(b) that
look similar to malignant images, while DM aims to distinguish
between generated samples GB(b) and real samples m. During
the training, as GB generates a malignant lesion, DM verifies
if the translated image is actually a real malignant lesion or a
generated one. The data distributions of benign and malignant
are pdata(b) and pdata(m), respectively. Similarly, the second ad-
versarial loss is given by
LGAN (GM , DB ,M,B) = Eb∼pdata(b)[logDB(b)]
+ Em∼pdata(m)[log(1−DB(GM (m)))],
(3)
where GM takes a malignant image m from M as input, and
tries to generate a realistic image GM (m) in B that tricks the
discriminator DB . Hence, the goal of GM is to generate a be-
nign lesion such that it fools the discriminator DB to label it as
a real benign lesion.
The third loss function is the cycle consistency loss given by
Lcyc(GB , GM ) = Eb∼pdata(b)[‖GM (GB(b))− b‖1]
+ Em∼pdata(m)[‖GB(GM (m))−m‖1],
(4)
which basically quantifies the difference between the input im-
age and the generated one using the `1-norm. The idea of
the cycle consistency loss it to enforce GM (GB(b)) ≈ b and
GB(GM (m)) ≈ m. In other words, the objective of CycleGAN
is to learn two bijective generator mappings by solving the fol-
lowing optimization problem
G∗B , G
∗
M = arg min
GB ,GM
max
DB ,DM
L(GB , GM , DM , DB). (5)
We adopt the U-Net architecture [13] for the generators and
PatchGAN [29] for the discriminators. The U-Net architecture
consists of an encoder subnetwork and decoder subnetwork that
are connected by a bridge section, while PatchGAN is basi-
cally a convolutional neural network classifier that determines
whether an image patch is real or fake.
2.2 Pre-trained Model Architecture
Due to limited training data, it is standard practice to lever-
age deep learning models that were pre-trained on large
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Figure 1: Illustration of the generative adversarial training pro-
cess for unpaired image-to-image translation. Lesions are trans-
lated from benign to malignant and then back to benign to en-
sure cycle consistency in the forward pass. The same procedure
is applied in the backward pass from malignant to benign.
datasets [43]. The proposed melanoma classification model uses
the pre-trained VGG-16 convolutional neural network without
the fully connected (FC) layers, as illustrated in Figure 2. The
VGG-16 network consists of 16 layers with learnable weights:
13 convolutional layers, and 3 fully connected layers [44]. As
shown in Figure 2, the proposed architecture, dubbed VGG-
GAP, consists of five blocks of convolutional layers, followed
by a global average pooling (GAP) layer. Each of the first and
second convolutional blocks is comprised of two convolutional
layers with 64 and 128 filters, respectively. Similarly, each of
the third, fourth and fifth convolutional blocks consists of three
convolutional layers with 256, 512, and 512 filters, respectively.
The GAP layer, which is widely used in classification tasks,
computes the average output of each feature map in the previ-
ous layer and helps minimize overfitting by reducing the total
number of parameters in the model. GAP turns a feature map
into a single number by taking the average of the numbers in
that feature map. Similar to max pooling layers, GAP layers
have no trainable parameters and are used to reduce the spatial
dimensions of a three-dimensional tensor. The GAP layer is fol-
lowed by a single FC layer with a softmax function (i.e. a dense
softmax layer of two units for the binary classification case) that
yields the probabilities of predicted classes.
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Figure 2: VGG-GAP architecture with a GAP layer, followed
by an FC layer that in turn is fed into a softmax layer of two
units.
Since we are addressing a binary classification problem with
imbalanced data, we learn the weights of the VGG-GAP net-
work by minimizing the focal loss function [45] defined as
FL(pt) = −αt(1− pt)γ log(pt), (6)
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where pt and αt are given by
pt =
{
p if y = 1,
1− p otherwise and αt =
{
α if y = 1,
1− α otherwise,
with y ∈ {−1, 1} denoting the ground truth for negative and
positive classes, and p ∈ [0, 1] denoting the model’s predicted
probability for the class with label y = 1. The weight parameter
α ∈ [0, 1] balances the importance of positive and negative la-
beled samples, while the nonnegative tunable focusing parame-
ter γ smoothly adjusts the rate at which easy examples are down-
weighted. Note that when γ = 0, the focal loss function reduces
to the cross-entropy loss. A positive value of the focusing pa-
rameter decreases the relative loss for well-classified examples,
focusing more on hard, misclassified examples.
Intuitively, the focal loss function penalizes hard-to-classify
examples. It basically down-weights the loss for well-classified
examples so that their contribution to the total loss is small even
if their number is large.
2.3 Data Preprocessing and Augmentation
In order to achieve faster convergence, feature standardization
is usually performed, i.e. we rescale the images to have values
between 0 and 1. Given a data matrix X = (x1, . . . ,xn)
ᵀ, the
standardized feature vector is given by
zi =
xi −min(xi)
max(xi)−min(xi) , i = 1, . . . , n, (7)
where xi is the i-th input data point, denoting a row vector. It
is important to note that in our approach, no domain specific
or application specific pre-processing or post-processing is em-
ployed.
On the other hand, data augmentation is usually carried out
on medical datasets to improve performance in classification
tasks [24, 46]. This is often done by creating modified versions
of the input images in a dataset through random transformations,
including horizontal and vertical flip, Gaussian noise, brightness
and zoom augmentation, horizontal and vertical shift, sampling
noise once per pixel, color space conversion, and rotation.
We do not perform on-the-fly data augmentation (random)
during training, as it may add an unnecessary layer of complex-
ity to training and evaluation. When designing our configura-
tions, we first augment the data offline and then we train the
classifier using the augmented data. Also, we do not apply data
augmentation in the proposed two-stage approach, as it would
not give us an insight on which of the two approaches has more
contribution in the performance (data augmentation or image
synthesis?). Hence, we keep these two configurations indepen-
dent from each other.
2.4 Algorithm
The main algorithmic steps of our approach are summarized in
Algorithm 1. The input is a training set consisting of skin lesion
dermoscopic images, along with their associated class labels. In
the first stage, the different classes are grouped together (e.g.
for binary classification, we have two groups), and we resize
each image to 256 × 256 × 3. Then, we balance the inter-class
data samples by performing undersampling. We train Cycle-
GAN to learn a function of the interclass variation between the
two groups, i.e. we learn a transformation between melanoma
and non-melanoma lesions. We apply CycleGAN to the over-
represented class samples in order to synthesize the target class
samples (i.e. under-represented class). After this transformation
is applied, we acquire a balanced dataset, composed of origi-
nal training data and generated data. In the second stage, we
employ the VGG-GAP classifier with the focal loss function.
Finally, we evaluate the trained model on the test set to generate
the predicted class labels.
Algorithm 1 MelaNet classifier
Input: Training set D = {(I1, y1), . . . , (In, yn)} of dermo-
scopic images, where yi is a class label of the input Ii.
Output: Vector yˆ containing predicted class labels.
1: for i = 1 to n do
2: Group each lesion image according to class label.
3: Resize each image to 256× 256× 3.
4: end for
5: Balance the inter-class data samples.
6: Train CycleGAN on unpaired and balanced interclass data.
7: for i = 1 to n do
8: if class label benign then
9: Translate to malignant using the generator network
10: else
11: pass
12: end if
13: end for
14: Merge synthetic under-represented class outputs and origi-
nal training set.
15: Shuffle.
16: Train VGG-GAP on the balanced training set
17: Evaluate the model on the test set and generate predicted
class labels.
3 Experiments
In this section, extensive experiments are conducted to evaluate
the performance of the proposed two-stage approach on a stan-
dard benchmark dataset for skin lesion analysis.
Dataset. The effectiveness of MelaNet is evaluated on the
ISIC-2016 dataset, a publicly accessible dermatology image
analysis benchmark challenge for skin lesion analysis towards
melanoma detection [47], which leverages annotated skin le-
sion images from the International Skin Imaging Collaboration
(ISIC) archive. The dataset contains a representative mix of im-
ages of both malignant and benign skin lesions, which were ran-
domly partitioned into training and test sets, with 900 images
in the training set and 379 images in the test set, respectively.
These images consist of different types of textures in both back-
ground and foreground, and also have poor contrast, making the
task of melanoma detection a challenging problem. It is also
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noteworthy to mention that in the training set, there are 727 be-
nign cases and only 173 malignant cases, resulting in an inter-
class ratio of 1:4. Sample benign and malignant images from
the ISIC-2016 dataset are depicted in Figure 3, which shows
that both categories have a high visual similarity, making the
task of melanoma detection quite arduous. Note that there is a
high intra-class variation among the malignant samples. These
variations include color, texture and shape. On the other hand,
it is important to point out that benign samples are not visu-
ally very different, and hence they exhibit low inter-class varia-
tion. Furthermore, there are artifacts present in the images such
as ruler markers and fine hair, which cause occlusions. Notice
that most malignant images show more diffuse boundaries ow-
ing to the possibility that before image acquisition, the patient
was already diagnosed with melanoma and the medical person-
nel acquired the dermoscopic images at a deeper level in order
to better differentiate between the benign and malignant classes.
Figure 3: Sample malignant and benign images from the ISIC-
2016 dataset. Notice a high intra-class variation among the ma-
lignant samples (left), while benign samples (right) are not vi-
sually very different.
The histogram of the training data is displayed in Figure 4,
showing the class imbalance problem, where the number of im-
ages belonging to the minority class (“malignant”) is far smaller
than the number of the images belonging to the majority class
(“benign”). Also, the number of benign and malignant cases in
the test set are 304 and 75, respectively, with an inter-class ratio
of 1:4.
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Figure 4: Histogram of the ISIC-2016 training set, showing the
class imbalance between malignant and benign cases.
Since the images in the ISIC-2016 dataset are of varying
sizes, we resize them to 256×256 pixels after applying padding
to make them square in order to retain the original aspect ratio.
Training Procedure. Since we are tackling a binary classi-
fication problem with imbalanced data, we use the focal loss
function for the training of the VGG-GAP model. The focal
loss is designed to address class imbalance problem by down-
weighting easy examples, and focusing more on training the
hard examples. Fine-tuning is essentially performed through
re-training the whole VGG-GAP network by iteratively mini-
mizing the focal loss function.
Baseline methods. We compare the proposed MelaNet ap-
proach against VGG-GAP, VGG-GAP + Augment-5x, and
VGG-GAP + Augment-10x. The VGG-GAP network is trained
on the original training set, which consists of 900 samples. The
VGG-GAP + Augment-5x model uses the same VGG-GAP ar-
chitecture, but is trained on an augmented dataset composed of
5400 training samples, i.e. we increase the training set 5 times
from 900 to 5400 samples using image augmentation. Simi-
larly, the VGG-GAP + Augment-10x network is trained on an
augmented set of 99000 training samples (i.e. 10 times the orig-
inal set). We also ran experiments with augmented training sets
higher than 10x the original one, but we did not observe im-
proved performance as the network tends to learn redundant rep-
resentations.
Implementation details. All experiments are carried out on
a Linux server with 2x Intel Xeon E5-2650 V4 Broadwell @
2.2GHz, 256 GB RAM, 4x NVIDIA P100 Pascal (12G HBM2
memory) GPU cards. The algorithms are implemented in Keras
with TensorFlow backend.
We train CycleGAN for 500 epochs using Adam opti-
mizer [48] with learning rate 0.0002 and batch size 1. We set
the regularization parameter λ to 10. The VGG-GAP classi-
fier, on the other hand, is trained using Adadelta optimizer [49]
with learning rate 0.001 and mini-batch 16. A factor of 0.1 is
used to reduce the learning rate once the loss stagnates. For the
VGG-GAP model, we set the focal loss parameters to α = 0.25
and γ = 2, meaning that αt = 0.25 for positive labeled sam-
ples, and αt = 0.75 for negative labeled samples. Training
of VGG-GAP is continued on all network layers until the fo-
cal loss stops improving, and then the best weights are retained.
For fair comparison, use used the same set of hyper-parameters
for VGG-GAP and baseline methods. We choose Adadelta as
an optimizer due to its robustness to noisy gradient information
and minimal computational overhead.
3.1 Results
The effectiveness of the proposed classifier is assessed by con-
ducting a comprehensive comparison with the baseline methods
using several performance evaluation metrics [18, 19, 50], in-
cluding the receiver operating characteristic (ROC) curve, sen-
sitivity, and the area under the ROC curve (AUC). Sensitivity is
defined as the percentage of positive instances correctly classi-
fied, i.e.
Sensitivity =
TP
TP + FN
, (8)
where TP, FP, TN and FN denote true positives, false positives,
true negatives and false negatives, respectively. TP is the num-
ber of correctly predicted malignant lesions, while TN is the
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number of correctly predicted benign lesions. A classifier that
reduces FN (ruling cancer out in cases that do have it) and FP
(wrongly diagnosing cancer where there is none) indicates a bet-
ter performance. Sensitivity, also known as recall or true posi-
tive rate (TPR), indicates how often a classifier misses a positive
prediction. It is one of the most common measures to evaluate
a classifier in medical image classification tasks [51]. We use a
threshold of 0.5.
Another common metric is AUC that summarizes the infor-
mation contained in the ROC curve, which plots TPR versus
FPR = FP/(FP+ TN), the false positive rate, at various thresh-
olds. Larger AUC values indicate better performance at distin-
guishing between melonoma and non-melanoma images. It is
worth pointing out that the accuracy metric is not used in this
study, as it provides no interpretable information and may lead
to a false sense of superiority of classifying the majority class.
The performance comparison results of MelaNet and the
baseline methods using AUC, FN and Sensitivity are depicted in
Figure 5. We observe that our approach outperforms the base-
lines, achieving an AUC of 81.18% and a sensitivity of 91.76%
with performance improvements of 2.1% and 7.3% over the
VGG-GAP baseline. Interestingly, MelaNet yields the lowest
number of false negatives, which were reduced by more than
50% compared to the baseline methods, meaning it picked up on
malignant cases that the baselines had missed. In other words,
MelaNet caught instances of melanoma that would have oth-
erwise gone undetected. This is a significant performance in
the potential for early melanoma detection, albeit MelaNet was
trained on only 1627 samples composed of 900 images from the
original dataset and 727 synthesized images (benign and malig-
nant) obtained via generative adversarial training.
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Figure 5: Classification performance of MelaNet and the base-
line methods using AUC, FN and Sensitivity as evaluation met-
rics on the ISIC-2016 test set.
Figure 6 displays the ROC curve, which shows the better
performance of our proposed MelaNet approach compared to
the baseline methods. Each point on ROC represents different
trade-off between false positives and false negatives. An ROC
curve that is closer to the upper right indicates a better perfor-
mance (TPR is higher than FPR). Even though during the early
and last stages, the ROC curve of MelaNet seems to fluctuate at
certain points, the overall performance is much higher than the
baselines, as indicated by the AUC value. This better perfor-
mance demonstrates that the conditional image synthesis proce-
dure plays a crucial role and enables our model to learn effective
representations, while mitigating data scarcity and class imbal-
ance.
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Figure 6: ROC curves for MelaNet and baseline methods, along
with the corresponding AUC values.
We also compare MelaNet to two other standard baseline
methods [18, 19]. The top evaluation results on the ISIC-2016
dataset to classify images as either being benign or malignant
are reported in [18]. The method presented in [19] is also a
two-stage approach consisting of a fully convolutional residual
network for skin lesion segmentation, followed by a very deep
residual network for skin lesion classification. The classification
results are displayed in Table 1, which shows that the proposed
approach achieves significantly better results than the baseline
methods.
Feature visualization and analysis. Understanding and inter-
preting the predictions made by a deep learning model provides
valuabe insights into the input data and the features learned by
the model so that the results can be easily understood by hu-
man experts. In order to visually explain the decisions made by
the proposed classifier and baseline methods, we use gradient-
weighted class activation map (Grad-CAM) [52] to generate the
saliency maps that highlight the most influential features affect-
ing the predictions. Since convolutional feature maps retain
spatial information and each pixel of the feature map indicates
whether the corresponding visual pattern exists in its receptive
field, the output from the last convolutional layer of the VGG-16
network shows the discriminative region of the image.
The class activation maps displayed in Figure 7 show that
even though the baseline methods demonstrate high activations
for the region consisting of the lesion, they still fail to correctly
classify the dermoscopic image. For our proposed MelaNet ap-
proach, we observe that the area surrounding the skin lesion is
highly activated. Notice that most of the borders of the whole
input image are highlighted, due largely to the fact the classi-
fiers are not looking at the regions of interest, and hence result
in misclassification.
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Table 1: Classification evaluation results of MelaNet and baseline methods. Boldface numbers indicate the best performance.
Performance Measures
Method AUC (%) Sensitivity (%) FN
Gutman et al. [18] 80.40 50.70 –
Yu et al. [19] (without segmentation) 78.20 42.70 –
Yu et al. [19] (with segmentation) 78.30 54.70 –
VGG-GAP 79.08 84.46 55
VGG-GAP + Augment-5x (ours) 78.81 85.34 51
VGG-GAP + Augment-10x (ours) 79.56 86.09 47
MelaNet (ours) 81.18 91.76 22
We can also see in Figure 8 that while the proposed approach
shows similar visual patterns as the baselines when correctly
classifying the input image, it, however, outputs high activa-
tions for the regions surrounding the skin lesion in many cases.
These regions consist of shapes and edges. Hence, our approach
not only focus on the skin lesion, but also captures its context,
which helps in the final detection. This context-based approach
is commonly used by expert dermatologists [51]. This observa-
tion is of great significance, and further shows the effectiveness
of our approach.
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Figure 7: Grad-CAM heat maps for the misclassified malignant
cases by MelaNet and baseline methods.
In order to get a clear understanding of the data distribu-
tion, the learned features from both the original training set and
the balanced dataset (i.e. with the additional synthesized data
using adversarial training) are visualized using Uniform Man-
ifold Approximation and Projection for Dimension Reduction
(UMAP) [53], which is a dimensionality reduction technique
that is particularly well-suited for embedding high-dimensional
data into a two- or three-dimensional space. The UMAP embed-
dings shown in Figure 9 were generated by running the UMAP
algorithm on the original training set with 900 samples (benign
and malignant) and the balanced dataset consisting of 1627 sam-
ples (benign and malignant).
From Figure 9 (left), it is evident that the inter-class variation
is significantly small due in large part to the very high visual
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Figure 8: Grad-CAM heat maps for the correctly classified ma-
lignant cases by MelaNet and baseline methods.
similarity between malignant and benign skin lesions. Hence,
the task of learning a decision boundary between the two cate-
gories is challenging. We can also see that the synthesized sam-
ples (malignant lesions shown in green) lie very close to the
original data distribution. It is important to note that the out-
liers present in the dataset are not due to the image synthesis
procedure, but this is rather a characteristic present in the origi-
nal training set. Therefore, the synthetically generated data are
representative of the original under-represented class (i.e. ma-
lignant skin lesions).
Discussion. With a training set consisting of only 1627 im-
ages, our proposed MelaNet approach is able to achieve im-
proved performance. This better performance is largely due to
the fact that by leveraging the inter-class variation in medical
images, the mapping between the source and target distribution
for conditional image synthesis can be easily learned. More-
over, it is much easier to generate target images given prior in-
formation, rather than generating from noise which often results
in training instability and artifacts [50]. It is important to note
that even though image-to-image translation schemes are con-
sidered to hallucinate images by adding or removing image fea-
tures [40], we showed that in our scheme the partition of the
inter-classes does not result in a bias or unwanted feature hal-
7
Figure 9: Two-dimensional UMAP embeddings using the origi-
nal ISIC-2016 training set (left) consisting of 900 samples (be-
nign shown in blue and malignant in orange) and with additional
synthesized malignant data samples (shown in green) consisting
of a total 1627 samples (right).
lucination. Figure 10 shows the benign lesions sampled from
the ISIC-2016 training set, which are translated to malignant
samples using MelaNet. As can be seen, the benign and the cor-
responding synthesized malignant images have a high degree of
visual similarity. This is largely due to the nature of the dataset,
which is known to have a low inter-class variation.
In the synthetic minority over-sampling technique (SMOTE),
when drawing random observations from its k-nearest neigh-
bors, it is possible that a “border point” or an observation very
close to the decision boundary may be selected, resulting in
synthetically-generated observations lying too close to the de-
cision boundary, and as a result the performance of the classifier
may be degraded. The advantage of our approach over SMOTE
is that we learn a transformation between a source and a tar-
get domain by solving an optimization problem in order to de-
termine two bijective mappings. This enables the generator to
synthesize observations, which help improve the classification
performance while learning the transformation/decision bound-
ary.
  Benign Malignant
Figure 10: Sample benign images from the ISIC-2016 dataset
that are translated to malignant images using the proposed ap-
proach. Notice that the synthesized images display a reasonably
good visual quality.
In order to gain a deeper insight on the performance of the
proposed approach, we sample all the original benign lesions
and a subset of the synthesized malignant lesions, consisting of
727 and 10 samples, respectively. For the benign group of im-
ages, the proposed MelaNet model yields a sensitivity score of
89%, with 77 misclassified images. By contrast, a 100% sensi-
tivity score is obtained when performing predictions on the syn-
thesized malignant group of images. In addition, the F-score
values for MelaNet on the benign and synthesized malignant
groups are 94% and 21%, respectively.
4 Conclusion
In this paper, we proposed a two-stage framework for melanoma
detection. The first stage addresses the problem of data scarcity
and class imbalance by formulating inter-class variation as con-
ditional image synthesis for over-sampling in order to synthe-
size under-represented class samples (e.g. melanoma from non-
melanoma lesions). The newly synthesized samples are then
used as additional data to train a deep convolutional neural
network by minimizing the focal loss function, which assists
the classifier in learning from hard examples. We demonstrate
through extensive experiments that the proposed MelaNet ap-
proach improves sensitivity by a margin of 13.10% and the AUC
by 0.78% from only 1627 dermoscopy images compared to the
baseline methods on the ISIC-2016 dataset. For future work di-
rections, we plan to address the multi-class classification prob-
lem, which requires an independent generative model for each
domain, leading to prohibitive computational overhead for ad-
versarial training. We also intend to apply our method to other
medical imaging modalities.
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