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In this thesis we will focus on different algorithms for solving the Partition
Problem. First, we will explain what the Partition Problem is and why it
has been causing so many difficulties even in its simplest form. Then we
will focus on different methods and algorithms for solving this problem that
were published in the last few decades. We will explain their underlying
ideas, positive and negative properties, asymptotic time complexities, and
their actual speed. We will also present an algorithm that is based on our
own ideas. All the algorithms will be experimentally evaluated on a set of
problem instances. The goal of this work is not to find the best algorithm
for the problem of partitioning, but rather to explain various algorithms for
solving it, emphasize their positive and negative sides, thus allowing the user
to pick the most appropriate algorithm for the scenario/problem instance at
hand.





V delu se bomo osredotocˇili na razne algoritme za resˇevanje problema razdel-
itve. Najprej bomo pojasili, kaj je problem razdelitve in zakaj je v preteklosti
povzrocˇil - celo v svoji najenostavnejˇsi razlicˇici - toliko preglavic. Nato se
bomo posvetili raznim metodam in algoritmom za resˇevanje tega problema,
ki so bili objavljeni v zadnjem desetletju. Razlozˇili bomo njihove zamisli,
prednosti in slabosti, njihove asimptoticˇne cˇasovne zahtevnosti in dejanske
hitrosti. Predstavili bomo tudi algoritem, ki smo ga zasnovali sami. Vse
algoritme bomo eksperimentalno ovrednotili, na mnozˇici primerov problema.
Cilj nasˇega dela ni poiskati najboljˇsi algoritem za problem razdelitve, pacˇ
pa razlozˇiti delovanje taksˇnih algoritmov, izpostaviti njihove prednosti in
slabosti, in tako omogocˇiti uporabniku, da izbere tistega, ki je za resˇitev
njegove situacije/primera problema, najprimernejˇsi.





V programskem svetu se vsak srecˇujemo z nesˇtetimi problemi. Manjˇsi del, a
sˇe vedno pomemben del programiranja predstavljajo funkcije in algoritmi.
Algoritme si lahko razlicˇno razlagamo glede na porabo cˇasa in prostora,
zaradi cˇesar jih tudi obstaja tako veliko. Nekateri so hitrejˇsi, vendar za-
htevajo veliko prostora. Drugi so morda hitrejˇsi, vendar lahko prinesejo pri-
blizˇne rezultate. Ko se odlocˇimo za vrsto algoritma, ki nam najbolj ustreza,
poskusˇamo oblikovati taksˇnega, ki ustreza nasˇim kriterijem in omejitvam,
hkrati pa je cˇim hitrejˇsi, pri tem pa tudi prostorsko cˇim manj potraten.
Pogosta tezˇava, s katero se pogosto srecˇujemo v vsakdanjem zˇivljenju je
kako stvari deliti na enake dele, pa naj bo to delitev delovne obremenitve za
projekt, poraba cˇasa za razlicˇne dejavnosti ali nekaj tako preprostega, kot je
delitev cˇokolade med prijatelji. Ti primeri se morda zdijo preprosti, toda kaj
se zgodi, ko imamo na stotine ali tisocˇe kosov, ki jih je treba enakopravno
razdeliti na vecˇ krajev?
Programerji obicˇajno delajo na tezˇavah, ki se pojavljajo v vsakdanjem
zˇivljenju in jih skusˇajo resˇiti z ustreznimi algoritmi. Na srecˇo obstajajo
algoritmi, ki resˇujejo vecˇino teh problemov.
Eden izmed takih problemov je tudi problem razdelitve, v diplomskem
delu pa se bomo osredotocˇili na razlicˇne algoritme za njegovo resˇevanje. V
uvodu se bomo spoznali s problemom participacije. Pri tem zˇelimo ugotoviti,
zakaj je problem particije preprost po svoji naravi, zmedel veliko programer-
jev glede prostorske in cˇasovne zahtevnosti, pri tem pa tudi razumeti, kateri
so kljucˇni koraki pri resˇevanju tovrstnih problemov. Govorili bomo o tem,
kaj me je motiviralo, da sem izbral ta algoritem in zakaj sem se odlocˇil za
analizo njegovih resˇitev. Nato sledi pregled tezˇav s razdelitvijo in razlaga,
zakaj participacija povzrocˇa toliko tezˇav tudi v svoji najpreprostejˇsi obliki.
Kasneje se bomo osredotocˇili tudi na razlicˇne metode in algoritme za
resˇevanje tega problema, ki so bili objavljeni v zadnjih nekaj desetletjih. Po-
jasnili bomo njihove osnovne ideje, prednosti in slabosti, asimptotske cˇasovne
zapletenosti in njihovo dejansko hitrosti. Algoritem, ki ga bomo preucˇili, je:
1. Brute-force
2. Horowitz in Sahni
3. Schroeppel in Shamir
4. Pohlepna Hevristicˇna Razdelitva
5. Hevristicˇni Karmarkar-Karp
6. Popolni Pohlepni Algoritem
7. Popolni Karmarkar-Karp
8. Algoritem Iskanja po Globini
9. Izboljˇsano Iskanje z Omejen Odstop
Zavedamo se, da so se algoritmi za resˇevanje problema razdelitve v zadnjih
letih zˇe zelo izboljˇsali. Na koncu pa sledi sˇe nasˇa implementacija algoritma,
ki resˇuje problem razdelitve, ki preucˇuje vse druge, najbolj optimalne al-
goritme. Ugotoviti zˇelimo, katere so najboljˇse prakse in kaksˇne so njihove
tezˇave. Glede na ugotovljeno bomo poskusili implementirati algoritem, ki bo
vkljucˇeval najboljˇse prakse, s cˇimer pa bo nastal novejˇsi in sˇe optimalnejˇsi
algoritem. Vsi algoritmi bodo ocenjeni na naboru testnih primerov. Cilj
tega dela ni najti najboljˇsi algoritem za problem razdelitve, temvecˇ razlozˇiti
razlicˇne algoritme, poudariti njihove pozitivne in negativne lastnosti in tako
uporabniku omogocˇiti, da izbere najustreznejˇsi algoritem, ki ga potrebuje za
resˇevanje v specificˇni situaciji.
Vcˇasih si ne predstavljamo koliko dela in cˇasa je potrebno za resˇitev tudi
najmanjˇsih vsakdanjih tezˇav. Da bi razumeli, kako se tezˇava resˇuje, moramo
natancˇno ugotoviti, koliko cˇasa in truda programerji porabijo za vsak manjˇsi
del pri resˇevanju tezˇave. V nalogi bomo opravili tudi analizo, s pomocˇjo
katere bo mozˇno razbrati dosedanji napredek algoritmov za resˇevanje prob-
lema razdelitve in potreben cˇas, ki so ga razlicˇni programerji vlozˇili v razvoj
preprostejˇsih algoritmov. Z analizo bomo tudi predstavili koliko virov je
potrebnih za resˇevanje teh tezˇkih problemov. Pri tem bomo potrebovali pre-
prost problem, ki zahteva veliko sredstev za dejansko obdelavo.




Every day we are faced with countless problems in the programming world.
A smaller, but definitely a significant part of programming are functions and
algorithms. An algorithm can be interpreted differently in terms of time and
space consumption. This is why there are so many algorithms. Some are
faster, but require a lot of space. Others may be faster, but might return
approximate results. When we decide on the kind of algorithm that suits
us best, we try to design one that meets our criteria and restrictions, while
simultaneously being the fastest and least space consuming.
A common problem that we often face in everyday life is how to divide
something equally, whether that is dividing workload for a project, our time
throughout the day for various activities, or something as simple as a choco-
late bar between friends. These examples might seem easy, but what happens
when we have hundreds or thousands of pieces that need to be divided equally
in multiple places?
Programmers usually work on problems that occur in everyday life and try
to solve them with appropriate algorithms. Fortunately, there are algorithms






Programming has progressed a lot in the past few decades. New, complicated
problems surface every day. Programmers are trying to solve these problems
with researching and creating new algorithms by using different approaches
or by simply improving already existing approaches. When we talk about
improvement of an algorithm, we usually have time and space in mind.
At times we do not understand how much work is required to solve even
the smallest problem instances that we are faced with today. In order to
understand how a difficult problem is solved, we must figure out exactly
how much time and effort programmers spend for each smaller part of the
problem. I decided to go a few years back and see the progress and work
that different programmers invested in the development of simpler algorithms
hoping that they would give a glimpse of how many resources are required
to solve those difficult problems. For this I needed a simple problem that
requires a lot of processing resources to be solved. The Partition Problem
entered here.
I want to figure out why the Partition Problem, so simple in its nature,
has confused so many programmers when it comes to its space efficiency and






In computer science, the Partition Problem is the problem of dividing an
array of positive integers into two subarrays with equal sums. The Parti-
tion Problem is referred to as ”the easiest hard problem” because it is, in
addition to being NP-complete, solvable with a pseudo-polynomial (dynamic
programming) algorithm (”pseudo-polynomial” means that its running time
is a polynomial in the numeric values in the input and ”dynamic program-




Figure 3.1: Visual Representation of the Partition Problem.
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Looking at the restrictions of the Partition Problem not every array with
positive integers can be partitioned. Any array S ∈ N to be divided into
the two subarrays S1 and S2 must meet a certain criteria for the Partition
Problem:
1. The array S cannot have a sum equal to 0:∑
si∈S
si 6= 0
2. The array S has to have more than 1 element:
|S| > 1
3. The sum of the array S must be divisible by 2:∑
si∈S
si ∈ 2N
We also have to note that these are necessary conditions for the solvability
of the Partition Problem. Once we have fulfilled these conditions, we know
that the array can be partitioned. The rules below have to be followed to
make sure the array has been partitioned correctly:
1. The two subarrays S1 and S2 contain all of the members included in
the array S:
S1 ∪ S2 = S
2. The two subarrays S1 and S2 are disjoint:
S1 ∩ S2 = ∅







But as you may have noticed, even if we follow these conditions we are
not guaranteed a desired solution to the Partition Problem. Sometimes,
the numbers just cannot be divided into two equal subarrays, for example
the array [1,8,3,2]. This is called the ”optimized version” of the Partition




Figure 3.2: Visual Representation of the Optimized Partition Problem.
The conditions for the optimized version of the Partition Problem are
slightly different than the ones for the perfect partition. Here, we do not
require the array S to be divisible by 2 because we are not looking for the
perfect partition of S, but rather the closest solution:
1. The array cannot have a sum equal to 0:∑
si∈S
si 6= 0
2. The array has to have more than 1 element:
|S| > 0
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After the algorithm finishes with partitioning, we still have to check
whether or not its partition is closest to equality between the two arrays.
For this we change one of the rules below:
1. The two subarrays S1 and S2 contain all of the members included in
the array S:
S1 ∪ S2 = S
2. The two subarrays S1 and S2 do not contain the same element:
S1 ∩ S2 = ∅
3. Since this version is the optimized version of the Partition Problem, we
still need a cost function, say c(S1, S2), where:







Now that we have a basic understanding of what the Partition Problem
requires, we can dive into its specifics, understand the problems that each




In this thesis I will be working with different algorithms for the Partition
Problem. Analyzing and explaining is a big part of the thesis. Each al-
gorithm that dates a few decades back from the writing of this thesis, will
be thoroughly studied. Some will be more complicated than others. I will
explain them, how each is designed and why each operates the way it does.
I believe that this is the first step towards understanding which algorithm
best suits each situation and specification.
Once we have understood the algorithms, I will analyze and test their
speed. For this I will provide a series of tests that will be of different sizes
and types of integers. With these tests I will know which algorithm partitions
faster or slower in each situation. Looking solely at the speed, some might
be faster in smaller test cases, but lack when it comes to huge arrays of more
than 10.000 numbers.
Another point to be considered is the size of memory each algorithm
requires to be able to finish its task. Some algorithms, even though they
might be a bit faster, require a lot of space which some machinery might not
be able to provide. On the other hand, some machines do not mind the size
as long as the algorithm finishes the task as quickly as possible and moves
on to the next process.
The third and by far most important part is how time and space fit
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together. Previously, we talked about solely looking at the speed each algo-
rithm works at and the space each of them require, but in real life situations
we cannot be looking at them individually. We all know that we would like
the fastest algorithm, but not every process can afford the huge memory size,
in which case we have to resort to a slower algorithm. After that we have to
ask, how slow can we afford the algorithm be?
All of these concerns will be addressed and compared in the following
chapters for which we will have a final overview of all of them. In the end,
we will try to see where the algorithm I propose fits relative to the others,
to give a glimpse of how hard it is to actually try and find a less time and




The slowest, most inefficient algorithm as every programmer knows, is no
other than the brute-force algorithm. This algorithm checks every possible
outcome, every possible combination of arrays and goes through all of the
results that can be obtained from partitioning an array. Because of this,
the algorithm is the most time consuming with a time complexity of O(2n).
Using brute-force on the array S = [1, 2, 3], these solutions are obtained:
S1 = [1, 2, 3] S2 = [ ] ;
S1 = [1, 2] S2 = [3] ;
S1 = [1, 3] S2 = [2] ;
S1 = [1] S2 = [2, 3] ;
S1 = [2, 3] S2 = [1] ;
S1 = [2] S2 = [1, 3] ;
S1 = [3, 1] S2 = [2] ;
S1 = [ ] S2 = [1, 2, 3] ;
Even the simplest of problems turns out to be complex when using the
brute-force method. Had we added just a few more numbers to the array S
we would have obtained a large number of partitions which have the same
result, multiple possible solutions which would take a lot of time to compute.
11
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5.2 Horowitz and Sahni
A dramatic improvement in time complexity was the result of Horowitz and
Sahni [3], who together created an algorithm, simple in nature, yet very
effective. Although this algorithm is faster, it comes with a price, which
is paid by higher space complexity. I find this algorithm quite fascinating,
because it is not focused on each number of the array we have to partition,
but rather, calculates the result.
In order to partition an array using this algorithm, we need to know the
number of elements in the array. We divide them randomly in two arrays
that have the same or almost the same cardinality, depending on the given
array. We then calculate the sum of each combination of numbers in each
of the arrays and sort these sums in ascending order. Now that we have
two arrays of all the sums of each combination, we place two pointers. The
first pointer points to the leftmost sum of the first array of numbers which
is always ”0”. The second pointer points to the rightmost sum of the second
array, which is the largest sum of the array. The first pointer can only move
to the right, from lowest to highest, while the second pointer moves in the
opposite direction, from highest to lowest. Which pointer moves at a given




Now, because we are partitioning an array of numbers that must have equal
sums, we know that the goal would be equal to the sum of all the numbers
divided by two. Once we have our goal, we can start moving the pointers.
The leftmost pointer moves right only when the sum of both pointers is
smaller than the goal, while the rightmost pointer moves left only when the
sum of both pointers is larger than the goal. The two sums will at some
point be equal to our goal. Once we have that, we just take the numbers
from which the two sums were calculated. This is our first partitioned array.
The rest of the numbers make up the second partition array.
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5.2.1 Example
If we look at the array S = [2, 3, 4, 5, 6], we notice there are n = 5 elements.
Using Horowitz and Sahni’s algorithm [3] we pursue the following steps in
order to partition the array:
1. We divide the elements in two almost equal arrays G1 = [2, 3, 4] and
G2 = [5, 6].







3. We calculate the sum of every combination of numbers within each
array: C1 = [0, 2, 3, 4, 5, 6, 7, 9] and C2 = [0, 5, 6, 11]
4. We add the pointers and start calculating. At first p1 = 0 and p2 = 11.
Their sum is p1 + p2 = 11, which is greater than our goal: 11 > goal,
which means we move the right cursor to p2 = 6. Now their sum is
6 < goal. This means that we move the left cursor. Next is p1 = 2,
then p1 = 3 in which case we still move the left cursor. Finally, when
p1 = 4 and p2 = 6, we have reached our goal 10 = goal.
[0,2,3,4,5,6,7,9]     [0,5,6,11]
[0,2,3,4,5,6,7,9]     [0,5,6,11]
[0,2,3,4,5,6,7,9]     [0,5,6,11]
[0,2,3,4,5,6,7,9]     [0,5,6,11]
[0,2,3,4,5,6,7,9]     [0,5,6,11]
Figure 5.1: Visual Representation of Pointer Calculation.
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5. We then take the elements that made the sums of the two pointers and
make our first partitioned array S1 = [4, 6]. The second array consists
of the remaining numbers S2 = [2, 3, 5].
5.2.2 Pseudocode
S = [S1,S2] // divide S in 2 equal arrays S1 and S2.
goal = sum(S) / 2
S1sums = ascending(combinationSums(S1, 0, S1.length, 0))
S2sums = ascending(combinationSums(S2, 0, S2.length, 0))
pointerPartition(S1sums, S2sums, goal,
0, S2sums.length - 1)
combinationSums(S, i, n, sum)
IF i == n THEN RETURN Ssums.addElement(sum) END IF
combinationSums(S, i + 1, n, sum + S[i])
combinationSums(S, i + 1, n, sum)
pointerPartition(S1sums, S2sums, goal, pointer1, pointer2)
sum = S1sums(pointer1) + S2sums(pointer2)
IF sum == goal THEN RETURN //first array END IF
ELSE IF sum < goal THEN
pointerPartition(S1sums, S2sums, goal,
pointer1 + 1, pointer2)
ELSE
pointerPartition(S1sums, S2sums, goal,
pointer1, pointer2 - 1)
END IF
5.2.3 Time and Space Complexity
Generating the sum of each list has time complexity O(2n/2). This is because
each list has n/2 elements. Once we go through rearranging the sums the
time complexity has reached O(n2n/2). If we were to generate the list of
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sums in ascending order, we would get time complexity O(2n/2).
The problem with this algorithm is that its space complexity is O(2n/2),
which is a lot considering the array can have many elements ready to be
partitioned. Nevertheless, time complexity has been improved from O(2n)
to O(2n/2), which is quite important.
5.3 Schroeppel and Shamir
The Schroeppel and Shamir algorithm [7] had a similar approach to the
Horowitz and Sahni algorithm [3]. Here, instead of two arrays, we divide
the array in four equal arrays. We will designate these arrays A,B,C and
D. First, we want to calculate the sums of each combination of elements
within each of the four arrays, similarly as before. When we look at the four
arrays we will be looking at arrays A,B and C,D separately. The sums of
the arrays A and B will be written as pairs (a, b), where a ∈ A and b ∈ B.
The difference between the two algorithms is that we must follow the rule
a + bi 6 a + bj
if and only if
bi 6 bj
where a is each element in our array A. We start making pairs with each
sum a and the smallest sum b. On the first element b1, all the values will
be saved, because each value of a will be larger than the one before and b1
remains the same. From that point we have to be careful that the sum a+ bi
is larger than the previous sum. If this condition is not met and the sum is
smaller, we do not use that pair and the algorithm loops to the next pair.
This way, many sums that are repeating will be discarded and what we will
be left with is a smaller number of sums. Once we have all pairs calculated,
we move on to the next two arrays C and D. Here we do the same and
what we are left with are two arrays of sums, calculated by adding each pair,
in ascending order. We move on to adding two pointers (as we did in the
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Horowitz and Sahni algorithm [3]) and using the same rules we find our goal,
calculate which numbers equal the goal found and create our first partitioned
array with the elements that make up the sums.
5.3.1 Example
In order to explain this algorithm in practice we will use the array S =
[1, 2, 3, 4, 5, 6, 7, 8]. Following the steps above we can start partitioning the
array:
1. We divide the elements in four equal arrays A = [1, 2] ; B = [3, 4] ;
C = [5, 6] ; D = [7, 8].







3. We calculate the sum of every combination of elements in all of the
arrays: A = [0, 1, 2, 3], B = [0, 3, 4, 7], C = [0, 5, 6, 11] and D =
[0, 7, 8, 15]
4. At first we start calculating each pair, where we take all the elements
from the array A and the first element from the array B: (0, 0) = 0,
(1, 0) = 1, (2, 0) = 2, (3, 0) = 3. Now we have to calculate the next
pairs a and b2 with respect to the rule mentioned above. The last pair
had a sum of 3. The rule states that the next pair should be larger than
3. We start with the pair (0, 3), which has a sum of 3, and because it
is the same result, we skip it. The next pair is (1, 3), which has a sum
of 4, and is our new largest sum. We continue the same steps for the
rest of the pairs. The arrays C and D are calculated in the same way.
5. After we have calculated all the sums, we put pointers on each end,
just as we did in the Horowitz and Sahni algorithm [3], where the left
pointer is at the leftmost sum of the first array and the right pointer is
at the rightmost sum of the second array.
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6. Finally, once we have reached a sum equal to the goal, we take the ele-
ments that make up the sum and put them in the array S1 = [1, 2, 7, 8]
and the others in the array S2 = [3, 4, 5, 6], which are our partition of
the given array.
A=[0,1,2,3]       B=[0,3,4,7]
(0,0) (1,0) (2,0) (3,0)
(0,0) (1,0) (2,0) (3,0) (0,3)
(0,0) (1,0) (2,0) (3,0) (0,3)
(0,0) (1,0) (2,0) (3,0) (1,3)
Figure 5.2: Visual Representation of the Algorithm’s Calculation.
5.3.2 Pseudocode
S = [A,B,C,D] // divide S in 4 equal arrays A, B, C, D.
goal = sum(S) / 2
Asums = ascending(combinationSums(A, 0, A.length, 0))
// calculate as above for Bsums, Csums, Dsums
// same function as in Horowitz and Sahni
S1sums = pairs(Asums, Bsums, -1)
S2sums = pairs(Csums, Dsums, -1)
pointerPartition(S1sums, S2sums, goal,
0, S2sums.length - 1)
// same function as in Horowitz and Sahni
pairs(Asums, Bsums, maxSum)
FOR i < Bsums.length
FOR j < Asums.length
IF Asums(j) + Bsums(i) > maxSum THEN
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5.3.3 Time and Space Complexity
As you may have noticed the difference between the two algorithms is min-
imal and the time complexity remains O(2n/2). This is because we use the
pointers in the exact same way. So why split the solution in four arrays
instead of two when we get the same time complexity? The answer is space
complexity. In our example and the explanation of the algorithm, there were
parts where some sums were discarded. We discarded the sums with our rule.
It decreases the number of sums needed to be stored and checked, which in
turn decreases space complexity from O(2n/2) in Horowitz and Sahni’s algo-
rithm [3] to O(2n/4) in this algorithm [7].
5.4 Greedy Heuristic Partition
The Greedy Heuristic Partition algorithm would ideally work with an array
of numbers which are given in descending order. We should have two arrays
which store our partitioned elements. Each element of the array should be
stored in the array with the smaller sum until we pass all the elements.
However, this algorithm does not work well with the Partition Problem
because we usually get an incorrect partition, close to our goal. It should
not be used if an equal partition is required.
5.4.1 Example
If we take the array S = [7, 6, 5, 4, 3, 2, 1] for example, and the arrays S1 = [ ]
and S2 = [ ] with two variables sum1 = 0 and sum2 = 0 to track the sums
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of both arrays, using the Greedy Heuristic Partition would only look at the

















Figure 5.3: Visual Representation of the Greedy Heuristic Partition.
As mentioned before, the algorithm sometimes meets arrays that can be
partitioned, but end up being partitioned in an incorrect way because of
the algorithm. An example where the partition is close is the array S =













Figure 5.4: Incorrect Partition using the Greedy Heuristic Partition.
The difference is minimal, but our goal has not been met which is why




sum1 = 0, sum2 = 0
FOR i < S.length








result = abs(sum1 - sum2)
5.4.3 Time and Space Complexity
The algorithm’s time complexity is O(n log n). Since we only went through
the array once and saved only two values as our sums, the algorithm’s space
complexity amounts to the number of elements in the array i.e. O(n).
5.5 Karmarkar-Karp Heuristic
Karmarkar-Karp heuristic [4], also known as KK heuristic, is a polynomial-
time approximation algorithm. The way this algorithm works is similar to
the Greedy Heuristic Partition. At first, the array’s elements are sorted
in descending order. The two longest numbers are subtracted and their
difference is saved as a new element, while the algorithm decides which array
those two numbers will belong to. After the first two elements we do the same
with the next two longest elements in the array and so on until there is one
value left in the array. This value is the difference between the partitioned
array.
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The value we get after calculating the whole array is not always 0, which
is why this algorithm is not optimal for partitioning an array. This algorithm
is a more precise, better version, than the Greedy Heuristic Algorithm.
As mentioned before, this is an approximation algorithm; if we wanted
to create an actual partition, we would need to build a tree. Every time
the two largest numbers are found and subtracted, the higher of the two is
substituted by the result of the subtraction and we connect the nodes with
an edge. This continues until all the nodes have been connected and there is
only one result left, which is the difference between the partitioned arrays.
Coloring the nodes comes last: we pick any node and two colours. We colour
that node with one and each connection to that node with the other colour.
The colours represent which partitioned array each node belongs to. In order
to better understand how the tree is built, we give an example.
5.5.1 Example
For building the tree and partitioning of the numbers we will show two ex-
amples, one where the partition is correct (for which we will only use the
approximation) and one where it is incorrect (with which we will build our
tree). The first array, will be S = [4, 2, 5, 6, 3]:
1. We organize the elements in descending order S = [6, 5, 4, 3, 2].
2. We take the first two elements which are 6 and 5, subtract them, and
then add the result back in the array which gives us: S = [4, 3, 2, 1].
3. Next we subtract, 4 and 3: S = [2, 1, 1].
4. Subtract 2 and 1: S = [1, 1].
5. We are left with our final subtraction and our result which is 0.
This means that our algorithm has approximated that the difference be-
tween the two arrays, when partitioned, will be 0, which is what we are
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hoping for. Now we take a look at the array S = [7, 4, 8, 6, 5] and build a
tree simultaneously:
1. We organize the elements in descending order S = [8, 7, 6, 5, 4].
2. We take the first two elements which are 8 and 7, subtract them, add
an edge between the two numbers and exchange the higher one, which
is 8, with our result, which is 1.
3. Next we connect 6 and 5 and exchange 6 for their difference, which is
1.
4. Now the two biggest numbers are 4 and 1, the 1 we got as a result from
the first subtraction, which is currently in the place of 8 and exchange
the result, which is 3, with the higher number, which is 4.
5. We are left with our final subtraction 3 and 1, which connects the last
array of nodes needed and gives us our difference 2.
6. All that is left is for us to colour each node with a different colour from
its neighbouring colour and we get our partitioned arrays.
As we can see, this is not the optimal solution to the problem, but this


























Figure 5.5: Visual Representation of the KK heuristic tree.
5.5.3 Time and Space Complexity
Similar to the Greedy Heuristic approach, this algorithm, with colouring
the nodes, calculating each difference and reorganizing each element in the
beginning of the algorithm, has an overall time complexity O(n log n) and
space complexity of O(n)
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5.6 Complete Greedy Algorithm
The Greedy Heuristic Algorithm that we discussed was focused solely on
the difference between the sum of both subarrays, which in turn returned a
result which was incorrect or ”close” to the desired result. The algorithm’s
speed was traded for its precision which gave us an inadequate algorithm.
The obvious step forward is improving this algorithm by trading its speed
for precision.
This algorithm is called the Complete Greedy Algorithm (CGA), which
continues searching for the optimal solution by building a binary search tree.
As before the algorithm will continue searching using the greedy heuristic
method, but this time it will not stop at the first ”greediest” solution, but
rather, go back up the tree and try to put the last element in the other array.
5.6.1 Example
To better explain this algorithm we will use the array from before S =
[6, 5, 4, 3, 2]:
1. As in the previous algorithm, we will go through the greedy solution,
which gives us a difference of 2 between the two subarrays: S1 = [6, 3, 2]
and S2 = [5, 4].
2. We try to put the last element (2) in the other subarray, which gives
us the same difference as a result.
3. We go back to the second last element (3) which gives us a difference
of 4 and 8.
4. The third element (4) goes in the first array instead of the second. After
running the greedy search all the elements fall in the second array and




3 [3,2] 5 [3,2]
6 [2] 0 [2] 2 [2]
8 [] 4 [] 2 [] 2 [] 0 []
Figure 5.6: Visual Representation of the CGA.
5.6.2 Pseudocode
result = completeGreedyHeuristic(S, removeBiggest(S))
completeGreedyHeuristic(S, sum)
IF sum == 0 THEN RETURN sum END IF
IF sum1 > sum2 THEN
sum = completeGreedyHeuristic(S,
abs(sum + removeBiggest(S)))











5.6.3 Time and Space Complexity
As we mentioned before, the algorithm’s time would be traded for its pre-
cision which is why we have time complexity O(2n). We have no way of
rearranging our numbers to satisfy the greedy search in order to lower the
time complexity. The space complexity is O(n).
5.7 Complete Karmarkar-Karp
The Complete Karmarkar-Karp (CKK) or Complete Karmarkar-Karp Tree
(CKKT) algorithm was introduced by Richard E. Korf [6]. Strangely enough,
this is not mentioned in the Karmarkar-Karp report [4] that we discussed
about earlier.
The way this algorithm works is similar to the Karmarkar-Karp algorithm,
with one added step. The regular algorithm worked with subtracting the
largest numbers and adding the result to the array. This algorithm both
subtracts and adds the two largest numbers, each on their own branch on
the binary tree. With this, we go through each combination of numbers until
we get to the end result which equals to 0. This algorithm also trades its
speed for precision in the same way the CGA algorithm did before.
5.7.1 Example
We will take a look at the example which was incorrect in our KK algorithm
before and explain how this algorithm differs and whether or not it is more
precise. The array is S = [7, 4, 8, 6, 5]:
1. We organize the elements in descending order S = [8, 7, 6, 5, 4].
2. We take the first two elements which are 8 and 7, subtract them and
add the result back into the array.
3. We continue on with 6 and 5, 4 and 1 and finally 3 and 1 which gives
us a result of 2.
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4. We then go back one step and instead of subtracting 3 and 1, we add
them. We get the result 4.
5. Going back a few branches we notice that the algorithm cannot be
solved by subtracting the largest two elements of the array, so we try
to add them.













Figure 5.7: Visual Representation of the CKK.
5.7.2 Pseudocode
completeKK(S)




IF result == 0 THEN RETURN result END IF
result = completeKK(S.addElement(a+b))
IF result == 0 THEN RETURN result END IF
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5.7.3 Time and Space Complexity
The time complexity of the algorithm is againO(2n) which is a lot and further
optimization of the algorithm is not possible because we do not know which
node has our result. All things considered, in practice I believe that using
this algorithm before choosing KK heuristic pays off in the end because of
its precision. The space complexity of the algorithm is O(n).
5.8 Depth-First Search Algorithm
The concept of the Depth-First Search (DFS) Algorithm has been presented
in Korf’s article [6]. As the name suggests, the algorithm starts at the root
node and searches throughout the tree, as far as it can, before starting to
backtrack. How the algorithm actually works is analyzed in the book Intro-
duction to Algorithms [1]. Now because our previous algorithm, the Com-
plete Karmarkar-Karp, focused on searching the tree depth first, these two
algorithms will be very similar. The DFS starts with the left side of the
node, which in our case is subtracting. The two algorithms have identical
approaches to the problem.
One huge difference between the CKK and DFS algorithm, is the fact
that the DFS algorithm uses pruning. This quickly gets rid of the branches
which the algorithm calculates as having a worse or exact solution as the one
we currently have. In order to figure out which branch needs to be pruned
we have to follow a simple pruning technique.
5.8.1 Pruning Technique
For any node Xi = [x1, ..., xn], where x1 is the biggest element in the array,
we follow two simple formulas:
1.







In the first formula, yc is the current result that we calculate on each node.
In order to prune the node and all the branches beneath it, the following rule
must apply:
yc ≥ yb
if and only if
0 ≤ yc
where yb is the best solution we have had so far. This means that we will
prune the node only if the current result yc is not a negative number and yc
is not smaller than the best result yb.
What we are doing here is pretty simple. We are basically asking whether
the first number is so large, that if we put all the other numbers to a different
array, their difference would still be larger than the best difference so far. If
so, we have to prune the tree, because every other combination is only going
to make that difference larger, while we are looking for a smaller difference
between the two arrays. Now that we have an understanding of the theory
behind the pruning, we will take a look at an example to explain how exactly
we prune the branches and make the algorithm more efficient.
5.8.2 Example
We will take a look at the same array from the CKK algorithm and see how
and where the DFS algorithm prunes the nodes S = [7, 4, 8, 6, 5].
1. We organize the elements in descending order S = [8, 7, 6, 5, 4].
2. Because we still do not have our best result, we assume that the best
result is yb =∞ and we start calculating only by subtraction until we
reach the node where we have one element left.
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3. Our result is 2. We check whether the rule yc ≥ yb applies and if yc is
not a negative number. This means we have met all the requirements.
Our new yb value is 2.
4. We then go back one step and instead of subtracting 3 and 1, we add
them. We get the result 4. Checking our rule, we notice that our
current result (yc = 4 − 0 = 4) is larger than our best result, so we
prune the node.
5. Going back one more step we calculate that yc = 5 − 1 = 4. Here we
notice that the current result is again larger than our best result, which
means our pruning has helped us skip 2 more calculations.
6. On the third step of backtracking, the algorithm skips 6 calculations
seeing as the result is yc = 11− 5 = 6, which again is greater than our
best result.
7. This changes as soon as we add 8 and 7. Because the new result is
yc = 15−15, the algorithm notices a better result and searches through
the tree to find our next best solution which is 0.
8. After this step, all of the nodes will either be equal to or greater than
0, which is why the algorithm will climb to the top node and return













Figure 5.8: Visual Representation of the DFS Algorithm.
5.8.3 Pseudocode
DFS(S, yb)
IF S.length == 1 THEN
yc = S(0)
IF yb > yc THEN yb = yc END IF
RETURN yb
END IF
IF yb == 0 THEN RETURN yb END IF
IF prune(S, yb) THEN RETURN yb END IF
a = removeBiggest(S)
b = removeBiggest(S)
yc = DFS(S.addElement(a-b), yb)
IF yb > yc THEN yb = yc END IF
IF yb == 0 THEN RETURN yb END IF
IF prune(S, yb) THEN RETURN yb END IF
yc = DFS(S.addElement(a+b), yb)






yc = a - b
IF yc >= yb THEN RETURN TRUE
ELSE RETURN FALSE
END IF
5.8.4 Time and Space Complexity
This algorithm, theoretically speaking, has the same time complexity as the
CKK algorithm O(2n) and the same space complexity of O(n). This is be-
cause we do not know whether or not the array is going to be pruned, or
how many paths will be pruned (every array of numbers generates a dif-
ferent tree). So, with this being considered, in practice, this algorithm is
much faster than the CKK algorithm especially when it comes to larger ar-
rays requiring to be partitioned, thus pruning can take a huge load off the
algorithms calculations.
5.9 Improved Limited Discrepancy Search
The Improved Limited Discrepancy Search (ILDS) algorithm is an improved
version of the DFS algorithm. The algorithm was based on the article [2] and
was first introduced by Korf in his 1996 article [5]. The algorithm resembles
the DFS algorithm in many ways, one of which is the calculation of the left
and right nodes, and another is the pruning of the tree. The only real differ-
ence is which node comes first when generating each path of the algorithm.
This is because the DFS algorithm focuses on depth first and always goes left
to right, while the ILDS algorithm focuses on discrepancies. In the beginning
they both find the leftmost node. The second step for the DFS algorithm
would be to backtrack and go right on the second node. Here ILDS back-
tracks and uses its one discrepancy to go to the right and reach the second
node. Now obviously they both reach the same node even though they take
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different steps, but the real difference comes after the first few nodes. The
DFS algorithm will continue searching the depth of the algorithm, while the
ILDS algorithm will try and backtrack to every node where it turned left
and use its one discrepancy to turn right, while continuing to go left at every
other node. To understand it better, you can think of it as going down a few
roads, but until you reach the end, you have to take as many right turns as
you have discrepancies, no more, no less. So, if we have a tree with depth 3,
at first we would have 0 discrepancies and we would only have one path and
that is to the leftmost node. Then we would have 1 discrepancy and go right
once, which gives us 3 paths. After that 3 more paths with 2 right turns and
finally all our turns will be right so we will have one more path for a total
of 8 paths. That is the same amount of paths as the DFS algorithm only, as
we mentioned, in a different order. This algorithm goes through less paths
than the regular Limited Discrepancies Search (LDS) algorithm which in this
example would have found 19 paths, by repeating most of them. Below there
are pictures showing the way all three algorithms search through the tree
and how they differ. At first we have the LDS algorithm, next is the DFS




Figure 5.9: Searching a Depth 3 LDS Algorithm.
As we can see the paths marked with red are the ones that are repeating.
In order to search this whole tree we only need to go along 8 paths and
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find the 8 leaves. The algorithm goes through 19 of them which is very
counterproductive.
Figure 5.10: Searching a Depth 3 DFS Algorithm.
The depth 3 DFS algorithm shows much better results when searching
through the tree compared to the LDS algorithm.
1. 2. 3. 4.
Figure 5.11: Searching a Depth 3 ILDS Algorithm.
The Improved LDS algorithm solves the LDS algorithm’s problem by
adding a rule that says we must use all of our discrepancies. Before this rule,
the LDS algorithm had to go through every path which included paths with
the same amount or lower amount of discrepancies. This is what made the
algorithm go through the same paths over and over again.
When comparing the DFS and ILDS algorithm, we can see only two paths
are different, the 4-th and the 5-th path. This might not look like much, but it
is a very different approach looking at binary trees with a bigger depth than
our mentioned examples. One more thing that is worth mentioning when
comparing these two algorithms is that the ILDS algorithm does not continue
pruning the tree after finding the perfect partition, but rather returns the
result right away, while the DFS algorithm continues to backtrack, calculate
and prune the rest of the paths even after it has found the perfect partition.
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5.9.1 Example
In order to better understand how the ILDS algorithm works and which
node is visited when, we will take a look at how this algorithm works with
our previous DFS example, the array S = [7, 4, 8, 6, 5].
1. We organize the elements in descending order S = [8, 7, 6, 5, 4].
2. At first we have 0 discrepancies, which means we can only go left. We
reach our leftmost node exactly as we did in our DFS algorithm and
we have our first best result yb = 2.
3. Now that we cannot find another path, we add one discrepancy. We
start searching the next leftmost path with one right turn and we prune
the node because yc > yb.
4. We prune the next two nodes as well and we use our discrepancy at
the beginning. The node we find at the end of the leftmost path is our
perfect result 0, and we return the partitioned arrays without back-
tracking.
With this we have concluded our search and we have found our result.
This search is really close to our DFS algorithm, but if we took out pruning
or found a bigger array which creates a deeper tree we would easily be able
to spot the differences between the two.
In the picture below, the black line in our graph represents each path
taken to the result, the blue path represents the path with 0 discrepancies,
while the yellow path represents the paths taken with 1 discrepancy, which











Figure 5.12: Visual Representation of the ILDS Algorithm.
5.9.2 Pseudocode
FOR i < S.length
result = ILDS(S, i, yb)
IF result == 0 THEN BREAK END IF
END FOR
ILDS(S, d, yb)
IF S.length == 1 THEN
yc = S(0)
IF yb > yc THEN yb = yc END IF
RETURN yb
END IF
IF yb == 0 THEN RETURN yb END IF
IF prune(S, yb) THEN RETURN yb END IF
a = removeBiggest(S)
b = removeBiggest(S)
yc = ILDS(S.addElement(a-b), d, yb)
IF yb > yc THEN yb = yc END IF
IF yb == 0 THEN RETURN yb END IF
IF prune(S, yb) THEN RETURN yb END IF
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IF d > 0 THEN
yc = ILDS(S.addElement(a+b), d-1, yb)
END IF
IF yb > yc THEN yb = yc END IF
RETURN yb
5.9.3 Time and Space Complexity
Since our algorithm creates 2n paths the time complexity for the ILDS al-
gorithm is the same as the time complexity for the DFS algorithm which
is O(2n). Since we are only using one array the space complexity of this
algorithm is O(n).
5.10 My Partition Problem Algorithm
Learning all these new algorithms, seeing each solution, all the ways people
have improved the algorithm, the way they think outside the box, took it one
step further every time, gave me the motivation to find a different algorithm,
my take on the Partition Problem. I noticed that all of these algorithms have
one thing in common, they all focus on partitioning all the numbers into two
different arrays.
But what if we did not have to do that? What if we think of it as one
array instead of two? What if we focused on reaching a certain goal for one
array and completely disregarded the other one?
I am proposing that we completely overlook the second array, we focus
on one array, give it all the numbers it requires to make one half of the
partition and give the second array whatever is left. For this we would need
two requirements from the array and those are:
1. The array has to be in descending order.
2. We have to know our first array’s goal beforehand.
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Now all we have to do is find the right combination of numbers that equal
one half of our partition and we have a partitioned array. In order to do that
we follow one simple rule for each node:
(currentSum + nextElement) ≤ goal
The algorithm is very basic in nature, but in order for us to better un-
derstand how it works, we will take a look at an example.
5.10.1 Example
We are going to take a look at how this algorithm handles a longer array. For
this example we will use the array S = [36, 31, 29, 28, 22, 17, 13, 10, 7, 5, 3, 1],
goal = 101:
1. At first we take our root node which is 36, add it to our sum and
check whether or not the sum is greater than the goal. 36 < 101 so we
continue.
2. We then add the second largest node which is 31 for a sum of 67 < 101.
3. The next number is 29 for a total of 96 < 101.
4. Now the next sum (96 + 28) > 101, so we skip this node.
5. We continue skipping the nodes 22, 17, 13, 10, 7.
6. We finally reach the next node which is 5. (96 + 5) = 101 which means
we have found our first array. Our first array is S1 = [36, 31, 29, 5]
7. Now all we have to do is put the remaining numbers in the other array
and we have found our partitioned arrays.
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The reason I chose the numbers to be in descending order is precisely
our result. Our first array has only four numbers, while our second one has
eight. If you think about it, chances are that the first few numbers are going
to bring us so close to our end result, that we will be left with the smallest
numbers to fill in the gap, while if we took the approach of going through











Figure 5.13: Visual Representation of My Algorithm.
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5.10.2 Pseudocode
goal = sum(S) / 2
sum += removeBiggest(S)
S1 = myAlgorithm(S, S1.addElement(sum), 0, sum, goal)
S2 = findOtherElements(S, S1)
myAlgorithm(S, S1, i, sum, goal)
result = sum
FOR i < S.length
IF result == goal THEN RETURN result END IF
biggest = removeBiggest(S)
IF sum + biggest <= goal
result = myAlgorithm(S, S1.addElement(sum),





Theoretically speaking, the algorithms that we explained in the previous
chapter were mostly equal in terms of their time complexity, while in practice
the results were very different from their expectations.
For the purpose of testing the algorithms I have picked the 3 algorithms I
believe to best represent the diversity between each algorithm and compared
those results with each other and with my algorithm. Those 3 algorithms
are Horowitz and Sahni, Complete Karmarkar-Karp and Depth-First Search
Algorithm. The programming language upon which these tests were done
was Java 1.8.
I have created 10 test cases on which these algorithms will be tested and
an extra 3 to see how far each algorithm is able to calculate before timing
out.
6.1 Results
Looking at each algorithm individually I noticed that there are different
preparations required for each of them. For example, the Horowitz and Sahni
algorithm might be faster than the others, but when you take into account
that we have to calculate arrays of sums on top of rearranging the numbers
and the actual algorithm, the time this algorithm requires soars.
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While conducting tests on Horowitz and Sahni’s algorithm I noticed that
the time only jumped on one test case, but every other time was pretty
much what was expected, faster than DFS and CKK. The points where these
algorithms stop were the points where each of them timed out, meaning that
even though it is fast, Horowitz and Sahni’s algorithm could not calculate
the 10-th test case which contained 40 numbers because of the amount of
sums it had to create in order for the algorithm to begin. DFS and CKK
were neck to neck, one a bit faster than the other depending on what type
of test case was presented. Both algorithms timed out on the 11-th test
case which contained 100 numbers. What surprised me was the fact that my
algorithm was faster at calculating 100 numbers than the other algorithm’s
first test case of only 2 numbers. Not only that, but it could easily calculate
the 12th test case which contained 1,000 numbers and the 13-th test case
which contained 10,000 numbers.
But these results only calculate the time of the algorithm, without the
required time for each algorithm to be prepared. Once I calculated each
algorithm’s time together with the time of preparation, the results completely
differed. Horowitz and Sahni’s algorithm quickly proved to be unreliable
because of the time needed to calculate each array’s sums. DFS and CKK
showed to be better when calculating smaller problems that the other two.
Partition Problem 43
One thing that needs to be mentioned is that both DFS and CKK had timed
out right after the 10-th test case, while my algorithm had a continuous
time frame. My belief is that calculating the goal of the first array with my
algorithm is significantly slowing down the whole process, while DFS and
CKK do not have to worry about the goal, just a descending order.
These results prove that time complexity is theoretically correct and can
very well predict the speed of each algorithm separately, but in practice, we




Going through each analysis of each algorithm, we reached our predetermined
goal of understanding how much time and effort it takes to perfect these al-
gorithms which solve such a small problem. At first we saw the theoretically
faster algorithms like Horowitz and Sahni and Schroeppel and Shamir which
in practice turned out to be unreliable. We examined the differences between
the partially correct greedy algorithms and their perfected counterparts, the
complete algorithms. We analyzed the small, but significant differences be-
tween DFS and ILDS. Finally we even took a look at a different approach
which I introduced, my take on the Partition Problem. We notice that there
is room for improvements in every algorithm and even new ways of tackling
problems. After analyzing the Partition Problem, we can say with certainty
that we saw a glimpse of how much work goes into perfecting even the small-
est problems when it comes to programming and what is the path to finding
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