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КВАЗИОПТИМАЛЬНЫЙ АЛГОРИТМ РАСПОЗНАВАНИЯ  
РАДИОЛОКАЦИОННЫХ ОБЪЕКТОВ С ПОСЛЕДОВАТЕЛЬНЫМ  
УТОЧНЕНИЕМ ИНФОРМАЦИИ О КЛАССЕ ОБЪЕКТА  
И О ПРОДОЛЖЕНИИ НАБЛЮДЕНИЯ 
Статья посвящена задаче повышения эффективности распознавания радиолокационных объ-
ектов. Для повышения достоверности классификации радиолокационных объектов предлагается 
использовать квазиоптимальный алгоритм распознавания с последовательным уточнением ин-
формации о классе объекта и о продолжении наблюдения. Рассмотрены особенности построения 
устройства радиолокационного распознавания с последовательным уточнением информации о 
классе объекта и о продолжении наблюдения. Процедура принятия решения в таком устройстве 
разделяется на два этапа: принятие предварительного решения (о наблюдении объекта k-го клас-
са) и окончательного решения (в пользу объекта k-го класса или о продолжении наблюдения). 
Возможность последовательного уточнения информации о классе объекта позволила в качестве 
априорных вероятностей для последующих шагов использовать апостериорные вероятности 
предыдущего шага классификации. Качество функционирования последовательного устройства 
радиолокационного распознавания для текущего значения отношения сигнал-шум характеризо-
валось совокупностью M (количество классов) условных вероятностей правильного распознава-
ния, M средних вероятностей ложного распознавания. Кроме того, важной характеристикой по-
следовательной процедуры классификации является ее средняя длительность. Для предложенно-
го квазиоптимального алгоритма распознавания с последовательным уточнением информации о 
классе объекта и о продолжении наблюдения приведены результаты расчета характеристик рас-
познавания радиолокационных объектов трех классов. 
Ключевые слова: решение о классе объекта, средний риск, последовательная процедура 
проверки гипотез, уточнение информации, характеристики распознавания. 
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QUASIOPTIMUM ALGORITHM OF RADAR-TRACKING RECOGNITION  
WITH SEQUENTIAL SPECIFICATION OF THE INFORMATION  
ON THE OBJECT CLASS AND ABOUT SUPERVISION CONTINUATION  
The article is devoted to the problem of increasing efficiency of radar-tracking recognition. To in-
crease the radar-tracking classification reliability the quasioptimum algorithm of recognition with 
sequential specification of the information on the object class and about supervision continuation is 
offered to be used. The features of radar-tracking recognition device construction with sequential 
specification of the information on the object class and about supervision continuation аre considered. 
Decision-making procedure in such a device is divided into two stages: the acceptance of the preliminary 
decision and the definitive decision. As aprioristic probabilities for the subsequent steps posterior 
probabilities of the previous step of classification are used. Quality functioning of the sequential radar-
tracking recognition device was characterized by conditional probabilities of correct recognition, average 
probabilities of false recognition. The results of calculation of radar-tracking recognition characteristics of 
three classes are presented for offered quasioptimum algorithm of recognition with sequential 
specification of the information on the object class and about continuation of supervision. 
Key words: the decision about object class, average risk, sequential procedure of hypotheses 
check, specification of the information, the recognition characteristic. 
Введение. Современные радиолокационные 
системы, особенно военного назначения, должны 
характеризоваться высокой информативностью. 
С этой целью радиолокационные комплексы ос-
нащаются системами распознавания объектов. 
Радиолокационное распознавание заключается  
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в установлении факта принадлежности наблю-
даемого объекта к определенному классу [1]. 
Информация о классе объекта может исполь-
зоваться при решении широкого круга задач: 
целеуказания, целераспределения, селекции 
объектов на фоне ложных целей, определения 
очередности сопровождения и обстрела целей 
и т. п. [1]. 
Поскольку в практически важных случаях 
радиолокатор имеет возможность последова-
тельного многократного обращения к наблю-
даемому объекту, то использование последо-
вательных процедур для решения задач рас-
познавания позволяет повысить качество 
принимаемых решений [1]. Следует отметить, 
что в литературе, как правило, освещаются 
последовательные правила применительно к 
двум гипотезам [2, 3]. Последовательные ме-
тоды решения многоальтернативных задач 
зачастую рассматриваются в обобщенном ви-
де [3], а приведенные результаты носят эмпи-
рический характер. 
В [4] представлен последовательный байе-
совский алгоритм распознавания, обеспечи-
вающий минимизацию среднего риска прини-
маемых решений на каждом шаге наблюдения. 
Приведенный алгоритм позволяет повысить 
эффективность распознавания радиолокацион-
ных объектов по сравнению с одноэтапными 
процедурами. Вместе с этим оптимальный ал-
горитм классификации требует использования 
ряда априорных данных, что может затруднять 
его практическое применение. В связи с этим 
определенный интерес представляет задача по-
лучения квазиоптимального алгоритма распо-
знавания радиолокационных объектов с после-
довательным уточнением информации о классе 
объекта и о продолжении наблюдения. 
Синтез квазиоптимального устройства 
распознавания радиолокационных объектов 
с последовательным уточнением информа-
ции о классе объекта и о продолжении на-
блюдения. Приведенный в [4] оптимальный 
алгоритм последовательной классификации 
предполагает, что решению о принадлежности 
наблюдаемого объекта к одному из М классов 
или о продолжении наблюдения (М + 1 гипоте-
за) на n-м шаге соответствует гипотеза, харак-
теризующаяся минимальным значением одного 
из выражений: 
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где (ξ )k nn n kJ J=  – значение апостериорного 
риска, характеризующее принадлежность на-
блюдаемого объекта к k-му классу на n-м шаге 
процедуры распознавания; ξn  – вектор приня-
того сигнала на n-м шаге, представляющий со-
бой аддитивную смесь радиолокационного 
портрета (РЛП) цели и фона; ( ) nn i iP A P=  – ап-
риорная вероятность наличия объекта i-го клас-
са на n-м шаге; nkiC  – цена за принятое решение 
в пользу k-го класса при наличии объекта i-го 
класса на n-м шаге; (ξ ) nn i iAΛ = Λ  – отношение 
правдоподобия объекта i-го класса на n-м шаге 
процедуры распознавания; 1 1(ξ )
M n
n n MJ J
+
+=  – 
значение апостериорного риска, характери-
зующее продолжение наблюдения на n-м шаге 
процедуры распознавания; 1
n
M iC +  – цена за 
принятое решение о продолжении наблюдения 
при наличии объекта i-го класса на n-м шаге. 
На основании выражений (1), (2) процедуру 
принятия решения можно разделить на два этапа: 
предварительное решение о наблюдении объекта 
k-го класса kA
∗′  и окончательное решение в пользу 
объекта k-го класса kA
∗  или продолжение наблю-
дения 1.MA
∗
+  Если ,
n n
k lJ J≤  1, ,l M=  ,l k≠  то 
принимается предварительное решение о наблю-
дении объекта k-го класса .kA
∗′  После принятия 
предварительного решения kA
∗′  проверяется воз-
можность остановки последовательной процеду-
ры наблюдения. Если 1,
n n
k MJ J +≤  то принимается 
окончательное решение о принадлежности на-
блюдаемой цели к k-му классу .kA
∗  Если указан-
ное условие не выполняется (т. е. риск продолже-
ния наблюдения меньше риска принимаемого ре-
шения), то принимается решение о продолжении 
наблюдения 1MA
∗
+  и осуществляется переход к 
n + 1 шагу процедуры распознавания. 
Переход к квазиоптимальному байесовско-
му последовательному алгоритму предполагает 
исключение зависимости стоимостей принятых 
решений от номера шага процедуры распозна-
вания ( ),nki kiC C=  а также по аналогии с крите-
рием «идеального наблюдателя» выбор стои-
мостей правильных решений равными нулю 
0,niiС =  1, ,i M=  а цен за ошибочные решения 
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равными единице 1,nkiС =  1, .i M=  Стоимость 
продолжения наблюдения может быть выбрана 
1 1,
n n
M i obsC C+ = <  1, .i M=  
Согласно введенным допущениям, предва-
рительное решение о наблюдении объекта k-го 
класса kA
∗′  принимается в соответствии с пра-
вилом: 
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Преобразовав выражение (3), получим прави-
ло принятия предварительного решения в виде 
 если , 1, , , то .n n n nk k l l kP P l M l k A
∗′Λ ≥ Λ = ≠   (4) 
Для проверки возможности остановки про-
цедуры классификации проверяется условие 
1.
n n
k MJ J +≤  После подстановки (1) и (2) в при-
веденное неравенство, решающее правило при-
нимает следующий вид: 
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Преобразовав выражение (5), получим ус-
ловие прекращения наблюдения: 
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Таким образом, с учетом выражений для 
предварительного (4) и окончательного (6) ре-
шений правило принятия решения в пользу k-го 
класса для квазиоптимального последователь-
ного алгоритма на n-м шаге примет вид 
1,
, 1, ,
если , то .
(1 )
n n n n
k k l l
M
n n n n n n k
k obs k obs i k
i i k
P P l M l k
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P C C P
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Возможность последовательного уточнения 
информации позволяет в качестве априорных 
вероятностей для последующих шагов исполь-
зовать апостериорные вероятности предыдуще-
го шага классификации. Исходя из максималь-
ной априорной неопределенности, на первом 
шаге процедуры априорные вероятности появ-
ления распознаваемых объектов принято счи-
тать одинаковыми 1 1 / ,
l
nP M= =  1,l M=  [1]. Вы-
ражение для априорной вероятности l-го класса 
на n + 1 шаге определяется в соответствии  
с формулой Байеса: 
 1
1
( ξ ) ,
n n
n l l
l n l n M
n n
i i
i
PP P A
P
+
=
Λ≅ =
Λ∑
  (8) 
где ( ξ )l nP A  – апостериорная вероятность  
принадлежности цели к l-му классу на n-м шаге. 
Обобщенная структурная схема, реализую-
щая последовательное решающее правило, ми-
нимизирующее средний риск принимаемых 
решений, представлена на рис. 1. 
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Рис. 1. Структурная схема 
квазиоптимального устройства  
последовательного распознавания 
 
На n-м шаге процедуры классификации на 
входы каждого из М устройств обработки (УО) 
радиолокационного портрета поступает реали-
зация РЛП ξ .n  На выходах УО РЛП формиру-
ются значения отношения правдоподобия (ОП) 
, 1,nl l MΛ =  для каждого из M распознаваемых 
классов. В устройстве оценивания апостериор-
ной информации (УО АИ) на основе сформиро-
ванных ОП в соответствии с (8) рассчитываются 
значения апостериорных вероятностей ( ξ )l nP A  
для каждого класса, которые на следующем  
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шаге процедуры распознавания будут использо-
ваться в качестве априорных. Кроме того, УО АИ 
хранит информацию о стоимости продолжения 
наблюдения .nobsC  Согласно (4), производится 
коррекция сформированных ОП с учетом имею-
щейся априорной информации. В устройстве при-
нятия предварительного решения по максималь-
ному значению , 1,n nl lP l MΛ =  принимается 
предварительное решение о наблюдаемом объек-
те kA
∗′  и выдается значение ,n nk kP Λ  соответст-
вующее данному классу. На основе сформирован- 
ных значений n n nk obs kP C Λ  и 
1,
(1 ) ,
M
n n n
obs i k
i i k
C P
= ≠
− Λ∑   
в соответствии с (6), принимается решение  
о наличии объекта k-го класса или о переходе  
к n + 1 шагу наблюдения. 
Результаты расчета показателей качества 
распознавания объектов. Качество функциони-
рования устройств радиолокационного распозна-
вания для текущего значения отношения сигнал-
шум (ОСШ) γ  принято [1] характеризовать сово-
купностью M условных вероятностей правильно-
го распознавания kD  и M средних вероятностей 
ложного распознавания: /
1,
1 / ( 1) ,
M
k k l
l l k
F M F
= ≠
= − ∑  
где /k lF  – условные вероятности ложного распо-
знавания , 1, ,l k M=  l ≠ k. Последовательные уст-
ройства распознавания дополнительно характе-
ризуют средней длительностью процедуры при-
нятия решения .kN  
Оценивание качества функционирования 
разработанного квазиоптимального алгоритма 
распознавания радиолокационных объектов с 
последовательным уточнением информации о 
классе объекта и о продолжении наблюдения 
проводилось методом математического моде-
лирования. С этой целью имитировались флук-
туационные РЛП [1] целей трех классов, ис-
ходными данными для моделирования были: 
число элементов РЛП – N = 10; время корреля-
ции флуктуаций сигнала для объектов анализи-
руемых классов – τ1 = 12 мс, τ2 = 40 мс, 
τ3 = 80 мс. Цена за продолжение наблюдения не 
изменялась в зависимости от номера шага 
0,1.nobs obsC C= =  Максимальное число этапов 
процедуры max 10,N =  по достижению maxN  
принималось предварительное решение. Полу-
ченные вероятности правильного распознава-
ния приведены на рис. 2. 
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)(γkD
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Рис. 2. Вероятности правильного распознавания 
в зависимости от ОСШ  
 
Полученные вероятности ложного распо-
знавания представлены на рис. 3. 
 
)(γkF
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)(1 γF
)(2 γF
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Рис. 3. Вероятности ложного распознавания 
в зависимости от ОСШ 
 
Значения средней длительности процедуры 
распознавания приведены на рис. 4. 
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Рис. 4. Значения средней длительности 
последовательной процедуры распознавания 
 
Заключение. Полученный квазиоптималь-
ный алгоритм последовательного распознавания 
радиолокационных объектов, обеспечивающий 
минимизацию среднего риска принимаемых  
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решений о классе объекта и о продолжении на-
блюдения, характеризуется достаточной просто-
той и высокими показателями качества класси-
фикации. Это достигается благодаря использо-
ванию подхода, основанного на последователь-
ном уточнении априорной информации. 
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