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Abstract
The Lax pair representation of Reyman and Semenov-Tian-Shansky is used to construct a finite
set of the equivalent divisors on a spectral curve associated with numerical normalization of the
Baker-Akhiezer function. One of these divisors has degree two on the underlying elliptic curve and
evolution of the corresponding poles is given by a pair of separable differential equations on the
elliptic curve.
1 Introduction
In the realm of the algebraic geometry usually associated with many Liouville integrable systems, the
Hamiltonian evolution equations are written as a Lax equation
d
dt
L(x) = [L(x), A(x)] ,
for two N ×N matrix functions L(x) and A(x) on the phase space depending on the auxiliary spectral
parameter x. The time-independent spectral equation
L(x)ψ(x, y) = y ψ(x, y) (1.1)
allows us to represent the vector Baker-Akhiezer function ψ in terms of the Riemann theta function
on a nonsingular compactification of the spectral curve defined by the equation
Γ : f(x, y) = det(L(x) − y) = 0 . (1.2)
The second equation defines time evolution
d
dt
ψ(x, y) = −A(x)ψ(x, y) ,
see [2, 3, 7, 15, 25] and references within.
Divisor of poles of the vector Baker-Akhiezer function ψ (1.1) belongs to a class of equivalent
divisors on Γ. To get some representative D of this class we have to impose a linear constraint
~α · ψ =
N∑
i=1
αiψi = 1 ,
i.e. fix normalization ~α of vector function ψ [2, 16, 18, 21]. Substituting matrices
L(p) = L
(
trL(p−1)
)
− (p− 1)L(p−1)L , with L(1) ≡ L,
into the N ×N matrix
B(x) =


~α · L(1)(x) L−1(x)
~α · L(2)(x) L−1(x)
1
2
~α · L(3)(x) L−1(x)
· · ·
1
(N − 1)! ~α · L
(N)(x) L−1(x)


, (1.3)
1
so that
~α · (L(x)− y)∧ ≡ ((−y)N−1, (−y)N−2, . . . , 1) · B(x) = 0 ,
we can determine first Mumford’s coordinate of divisor D
U(x) = MakeMonic detB(x) , (1.4)
and a finite set of second coordinates
ym − Vm(x) = 0 , ymi = Vm(xi) , i = 1, . . . , N , m = 1, . . . , N − 1.
As usual these second Mumford’s coordinates
(−y)j−i = (B
∧(x))k,i
(B∧(x))k,j , (1.5)
are equivalent up to mod U(x) and the MakeMonic means that we take the numerator of a rational
function and divide the corresponding polynomial by its leading coefficient.
Divisor of poles D is the part of a finite set of intersection divisors of the spectral curve Γ (1.2)
with the family of plane curves defined by equations (1.5)
D +D′(ijk) +D(ijk)∞ = 0 .
Here D′(ijk) are reduced divisors, D
(ijk)
∞ are suitable linear combination of points at infinity, and Vm(x)
is a rational interpolation function through points of both divisors D and D
(ijk)
∞ . Eliminating y from
equations of intersecting curves (1.2) and (1.5) we obtain Abel’s polynomial
Ψ = θU(x)U ′(ijk)(x) = 0 ,
where U ′(ijk)(x) are first Mumford’s coordinates of the reduced divisors which are linearly equivalent
to divisor D. This finite set of reduced divisors on nonhyperelliptic spectral curve for SL(3) magnetic
chain was studied in [24].
The main aim of this note is the study time evolution of reduced divisors on the spectral curve of
the 4× 4 Lax matrix proposed by Reyman and Semenov-Tian-Shansky for the Kowalevski top.
2 Description of the model
Let two vectors ℓ and g are coordinates on the phase space M . As a Poisson manifold M is identified
with Euclidean algebra e(3)∗ with the Lie-Poisson brackets{
ℓi , ℓj
}
= εijkℓk ,
{
ℓi , gj
}
= εijkgk ,
{
gi , gj
}
= 0 , (2.1)
having two Casimir functions
c1 = g
2
1 + g
2
2 + g
2
3 , c2 = g1ℓ1 + g2ℓ2 + g3ℓ3 . (2.2)
Here εijk is the skew-symmetric tensor.
The Euler-Poisson equations on e(3)∗ are given by
X : ℓ˙ = ℓ× ∂H
∂ℓ
+ g × ∂H
∂g
, g˙ = g × ∂H
∂ℓ
, (2.3)
where x× y means cross product of two vectors.
The Kowalevski top is defined by the Hamiltonian H ,
H = ℓ21 + ℓ
2
2 + 2ℓ
2
3 − 2bg1, b ∈ R (2.4)
and the second integral K,
K = (ℓ21 + ℓ
2
2)
2 + 4b
(
g1(ℓ
2
1 − ℓ22) + 2g2ℓ1ℓ2
)
+ 4b2(g21 + g
2
2) , (2.5)
which are in involution {H,K} = 0 with respect to the Poisson brackets (2.1).
2
3 The Kowalevski elliptic curve
The Euler-Poisson equations (2.3) were integrated by S. Kowalevski by using change of variables which
reduced the problem to hyperelliptic quadratures [14]. Let us briefly discuss her calculations.
At the first step, Kowalevski introduced two pairs of Lagrangian variables z1,2 and z˙1,2 such that
H = − z˙1z˙2 +R(z1, z2)
(z1 − z2)2 , K =
(
z˙21 −R(z1, z1)
)(
z˙22 −R(z2, z2)
)
(z1 − z2)4 . (3.1)
Here
z1 = J1 + iJ2, z2 = J1 − iJ2 (3.2)
and
R(z1, z2) = z
2
1z
2
2 − 2H(z21 + z22)− 4b c2(z1 + z2)− 4b2 c1 +K.
To remove cross-terms z˙1z˙2 in (3.1) Kowalevski proposed to use ”rotation” of divisor
D =
(
p1
p2
)
→ D′ =
(
p′1
p′2
)
=
(
1 1
1 −1
)
D (3.3)
on an elliptic curve defined by the equation
E : Z2 = R(z, z) , R(z, z) = z4 − 4Hz2 − 8b c2z − 4b2 c1 +K ≡
4∑
k=0
akz
k. (3.4)
Here p1 = (z1, Z1) and p2 = (z2, Z2) are two points on E with abscissas z1,2 and ordinates Z1,2 which
satisfy equation (3.4).
Affine coordinates of points p′1 = (z
′
1, Z
′
1) and p
′
2 = (z
′
2, Z
′
2) on E are defined by two time-
independent equations
dz1
Z1
+
dz2
Z2
=
dz′1
Z ′1
and
dz1
Z1
− dz2
Z2
=
dz′2
Z ′2
,
which were solved by Euler [9]
z′1,2 = −z1 − z2 −
2b0b2 + b
2
1 − a2
2b1b2 − a3 , and Z
′
1,2 = −P(z′1,2) ,
where
P(z) = b2z2 + b1z + b0 ≡ √a4(z − z1)(z − z2) + (z − z2)Z1
z1 − z2 ±
(z − z1)Z2
z2 − z1 .
Abscissas z′1 and z
′
2 commute to each other with respect to the Poisson brackets (2.1)
{z′1, z′2} = 0
and the corresponding velocities z˙′1 and z˙
′
2 satisfy to Abel’s differential equations.
In [14] Kowalevski preferred to use unpublished Weierstrass lectures and popular in that time
theory of birational transformations, see historical remarks in [4, 5]. Therefore, at the second step,
Kowalevski applied birational transformation which reduces equation (3.4) for elliptic curve to the
short Weierstrass form
E : W 2 = 4w3−
(
K − 4b2c1 + H
2
3
)
w−
(
H(36b2c1 +H
2 − 9K)
27
− 4b2c22
)
≡ 4w3−g2w−g3 . (3.5)
Now any computer algebra system performs such reductions for a few seconds.
Images w′1,2 of variables z
′
1,2 satisfy Abel’s differential equations but do not commute to each other
{w′1, w′2} 6= 0 ,
3
and, therefore, at the third step Kowalevski applied second birational transformation
w → s+ H
3
and obtained the third form of the elliptic curve E (3.4)
E : S2 = P3(s) , P3(s) = 4s
3 + 4Hs2 + (4b2c1 +H
2 −K)s+ 4b2c22 . (3.6)
So, famous Kowalevski variables
s1,2 =
R(z1, z2)±
√
R(z1, z1)
√
R(z2, z2)
2(z1 − z2)2 , (3.7)
are images of variables z′1,2 after a pair of birational transformations of elliptic curve E (3.4). They
are solutions of time-independent equations on elliptic curve E
dz1
Z1
+
dz2
Z2
=
dz′1
Z ′1
=
ds1
S1
and
dz1
Z1
− dz2
Z2
=
dz′2
Z ′2
=
ds2
S2
,
associated with transformation of divisors D → D′ (3.3). Variables s1,2 in involution with respect to
the Poisson brackets (2.1)
{s1, s2} = 0 .
The corresponding canonically conjugated momenta and separation relations are discussed in [17].
At the fourth step, Kowalevski studied the time evolution of the divisor D and proved that
s˙1√
P5(s1)
+
s˙2√
P5(s2)
= 0 ,
s1s˙1√
P5(s1)
+
s2s˙2√
P5(s2)
= 1 . (3.8)
where
P5(s) = (4s
2 + 4Hs+H2 −K)P3(s) .
Using inverse birational transformations one gets similar equations for w′i and z
′
i variables.
In [12] Ko¨tter expressed solutions ℓi(t) and gi(t) of the Euler-Poisson equations on e(3)
∗ (2.3) in
terms of solutions s1,2(t) of Abel’s hyperelliptic quadratures (3.8). In [6] using the Lax pair representa-
tion and the machinery of finite-band integration theory, authors obtained concise explicit expressions
for the solutions of the Kowalevski top which are much simpler than the original formulae of Kowalevski
and Ko¨tter.
4 Spectral curve of Lax matrix
In [19] Reyman and Semenov-Tian-Shansky found Lax matrices for various generalizations of the
Kowalevski top. In [6] these Lax matrices were used to integrate the problem in terms of theta-
functions, see also textbook [20].
Let us take Lax matrix L (6.3) from [6] and multiply it’s first term on b that corresponds to scaling
gi → bgi. As a result, we obtain the Lax matrix
L(λ) =
ib
λ


0 g1 − ig2 0 −g3
−g1 − ig2 0 g3 0
0 −g3 0 −g2 − ig2
g3 0 g1 − ig2 0

 (4.1)
+i


0 0 ℓ1 − iℓ2 0
0 0 0 −ℓ1 − iℓ2
ℓ1 + iℓ2 0 −2ℓ3 −2λ
0 −ℓ1 + iℓ2 2λ 2ℓ3

 , i =
√−1, .
4
with the spectral curve defined by equation
Γ : det (L(λ)− µ) = µ4 − 2
(
2λ2 −H + b
2c1
λ2
)
µ2 +K − 2b
2
(
c1H − 2c22
)
λ2
+
b4c21
λ4
= 0 , (4.2)
where c1,2 are the Casimir functions (2.2) and integrals of motion H and K are given by (2.4-2.5).
Symmetries of Lax matrices give rise to two commuting involutions τ1 and τ2 on Γ, that allows
us to consider quotient elliptic curve E = Γ/(τ1, τ2) [6]. Indeed, substituting
µ2 = v , and λ2 = u
into (4.2) we obtain the following equation
E : Φ(u, v) = (uv)2 − 2 (2u2 +Hu+ b2c1)uv +Ku2 − 2b2 (c1H − 2c22)u+ b4c21 = 0 , (4.3)
which after birational transformation
v → y − 2u
2 −Hu− b2c1
u
and u = −x (4.4)
looks like
E : y2 = xP3(x) , P3(x) = 4x3 + 4Hx2 + (4b2c1 +H2 −K)x+ 4b2c22 . (4.5)
Here P3(x) (3.6) is the cubic polynomial from definition of the Kowalevski elliptic curve E (3.6).
Using variables s1,2 (3.7) we can construct divisor Ds on the elliptic curve E (4.5) with Mumford’s
coordinates
Us(x) = (x− s1)(x− s2) , Vs(x) = x− s2
s1 − s2
√
s1P3(s1) +
x− s1
s2 − s1
√
s2P3(s2) modUs(x)
and reconstruct the corresponding normalization ~αs from equations (1.4) and (1.5). This vector ~αs
will be a function on the phase space M = e∗(3), i.e. we may obtain dynamical normalization of the
vector Baker-Akhiezer function ψ (1.1) associated with the Kowalevski variables of separation.
5 Equivalent divisors
Let us consider standard normalization vector
α = (1, 0, 0, 0) (5.1)
Matrix B (1.3) is equal to
B(λ) =


1 0 0 0
0
−ibg
−
λ
−iℓ
−
ibg3
λ
−4λ2+ℓ21+ℓ
2
2+4ℓ
2
3−4bg1−
b2c1
λ2
0 2ℓ3ℓ−+2bg3 2ℓ−λ+
2bc2
λ
−2i(ℓ21ℓ3+2bg3ℓ1+ℓ
2
2ℓ3)−
2ib2g3c2
λ2
b24 b34
2ib2g3g−+ibℓ+
(
g3ℓ−−2g−ℓ3
)
λ
− ib3g3c1
λ3


where
b24 = 2i
(
ℓ2− + 2bg−
)
λ+
b
(
4iℓ3(g3ℓ− − g−ℓ3) + 2ib(g23 + 2g1g−) + ig+ℓ2−
)
λ
+
ib3c1g−
λ3
,
b34 = −iℓ+
(
ℓ2− + 2bg−
)
+
ib2
(
g23ℓ− − 2g−g3ℓ3 − g2−ℓ+
)
λ2
,
and
g± = g1 ± ig2 , ℓ± = ℓ1 ± iℓ2 ,
5
The corresponding polynomial U(λ) (1.4) has the following form
U(λ) = λ6 + u4λ
4 + u2λ
2 + c2u0 ,
where coefficients uk may be recovered from the definition (1.4). At c2 = 0 this polynomial looks like
U(λ) = λ2(λ2 − λ21)(λ2 − λ22) .
According to [18] poles λ1,2 of the Baker-Akhiezer function ψ are variables of separation for the partial
case of the Kowalevski top at c2 = 0. Another variables of separation in this partial case were proposed
in [22, 23].
Below we study only case c2 = ℓ1g2 + ℓ2g2 + ℓ3g3 6= 0. Let us calculate six possible second
Mumford’s coordinates (1.5) for µ2
µ2 − V2(λ) , V2(λ) =
(B∧(λ))k,j
(B∧(λ))k,j+2 , j = 1, 2, k = 2, 3, 4.
Substituting µ2 = V2(λ) into the equation for spectral curve Γ (4.2) we obtain rational function on λ
V 42 (λ)− 2d1(λ)V2(λ) + d2(λ) = 0 .
Its numerator is Abel’s polynomial [1]
Ψ(λ) = θ U(λ)U ′(λ) = 0 ,
generating Mumford’s coordinates of divisors D and D′ so that
D +D′ +D∞ = 0 .
It is easy to prove that
• at k = 3, 4 and j = 1 divisor D′ has degree more then degree of divisor D;
• at k = 2, i = 1 and k = 3, j = 2 or k = 4, j = 2 divisor D′ is a constant divisor of degree two
with coordinate
U ′(λ) = λ2;
• at k = j = 2 divisor D′ has degree four and its first Mumford’s coordinate is equal to
U ′(λ) = λ4 −
(
ℓ23 +
2bℓ1(g1ℓ1 + g2ℓ2) + b
2g23
ℓ21 + ℓ
2
2
)
λ2 +
b2c22
ℓ21 + ℓ
2
2
.
If we substitute any numerical vector ~α instead of (5.1) we also obtain the same constant divisor of
degree two and he same reduced divisors of degree four on a spectral curve Γ.
Summing up, using numerical normalization vector ~α and reduction of divisors we obtain unique
divisor of degree two D′ on the elliptic curve E (4.3) with Mumford’s coordinates
U ′(u) = (u− u1)(u − u2) ≡ u2 −
(
ℓ23 +
2bℓ1(g1ℓ1 + g2ℓ2) + b
2g23
ℓ21 + ℓ
2
2
)
u+
b2c22
ℓ21 + ℓ
2
2
. (5.2)
and
v − V ′(u) , V ′(u) = (B
∧(λ))2,2
(B∧(λ))2,4
∣∣∣∣
λ2=u
. (5.3)
Following Kowalevski [14] now we have to study equations of motion for variables u1 and u2 on the
phase space M = e∗(3).
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6 Equations of motion
Abscissas u1,2 (5.2) and ordinates (5.3)
v1,2 = V
′(u = u1,2) ,
of the points in support of the reduced divisor D′ satisfy to equation for the elliptic curve E (4.3)
Φ(ui, vi) = 0 ,
It is easy to prove that variables u1,2 do not commute to each other
{u1, u2} 6= 0 ,
and, therefore, u1,2 cannot be variables of separation in the Hamilton-Jacobi equation associated with
Kowalevski top.
Proposition 1 Coordinates of poles u1,2 and v1,2 satisfy to the following differential equations
Ω1(u1, v1)u˙1 +Ω1(u2, v2)u˙2 = 0 ,
Ω2(u1, v1)u˙1 +Ω2(u2, v2)u˙2 = 0 ,
(6.1)
on the elliptic curve E (4.3). Here
u˙k = {H,uk}
and
Ω1(u, v) =
1
u
∂HΦ(u, v)
∂uΦ(u, v)
=
b2c1 − uv
u(b2c1 −Hu− uv + 2u2) ,
Ω2(u, v) =
1
u
∂KΦ(u, v)
∂uΦ(u, v)
= − 1
2(b2c1 −Hu− uv + 2u2) .
The proof is straightforward.
Because Ω2(u, v)dv is the everywhere-regular differential 1-form on E , six functions u1,2, c1,2 and
H,K do not independent on the phase space M = e∗(3). They satisfy to additional algebraic relation
which is given by Euler’s integral from the problem 81 in [9] up to birational transformation (4.4).
Sequently, for the second Hamiltonian flow we have the same evolution of the Baker-Akhiezer function
poles on E
Ω1(u1, v1){K,u1}+Ω1(u2, v2){K,u2} = 0 ,
Ω2(u1, v1){K,u1}+Ω2(u2, v2){K,u2} = 0 .
(6.2)
It is easy to see that variables u1,2 are variables of separation for differential equations (6.1) according
to Euler’s definition [9]:
[397] A differential equation is said to be treated by the separation of the variables when the equation
thus is allowed to be separated into two parts so that in each only a single variable with its differential
is present.
Following to Euler we can introduce two constants β1 and β2 and rewrite (6.1) as a system of four
ordinary differential equations
Ω1(u1, v1)
du1
dt
= β1 , Ω1(u2, v2)
du2
dt
= −β1 ,
Ω2(u1, v1)
du1
dt
= β2 , Ω2(u2, v2)
du2
dt
= −β2 ,
on the elliptic curve E (4.3).
7
The study of equations (6.1) and (6.2) on the elliptic curve E may be interesting for the following
reason. There are some functions, for instance
ϕ = ℓ21 + ℓ
2
2 =
c2
u1u2
,
which can be expressed simultaneously via theta-functions on hyperelliptic curve and functions u1,2 on
elliptic curve. So, we could obtain some partial solution to the problem of reduction of hyperelliptic
integrals to elliptic discussed by S. Kowalevski [13] and other mathematicians including Abel, Weier-
strass, Picard, Poincare´, Bolza, Goursat, Hutchinson, Humbert, McDonald, etc. We also could try to
view these elliptic functions in the results of the natural mechanical experiment which was done by
N.I. Mertsalov.
The study of equations (6.1) and (6.2) is beyond the scope of this note devoted to the trivial
algebro-geometric calculations of the equivalent pole divisors associated with 4× 4 Lax matrix for the
Kowalevski top (4.1) and standard normalization vector (5.1).
7 Conclusion
Our calculations can be directly generalized to the Kowalevski gyrostat with the Lax matrix
L˜ = L+ iγ diag(−1, 1,−1, 1) , γ ∈ R ,
and integrals of motion
H˜ = ℓ21 + ℓ
2
2 + ℓ
2
3 + (ℓ3 + γ)
2 − 2bg1 ,
K˜ = (4g21 + 4g
2
2)b
2 + (4ℓ21g1 + 8ℓ1ℓ2g2 − 8γℓ1g3 − 4ℓ22g1 − 4γ2g1)b + (ℓ21 + ℓ22 − 2ℓ3γ − γ2)2 .
The corresponding spectral curve Γ˜ is also twofold coverings of elliptic curve E˜ defined by the equation
Φ˜(u, v) = Φ(u, v)− 4γ2u3 = 0 ,
whereas first Mumford’s coordinate of reduced divisor D˜′ on E˜ is equal to
U˜ ′(u) = (u− u˜1)(u − u˜2) = U ′(u)− γu
(
2ℓ3 + γ +
2bℓ1g3
ℓ21 + ℓ
2
2
)
.
As above coordinates of poles u˜1,2 and v˜1,2 satisfy equations of the form (6.1) and (6.2) on the elliptic
curve E˜ . Similar equations appear also for other generalizations of the Kowalevski curve from [6] and
[10] associated with elliptic curves.
Because Kowalevski gyrostat is closely related to the Clebsch system, see [11] and references
within, our next aim is to study reduced divisors for the Clebsch system which has a few Lax matrices.
The corresponding spectral curves are also twofold coverings of elliptic curves [8], so we hope to get
equations of the form (6.1) for the Clebsch system.
The work was supported by the Russian Science Foundation (project 18-11-00032).
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