Abstract-Using induced transient dynamics of a standard telecommunication laser, we perform optical computation at high data rates. Employing time-multiplexing, we emulate a nonlinear photonic network via a single laser diode. Based on the induced dynamics of the network, a machine learning technique is implemented. We compute the multiplication of a scalar with a vector, vector dot and cross products, and the multiplication of a matrix and a vector, using the same system. Information is injected all-optically at a rate of 5 GSamples/s, allowing for up to 5 · 10 8 operations per second.
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I. INTRODUCTION

P
HOTONIC information processing has been a tantalizing prospect for many decades. Interest remains high, even after the field encountered severe set-backs. This continuing interest stems from the enormous prospects, such as high data rates, energy efficiency and true parallelism. Due to the astonishing success of electronic-digital computers, alternative systems were rendered almost irrelevant in the past. Recently, however, a revitalized interest into optical computation, partially based on alternative approaches to photonic information processing has emerged [1] . Due to the importance of fundamental vector operations to information processing in general, for system control or in telecommunication tasks, they were considered in some of the earliest optical computing concepts [2] , [3] . Other all-optical implementations of vector and matrix operations exist [4] . Most, however, are based on designs specific for each single operation, and as such require a high degree of specialized hardware.
For seamless interoperability with most nowadays photonic devices and for maximum technological relevance, a multipurpose photonic information processing scheme operating at telecommunication wavelength would be of high interest.
Here, we experimentally demonstrate the photonic realization of a variety of algebraic operations between vectors, scalars and matrices, using a modification of the machine learning concept of Reservoir Computing (RC) [5] , [6] . When applied to more abstract and complex tasks, e.g. spoken digit recognition and chaotic timeseries prediction, optical RC systems already yielded excellent performance [7] . In this proof-ofconcept experiment, we significantly extend the range of demonstrated information processing tasks based on RC with all-optically implemented reservoirs. All computations to be reported here do not require memory. Therefore, we create a photonic network without recurrent connections and consequently without fading memory. Information injection and training procedures, however, remain unaltered and identical to the concept of RC. To avoid ambiguity in our nomenclature, we will refer to our computational scheme as nonlinear transient computing [8] .
II. NONLINEAR TRANSIENT COMPUTING EMBEDDED IN HARDWARE
In nonlinear transient computing, computation is based on the response of a nonlinear network to injected information. Such networks can be established in a large variety of devices, i.e. using time-multiplexed [9] or multiple-node networks [10] . In our experiments, the all-optical realization of the nonlinear network exclusively utilizes standard, off-the-shelf telecommunication components.
The attractiveness of this computational concept stems from the rather weak constraints upon the exact structure of the nonlinear network. As a consequence, implementations in opto-electronic [11] , [12] and all-optical systems [7] , [13] have been realized in proof-of-concept experiments recently. In all of these publications, the computational power of the network is based on the nonlinearity provided by standard photonic components, for example the threshold and amplitude-phase coupling of light inside a semiconductor laser diode [7] , [14] . The scheme does not require a specific system architecture for solving different tasks and is based on simple learning rules. Defining the output as a linear weighted sum of nonlinear transients states [5] , [9] , for certain conditions any mathematical operation can be performed by such systems [15] . All reported computations to be carried out in our experiment do not require memory. Consequently, the delayed feedback, included in earlier implementations of our concept, was removed.
In the original RC concept, nonlinear transients were induced in a reservoir of multiple, randomly interconnected nonlinear elements [5] , [6] . Using time-multiplexing and data pre-processing, such a nonlinear network can be realized with a single nonlinear element [9] . Figure1 illustrates the concept, showing the individual time multiplexing sequences (a), the laser's transient response (b) and our experimental implementation (c).
As illustrated in Fig. 1 a) , for a network consisting of N transient states, one computational operation takes the time T 2 = T 1 ·N. Two clock signals therefore exist in our system: T 2 defines the temporal duration of one computational operation, while signal T 1 refers to the individual transient states. We define T 1 = · T 0 , with T 0 being the characteristic response time of the laser and a scaling factor. For T 1 < T 0 , the system's inertia couples consecutive transients and therefore establishes internal network connections. In a different information processing task, we empirically found the tradeoff between node-coupling and the network's response to be optimal for ≈ 0.2 [9] .
The induced nonlinear transients, i.e. the laser output, is illustrated in Fig. 1 b) . Each transient state corresponds to a numbered circle. Arrows linking the numbered circles illustrate the network's connection topology induced by the inertia and < 1. The system's output (y(T 2 )), providing the result of a computation, is a linear weighted sum of the network's transients, illustrated as in Fig. 1 b) . The computational scheme is inherently parallel in terms of datainjection, processing and data-readout, hence input and readout information are vectors.
In our experiment, the number of independent components (L) in the input information (v) ranges from four (multiplying vector a by scalar c) and twelve (a multiplied by matrix D), with each scalar, vector-or matrix-component represented by an input-dimension. We constructed the injection signal (u) from random superposition of the L input vector components, according to
Here ω is the input connectivity matrix (dimensionality N × L) and element u n (n = {1 . . . N}) being the data injected for transient n. Equation (1) results in a vector with the number of components equal to the size of the network N. 70 % of elements in ω were set to zero, the remaining 30 % were randomly chosen as ±1. The sparsity of ω ensured each value of u n only includes information about few components of v. Accordingly, the training procedure will be able to emphasize (suppress) the nodes mixing the required (not-required) input data components for each dimension of the output.
The number of independent output components required by the specific operation defines the number of readout classifiers needed. As an example, the vector dot product a · b requires one readout only (k = {1}), while a × b requires three (k = {1, 2, 3}). The linear readout weights are trained using standard machine learning techniques, e.g. linear regression [9] . Using the example of the vector cross product, we randomly create ξ = 1000 different realizations of vectors a and b, and calculate the readout targets (y t ) according to y t = a×b. Performance is evaluated via off-line cross validation, using 80% (20%) for training (testing). We construct ξ realizations of input vectors, matrices and scalars, with random values between zero and one for each component. The standard deviation is computed by the deviation between the test samples' classifiers, and their targets and is averaged across the ξ different realizations:
Once the system's analog classifier has been optimized for the trained vector or matrix operation, this operation can be carried out for any input values. Computation therefore is not restricted to the ξ random examples used for training and testing, but the system rather has learned and approximated the mathematical rule of the required operation. As such, after a learning procedure carried out offline on a computer, the system is capable of executing the various trained operation without future supervision. First hardware realizations of analog classifiers for RC based on time-multiplexing are being developed [16] . Such a system could afterwards perform the required computation without relying on further training.
III. EXPERIMENTAL SETUP
A schematic of our experimental realization of nonlinear transient computing is shown in Fig. 1 c) . In the all-optical implementation of the nonlinear network, we utilized a standard, fiber-pigtailed semiconductor laser as the central nonlinear element (LI). The laser operated at telecommunication wavelengths (λ = 1543 nm) and was biased at 12.2 mA, corresponding to 2.5 % above solitary laser threshold. As optical information injection source we used a narrow linewidth, tunable laser (LII) tuned to the same wavelength. Signal u was encoded via intensity modulation of the injection laser using a Mach-Zehnder modulator (MZM). The modulation rate of the injection signal was 5 × 10 9 Samples/second, the modulation resulted in minimum and maximum powers of 1 μW and 1 mW, respectively. Our experiment's purpose was characterizing the computational performance of only the laser's transient dynamics. We accordingly eliminated the influence of the MZM sin 2 -nonlinearity during the data preprocessing stage.
Experimental results of the individual tasks are shown in Fig. 2 , depicting the average calculation error. Panel a) shows error δ calculated via eq. 2, panel b) the corresponding computation accuracy in number of bit levels. The information processing performance was evaluated for networks ranging in size from 10 to 100 transients.
Each of the individual tasks poses a different computational challenge to the system. Multiplying a vector by a scalar can accurately be executed with as little as 10 transient states, with an error of ∼4 % for ≥15 transients. Computationally more demanding are vector dot and cross product. According to results displayed in Fig. 2 , vector dot and cross product are computed with an approximately double error when compared to the scalar multiplication. Additionally, a network size of >30 was required. Not surprisingly, the most computationally demanding task was the multiplication of a vector by a matrix. While the lowest error achieved was practically identical to the one for vector dot and cross product, the size of the network required to achieve similar accuracy further increased to ≥50.
For all reported tasks, the error between the optically computed values and their targets lies significantly below 10% for computations based on more than 25 transients. In an entirely hardware based system, one could perform between 5×10 8 and 5×10 7 operations per seconds for computation using between 10 and 100 transients, respectively. For each operation, the computation accuracy approaches or exceeds 4 Bit resolution. In our experiments, we measured a signal-to-noise ratio of ∼5%, largely dominated by detection noise.
To illustrate the impact of the detection noise, we compute the nonlinear response of a Ikeda-nonlinearity (sin 2 , no delayed feedback), utilizing identical injection-data as in our experiment. Due to the analogue nature of the readout values, noise has a direct impact on system performance. Training the system's readout using noise-less data, the error approaches 0% for 25 nonlinear elements and more. Including 5 % additive (detection) noise to the response of the Ikeda-nonlinearity results in a performance decrease by ∼1.5%. For the product between a vector and a scalar, results are illustrated by the dotted line in Fig. 2 b) . Hence, a detector with a lower noise figure could significantly improve the performance of the system. For directly interfacing the system's output with other optical elements, a detector could be avoided, hence eliminating this noise-source.
IV. CONCLUSION
We have experimentally demonstrated high speed algebraic vector and matrix operations using standard, off-theshelf telecommunication components. Other than most optical information processing systems, the demonstrated analoguetransient computing scheme has been successful in several different, highly diverse benchmark tests. As such, we significantly extend the range of possible applications of high-speed all-optical information processing systems based on machine learning. Especially for applications where a compromise between high accuracy, high speed or energy efficiency has to be found, such optical information processing approaches could offer attractive alternatives to available techniques.
In an implementation of our scheme in multi-nodenetworks, hence omitting the time-multiplexing procedure, the 1/N injection rate reduction can partly or entirely be eliminated. Much higher data-rates are therefore achievable, possibly reaching 10s of GSamples/s. In addition, fast nonlinear optical transients exist in many systems with dynamical responses on the picosecond timescales and shorter.
A detailed investigation of the relation between laser diode parameters like the linewidth enhancement factor (here α ∼ 2), damping of relaxation oscillations (here ∼ 2.5 ns −1 ) is still lacking at this point. Semiconductor lasers exhibit some variety for each one of these parameters. Consequently, the accuracy of such computations might increase significantly in the future. Furthermore, factor was optimized for a system with memory, executing a prediction task. In our experiments we emphasize the general purpose properties of our scheme, therefore utilizing identical or similar parameters as in results reported earlier. Future, task specific optimization of could nevertheless result in an increase in performance and processing speed.
Physically implemented reservoir and nonlinear transient computing has been established with large success in recent years. To reach the full potential of this promising general purpose approach to information processing, a physical realization of the injection and readout stages has to be demonstrated. Early implementations of the readout stage have been demonstrated [16] and suggested [7] . A physical implementation of the entire concept could open new doors in the photonic-information processing and machine learning community.
