A bounded linear operator which has a finite index and which is defined on a Banach space is often referred to in the literature as a Fredholm operator. Fredholm operators are important for a variety of reasons, one being the role that their index plays in global analysis. The aim of this paper is to prove the spectral theorem for compact operators in refined form and to describe some properties of the essential spectrum of general bounded operators by the use of the theorem of Fredholm operators. For this, we have analysed the Fredholm operator which is defined in a Banach space for some special characterisations.
Introduction
An operator K defined by a kernel k is called a Fredholm type operator. The name goes back to Swede, E. Ivar Fredholm who developed a comprehensive theory for integral equations of second kind at the beginning of the twentieth century [4] . The integral (1) defines a linear operator K on X into X. If we take Kx = y to mean yሺsሻ = න kሺs, tሻxሺtሻdt ሺ2ሻ ୠ ୟ the equation (2) is known as Fredholm type integral equation of the first kind [7] .
Another operator T is obtained by defining Tx = y to mean yሺsሻ = xሺsሻ − න kሺs, tሻxሺtሻdt ሺ3ሻ [5] .
Equations of this sort are of great importance. The application of this operator plays a vital role in the theory of boundary value problems in differential equations. Fredholm studied Fredholm type integral equations of the second kind, which gave rise to such operators. In view of the development of the theory of Fredholm operators the following definitions are frequently used.
Definitions Fredholm operator
(i) A closed linear operator which has a finite index is called a Fredholm operator.
(ii) Let X and Y are Banach spaces. A linear operator
The terminology stems from the classical theory of integral equations. Special types of Fredholm operators were considered by many authors since that time but systematic treatment were not given until the work of Atkimon [1] , Gohberg [4] and yood [9] . A general account of the history of the theory is given by [a]Gohberg Krein [3] and (b) Kato [5] . For a good general account of the theory can be found in the book written by Gohberg [4] .
Definition(3)
Let B & C be two Banach spaces. A bounded linear operator A: B → C is defined to be a linear map for which the norm ∥ A ∥∶= supሼ∥ Af ∥∶ ∥ f ∥≤ 1 ሽ is finite.
Definition(4)
Let X and y be normed linear spaces. Suppose T is a linear operator with domain X and range in y. We say that T is compact if for each bounded sequence {xn} in X, the sequence {T xn} contains a sub sequence converging to some limit in y. A compact operator is also called completely continuous.
Lemma (1)
If A is a compact operator on B, then (λI-A) is Fredholm for all λ ≠ 0.
Proof:
We first prove that ℒ≔Ker(λI -A) is finite dimensional by contradiction. If this were not the case there would exist an infinite sequence x n Єℒ such that ∥ x ୬ ∥ = 1 and ∥ x ୫ − x ୬ ∥ ≥ 1/2 for all distinct m and n. Since Axn = λxn and λ ≠ 0, we could conclude that Axn has no convergent subsequence. We can write B=ℒ + M, where ℒ ∩ M = {0}and M is a closed linear subspace on which (λI -A) is one-one. We next prove that ℛ≔Ran(λI-A) is closed. If g n Є ℛand ∥ ݃ − ݃ ∥ →0, then there exist f n Є M such that g n = (λI-A)f n . If ∥ f ୬ ∥ is not a bounded sequence then by passing to a subsequence (without change of notation) we may assume that ∥ f ୬ ∥ → ∞ as n → ∞. Putting h n ≔f n /∥ ݂ ∥we have∥ ℎ ∥ =1 and k n ≔ (λI -A)h n → 0. The compactness of A implies that h n = λ -1 (Ah n + k n ) has a convergent subsequence. Passing to this subsequence we have h n → hwhere
We conclude that h Є M ∩ ℒ. The contradiction implies that ∥ ݂ ∥ is a bounded sequence. Given this fact the compactness of A implies that the sequence f n = λ -1 (Af n + g n ) has a convergent subsequence. Passing to this subsequence we obtain f n →fas n → ∞, sof = λ -1 (Af + g), and g = (λI -A)f. Therefore ℛ is closed. Since Ran(λI -A) is closed, an application of the Hahn-Banach theorem implies that its codimension equals the dimension of Ker(λI -A*) in B*. But A* is compact, so this is finite by the first paragraph.
Our next theorem provides a second characterization of Fredholm operators.
Theorem (1)
Every Fredholm operator has closed range. The bounded operator A : B → C is Fredholm if and only if there is a bounded operator B : C → B such that both (AB -I) and (BA -I) are compact.
Proof:
If Since (I + K 1 ) and (I + K 2 ) are both Fredholm by Lemma (7.1), it follows that Amust be Fredholm.
The proof of Theorem (1) provides an important structure theorem for Fredholm operators. Before stating our next theorem we make some definitions. We say that λ lies in the essential spectrum EssSpec(A) of a bounded operator A if (λI -A) is not a Fredholm operator. Since the set κ (B) of all compact operators is a norm closed two-sided ideal in the Banach algebra ℒ(B) of all bounded operators on B, the quotient algebra C := ℒ(B)/ κ(B) is a Banach algebra with respect to the quotient norm ∥ ߨሺ‫ܣ‬ሻ ∥≔ inf ሼ∥ ‫ܣ‬ + ‫ܭ‬ ∥∶ ‫ܭ‬ ∈ κሺ‫ܤ‬ሻሽ where π : ℒ( B ) → Cis the quotient map. The Calkin algebra C enables us to rewrite Theorem (1) is particularly in a simple form.
Theorem (2)
If
Theorem (3)
The bounded operator A on B is Fredholm if and only if π(A) is invertible in the Calkin algebra C. If A Є ℒ(B) then ‫‪ሻ‬ܣ‪݁ܿሺ‬ܵݏݏܧ‬ = ܵ‫ܿ݁‬ሺߨሺ‫ܣ‬ሻሻ.
Proof :
Both statements of the theorem are elementary consequences of Theorem (1).
Corollary:
If A : B → B is a Fredholm operator and B ≔ A + K where K is compact, then B is a Fredholm operator and ‫‪ሻ‬ܣ‪݁ܿሺ‬ܵݏݏܧ‬ = ‫.‪ሻ‬ܤ‪݁ܿሺ‬ܵݏݏܧ‬
Theorem (4)
If A is a Fredholm operator on B then A* is Fredholm.
Proof :
Suppose that AB = I + K 1 and BA = I + K 2 where K 1 , K 2 are compact. Then B*A* = I + K 1 * and A*B* = I + K 2 *. We deduce that A* is Fredholm by applying Theorem (1).
Example (2):
Prove directly from the definition that if 
Theorem (5)
If A:B → C is a Fredholm operator, then there exists Є >0 such that every bounded operator X satisfying ∥ ܺ − ‫ܣ‬ ∥<∈ is also Fredholm with ݅݊݀݁‫ݔ‬ሺܺሻ = ݅݊݀݁‫ݔ‬ሺ‫ܣ‬ሻ.
Proof:
We make use of the matrix representation of Theorem (2 This formula establishes that index(X) does not depend on X, provided ∥ ܺ − ‫ܣ‬ ∥is small enough.
Theorem (5) establishes that the index is a homotopy invariant: if t → A t is a norm continuous family of Fredholm operators then index(A t ) does not depend on t. In a Hilbert space context one can even identify the homotopy classes.
Conclusion
Thus, we see that Fredholm operators are important for variety of reasons, one being the role that their index plays in global analysis. The dimension of null space N(T) and the co-dimension of R(T) of the operator T are finite and it is closed and range of the operator is also closed. The application of this operator plays a vital role in the theory of boundary value problems in differential equations.
