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With the rising popularity of the Web, every day we are becoming more overwhelmed with 
information overload. With this ever-increasingly load of information we spend more and more time, 
sorting through the information for what we actually are looking for. Most computer software available 
today—although capable of processing text, numbers and other symbols—cannot process meaning or 
nuances as we people do. If, somehow, there was a way which computers could understand meaning, as 
well as process meaningful associations of knowledge to symbols, they could assist us in various 
knowledge intensive tasks. One such task, which is the focus of this work, is the processing of number-rich 
documents, such as receipts to fulfill business-specific constraints. This task currently is labor intensive in 
the sense that we manually analyze the receipts and record the various the information in the required 
categories of business expenses reports. Recently, applications have become available to help automate part 
of this process through Object Character Recognition (OCR), however, because OCR only deals with 
information at the character level and not at the syntax or semantic level, this approach has many 
limitations and still rely on human understanding to correct errors and do much of the knowledge-intensive 
task. The premises of this paper is that it should be possible to overcome many of the limitations present in 
OCR-based, processing applications, by further understanding the lexical and semantic relationships 
through extraction ontologies, even for number-rich documents such as receipts. This paper introduces this 
approach and describes preliminary experimental results that support this hypothesis. 
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Tim Berners-Lee, creator of the World Wide Web, foresees a future when the Web will be more than 
just a collection of web pages. In this future, computers themselves will be able to consider the meaning, or 
semantics, of information sources on the Web. This will enable computer programs to perform complex 
tasks autonomously and to communicate amongst one another, and with humans, by being able to 
meaningfully interpret the wealth of knowledge that is available on the Web, as well as in the personal 
computer or other portable devices such as the smart phone. However, why not extent this vision further to 
help us, not only to sort through digital information, but also to any kind information, including information 
that is available to us in printed form. After all, before the advent of computers and subsequently the 
Internet and the Web, information was available only in printed form. Even today, despite the 
ubiquitousness of digital technology in our daily lives, we still need to sort through printed media. Thus, it 
only makes sense that this vision be extended to provide the benefits of the Semantic Web to non-digital, 
atom-based resources, such are receipts, bills, old documents and so forth. 
It is anticipated that people will make use of, or even own, one or several such programs or software 
agents in their personal devices. Agents might be expected to run errands for human users on the Web, or 
process information locally available in their own devices, like instead of people let these agents 
automatically recognize photos of receipts and associate the information contained therein with business 
expense reporting systems. In performing such a task, an agent is likely to take into account aspects such as 
the schedules of the person reporting the expenses, the budgetary constraints given by the employer—such 
as per Diem limits and hotel expense ceilings—, necessary currency conversions, and even association of 
particular expenses with specific budget categories—such as equipment, materials, stationary, etc. 
This thesis presents preliminary work to realize this extended vision of the Semantic Web. The thesis 
builds on research in the field of extraction ontologies , which have been used to extract information from 
digital resources on the Web to allow people and software agents to query the extracted information for 
facts relevant to specific tasks. For example, it has been used to extract information, annotate and query 




Web resources in the domains of car ads, obituaries, family history, biomedical clinical trials data and 
much more. 
It should be noted that others are working on using extraction ontologies to improve the results of 
Object Character Recognition (OCR), particularly in the context of printed family history documents. 
Because this thesis presents only preliminary work for using extraction ontologies to extract, annotate and 
query information in the context of printed receipts, it does not make any attempts to improve OCR results. 
Instead, it leaves this work for a later stage, when the benefits and drawbacks of using extraction ontologies 
for printed receipts become clear. Thus, rather than relying on error-prone OCR applications to digitize 
receipts, this thesis assumes the availability of an error-free OCR system, by manually transcribing the 
receipts used in receipt extraction ontology experiments. Once the viability of this approach is 
demonstrated, future work will incorporate OCR-processed data in the experimentation and attempt to 
improve the OCR recognition rate through the extraction ontologies as others have done. 
One of the personal goals of the author is to capture receipt images directly from smart phone 
cameras, process the image through OCR and finally apply the extraction ontology approach to extract the 
information to use it as input to a given account system, such as Microsoft Excel. However, as seen in the 
previous chapter, error-prone OCR platforms can at times be very inaccurate. A typical approach to 
extracting information from document images is to first run a third-party OCR engine. Valuable 
information can then be extracted from OCR text if we either omit or correct the errors produced by the 
OCR engine. In either case, we avoid the situation of consuming inaccurate data—a situation that 
sometimes may be worse than extracting no information at all, especially when it comes to numerical 
information as that found in receipts. The processes of omitting and correcting errors both rely on the 
important step of error detection. However OCR error detection has rarely been looked at closely outside of 
one process: automatic OCR error correction. We argue that there is value in doing OCR error detection 
separately from error correction for the sake of modularity, flexibility, and targeted analysis. 
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With this in mind, in the future, we will address the challenge of OCR error detection in the context 
of extracting information from OCR text. The joint task of OCR error detection and information extraction 
(IE) is itself a valuable combination for the following reasons. If we wish to manually correct the OCR 
errors, classifying sections of text and numbers using IE will allow us to be more discriminating in what 
parts of the receipt to devote our resources to. 
Receipt recognition and processing is indeed a difficult task. First, because it must rely on OCR 
extraction prior to recognition, thus, the recognition is negatively impacted proportionally to recognition 
deficiencies of the OCR engine being used. In addition, there is no standard employed in general for receipt 
implementations. This also makes it difficult, even for extraction ontologies, to recognize 100% of all 
receipt formats.In conclusion, this thesis demonstrates the viability of using extraction ontologies to 
improve recognition precision, while it also demonstrates the higher scalability for expanding the 
recognition range of receipt contents. Thus, it should be possible to enhance existing product through the 
adoption of extraction ontology techniques for receipt recognition and processing.Although the goal of the 
thesis was mostly met, there is still much work remaining. In the future, we plan to develop a commercial 
application for smart phones, which is based on this approach. In order to accomplish this, we need to find 
and evaluate various OCR libraries, both commercial and open source in nature. 
