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Abstract
We prove the convergence and the asymptotic normality of the quadratic variations of the spherical
fractional Brownian motion.
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1. Introduction
Since Le´vy’s seminal paper [10], one knows that the quadratic variation over [0, 1] of a
Brownian motion converges a.s. to 1. [2] and later [6] generalize this result to a large class of
Gaussian processes. [1] generalizes these results along curves. [7] introduces the H -variations,
a generalization of these quadratic variations. They study the convergence in distribution
of the H -variations, suitably normalized. [9] introduces generalized quadratic variations, for
which the limiting distribution is always Gaussian and the rate of convergence is the square
root of the number of points. [5] extends the use of generalized quadratic variations to non-
Gaussian processes having the same covariance functions as a fractional Brownian motion.
Localized generalized quadratic variations have been used by [4] in a multifractional framework.
Recently, [3] studied the influence of irregular subdivisions on the convergence of quadratic
variations.
Quadratic variations are therefore a very powerful tool in various areas of probability and
statistics. Without being exhaustive, let us mention stochastic calculus and statistical inference.
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Recently, [8] introduced Spherical Fractional Brownian Motion (for short SFBM). Let us briefly
describe its construction. Let ‖.‖ be the Euclidean norm of R3 and S2 = {x ∈ R3, ‖x‖ = 1} be
the unit sphere. Let d(M,M ′), where M,M ′ ∈ S2, be the geodesic distance between M and M ′
on S2. Let O be a given point of S2. The SFBM is the Gaussian centered process satisfying
EX (M)X (M ′) = 1
2
(d2H (0,M)+ d2H (0,M ′)− d2H (M,M ′)). (1)
It exists [8] if and only if 0 < H ≤ 1/2. When H = 1/2, it is the Le´vy’s spherical Brownian
motion [11].
The aim of this paper is to study the quadratic variations of the SFBM over the sphere.
The difficulty comes from the sphere itself: unlike for [0, 1] or [0, 1]2, there is no natural
sampling design on a sphere. We will work with a family of tractable sampling designs. For these
sampling designs, we will prove that the quadratic variations converge a.s. to 1, and that they are
asymptotically normal, when normalized. To sum up, with these sampling designs, quadratic
variations of SFBM behave like the quadratic variations of fractional Brownian motion (with
0 < H ≤ 1/2) over [0, 1]2. Finally, we will apply these results to the estimation of the index H .
2. Sampling designs on a sphere
The distribution of points on a sphere is a difficult task, both from a theoretical point of view
and from an algorithmic point of view: this is for instance the seventh of Smale’s problems for
the next century [12]. Our aim is not to investigate the search of an optimal sampling design.
It is only to find tractable sampling designs for our purpose. We will work with sequences of
sampling designs Mn, n ≥ 1:
Mn = {Mnk , k = 0, . . . , K 2n },
where (Kn) is an increasing sequence of integers. For each k and n, define N nk as the set of
neighbors of Mnk :
N nk = {k′ = 0, . . . , K 2n such that d(Mnk ,Mnk′) = min
`=0,...,K 2n
d(Mnk ,M
n
` )}.
We will make two assumptions for the sequence Mn .
Assumption 1. Well-separated sampling designs.
There exist two constants 0 < γ1 ≤ γ2 such that, for all n ≥ 1,
γ1
Kn
≤ min
k=0,...,K 2n ,k′∈N nk
d(Mnk ,M
n
k′),
and
max
k=0,...,K 2n ,k′∈N nk
d(Mnk ,M
n
k′) ≤
γ2
Kn
.
Assumption 2. Well-concentrated sampling designs.
There exists a constant Γ such that, for all integers P ,
#
{
k1, k2 = 0, . . . , K 2n such that
P
Kn
≤ d(Mnk1 ,Mnk2) ≤
P + 1
Kn
}
≤ ΓK 2n ,
where #A stands for the cardinal of the set A.
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3. Quadratic variations of the spherical fractional Brownian motion
3.1. Definitions and notation
Let vn be the total number of neighbors in the sampling design Mn :
vn =
K 2n∑
k=0
#N nk .
Define the normalized quadratic variations of the SFBM:
Vn = 1
vn
K 2n∑
k=0
∑
k′∈N nk
(X (Mnk )− X (Mnk′))2
d2H (Mnk ,M
n
k′)
.
3.2. Convergence of the quadratic variations
Theorem 1. • Almost sure convergence of the quadratic variations.
lim
n→+∞ Vn
(a.s.)= 1.
• Asymptotic normality of the quadratic variations.
1√
var(Vn)
(Vn − 1) converges in distribution, as n → ∞, to a centered standard normal
variable.
• Order of magnitude of the variance of the quadratic variations.
There exist two constants 0 < C1 ≤ C2 such that, for all n,
C1
K 2n
≤ var(Vn) ≤ C2K 2n
.
3.3. Proofs of Theorem 1
In the following, C denotes a constant that can change from one occurrence to another. First
note that, by Assumption 2, vn ≤ ([γ2]+1)ΓK 2n , and, since every point has a neighbor, vn ≥ K 2n .
We first compute the expectation of the quadratic variations:
EVn = 1
vn
K 2n∑
k=0
∑
k′∈N nk
1
= 1.
We then compute the variance:
var(Vn) = EV 2n − (EVn)2.
Since the SFBM is a Gaussian process,
var(Vn) = 2
v2n
K 2n∑
k1,k2=0
∑
k′1∈N nk1 ,k
′
2∈N nk2
(E(X (Mnk′2
)− X (Mnk2))(X (Mnk′1)− X (M
n
k1
)))2
d2H (Mnk′2
,Mnk2)d
2H (Mnk′1
,Mnk1)
(2)
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Then, by (1),
2E(X (Mnk′2)− X (M
n
k2))(X (M
n
k′1
)− X (Mnk1))
= d2H (0,Mnk′2)+ d
2H (0,Mnk′1
)− d2H (Mnk′1 ,M
n
k′2
)
− d2H (0,Mnk′2)− d
2H (0,Mnk1)+ d2H (Mnk1 ,Mnk′2)
− d2H (0,Mnk2)− d2H (0,Mnk′1)+ d
2H (Mnk′1
,Mnk2)
× d2H (0,Mnk2)+ d2H (0,Mnk1)− d2H (Mnk1 ,Mnk2)
= d2H (Mnk1 ,Mnk′2)+ d
2H (Mnk′1
,Mnk2)
− d2H (Mnk1 ,Mnk2)− d2H (Mnk′1 ,M
n
k′2
).
When keeping only cases k1 = k2 and k′1 = k′2 in (2), one can easily see that
var(Vn) ≥ 2
v2n
K 2n∑
k1
∑
k′1∈N nk1
(E(X (Mnk′1
)− X (Mnk1))2)2
d4H (Mnk′1
,Mnk1)
= 2
vn
.
Constant C1 of Theorem 1 is greater than 2Γ ([γ2]+1) .
We split the sum (2) into two parts: the diagonal part and the non-diagonal part. The diagonal
part is defined through the set of indices I n :
I n = {(k1, k2, k′1, k′2), k1, k2 = 0, . . . , K 2n , k′1 ∈ N nk1 , k′2 ∈ N nk2 such that
‖Mnk′1 ,M
n
k′2
‖ ≤ 1/2‖Mnk1 ,Mnk2‖ or
‖Mnk′1 ,M
n
k2‖ ≤ 1/2‖Mnk1 ,Mnk2‖ or
‖Mnk1 ,Mnk′2‖ ≤ 1/2‖M
n
k1 ,M
n
k2‖ or
‖Mnk1 ,Mnk′1‖ ≥ 1/4‖M
n
k1 ,M
n
k2‖}.
Let (k1, k2, k′1, k′2) ∈ I n .
‖Mnk1Mnk2‖ ≤ ‖Mnk1Mnk′1‖ + ‖M
n
k′1
Mnk′2
‖ + ‖Mnk′2M
n
k2‖
≤ d(Mnk1 ,Mnk′1)+ ‖M
n
k′1
Mnk′2
‖ + d(Mnk′2 ,M
n
k2).
By Assumption 1,
‖Mnk1Mnk2‖ ≤
2γ2
Kn
+ ‖Mnk′1M
n
k′2
‖.
Since (k1, k2, k′1, k′2) ∈ I n ,
‖Mnk1Mnk2‖ ≤
2γ2
Kn
+ ‖M
n
k1
Mnk2‖
2
.
It follows that
‖Mnk1 ,Mnk2‖ ≤
4γ2
Kn
.
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Since ‖Mnk1 ,Mnk2‖ ≥
d(Mnk1 ,M
n
k2
)
pi
,
d(Mnk1 ,M
n
k2) ≤
4piγ2
Kn
. (3)
By Assumption 2, there are at most ([4piγ2] + 1)ΓK 2n indices k1, k2 satisfying (3). The number
of indices (k1, k2, k′1, k′2) satisfying ‖Mnk′1 ,M
n
k′2
‖ ≤ 1/2‖Mnk1 ,Mnk2‖ is at most O(K 2n ). Similar
computations on the three other conditions defining the set I n show that the set I n has therefore
at most O(K 2n ) indices. Moreover, by Cauchy–Schwarz,
(E(X (Mnk′2
)− X (Mnk2))(X (Mnk′1)− X (M
n
k1
)))2
d2H (Mnk′2
,Mnk2)d
2H (Mnk′1
,Mnk1)
≤ 1.
It follows that
2
v2n
∑
(k1,k2,k′1,k′2)∈I n
(E(X (Mnk′2
)− X (Mnk2))(X (Mnk′1)− X (M
n
k1
)))2
d2H (Mnk′2
,Mnk2)d
2H (Mnk′1
,Mnk1)
≤ C
K 2n
.
We now study the non-diagonal term of the variance, that is for (k1, k2, k′1, k′2) 6∈ I n . For this
purpose we need some preliminary lemmas.
Lemma 1. Let 0 < α ≤ 1 and |x | ≤ X < 1. Then,
|(1+ x)α − 1− αx | ≤ α(α − 1)
(1− X)2−α x
2.
Proof of Lemma 1. Lemma 1 is proved by a Taylor expansion of order 2 for 0 < α < 1 and is
straightforward for α = 1. 
Lemma 2. For all A, B,C ∈ S2,
|d(A, B)− d(A,C)| ≤ d(B,C).
Proof of Lemma 2. • If d(A,C) ≥ d(A, B) then d(A, B)+ d(B,C) ≥ d(A,C).
• If d(A,C) ≤ d(A, B) then d(A,C)+ d(C, B) ≥ d(A, B). 
Lemma 3. Let (k1, k2, k′1, k′2) 6∈ I n . Then, there exists C > 0 such that∣∣∣‖Mnk′1Mnk′2‖ + ‖Mnk1Mnk2‖ − ‖Mnk′1Mnk2‖ − ‖Mnk1Mnk′2‖∣∣∣ ≤ CK 2n‖Mnk1Mnk2‖ .
Proof of Lemma 3.
‖Mnk′1M
n
k2‖2 = ‖Mnk1Mnk2‖2 + ‖Mnk1Mnk′1‖
2 + 2−−−−→Mnk2Mnk1
−−−−→
Mnk1M
n
k′1
‖Mnk′1M
n
k2‖ = ‖Mnk1Mnk2‖
√√√√1+ ‖Mnk1Mnk′1‖2 + 2−−−−→Mnk2Mnk1−−−−→Mnk1Mnk′1‖Mnk1Mnk2‖2 .
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Since (k1, k2, k′1, k′2) 6∈ I n , one has
∣∣∣∣∣ ‖M
n
k1
Mn
k′1
‖2+2−−−−−→Mnk2M
n
k1
−−−−−→
Mnk1M
n
k′1
‖Mnk1M
n
k2
‖2
∣∣∣∣∣ ≤ 916 and one can apply
Lemma 1 with α = 1/2 and X = 9/16:∣∣∣∣∣∣‖Mnk′1Mnk2‖ − ‖Mnk1Mnk2‖ −
−−−−→
Mnk2M
n
k1
−−−−→
Mnk1M
n
k′1
‖Mnk1Mnk2‖
∣∣∣∣∣∣
≤ C
(‖Mnk1Mnk′1‖
2 + 2−−−−→Mnk2Mnk1
−−−−→
Mnk1M
n
k′1
)2
‖Mnk1Mnk2‖3
≤ C
‖Mnk1Mnk′1‖
4 + ‖Mnk2Mnk1‖2‖Mnk1Mnk′1‖
2
‖Mnk1Mnk2‖3
.
This leads to∣∣∣∣∣∣‖Mnk′1Mnk2‖ − ‖Mnk1Mnk2‖ −
−−−−→
Mnk2M
n
k1
−−−−→
Mnk1M
n
k′1
‖Mnk1Mnk2‖
∣∣∣∣∣∣ ≤ CK 2n‖Mnk1Mnk2‖ . (4)
The same computation is now done with ‖Mnk1Mnk′2‖:∣∣∣∣∣∣‖Mnk1Mnk′2‖ − ‖Mnk′1Mnk′2‖ −
−−−−→
Mnk1M
n
k′1
−−−−→
Mnk′1
Mnk′2
‖Mnk′1M
n
k′2
‖
∣∣∣∣∣∣ ≤ CK 2n‖Mnk′1Mnk′2‖
≤ C
K 2n‖Mnk1Mnk2‖
.
Let H1 be the orthogonal projection of Mnk1 on the axis M
n
k′1
Mnk′2
. Let H2 be the orthogonal
projection of Mnk2 on the axis M
n
k′1
Mnk′2
. Then one has
−−−−→
Mnk2M
n
k1
−−−−→
Mnk1M
n
k′1
‖Mnk1Mnk2‖
−
−−−−→
Mnk1M
n
k′1
−−−−→
Mnk′1
Mnk′2
‖Mnk′1M
n
k′2
‖ =
−−−−→
Mnk1M
n
k′1
 −−−−→Mnk2Mnk1‖Mnk1Mnk2‖ −
−−−−→
Mnk′1
Mnk′2
‖Mnk′1M
n
k′2
‖
 .
∥∥∥∥∥∥
−−−−→
Mnk2M
n
k1
‖Mnk1Mnk2‖
−
−−−−→
Mnk′1
Mnk′2
‖Mnk′1M
n
k′2
‖
∥∥∥∥∥∥
2
= 2− 2
−−−−→
Mnk2M
n
k1
−−−−→
Mnk′1
Mnk′2
‖Mnk1Mnk2‖‖Mnk′1M
n
k′2
‖ .
2− 2
−−−−→
Mnk2M
n
k1
−−−−→
Mnk′1
Mnk′2
‖Mnk1Mnk2‖ ‖Mnk′1M
n
k′2
‖ = 2− 2
−−−−→
Mnk2M
n
k1(
−−−−→
Mnk′1
H1 +−−−→H1H2 +−−−−→H2Mnk′2)
‖Mnk1Mnk2‖ ‖Mnk′1M
n
k′2
‖
= −2
−−−−→
Mnk2M
n
k1
−−−−→
Mnk′1
H1
‖Mnk1Mnk2‖ ‖Mnk′1M
n
k′2
‖ − 2
−−−−→
Mnk2M
n
k1
−−−−→
H2Mnk′2
‖Mnk1Mnk2‖ ‖Mnk′1M
n
k′2
‖ .
Since ‖Mnk′1H1‖ ≤ ‖M
n
k′1
Mnk1‖ ≤
γ2
Kn
and ‖Mnk′2H2‖ ≤ ‖M
n
k′2
Mnk2‖ ≤
γ2
Kn
, Lemma 3 is
proved. 
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Lemma 4. Let (k1, k2, k′1, k′2) 6∈ I n . Then, there exists C > 0 such that
|d(Mnk′1 ,M
n
k′2
)+ d(Mnk1 ,Mnk2)− d(Mnk′1 ,M
n
k2)− d(Mnk1 ,Mnk′2)| ≤
C
K 2n‖Mnk1Mnk2‖
.
Proof of Lemma 4. For all A, B ∈ S2,
d(A, B) = f (‖AB‖),
where
f (x) = 2 arcsin(x/2).
d(Mnk′1
,Mnk′2
)+ d(Mnk1 ,Mnk2)− d(Mnk′1 ,M
n
k2)− d(Mnk1 ,Mnk′2)
= f (‖Mnk′1M
n
k′2
‖)+ f (‖Mnk1Mnk2‖)− f (‖Mnk′1 ,M
n
k2‖)− f (‖Mnk1Mnk′2‖).
From (4),
f (‖Mnk′1M
n
k2‖) = f
‖Mnk1Mnk2‖ +
−−−−→
Mnk2M
n
k1
−−−−→
Mnk1M
n
k′1
‖Mnk1Mnk2‖
+ O
(
1
K 2n‖Mnk1Mnk2‖
)
= f (‖Mnk1Mnk2‖)+
−−−−→
Mnk2M
n
k1
−−−−→
Mnk1M
n
k′1
‖Mnk1Mnk2‖
f ′(‖Mnk1Mnk2‖)
+ O
(
1
K 2n‖Mnk1Mnk2‖
)
.
The same is done for f (‖Mnk1Mnk′2‖):
f (‖Mnk1Mnk′2‖) = f (‖M
n
k′1
Mnk′2
‖)+
−−−−→
Mnk1M
n
k′1
−−−−→
Mnk′1
Mnk′2
‖Mnk′1M
n
k′2
‖ f
′(‖Mnk′1M
n
k′2
‖)
+ O
(
1
K 2n‖Mnk1Mnk2‖
)
.
A Taylor expansion of f ′(‖Mnk′1M
n
k′2
‖) is carried out:
f ′(‖Mnk′1M
n
k′2
‖) = f ′(‖Mnk1Mnk2‖)+ O
(
1
K 2n
)
,
and Lemma 4 is proved. 
Lemma 5. Let (k1, k2, k′1, k′2) 6∈ I n . Then, there exists C > 0 such that
|d2H (Mnk′1 ,M
n
k′2
)+ d2H (Mnk1 ,Mnk2)− d2H (Mnk′1 ,M
n
k2)− d2H (Mnk1 ,Mnk′2)|
≤ C
K 2n
d2H−2(Mnk1 ,M
n
k2).
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Proof of Lemma 5.
d2H (Mnk1 ,M
n
k′2
) = d2H (Mnk1 ,Mnk2)
(
1+
d(Mnk1 ,M
n
k′2
)− d(Mnk1 ,Mnk2)
d(Mnk1 ,M
n
k2
)
)2H
.
From Lemma 1,∣∣∣d2H (Mnk1 ,Mnk′2)− d2H (Mnk1 ,Mnk2)− 2Hd2H−1(Mnk1 ,Mnk2)(d(Mnk1 ,Mnk′2)
−d(Mnk1 ,Mnk2))
∣∣∣ ≤ C
K 2n
d2H−2(Mnk1 ,M
n
k2)
The same is done for d2H (Mnk′1
,Mnk2) and d
2H (Mnk′1
,Mnk′2
). One then applies Lemma 4.
We can now study the non-diagonal part of the variance var(Vn):
2
v2n
∑
(k1,k2,k′1,k′2)6∈I n
(E(X (Mnk′2
)− X (Mnk2))(X (Mnk′1)− X (M
n
k1
)))2
d2H (Mnk′2
,Mnk2)d
2H (Mnk′1
,Mnk1)
≤ C
K 4n
∑
(k1,k2,k′1,k′2)6∈I n
(Knd(Mnk1 ,M
n
k2))
4H−4.
By Assumption 2,
2
v2n
∑
(k1,k2,k′1,k′2)6∈I n
(E(X (Mnk′2
)− X (Mnk2))(X (Mnk′1)− X (M
n
k1
)))2
d2H (Mnk′2
,Mnk2)d
2H (Mnk′1
,Mnk1)
≤ C
K 2n
∑
p≥1
p4H−4.
We can now prove Theorem 1. We have proved that there exists C2 such that var(Vn) ≤ C2K 2n .
Since
∑
n≥1 var(Vn) < ∞, the Borel–Cantelli lemma implies the convergence almost surely of
the sequence (Vn). 
We now prove the asymptotic normality of the quadratic variations. We follow the proof of [9].
We first need the following lemma.
Lemma 6. Let (Xk,n), k = 1, . . . , n, n ≥ 1, be a sequence of i.i.d. centered variables with
variance 1. Let
Vn =
n∑
1
λk,nXk,n .
Assume
lim
n→∞
max
k=1,...,n
|λk,n|√
n∑
k=1
λ2k,n
= 0.
Then Vn√
var(Vn)
converges in distribution, as n →∞, to a centered standard normal variable.
Proof of Lemma 6. Let φ be the characteristic function of the (Xk,n).
E
(
e
iλ Vn√
var(Vn )
)
= exp
(
n∑
k=1
logφ
(
λλk,n√
var(Vn)
))
.
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By a Taylor expansion of order 2, and using that var(Vn) =∑vnk=1 λ2k,n ,
lim
n→∞E
(
e
iλ Vn√
var(Vn )
)
= exp(−λ2/2),
and Lemma 6 is proved. 
Let us recall the following classical lemma of linear algebra.
Lemma 7. Let M = (Mi j ) be a positive defined symmetric matrix and λ its largest eigenvalue.
Then λ ≤ maxi ∑ j |Mi j |.
Let us now consider the vn × vn matrix ϒ = (ρk1,k′1,k2,k′2)k1=0,...,K 2n ,k′1∈N nk1 ,k2=0,...,K 2n ,k′2∈N nk2
defined by
ρk1,k′1,k2,k′2 = corr(X (Mnk′1)− X (M
n
k1), X (M
n
k′2
)− X (Mnk2)),
where corr(X, Y ) denotes the correlation between X and Y . Let (λnj ) be the eigenvalues of the
matrix Υ . There exist i.i.d. standard centered normal variables (ξnj ) such that
Vn = 1
vn
n∑
j=1
λnj (ξ
n
j )
2.
In order to prove the asymptotic normality of the quadratic variations, we use Lemma 6:
indeed, we have to prove that max j λnj = o(1/Kn). By Lemmas 5 and 7, one has
max λnj ≤
C
K 2n
K 2n∑
k1,k2=0
d2H−2(X (Mnk1), X (M
n
k2))
≤ C
K 2n
K 2n∑
p=1
p2H−2.
Since 0 < H ≤ 1/2,
lim
n→∞
1
Kn
K 2n∑
p=1
p2H−2 = 0,
and Theorem 1 is proved.
4. Applications
4.1. Estimation of H with one sampling design
Define the empirical quadratic variations of the SFBM:
Wn = 1
vn
K 2n∑
k=0
∑
k′∈N nk
(X (Mnk )− X (Mnk′))2. (5)
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Consider the following estimate of H :
Ĥn = − logWnlog Kn . (6)
One clearly has
Wn
(
Kn
γ2
)2H
≤ Vn ≤ Wn
(
Kn
γ1
)2H
.
One deduces
−H log γ2
log Kn
− log Vn
2 log Kn
≤ Ĥn − H ≤ −H log γ1log Kn −
log Vn
2 log Kn
. (7)
Since Vn converges (a.s.) to 1 (Theorem 1), one deduces that Ĥn is a consistent estimate:
lim
n→∞ Ĥn
(a.s.)= H. (8)
From (7), one deduces that the rate of convergence of Ĥn is only logarithmic.
4.2. Estimation of H with two equi-distributed sampling designs
In order to avoid the poor rate of convergence of estimate (6), we must now focus on
particular sampling designs. Indeed, we will now work with equi-distributed sampling designs:
the neighbors are all at the same distance. In other words, the constants γ1 and γ2 of Assumption 1
are equal. Let us give an example. Let us parametrize any point M of S2 by its longitude α and
its latitude θ . Consider the sequence (Mn) defined by the points Mnj` = (αnj`, θnj ):
θnj =
2pi j
Kn
,
αnj` =
2pi`
Kn cos θnj
,
j = −
[
Kn
4
]
, . . . , 0, . . . ,
[
Kn
4
]
,
` = 0, . . . , [Kn cos θnj ].
The two constants γ1 and γ2 are equal to 2pi .
Let Wn,1 (resp. Wn,2) be the empirical quadratic variation (defined in (5)) associated with the
sampling design of order Kn (resp. Kn/2). Define the following estimate of H :
Hn = 12 log2
Wn,2
Wn,1
. (9)
Theorem 2. • Consistency of the estimate.
lim
n→∞ Hn
(a.s.)= H. (10)
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• Asymptotic normality of the estimate.
1√
var(Hn)
(Hn − H) converges in distribution, as n → ∞, to a centered standard normal
variable.
• Order of magnitude of the variance of the estimate.
There exist two constants 0 < C ′1 < C ′2 such that, for all n,
C ′1
K 2n
≤ var(Hn) ≤ C
′
2
K 2n
.
Proof of Theorem 2. The consistency of the estimate and the order of magnitude come directly
from Theorem 1. For the asymptotic normality, we need the convergence in distribution of the
couple of normalized quadratic variations associated with the sampling designs of order Kn and
Kn/2. For this purpose, we use exactly the same arguments as those in [9, Th. 3], and Theorem 2
is proved. 
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