Abstract -An important issues in the design of interconnection networks for massively parallel computers is scalability. A new scalable interconnection network topology, called Double-Loop Hypercube (DLH), is proposed. The DLH network combines the positive features of the hypercube topology, such as small diameter, high connectivity, symmetry and simple routing, and the scalability and constant node degree of a new double-loop topology. The DLH network can maintain a constant node degree regardless of the increase in the network size. The nodes of the DLH network adopt the hybrid coding combining Johnson code and Gray code. The hybrid coding scheme can make routing algorithms simple and efficient. Both unicasting and broadcasting routing algorithms are designed for the DLH network, and it is based on the hybrid coding scheme. A detailed analysis shows that the DLH network is a better interconnection network in the properties of topology and the performance of communication. Moreover, it also adopts a threedimensional optical design methodology based on free-space optics. The optical implementation has totally spaceinvariant connection patterns at every node, which enables the DLH to be highly amenable to optical implementation using simple and efficient large space-bandwidth product space-invariant optical elements.
I. INTRODUCTION
Advances in hardware technology, especially the VLSI circuit technology, have made it possible to build a large-scale multiprocessor system that contains thousands or even tens of thousands of processors [1] . For example, the Connection Machine contains as many as 2 16 processors [2] . One crucial step on designing such a multiprocessors system is to determine the topology of the interconnection network (network for short), because the system performance is significantly affected by the network topology. The binary n-cube, also called hypercube, network has been proved to be a very powerful topology [3, 4, 5] . The attractiveness of the hypercube topology is its small diameter, which is the maximum number of links (or hops) a message has to travel to reach its final destination between any two nodes. For a hypercube network the diameter is identical to the degree of a node n = log 2 N. There are 2 n nodes contained in the hypercube; each is uniquely represented by a binary sequence b n−1 b n−2 ...b 0 of length n. Two nodes in the hypercube are adjacent if and only if they differ at exactly one bit position. This property greatly facilitates the routing of messages through the network. In addition, the regular and symmetric nature of the network provides fault tolerance [6] .
Among important parameters of an interconnection network of a multicomputer system are its scalability and modularity [6, 7] . Scalable networks have the property that the size of the system (e.g., the number of nodes) can be increased with minor or no change in the existing configuration. Also, the increase in system size is expected to result in an increase in performance to the extent of the increase in size.
However, a major drawback of the hypercube network is its lack of scalability, which limits its use in building large size systems out of small size systems with little changes in the configuration. As the dimension of the hypercube is increased by one, one more link needs to be added to every node in the network. Therefore, it becomes more difficult to design and fabricate the nodes of the hypercube because of the large fan-out [1, 6, 7] . To remove the limitation of the large fan-out of the hypercube, the cube-connected cycles (CCC) network [8] was designed as a substitute for the hypercube. The node degree of CCC is restricted to three. However, this restriction degrades the performance of CCC at the same time. For example, CCC has a larger diameter and more complex routing than the hypercube. In addition to the changes in the node configuration, at least a doubling of the size is required for the regular hypercube or CCC network to expand and to remain as a hypercube or CCC. The hierarchical hypercube (HHC) network [9] was proposed as a compromise between hypercube and CCC. HHC, which has a two-level structure, takes hypercube as basic modules and connects them in a hypercube manner. HHC has a logarithmic diameter, which is the same as the hypercube. Since the topology of HHC is closely related to the topology of the hypercube, HHC inherits some favorable properties from the hypercube. Nevertheless, HHC still suffers from the limitation of scalability because of not be constant node degree.
Existing research has proposed some networks that are variations of the hypercube. These variants include the Exchanged Hypercube [5] , the Gaussian Hypercube [10] , and the Reduced Hypercube [11] . They are defined by removal of a portion of the n-cube's links while attempting to minimize performance degradation. Reduction of link complexity invariably makes the network more cost effective as it scales up. Nevertheless, some usefulness of a richer connectivity disappears. Routing becomes a serious problem, particularly when faulty components exist. Most hypercube-based interconnection networks are proposed in the literatures [12, 13, 14, 15, 16] suffer from similar size scalability problems. The Optical Multi-Mesh Hypercube (OMMH) [6] is a network that combines the positive features of the hypercube with those of a mesh. The OMMH can be viewed as a two-level system: a local connection level representing a set of hypercube modules and a global connection level representing the mesh network connecting the hypercube modules. The Spanning Multi-channel Linked Hypercube (SMLH) [7] possesses a constant degree and a constant diameter while preserving many properties of the hypercube. Nevertheless, the Routing of two scalable network becomes more complex than the hypercube.
A new scalable network topology, called Double-Loop Hypercube (DLH(m,d)), is proposed in this paper, which combines advantages of both the hypercube topology, such as small diameter, high connectivity, symmetry and simple routing, and the scalability and constant node degree of a new DL(2m) topology. The nodes of the DLH(m,d) network adopt the hybrid coding combining Johnson code and Gray code. Two nodes in the DLH(m,d) are adjacent if and only if they differ at exactly one bit position. The hybrid coding scheme can make routing algorithms simple and efficient. The DLH(m,d) network can maintain a constant node degree regardless of the increase in the network size. It is proved that the DLH(m,d) is of characteristics such as regularity and good scalability.
Optics, owing to its inherent parallelism, high spectral and spatial bandwidth, and low signal cross talk, possesses the potential for a better solution to the communication problem in parallel and distributed computing [6, 7, 17, 18] . Some studies have shown that free-space optical interconnects provide far better communication bandwidth and power dissipation for sufficiently long connection paths that is possible with VLSI technology [19, 20] . A totally space-invariant system has a very regular structure where all the nodes have the same connection patterns which consequently lower the design complexity. There is a fundamental trade-off between the space-bandwidth product, the total degree of freedom in an optical interconnect (the space is considered the cross section area and the bandwidth is the highest spatial frequency handled by the system), and the degree of space-variance. A totally space-invariant system has minimal space-bandwidth product requirements, whereas a totally space-variant system has extensive space-bandwidth product requirements. Also, totally space-invariant systems are much easier to implement than totally space-variant systems [6, 7, 17, 18] .
Therefore, we have adopted a three-dimensional (3-D) optical implementation for the DLH(m,d). The implementation methodology was proposed by Ahmed Louri [6, 7, 17, 18] . The distinctive advantages of the implementation methodology include: i) an efficient and scalable interconnection network, ii) better utilization of the space-bandwidth product of optical imaging systems, iii) full exploitation of the parallelism of free-space optics, iv) simple optical implementations because of the use of large space-bandwidth product space-invariant optical elements, v) cost-efficient implementations because the beams which will be directed orthogonal to the device plane would share the same set of imaging optics for interconnects, and consequently, the cost of the optical hardware would be shared by a large amount of communicating elements, and vi) compatibility with the two-dimensional (2-D) optical logic and switching, and optoelectronic integrated circuit technologies [6] .
The rest of the paper is organized as follows. Section II discusses the topology architecture ofDLH(m,d). Routing algorithms and the properties of the DLH(m,d) are discussed in section III and section IV. In section V, optical implementation issues, including 3-dimensional construction, of the DLH(m,d) are addressed. Section 6 concludes the paper.
II. DLH(m,d) INTERCONNECTION NETWORK

A. Preliminaries
Definition 1. Binary unit-distance cyclic code is a binary code whose each two adjacent codes have one and only one bit different(unit distance characteristic), and the first code and the last one in those codes have one and only one bit different(cycle characteristic). Definition 3. Double-Loop (DL(2m)) interconnection network is a kind of network topology with the following characteristics: i) The DL(2m) has 4m nodes and 6m links, which consists of two rings, an outer ring and an inner ring, each containing 2m nodes; ii) The nodes of the outer/inner ring of the DL(2m) can be marked with m bits Johnson code and 1 bit ring sign at most significant bit, where the outer ring is marked sign 1 and the inner ring is 0; iii) In which the coding rules of the nodes are as follow: When there is just one bit different between any two nodes, there will exist a link between them, that is to say, these two nodes are neighboring to each other.
An example of a DL(2m) is shown in figure 1 , where m equals to 4, which is composed of 4×4=16 nodes and 6 ×4=24 links. The nodes of the outer/inner ring of the DL(2m) can be marked with 4 bits Johnson code and 1 bit ring sign at most significant bit, where the outer ring is marked sign 1 and the inner ring is 0. The topology of the DL(2m) is simple, symmetric and scalable in architecture, and it is 3-regular plane graph. Definition 4. n dimensional Hypercube Interconnection Network (n-cube) is a kind of network topology with the following characteristics: 1) which is composed of 2 n nodes and n*2 n-1 links; 2) in which any node can be coded with a different binary string of n bits such as b n−1 b n−2 ...b 0 ; 3) In which the coding rules of the nodes are as follow: When there is just one bit different between any two nodes, there will exist a link between them, that is to say, these two nodes are neighboring to each other. Figure 2 illustrates the topology of the 4 dimensional hypercube networks, which is composed of 2 4 =16 nodes and 4·2 4-1 =32 links, and in which the nodes are coded from 0000 to 1111.
B. Topology of the DLH(m,d) Network
The total number of nodes in the DLH(m,d) is 4m×2 d . When m≥2, the DLH(m,d) can be constructed by combining the positive features of the hypercube topology, such as small diameter, high connectivity, symmetry and simple routing, and the scalability and constant node degree of the DL(2m) topology as follows:
1) The 2 d nodes can be connected to be a d dimensional hypercube network according to definition 4, in which any node can be coded with a node-id, which adopts Gray code from 0 to d. So, we will obtain 4m such kinds of d dimensional hypercube networks.
2) The 4m such kinds of d dimensional hypercube networks can be divided into 2m groups, in which any group can be coded with a group-id, which adopts Johnson code from 0 to 2m, and any d dimensional hypercube network in a same group can also be coded with a net-id using 0 or 1.
3) The nodes with both the same node-id in different groups can be connected to a DL(2m) according to definition 3.
4) The code of nodes in the DLH(m,d): When there is just one bit different between any two nodes, there will exist a link between them, that is to say, these two nodes are neighboring to each other. 
III. ROUTING ALGORITHMS FOR DLH(m,d)
Routing algorithm is a key factor which affects the efficiency of the communication of network. The distributed dimension-order routing is adopted in this paper. The characteristic of the DLH(m, d) and nodes code are fully utilized in the routing. In this approach, each node, upon receiving the packet, decides whether the packet should be delivered to the local node or forwarded to adjacent node. During the routing decision process, the routing algorithm needn't the state information of the complete network, and just uses code of the current and destination node, thus it can reduce the network communication overhead and node storage overhead.
For
m+d}, then the distance of between S and T is d(S,T)= Hamming(S⊕T).
A. Unicasting Routing Algorithm for DLH(m, d)
The message routing scheme from S to T is that of an n-cube network or that of an DL(2m) network or a combination of the two depending upon the relative locations of the nodes. Then the distance between the three adjacent nodes and destination node is obtained:
node S sends packet to the d min corresponding adjacent node, S is modified whose value is the code of d min corresponding adjacent node. Computing the value of d, if d≡0, then node S is destination node, else iterate the process.
2) Routing within a hypercube: if S m+d ,…,S d+1 S d = T m+d ,…,T d+1 T d , then S and T are within the same hypercube. The routing scheme for this case is exactly the same as that of the regular n-cube network [3] .
3) Routing through DL(2m) and hypercube: if none of the above two cases is true, S and T share neither a hypercube nor a DL(2m). The routing scheme for this case is first to use the hypercube routing scheme until the message arrives at the same DL(2m) where T resides, and then to use the DL(2m) routing scheme for the message to arrive at T. Or the DL(2m) routing scheme can first be applied to forward the message to the same hypercube where T resides, and then the message can reach T using the hypercube routing scheme. We can also mix the hypercube and the DL(2m) routing until the message is forwarded to the same hypercube or to the same DL(2m) where T resides, and then we can forward the message to T using the hypercube or the DL(2m) routing scheme, respectively.
Routing performances analyses: According to the shortest path routing algorithm, it is easy to know that a source node needs m+1 rounds of information exchanges to transform the messages through the DL(2m) network in the worst conditions, needs d rounds of information exchanges to transform the messages through the d dimensional hypercube, so it may need m+1+d rounds of information exchanges to be transform the messages to a destination node through the DLH(m, d) in the worst conditions.
B. Broadcasting Routing Algorithm for DLH(m, d)
For any node A sends data packet to all nodes of the network :
1) A will send messages to all of the nodes, which are in the same DL(2m) including A.
2) Then, in every hypercube of the DLH(m,d), the node received the messages will send the messages to all of the nodes in the same hypercube network.
Routing performances analyses: According to the above broadcasting routing algorithm, it is obvious that the step 1) needs m+1 rounds of information exchanges, the step 2) needs d rounds of information exchanges, so the whole broadcasting needs m+d+1 rounds of information exchanges totally.
IV. DLH(m,d) NETWORK PROPERTIES
In this section, we are going to explore the main topological properties of the DLH(m,d) structure.
The distance between two nodes in a network is defined as the number of links connecting these two nodes. The diameter of a network is defined as the maximum of all the shortest distances between any two nodes. The diameter of the network is of great importance since it determines the maximum number of hops that a message may have to take.
Lemma 1: The diameter of the DLH(m,d) is m+d+1.
Proof: The diameter of a Ring with N nodes is N/2. A DL(2m) consists of two ring, an outer ring and an inner ring, each containing 2m nodes. The distance between two Ring in the DL(2m) is 1. So, the diameter of the DL(2m) is m+1. The diameter of a hypercube with N nodes is log 2 N. Thus, the diameter of the DLH(m,d) is m+d+1.
Link complexity or node degree is defined as the number of links per node. The higher the node degree, the greater is the hardware complexity and, consequently, the cost of the network. 
Lemma 4:
The DLH(m,d) has better scalability, the granularity of size scaling is 4x 2 d nodes. Proof: From the construction algorithm of the DLH(m,d) , it is easy to know that the DLH(m,d) with a n-cube as a basic building block has a constant node degree, which means that the size of the the DLH(m,d) is ready to be scaled up by expanding the size of the DL(2m) without affecting the node degree of existing nodes as is the case in expanding the size of the hypercube network. For an DL (2m), we need to add at least 4 nodes. Therefore, we can add 4x 2 d nodes to the DLH(m,d). As the number of components in a system grow, the probability of the existence of faulty components increases. For a large-scale system, we cannot always expect that all components in such a system are free from failures. However, we need to expect such a system to continue to operate correctly in the presence of a reasonable number of failures. Due to the concurrent presence of DL(2m) and hypercube in the DLH(m,d), rerouting of messages in the presence of a single faulty link or a single faulty node can easily be done with little modification of existing fault-free routing algorithms.
Lemma 5: The DLH(m,d) has better capability of fault tolerance, any single faulty link or any single faulty node can be bypassed by only two additional hops as long as that particular node is not involved in the communication, namely, the node is neither the source nor the destination for any message.
Proof: Consider the rerouting scheme in the presence of a single faulty link when the DL(2m) routing function is being applied. When the message arrives at the node which is connected to the faulty link, it is forwarded to the neighboring DL(2m) via one hop of the hypercube link (n such neighboring DL(2m) exist in the DLH(m,d)). By applying the DL(2m) routing function, the message arrives at a node which is one hop (one hypercube link) away from the destination since the message has been routed in the neighboring DL(2m) to detour the faulty link. Similarly, a single faulty link when the hypercube routing function is being applied can be bypassed by forwarding the message to the neighboring hypercube via a DL(2m) link (three such hypercubes always exist in the DLH (m,d) ). The rerouting scheme in the presence of a single faulty node is the same as that in the presence of a single faulty link but the message forwarding is done at the node located at one hop ahead of the faulty node. Thus, rerouting in the presence of a single faulty node or link can be done with two additional hops with little modification of the fault-free routing methods.
V. OPTICAL IMPLEMENTATION OF DLH(m,d) NETWORK
There has been a great deal of interest in the application of optics as an interconnection medium for high-speed computing and parallel processing [6, 7, 17, 18] . One of the most promising approaches is the use of free-space optical interconnects as opposed to guide-wave (e.g., fibers or waveguides based on polymers) because of their tremendous spatial parallelism [18] . In this section, we first summarize a 3-D totally space-invariant optical implementation methodology of the hypercube network and, then present a totally space-invariant implementation methodology of the proposed DLH(m,d) network.
we explain several notations, be used in this section, as follow: D r (n) stands for row dimension of the resulting 2-D n-cube network. D c (n) stands for column dimension of the resulting 2-D n-cube network. R r (n) stands for amount of upward rotation of an (n -1)-cube layout to construct an n-cube network. R c (n) stands for amount of left rotation of an (n-1)-cube layout to construct an n-cube network. ROW(n) stands for amount of shifts along the x-axis for implementing an n-cube network. COL(n) stands for amount of shifts along the y axis for implementing an n-cube network.
A. 3-D Space-Invariant Optical Implementation of Hypercube Networks
The basic idea is derived from an observation that nodes in an interconnection network can be partitioned into two sets of nodes such that any two nodes in a set do not have a direct link. This is a well-known problem of bi-partitioning a graph if the interconnection network is represented as a graph. For a binary n-cube, nodes whose addresses differ by more than one in Hamming distance can be in the same partition, since no link exists between two nodes if their Hamming distance is greater than one. Besides bi-partitioning the graph, we arrange the nodes in each partition onto the plane such that interconnection between two planes becomes space-invariant (the connection pattern is identical for every PE in the plane). This self-imposed requirement reduces the design complexity of the optical setup. The two partitions of PEs(a processing element (PE) in this section stands for a node) are called left plane (Plane L ) and right plane (Plane R ). Optical sources and detectors are assumed to be resident on processor-memory boards located on Plane L and Plane R . A space-invariant multiple imaging system, called a replication and spatial shift module (RSSM), is used to implement the connection patterns required between PEs of the two planes [6, 7, 17, 18] .
A conceptual three-dimensional implementation of a five-cube (32 nodes) interconnection using the optical interconnect model is shown in figure 4 and figure 5 . The following three-step algorithm constructs a 3-D space-invariant n-cube network (n>5) from a 3-D space-variant (n-1)-cube network. Note that an n-cube network can be constructed from two (n-1)-cube networks [6, 7, 17, 18] :
Step 1. Given a 3-D space-invariant (n-1)-cube layout and depending on whether n is odd or even, we rotate it to the left by the following number of columns if n is odd:
. Or, we can rotate it upward by the following number of rows if n is even: R r (n) = 2 (n-2)/2-1 . The rotated plane is then placed at the right side of the original (n -1)-cube layout if n is odd or underneath it if n is even.
Step 2. We prefix 0 as the most significant bit in all addresses of the original (n -1)-cube layout and 1 as the most significant bit in all addresses of the rotated (n-1)-cube layout.
When n is odd, the resulting 3-D space-invariant n-cube network has the same row dimension as that of the (n-1)-cube network, and its column dimension is 2 times the column dimension of the (n-1)-cube network.Thus
When n is even, the resulting n-cube network has a total number of rows equal to 2 times the row dimension of the (n-1)-cube network, and it has the same number of columns as that of the (n-1)-cube network. Thus
Step 3. If n is odd, the shift rule of the resulting n-cube network is ROW(n) = ROW(n -1), COL(n) = COL(n -1),
If n is even, the shift rule of the resulting n-cube network is ROW(n) = ROW(n -1),
The construction of an arbitrary n-cube network is carried out incrementally by putting together two (n-1)-cube networks, one of the two is column-wise or row-wise rotated version of the other. For more details, see [6, 7, 17, 18] . The scheme in [6, 18] is used for the implementation of the DLH(m,d) network. 
B. 3-D Space-Invariant Implementation of DLH(m,d) Networks
The embedding scheme of the DLH(m,d) using the model of figure 7 can be described as follows: i). Construct layouts (two layouts per hypercube, one for PlaneL and the other for PlaneR) of 4m hypercubes with dimension n.
ii). Place hypercube layouts in the above step as building blocks in a 2-D matrix form 2 rows and 2m columns on each plane.
iii). Interchange the layout, for Plane L and the layout for Plane R , of hypercubes in every other row and in every other column. Figure 6 shows the 3-D implementation of DLH(4,3) network using the proposed construction algorithm ( figure 8(a) 
VI. CONCLUSION
To overcome the lack of scalability in the regular hypercube networks, a new interconnection network topology, called an Double-Loop Hypercube, is presented. The proposed network is a combination of the hypercube and the DL(2m) topologies. The analysis results show that the new interconnection network is scalable, meaning the configuration of the existing nodes is relatively insensitive to the growth of the network size, and more efficient in terms of communication. It is also shown that the new interconnection network is highly fault-tolerant. Any faulty node or link can be bypassed by only two additional hops with little modification of the fault-free routing scheme. Due to the concurrent existence of multiple the DL(2m) and the hypercube, the new network provides a great architectural support for parallel processing and distributed computing.
More importantly, the proposed network is highly amenable to optical implementations.A three-dimensional optical implementation technique of the proposed network is provided. It is based on an efficient threedimensional space-invariant implementation scheme for the regular hypercube. The proposed optical implementation technique for the new network results in totally space-invariant connection pattern at every node. Consequently, simple and cost-efficient optical implementation of the proposed network with existing optical hardware would be possible.
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